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Abstract
For many machine learning algorithms, two main assump-
tions are required to guarantee performance. One is that the
test data are drawn from the same distribution as the train-
ing data, and the other is that the model is correctly speci-
fied. In real applications, however, we often have little prior
knowledge on the test data and on the underlying true model.
Under model misspecification, agnostic distribution shift be-
tween training and test data leads to inaccuracy of parameter
estimation and instability of prediction across unknown test
data. To address these problems, we propose a novel Decor-
related Weighting Regression (DWR) algorithm which jointly
optimizes a variable decorrelation regularizer and a weighted
regression model. The variable decorrelation regularizer esti-
mates a weight for each sample such that variables are decor-
related on the weighted training data. Then, these weights are
used in the weighted regression to improve the accuracy of es-
timation on the effect of each variable, thus help to improve
the stability of prediction across unknown test data. Extensive
experiments clearly demonstrate that our DWR algorithm can
significantly improve the accuracy of parameter estimation
and stability of prediction with model misspecification and
agnostic distribution shift.
Introduction
Predicting unknown outcomes based on a model estimated
on a training data set is a common machine learning prob-
lem. Many machine learning algorithms have been proposed
and shown to be very successful for prediction when the test
data have the same distribution as the training data or the
model specification is correct. In real applications, however,
we rarely know the underlying true model for prediction,
and we cannot guarantee the unknown test data will have the
same distribution as the training data. For example, different
geographies, schools, or hospitals may draw from different
demographics, and the correlation structure among demo-
graphics may also vary (e.g. one ethnic group may be more
or less disadvantaged in different geographies). If the model
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is misspecified, it may exploit subtle statistical relationships
among features present in the training data to improve pre-
diction, resulting in inaccuracy of parameter estimation and
instability of prediction across test data sets with different
distributions.
To correct the distribution shift between training and test
data, many methods have been proposed in domain adap-
tion (Bickel, Bru¨ckner, and Scheffer 2009; Ben-David et al.
2010) and transfer learning (Pan and Yang 2009). The moti-
vation of these methods is to adjust the distribution of train-
ing data to mimic the distribution of test data, so that a pre-
dictive algorithm trained on training data can minimize the
predictive error on test data. These methods achieve good
performance in practice, however, they require the test data
as prior knowledge. Hence, they cannot be applied to ad-
dress the agnostic distribution shift problem.
Recently, some algorithms have been proposed to ad-
dress the agnostic distribution shift from unknown test data,
including domain generalization (Muandet, Balduzzi, and
Scho¨lkopf 2013), causal transfer learning (Rojas-Carulla et
al. 2018) and invariant causal prediction (Peters, Bu¨hlmann,
and Meinshausen 2016) etc. Their motivation is to explore
the invariant structure between predictors and the response
variable across multiple training datasets for prediction. But
they cannot well handle the case of distribution shifts that
are not observed in the training data. Moreover, they do
not consider the interaction of distribution shift and model
misspecification. Recently, some papers (Kuang et al. 2018;
Shen et al. 2018) were proposed to address stable predic-
tion problem using methods drawn from the literature on
causal inference, achieving improved performance. But they
did not consider the model misspecification and their algo-
rithms were restricted to the predictive setting with binary
predictors and binary response variable.
In this paper, we focus on the problem of stable predic-
tion with model misspecification and agnostic distribution
shift, where we assume that all features (predictors) X fall
into one of two categories: one category includes the sta-
ble features S, which have causal effects on outcome Y that
are invariant across environments (e.g., across training and
test sets). The other category includes the unstable features
V, which have no causal effects on outcome, but may be
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correlated with either stable features, the outcome, or both.
The correlation may be different in different environments.
Under the assumption that all stable features are observed,
model misspecification would be induced by some omitted
nonlinear or interaction terms of stable features (i.e., s1 · s2
or es1·s2 ). Since different environments (e.g., training and
test sets) have different covariate distributions, the parame-
ters estimated from different environments may be quite dif-
ferent even when we use the same parametric model. This
variation in parameters arises because the parameters on in-
cluded features capture two components: first, the partial ef-
fect of the included features on the expected value of out-
come, and second, a function that depends on the correlation
between included and omitted features, as well the distribu-
tion of outcomes conditional on omitted features. We con-
sider the the problem of making predictions when that sec-
ond component of estimated parameters is unstable across
environments. In that case, we prefer to find an estimator
that eliminates the second component, even though includ-
ing it improves prediction for test sets that are similar to the
training data. We look for an algorithm that is effective when
the analyst does not know which feature is stable feature and
which is not.
One way to address the problem of stable prediction in
such a setting is to isolate the impact of each individual
feature. One method commonly used in the causal litera-
ture is covariate balancing (Athey, Imbens, and Wager 2018;
Kuang et al. 2017a; Kuang et al. 2017b), which essentially
estimates the impact of the target feature by reweighting the
data so that the distribution of covariates is equalized across
different values of the target feature. This literature usually
focuses on the case where there is a single, pre-specified fea-
ture of interest and other features are considered to be “con-
founders”. In this paper, we consider the case where there
are potentially many stable features, and propose a novel
Decorrelated Weighting Regression (DWR) algorithm for
stable prediction with model misspecification and agnostic
distribution shift by jointly optimizing a variable decorrela-
tion regularizer and a weighted regression model. Specifi-
cally, the variable decorrelation regularizer constructs sam-
ple weights to reduce correlation among covariates and al-
lows the weighted regression to approximately isolate the
effect of each variable. The weighted regression model with
those sample weights might perform worse than standard
methods when predicting in the test data with similar dis-
tribution to the training, but it will do better across unknown
test data with distribution shift from the training. Using both
empirical experiments and theoretical analysis, we show that
our algorithm outperforms alternatives in parameter estima-
tion and stability in prediction across unknown test data.
This paper has three main contributions: 1) we investigate
the problem of stable prediction with model misspecifica-
tion and agnostic distribution shift. The problem setting is
more general and practical than prior work. 2) We propose a
novel DWR algorithm to jointly optimize variable decorrela-
tion and weighted regression to address the stable prediction
problem. 3) We conduct extensive experiments in both syn-
thetic and real-world datasets to demonstrate the advantages
of our algorithm on stable prediction problem.
Problem and Our Algorithm
In this section, we first give the formulation of stable predic-
tion problem, then introduce the details of our algorithm.
Stable Prediction Problem
Let X denote the space of observed features and Y denote
the outcome space. We define an environment to be a joint
distribution PXY on X × Y , and let E denote the set of all
environments. In each environment e ∈ E , we have dataset
De = (Xe, Y e), where Xe ∈ X are predictor variables
and Y e ∈ Y is a response variable. The joint distribution
of features and outcomes on (X, Y ) can change across envi-
ronments: P eXY 6= P e
′
XY for e, e
′ ∈ E .
In this paper, our goal is to learn a predictive model for
stable prediction with model misspecification and agnos-
tic distribution shift. To measure its performance on sta-
ble prediction problem, we adopt the Average Error and
Stability Error in (Kuang et al. 2018) as:
Average Error= 1|E|
∑
e∈E
RMSE(De), (1)
Stability Error=
√
1
|E|−1
∑
e∈E
(RMSE(De)−Average Error)2,(2)
where |E| refers to the number of test environments, and
RMSE(De) represents the Root Mean Square Error of a
predictive model on dataset De. Actually, Average Error
and Stability Error refer to the mean and variance of pre-
dictive error over all possible environments e ∈ E .
Then, the stable prediction problem (Kuang et al. 2018) is
defined as:
Problem 1 (Stable Prediction) Given one training envi-
ronment e ∈ E with dataset De = (Xe, Y e), the task is
to learn a predictive model to predict across unknown en-
vironment E with not only small Average Error but also
small Stability Error.
Letting X = {S,V}, we define S as stable features, and
V as unstable features with Assumption 1:
Assumption 1 There exists a stable function f(s) such that
for all environment e ∈ E , E(Y e|Se = s,Ve = v) =
E(Y e|Se = s) = f(s).
Assumption 1 can be guaranteed by Y ⊥ V|S. Thus, we
can address the stable prediction problem by developing a
predictive model that learns the stable function f(S). But
we have NO prior knowledge on which features are stable
and which are unstable.
Assumption 2 All stable features S are observed.
Under Assumption 2, model misspecification will be in-
duced when estimating an outcome function if the model
omits some nonlinear transformations and interaction terms
of the stable features. Suppose that the true stable function
f(S) and Y in environment e is given by:
Y e = f(Se) + VeβV + 
e = SeβS + g(S
e) + VeβV + ε
e. (3)
where βV = 0 and εe ⊥ Xe. We assume that the analyst
misspecifies the model by omitting g(Se) and uses a linear
model for prediction.
Under Assumption 1, the distribution shift across environ-
ments is mainly induced by the variation in the joint distri-
bution over (Ve,Se). Simple linear regression may estimate
nonzero effects of unstable features Ve when Ve is corre-
lated with the omitted variables g(Se). For OLS, we have
βˆVOLS = βV + (
1
n
n∑
i=1
VTi Vi)
−1( 1n
n∑
i=1
VTi g(Si))
+ ( 1n
n∑
i=1
VTi Vi)
−1( 1n
n∑
i=1
VTi Si)(βS − βˆSOLS ),(4)
βˆSOLS = βS + (
1
n
n∑
i=1
STi Si)
−1( 1n
n∑
i=1
STi g(Si))
+ ( 1n
n∑
i=1
STi Si)
−1( 1n
n∑
i=1
STi Vi)(βV − βˆVOLS ), (5)
where n is sample size, 1n
∑n
i=1 V
T
i g(Si) = E(VT g(S))+
op(1) and 1n
∑n
i=1 V
T
i Si = E(VTS) + op(1). To simplify
notation, we remove the environment variable e from Xe,
Se, Ve, εe.
If E(VT g(S)) 6= 0 or E(VTS) 6= 0 in Eq. (4), βˆVOLS
will be biased, resulting in the biased estimation on S in Eq.
(5). And its prediction will be very unstable since the corre-
lation between V and g(S) (or S) might vary across testing
environments. Hence, to increase the stability of prediction,
we need to precisely estimate the parameters of βˆVOLS by re-
moving the correlation between V and g(S) (or S) on train-
ing data, that is let E(VT g(S)) = 0 and E(VTS) = 0.
Notations. In our paper, n refers to the sample size, and
p is the dimensions of variables. For any vector v ∈ Rp×1,
let ‖v‖22 =
∑p
i=1 v
2
i , and ‖v‖1 =
∑p
i=1 |vi|. For any matrix
X ∈ Rn×p, we let Xi, and X,j represent the ith sample and
the jth variable in X, respectively.
Variable Decorrelation
In this subsection, we introduce our variable decorrelation
regularizer to reduce the correlation between V and S (or
g(S)) in the training environment.
Proposition 1 If X are mutually independent with mean 0,
then E(VT g(S)) = 0 and E(VTS) = 0.
Proposition 1 together with Eq. (4) and Eq. (5) imply that
if the covariates are mutually independent, we can unbias-
edly estimate parameter βV even g(S) is omitted. This mo-
tivates our regularizer.
From (Bisgaard and Sasvri 2006), we know variables X,j
and X,k are independent if E[Xa,jXb,k] = E[Xa,j ]E[Xb,k]
for all a, b ∈ N.1 Inspired by the weighting methods
in the causal literature (Athey, Imbens, and Wager 2018;
Fong et al. 2018; Kuang et al. 2017b), we propose to make
X,j and X,k become independent by reweighting samples
with weights W , which can be learnt with the following ob-
jective function:
min
W
∞∑
a=1
∞∑
b=1
‖E[XaT,j ΣWXb,k]− E[Xa
T
,j W ]E[Xb
T
,k W ]‖22, (6)
1In empirical applications, we can discretize X,j and X,k to
satisfy the sufficient condition in (Bisgaard and Sasvri 2006).
where W ∈ Rn×1 are sample weights, ∑ni=1Wi = n and
ΣW = diag(W1, · · · ,Wn) is the corresponding diagonal
matrix. In practice, however, it will not be feasible to attain
the objective that all the moments of variables in the ob-
jective function from Eq. (6) are equal to zero. Fortunately,
from Eq. (4) and Eq. (5) we know that reducing correlation
among the first moments of the variables can help to im-
prove the precision of parameter estimation and the stability
of predictive models, and in practice the analyst can include
high-order moments, for example, polynomial functions of
covariates to further improve stability.
In this paper, we focus on variables’ first moment and pro-
pose to de-correlate all the predictors by sampling reweight-
ing in the training environment. Specifically, we propose a
variable decorrelation regularizer for learning that sample
weight W as follows:
W b = argmin
W
∑p
j=1
∥∥E[XT,jΣWX,−j ]− E[XT,jW ]E[XT,−jW ]∥∥22 (7)
where X,−j = X\{X,j} means all the remaining variables
by removing the jth variable in X.2 The summand repre-
sents the loss due to correlation between variable X,j and all
other variables X,−j . Note that, only first moment is consid-
ered in Eq. (7), but it is sufficient for variables decorrelation.
And higher-order moments can be easily incorporated.
The following theoretical results (proved in the supple-
mentary material) show that our variable decorrelation regu-
larizer can make the variables in X become mutually uncor-
related by sample reweighting, hence reduce the correlation
among covariates in the training environment and improve
the accuracy on parameter estimation.
With
∑n
i=1Wi = n, we can denote the loss in Eq. (7) as:
LB =
∑p
j=1
∥∥XT,jΣWX,−j/n−XT,jW/n ·XT,−jW/n∥∥22. (8)
Lemma 1 If the number of covariates p is fixed, then there
exists a sample weight W  0 such that
lim
n→∞LB = 0 (9)
with probability 1. In particular, a solution W to Eq. (9) is
W ?i =
Πpj=1fˆ(Xi,j)
fˆ(Xi,1,··· ,Xi,p) , where fˆ(x·,j) and fˆ(x·,1, · · · , x·,p)
are the Kernel density estimators.3
Proof 1 See Appendix.
But the solution W that satisfies Eq. (9) in Lemma 1 is
not unique. To address this problem, we propose to simulta-
neously minimize the variance of W and restrict the sum of
W in our regularizer as follows:
Wˆ = arg min
W∈C
LB + λ3
n
∑n
i=1W
2
i + λ4(
1
n
∑n
i=1Wi − 1)2, (10)
2We obtainX,−j in experiment by setting the value of jth vari-
able inX as zero.
3In detail, fˆ(xi,j) = 1nhj
∑n
i=1 k
(
Xi,j−xi,j
hj
)
, where k(u) is
a kernel function and hj is the bandwidth parameter for covariate
Xj ; and fˆ(xi) = 1n|H|
∑n
i=1K
(
H−1(Xi − xi)
)
, whereK(u) is
a multivariate kernel function, H = diag(h1, · · · , hp) and |H| =
h1 · · ·hp.
where C = {W : |Wij | ≤ c} for some constant c.
Then, we have following theorem on our variable decor-
relation regularizer in Eq. (10).
Theorem 1 The solution Wˆ defined in Eq. (10) is unique if
λ3n p2+λ4, p2  max(λ3, λ4) and |Xi,j | ≤ c for some
constant c.
Proof 2 See Appendix.
With Lemma 1 and Theorem 1, we can derive the follow-
ing property of the Wˆ given by Eq. (10).
Property 1. When p is fixed, n→∞, λ3n p2+λ4, and
p2  max(λ3, λ4), the variables in X become uncorrelated
by sample reweighting with Wˆ . Hence, correlation between
V and S in the training environment will be removed.
Extensive empirical experiments demonstrate that the cor-
relation between V and g(S) will also be reduced by our
regularizer. In summary, the proposed variable decorrelation
regularizer in Eq. (10) can learn a unique optimal sample
weights Wˆ that can de-correlate the variables X, and thus
improve the accuracy in parameters estimation and stability
in prediction.
Decorrelated Weighting Regression
With the learned sample weights Wˆ from variable decor-
relation regularizer in Eq. (10), one can run weighted least
square (WLS) to estimate the regression coefficient β as:
βˆWLS = argmin
β
n∑
i=1
Wˆi · (Yi −Xi,β)2. (11)
The βˆWLS is expected to have less bias than βˆOLS under
Property 1, since sample reweighted by Wˆ de-correlates
variables in X.
By combining the objective functions of the variable
decorrelation regularizer in Eq. (10) and the weighted re-
gression in Eq. (11), we propose a Decorrelated Weighted
Regression (DWR) algorithm to jointly optimize sample
weights W and regression coefficient β as follows:
min
W,β
∑n
i=1Wi · (Yi −Xi,β)2 (12)
s.t
∑p
j=1
∥∥XT,jΣWX,−j/n−XT,jW/n ·XT,−jW/n∥∥22 < λ2
|β|1 < λ1, 1n
∑n
i=1W
2
i < λ3,
(
1
n
n∑
i=1
Wi − 1)2 < λ4, W  0,
where n denotes the sample size, p refers to the dimension
of variables X. Xi, and X,j represent the ith sample and
the jth variable in X, respectively. The term W  0 con-
strains each sample weight to be non-negative. With term
1
n
∑n
i=1W
2
i < λ3, we reduce the variation of the sample
weights. The term ( 1n
∑n
i=1Wi − 1)2 < λ4 avoids all sam-
ple weights to be zero.
Algorithm 1 Decorrelated Weighted Regression algorithm
Require: Observed features X and outcome variable Y .
Ensure: Updated parameters W , β.
1: Initialize parameters W (0) and β(0),
2: Calculate loss function with parameters (W (0), β(0)),
3: Initialize the iteration variable t← 0,
4: repeat
5: t← t+ 1,
6: Update W (t) with gradient descent by fixing β,
7: Update β(t) with gradient descent by fixing W ,
8: Calculate loss function with parameters
(W (t), β(t)),
9: until Loss function converges or max iteration is
reached.
10: return W , β.
Optimization and Analysis
Optimization
To optimize our DWR algorithm in Eq. (12), we propose
an iterative method. Firstly, we initialize sample weights
Wi = 1 for each sample i and regression coefficient β =
[0, 0, · · · , 0]T . Once the initial values are given, in each iter-
ation, we first updateW by fixing β, then update β by fixing
W until the objective function in Eq. (12) converges. The
whole algorithm is summarized in Algorithm 1.
Complexity Analysis
In our DWR algorithm, the main time cost is to calculate the
value of loss function and update parameters W and β in
each iteration. The complexity of calculating the loss func-
tion is O(np2), where n is the sample size and p refers to
the dimension of observed variables. The complexity of up-
dating parameter W is also O(np2). The complexity of up-
dating parameter β is O(np).
In total, the complexity of each iteration in Algorithm 1 is
O(np2).
Experiments
In this section, we check the performance of our algorithm
with experiments on both synthetic and real-world datasets.
Baselines
We use following four methods as the baselines.
• Ordinary Least Square (OLS):
min ‖Y −Xβ‖22.
• Lasso (Tibshirani 1996):
min ‖Y −Xβ‖22 + λ1‖β‖1.
• Ridge Regression (Hoerl and Kennard 1970):
min ‖Y −Xβ‖22 + λ1‖β‖2.
SY V
(a) S ⊥ V
S
Y V
(b) S→ V
S
Y V
(c)V→ S
Figure 1: Three diagrams for stable features S, unstable fea-
tures V, and response variable Y .
• Independently Interpretable Lasso (IILasso) (Takada,
Suzuki, and Fujisawa 2017)
min ‖Y −Xβ‖22 + λ1‖β‖1 + λ2|β|TR|β|,
where R ∈ Rp×p with each element Rjk = |rjk|/(1 −
|rjk|), and rjk = 1n |XT,jX,k|.
To avoid the degeneration of above baselines, we set their
hype-parameters λ1 6= 0 and λ2 6= 0.
Evaluation Metrics
To evaluate the performance of stable prediction, we use
RMSE, β Error, Average Error and Stability Error
as evaluation metrics. Their definitions of RMSE and
β Error are listed as follows:
RMSE =
√
1
n
∑n
k=1(Yk − Yˆk), (13)
where n is sample size, Yˆk and Yk refer to the predicted and
true outcome for sample k.
β Error = ‖β − βˆ‖1, (14)
where βˆ and β represent the estimated and true regression
coefficients.
Experiments on Synthetic Data
Dataset Under Assumption 1, there are three kinds of re-
lationships between X = {S,V} and Y as shown in Fig.
1, including S ⊥ V, S → V, and V → S. We consider
settings motivated by each of the three cases as follows:
S ⊥ V: In this setting, S and V are independent, but
S could be dependent with each other. Hence, we gener-
ate X = {S,1, · · · ,S,ps ,V,1, · · · ,V,pv} with independent
Gaussian distributions with the help of auxiliary variables Z
as following:
Z,1, · · · ,Z,p iid∼ N (0, 1),V,1, · · · ,V,pv iid∼ N (0, 1) (15)
S,i = 0.8 ∗ Z,i + 0.2 ∗ Z,i+1, i = 1, 2, · · · , ps, (16)
where the number of stable variables ps = 0.5 ∗ p and the
number of unstable variables pv = 0.5∗p. S,j represents the
jth variable in S.
S → V: In this setting, the stable features S are the causes
of unstable features V. We first generate dependent stable
features S with Eq. (16). Then, we generate unstable features
V based on S: V·,j = 0.8 ∗ S·,j + 0.2 ∗ S·,j+1 +N (0, 1),
S1 S3 S5 V1 V5 g Y
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(a) On raw data
S1 S3 S5 V1 V5 g Y
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V5
g
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0.4
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(b) On the weighted data
Figure 2: Pearson correlation coefficients among variables:
a) on raw data; b) on weighted data.
where we let j+1 = mod(j+1, ps). The functionmod(a, b)
returns the modulus after division of a by b.
V → S: In this setting, unstable features V are the causes
of stable features S. We first generate the unstable fea-
tures V with Eq. (15). Then, we generate the stable features
S based on V: S·,j = 0.2 ∗V·,j + 0.8 ∗V·,j+1 +N (0, 1),
where we let j + 1 = mod(j + 1, pv).
To test the performance with different forms of missing
nonlinear and interaction terms, we generate the outcome Y
from a polynomial nonlinear function (Ypoly) and an expo-
nential one (Yexp):
Ypoly=f(S) + ε = [S,V] · [βs, βv]T + S·,1S·,2S·,3 + ε,(17)
Yexp=f(S) + ε = [S,V] · [βs, βv]T + eS·,1S·,2S·,3 + ε.(18)
where βs = { 13 ,− 23 , 1,− 13 , 23 ,−1, · · · }, βv = ~0, and ε =N (0, 0.3).
Generating Various Environments To test the stability
of all algorithms, we need to generate a set of environments,
each with a distinct joint distribution P (X, Y ), while pre-
serving Assumption 1 (and in particular, P (Y |S)). Specifi-
cally, we generate different environments in our experiments
by varying P (V|S). For simplification we only change
P (Vb|S) on a subset of unstable features Vb ⊆ V, where
the dimension of Vb is 0.1 ∗ p.
Specifically, we vary P (Vb|S) via biased sample selec-
tion with a bias rate r ∈ [−3,−1) ∪ (1, 3]. For each sample,
we select it with probability Pr =
∏
Vi∈Vb |r|−5∗Di , where
Di = |f(S)− sign(r) ∗Vi|. If r > 0, sign(r) = 1; other-
wise, sign(r) = −1. f(S) is defined in Eq. (17) or (18).
Note that r > 1 corresponds to positive unstable correla-
tion between Y and Vb, while r < −1 refers to the nega-
tive unstable correlation between Y and Vb. The higher the
value of |r|, the stronger correlation between Vb and Y . Dif-
ferent value of r refers to different environments, hence we
can generate different environments by varying P (Vb|S).
Experimental Settings In experiments, we evaluate the
performance of all algorithms from two aspects, including
accuracy on parameter estimation and stability on predic-
tion across unknown test data. To measure the accuracy of
parameter estimation, we train all models on one training
dataset with a specific bias rate rtrain. We carry out model
training for 50 times independently with different training
data from the same bias rate rtrain, and report the mean and
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Figure 3: Results on S ⊥ V with Y = Ypoly. All the models are trained with n = 2000, p = 10 and rtrain = 1.7.
variance of β Error on stable features S and unstable fea-
tures V. To evaluate the stability of prediction, we test all
models on various test environments with different bias rate
rtest ∈ [−3,−1) ∪ (1, 3]. For each test bias rate rtest, we
generate 50 different test datasets and report the mean of
RMSE. With RMSE from all test environments, we report
Average Error and Stability Error to evaluate the stability
of prediction across unknown test environments.
Results Before reporting the experimental results, we
demonstrate the Pearson correlation coefficients between
any two variables on both raw data and the weighed data
by our algorithm in Figure 2. From the figures, we can find
that in the raw data, the unstable features V5 is correlated
with some stable features S, and highly correlated with both
omitted nonlinear term g and outcome Y . Hence, the es-
timated coefficient of V5 in the baselines would be large,
which should be zero in a correctly specified model, lead-
ing to unstable prediction. In the weighted data, the sample
weights learnt from our algorithm can clearly remove the
correlation among predictors X. Moreover, the unstable cor-
relation between V5 and g are significantly reduced, which
is helpful to reduce the unstable correlation between V5 and
Y , and then the correlations between stable features S and Y
conditional on V are enhanced. Hence, our algorithm can es-
timate the coefficient of both S and V more precisely. This
is the key reason that our algorithm can make more stable
predictions across unknown test environments.
We report the results of parameter estimation and stable
prediction under setting S ⊥ V with Y = Ypoly in Figure
3 and Table 1. To save space, the experimental results of
settings S → V and V → S with Y = Ypoly, and results
with Y = Yexp are reported in online Appendix. From the
results, we have following observations and analysis:
• OLS cannot address the stable prediction problem. The
reason is that OLS is biased on both βS and βV estimation
as we discussed in the theoretical section. Moreover, OLS
will often predict large effects of the unstable features,
which leads to instability across environments.
• Lasso, Ridge and IILasso perform even worse than OLS,
since their regularizers will generally estimate larger coef-
ficients on the unstable features Vb. For example, Lasso
selects a only a subset of predictors and exacerbates the
omitted variables problem that already exists in our basic
setup.
• Comparing with baselines, our algorithm achieves more
stable prediction across different settings. By reducing the
correlation among all predictors, our algorithm avoids us-
ing unstable features to proxy for omitted nonlinear func-
tions of the stable features, ensuring less bias in the esti-
mation of the effect of both stable features and unstable
features. Hence, improve the stability of prediction.
• The performance of our algorithm is worse than baseline
when rtest > 1.3 on test data in Fig. 3c, but much bet-
ter than baselines when rtest < −1.3. This is because the
correlations between Vb and Y are similar between train-
ing data (rtrain = 1.7) and test data when rtest > 1.3,
and that correlation can be exploited in prediction; in this
setting, V is useful to proxy for omitted functions of S.
However, when rtest < −1.3, using V for prediction cre-
ates too much instability.
• By varying the sample size n, dimension of variables p,
training bias rate rtrain and the form of missing nonlinear
and interaction terms, our algorithm is consistently out-
perform than baselines on parameter estimation and stable
prediction across unknown test data.
Overall, our proposed DWR algorithm can be applied to ad-
dress the problem of stable prediction with model misspeci-
fication and agnostic distribution shift.
Parameter Analysis In our DWR algorithm, we have
some hype-parameters, including λ1 for constraining the
sparsity of regression coefficient, λ2 for constraining the
error of decorrelation regularizer, λ3 for constraining the
variance of the sample weights, and λ4 for constrain-
ing the sum of sample weights to n. In our experi-
ments, we tuned these parameters with cross validation
by grid searching, and each parameter is uniformly var-
ied from {0.01, 0.1, 1, 10, 100}. In Figure 4, we displayed
Average Error and Stability Error with respect to λ2.
From the figures, we can find that when λ2 < 10,
Average Error and Stability Error monotonically de-
crease as we increase the value of hype-parameter λ2. But
when λ2 > 10, those errors will slightly increase as we keep
increasing the value of hype-parameter λ2.
Table 1: Experimental results under setting S ⊥ V with Y = Ypoly when varying sample size n, dimension of variables p and
training bias rate r. The smaller value of βS Error, βV Error, Average Error and Stability Error, the better.
Scenario 1: varying sample size n
n, p, r n = 1000, p = 10, r = 1.7 n = 2000, p = 10, r = 1.7 n = 4000, p = 10, r = 1.7
OLS Lasso Ridge IILasso Our OLS Lasso Ridge IILasso Our OLS Lasso Ridge IILasso Our
βS Error 0.892 0.907 0.907 0.912 0.578 0.887 0.903 0.903 0.908 0.581 0.906 0.921 0.921 0.926 0.614
βV Error 0.331 0.333 0.334 0.334 0.109 0.332 0.334 0.335 0.335 0.077 0.338 0.340 0.341 0.341 0.078
Average Error 0.509 0.511 0.511 0.511 0.476 0.514 0.516 0.527 0.516 0.473 0.526 0.528 0.531 0.528 0.480
Stability Error 0.084 0.086 0.086 0.086 0.012 0.090 0.092 0.103 0.092 0.012 0.104 0.105 0.108 0.106 0.015
Scenario 2: varying variables’ dimension p
n, p, r n = 2000, p = 10, r = 1.5 n = 2000, p = 20, r = 1.5 n = 2000, p = 40, r = 1.5
OLS Lasso Ridge IILasso Our OLS Lasso Ridge IILasso Our OLS Lasso Ridge IILasso Our
βS Error 0.618 0.628 0.630 0.632 0.409 2.608 2.677 2.670 2.713 1.761 8.491 8.846 8.669 8.998 7.800
βV Error 0.243 0.245 0.246 0.245 0.052 0.426 0.433 0.433 0.437 0.260 0.661 0.684 0.673 0.694 0.606
Average Error 0.486 0.487 0.487 0.487 0.476 0.523 0.527 0.539 0.529 0.480 0.532 0.540 0.537 0.543 0.490
Stability Error 0.058 0.059 0.060 0.059 0.010 0.116 0.121 0.134 0.123 0.014 0.138 0.148 0.145 0.153 0.073
Scenario 3: varying bias rate r on training data
n, p, r n = 2000, p = 10, r = 1.5 n = 2000, p = 10, r = 1.7 n = 2000, p = 10, r = 2.0
OLS Lasso Ridge IILasso Our OLS Lasso Ridge IILasso Our OLS Lasso Ridge IILasso Our
βS Error 0.618 0.628 0.630 0.632 0.409 0.887 0.903 0.903 0.908 0.581 1.232 1.249 1.245 1.257 0.651
βV Error 0.243 0.245 0.246 0.245 0.052 0.332 0.334 0.335 0.335 0.077 0.441 0.444 0.443 0.445 0.119
Average Error 0.486 0.487 0.487 0.487 0.476 0.514 0.516 0.527 0.516 0.473 0.568 0.571 0.571 0.571 0.476
Stability Error 0.058 0.059 0.060 0.059 0.010 0.090 0.092 0.103 0.092 0.012 0.144 0.147 0.147 0.147 0.008
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Figure 4: The effect of hype-parameter λ2.
Experiments on Real World Data
Datasets and Experimental Setting We collected air pol-
lutant data and meteorological data from the U.S. EPA’s Air
Quality System (AQS) database,4 which has been widely
used for model evaluation (Yahya et al. 2017; Zhu et al.
2018). The air pollutant data in this study is PM10, and the
meteorological variables are those would affect the air pol-
lutant concentrations, including air temperature, relative hu-
midity, pressure, wind speed and direction.
In our experiments, we let the outcome variable Y be pol-
lution PM10, and set the meteorological features as the ob-
served variables X. To test the stability of all algorithms, we
collected data from 10 different states in the U.S., where the
states correspond to the different environments from the the-
ory. Considering a practical setting where a researcher has
a single data set and wishes to train a model that can then
be applied to other related settings, in our experiments, we
trained all models with data from State 1, validated with data
from States 1 to 4, finally tested them on all 10 States.
To demonstrate the distribution difference between any
two environments e = i and e = j, we adopt the distri-
4https://www.epa.gov/outdoor-air-quality-data
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Figure 5: Air quality prediction across different States in US.
Models are trained on State 1. The red line represents the
distance between training and test distribution.
bution distance5 between observed variables X as a metric
with following definition:
Distribution Distance(i, j) =
∑p
k=1 ‖Xe=i −Xe=j‖,
where p refers to the dimension of variables, and Xe=i rep-
resents the mean value of variables X in environment i.
Results We report the results of RMSE on air quality pre-
diction over all 10 States in Fig. 5a, where we merged OLS
method into Lasso by allowing its hype-parameter to be
zero during model training. The results show that the per-
formance of our algorithm is worse than baselines when the
distribution distance between training and test environments
is small; in that case, we introduce variance by reweighting
the data away from the distribution that approximates both
5Variable’s distribution can be uniquely determined by all the
collections of its moments. Here, we only consider the first mo-
ment. Other metrics can also be applied to measure distribution dis-
tance, for example, KL-divergence. We leave it in the future work.
training and test sets. But our algorithm’s performance im-
proves relative to the baseline and ultimately becomes better
than baseline as the distribution distance increases.
To explicitly demonstrate the advantage of our proposed
algorithm, we report Average Error and Stability Error in
Fig. 5b. The results show that our algorithm makes the most
stable prediction with agnostic distribution shift on test data.
Conclusion
In this paper, we focus on how to facilitate a stable predic-
tion across unknown test data, where we are concerned about
two problems that together lead to instability: model mis-
specification, and agnostic distribution shift between train-
ing and test data. We proved that our algorithm can improve
the accuracy of parameter estimation and stability on pre-
diction from both theoretical analysis and empirical experi-
ments. The experimental results on both synthetic and real-
world datasets demonstrate that our algorithm outperforms
the baselines for stable prediction across unknown test en-
vironments, when the correlation among covariates varies
substantially across those environments.
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