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Abstract
We consider the inverse problem of determining the time independent scalar
potential q of the dynamic Schro¨dinger equation in an infinite cylindrical domain
Ω, from one Neumann boundary observation of the solution. Assuming that q
is known outside some fixed compact subset of Ω, we prove that q may be Lips-
chitz stably retrieved by choosing the Dirichlet boundary condition of the system
suitably. Since the proof is by means of a global Carleman estimate designed
specifically for the Schro¨dinger operator acting in an unbounded cylindrical do-
main, the Neumann data is measured on an infinitely extended subboundary of
the cylinder.
AMS 2010 Mathematics Subject Classification: 35R30.
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1 Introduction
1.1 What we are aiming for
In the present paper we consider the infinite cylindrical domain Ω = ω × R, where ω is
a connected bounded open subset of Rn−1, n ≥ 2, with C2-boundary ∂ω. Given T > 0
we examine the following initial boundary value problem
−iu′ −∆u+ q(x)u = 0, in Q := (0, T )× Ω,
u(0, x) = u0(x), x ∈ Ω,
u(t, x) = g(t, x), (t, x) ∈ Σ := (0, T )× Γ,
(1.1)
where Γ := ∂ω × R and the ’ stands for ∂
∂t
. Here u0 (resp., g) is the initial (resp.,
boundary) condition associated to (1.1) and q is a function of x ∈ Ω only.
Since Γ is unbounded we make the boundary condition in the last line of (1.1) more
precise. Writing x := (x′, xn) with x
′ := (x1, . . . , xn−1) ∈ ω for every x ∈ Ω we extend
the mapping
C∞0 ((0, T )× R; H
2(ω)) −→ L2((0, T )× R; H3/2(∂ω)))
v 7→ [(t, xn) ∈ (0, T )× R 7→ v(t, ·, xn)|∂ω], (1.2)
to a bounded operator from L2((0,T)×R; H2(ω)) into L2((0,T)×R; H3/2(∂ω)), denoted
by γ0. Then for every u ∈ C
0([0, T ]; H2(Ω)) the above mentioned boundary condition
reads γ0u = g.
The main purpose of this article is to extend [3][Theorem 1], obtained for the dynamic
Schro¨dinger operator in a bounded domain, to the case of the unbounded waveguide Ω.
That is to say, to prove Lipschitz stability in the determination of the scalar potential
q (assumed to be known outside some fixed compact subset of Ω) from one boundary
measurement of the normal derivative of the solution u to (1.1).
The method of derivation of [3][Theorem 1] is by means of a Carleman estimate for the
Schro¨dinger equation, which was established in [3][Proposition] for a bounded domain.
Since the unknown part of q is compactly supported, then it seems at first sight quite
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reasonnable to guess that this question (arising from the problem of evaluating the
electrostatic quantum disorder in nanotubes, see §1.2 below) could well be answered by
adapting the above technique to some suitable truncation (for some bounded domain of
R
n) of u. Nevertheless we shall prove that such a strategy necessarily adds unexpected
“control” terms (i.e. “volume observations” of the solution) in the right hand side of
the corresponding stability inequality, and is therefore inaccurate.
It turns out that this inconvenience can be avoided upon substituting some specifically
designed Carleman estimate for the Schro¨dinger equation in a unbounded cylindrical
domain to the one of [3][Proposition 3]. This new global Carleman inequality, established
in Proposition 3.3, is the main novelty of this paper as it is the main tool for generalizing
the Lipschitz stability inequality of [3][Theorem 1] to the unbounded domain Ω under
consideration.
It is worth noticing that the field of applications of Proposition 3.3 go beyond the study
of inverse compactly supported quantum scalar coefficients PDE problems examined in
this framework. As a matter of facts we prove with the aid of Proposition 3.3 in a
companion article [22], that scalar potentials which are not necessarily known outside
some given compact subset of Ω, may nevertheless be Ho¨lder stably retrieved from one
boundary measurement of the normal derivative of u′.
Finally, let us mention that the Lipschitz stability estimate [3][Theorem 1] was es-
tablished under the additional technical assumption that both u and u′ are time square
integrable bounded functions of the space variables. As we aim to generalize this re-
sult to the case of the unbounded domain Ω, we do the same here by supposing (1.6).
Nevertheless we stress out that sufficient conditions on q and the initial state u0 (which
are not detailed in this text in order to avoid the inadequate expense of the size of the
paper) ensuring assumption (1.6), can be found in [22][Theorem 1.1].
1.2 Physical motivation: estimating the electrostatic quantum
disorder in nanotubes
The equations of (1.1) describe the evolution of the wave function of a charged particle
(in a “natural” system of units where the various physical constants such as the mass
and the electric charge of the particle are taken equal to one), under the influence of the
“electric” potential q. Moreover the quantum motion of this particle is constrained by
the waveguide Ω.
Carbon nanotubes exhibit unusual physical properties, which are valuable for elec-
tronics, optics and other fields of materials science and technology. These peculiar
nanostructures have a length-to-diameter ratio up to 108/1. This justifies why they
may be rightfully modelled by infinite cylindrical domains such as Ω. Unfortunately
their physical properties are commonly affected by the inevitable presence of electro-
static quantum disorder, see e. g. [11, 20]. This motivates for a closer look into the
inverse problem of estimating the strength of the “electric impurity potential” q from
the (partial) knowledge of the wave function u.
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1.3 Existing papers
There is a wide mathematical literature dealing with uniqueness and stability in inverse
coefficient problems related to partial differential equations, see e. g. [4, 7, 14, 18, 17, 23].
For the stationnary (elliptic) Schro¨dinger equation, Bukhgeim and Uhlmann proved in
[9] that the knowledge of the Dirichlet to Neumann (DN) map measured on some part
of the boundary determines uniquely the potential. In dimension n ≥ 3 this result was
improved by Kenig, Sjo¨strand and Uhlmann in [21] and L. Tzou proved in [26] that the
electric potential (together with the magnetic field) depends stably on the Cauchy data
even when the boundary measurement is taken only on a subset that is slightly larger
than half of the boundary. Their method is essentially based on the construction of a
rich set of “optics geometric solutions” to the Dirichlet problem. In these three papers,
the knowledge of the DN map, taking infinitely many boundary measurements of the
solution to the Schro¨dinger equation, is actually required.
The problem of stability in determining the time-independent electric potential in
the dynamic Schro¨dinger equation from a single boundary measurement was treated by
Baudouin and Puel in [3]. This result was improved by Mercado, Osses and Rosier in
[25]. In these two papers, the main assumption is that the part of the boundary where
the measurement is made satisfies a geometric condition related to geometric optics
condition insuring observability (see Bardos, Lebeau and Rauch [2]). This geometric
condition was relaxed in [5] under the assumption that the potential is known near the
boundary.
In all the above mentioned articles the Schro¨dinger equation is defined in a bounded
domain. In the present paper we rather investigate the problem of determining the
scalar potential of the Schro¨dinger equation in an infinite cylindrical domain. There are
only a few mathematical papers dealing with inverse boundary value problems in an
unbounded domain available in the mathematical literature. In [24] Li and Uhlmann
prove uniqueness in the determination of the scalar potential in an infinite slab from
partial DN map. In [10] Cardoulis, Cristofol and Gaitan obtain Lipschitz stability from
a single lateral measurement performed on one side of an unbounded strip.
More specifically for an inverse boundary value problem stated in the waveguide ge-
ometry examined in this work we refer to [12, 13] where stability is claimed for various
coefficients of the Schro¨dinger equation from the knwoledge of the DN map. Here we
investigate the same type of problems, but in absence of any information given by
the DN map, by a method based on an appropriate Carleman estimate. We refer to
[1, 3, 26] for actual examples of this type inequalities designed for the Schro¨dinger
equation. The original idea of using a Carleman estimate to solve inverse problems
goes back to the pioneering article [8] by Bukhgeim and Klibanov. Since then this
technique has then been widely and succesfully used by numerous authors, see e.g.
[3, 4, 6, 7, 12, 15, 16, 19, 23, 25], in the study of inverse wave propagation, elasticity or
parabolic problems.
4
1.4 Main results
In this section we state the main results of this article and briefly comment on them.
For M > 0 and p ∈ W 2,∞(Ω) fixed, we define the set of “admissible scalar potentials”
as
QM(p) := {q ∈ W
2,∞(Ω;R), ‖q‖W 2,∞(Ω) ≤M and q(x) = p(x) for a.e. x ∈ Γ}.
Here the identity q|Γ = pΓ is understood in the sense of the usual trace operator from
L∞(R,H2(ω)) into L∞(R,H3/2(∂ω)). By selecting q ∈ QM(p) we thus enjoin fixed value
to q on the boundary, which is the mesurement on Γ of the scalar potential we want to
determine. Similar (or stronger) “compatibility conditions” imposed on inverse problems
coefficients have already been used in various contexts, see e.g. [5, 6, 14].
We are concerned with the stability issue around any q1 ∈ QM(p), i.e. we want to
upper bound the L2 norm of q1−q2 by some increasing function of the difference u1−u2.
That is to say that q2 ∈ QM(p) and the solution uj, for j = 1, 2, to (1.1), where qj is
substituted for q, are known, while q1 is unknown.
Theorem 1.1. For p ∈ W 2,∞(Ω), M > 0, ℓ > 0 and α > 0 fixed, let u0 ∈ H
4(Ω;R)
obey
u0(x) ≥ α > 0, x ∈ ω × (−ℓ, ℓ), (1.3)
let qj ∈ QM(p), j = 1, 2, fulfill
q1(x) = q2(x), x ∈ ω × (R \ (−ℓ, ℓ)), (1.4)
and let uj denote the C
1([0, T ]; H2(Ω) ∩H10(Ω)) ∩ C
2([0, T ]; L2(Ω))-solution to (1.1) as-
sociated to u0, g = γ0G and qj, where
G(t, x) := u0(x) + it(∆− p)u0(x), (t, x) ∈ Q. (1.5)
Assume that
u2 ∈ H
1(0, T ; L∞(Ω)). (1.6)
Then for every L > ℓ, there exist Γ∗ ⊂ ∂ω × (−L, L) and a constant C > 0 depending
only on L, T , M , ω and Γ∗, such that we have
‖q1 − q2‖L2(Ω) ≤ C
(
‖∂ν(u
′
1 − u
′
2)‖L2((0,T )×Γ∗) + ‖u1 − u2‖H1(0,T ;H1(ω×SL))
)
, (1.7)
with SL := (−L,−ℓ) ∪ (ℓ, L).
Moreover there is a subboundary γ∗ ⊂ ∂ω, such that the estimate
‖q1 − q2‖L2(Ω) ≤ C
′‖∂νu
′
1 − ∂νu
′
2‖L2((0,T )×γ∗×R), (1.8)
holds for some positive constant C ′ depending only on ℓ, T , M , ω and γ∗.
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Under the prescribed conditions (1.3)–(1.5) and assumption (1.6), the first statement
(1.7) of Theorem 1.1 claims Lipschitz stability in the determination of the scalar poten-
tial appearing in the dynamic Schro¨dinger equation in Ω from two different observations
of the solution u to (1.1).
• The first one is a lateral measurement on some subboundary of ∂ω × (−L, L) of the
normal derivative
∂νu(t, x) := ∇u(t, x) · ν(x), (t, x) ∈ Σ,
where ν is the outward unit normal to Γ. Since
ν(x) = ν(x′) =
(
ν ′(x′)
0
)
, x = (x′, xn) ∈ Γ, (1.9)
where ν ′(x′) ∈ Rn−1 denotes the outgoing normal vector to ∂ω computed at x′, we
notice that
∂νu(t, x) = ∂ν′u(t, x) := ∇x′u(t, x) · ν
′(x′), (t, x) = (t, x′, xn) ∈ Σ, (1.10)
where ∇x′ stands for the gradient operator w.r.t. x
′ ∈ ω.
• The second observation is an internal measurement of u which is performed in each
of the two “slices” S−L := ω × (−L,−ℓ) and S
+
L := ω × (ℓ, L) of Ω. Although the
R
n-Lebesgue measure of S±L can be made arbitrarily small by taking L sufficiently
close to ℓ, this “volume observation” cannot be removed from the right hand side of
(1.7) by taking L asymptotically close to ℓ since the prefactor (i.e. the constant C)
tends to infinity as L goes to ℓ.
The occurence of this internal measurement of u in (1.7) is due to the unbounded
geometry of Ω. More precisely this is a direct consequence of the technique used for
the derivation of the stability inequality (1.7), which is by means of a global Carleman
estimate for the Schro¨dinger equation in a bounded domain. Indeed, this strategy
requires a cut off function with first derivative supported in (−L,−ℓ) ∪ (ℓ, L), which
gives rise to the measurement of u in S±L . Notice that the use of a Carleman estimate
known to be valid in a bounded domain of Rn only, was made possible here since the
difference q1 − q2 is compactly supported in R
n. A fact that follows from assumption
(1.4) expressing that the scalar potential to be retrieved is known outside some fixed
bounded set.
One way to get rid of both volume observations simultanesously is to use a global
Carleman estimate specifically designed for the unbounded quantum waveguide Ω, which
is stated in Proposition 3.3. This yields (1.8), implying that the electrostatic quantum
potential is now Lipschitz stably retrieved in Ω from only one lateral measurement of
the normal derivative ∂νu on some subboundary of Σ. This result is similar to the one
obtained in a bounded domain (under the same assumption as (1.6)) by Baudouin and
Puel, see [3][Theorem 1]. It should nevertheless be noticed that, contrarily to (1.7), and
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despite of the fact that the scalar potential under identification is assumed to be known
outside a compact set, the Neumann data required in the right hand side of (1.8) is
measured on an infinitely extended subboundary of Σ.
Finally, it is worth mentioning that Theorem 1.1 applies for a wide class of subbound-
aries Γ∗. Indeed, given a C
2-domain O in Rn obeying
ω × (−ℓ, ℓ) ⊂ O ⊂ ω × (−L, L),
this is the case for any Γ∗ ⊃ {x ∈ ∂O, (x− x0) · νO(x) ≥ 0}, where νO is the outward
unit normal to ∂O and x0 is arbitrary in R
n \ O. The same remark holds true for
γ∗ ⊃ {x
′ ∈ ∂ω, (x′ − x′0) · ν
′(x′) ≥ 0}, where x′0 is arbitrarily fixed in R
n−1 \ ω.
Theorem 1.1 immediately entails the followig uniqueness result.
Corollary 1.2. Under the conditions of Theorem 1.1, it holds true for all qj ∈ QM(p),
j = 1, 2, that any of the two following assumptions{
∂νu
′
1(t, x) = ∂νu
′
2(t, x) for a.e. (t, x) ∈ (0, T )× Γ∗
u1(t, x) = u2(t, x) for a.e. (t, x) ∈ (0, T )× ω × SL,
or
∂νu
′
1(t, x) = ∂νu
′
2(t, x) for a.e. (t, x) ∈ (0, T )× γ∗ × R,
yields q1 = q2.
1.5 Outline
The paper is organized as follows. Section 2 deals with the direct problem associated to
(1.1). Namely §2.1 gathers existence and uniqueness results for the solution to the dy-
namic Schro¨dinger equation in the infinite domain Ω and §2.2 is devoted to the study of
the direct problem for the linearized system associated to (1.1). In §2.3 the correspond-
ing solution is suitably extended to a function of [−T, T ]× Ω which is continuous with
respect to the time variable t. This is required by the method used in the proof of the
stability inequalities (1.7) and (1.8), which is the purpose of Section 4. It is by means of
the global Carleman estimate for the Schro¨dinger equation in a bounded domain (resp.,
in an unbounded waveguide) stated in Proposition 3.2 (resp., Proposition 3.3) for (1.7)
(resp., for (1.8)). Finally §4.1 contains the completion of the proof of (1.7)-(1.8).
2 Analysis of the direct problem
In this section we establish some existence, uniqueness and regularity properties of the
solution to (1.1) needed for the analysis of the inverse problem in section 3.
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2.1 Existence and uniqueness results
This subsection gathers two existence and uniqueness results for (1.1). We start by
recalling from [13][Proposition 2.1] the following:
Proposition 2.1. Let M > 0. Then for all q ∈ QM , v0 ∈ H
1
0(Ω) ∩ H
2(Ω) and f ∈
W 1,1(0, T ; L2(Ω)), there is a unique solution v ∈ Z0 := C([0, T ]; H
1
0(Ω) ∩ H
2(Ω)) ∩
C1([0, T ]; L2(Ω)) to the boundary value problem
−iv′ −∆v + qv = f, in Q,
v(0, x) = v0, x ∈ Ω,
v(t, x) = 0, (t, x) ∈ Σ.
Moreover we have
‖v‖Z0 ≤ C
(
‖v0‖H2(Ω) + ‖f‖W 1,1(0,T ;L2(Ω))
)
,
for some constant C > 0 depending only on ω, T and M .
Let the space
X0 := γ0(W
2,2(0, T ; H2(Ω))), (2.11)
be equipped with the following quotient norm
‖g‖X0 = inf{‖G‖W 2,2(0,T ;H2(Ω)); G ∈ W
2,2(0, T ; H2(Ω)) satisfies γ0G = g}.
Evidently, each g ∈ X0 admits an extension G0 ∈ W
2,2(0, T ; H2(Ω)) verifying
‖G0‖W 2,2(0,T ;H2(Ω)) ≤ 2‖g‖X0.
Further, put
L := {(u0, g) ∈ H
2(Ω)×X0; u0 = g(0, ·) on Γ}. (2.12)
Then, setting u = v+G0, where v is defined by Proposition 2.1 for f = i∂tG0+∆G0−qG0
and v0 = u0 − G0(0, .), we obtain the following existence and uniqueness result, which
is similar to [13][Corollary 2.1].
Theorem 2.2. Let M > 0. Then for all q ∈ QM and all (u0, g) ∈ L there is a unique
solution u ∈ Z := C([0, T ]; H2(Ω)) ∩ C1([0, T ]; L2(Ω)) to the boundary value problem
(1.1). Moreover we have the following estimate
‖u‖Z ≤ C(‖u0‖H2(Ω) + ‖g‖X0), (2.13)
where C is some positive constant depending only on ω, T and M .
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2.2 Linearized problem
In this subsection we establish some useful regularity properties of the solution to the
linearized problem associated to (1.1) by applying the existence and uniqueness results
stated in §2.1.
To this purpose, we let p, M , qj , j = 1, 2, u0, g and G be the same as in Theorem
1.1. Since G ∈ W 2,2(0, T ; H2(Ω)) and g(0, ·) = u0 on Γ, we have (u0, g) ∈ L . Applying
Theorem 2.2 there is thus a unique solution uj ∈ Z, j = 1, 2, to the following system
−iu′j −∆uj + qj(x)uj = 0, in Q,
uj(0, x) = u0(x), x ∈ Ω,
uj(t, x) = g(t, x), (t, x) ∈ Σ.
(2.14)
Further, differentiating (2.14) with respect to t for j = 2, we obtain that u′2 is solution
to the boundary value problem
−iu′′2 −∆u
′
2 + q2(x)u
′
2 = 0, in Q,
u′2(0, x) = u˜0(x), x ∈ Ω,
u′2(t, x) = g
′(t, x), (t, x) ∈ Σ,
(2.15)
where u˜0 := i(∆−q2)u0. Since G
′(t, x) = i(∆−p)(x) for a.e. (t, x) ∈ Q by (1.5) then we
have G′ ∈ W 2,2(0, T ; H2(Ω)) and we get g′(0, x) = u˜0(x) for a.e. x ∈ Γ from the identity
q2 = p on Γ. Consequently (u˜0, g
′) ∈ L . Therefore u′2 ∈ Z from (2.15) and Theorem
2.2. As a consequence we have
u2 ∈ C
1([0, T ]; H2(Ω)) ∩ C2([0, T ]; L2(Ω)).
Moreover, it follows from (2.14) that u := u1− u2 is solution to the linearized system
−iu′ −∆u+ q1u = f, in Q,
u(0, x) = 0, x ∈ Ω,
u(t, x) = 0, (t, x) ∈ Σ,
(2.16)
with f := (q2 − q1)u2. Since u2 ∈ Z and q1 − q2 ∈ L
∞(Ω) then f ∈ W 1,1(0, T ; L2(Ω)) so
we find that u ∈ Z0 by Proposition 2.1.
Last, we deduce from (2.16) that v := u′ satisfies
−iv′ −∆v + q1v = f
′, in Q,
v(0, x) = i(q2 − q1)(x)u0(x), x ∈ Ω.
v(t, x) = 0, (t, x) ∈ Σ,
(2.17)
with f ′ = (q2 − q1)u
′
2 ∈ W
1,1(0, T ; L2(Ω)). Since q1 = q2 on Γ we get that i(q2 − q1)u0 ∈
H10(Ω) ∩ H
2(Ω). Therefore v = u′1 − u
′
2 ∈ Z0 by Proposition 2.1. Bearing in mind that
u′2 ∈ Z we deduce from this that u
′
1 ∈ Z. Summing up, we have obtained that
uj ∈ C
1([0, T ]; H2(Ω)) ∩ C2([0, T ]; L2(Ω)), j = 1, 2.
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2.3 Time symmetrization
This subsection is devoted to showing that the solution v ∈ Z0 to (2.17) may be extended
to a solution of the same system over the time span [−T, T ].
To this end we extend v (resp., f ′) on (−T, 0) × Ω by setting v(t, x) := −v(−t, x)
(resp., f ′(t, x) := −f ′(−t, x)) for (t, x) ∈ (−T, 0)×Ω. Since the initial conditions v(0, ·)
and f ′(0, ·) are purely complex valued according to (2.17), the mappings t 7→ v(t, x)
and t 7→ f ′(t, x) are thus continuous at t = 0 for a.e. x ∈ Ω. Therefore, we have
v ∈ C0([−T, T ]; H10(Ω) ∩ H
2(Ω)) ∩ C1([−T, T ]; L2(Ω)) and f ′ ∈ W 1,1(−T, T ; L2(Ω)).
Moreover v is solution to (2.17) over the whole time span (−T, T ):
−iv′ −∆v + q1v = f
′, in Qe := (−T, T )× Ω,
v(0, x) = i(q2 − q1)(x)u0(x), x ∈ Ω.
v(t, x) = 0, (t, x) ∈ Σe := (−T, T )× Γ.
(2.18)
3 Carleman estimate for the dynamic Schro¨dinder
operator
The main purpose of this section is to derive a global Carleman estimate for the
Schro¨dinger operator in an unbounded cylindrical domain O×R, where O is a bounded
domain of Rm, m ≥ 1, from the same type of results obtained for O by Baudouin and
Puel in [3][Proposition 3].
3.1 What is known in a bounded domain
Given an arbitrary bounded domain O ⊃ Rm with C2 boundary, we consider the
Schro¨dinger operator acting in (C∞0 )
′((−T, T )×O),
Lm := −i∂t −∆, (3.19)
where ∆ denotes the Laplacian in O. Here we use the subscript m to emphasize the
fact that the operator Lm acts in a subdomain of (−T, T )× R
m.
Next we introduce a function β˜ ∈ C4(O;R+) and an open subset ΓO of ∂O, satisfying
the following conditions:
Assumption 3.1.
(i) ∃C0 > 0 such that the estimate |∇β˜(x)| ≥ C0 holds for all x ∈ O;
(ii) ∂ν β˜(x) := ∇β˜(x).ν(x) < 0 for all x ∈ ∂O\ΓO, where ν is the outward unit normal
vector to ∂O;
(iii) ∃Λ1 > 0, ∃ǫ > 0 such that we have λ|∇β˜(x) · ζ |
2 + D2β˜(x, ζ, ζ) ≥ ǫ|ζ |2 for all
ζ ∈ Rm, x ∈ O and λ > Λ1, where D
2β˜(x) :=
(
∂2β˜(x)
∂xi∂xj
)
1≤i,j≤m
and D2β˜(x, ζ, ζ)
denotes the Rm-scalar product of D2β˜(x)ζ with ζ.
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Notice that there are actual functions β˜ verifying Assumption 3.1, such as O ∋ x 7→
|x− x0|
2, where x0 is arbitrary in R
m \ O and ΓO ⊃ {x ∈ ∂O, (x− x0) · ν(x) ≥ 0}.
Further we put
β := β˜ +K, where K := r‖β˜‖∞ for some r > 1, (3.20)
and define the two following weight functions for λ > 0:
ϕ(t, x) :=
eλβ(x)
(T + t)(T − t)
and η(t, x) :=
e2λK − eλβ(x)
(T + t)(T − t)
, (t, x) ∈ (−T, T )×O. (3.21)
Finally, for all s > 0 we introduce the two following operators acting in (C∞0 )
′((−T, T )×
O):
M1,m := i∂t +∆+ s
2|∇η|2 and M2,m := isη
′ + 2s∇η.∇+ s(∆η). (3.22)
It is easily seen that M1,m (resp., M2,m) is the adjoint (resp., skew-adjoint) part of the
operator e−sηLme
sη, where Lm is given by (3.19).
Having said that we may now state the following global Carleman estimate, borrowed
from [3][Proposition 3], which is the main tool for the proof of Theorem 1.1.
Proposition 3.2. Let β be given by (3.20), where β˜ ∈ C4(O;R+) fulfills Assumption
3.1, let ϕ and η be as in (3.21), and let Lm, M1,m and M2,m be defined by (3.19)-(3.22).
Then we may find s0 > 0 and constant C > 0, depending only on T , O and ΓO, such
that the estimate
s‖e−sη∇w‖2L2((−T,T )×O) + s
3‖e−sηw‖2L2((−T,T )×O) +
∑
j=1,2
‖Mj,me
−sηw‖2L2((−T,T )×O)
≤ C
(
s‖e−sηϕ1/2(∂νβ)
1/2∂νw‖
2
L2((−T,T )×ΓO)
+ ‖e−sηLmw‖
2
L2((−T,T )×O)
)
, (3.23)
holds for any real number s ≥ s0 and any function w ∈ L
2(−T, T ; H10(O)) satisfying
Lmw ∈ L
2((−T, T )×O) and ∂νw ∈ L
2(−T, T ; L2(ΓO)).
The proof of Proposition 3.2 can be found in [3][section 2].
3.2 Extension to the case of unbounded cylindrical domains
Let ω be Ω = ω×R be the same as in §1. We use the same notation as in section 1 and
section 2, i.e. every point x ∈ Ω is written x = (x′, xn) with x
′ = (x1, . . . , xn−1) ∈ ω, and
we note Qe = (−T, T ) × Ω. We shall now derive from 3.2 a global Carleman estimate
for the Schro¨dinger operator
Ln := −i∂t −∆, (3.24)
acting in (C∞0 )
′((−T, T ) × Ω). Here ∆ := ∆x′ + ∂
2
xn where ∆x′ := Σ
n−1
j=1∂
2
xj
is the
Laplacian in ω. where ∇x′ (resp., ∆x′) stands for the gradient (resp., the Laplacian)
operator w.r.t. x′ ∈ ω.
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Proposition 3.3. For n ≥ 2 fixed, let β˜ and γ∗ := ΓO obey Assumption 3.1 with O = ω
and m = n − 1, and let β be given by (3.20). Extend β to Ω = ω × R by setting
β(x) = β(x′) for all x = (x′, xn) ∈ Ω. Define ϕ and η (resp., the operators Mj,n for
j = 1, 2) by (3.21) (resp., (3.22)), upon substituting Ω for O and n for m. Then there
are two constants s0 > 0 and C > 0, depending only on T , ω and γ∗, such that the
estimate
s‖e−sη∇x′v‖
2
L2(Qe)
+ s3‖e−sηv‖2L2(Qe) +
∑
j=1,2
‖Mj,ne
−sηv‖2L2(Qe)
≤ C
(
s‖e−sηϕ1/2(∂νβ)
1/2∂νv‖
2
L2((−T,T )×γ∗×R)
+ ‖e−sηLnv‖
2
L2(Qe)
)
, (3.25)
holds for all s ≥ s0 and any function v ∈ L
2(−T, T ; H10(Ω)) verifying Lnv ∈ L
2(Qe) and
∂νv ∈ L
2(−T, T ; L2(γ∗ × R)).
Proof. Since the function β does not depend on the infinite variable xn then the same
is true for ϕ and η according to (3.21). Therefore we have
M1,n = i∂t +∆+ s
2|∇x′η|
2 and M2,n = isη
′ + 2s(∇x′η) · ∇x′ + s(∆x′η), (3.26)
We denote by Fxn the partial Fourier with respect to xn, i.e.
(Fxnψ)(x
′, k) = ψ̂(x′, k) :=
1
(2π)1/2
∫
R
e−ikxnψ(x′, xn)dxn, ψ ∈ L
2(Ω), x′ ∈ ω, k ∈ R,
and consider the unitary group Ut = e
−it∂2xn in L2(Ω), defined by
Ut := F
−1
xn e
itk2Fxn, t ∈ R,
where F−1xn is the inverse transform to Fxn and e
itk2 stands for the multiplier by the
corresponding complex number. Therefore we have
(Utψ)(x) = e
−it∂2xnψ(x) := F−1xn
(
eitk
2
ψ̂(·, k)
)
(x), ψ ∈ L2(Ω), x ∈ Ω, t ∈ R. (3.27)
We notice from (3.27) that
[i∂t, Ut] = ∂
2
xnUt = Ut∂
2
xn, t ∈ R, (3.28)
since ∂2xn commutes with Ut, and that
[∂xj , Ut] = [e
−sη, Ut] = 0, j = 1, . . . , n− 1 and s, t ∈ R, (3.29)
since η does not depend on xn. Let us now introduce the function
w(t, x) := Utv(t, x), (t, x) ∈ Qe. (3.30)
12
Then we have w(·, xn) ∈ L
2(−T, T ; H10(ω)) and ∂ν′w(·, xn) ∈ L
2(−T, T ; L2(γ∗)) for a.e.
xn ∈ R. Further, upon differentiating (3.30) w.r.t. t, we deduce from (3.28) that
i∂tw = Ut(i∂tv + ∂
2
xnv). (3.31)
This and the first commutator identity in (3.29) yields
(−i∂t −∆x′)w(t, x) = UtLnv(t, x), (t, x) ∈ Qe,
which entails
Ln−1w(·, xn) = UtLnv(·, xn), xn ∈ R. (3.32)
As a consequence we have Ln−1w(·, xn) ∈ L
2((−T, T )× ω) for a.e. xn ∈ R, whence
s‖e−sη∇x′w(·, xn)‖
2
L2((−T,T )×ω) + s
3‖e−sηw(·, xn)‖
2
L2((−T,T )×ω)
+
∑
j=1,2
‖Mj,n−1e
−sηw(·, xn)‖
2
L2((−T,T )×ω) (3.33)
≤ C
(
s‖e−sηϕ1/2(∂νβ)
1/2∂ν′w(·, xn)‖
2
L2((−T,T )×γ∗)
+ ‖e−sηLn−1w(·, xn)‖
2
L2((−T,T )×ω)
)
,
for every s ≥ s0, by Proposition 3.2.
The next step of the proof involves noticing from (3.29)–(3.31) that
e−sηw(·, xn) = Ute
−sηv(·, xn), e
−sη∇x′w(·, xn) = Ute
−sη∇x′v(·, xn), (3.34)
and, with reference to (3.26), that
Mj,n−1e
−sηw(·, xn) = UtMj,ne
−sηv(·, xn), j = 1, 2, (3.35)
for each t ∈ (−T, T ) and a.e. xn ∈ R. Similarly, we get
e−sηLn−1w(·, xn) = Ute
−sηLnv(·, xn), t ∈ (−T, T ), xn ∈ R, (3.36)
by combining the second identity of (3.29) with (3.32). Finally, bearing in mind that
ϕ and β are independendent of xn, we deduce from (1.9)-(1.10) and the second part of
(3.29) that
e−sηϕ1/2(∂νβ)
1/2∂ν′w(·, xn) = Ute
−sηϕ1/2(∂νβ)
1/2∂νv(·, xn), t ∈ (−T, T ), xn ∈ R.
(3.37)
Therefore, putting (3.33)–(3.37) together, we obtain for s ≥ s0 and a.e. xn ∈ R that
s‖Ute
−sη∇x′v(·, xn)‖
2
L2((−T,T )×ω) + s
3‖Ute
−sηv(·, xn)‖
2
L2((−T,T )×ω)
+
∑
j=1,2
‖UtMj,ne
−sηv(·, xn)‖
2
L2((−T,T )×ω)
≤ C
(
s‖Ute
−sηϕ1/2(∂νβ)
1/2∂νv(·, xn)‖
2
L2((−T,T )×γ∗)
+ ‖Ute
−sηLnv(·, xn)‖
2
L2((−T,T )×ω)
)
.
13
Integrating the above inequality w.r.t. xn over R and taking into account that the
operator Ut is isometric in L
2(Ω) for each t ∈ (−T, T ) thus yields
s‖e−sη∇x′v‖
2
L2(Qe) + s
3‖e−sηv‖2L2(Qe) +
∑
j=1,2
‖Mj,ne
−sηv‖2L2(Qe)
≤ C
(
s‖Ute
−sηϕ1/2(∂νβ)
1/2∂νv‖
2
L2((−T,T )×γ∗×R) + ‖e
−sηLnv‖
2
L2(Qe)
)
, (3.38)
provided s ≥ s0. Last, setting Φ := e
−sηϕ1/2(∂νβ)
1/2∂νv and using the unitarity of the
operator Fxn in L
2(R), we derive from (3.27) that
‖UtΦ‖
2
L2((−T,T )×γ∗×R)
=
∫ T
−T
∫
γ∗
‖F−1xn e
itkΦ̂(t, x′, ·)‖2L2(R)dx
′dt
=
∫ T
−T
∫
γ∗
‖eitkΦ̂(t, x′, ·)‖2L2(R)dx
′dt =
∫ T
−T
∫
γ∗
‖Φ̂(t, x′, ·)‖2L2(R)dx
′dt
= ‖Φ‖2L2((−T,T )×γ∗×R),
so (3.25) follows immediately from this and (3.38).
4 Proof of Theorem 1.1
In view of section 3 we are now in position to solve the inverse problem under study.
More precisely we apply the Bugkhgeim-Klibanov method presented in [8] to prove the
stability inequality (1.7) (resp., the estimate (1.8)) with the aid of Proposition 3.2 (resp.,
Proposition 3.3).
4.1 Proof of the stability inequality (1.7)
We first introduce the following notation used throughout the entire section: for all
d > 0 we write Ωd := ω × (−d, d).
Fix L > ℓ, set r := (L+ ℓ)/2 and consider a domain O in Rn, with C2 boundary ∂O,
obeying
Ωℓ ⊂ Ωr ⊂ O ⊂ ΩL. (4.39)
We next choose χ ∈ C∞0 (Rxn, [0, 1]) such that
χ(xn) :=
{
1 if |xn| ≤ ℓ
0 if |xn| ≥ r.
Put w := χv, where v is the C0([−T, T ]; H10(Ω) ∩ H
2(Ω)) ∩ C1([−T, T ]; L2(Ω))-solution
to (2.18); Then the restriction w|O of w to O satisfies
w|O ∈ C
0([−T, T ]; H10(O) ∩ H
2(O)) ∩ C1([−T, T ]; L2(O)) (4.40)
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and is solution to the following system
−iw′ −∆w + q1w = χf
′ −Kv, in (−T, T )×O,
w(0, x) = iχ(q2 − q1)(x)u0(x), x ∈ O.
w(t, x) = 0, (t, x) ∈ (−T, T )× ∂O,
(4.41)
where K := [∆, χ] = χ¨ + 2χ˙∂xn. Here χ˙ (resp., χ¨) is a shorthand for the first (resp.,
second) derivative of χ.
As a preamble to the proof of the stability inequality (1.7) we first establish two
elementary technical results.
4.1.1 Two auxiliary results
Lemma 4.1. For s > 0, let φ := e−sηw, where w is defined by (4.40)-(4.41). Then we
have
J := ‖e−sη(0,·)w(0, ·)‖2L2(O) = 2Im
(∫
(−T,0)×O
M1φφdtdx
)
,
where M1 stands for M1,n.
Proof. In light of (3.20)-(3.21) it holds true that lim
t↓(−T )
η(t, x) = +∞ for all x ∈ O, hence
lim
t↓(−T )
φ(t, x) = 0.
Therefore we have J = ‖φ(0, ·)‖2L2(O) =
∫
(−T,0)×O
∂t|φ|
2dtdx, from where we get that
J = 2Re
(∫
(−T,0)×O
∂tφφdtdx
)
. (4.42)
On the other hand, (3.22) and the Green formula yield
Im
(∫
(−T,0)×O
(M1φ)φdtdx
)
= Re
(∫
(−T,0)×O
∂tφφdtdx
)
+ Im
(∫
(−T,0)×O
∆φφdtdx+ s2‖∇ηφ‖2L2(−T,0)×O
)
= Re
(∫
(−T,0)×O
∂tφφdtdx
)
+ Im
(
‖∇φ‖2L2((−T,0)×O)
)
= Re
(∫
(−T,0)×O
∂tφφdtdx
)
,
so the result follows readily from this and (4.42).
Lemma 4.2. Let w and J be the same as in Lemma 4.1. Then we have
J ≤ s−3/2I(w), s > 0,
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where
I(w) := s‖e−sη∇w‖2L2((−T,T )×O) + s
3‖e−sηw‖2L2((−T,T )×O) +
∑
j=1,2
‖Mje
−sηw‖2L2((−T,T )×O),
(4.43)
the notation Mj, for j = 1, 2, being a shorthand for Mj,n.
Proof. In view of Lemma 4.1 and the Cauchy-Schwarz inequality, we have
J ≤ 2‖M1φ‖L2((−T,T )×O)‖φ‖L2((−T,T )×O)
≤ s−3/2
(
‖M1(e
−sηw)‖2L2((−T,T )×O) + s
3‖e−sηw‖2L2((−T,T )×O)
)
.
This and (4.43) yields the desired result.
4.1.2 Completion of the proof
The next step of the proof involves majorizing I(w) with the aid of the Carleman
inequality of Proposition 3.2. In view of (4.40)-(4.41) and (4.43) the estimate
I(w) ≤ C
(
s‖e−sηϕ1/2(∂νβ)
1/2∂νw‖
2
L2((−T,T )×Γ˜)
+ ‖e−sη(χf ′ −Kv)‖2L2((−T,T )×O)
)
≤ C
(
s‖e−sηϕ1/2(∂νβ)
1/2∂νw‖
2
L2((−T,T )×Γ˜)
+
∑
j=0,1
‖e−sη∇jv‖2L2((−T,T )×(Ωr\Ωℓ)) + ‖e
−sηχf ′‖2L2((−T,T )×Ωr)
)
, (4.44)
holds with Γ˜ := ΓO for s ≥ s0. Here and henceforth C denotes some generic positive
constant. Bearing in mind that η(0, x) = inft∈(−T,T ) η(t, x) for all x ∈ Ω and that
f ′ = (q2 − q1)u
′
2, we have
‖e−sηχf ′‖L2((−T,T )×Ωr) ≤ C‖e
−sη(0,·)(q1 − q2)‖L2(Ωℓ). (4.45)
Here we used the fact that ‖u′2‖L∞((−T,T )×Ωℓ) < ∞. On the other hand, the function
ϕ∂νβ being bounded in (−T, T )× Γ˜ as well, we deduce from (4.44)-(4.45) that
I(w) ≤ C
(
s‖e−sη(0,·)∂νw‖
2
L2((−T,T )×Γ˜)
+
∑
j=0,1
‖e−sη(0,·)∇jv‖2L2((−T,T )×(Ωr\Ωℓ))
+‖e−sη(0,·)(q1 − q2)‖
2
L2(Ωℓ)
)
≤ C
(
obs+ ‖e−sη(0,·)(q1 − q2)‖
2
L2(Ωℓ)
)
, s ≥ s0, (4.46)
where we have set
obs := s‖e−sη(0,·)∂νw‖
2
L2((−T,T )×Γ˜)
+
∑
j=0,1
‖e−sη(0,·)∇jv‖2L2((−T,T )×(Ωr\Ωℓ)). (4.47)
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In light of Lemma 4.2, (4.46)-(4.47) then yields
J = ‖e−sη(0,·)χ(q1 − q2)u0‖
2
L2(O) ≤ Cs
−3/2
(
obs+ ‖e−sη(0,·)(q1 − q2)‖
2
L2(Ωℓ)
)
, (4.48)
for all s ≥ s0. Further since J ≥ α
2‖e−sη(0,·)(q1 − q2)‖
2
L2(Ωℓ)
from the assumption (1.3)
we get that
(α2 − Cs−3/2)‖e−sη(0,·)(q1 − q2)‖
2
L2(Ωℓ)
≤ Cs−3/2obs, s ≥ s0, (4.49)
from (4.48). Thus chosing s ≥ s0 so large that α
2 − Cs−3/2 ≥ α2/2 and taking into
account that infx∈Ωℓ e
−sη(0,x) > 0, we derive from (4.47) and (4.49) that
‖q1 − q2‖
2
L2(Ωℓ)
≤ C
(
‖∂νw‖
2
L2((−T,T )×Γ˜)
+
∑
j=0,1
‖∇jv‖2L2((−T,T )×(Ωr\Ωℓ))
)
. (4.50)
Now, recalling from §2.3 that ‖∇jv‖L2((−T,T )×(Ωr\Ωℓ)) = 2‖∇
jv‖L2((0,T )×(Ωr\Ωℓ)) for j =
0, 1, and from the identity w = χv that ‖∂νw‖L2((−T,T )×Γ˜) = 2‖∂νw‖L2((0,T )×Γ˜), we derive
from (4.50) that
‖q1 − q2‖
2
L2(Ω) ≤ C
(
‖∂νw‖
2
L2((0,T )×Γ˜)
+
∑
j=0,1
‖∇jv‖2L2((0,T )×(Ωr\Ωℓ))
)
. (4.51)
Here we used the identity ‖q1 − q2‖L2(Ωℓ) = ‖q1 − q2‖L2(Ω) arising from (1.4).
Last we set Γ∗ := Γ˜ ∩ (∂ω × [−r, r]) and Γe := Γ˜ ∩ (ΩL \ Ωr) in such a way that
Γ˜ = Γ∗ ∪ Γe, Γ∗ ∩ Γe = ∅,
by (4.39). Since χ(xn) = 0 for every |xn| ≥ r then the function w = χv is necessarily
uniformly zero in (0, T )× (ΩL \ Ωr). This entails
∂νw(t, σ) = 0, (t, σ) ∈ (0, T )× Γe.
As a consequence we have
‖∂νw‖L2((0,T )×Γ˜) = ‖∂νw‖L2((0,T )×Γ∗) ≤ C‖∂νv‖L2((0,T )×Γ∗).
Putting this together with (4.51) and the identity v = (u1 − u2)
′, we end up getting
(1.7).
4.2 Proof of the stability estimate (1.8)
The proof of (1.8) is very similar to the one of (1.7). Therefore, in order to avoid the
inadequate expense of the size of this article, we shall skip some technical details.
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The function v still denoting the solution to (2.18), we put
I(v) := s‖e−sη∇x′v‖
2
L2(Qe)
+ s3‖e−sηv‖2L2(Qe) +
∑
j=1,2
‖Mje
−sηv‖2L2(Qe), s > 0,
where we write Mj for j = 1, 2, instead of Mj,n. Then arguing in the exact same way as
in the derivation of Lemmae 4.1-4.2, we get that
‖e−sη(0,·)v(0, ·)‖2L2(Ω) = ‖e
−sη(0,·)(q1 − q2)u0‖
2
L2(Ω) ≤ s
−3/2I(v), (4.52)
for all s > 0.
On the other hand, applying Proposition 3.3 to (2.18) we obtain
I(v) ≤ C
(
s‖e−sηϕ1/2(∂νβ)
1/2∂νv‖
2
L2((−T,T )×γ∗×R) + ‖e
−sηf ′‖2L2(Qe)
)
, (4.53)
for every s ≥ s0. Further, taking into account that η(0, x
′) = inft∈(−T,T ) η(t, x
′) for all
x′ ∈ ω and f ′ = (q2 − q1)u
′
2, we derive from (1.6) that
‖e−sηf ′‖L2(Qe) ≤ C
′‖e−sη(0,·)(q1 − q2)‖L2(Ω), (4.54)
for some generic positive constant C ′. Since ϕ∂νβ is bounded in (−T, T ) × γ∗ × R,
(4.53)-(4.54) then yield
I(v) ≤ C ′
(
s‖e−sη(0,·)∂νv‖
2
L2((−T,T )×γ∗×R)
+ ‖e−sη(0,·)(q1 − q2)‖
2
L2(Ω)
)
, s ≥ s0. (4.55)
Putting (4.52) and (4.55) together we find that
‖e−sη(0,·)(q1 − q2)u0‖
2
L2(Ω)
≤ C ′s−3/2
(
s‖e−sη(0,·)∂νv‖
2
L2((−T,T )×γ∗×R)
+ ‖e−sη(0,·)(q1 − q2)‖
2
L2(Ω)
)
, s ≥ s0.
From this and (1.3) then follows for any s ≥ s0 that
(α2 − C ′s−3/2)‖e−sη(0,·)(q1 − q2)‖
2
L2(Ω) ≤ Cs
−1/2‖e−sη(0,·)∂νv‖
2
L2((−T,T )×γ∗×R)
. (4.56)
Choosing s ≥ s0 so large that α
2 − C ′s−3/2 ≥ α2/2 and using that infx∈ω e
−sη(0,x) > 0,
we deduce from (4.56) that
‖q1 − q2‖
2
L2(Ω) ≤ C
′‖∂νv‖
2
L2((−T,T )×γ∗×R)
.
Now (1.8) follows readily from this upon recalling from §2.2 that v = (u1 − u2)
′ and
from §2.3 that ‖∂νv‖L2((−T,T )×γ∗×R) = 2‖∂νv‖L2((0,T )×γ∗×R).
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