Abstract. The Korn inequality and related results on solutions of the divergence in Sobolev spaces have been widely studied since the pioneering works by Korn and Friedrichs. In particular, it is known that this inequality is valid for Lipschitz domains as well as for the more general class of John domains. On the other hand, a few known counterexamples show that those results are not valid for certain bounded domains having external cusps.
Introduction
This paper deals with two related results which are basic in the analysis of problems in continuum mechanics, namely, the existence of solutions of the divergence in Sobolev spaces and the so-called Korn inequality.
Let us recall these two results. For a vector field v ∈ W 1,p (Ω) n , ε(v) denotes the symmetric part of the differential matrix of v, namely,
Given a bounded domain Ω ⊂ R n , n ≥ 2, we say that the Korn inequality is valid in Ω for some p, 1 < p < ∞, if for any v ∈ W 1,p (Ω) n ,
where the constant C depends only on Ω and p. Actually this is not the original statement of Korn (in particular, he considered only the case p = 2), but his results can be derived in a simple way from this inequality. In what follows, if (1.1) is valid in Ω we will say shortly that Ω satisfies Korn p .
On the other hand, we will say that Ω satisfies div p if, for any f ∈ L p 0 (Ω) (where the subscript 0 indicates that Ω f = 0), there exists u ∈ W 1,p 0 (Ω) n := C ∞ 0 (Ω) n such that div u = f in Ω and
with C depending only on Ω and p.
Since the pioneering works of Korn [K1, K2] and Friedrichs [F1, F2] , there have been many papers analyzing the validity of Korn p and div p under different assumptions on the domains. Moreover, the relationship between both results has been widely studied (we refer to the review article [H] and its references). In particular, it is well known that both results are valid for bounded Lipschitz domains and also for the broader class of John domains (see [ADM, DRS] ). Concerning the relation between both results, it is known that, if Ω satisfies div p , then it also satisfies Korn p (see for example [ADM, BS, C1] ).
Moreover, in the two-dimensional case, when p = 2 and Ω is simply connected and with smooth boundary, a precise relation between the best constant in (1.1) and that in (1.2) was given in [HP] . In that paper the authors considered also the following inequality for analytic functions due to Friedrichs [F1] . Suppose that
is an analytic function of the complex variable z = x + iy in Ω ⊂ R 2 , with ϕ and ψ real functions and Ω ϕ = 0. Then, Friedrichs proved in [F1] that, under suitable assumptions on Ω, there exists a constant C depending only on Ω, such that
In [HP] the authors also obtained a relation between the best constant for this inequality and those in (1.1) and (1.2). It is not difficult to see that if Ω is simply connected, the Friedrichs inequality can be derived from both div 2 or Korn 2 . On the other hand, it is known that there are bounded domains which do not satisfy the inequalities introduced above. Indeed, a few counterexamples can be found in the literature. The oldest counterexample is due to Friedrichs [F1] , who showed that the estimate (1.3) is not valid for some simply connected domains which have a quadratic external cusp (see [F1, page 343] ). Another counterexample for the two-dimensional case was given in [GG] , again using domains with external cusps. For the three-dimensional case, a counterexample for the Korn inequality was given in [W] .
In view of these counterexamples, a natural question is whether it is possible to obtain some weaker estimates similar to (1.2) and (1.1). Some results in this direction have been obtained in [ADL, DL1, DL2] using weighted Sobolev norms. The weights used in those papers are powers of d(x) (the distance of x ∈ Ω to ∂Ω) for a general Hölder α domain, or powers of the distance to the set of singularities M ⊂ ∂Ω, which we will denote with d M (x).
The goal of this paper is to present simple counterexamples for a class of domains with external cusps, and moreover to show that the results obtained for weighted norms in [ADL, DL1, DL2] are optimal, in the sense that the powers of d(x) or d M (x) involved in the estimates obtained in those papers cannot be improved. A particular case of our counterexamples was presented in [D] . Section 2 deals with the case of domains with a power type cusp. First, counterexamples for the Korn inequality (1.1) are given for planar domains. Then we recall some weighted Korn inequalities obtained in [ADL, DL2] and use our examples to show that these results are optimal. Next we show that the techniques can be generalized to treat higher-dimensional domains with different kinds of power type singularities. We end this section showing that similar ideas can be applied to construct counterexamples for the related div p problem and also to show that the weighted results given in [DL1, DL2] are optimal. Finally in Section 3, we extend the results for domains with more general cusps, i.e., cusps of nonpower type.
Some simple counterexamples
In this section we present very simple counterexamples for both problems Korn p and div p for cuspidal domains. As we will see, these counterexamples can also be used to prove optimality of the results in weighted norms obtained in [ADL, DL1, DL2] . For the sake of clarity we present first the results in two dimensions and explain afterwards how they can be extended for higher-dimensional domains.
For γ > 1 consider the domain (see Figure 1 ) If Dw is the differential matrix of w we have
while, on the other hand,
However, we have ∂u ∂y
and so
But, since γ > 1, it is possible to take s such that
and therefore, it follows from (2.5) and (2.6) that the classical Korn inequality (1.1) cannot be valid in Ω. Moreover, let us show that the same example can be used to show that the weighted results obtained for some nonsmooth domains in [ADL, DL1, DL2] cannot be improved.
For example, for Ω ⊂ R n , a Hölder α domain in any space dimension n ≥ 2, the following weighted inequality holds for any 1 < p < ∞ [ADL, DL1] ,
where d stands for the distance to the boundary of Ω and B is a fixed ball such that B ⊂ Ω. The same field w used in our counterexample for the classical inequality shows that (2.7) is sharp in the sense that the power of d appearing on the left hand side cannot be reduced. Indeed, since the last term on the right hand side is the norm of w on the ball B which satisfies B ⊂ Ω, the same computations given above now give
. Now, it can be easily checked that for our domain Ω, d(x, y) x γ −|y| and therefore,
On the other hand, for any
which, in view of (2.8), shows the optimality of (2.7) in the sense that it is not possible to replace the power 1 − α on the left hand side by any power β < 1 − α. Powers of the distance to the boundary considered as weights seem a natural choice for general Hölder α domains since ∂Ω may have many singular points; in particular, the set of singular points can be a dense subset of ∂Ω. However for cuspidal type domains, such as the one under consideration, powers of the distance to the cuspidal point might be used instead. In fact, the following result can be found in [DL2] . For Ω as in (2.4), let d M be the distance to the cusp placed at (0, 0). Then
, where, as before, B is a fixed ball satisfying B ⊂ Ω. Let us notice that for this particular domain, (2.10) is stronger than (2.7). Indeed, for (x, y) ∈ Ω, we have
M (x, y) cannot be bounded by positive powers of d (x, y) . Moreover, it follows immediately that (2.10) cannot be improved by taking on the left hand side a smaller power of d M . Indeed, since for any
we could replace γ − 1 by some β < γ − 1 in (2.10), we could also improve (2.7) by replacing α − 1 by
Before proceeding, let us mention that both (2.7) and (2.10) can be generalized by taking some part of the weight to the right hand side. Indeed, in the first case it was proved in [ADL] that, for any β such that α ≤ β ≤ 1,
while in the second case (see [DL2] ), for any (B) .
We have considered the particular cases (2.7) and (2.10) in order to simplify technical details. However, it can be seen that our counterexamples can be used to show that the above general estimates are also optimal.
On the other hand, a simple generalization of the vector field introduced for our counterexamples can be used to obtain similar results in arbitrary higher dimensions. Indeed, let us now define (see Figure 2) ,
and D ij w = 0 otherwise. Therefore, the only nonzero component of ε(w) is
Then, a straightforward calculation yields
is not. But, since γ > 1, it is possible to choose s satisfying (2.12), and therefore, (1.1) does not hold in Ω.
Even more, similar arguments can be applied to show that the classic Korn inequality (1.1) is not valid in more general cusps. Indeed, for k ≥ 1, define (see Figure 3) (2.13)
We can generalize our counterexample by taking Now we have
and
Therefore, now taking s such that
which is possible for any γ > 1, we conclude that (1.1) is not valid for the class of domains defined in (2.13). Let us mention that the vector fields introduced for the counterexamples can be used to show the optimality of the powers in the weighted estimates (2.7) and (2.10) for the domains (2.11) and (2.13) (in this last case, and for (2.10), d M is defined as the distance to the singular set of the boundary placed at (0, 0, z), 0 < z < 1).
As we have mentioned in the introduction, it is known that if a domain satisfies div p , then it also satisfies Korn p . Therefore, the counterexamples given for (1.1) show immediately that the cuspidal domains defined above do not satisfy div p .
Although, in some particular cases, it was shown in [DL2] that weighted Korn inequalities can be derived from weighted versions of div p , it is not clear whether this can be done in general.
However, it is not difficult to see by direct computations that the same vector fields introduced above can be used to show that cuspidal domains, such as those given in (2.11) and (2.13), do not satisfy div p . Moreover, as for the weighted Korn inequalities, it is possible to show the optimality of the weighted versions of div p obtained in [DL1, DL2] .
Let us consider, for example, the weighted version of div p proved in [DL2] . To state a result obtained in that paper we first introduce some notation for weighted Sobolev spaces. Let ω, ω 1 and ω 2 be nonnegative functions defined in a domain Ω. For 1 < p < ∞, we denote with L p (Ω, ω) the Banach space with norm given by f p L p (Ω,ω) = Ω |f | p ω and define
and the corresponding norm,
. Also, we define W
In what follows, q will denote the dual exponent of p. For the family of domains defined in (2.13), and recalling that d M denotes the distance to the cusp, we have the following result proved in [DL2, Theorem 4.1].
Theorem 2.1. Let Ω be as in (2.13) for a fixed γ > 1, and 1 < p < ∞. If
, where the constant C depends only on β, η, p, and Ω.
Remark 2.1. It is not difficult to check that the condition on β in the statement of the theorem implies that
Let us show that the condition η ≥ β + γ − 1 in Theorem 2.1 is sharp. As in that theorem, we assume that β satisfies (2.14). We will also assume that constant functions belong to L p (Ω, d pβ M ), which leads to the condition (2.15)
For any f ∈ L 1 (Ω) we denote with f Ω its average over Ω. Consider the function f (x, y, z) = x −s , where 0 < s < γk + 1 will be chosen below. Observe that, under this condition on s, we have f ∈ L 1 (Ω) and so f Ω is well defined. Now, for > 0 small, we define
Assume that the statement of Theorem 2.1 holds for some η < β+γ−1. Then, for each , there exists w = (w ,1 , w ,n−1 ) such that div w = f − f ,Ω and satisfying
and therefore, integrating by parts we obtain
To simplify notation let us define
∂x .
. Then, replacing in (2.17) and integrating by parts again, we obtain
But, it is not difficult to see that, for x < f
Let us mention that we have considered x small enough to be away from the point where f (x) − f ,Ω = 0, because at that point h blows up in the case p < 2. Then, applying the Hölder inequality in (2.18), we obtain
. Therefore, using (2.16) and again d M x, we conclude that
However, a straightforward computation shows that a choice of a positive s in the range (2.20)
But, taking the limit → 0 in (2.19) we get a contradiction. Since η < β + γ − 1 such an s exists. Recall that we also need s < γk + 1, but, an s satisfying this restriction and (2.20) exists because γk+1 p + β < γk + 1. Indeed, this inequality follows from the assumption (2.14). Therefore, we conclude that a result such as that in Theorem 2.1 is not valid under this relation on the exponents.
To finish this section let us make some comments on solutions of the divergence for general Hölder-α domains. For this case, results analogous to Theorem 2.1, but with weights which are powers of the distance to the boundary, have been obtained in [DL1, DMRT] . Using arguments similar to those given above, one can show that the results obtained in those papers are optimal in the sense that the powers in the weighted estimates cannot be improved. We refer the reader to Theorem 4.2 in [DL1] , where a particular case was considered.
Domains with a general external cusp
In this section we consider the case of domains with more general external cusps. We have not been able to obtain a straightforward extension of the counterexamples given in the previous section, and therefore, we use here a different idea.
Let In particular, the arguments developed below give a different approach to construct counterexamples for the power type cusps considered in the previous section.
Associated with ϕ we introduce the cuspidal domain Ω ϕ ⊂ R n given by
where k ≥ 1.
Since ϕ x is a strictly increasing function, there is a monotone sequence (
We will also use the notation r m := x m − x m+1 and, without loss of generality, we assume that m 0 = 1 and x 1 = 1.
In the next lemma we prove two elementary properties of ϕ(x).
Lemma 3.1. If (x m ) m≥1 is the sequence defined in (3.2), then ϕ satisfies:
for an appropriate subsequence (x m j ) of (x m ).
and (3.3) is proved. On the other hand, using that ϕ(0) = 0 and an inductive argument, we have
. . . 
Therefore, using that ϕ is increasing, we obtain (3.4).
In the next theorem we will prove some necessary conditions for weighted Korn type inequalities in Ω ϕ . Although generalizations for nonpower type ϕ of the results given in [ADL, DL1, DL2] have not been proved, we believe that powers of ϕ x are the natural weights to be considered. In the construction given in the following theorem we use some ideas from [Do] .
x ) n (we omit the dependence on m to simplify notation) by
It is easy to check that ε i,j (v) vanishes for (i, j) = (1, 1). So, since B is compactly contained in Ω ϕ , it follows from (3.5) that
for m sufficiently large. , for all m = m j . Thus, we have 2 −m j p(β 1 −β 2 −1) ≤ C for all j ≥ 1, and therefore, β 1 ≥ β 2 + 1 as we wanted to prove.
We end this section with an optimality result on solutions of the divergence in Ω ϕ . As in the previous theorem we will consider weights which are powers of ϕ x . Theorem 3.2. Let Ω ϕ ⊂ R n be the domain defined in (3.1), β 1 , β 2 ∈ R, and
where C depends only on Ω ϕ , β 1 , β 2 and p, then β 1 ≥ β 2 + 1.
Proof. We will use again the sequence x m introduced in (3.2). Defining a m = (x m+1 + x m )/2, we introduce for each m ∈ N the domain
Observe that Ω m is obtained from Ω ϕ by symmetry and translation. Therefore, under the hypothesis of the theorem we know that, for any
where
It is important to remark that the constant in (3.10) is equal to the one in (3.9), and therefore independent of m. 
