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劣化の種類 劣化行列D ノイズ n 再構成手法
焦点ボケ，手ぶれ 畳み込み行列 加法性ノイズ ぶれ除去
低解像度化 ダウンサンプル行列 画像補間，超解像
ベイヤーパターン マスク行列 加法性ノイズ デモザイキング
カメラの暗電流 ガウスノイズ ガウスノイズ除去
センサーの欠損 インパルスノイズ インパルスノイズ除去































































法 [21] では Markov Random Field を用いて低解像度・高解像度の関係を学習させる．
手法 [22] はこのアプローチを拡張し，Primal Sketch Prior を用いてぼけたエッジ等を














合することができ，詳細強調 [31] やノイズ除去 [32] 等に用いられている．辞書ベース
超解像は高解像度画像の細かいテクスチャ部分の復元に関して他の手法と比べて有利で











り除く問題と定義することができる．低解像度画像を y，高解像度画像を x とし，ぼ
けカーネルをH，画素値のサンプリングを行う行列を S としたときに，低解像度画像
y は，高解像度画像 xに，ぼけH，サンプリング S をこの順でかけた以下の形で表さ
れる．
y = SHx (1.2)
これは，式 (1.1)においてD = SH とした表現とみなすことができる．しかし，この











∥yk − SHMkx∥22 + ρ(x) (1.3)
ρ(x)はxの事前分布によって決定される制約項であり，Total Variationノルム [11,14]，










Deconvolution である．Non-Blind Deconvolution の手法は古くから多くのアルゴリ
ズムが提案されてきている．一方で Blind Deconvolution問題は，求めたい画像とカー
ネルを得るための情報が入力のブレ画像から大きく欠落しているため，非常に困難な課




次元畳み込みの関係で表現される．すなわち，ぶれ画像の 2次元行列表現を Y ぶれの
ない画像の 2次元行列表現をX，カーネルの 2次元行列表現をK，2次元畳み込みの
演算を ⊗としたときに，Y はX, K を用いて以下のように表現される．
Y =X ⊗K (1.4)
また，ぶれ画像 Y を 1次元の列ベクトルにした表現を y，ぶれのない画像X を 1次元
の列ベクトルにした表現を xとしたときに，ぶれ画像 y はぶれのない画像 xに行列 C
を前からかけ合わせた表現として以下のように表される．
y = Cx (1.5)

















定によってK とX の推定値を得て，これによって得られたカーネルの推定値K と，




設定方法に違いがある．Xuおよび Jiaの手法 [51, 52]は最小二乗問題を用いたカーネ
ル推定および逆畳込み手法を提案している．この手法ではショックフィルタを適用し
たぶれ画像 Y からカーネルK の推定値を得て，この推定値から補正画像X を得る．
Choの手法 [53]では，カーネル推定問題を周波数上の処理を用いて高速に処理するア
ルゴリズムを提案している．いずれのノンパラメトリック推定手法も，逆畳み込み問題
を，カーネルK の部分問題および画像 X の部分問題に分割し，2 つの問題を交互に
実行する点に特徴がある．カーネルK の部分問題では，X の部分問題で得られた補正
画像 X を固定して，ぶれ画像 Y からカーネルの推定値を得る．X の部分問題では，
カーネル推定問題によって得られたカーネルK を固定して，ぶれ画像 Y を Non-blind
























手法のベース 手法 画像枚数 速度 事前情報
マルチフレーム MAP法 [11–14] 複数 低速 不要
マルチフレーム Multi-Surface [4] 複数 高速 不要
補間 Bilinear, Bicubic, DCC [16] 一枚 高速 不要
補間 SAI [18], RSAI [19], BSAI [20] 一枚 低速 不要
機械学習 ANR [5], A+ [24] 一枚 低速 必要
機械学習 RAISR [25] 一枚 高速 必要
深層学習 SRCNN [26], VDSR [27] 一枚 低速 必要
辞書ベース SRSR [34], ScSR [37] 一枚 低速 必要
辞書ベース 提案法 一枚 高速 不要














































劣化のない画像のベクトル表現を x ∈ Rn1n2，劣化画像を y ∈ Rn1n2 としたときに，劣
化画像は画像 x ∈ Rn1n2 に対して，行列積の形で表現される劣化過程D ∈ Rn1n2×n1n2
と，足し算の形で加わる加法性ノイズ n ∈ Rn1n2 を用いて以下の表現で表すことがで
きる．
y ≃ Dx+ n (2.1)




画像の補間・超解像問題において，得たい高解像度画像を x ∈ Rnh，低解像度画像
を y ∈ Rnl とする．nh, nl はそれぞれの画像の画素数で，拡大率を s > 1 とすると，
nh = n1n2, nh = s
2nl を満たす値である．このとき低解像度画像 y は高解像度画像を
x にぼけカーネル H とサンプリング行列 S をこの順でかけた以下の形で表現できる．
y = SHx (2.2)
ぼけカーネルH ∈ Rnh×nh は高解像度画像のナイキスト周波数より低いカットオフ周
波数を持ち，サンプリングの際に発生するエイリアシングを除去する．行列 H は畳み
込み行列であり，図 2.1右の様に，ぼけカーネルの係数を x の対応する座標に配置した
ものである．サンプリング S は，ぼかした高解像度画像 Hx に対して，図 2.2の様に，
拡大率 sに応じた間引き操作を行う．行列 S ∈ Rnl×nh は，行列積の形でこの演算を行




を yk ∈ Rnl としたとき．yk は高解像度画像 x に対して k 番目のモーションMk およ
びぼけカーネルH，サンプリング行列 S が加わった表現として近似され，以下の表現
で表される．




















































図 2.2 高解像度から低解像度へのサンプリング s = 2
ノイズには加法性ノイズと置き換えノイズがある．加法性ノイズはノイズのない画像
y に対して，ノイズ成分 nが加算された表現として表される．
y = x+ n (2.5)








xi with probability p
ni with probability 1 − p
(2.6)
ここで，混合するノイズ ni はガウシアン分布や一様分布 U(0, 1)に従う．画像にガウス
ノイズおよびインパルスノイズを付加した例を図 2.3に示した．
13
(a) 原画像 (b) ガウスノイズ画像 (c) インパルスノイズ画像
図 2.3 ガウスノイズ（標準偏差 25）とインパルスノイズ（混入率 15%）の例
ガウスノイズ除去手法としてウィナーフィルタ [57] や Non-local means フィル









ぶれ画像の 2 次元信号を Y ∈ RN1×N2，これをぶれ除去した信号の 2 次元表現を
X ∈ RN1×N2，ぶれ軌跡（点拡がり関数，PSF，以後カーネルと表記）の 2次元表現を
K ∈ RM1×M2 と表現する．カーネル行列は図 2.4 の様に点の軌跡でモーションぶれ，
点の広がりで焦点ボケの両方を表現することができる行列である．この時，Y は X,
K の 2 次元畳み込みとして表現され，以下の式が成り立つ．
Y =X ⊗K (2.7)
ここで，⊗ を 2 行列間の 2 次元畳み込みを計算する演算とした．座標 (n1, n2) におけ







の値は (n1, n2)の周囲の値をK の値で重み付き合計値として以下のように表される．





X(k1, k2) · K(n1 − k1, n2 − k2) (2.8)
以降の説明のために，画像 X およびカーネル K に対してベクトル表現および畳み
込み行列を定義して，畳み込み表現 X ⊗K を行列積の表現に変換する．
Y , X の要素を列ベクトル上に並べた表現をそれぞれ y ∈ RN1N2×1, x ∈ RN1N2×1
とする．また，カーネル K の要素を列ベクトル上に並べた表現を k ∈ RM1M2×1 と表
記する．さらに，K の要素を 2 次元畳み込みの際に x に対応する座標に配置した畳み
込み行列を C ∈ RN1N2×N1N2，X の畳み込み行列表現を A ∈ RN1N2×M1M2 とする．
ここで，A の列数は出力画像のサイズに対応する N1N2 としている．
この時に 式 (2.8)の 2次元畳み込み表現は，カーネルの畳み込み行列 C と画像のベ
クトル表現 x の積，あるいは，画像の畳み込み表現 A とカーネルのベクトル表現 k の
積として以下の表現に置き換えることができる．
y = Cx (2.9)
y = Ak (2.10)







































画  像 カーネル ぶれ画像
図 2.6 空間軸と周波数軸における畳み込みの関係
畳み込み定理に基づき，Y , X, K の関係は周波数空間上でも表現できる．Y , X, K
を 2次元フーリエ変換したものをそれぞれ F(Y ), F(X), F(K) とすると，F(Y ) は
F(X), F(K) を要素ごとに掛け算した以下の関係を満たす．◦は行列を要素ごとに掛
け算する演算である．










しかしながら，式 (2.12)の問題は一般に劣決定問題であり，上記の式を満たす x は一
意に定まらず，得られる解も画像とはかけ離れたものとなる場合も存在する．問題の劣





∥y −Dx∥22 + ρ(x) (2.13)
2.3.2 非線形最適化問題によく用いられる制約条件
ノルム制約





式 (2.14)のノルムで p = 2としたノルムを L2 ノルムという．L2 ノルムに基づく正







式 (2.14)のノルムで p = 1としたノルムを L1 ノルムという．L1 ノルム最小化に基
づく正則化はスパース正則化とも呼ばれ，xの要素の多くが 0 となり，限られた要素の
みが値を持つ表現となる．L1 正則化を伴う線形回帰問題は LASSO と呼ばれ，これを






行われる．画像 xから DWT係数を抽出する行列をW とした時に，画像の DWT係
数に対するノルム制約は以下の様に表現される．
ρ(x) = ∥Wx∥p (2.17)
Total Variationノルム
Total Variation (TV) ノルムは主に画像に対して多く用いられる制約項である





すなわち，画像に横方向微分を加えるカーネル ∂x = [1, −1]，画像に縦方向微分を加え













行列X に対して，片方の次元に L2 ノルムを，もう片方の次元に L1 ノルムを適用し
た混合ノルムが提案されている．L1, L2 混合ノルムは，要素 Xft を持つ行列 X に対








L1, L2 混合ノルムを制約として解いた行列は図 2.7 右の様に行列中の非ゼロの要素が
t の次元にまとまった分布を持つ．このような表現を行列のグループスパース表現と
いう．
L1, L2 混合モデルを用いた画像再構成問題は [78]で述べられている．他にも JPEG
ブロックノイズ除去 [79]等で使用されている．
核ノルム
核ノルムは行列X に対して定義され，その行列のランク数 rank(X) を最小化させ
る制約項として用いられる．行列X を特異値分解した時の特異ベクトル U ,V T , 特異
値 σ1, σ2, . . . , σN は以下の関係を満たす．






|σn|0 = ∥σ∥0 (2.21)






|σn| = ∥σ∥1 (2.22)








信号 d1,d2, . . . ,dK ∈ Rn を K 個の既知サンプルとし，行列 D ∈ Rn×K をこれら
のサンプルからなる行列とする．これは基底または辞書と呼ばれるもので，一般に過決
定（n < K）である．観測点を列ベクトル x ∈ Rn とすると，すべての既知サンプルを
用いて観測点は以下のように表現される．
x = d1α1 + d2α2 + · · · + dKαK (2.23)
αi は di にかかる係数である．式 (2.23)は行列D とベクトル α = [α1, α2, . . . , αK ]T
を用いて以下の表現に書き換えられる．
x =Dα (2.24)
しかしながら，式 (2.24) は劣決定な線形システムであり，α は事前情報や制約がない
限り，単一の解が得られない．言い換えると式 (2.24)のみでは，観測点 xを基底行列
D で表現する方法は一つに定まらない．この問題に対処するために解 α に対して適切
な制約項を課すことが不可欠である．スパース表現では，係数 α がスパースな解を持
20
つように解く．スパースとは，列ベクトルの要素の多くが 0 または 0 に近い値であり，
僅かな数の係数が大きな値を持つ状態を表す．




∥α∥0 s.t. x =Dα (2.25)
ここで ∥ · ∥0 はベクトル中の非ゼロ要素の数であり，ベクトルのスパース性を指し示す
指標である．さらに観測点が辞書行列中の k個の要素によって表現されているものとす
ると，問題 (2.25) は以下の問題と等価になる．
x =Dα s.t. ∥α∥0 ≤ k (2.26)
式 (2.25)の解を得るには，MP法 [86]や OMP法 [87]が用いられる．
L0 最小化問題は α のスパース解を得ることができるものの，この問題は NP困難な
















∥α∥p s.t.∥x−HDα∥22 ≤ ε (2.28)





2.3.1 節の式 (2.12) において，劣化画像 y とそのモデル Dx+ n の間に 2乗誤差を
とり，その最小化を行ったが，y や x を確率変数と捉えることで，x に事前分布を導入
したり，ガウスノイズ以外の分布をもつノイズを想定することができる．代表的な方法
は x に事前分布を導入し，その事後確率を最大化する最大事後確率 (MAP: maximum
a posteriori) 推定で，画像のデノイズ [88, 89] やインペインティング [90] に使われて
いる．
画像再構成問題において，画像 x に関する事後確率を p(x|y) と定義する．これをベ
イズの定理によって，y に関する確率に書き換える．
p(x|y) ∝ p(y|x) · p(x) (2.29)
この時に，p(y|x) が尤度関数，p(x) が画像信号の事前分布となる．y と x の間に標準








































































に適用できる．ベクトル xに対して，目的関数を f(x) と定義する．この時，x を以下
の式で更新することで解に近づけていく．

































f(x) + g(x) (2.37)














共役勾配法 [92] とは，逆行列問題を解くためのアルゴリズムの一つであり，行列 A
対称正定値行列であるときに，高速に解くことができるアルゴリズムである．正定値行
列とは，エルミート行列Aと，零ベクトルでない任意の列ベクトル z に対して，
zHAz > 0 (2.40)
が常に成り立つ行列 A のことである．zH はベクトル・行列 z のエルミート転置で
ある．
共役勾配法を用いて，正定値行列Aに対し
y = Ax (2.41)
を満たす xを求めるプロセスは Algorithm 1で表される．ここでベクトル r, p, z を
中間表現，ei を残差，xstep をステップ幅としている．共役勾配法は，行列Aが正定値
性を満たす必要があるが，Aのサイズが n × nの時に，高々 nステップで収束する．ま
た零行列でない行列Aに対し，行列AHAは正定値性を満たすので，
AHy = AHAx




1. x = y
2. r = y −Ax
3. p = r
4. e0 = r
Hr
5. for i = 1 to converge do




8. x = x+ xstepp
9. r = r − xstepz
10. ei = r
Hr








この方式は [30] で初めて提案されている．Yang の辞書ベース超解像アルゴリズム [37]











かかる係数の形に近似する．高解像度画像からサイズ √n × √nの領域を切り出した高
解像度パッチ（ベクトル表現）を x ∈ Rn，低解像度画像の同様の領域を切り出した低
解像度パッチを y ∈ Rn とする．この時に，辞書ベース手法では，高解像度パッチ x
は，高解像度用の辞書行列Dh ∈ Rn×K とその係数 α ∈ RK を用いて，以下の形で近
似する．
x =Dhα (2.43)
辞書ベースの超解像手法 [34, 37]では，式 (2.43)の関係式が低解像度パッチ y および
低解像度様の辞書 Dl に対して同じ係数 α を用いて表現されるものと想定する．すな
わち，低解像度パッチ yは，低解像度用の辞書Dl と，高解像度と共通の係数 αの積で
表現される．
y =Dlα (2.44)
ここで，辞書Dh と Dl の各列 dh, dl は，対応する高解像度画像と低解像度画像の
組から，式 (2.43) と式 (2.44) が同じ係数 α を持つように学習されたもので，図 2.8の
様に画像のパッチの高解像度版と低解像度版の対応を含むものである．
問題の悪条件性を改善するために 式 (2.43) に α の L0 ノルム最小化の制約項を付加
した以下の表現に置き換える．
x =Dhα with ∥α∥0 ≪ K (2.45)
α0 の L0 ノルムは α 中の非ゼロの要素の数を表すため，式 (2.45) の表現は，高解像
26
度パッチ x が高解像度辞書 Dh のうちの限られた要素の組み合わせで近似されている
ことを表す．α中の非ゼロの要素数を少なくしたものをスパース表現という．L0 ノル
ム最小化の制約を低解像度パッチ y にも適用する．







チ y に対して 4つの特徴抽出フィルタ f1, f2, f3, f4 を適用する．f1, f2 は画像に横，
縦の 1階微分を行う演算子，f1, f2 は画像に横，縦の 2階微分を行う演算子である．こ
れらの特徴抽出フィルタはそれぞれ以下の様に定義される．
f1 = [−1, 0, 1] f2 = fT1
f3 = [1, 0, −2, 0, 1] f4 = fT1 (2.47)
f1, f2 は画素のずれを回避するために中間差分を用いている．また f3, f4 は f1, f2 を
それぞれ 2回適用したものにあたるので 1と −2の間に 0が入る形になる．
特徴抽出フィルタを画像再構成問題に組み込むために，特徴抽出行列 F を考える．













Fy = FDlα with ∥α∥0 ≪ K (2.49)
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2.5.3 L1最適化による高解像度画像の再構成




∥α∥0 s.t. ∥FDlα− Fy∥22 ≤ ε (2.50)
εは FDlα と Fy との間の誤差をどれくらい許容するかの尺度である．しかし，L0 最
小化問題は NP困難な問題であり，最適な解を探索するのに大きなコストがかかる．問
題の NP困難性を解消し，かつ αのスパースな解を得るために，αの L0 ノルムの代わ
















• 入力低解像度画像 Y の特定の座標から低解像度パッチ yを切り出す（図 2.9 (a)）
• 低解像度パッチに対して特徴抽出フィルタをかけ Fy を得る
• Fyと辞書行列 FDl から式 (2.52) を用いて係数ベクトル αを導出（図 2.9 (b)）
• 求めた係数ベクトルを用いて式 (2.43) から高解像度パッチ x を再構成（図 2.9
(c)）
• 画像の各座標に関して x を算出して，高解像度画像X を合成
28
⼊⼒低解像度画像







































TST (Y − SHXt) (2.54)
ST は画像に s 倍のアップサンプル ↑ s を適用する処理．HT は画像に H と同様のぶ
れをかける処理に相当する．2 倍拡大 s = 2 の場合の逆投影法のプロセスは図 2.10 に
示す．再構成された画像X に，ぶれH とダウンサンプル ↓ 2を加えた後，入力低解像

















∥Xt −DhZ∥22 + λ∥Z∥1 (2.55)
Dl = argmin
Dl,Z








∥Xt −DhZ∥22 + ∥Yt −DlZ∥22 + λ∥Z∥1 (2.57)
さらに Dh, Dl を縦に結合させた行列 Dc を用いて以下の様に書き換える
Dc = argmin
Dc,Z






























1. Dc, Z を正規乱数で初期化する．
2. Dc を固定して，Z を以下の式で求める
Z = argmin
Z
∥X −DZ∥22 + ∥Z∥1 (2.60)




4. 過程 2, 3 を収束するまで繰り返す
2.5.7 カラー画像に対する処理
辞書ベース超解像は，グレースケールに対して成り立っているが，RGB 成分からな
るカラー画像に対しても適用できる．これは，図 2.12の様に RGB成分を輝度 Yと色
差 Cb, Crに変換した後，輝度成分 Y に辞書ベース超解像を適用，色差成分 Cb, Cr に



























か未知とするかよって Non-blind deconvolution と Blind deconvolution に分かれ，
Blind deconvolution はぶれカーネルの軌跡に想定を加えるパラメトリックな手法
と，ノンパラメトリックな手法に分かれる．本節では，Non-blind deconvolution と
Blind deconvolution の問題設定の違いを述べた後，ノンパラメトリックな Blind
deconvolution手法の一般的なフレームワークについて述べる．その後に，ノンパラメト
リックな推定手法の中でも高速なカーネル推定を実現した Choの Blind deconvolution
アルゴリズム [53] についての説明を行う．
2.6.1 Non-blind Deconvolutionと Blind Deconvolution
2.2.3節で述べたとおり，ぶれ画像 Y と，ぶれのない画像X, カーネルK の間には
以下の 2 次元畳み込みの関係が成り立つ．
Y =X ⊗K (2.62)
ぶれ除去問題は X, K のうち，K を未知とするか，既知とするかによって，Non-blind
Deconvoltion と Blind Deconvolution の 2 つに分類することができる．





∥Y −K ⊗X∥22 (2.63)
K を既知とみなせるケースは，カメラの焦点特性が分かっている時や，超解像問題をぶ
れカーネルを指定して解く場合が挙げられる．式 (2.63)は後述の Blind Deconvolution
に比べて解きやすい問題ではあるが，ぶれ軌跡K を予め知っておく必要があるため，
使える状況が限られる．










問題の劣決定性を解消するために，Blind deconovlution 手法の多くはX, K のどち
らか片方を既知とし，K を求めるカーネル推定問題 (2.65)，X を求める逆畳み込み問
題 (2.66)を交互に解くことで，もっともらしいカーネル・補正画像の組を得る．
[53]の手法では Blind Deconvolution 問題を以下の 2つの部分問題に分けて解く．
K = argmin
K
∥Y −K ⊗X∥22 + βρk(K) (2.65)
X = argmin
X
∥Y −K ⊗X∥22 + αρx(X) (2.66)
すなわち，
1. ブレ画像 Y と画像X を用いて，式 (2.65)からカーネルの推定値K を得る．
2. ブレ画像 Y とカーネル K を用いて，式 (2.66) から逆畳み込みした画像 X を
得る．
3. これによって得た画像を 1. のカーネル推定に再度利用して，K の精度を上げる．










図 2.13 典型的な Blind Deconvolutionのフレームワーク
2.6.2 カーネル推定問題のための画像の前処理
Blind Deconvolutionのカーネル推定問題 (2.65)において，画像X は未知であるた




従来法 [53] では，まず入力ブレ画像 Y に対して Bilateral Filter [96,97] を用いてブ
レ画像中の細かなノイズ，ブレ成分・テクスチャ成分を取り除く．ただし，このフィル
タ操作によって本来抽出すべき画像のエッジ成分が弱まる問題があるため，これを補う
ために Shock Filter [98] を用いて失われたエッジ成分の復元を行う．これらのフィル
タ処理を経た画像は図 2.14の様に，画像の細かなブレ成分が消え，主要なエッジ成分
が強調された画像となる．
従来法では，さらにここから，画像の勾配 ∂xX, ∂yX に対ししきい値処理を行うこ
とで，画像のエッジ成分のみを残す画像X を生成する．具体的には図 2.15の様に，画
像の x方向, y 方向の微分画像を生成し，方向成分ごとに定めたしきい値を下回る勾配
は 0 とする．さらに，これによって得られた ∂xX, ∂yX を元に，元の画像X を生成
し，カーネル推定プロセスの入力とする．2回目以降のカーネル推定プロセスでは，ブ














w∗∥y∗ −A∗k∥22 + β∥k∥22 (2.67)
ここで k, y は求めたいカーネル，ぶれ画像のベクトル表現，記号 ∗ は画像に対して
{∂x, ∂y, ∂xx, ∂yy, ∂xy} の 5種類の微分をかける微分方向，y∗ はぶれ画像 y に対して ∗
方向の微分をかけた画像，A∗ は補正画像 x に対して ∗ 方向の微分をかけた画像の畳み
込み行列表現である．各方向成分 ∗ は w∗ によって重み付けされる．
















行列∑∗ w∗AT∗A∗ + βI は正定値行列であるため，式 (2.69)の逆行列計算は共役勾配
法を用いて解くことになる．すなわち，y および Aからカーネル k を得るプロセスは
Algorithm 2で表される．このアルゴリズムの 6 行目にある∑∗ w∗AT∗A+ βI の部分
は for ループの外側で予め計算しておくことが可能である．
カーネルの制約項には重み β がかかる．式 (2.65) の二乗誤差の項は過決定な問題と
なるため，β は解のエネルギーを最小化し，収束を安定させる値に調整する．
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x, y ⽅向に微分 絶対値が⼀定値以下の画素を 0 に 積分して画像に戻す












ω∗∥∂∗Y −K ⊗ ∂∗X∥22 + α∥∆X∥22 (2.70)
∂∗ ∈ {∂x, ∂y, ∂xx, ∂yy, ∂xy} は，画像 X の x 方向，y 方向に 1 階微分，2 階微分をか




1. 初期化 k = k0









3. p = r
4. e0 = r
Tr











8. k = k + kstepp
9. r = r − kstepz
10. ei = r
Tr










は カーネルと画像（差分信号） K, ∆X に関する事後確率最大化を行う．
p(K,∆X|∆Y ) ∝ p(∆Y |K,∆X) · p(∆X) · p(K) (2.71)
尤度関数 p(∆Y |K,∆X) にはガウス分布，∆X の事前確率 p(∆X) には混合ガウス分






















q(K,∆X) ∥ p(K,∆X|∆Y )) (2.73)
推定したカーネル K を元に画像を逆畳み込みするアルゴリズムには Richardson-
Lucy 法 [48, 49]を用いる．
2.7.2 Levinの手法
Levin 他の手法 [50]はカーネルと画像 K, X に関する事後確率最大化を行う
p(Y ,X,K) = p(Y |X,K) · p(X) · p(K) (2.74)
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尤度関数に関しては，y と x ⊗ k との誤差値がガウス分布に従うものとして，以下の様
に定義する．


































− log p(Y |X,K) = 1
2η2
∥K ⊗X − Y ∥2 −
∑
i,γ
log ρ(fi,γ(x)) + c (2.78)
2.7.3 Xuおよび Jiaの手法
Xu および Jia の手法 [51, 52] ではそれぞれカーネル推定の手法と逆畳み込みの手法
を提案している．カーネル推定には，ショックフィルタで処理した画像X に対して以
下の式を最小化することで初期のカーネルK を得る．
E(K) = ∥∆X ⊗K − ∆Y ∥22 + γ∥K∥2 (2.79)
















































• L1 制約を L2 制約に変更することでパッチ再構成の計算時間を短縮した
• 入力低解像度画像（自画像）から辞書ペアを動的に生成することで事前辞書を不
要にした



















再構成問題では，入力低解像度画像のパッチ y は，低解像度辞書Dl の要素の線形結




























算しておけば良い．そのため，提案法の係数 α 導出のための主な計算コストは式 (3.4)
のサイズ K × K の行列の逆行列計算 1 回と，(3.2) の計算において，サイズ K × 4n
の行列の掛け算がパッチ数の分必要になる．行列の掛け算は，(2.52) の L1 最適化問題
をパッチの数だけこなすのに比べて低い計算コストですむため，L2 ノルムへの変更に
よってアルゴリズム全体の処理時間を削減することができる．
図 3.2に L1 再構成を行った時と L2 再構成を行った時に得られる係数 αの違いを示






低解像度 Y からのパッチサンプルによって辞書 Dh,Dl を作成する方法を提案する．
以降パッチサンプルに用いる入力低解像度画像自身のことを自画像と定義する．
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図 3.2 L1 と L2 最小化によって得られる係数 αの違い
自画像からのパッチサンプルによる辞書作成の流れを図 3.3に示す．まず入力低解像
度画像 Y から，与えられた拡大率 sに基づいて縮小を行い，更に低解像度の画像 Z を
作成する．さらにサンプルされる辞書のパターンを増やすために，Y , Z に関して，オ
リジナルの画像の他に反転 2種，回転 4種，輝度反転 2種を含む計 16種類の変換画像
を作る．ここから，ランダムな座標を選び，Y から切り出したパッチを高解像度辞書
Dh の要素，Z の対応する座標から切り出したパッチを Dl の要素とすることで，辞書
の対を構成する．これによって作成した低解像度辞書 Dl には 2.5.2節の特徴抽出行列
F をかけて FDl とし，式 (3.4)の再構成問題に使用する．この操作によって自画像か




















提案手法する辞書ベース超解像の優位性を示すために，サイズ 512 × 512の標準画像
24枚（図 3.4）を用いて評価を行った．
512 × 512の画像を 1/2倍の 256 × 256に縮小，超解像アルゴリズムを用いて 2倍の




比較対象の手法は標準の Bicubic法，L1 ベースの超解像手法 [37]の他に，自画像辞
書と L2 再構成それぞれの効果を評価するため，自画像からサンプルした辞書を元に L1
再構成を行う手法と，学習済みの辞書を元に L2 再構成を行う手法の評価を行った．
パッチの要素数 nおよび辞書のサイズ K は従来法と提案法ともに n = 5 × 5 = 25,
K = 1024 に設定した．従来法において，式 (2.52) の λ の値は 0.2 に，提案法におい
て，式 (3.1)の λの値は 0.001に設定した．λの値は本テスト画像において良好な結果
を示す値に調整した．
本手法の実装はMATLABを用いて行い，計算時間評価は CPU Intel Core i7 4GHz，
メモリ 24 GB 1867 MHz の環境で行った．
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Aerial Airplane Barbara Boats
Bridge Building Clown Elaine
Finger Finger2 Goldhill Grass
Houses Lenna Man Mandril
Milkdrop Nw-town Pepper Room
Station Tank Tank2 Watch
図 3.4 実験に用いる標準画像 24枚
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3.5.1 2倍拡大の PSNR比較





構成ともに PSNR を 0.1 dB から 0.2 dB 程度低下させるのみで，画質に大きな影響を
与えていないことが分かる．
3.5.2 実行時間の比較
表 3.2に，超解像 4手法の実行時間の比較結果を示した．事前辞書を用いた L2 再構
成の手法は，従来法（事前辞書を用いた L1 再構成）と比べて大幅に計算時間を削減し
ている．これは，式 (3.1)によって，L1 再構成を L2 再構成問題に緩和したことによっ
て，パッチごとに線形計画問題を解く必要がなくなったことによる短縮である．提案手

























図 3.6 辞書サイズ 1024時の実行時間の詳細
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表 3.1 2倍拡大画像の PSNR比較 (単位：dB)
画像名 Bicubic 従来法 自画像辞書 事前辞書 提案法
L1 再構成 L2 再構成
Aerial 24.742 26.009 25.782 25.658 25.658
Airplane 33.357 37.028 36.734 36.353 36.075
Barbara 25.210 27.132 26.984 27.040 27.045
Boat 29.904 31.498 31.038 30.928 30.893
Bridge 26.600 27.704 27.643 27.483 27.408
Building 25.950 26.973 26.925 26.792 26.776
Clown 32.766 35.091 34.880 34.628 34.646
Elaine 33.074 33.631 33.580 33.535 33.482
Finger 28.706 30.878 30.984 31.045 31.140
Finger2 30.639 33.047 32.902 33.089 33.029
Goldhill 31.389 32.510 32.364 32.208 32.218
Grass 27.763 29.216 29.075 29.107 29.104
Houses 23.682 25.143 24.934 24.681 24.703
Lena 32.953 37.480 37.186 36.951 37.022
Man 27.344 28.647 28.461 28.128 28.139
Mandril 23.263 25.968 25.923 25.865 25.884
Milkdrop 37.007 42.231 40.650 40.184 39.581
Nw-town 27.611 29.010 28.780 28.456 28.450
Pepper 32.222 36.936 36.397 35.948 35.823
Room 28.364 30.592 31.184 30.996 30.953
Station 29.581 32.075 32.153 31.826 32.110
Tank 32.850 33.745 33.608 33.619 33.519
Tank2 31.166 31.959 31.926 31.947 31.939
Watch 31.382 34.011 33.201 33.043 32.853
平均 29.480 31.605 31.387 31.230 31.185
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表 3.2 2倍拡大の実行時間比較 (単位：秒)
画像名 従来法 自画像辞書 事前辞書 提案法
L1 再構成 L2 再構成
Aerial 122.239 127.573 2.246 4.804
Airplane 131.274 132.876 2.397 4.912
Barbara 126.211 123.887 2.374 4.939
Boat 124.841 143.347 2.436 4.915
Bridge 128.061 129.478 2.429 4.895
Building 138.446 140.774 2.416 4.916
Clown 132.690 118.496 2.405 4.919
Elaine 124.587 126.865 2.378 4.935
Finger 128.238 142.195 2.381 5.204
Finger2 136.111 134.351 2.377 5.068
Goldhill 144.568 137.406 2.382 4.998
Grass 129.745 121.577 2.397 4.932
Houses 128.000 128.435 2.370 5.021
Lena 141.120 135.240 2.407 4.954
Man 143.691 134.479 2.395 4.955
Mandril 147.946 158.934 2.377 4.948
Milkdrop 142.401 139.635 2.392 5.011
Nw-town 128.264 106.811 2.397 4.932
Pepper 141.893 122.287 2.373 4.961
Room 126.123 95.950 2.394 4.929
Station 136.224 120.715 2.383 4.913
Tank 131.194 109.238 2.369 4.923
Tank2 155.508 143.778 2.394 4.930
Watch 125.533 121.217 2.377 4.935
平均 133.954 128.981 2.385 4.952
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3.5.4 画像の視覚評価
図 3.7に画像 Airplaneの再構成結果を示す．L1 再構成，L2 再構成ともに文字の部
分を高解像度化できている一方で低解像度画像に起因する文字の変形が両手法ともに見
られる．また自画像から作成した辞書を用いた再構成では，文字の下の部分にアーティ
ファクトが発生している．図 3.8に示した画像 Houses の再構成結果でも自画像辞書で
は文字の下あたりにアーティファクトが発生し，これが PSNR低下の原因となってい
ると考えられる．
図 3.9に画像 Tank の再構成結果を示す．この画像は全体的に目立ったエッジが少な
い画像であるが，自画像辞書を用いた再構成では星の部分等のエッジ成分を再構成でき
ていることが分かる．








法は L1 ノルム最小化問題を L2 ノルム最小化問題に変更した．これによって係数算出
問題が閉形式の解となり，辞書サイズに依存する逆行列計算の回数を 1回に減らすこと
ができる．また，提案手法の計算時間に影響する処理は，パッチ再構成問題に関する係







若干の PSNR低下が確認されたが，実行時間の面では L2 再構成は L1 再構成と比べて
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大幅に計算コストの削減が可能である．実験結果では PSNR の低下は 0.3 dB 前後と












(a) 拡大箇所 (b) 原画像
(c) 低解像度画像 (d) Bicubic 法
(e) 従来法 (事前辞書，L1) (f) 自画像辞書，L1
(g) 事前辞書，L2 (h) 提案法（自画像辞書，L2）
図 3.7 画像 Airplane の処理結果
53
(a) 拡大箇所 (b) 原画像
(c) 低解像度画像 (d) Bicubic 法
(e) 従来法 (事前辞書，L1) (f) 自画像辞書，L1
(g) 事前辞書，L2 (h) 提案法（自画像辞書，L2）
図 3.8 画像 Houses の処理結果
54
(a) 拡大箇所 (b) 原画像
(c) 低解像度画像 (d) Bicubic 法
(e) 従来法 (事前辞書，L1) (f) 自画像辞書，L1
(g) 事前辞書，L2 (h) 提案法（自画像辞書，L2）
図 3.9 画像 Tank の処理結果
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(a) 拡大箇所 (b) 原画像
(c) 低解像度画像 (d) Bicubic 法
(e) 従来法 (事前辞書，L1) (f) 自画像辞書，L1
(g) 事前辞書，L2 (h) 提案法（自画像辞書，L2）



















































成分を取り除く処理を実現した．ガウスフィルタの標準偏差はサイズ 11 × 11のカーネ















特徴抽出フィルタを P とし，ブレ画像 Y および一時的な補正画像 X に対して，こ




∥P ⊗ Y −K ⊗ P ⊗X∥22 + β∥K∥22 (4.1)













fk, fy はカーネルおよびぶれ画像の周波数特性 F(K), F(Y ) の要素をそれぞれベク
トル上に配置したもの，Fh, Fx は特徴抽出フィルタ，前処理画像の周波数特性 F(P ),
F(X) の要素を対角行列に配置したものである．フーリエ変換の線形性・直交性より
∥P ⊗ Y −K ⊗ P ⊗X∥22 と ∥Fhfy − FhFxfk∥22，∥K∥22 と ∥k∥22 がそれぞれ比例す
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Algorithm 3 提案法のカーネル推定アルゴリズム
1. Initialize fk to the vector of F(K0)







3. p = r
4. e0 = r
Hr







7. kstep = ei−1/(p
Hz)
8. fk = fk + kstepp
9. r = r − kstepz
10. ei = r
Hr
11. p = (ei/ei−1)p
12. end for
13. return K corresponding to fk
る．式 (4.3)は fk に関して微分して = 0 とすることで解を得ることができる．
2(FhFx)












式 (4.4)は共役勾配法を用いて，Algorithm 3 の様に実行できる．
制約項 β∥k∥22 は従来法の式 (2.69)と同じエネルギー最小化制約であり，従来法と同
様に，収束を安定させる値に調整する．
4.3.3 特徴抽出フィルタの設計





まずカットオフ周波数 fω のハニング窓を元に，窓関数法から次数 nω の 1 次元の






























図 4.2 カットオフ周波数 fω のハイパスフィルタ















1 0 −1] , ∂y = [1 0 −1]T ,
∂xx =
[
1 −2 1] , ∂yy = [1 −2 1]T ,
∂xy =





図 4.2のカーネルを Pw とした時に，提案法で用いる特徴抽出フィルタ P は以下の式
で合成される．w1, w2, w3 は，各微分成分の重みを表すパラメータで，低次の微分成分
と高次の微分成分のどちらを重視してカーネル推定を行うかを決定することができる．
提案法では経験的に良好なカーネル推定結果を得られる値として w1 = 0.5, w2 = 1.4,
w3 = 1.4としている．








































最終逆畳み込みのプロセスには，精度を高めるために Yuan の差分逆畳み込み [103]
を改良して用いる．
差分逆畳み込みとはブレ画像 Y を逆畳込みする際に，Y を直接処理するのでなく，
Y とガイド画像XG との残差 ∆Y = Y −XG ⊗K に対して逆畳み込みを行い，補正
画像X とXG の残差∆X =X −XG を得るというものである．ブレ画像と補正画像
の残差∆Y , ∆X の間には以下の関係が成立する．
∆Y = ∆X ⊗K (4.8)
これは以下の過程から証明することができる．
X ⊗K = (XG +∆X) ⊗K
=XG ⊗K +∆X ⊗K
=XG ⊗K +∆Y























∥∆Y − ∆X ⊗K∥22 (4.10)






う行列 D を用いて ∆x の Total Variation ∥D∆x∥2 を制約として付加する．
∆x = argmin
∆x
∥∆y −C∆x∥22 + α∥D∆x∥2 (4.12)
4.4.2 周波数軸における共役勾配法を用いた解法
提案手法は差分逆畳み込みの表現をフーリエ変換の線形性・直交性を利用して周波数
軸上に移行する．提案法の逆畳み込みアルゴリズムは式 (4.12)の∆x, ∆y, C, D を周
波数変換した F(∆X), F(∆Y ), F(K), F(D) に置き換えて以下の形式にする．
F(∆X) = argmin
F(∆X)
∥F(∆Y ) − F(K) ◦ F(∆X)∥22 + α∥F(D) ◦ F(∆X)∥2 (4.13)
フーリエ変換の直交性から (4.12) と (4.13) の二乗誤差項，制約項は共に比例するため，
この 2 つは同じ逆畳み込み問題を実現することができる．F(∆X), F(∆Y ) の要素を
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∥fy − Fkfx∥22 + α∥Fdfx∥2 (4.14)
これを fx で微分することで以下の式を得る．














式 (4.15)の右辺に fx が残っているため，この式で解の fx を得ることはできない．し
かし提案手法は逆畳み込みアルゴリズムを繰り返し行うため，右辺の fx に前回の逆畳










式 (4.16)は共役勾配法を用いて Algorithm 4 の様に解くことができる．
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Algorithm 4 提案手法の逆畳み込みアルゴリズム
1. Set fy to the vector of F(∆Y ) = F(Y −XG ⊗K).
2. Initialize fx = fy










4. p = r
5. e0 = r
Hr













9. fx = fx − xstepp
10. r = r − xstepz
11. ei = r
Hr
12. p = (ei/ei−1)p
13. end for
14. Set ∆X to the F−1 of fx’s matrix form




る．図 4.5に，Algorithm 4 の共役勾配法を空間軸の 2乗誤差 ∥y −Cx∥22 に対して解
いた場合と，周波数軸の 2乗誤差 ∥fy − Fkfx∥22 に対して解いた場合の比較を示した．
左の空間軸処理は，画像 xを求める問題，右の周波数軸処理は画像の周波数特性 fx
を解く問題となる．p, r, z が空間軸処理では空間軸の値，周波数軸処理では周波数軸
の値になる．また，周波数軸処理では p, r, z が複素数の値になるため，転置 T が複素
共役転置 H に置き換わる．













































𝒀 − 𝑿𝐺 ⊗𝑲
境界⾯が 0 に
Δ𝒀




















ぶれ画像 Y とガイド画像の差分 Y − ∆XG ⊗K を算出する際には，図 4.6の様に




4.5 提案する Blind Deconvolutionのフレームワーク
4.3 節のカーネル推定および 4.4 節の逆畳み込みアルゴリズムを利用して提案法の




込みは α = 0 すなわち TV 制約なしで解く．2回目以降のカーネル推定では，周波数
軸で二乗誤差を取った式 (4.3) を用いてカーネル推定を行い，前回の逆畳み込み結果を




めに TV 制約・ガイド画像算出のために，式 (4.15) の逆畳み込みを α = 0，すなわち
TV 制約なしで解く．次に，これによって得た画像をガイド画像 XG と，TV 制約算




提案手法の性能を評価するために，Tecnick TESTIMAGES [104] で提供されている




行う Blind deconvolution の精度比較を行った．
Non-blind deconvolution の評価では，原画像にカーネルを畳み込みし，逆畳み込み
アルゴリズムを適用した後，原画像との PSNRを算出し，比較を行う．カーネルには
図 4.9に示すサイズ 11 × 11のカーネル 8種および図 4.10の 35 × 35カーネル 5種に
関して評価を行った．結果の PSNR はカーネル 8種を補正した際の結果を平均したも
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のを用いる．
比較対象の手法として，ウィナーフィルタ，Richardson Lucy 法 [49]，Levin の手法
の逆畳み込みプロセス [50]，Levin の手法と同様にスパース制約を用いる Krishnan の
手法 [105] を用いた．
Blind deconvolution の評価では Non-blind と同様に図 4.9のサイズ 11 × 11のカー
ネルを画像に適用し，カーネル推定と逆畳み込みを行う．Blind deconvolution アルゴ
リズムの比較対象手法には Fergus の手法 [47]，Cho and Lee の手法 [53]，Levin の手
法 [50]，Xu および Jia の手法 [51, 52] を用いた．






4.10のサイズ 35 × 35のカーネルは，より複雑なぶれ軌跡の補正を評価できる様，あら
ゆる方向成分を含むカーネルを用いた．
従来手法である Choの手法において，式 (2.69) カーネル推定問題の制約は β = 5.0
とした．提案手法においては式 (4.4) のカーネル推定問題の制約は β = 5.0, 式 (4.16)




almonds apples baloons bananas billiard_balls_a billiard_balls_b
building cards_a cards_b carrots chairs clips
coins cushions ducks fence flowers garden_table
guitar_bridge guitar_fret guitar_head keyboard_a keyboard_b lion
multimeter pencils_a pencils_b pillar plastic roof
scarf screws snails socks sweets tomatoes_a
tomatoes_b tools_a tools_b wood_game
図 4.8 実験で用いる 40画像
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1 2 3 4
5 6 7 8
図 4.9 実験で用いるサイズ 11 × 11のカーネル 8種
1 2 3 4 5
図 4.10 実験で用いるサイズ 35 × 35のカーネル 5種
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4.6.2 Non-blind deconvolution手法との比較
表 4.1に 11 × 11のカーネルを逆畳み込みした画像の PSNR比較を示す．また表 4.2
に 35 × 35のカーネルを逆畳み込みした画像の PSNR比較を示す．サイズ 11 × 11の
カーネル補正結果では Levin の手法や Krishnan の手法と比べて PSNR で 3 dB 前後
向上しており，差分逆畳み込み導入による画像補正精度の改善ができていることがわか
る．サイズ 35 × 35のカーネル補正結果では Krishnanの手法と比べて PSNRで 3 dB
ほど改善しており本手法の逆畳み込みがより複雑なカーネルの補正にも対応できること
が分かる．













図 4.14に画像Multimeterに 35× 35のカーネルをかけて逆畳み込みした結果画像を





表 4.1 サイズ 11 × 11のカーネルの逆畳み込み精度比較 (単位：dB)
画像 Wiener Lucy Levin Krishnan 提案法
almonds 29.576 31.687 30.815 30.889 33.737
apples 36.464 39.315 38.618 38.745 43.300
baloons 29.265 33.030 36.441 36.270 38.695
bananas 28.883 34.231 36.808 37.269 41.758
billiard_balls_a 29.322 34.699 38.938 38.710 40.443
billiard_balls_b 32.904 35.852 35.715 35.845 37.703
building 31.743 33.502 31.425 31.267 34.795
cards_a 25.749 27.162 26.718 27.135 29.392
cards_b 27.801 28.942 29.902 30.497 32.024
carrots 29.705 32.089 32.037 32.225 35.806
chairs 28.892 34.948 40.904 40.294 42.828
clips 25.059 27.801 26.658 26.796 28.301
coins 31.848 32.352 29.538 29.530 33.907
cushions 30.279 34.958 38.744 38.786 42.395
ducks 28.793 34.194 39.671 39.377 42.419
fence 27.109 30.644 32.700 33.138 34.269
flowers 27.672 30.359 29.793 29.792 32.513
garden_table 29.151 31.527 28.858 28.928 33.274
guitar_bridge 33.760 35.633 32.507 32.991 35.994
guitar_fret 28.538 31.996 33.231 32.957 35.625
guitar_head 31.399 32.450 29.098 29.036 32.835
keyboard_a 32.195 33.259 28.322 28.493 31.905
keyboard_b 32.526 30.058 31.229 31.507 33.465
lion 27.658 30.896 30.978 31.096 34.100
multimeter 33.965 34.440 32.431 32.595 35.924
pencils_a 31.227 32.884 33.215 32.778 36.168
pencils_b 27.191 31.423 33.585 33.511 36.729
pillar 31.339 33.252 31.471 31.245 35.221
plastic 33.859 36.850 35.128 35.506 40.905
roof 26.237 28.582 29.045 29.223 32.658
scarf 26.621 29.354 27.071 26.979 29.758
screws 28.510 27.411 24.589 25.095 27.350
snails 28.036 33.247 35.830 35.506 39.827
socks 29.505 31.948 28.867 29.007 33.693
sweets 28.949 32.716 34.438 34.340 36.987
tomatoes_a 29.699 34.374 38.844 39.006 41.433
tomatoes_b 32.124 37.103 39.067 38.980 40.780
tools_a 30.080 31.107 30.606 30.472 33.576
tools_b 29.836 34.346 35.668 35.781 39.132
wood_game 44.762 39.466 38.320 38.066 41.549
平均 30.206 32.752 32.946 32.992 36.079
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表 4.2 サイズ 35 × 35のカーネルの逆畳み込み精度比較 (単位：dB)
画像 Wiener Lucy Levin Krishnan 提案法
almonds 24.784 24.876 18.361 24.002 26.594
apples 33.400 32.130 26.799 33.080 36.571
baloons 25.362 25.728 21.280 27.505 30.188
bananas 25.895 26.925 25.032 32.145 33.973
billiard_balls_a 25.819 27.180 21.865 29.268 31.202
billiard_balls_b 29.228 28.510 20.717 28.334 30.609
building 27.175 26.280 21.248 24.501 27.512
cards_a 22.137 20.743 15.579 20.898 23.089
cards_b 23.528 22.348 17.316 23.639 25.351
carrots 25.433 24.533 21.531 26.388 29.099
chairs 25.627 28.065 25.880 31.229 34.223
clips 20.339 19.467 11.866 19.072 21.049
coins 27.616 26.057 20.643 24.591 27.947
cushions 27.062 28.139 26.381 31.712 35.603
ducks 25.723 26.964 24.854 31.637 34.400
fence 23.304 23.513 16.592 24.935 27.215
flowers 23.427 23.243 17.254 22.985 25.777
garden_table 25.785 25.224 20.767 24.184 26.984
guitar_bridge 30.123 29.319 21.442 28.265 30.357
guitar_fret 25.024 25.039 20.326 26.385 30.383
guitar_head 29.256 27.286 19.726 24.351 28.164
keyboard_a 27.285 26.208 19.059 23.007 26.120
keyboard_b 28.051 25.439 18.183 25.195 28.254
lion 24.798 24.605 18.496 25.257 28.539
multimeter 29.921 28.198 20.969 27.010 30.248
pencils_a 24.907 25.165 20.193 25.021 30.367
pencils_b 22.996 23.553 19.405 25.043 29.381
pillar 27.771 26.973 21.173 25.557 29.707
plastic 30.629 30.184 27.282 31.903 34.834
roof 23.944 22.924 18.282 21.684 26.897
scarf 23.253 22.632 16.111 20.247 24.061
screws 24.763 21.933 14.856 18.965 22.889
snails 24.774 26.625 23.235 28.612 32.411
socks 25.046 25.041 18.792 24.701 27.627
sweets 25.017 25.331 20.416 26.339 29.101
tomatoes_a 26.041 26.290 22.745 29.948 31.721
tomatoes_b 26.790 28.757 22.092 28.882 31.482
tools_a 24.835 24.079 17.816 23.779 27.129
tools_b 25.717 26.963 21.765 28.315 30.612
wood_game 39.545 32.345 24.471 30.823 34.335
平均 26.303 25.870 20.520 26.235 29.300
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(a) 原画像
(b) ぶれ画像 (c) Wiener
(d) Richardson Lucy (e) Levin
(f) Krishnan (g) 提案法
図 4.11 画像 Bananas，サイズ 11 のカーネルの Non-blind補正結果
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(a) 原画像
(b) ぶれ画像 (c) Wiener
(d) Richardson Lucy (e) Levin
(f) Krishnan (g) 提案法
図 4.12 画像 Snails，サイズ 11 のカーネルの Non-blind補正結果
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(a) 原画像
(b) ぶれ画像 (c) Wiener
(d) Richardson Lucy (e) Levin
(f) Krishnan (g) 提案法
図 4.13 画像 Cards，サイズ 11 のカーネルの Non-blind補正結果
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(a) 原画像
(b) ぶれ画像 (c) Wiener
(d) Richardson Lucy (e) Levin
(f) Krishnan (g) 提案法
図 4.14 画像 Multimeter，サイズ 35 のカーネルの Non-blind補正結果
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4.6.3 Blind deconvolution手法との比較
表 4.3 にサイズ 11 × 11のカーネルをかけ，カーネル推定・逆畳込みを行った際の復
元 PSNR の比較結果を示す．提案手法はベースとした Cho の手法と比べて PSNR を
2.1 dB 前後改善させている．またいくつかの画像では Levin の手法，Xu および Jia
の手法より高い PSNR を示した画像がある．平均 PSNR では Xu および Jia の手法
より 0.3 dB 劣っているが，この手法に対しては後述の実行時間の点で優位性がある．
















表 4.3 サイズ 11 × 11カーネルの Blind Deconvolution精度比較 (単位：dB)
画像 Cho Fergus Levin XuJia Proposed
almonds 23.594 21.871 28.984 27.382 27.865
apples 36.013 30.401 33.270 36.003 38.885
baloons 28.034 26.203 31.253 31.649 31.536
bananas 31.133 28.575 32.516 33.148 34.892
billiard_balls_a 31.293 27.105 31.771 32.331 34.812
billiard_balls_b 26.435 25.331 30.803 31.274 29.084
building 24.220 23.481 24.513 26.495 24.950
cards_a 19.510 17.753 23.992 23.420 22.338
cards_b 23.736 20.601 26.068 26.612 27.000
carrots 23.677 24.324 26.001 26.176 25.260
chairs 30.359 30.111 32.683 31.181 32.241
clips 16.107 14.066 18.174 21.423 21.993
coins 22.570 23.152 27.641 26.928 23.691
cushions 33.197 30.409 33.664 34.915 36.739
ducks 32.387 28.916 33.067 34.075 38.499
fence 23.473 21.967 25.279 27.542 28.145
flowers 21.577 20.969 25.840 26.077 26.191
garden_table 24.384 22.737 26.349 26.302 24.877
guitar_bridge 25.652 24.874 26.806 27.453 25.168
guitar_fret 23.940 24.768 26.064 25.120 23.047
guitar_head 22.707 22.458 24.262 25.311 22.944
keyboard_a 20.601 20.912 23.644 24.179 20.071
keyboard_b 22.372 22.108 22.739 25.654 22.744
lion 24.733 22.959 26.178 28.128 26.808
multimeter 27.009 24.706 28.115 29.084 27.022
pencils_a 23.211 25.901 25.148 24.147 23.163
pencils_b 25.343 22.715 26.968 27.716 25.013
pillar 23.647 24.028 27.918 27.756 26.163
plastic 27.789 29.380 31.431 27.867 27.397
roof 19.998 20.073 20.040 20.785 20.598
scarf 17.870 13.616 22.232 20.027 18.512
screws 15.359 14.258 18.423 17.671 15.261
snails 31.421 27.422 31.780 32.588 33.377
socks 22.357 20.314 24.302 23.793 24.876
sweets 28.767 24.781 30.416 30.695 32.421
tomatoes_a 30.328 27.499 30.861 32.682 34.444
tomatoes_b 31.366 27.199 31.153 32.993 35.142
tools_a 21.211 22.408 25.985 25.684 22.937
tools_b 29.661 26.147 30.101 30.252 32.016
wood_game 33.567 28.290 33.913 36.000 36.534
Average 25.515 23.870 27.509 27.963 27.616
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表 4.4 カーネルごとの Blind Deconvolution 精度比較 (単位：dB)
カーネル Cho Fergus Levin XuJia Proposed
1 26.249 24.764 25.207 28.285 27.048
2 26.136 24.405 24.734 28.314 27.639
3 23.189 22.411 27.810 27.626 26.150
4 23.863 23.098 28.268 27.927 26.938
5 27.734 24.735 27.074 28.462 30.730
6 26.082 24.281 28.787 27.998 28.482
7 23.450 22.524 29.892 27.124 25.345
8 27.420 24.739 28.298 27.965 28.599
Average 25.515 23.870 27.509 27.963 27.616
4.6.4 画像の視覚評価
図 4.15に画像 Bananasをカーネル 1で畳み込みした画像の，図 4.16に画像 Garden
Table をカーネル 3 で畳み込みした画像の，カーネル推定・画像補正結果を示す．図の
(a)は原画像，(b)には入力ぶれ画像を表しており，(b)の赤枠内には，入力ぶれ画像を
作成するのに用いたカーネルを示した．図の (c)から (g)に，従来手法 4種の補正画像
および推定カーネルを示した．それぞれの手法のカーネル推定結果は (b)の赤枠のカー
ネルと比較することで，補正画像は (a)の原画像と比較することで評価することができ





比較では，提案法は Bananas のヘタ部分や Garden Table の天板部分等，主にテクス
チャ部の復元に優れている．Cho の手法でも同等の傾向が見られるが，提案手法ではよ
りリンギングの影響が抑えられている．
図 4.17 に画像 Almonds をカーネル 5 で畳み込みした画像の，図 4.18 に画像 Tools
をカーネル 6で畳み込みした画像のカーネル推定・画像補正結果を示す．画像 Almonds
では Cho, Levin, Xu, 提案法が，画像 Tools では提案法が比較的高精度にカーネル推
定を実現している．補正画像では，Levin や Xu の手法ではテクスチャ部を平滑化させ




(b) ぶれ画像 (c) Fergus
(d) Cho and Lee (e) Levin
(f) Xu and Jia (g) 提案法
図 4.15 画像 Bananas の推定カーネルと補正結果
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(a) 原画像
(b) ぶれ画像 (c) Fergus
(d) Cho and Lee (e) Levin
(f) Xu and Jia (g) 提案法
図 4.16 画像 Garden table の推定カーネルと補正結果
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(a) 原画像
(b) ぶれ画像 (c) Fergus
(d) Cho and Lee (e) Levin
(f) Xu and Jia (g) 提案法
図 4.17 画像 Almonds の推定カーネルと補正結果
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(a) 原画像
(b) ぶれ画像 (c) Fergus
(d) Cho and Lee (e) Levin
(f) Xu and Jia (g) 提案法
図 4.18 画像 Tools の推定カーネルと補正結果
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表 4.5 Blind Deconvolution 実行時間の比較 (単位：秒)
画像サイズ Fergus Cho Levin XuJia Proposed
300 42.39 3.15 33.32 177.27 2.51
480 96.70 6.86 92.49 351.26 4.60
600 135.56 10.02 96.66 486.76 7.15
4.6.5 実行時間の評価






































提案手法では係数ベクトル算出の L1 再構成問題を L2 再構成に変更した超解像手法を



















convolutionと，ぶれ軌跡が未知の Blind Deconvolution があるが，本論文では Blind
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