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ABSTRACT 
 
Today robotics is a vibrant field of research and it has tremendous application 
potentials not only in the area of industrial environment, battle field, construction 
industry and deep sea exploration but also in the household domain as a humanoid 
social robot. To be accepted in the household, the robots must have a higher level 
of intelligence and they must be capable of interacting people socially around it 
who is not supposed to be robot specialist. All these come under the field of human 
robot interaction (HRI). Our hypothesis is- “It is possible to design a multimodal 
human robot interaction framework, to effectively communicate with Humanoid 
Robots”. In order to establish the above hypothesis speech and gesture have been 
used as a mode of interaction and throughout the thesis we validate our hypothesis 
by theoretical design and experimental verifications. Individually, none of the 
modes has been sufficient for a good communication because each of them has its 
own potentials and drawbacks, such as gesture works well when light condition is 
sufficient and the performance goes down as the light becomes poorer. Similarly 
for speech, as the noise level increases the recognition accuracy of speech signal 
decreases. To solve such challenges, a multi-modal framework for HRI has been 
addressed where the results obtained from gesture and speech have been 
combined. Two humanoid robots, NAO and Humanoid Open Architecture 
Platform (HOAP-2) have been utilized as testbeds for experimentations and to test 
our hypothesis. This thesis has three major portions. The first portion deals with 
the gesture based interaction where we worked on both Isolated as well as 
continuous Indian Sign Language (ISL) gestures. Although ISL has similarity with 
other sign languages like American Sign Language (ASL), Korean Sign Language 
(KSL) etc. in terms of analysis, it differs in terms of their context. Most of the ISL 
gestures have been made up of two hands and are dynamic in nature which induces 
the ambiguity issue. This challenge has been solved by proposing a vision based 
gesture recognition method where discrete wavelet transform (DWT) and Mel 
Frequency Cepstral Coefficient (MFCC) have been applied. Since we believe 
DWT’s multiresolution (time frequency) capability coupled with MFCC’s spectral 
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envelop (showing vividly the spikes of the signal) ability could produce better 
unambiguous features which might improve recognition rate.  The database of ISL 
gestures have been created using a webcam and Canon EOS camera. Sign 
language has been normally used by hearing impaired society. To make the 
communication bonding between deaf and normal persons, a novel NAO based 
continuous ISL gesture recognition framework has been developed. Continuous 
Sign Language is a sequence of gestures that generates a meaningful sentence. The 
major challenges of any gesture recognition system are proper segmentation, 
background elimination, person invariance, overlapping frame abstraction and 
extraction of appropriate features. The silhouette images of each video frames have 
been created using background modelling technique where background 
subtraction, morphological filtering, color based segmentation and face extraction 
have been used as a part of the process. Moreover, the gradient based method has 
been applied on these silhouette images for finding the overlapping frames. These 
key frames have been used for removing uninformative gestures and also 
discovering the start and end point of the individual gesture in a complete 
sentence.  Geometrical shape of the hand has been used as a feature, with the 
combination of other two features orientation, and hand motion (velocity or speed). 
These features have been extracted using discrete wavelet transform, orientation 
histogram, wavelet descriptor, chain code and spatio-temporal changes. We have 
applied and compared various machine learning techniques like Hidden Markov 
Model, Euclidean distance, Mahalanobis distance, K-nearest neighbor for gesture 
classification. A novel machine learning technique known as possibility theory 
based hidden markov model (PTBHMM) has been proposed. This technique has 
been used as a classifier for classifying gestures. Reduction of time complexity is a 
big challenge in any real time applications. With the help of PTBHMM, we 
minimize this time complexity issue. A concept of possibility theory has been 
applied to redesign and solve all the three fundamental problems (Evaluation, 
Decoding and Learning) of conventional HMM. PTBHMM deals with both 
uncertainty as well as imprecision whereas probability theory based HMM only 
handles uncertainty. We have proved both theoretically and experimentally that the 
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time complexity of PTBHMM (NT) is N time less than the time complexity of 
classical HMM (N2T) without compromising the classification accuracy. It has 
been very efficient for real time gesture based human robot communication 
system. After classification robot performs a lexical analysis to generate a normal 
language which has been understandable to normal persons.  
The second contribution of the thesis is the development of speech based 
HRI. A Hindi speech has been recognized using the HTK toolkit and discrete 
wavelet transform (DWT) with Human Factor Cepstral Coefficient (HFCC). HTK 
toolkit is an HMM based toolkit developed by Cambridge University and is very 
efficient for English speech recognition. Thus we have applied it for Hindi speech 
recognition and found satisfactory results. Due to some implementation issues like 
handling of speech signal in real time environment, installing of HTK toolkit with 
windows etc. related to the HTK toolkit we go for another approach which is DWT 
with HFCC. Here the cepstral coefficients of speech signal has been extracted 
using MFCC and HFCC both, which has been applied after DWT decomposition. 
DWT removes the noise occurred during speech recording by dividing the whole 
signal into high frequency and low frequency zones. Then cepstral coefficients of 
these low frequency part is calculated. This is how we extracted features which are 
substantially used for classifications. 
All the experiments have been performed on isolated as well as continuous 
speech. Proposed technique has been compared with the existing technique by 
calculating the word error rate and signal to noise ratio (SNR) value. ISL gesture 
and their speech dataset have been created in robotics and artificial intelligence 
laboratory at Indian Institute of Information Technology, Allahabad, India. Also 
we have tested our proposed algorithms on a benchmark dataset available for the 
researcher (Sheffield Kinect gesture dataset [177] and English speech dataset [36]) 
and found a respectable amount of accuracy in real time scenario. Finally, we 
propose a fusion model between speech and gesture for HRI, which provides 
unambiguous communication between human and robot. Decision level fusion has 
been proposed for combining two different modes (speech and gesture). Fusion has 
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been performed on the basis of likelihood values obtained after classification. 
Finally, it has been tested on two humanoid robots NAO and HOAP-2.  
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Chapter 1 
        Introduction 
 
This chapter gives a brief idea about the world of robotics, the different modes in 
which one can interact with the robot. Among all modes of communication, speech 
and gesture are gaining importance, which in turn increases the importance of 
gesture recognition, speech recognition and the combination of both (multimodal). 
Basic concepts about speech and gesture and the techniques related to their 
recognition are then defined, which can be utilized for the implementation of these 
two. Work done previously in these two prominent areas of research has been then 
described. Ultimately, the problem definition and the motivation for the 
formulation have been defined. Finally, the layout of the whole thesis has been 
depicted. 
 
1.1 Human Robot Interaction (HRI) 
 
Today robotics is a vibrant field of research and it has tremendous application 
potentials not only in the area of industrial environment, battle field, construction 
industry and deep sea exploration but also in the household domain as a humanoid 
robot. Human’s physiological and behavioral identities, like face, behavior, 
gesture, posture and speech are necessary for the efficient and safe interaction. It 
permits the robot to understand what users want, and to bring forth an appropriate 
reply. Human robot interaction (HRI) [1, 2, 3] is the study of interactions (how 
people respond to robot and vice-versa) between the human and robots. With the 
advances in manufacturing and artificial intelligence, more human like and 
sophisticated robots have been developed like ASIMO [4], NAO [5], etc. to share 
the same workspace as human does. HRI is the blend of different technologies like 
Human Computer Interaction, Robotics, Natural Language Understanding, Social 
Sciences and Artificial Intelligence[222][223]. In 1941, Isaac Asimov stated the 
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three Laws of Robotics as, there should be no adverse effects of the Robot on 
humans. (i) They should never injure themselves. (ii) The robot should obey the 
human beings for all the orders not causing confliction with the First Law. (iii) 
Keeping the First and Second Law in mind, Robot should take care of the security 
of its own self [6]. There are various fields where robots have been used to achieve 
the target with human beings. This interaction needs the generalized medium used 
by the normal people. The general framework of human robot interaction is shown 
in Figure 1.1. 
 
 
 
 
Figure 1.1 General framework of human robot interaction 
  
1.1.1 Types of Modes 
 
There are different techniques through which a human can interact with the Robots 
which is presented in Figure 1.2.  
 
 
Person Interaction 
with Robot 
Physical 
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Emotions, 
opinions 
Social 
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Cultural 
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Figure 1.2 Modes of Communication 
 
Some of them are as follows: 
 
• Visual: It is a non-verbal mode of communication known as gesture 
where we use the movement of body parts to interact. Gestures can be of 
any type, like it can be head gesture, hand gesture, anybody gesture or 
even facial expressions [7][224][225][226]. Different types of gestures 
have been shown in Figure 1.3. 
 
 
 
 
 
 
 
 
 
  
                
• Tactile: There are two types in tactile mode: tactile screen sensing and 
tactile skin sensing. Tactile skin sensing [8] as the name suggests, is skin 
sensing, whereas in the field of Robotics, tactile screen sensing is used. 
Modes of 
Communication
Visual Tactile Voice Audiovisual Remote
Half moon Peacock 
    New Tab
 
Fist 
Scroll Down Zoom In Zoom Out 
Figure 1.3 Types of gestures 
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The tactile screen analyzes where the force is being given, as well as in 
what amount. A typical tactile sensor is shown in Figure 1.4. 
 
Figure 1.4 Tactile sensor  
 
• Voice: Voice is the sound that comes out of the lungs and the vocal folds and 
when that sound is molded to produce a sound which is in some decidable 
form, it is called speech. In this mode of communication, speech is used for 
which the speech relevant technologies like automatic speech recognition and 
speech synthesis are used. Speech is the simplest and easiest medium which 
has been used to communicate [9]. Vocal Tract System, which produces voice 
is shown in Figure 1.5. 
 
Figure 1.5 Vocal Tract System [10] 
 
• Audiovisual (Multimodal): One or more ways of communication can be 
integrated. Gesture based and Speech based communications are the most 
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important among them, which is the concentration of the researchers these 
days. Even we can combine these two modes of communication to remove 
some sort of ambiguity [11, 12]. Ambiguities, in the sense like, if we say 
"hi" to a Robot, using only gesture based communication; it is difficult for 
the robot to identify whether it is hi or "bye". But if we combine the 
gesture based communication with voice, it becomes much more 
convenient for the robot to determine what exactly the thing that we want 
to communicate. The multimodal human robot interaction is shown in 
Figure 1.6. 
 
 
Figure 1.6 Human Robot Interaction 
 
• Remote: Last but not the least is remote, where the robot can access the 
remote information using internet through its processing unit which is its 
computer [13]. In this way it can access the weather information, news, 
bus timetables, e-mails etc. Internet access through Web-2.0 is the best 
part of any robot. 
Most of the persons use two modes to convey information to others: one is a 
gesture and the other one is speech. In this thesis both the mediums are used for 
communication and finally a generalized fusion model (speech and gesture) is 
developed to exchange the information between human and robot. 
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1.1.2 Gesture Based Interaction 
 
“Gestures are expressive meaningful body motions, -i.e., The physical movements 
of the fingers, hands, arms, heads, face, or body with the intent to convey 
information or interact with the environment.”[14] 
Gestures have relevance in many fields, and some of the application domains of 
gestures are as follows: 
• Virtual reality: These applications use gestures for manipulations of 
objects in real time exclusively through the hands. Model or avatar is 
controlled and most suitable for game playing [15]. 
• Augmented reality: Mainly uses tracking of markers or specific objects 
can be traced and tracked though machine vision and extensively used for 
the visualization of virtual objects [16]. 
• Robotics & tele presence: For controlling and commanding the robot’s 
movement and behavior have significant application in the area of health 
care, military, entertainment etc. 
• Desktop system application: For many simple applications which 
facilitates the user with a lesser amount of use of keyboard and mouse 
based interaction [15, 16]. In the same way pen gestures and mouse 
gestures are used for many applications as described in [17, 18]. 
• Graphics applications: Sutherland used gestures for graphics applications 
in 1963 [19], found the first application of gesture in HCI domain. The 
gestures of strokes, lines, circle and many more shapes captured and used 
for controlling the applications in [19, 20]. 
• Communication applications: For human computer interaction, interfaces 
are the greatest concern of the user and developer as given in [21, 22]. 
From 1980, research started for natural human computer interaction with 
graphics and other desktop applications as reported in [23]. The emphasis 
of the gesture research was mainly on hand gestures as reported in [22]. 
Here we concentrate on hand gestures specially on sign language gestures. Sign 
language are the gestures performed either using one hand or both the hands. It 
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represents a particular symbol like hello, you, two, go etc. When the signer 
perform the sign at a particular stand of time and at that time a hand is not moving 
the pose is called the posture and when the signer perform the sign and the hand is 
continuously moves then that is called the gesture. Sign language is the only means 
of communication among deaf and dumb community. Thus, in today’s scenario 
almost every country has tried to make their own sign language for the ease of 
their people. Because the sign language does not imply as a universal language. 
Likewise, every country is having their own sign language containing their own 
syntactical and grammatical variations. American Sign Language [24], British Sign 
Language [25], Japanese Sign Language [26], Arabian Sign Language [27] and 
many more are the example of the efforts that have been made for the ease of 
impairs. In similar way India has its own sign language known as the Indian Sign 
Language (ISL) [28] consists of both dynamic and static hand movements.  
Gesture recognition has been performed in two ways, one is a sensor based [29] 
and another one is a vision based [30]. Nowadays vision based gesture capturing 
and recognition becomes the best option due to the advancement of technologies 
coming in this area. In this thesis, we focus on vision based ISL gesture 
recognition and their applications in humanoid robots.  
 
1.1.3 Speech Based Interaction 
 
Another medium of interaction which has been frequently used for communication 
is speech. Speech Recognition (SR) [31, 32] is about the analysis of some unique 
characteristics of the speaker’s voice to convert it into text form. In other words, 
we can say, using speech recognition, we can identify what is being said. Speech 
recognition has been classified into 4 parts shown in Figure 1.7. 
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Figure 1.7 Classification of Speech Recognition 
  
• Speaker-Dependent v/s Speaker-Independent: Speaker-Dependent [33, 34] 
systems recognize speech from only one speaker, while speaker-
independent [33, 35] system can recognize anyone’s speech. 
• Isolated Word SR v/s Continuous Speech SR: There is a brief pause 
between the spoken words in Isolated Word SR [36, 37], while in 
Continuous Speech SR [38, 39] no pause is required. 
 
There are various application areas where speech has been applied few of them 
explained as: 
 
• Dictation: In various fields of work documentation of the work is a big 
need [40, 41]. Doing this documentation work through speech makes the 
task quite easy as well as fast. 
• Application in Fighter Aircrafts, Helicopters, and Training Air Traffic 
Controllers: These also take the advantage of speech recognition, as 
through speech, commands can be given, which reduces the need of extra 
personnel [42, 43]. As well as, at the same time one can have control of 
several tasks [44], as at the time when the person’s hands are busy doing 
some task; she/he can have control of the other ones through voice. 
To establish the communication using speech, we first identify speech what he or 
she tries to say that is what speech recognition is. Here we focus on speaker 
independent speech recognition technique where Hindi as well as English speech is 
Speech 
Recognition
Speaker-
Dependent
Speaker-
Independent
Isolated-Word
Continuous 
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recognized.  Then these speeches are performed by a humanoid open architecture 
platform HOAP-2 [45, 46] robot in the form of a gesture.  
1.1.4 Multimodal Interaction 
 
Next mode of interaction is the multimodal interaction [47, 48, 49] where different 
modes like gesture, speech, behavior etc. have been combined to make interaction 
effective. In this thesis speech and gesture have been combined as a multimodal. 
Fusion has been performed in two ways, one is feature level fusion and another 
one is a decision level fusion. In this type of fusion a conclusion has been done on 
behalf of decisions obtained from the individual mode (speech and gesture) by 
applying some conditions. 
 
1.2 Motivation of the Research  
 
As per the data provided by Census 2013, the differently-abled population in India 
is 26.8 million. In percentage terms, this stands at 2.21 percent [50, 51]. There has 
been a marginal increase in the differently-abled population in India, with the 
figure rising from 21.9 million in 2005 to 26.8 million in 8 years where 5.07 
million people have been affected with hearing impairment and 5.03 million 
people having problem of vision [52, 53]. Apart from these, today the life of every 
person is fast and busy since mostly men and women both are working. These 
people needs a helper to do a daily life tasks, but no one has time to help others. 
Therefore, we need a device that follows our instructions. For this a humanoid 
robot has a good tool for solving all these problems. Currently various types of 
robots like mobile robot, social robot, etc. have been developed. Social robots need 
a higher level of intelligence than industrial robots and they must be socially 
capable of interacting with the people around who are not robot specialist. But 
today humanoid robots have not very interactive; this is the biggest drawback of 
using a humanoid robot. Therefore, scientists have been motivated to make robots 
human friendly, so that people can easily interact with the robots. 
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1.3 Research Objectives 
 
Our research objective is to design a multimodal communication interface for 
humanoid robot so that people can perfectly interact with it in real time. It has four 
basic objectives: 
 
• To build a person invariant gesture recognition framework which identifies 
an Indian Sign Language (ISL) gestures in real time environment.  
• To explore and validate a machine learning technique which reduces the 
time complexity of the HRI system. 
• To design a speaker invariant speech recognition framework which 
recognizes a Hindi speech word in real time scenarios. 
• To fuse speech and gesture mode in such a way that human robot 
interaction can be done effectively. 
 
1.4 Statement of the Problem  
 
The main aim of the thesis is to design and develop a multimodal communication 
framework with humanoid robots using gesture and speech. Various challenges 
arise to make human robot interaction effective in real time scenario. Here we use 
two modes of interaction, gesture and speech. Each mode has its own challenges. 
The challenges related to each modes are discussed below:  
 
• Following are the challenges which have been addressed corresponding to 
hand gesture: 
1. To localize the hand from the full human body. This leads to the 
problem of hand segmentation. 
2. Extraction of the start and end point of individual gesture (key frame 
extraction) in between the sequence of gestures which distinguishes 
informative and uninformative gestures. 
3. Abstraction of appropriate features with respect to the hand. 
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4. To recognize a gesture in real time. This leads to the research challenge 
of minimizing the computation cost of gesture recognition systems. 
• Challenges corresponding to the speech signals: 
1. Reduction of noise from recorded speech. 
2. Abstraction of appropriate features with respect to the speech. 
3. Identification of the correct words from the variation of pitches of a 
human voice (slow, medium, high). 
• Challenges associated with multimodal fusion: 
1. Construction of a fusion technique to fuse different mediums which 
makes the interaction effective. 
2. To define the conditions for fusion means on which basis the two 
different modes are combined. 
 
1.5 Deliverables of the Thesis 
 
There are various ways through which human can interact with robots. In this 
thesis, we used three ways (gesture, speech and a combination of both) of 
communication. In gestures mode of communication we proposed three 
frameworks one is for Isolated and two are for continuous ISL gesture recognition. 
In any gesture recognition system segmentation, key frame extraction, feature 
extraction and classification are the major issues which we have solved using 
different techniques like gradient method, DWT, MFCC. Another mode of 
interaction we have used is speech mode. In any speech recognition system noise 
reduction and feature extraction are the two major problems which are being 
addressed in this thesis using discrete wavelet transform and Mel Frequency 
Cepstral Coefficient and Human Factor Cepstral Coefficients. The last work of the 
thesis is the multimodal interaction, this work we have done because a single mode 
of communication is not sufficient for active interaction. Therefore we have 
proposed a combine modal known as multimodal framework for human robot 
interaction and finally it is simulated on HOAP-2 and NAO humanoid robots. The 
layout of the thesis has been shown in Figure 1.8. 
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• We have developed a novel framework for isolated gesture recognition where 
MFCC features have been extracted by processing of transforming images by 
discrete wavelet transform. The proposed framework for ISL gesture 
recognition is divided into 5 modules: Data Acquition where data collection 
has been done through webcam and Canon EOS camera then each video has 
been divided into a sequence of frames. These frames has been further gone to 
the pre-processing phase in which hand extraction, silhouette image formation, 
and boundary point extraction are performed. In this module DWT has been 
applied for finding boundary points of each silhouette image of gestures 
reduces the size and analyses the images w.r.t time as well as frequency. These 
features have been further processed for finding MFCC coefficients which has 
been done in feature extraction module. The MFCC feature extraction 
technique has been widely used in speech processing here we explored MFCC 
in hand gesture recognition in combination with DWT and see the performance 
on image frames. Due to spectral envelop property of MFCC, the proposed 
method gives a high recognition rate with less processing time. Further probes 
have been classified using SVM and KNN in the classification phase. In the 
last module these classified gestures are performed by a HOAP-2 robot using 
Webots platform. 
• Further research has been done on continuous ISL gesture recognition where 
wavelet descriptor and possibility theory based hidden markov model 
(PTBHMM) is applied for feature extraction and classification. Any gesture 
recognition system has five modules data acquisition, preprocessing, key frame 
extraction, feature extraction and classification. Here PTBHMM is used for 
classifying a probe gesture. After data collection background modelling and 
segmentation has been done for hand subtraction and extraction of the start and 
end point of informative gestures. Gesture segmentation is done using gradient 
based key frame extraction method. This helps us to break each sentence into a 
sequence of words (isolated gestures) and also obliging for extracting frames of 
meaningful gestures. Finally feature extraction and classification has been 
done. Features extracted from these gestures are classified using PTBHMM. 
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Here all the three problems (evaluation, decoding and learning) of HMM are 
solved using possibility theory. By applying this possibility theory, the time 
complexity of real time gesture recognition system gets reduced by N number 
of times of the complexity of classical HMM. Experimentally, we have also 
proven that the computational complexity of PTBHMM is very less in 
comparison to classical HMM. 
• In the third module we have proposed a framework in which NAO humanoid 
robot recognizes continuous ISL gestures in real time environment and then 
translates it into text format. These texts are further matched with the 
knowledge database of NAO robot using the shortest distance method. This 
matching will also increases the classification accuracy. Here the database has 
been created using NAO vision sensors which are accessed through an NAO 
MATLAB API. This database contains various sentences of ISL, commands 
etc. which is helpful for normal persons to understand commands through the 
robot. These are very much helpful in the communication established between 
human and robot or deaf and dumb persons and human. In recognizing any 
gesture preprocessing and coarticulation detection are the major issues which 
has been solved in this module. After recognizing a sentence or commands, 
NAO converts it into a speech format or answer to deaf persons into gesture 
format. In this way, the difference between the normal people and the hearing 
impaired community has been minimized which improves the communication 
ratio between Deaf and Dumb community and normal persons. Here 
continuous gestures has been tested in real time environment together with 
dark color, full sleeve dress using an NAO humanoid robot. 
 
• Subsequently, we have described a speech recognition technique where HTK 
toolkit is used. HTK toolkit has been based on the bigram model developed by 
speech vision and robotics group of the Cambridge University Engineering 
Department. For each module having one special function like for feature 
extraction HCopy command, for recognition HVite command is used. All the 
experiments are performed on Hindi speech recorded using audacity software 
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in robotics and artificial intelligence laboratory. Performance of the toolkit has 
been evaluated in two different environment one is speaker dependent and 
another one is speaker independent. MFCC and LPCC are used as a feature for 
these speech signals and found that MFCC works better than the LPCC 
features.   
• We have proposed a new concept for speaker invariant speech recognition 
where DWT with HFCC is used. DWT is used for reducing the noise present in 
the speech signal after that, HFCC features of the speech signal are extracted. 
We have applied HFCC with DWT for isolated Hindi as well as English word 
recognition. Words are recognized using Bayesian classifier and HMM 
technique. HMM is a best tool for recognizing any speech signal because 
signals are time dependent and HMM predicts the result on next time instances. 
Performances of various techniques like HFCC with DWT, DWT with PCA, 
MFCC with PCA, only PCA and MFCC DWT with PCA etc. are analyzed and 
compared with a proposed approach (DWT with HFCC). Among all we found 
that the performance of HFCC DWT with Bayesian and HMM method is better 
than the other existing technique.  
• Fusion is generally used for making the system more reliable. The major issues 
of fusing two different styles (gesture and speech) are a type of fusion 
technique, what the normalization parameter of the dataset are and how to fuse 
two different modes.  Therefore, in this thesis we used decision level fusion for 
fusing gesture and speech mode. It is a technique used for combining the 
decisions obtained from different modes. We define a five different types of 
cases for both the modes on behalf of the results obtained after classification. 
Then we merge the decisions obtained from those cases and obtained the final 
results. The results are based on the dominance factor means which mode is 
more dominating. If both the modes are equally dominating then we include a 
weighting factor which is calculated using the weighted average method and 
weight calculation method.  This method gives the very prominent results 
when conditions of one mode is not very favorable. 
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1.6 Structure of Thesis 
 
This thesis is divided into seven chapters. An overview of human robot interaction 
and their different modes and the objective of introducing this research are defined 
in Chapter 1. This chapter addresses the background motivation for human robot 
interaction through multimodal. The research challenges and original contributions 
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Figure 1.8 Layout of the thesis 
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of the thesis are discussed in this chapter. Finally, the orientations of the entire 
thesis are mentioned at the end of this chapter.  
Chapter 2 – Analysis of Previous Research provides a comprehensive analysis of 
literature related to different modes like gesture, speech and a combination of both 
for solving human robot interaction problem. In this chapter, we categorize the 
literature into three portions- first portion covers the works related to gesture 
recognition. The complete work is divided into two parts, one covers the isolated 
gesture recognition and another covers the continuous gesture recognition. Any 
gesture is recognized into two ways sensor based approach and vision based 
approach. Here we focus on the vision based approach. Therefore, maximum 
literature focuses on the domain of vision, but we give the details of few work 
related to other sensor based approach. The second part gives the detail about the 
previous work done in the field of speech recognition. Where we focus on the 
literature related to speaker invariant speech recognition technique. Most of the 
work focuses on the sampling and features of the speech signal because these two 
are major components of any speech recognition system. End of the thesis deals 
with the multimodal decision level fusion where we explain the literatures related 
to the fusion techniques. We mainly focus on the works which is used for 
combining the results obtained from two different sources.      
Chapter 3 – Isolated Gesture Recognition Techniques: Here we explain the 
work which recognizes the various types of dynamic and static gestures in 
different background and light conditions. We apply Mel frequency cepstral 
coefficients (MFCC) technique for extracting gesture features. MFCC is generally 
used in speech recognition domain, but we applied it on gestures and present the 
performance. After rigorous analysis, we found that discrete wavelet transform 
(DWT) with MFCC technique give good accuracy on images also. Finally, few of 
the gestures have been implemented on the HOAP-2 humanoid robot for 
communication purpose. 
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Chapter 4 – Development of Strategies for Continuous Gesture Recognition 
Using Possibility Theory Based Hidden Markov Model describes the 
methodology used for recognizing continuous gestures. We have designed a 
possibility based classifier which solves all the three problems of classical HMM. 
The continuous gesture dataset is vary ambiguous in nature due to minor change 
occurred in their shape. These ambiguities have been handled here by applying 
possibility theory. Possibility theory handles both uncertainty as well as 
imprecision. Theoretically as well as experimentally we proved in this chapter that 
it also reduces the time complexity N times less than the time complexity provided 
by the classical HMM (N2T).  
Chapter 5 - Development of an NAO based Experimental Framework for 
Human-Robot interactions with Continuous Indian Sign Language illustrates 
the process flow of humanoid robot based continuous gesture recognition. This 
chapter deals with the four main points which are preprocessing, overlapping 
frame detection, feature extraction and classification and text generation. All the 
data have been taken through the NAO humanoid robot. NAO has a vision camera 
of 1.22mp. The detail configuration we have discussed in this chapter. After video 
capturing of various gestures, color based hand segmentation is done. Overlapping 
frames are detected for separating one gesture from another gesture. Then three 
feature's shape, speed and orientation of the hand are extracted and combined using 
feature mapping technique. Finally, it is classified using possibility theory and then 
indexing is performed for text generation.   
Chapter 6 - Multimodal Human Robot Interaction framework incorporates a 
speech recognition system as a part of this framework. A HMM based toolkit is 
applied for classification of Hindi speech data. Here we apply this toolkit for 
speech recognition where MFCC and LPCC features are extracted. Experiments 
are performed on different types of environment like speaker dependent and 
speaker independent and their results are compared. We have also discussed a 
limitation of HTK toolkit. To minimize the limitations of HTK toolkit we proposed 
a DWT with HFCC based speaker invariant speech recognition system, which 
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provides an intuitive insight into speech recognition framework for Hindi speech. 
The major problems we deal is an audio recording, utterance detection, pre-
filtering, windowing, feature extraction and classification. Here MFCC and HFCC 
features of human voices are extracted and classified using HMM and Bayesian 
classifier. 
Subsequently speech and gesture have been combined to get better interactions. 
For integrating both the modes we used decision level fusion because these two 
modes are completely different in nature therefore it is very difficult to integrate. 
These two modes have different features, different properties because one is signal 
and another one is image therefore it is better to integrate at the level of decision. 
We define five types of test cases on behalf of the decisions obtained after 
classification. In these test cases we define certain types of condition and then we 
combine it. 
 
Chapter 7 – Conclusion, Recommendation for Future Work attempts to 
conclude the thesis with possible ideas and enhancements for future work. It also 
offers an insight into the limitations of different modes of human robot interaction 
framework. It suggests exploring feasible aspects with untapped potential for the 
enhancement of the identification process in the gesture and speech domain. 
Finally, it gives the idea about how to integrate different modes. 
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Chapter 2 
 
Analysis of Previous Research 
 
 
This chapter presents a review and analysis of multimodal based human robot 
communication and interaction research. In this review, various methods related 
to gesture, speech and multimodal have been explored, which could enhance the 
natural interaction among people and robots. After going through the literature we 
found that no single medium is enough for a communication establishment between 
human and robot.  This is the fact to inspire and consider a multimodal based 
human robot communication system. 
 
2.1  Human Robot Interaction 
 
In HRI, learning is an important task, when the environment is structured and the 
robot has to work in the real world domain, behavior based learning is preferred 
[54]. Behavior based system [54, 55, 56] can execute modules continuously and in 
parallel. Another approach which used is robot learning by demonstration [57, 58]. 
Learning is the ability by which system acquires new concepts, skills to adapt the 
environment changes and accordingly tune its performance. The teacher gives the 
instruction; iteratively these instructions may be refined. This type of work is 
expected to be done in the learning process. Thus, the learning process is further 
categorized as skill learning and task learning. Learning is performed by 
observation, imitation, experience and learning from multiple demonstrations. 
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2.1.1 Humanoid Robots 
 
The robot is defined as “An Intelligent robot is a mechanical creature which can 
function autonomously”. Industrial robots are used to performing repeated tasks in 
highly structured environments. A humanoid robot is an autonomous robot with 
human like appearance, it can adapt to changes in its environment or itself and 
perform tasks like human being.  Examples of humanoid robots are: Asimo by 
Honda [59], HOAP by Fuzitsu [60], NAO by Aldebaran Robotics [61], Robonaut 
by NASA [62], Hubo by KAIST [63] etc.. Humanoid robots have revolute joints 
and the movement of the body parts obtained by rotation. For programming the 
humanoid robot, through demonstration [57, 64, 65, 66], observation [67], 
imitation [69, 70], prototype building [71], the kinematics demonstration [66], tele 
operation [72, 227,228] and genetic programming [73] approaches are in use. 
Learning of the new behavior and reproduction of behavior in unknown situation 
can be taught through artificial intelligence approaches. 
 
2.2 Gesture based Human Robot Interaction 
 
Two schools of thoughts for gesture recognition are – (i) Use vision based 
instruments and approaches (ii) Use specific tracking devices and data gloves. 
Both the approaches have significant advantages – Vision based approaches gave 
the liberty to user, to act independently, they are usually less costlier where as 
specific tracking devices provide accurate data for further use. But these methods 
also suffer from several disadvantages- vision based technique heavily depend 
upon the environment conditions, lighting, distance from the camera, obstacle, 
occlusion etc. and need to solve machine vision problems. The associated 
disadvantages with specific data capture devices are: Users dependability on the 
device, expensive, needs specific hardware arrangement hence not suitable for 
simple applications.  
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2.2.1 Data Glove based Gesture Recognition 
 
For hand gestures dataset the interaction of gloves wearing hands with the 
computer is necessary. And in a report the instrumented gloves provide joint angle 
values according to the movement of the fingers. Virtual environment interface 
technology [74], a review by Youngblut, Encarnac¸ ao’s survey on input 
technology [75] and survey on human movement technology [76] by Mulder 
presented a deeper analysis of over 25 different tracking devices on the market 
now a day. Magnetic tracker, acoustic tracker, and inertial tracker are three basic 
tracking devices have been practiced. Instrumented gloves are more often than not 
employed in non-vision technique to measure finger movement and it utilizes 
several kinds of detector. In the recent era, many cost effective gloves are available 
in the market. The 5DT date glove is one of the examples. According to the 
specifications [77], for overall flexion of the four fingers and the thumb, it uses 
five fiber optic sensors. Statistical analysis for gesture recognition using the data-
glove is presented by the Rung- Huei Liang et al. [78]. Dynamic gesture consists 
of many things like frame at a single time stamp called the posture that is a static 
information of a gesture in a particular time and orientation how much degree hand 
is moving weather the hand is straight or vertical etc. The position of the hand is 
also a critical issue. Hand position detection where the hand is situated is necessary 
and important to determine. The hand may be staged in front of the body or near or 
far from the physical structure. For the training and testing of the system words of 
a Taiwanese Sign language is used. The database consists of the posture, motion 
element and orientations. Concept of Range Of Motion is used by Parvini and 
shahabi [79]. Where data of several hand gestures are collected using wearable 
sensor. Several features like position, orientation, and finger bending by hand, are 
captured using different sensors attached in a light weight hand glove. For finger 
bending analog flex, for hand position and orientation ultrasonic or magnetic flux 
having six degrees of freedom is used.  These types of gloves are used for 
generating the 3 dimensional model of hand gestures. This technology has been 
first used by Thomas G. Zimmerman [80] for establishing the interaction between 
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human and computer. An uwave based sign language gesture recognition system 
has been proposed by Jiayang Liu et al. [81]. uwave requires a single training 
sample of each gesture and give satisfactory results on 4000 samples having eight 
types of gesture. A three axis accelerometer is used for database collection.  The 
KHU-1 data glove [82] based approach has been used for 3D hand motion and 
tracking and recognition of hand gesture. The data glove is consisted with three tri 
axis accelerometer types of sensors, one controller along with one Bluetooth. It 
transmits motion signals to system through wireless medium via Bluetooth. The 
kinematic theory is applied to construct 3D hand gesture model in digital space. 
The rule based algorithm has been utilized in order to recognize hand gestures 
using KHU-1 data gloves and 3D hand gesture based digital model. Laura 
Dipietro, Angelo M. Sabatini, and Paolo Dario have suggested a survey paper 
based on glove based system [83, 84,229] and their applications. This paper 
provides an insight about the understandings of the system and the salient 
characteristics in application point of view. It explores several areas of applications 
like biomedical and engineering sciences. The recent technology has been 
associated with glove based system. One research paper is entirely constituted on 
recognition of Chinese Sign Language [85] using a data glove based system. This 
paper tells about the recognition process by considering the data glove as an input 
device for extracting features from hands. The words in Chinese sign language 
have been customized by posture, orientation of the palm and trajectory planning 
while movement of hands. In this paper Cyber glove with 18 sensors has been 
opted for an input device. Ishikawa M, Matsumura H, has proposed a recognition 
system based on the self - organization method [86]. The entire recognition process 
has been followed by acute measurement of finger joints using data glove, 
extracting out the gestures from a sequence of hand shapes and proper aligning of 
the data length. Finally, input vector has to be generated for self-organization 
towards clustering of hand gestures. The recognition of hand gesture explores the 
applications towards virtual reality using glove based system [87, 88]. This 
concept is used in human computer interaction by developing a neural network 
model using back propagation algorithm and radial basis function. Here data glove 
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is to be considered as an input device for measuring of 18 angle values of different 
finger joints. Kadous [89] and Sturman [87] have listed some issues related to both 
the techniques (data glove and vision). The cost factor is bit effective in case of 
robust and complex posture and gesture recognition by instrumental glove and 
tracking devices. And a vision based technique is bit inexpensive. User comfort 
level is high in vision based technique as in this technique user may not have to 
wear that glove and tracking devices processing time can also be saved.  
 
2.2.2 Vision based Gesture Recognition 
 
In this approach a video of hand gestures is taken using web cam, HD camera, 
Kinect etc. There are two approaches in vision based systems, one is 3D model 
based approach and the second one is an appearance based approach. In 3D 
approach volumetric [90] or skeleton [91] image of hand gesture has been created 
and classified using various classifiers like HMM, SVM etc. Yale Song et al. [92] 
proposed a 3D model based hand gesture recognition system where 3D model has 
been generated for a body frame captured using the camera. Both the static and 
dynamic information makes the system more reliable in capturing and extracting 
the body model. From this 3D model a shape of hand has been extracted and 
classified. A combination of 3D appearance and motion dynamics of hand are used 
as a feature vector by Ye. Guangqi et al. [93]. These features have been extracted 
using an object centered approach where hand volume is calculated using region 
based coarse stereo matching algorithm. HMM and neural network are used for 
classifying a controlling and manipulative gesture. Mahmoud Elmezain et al. [94] 
proposed a gesture recognition system where the 3D depth map is used for hand 
segmentation. Then 3D dynamic feature of hand is generated using mean shift and 
the Kalman filter algorithm. HMM is used for classifying these dynamic features 
and achieved 90 percent classification accuracy. Another approach is appearance 
based, in this method a 2D image of the hand is extracted from a video sequence. 
Various features like shape, area, contour, velocity etc. has been extracted from 
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these 2D images and further it is learned using any mathematical model. 
Appearance based technique is proposed by Davis and shah [95]. They have used a 
finite state machine to model four different stages of a gesture and then it is 
classified using HMM.  Lee Jaemin et al. [96] proposed the Kinect based gesture 
recognition system where depth images of hand are extracted. Kinect contains two 
types of sensors, one is for capturing the color data and another one is for 
capturing the depth information. Arm movement and hand shapes are extracted 
from this hand region. These features are then classified using Gaussian based 
HMM. Another Kinect based robot control methodology is proposed by Biao MA 
et al. [97]. Several types of gestures is recorded for various applications. When the 
organization picks out the correct gesture, a command referred to that gesture is 
sent to the robot controller through the wireless medium and then that command is 
performed by the automaton. The author used various techniques like Histogram, 
OTSU’s technique, edge detection and Hough transform for hand segmentation, 
feature extraction. For reducing the aliasing effect, low pass filter is applied. Deng-
Yuan Huang et al. [98] proposed a hand gesture recognition system where 
preprocessing, noise reduction and feature extraction are handled using 
convolution, Gabor filtering and PCA. Gabor filter is a combination of wavelet and 
kernel function. These two functions are helpful for noise reduction and feature 
extraction. Here the angle of orientation is used as a feature vector, then the 
dimension of these features are reduced using PCA. For classifying a probe 
gesture, SVM is used and achieved a 95.2% classification accuracy. Fingertip 
based static hand gesture recognition system is proposed by the Ra’eesah Mangera 
[99, 100]. Colour, depth and anthropometric measurements of hand are used for 
hand segmentation and detection. Parallel boarder based, depth based and also K-
curvature based methods are used for fingertip detection. K-mean and neural 
network are used for classifying these fingertips. All the experiments are 
performed on Visapp 2013 dataset which is a CMU military dataset having 8 
gestures of 29 persons. The author Martin [101] discussed about a really important 
topic that is, how many cameras are sufficient for distinguishing a special motion. 
First, he experimented with one camera and then go for more than one camera. 
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After analysis he shows that one camera is sufficient for recognizing any gesture. 
Stereo camera is only needed for depth analysis. Here contour, edges of hands are 
used as features for hand gestures. Heap and Samaria proposed an active shape 
analysis technique (smart snake model) for hand gesture recognition [102]. This 
project is developed for multimedia application at the Olivetti Research laboratory. 
Gestures are classified using genetic algorithm where data is captured using a 
networked camera. MFD (modified Fourier Descriptors) is used for hand shape 
extraction is proposed by Licsar and Sziranyi [103,229,230]. The edges and 
contour of open hands are extracted and evaluated properly that makes these 
techniques reliable for recognizing any gestures. Principal Component analysis is 
used for calculating principal components from these feature vectors, which 
reduces redundancy. Birk et al. [104, 105] proposed a vision based gesture 
recognition system where the dataset of hand gestures is captured using a 
monocular camera on a moving vehicle. The major issues that arises is how to 
handle the ego motion of the vehicle which is handled using the spectral 
registration method. This method is generally used for underwater scenarios. Then 
the motion vector is used as feature which is being classified using various 
classifiers. Wxelbat [106] developed a layer wise hierarchical architecture. In 
which higher level used some information from lower level and a feature for fist, 
flat hand posture or a waving gesture is generated. Vision based point gesture 
recognition system is developed by  M. Czupryna [107]. These point gestures are 
used as an application in the human computer interaction domain. It similarly 
worked as a mouse. Experiments are performed on various types of hand poses 
like zoom-in, zoom-out, left click, right click etc. are captured using a webcam. 
Senthil Kumar [108, 109] developed a user control gesture recognition system 
running on the computer. It classifies various types of gestures like point gesture, 
click gesture, reach gesture etc. in the form of image signal. All these gestures are 
used as a controlling command in any real world applications like video games, 
graphical editor, virtual flight simulation etc. A probabilistic framework [110] has 
been applied for the recognition and reconstruction of gestures for humanoid robot 
which has been composed by PCA, ICA and HMM techniques. The key features of 
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the gesture are extracted into preprocessing stage and the comparison of 
decomposition between PCA and ICA techniques have been carried out to reduce 
the dimensionality of the feature space. A continuous Hidden Markov Model 
approach is applied to train the gesture[231].    
2.3 Related research on Isolated Sign Language Recognition 
 
There are various types of gestures like pantomimes, language like gesture, 
gesticulation, emblems, iconic and sign language gestures. In this thesis, we have 
chosen sign language gesture because sign languages are the most promising way 
of expressing feelings, commands and so on. Also, it is helpful for hearing 
impaired society. This is the only medium that they have used to share their 
feelings, needs or whatever they try to express. Every nation possesses its own sign 
language similarly Indian people has their own sign language call Indian Sign 
language (ISL). This section explains the work related to SL as well as ISL 
recognition. Shape, orientation, moment and velocity are the main features in any 
sign language recognition system. Heap and Samaria used active shape analysis 
technique for hand gesture recognition [102]. MFD (modified Fourier Descriptors) 
has been used for classification of hand shapes by Licsar and Sziranyi [103]. The 
edges and contour of open hands are extracted and evaluated properly that makes 
these techniques reliable for complicated gestures. In general, one camera is used 
by Starner [90] and Martin [101] and they suggested that one camera can provide 
appropriate information. More than one camera can be used in case of getting 
depth or stereo data. Jafreezal and Fatimah [111] jointly suggested applying 
MFCC as a feature extraction technique for recognition of ASL database. They 
evaluated this technique with 10 gestures and get a satisfactory recognition rate. 
R.R. Igorevich et al. [112, 113] proposed a gray scaled histogram based hand 
gesture recognition technique where the stereo camera is used for collecting hand 
motion in 3D. Gray scale histogram method is used for finding the depth of hand 
images using a disparity map.  This is useful for recognizing motions at different 
distances. South African Sign language recognition system has been proposed by 
the S. Naidoo et al. [114] where HSV color based segmentation method is used for 
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hand segmentation. Colour based histogram is used for feature extraction and 
classification is done using SVM classifier and achieved a satisfactory results on 
various backgrounds and illumination conditions. Joyeeta and Karen [115] jointly 
used Karhunen-Loeve transform as a feature vector for hand gesture recognition. 
Histograms of local orientation used as feature vectors by William T. Freeman and 
Michal Roth [116]. They added advantages of using Orientation as robustness 
towards lighting condition and Histogram as translational invariance. ANN based 
sign recognition system is proposed by the Engy R. Rady et al. [117] in the paper. 
The dataset which he used consists of five digits from zero to five and nine 
symbols performed by the four individual signers at the different time stamp. 
Feature vectors extracted using Daubechies 4 tap filter. The length of the feature 
vector provided as the input in the feed forward, back propagation neural network 
is 44.  An appearance based model is proposed Vaishali S. Kulkarni et al. [118] for 
American Sign Language recognition. The edges of the hand are used as a feature 
vector for classifying an unknown ASL. Hand gesture recognition using 
orientation histogram is presented by Anup Nandy et al. [119, 120, 121]. In his 
paper the author used the dataset of Indian sign language for robotic 
communication. Calculated orientation angle values are kept in one vector. 
Orientation histogram is the robust technique under rotation and invariant to 
lightening condition. Bhattacharya distance is used for calculating the distance 
between the training and testing feature vector of gesture. HMM based 
classification is also done for recognition. Finally a WEBOTS simulation has been 
presented in imitation learning. P.V.V Kishore et al. [122] proposed a gesture 
recognition technique in which a video dataset of Indian sign language is 
converted into text or audio file. Here the image differencing method is used for 
extracting the change done in the moment of hand, from one frame to another 
frame. This gets rid of the redundancy present in the dataset. In this paper Fourier 
descriptors are used as a feature extractor for extracting shape of the hand. A work 
related to ISL is proposed by Jay Shanker Prasad et al. [123] in which various 
clustering method like K-Means, Mean shift clustering, hierarchical clustering and 
fuzzy c-means clustering are used for cluttering the data having similar properties. 
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A codebook of each gesture is generated and classified using HMM. The fuzzy 
logic based technique is employed by P.V.V. Kishore et al. [124] where ISL 
dataset is used for demonstration of the result. The size of the feature vector is 
minimized by applying the PCA on the extracted features. After the feature 
extraction for the recognition step Sugeno fuzzy classifier is used. After that 
corresponding speech is played. In paper [125, 126] M.K. Bhuyan et al. proposed 
an ISL recognition system where three features (shape, trajectory and motion) of 
hand are combined and classified using dynamic time wrapping algorithm. The 
finite state machine is used for finding the informative gestures present in the 
complete video sequence. Experiments are performed on 24 ISL words having 
fixed background and get satisfactory results. Another work on ISL is proposed by 
Bhuyan et al. [127]. This work is done in two parts, first part recognizes an ISL 
gesture and the second part animate it. For gesture animation, various parameters 
by hand like finger position, orientation and metatarsophalangeal joints has been 
calculated. With the help of these parameters a 3D hand model is created for 
gesture animation which looks similar to the original one.   
2.4 Related research on Continuous Sign Language Recognition 
 
Most of the work is done for isolated sign language recognition, but very few 
literatures are available in the field of Continuous sign language recognition 
because of its complex nature which we discussed here.  
A real time, the continuous ASL recognition system is proposed by T. Starner et al. 
[128] where he proposed two types of systems. One system in which the camera is 
mounted on the desk and get 92 percent classification accuracy. In second system 
where the camera is put at the head of the person. Here the author gets the 98 
percent classification. In both the systems HMM is used as a classifier. Japanese 
sign language recognition system is proposed by Murakami et al. [129]. Recurrent 
neural network is used for learning and classification. Experiments are performed 
on three types of data one is static gestures called postures, second one is dynamic 
gestures and last is the continuous JSL. M.K. Bhuyan et al. [130, 131] proposed a 
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continuous ISL gesture recognition system where three dimensional features 
orientation, hand position and length of an ellipse fitted on hand trajectory are used 
and classified using the cumulative random field. Key frame extraction has been 
done by considering 3 hand motions, preparation, stroke and retraction. With the 
help of these three stages, gesture spotting has been done. In this paper results are 
analyzed on both isolated gestures as well as continuous gestures and got 96% and 
88.9% accuracy. He also compares his result with existing motion chain code 
(MCC) method and achieved 26.1% better accuracy. Here only one hand has been 
used for performing any gesture. Also, each gesture has been recorded in constant 
light. These are the downsides of this framework.  Rung-Huei Liang et al. [132] 
proposed a Data Glove based real time, continuous gesture recognition. For this 
they have created a large vocabulary Taiwanese sign language translator. They 
solved the problem of key frame extraction using time-varying parameter 
detection. They detected the discontinuities in frames and do statistical analysis on 
four features posture, position, orientation, and motion. For gesture recognition 
they have used Hidden Markov Model. The average recognition rate of this system 
is 80.4%. The limitation of this framework is that it is person dependent and using 
gloves, which is very expensive and need physical connection between user and 
computer. Britta Bauer [133, 134] proposed suitable Features for Video-Based 
Continuous Sign Language Recognition. Here they are using hand location, hand 
shape and hand orientation as features and recognition using HMM. But limitation 
is the user has to wear simple colored cotton gloves to make this system to run in 
real time. Britta Bauer proposed another system that is Video-Based Continuous 
Sign Language Recognition Using Statistical Methods. Here they are using Hidden 
Markov Model for recognition using a single video camera. For a lexicon of 97 
signs without a language model this system achieves an accuracy of 91.8%. But 
this system is user dependent and user has to wear cotton gloves to run this system 
in real time. Dharani Mazumdar [135, 136] suggested a method of Gloved and 
Free Hand Tracking based Hand Gesture Recognition. They show the result of the 
difference between gloves based system and free hand system. Glove based system 
is illumination independent, background independent, but free hand tracking 
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suffers these problems. In this work they highlight the importance of glove based 
system for real time computation in any environment. But the main problem is 
glove based system is very expensive and not feasible for everyone. Jung-Bae Kim 
proposed a Fuzzy Logic and Hidden Markov Model based system for recognition 
of Korean Sign Language [137]. Using these methods, they recognize 15 KSL 
sentences and Obtain 94% recognition ratio. Using fuzzy partitioning and state 
automata, they reject unintentional gesture motions such as preparatory motion and 
meaningless movement between sign words. They concentrate on two features like 
speed and change of speed for hand motion. Here the author has done a sentence 
based recognition so no need to pause between sign words. This system has the 
high computational burden with illumination dependency. Sunita Nayak et al. 
[138] proposed an unsupervised approach of extracting any sign from continuous 
sentence, these signs are the part of the sentence. Here recurrent pattern of gestures 
has been estimated using relational distribution. This method is used for extracting 
frames containing some information from a complete video sequence. Then, 
iterative conditional modes (ICM) are used for finding the start point and width of 
a particular gesture. Monte Carlo method is used for calculating the probability of 
an unknown sign using conditional probability density measurement. All the 
experiments are performed on ASL dataset. Another study on continuous sign 
language has been proposed by W.W. Kong et al. [139] where sign language 
sentences are recognized using a probabilistic approach. This procedure is 
performed in two parts using conditional random field. Firstly the sentences are 
breaking into a word, then the output coming from these words using support 
vector machine and conditional random field is fused using Bayesian networks. 
Here the movement epenthesis problem is solved by proposing semi Markov CRF 
decoding scheme and get 96% accuracy with known signers and 87% accuracy 
with unknown signers. Another work which handles, hand segmentation and the 
movement epenthesis problem of continuous sign language is proposed by Ruiduo 
Yang et al. [140, 141]. These two problems has been solved by proposing 
enhanced level building algorithm. The performance of proposed algorithm has 
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been compared with conditional random field and latent dynamic CRF based 
approach.  
 
2.5 Related Research on Speech based Human Robot Interaction 
 
Another medium which has been frequently used for human robot interaction is 
speech. It is a most common medium used by every person for communication 
establishment. Lots of work has already been done in this field here we have 
discussed a few of them. Y. Lee et al. [142] tried to compare different speech 
features in terms of the class-relevant and class-irrelevant information based on 
Shannon Algorithm. The features that have been compared are melscaled FFT, 
cepstrum, Mel-cepstrum, and wavelet features. The experiment has been done on 
the TIMIT corpus and the best feature of speech to uniquely identify is given as 
Mel-Scaled FFT. Mel frequency based discrete wavelet transform has been used 
by the Z. Tufekci et al. [143, 144]. First the speech signals are Mel scaled and then 
the DWT applies to the log filter bank to compute the coefficients. The system is 
tested against the noise and simple speech signals without noise. Sub band based 
features are similar to the mel scaled Discrete wavelet transform. A best basis 
algorithm has been applied by the C.J Long et al. [145]. They try to represent the 
speech signal efficiently before the classification. The novel and unique concept of 
super wavelet is represented. Coding is done using the Adaptive wavelets and best 
basis algorithm for transforming the on the signal. Neural net classifier is applied 
to sorting and the input to the neural classifier is the wavelet coefficients.  Laszlo 
Toth et al. [146] shows why HMM gives good recognition accuracy with speech 
dataset. Because HMM is based on the Naïve bays and it calculates the condition 
probability with incorrect bias. There are two main parts of any speech recognition 
system one is outlier detection and another one is phoneme classification. These 
two parts are perfectly handled by the Naïve bays. As the size of the frame 
increases the probability also increases, which gives an indication towards small 
segment. Here the probability of an unknown speech is calculated using Bays rule, 
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but in a different manner and achieved a good amount of accuracy similar as 
HMM.  A. N Kandpal et al. [147] implemented PCA and ICA (Independent 
Component Analysis) for voice recognition and separation of speech. He 
concluded with the concept that PCA extracts the features of the voice without any 
data loss, while after implementing ICA the recovered signal is not similar to the 
original one. Later on, M. A. Anusuya et al. [148, 149] developed a SR system for 
Kannada speech recognition. After computing the discrete wavelet transform of the 
speech, MFCC coefficients have been forecast, over which Principal Component 
analysis has been applied for identification purposes. He has also done a 
comparative analysis of different wavelet families with PCA applied for 
recognition and found that Daubechies 4, 5-level decomposition and the Discrete 
Meyer wavelets have given comparable performance. PCA in that approach can be 
replaced by any other technique like HMM to increase the accuracy of the system. 
Using the approach used in the paper SR system for any other language could be 
developed. The system could be made much more speaker independent by taking 
the number of utterances of number of speakers with different age, gender and 
accent. A lot has been done in the area of speech recognition, in the last decade. 
Simply not much work is there for Hindi Language in this sphere. In paper [150, 
151] Robert Wielgat et al. proposed a HFCC based bird species recognition 
technique. Here the voices of polish bird species are recorded in very noisy 
environment. Than HFCC features of these voices are taken out and classified 
using dynamic time wrapping (DTW) classifier. Experiments are performed using 
two features MFCC and HFCC. The result has shown that the HFCC based 
recognition technique provides higher recognition rate in comparison to MFCC 
based technique. S. Ranjan [152] worked well for Hindi Language recognition. 
DWT over the signal has been applied and then he applied LPC for recognition. 
Again, here, the best DWT category is being tested among the five DWT families, 
db2, db3, db4, db5 and db8. The illustration depicts the sound performance of db8 
level 5. By increasing the number of voice samples the accuracy of the system 
could be increased. As well as, the accuracy could be increased by using HMM for 
recognition purposes. The approach could be used to develop the recognition 
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system for any other language. D. Spiliotopoulos et al. [153] developed a 
Hygeiorobot’s dialogue manager, for the interaction purposes with the robots 
which do not carry keyboards and mouse with them and are very helpful where 
people are either unaware or less aware of computer fundamentals. This 
Hygeiorobot’s dialogue manager has been designed for the assistance of the robot 
in hospitals. It is just a simulation which could be implemented in a real robot. A. 
A. M. Abushariah et al. [154] came up with a system that recognized the English 
digits using MATLAB. They used MFCC for feature extraction and HMM for the 
recognition. They performed their experiment in two types of environments, clean 
and noisy. As well as, their system gave a performance both as an isolated word 
recognizer and as a continuous speech recognizer in both of the environments.  
They obtained very poor results with noisy speech and get a sufficient amount of 
accuracy with isolated words having no noise. Tarun Pruthi et al. [155] in 2000, 
described a Hindi speech recognizer, for the Hindi digits for two male speakers. He 
used LPC for feature extraction and HMM for recognition purposes. The system is 
giving a good performance, but as it is speaker specific its performance needed to 
be enhanced up to some extend. The vocabulary of only 10 digits is quite small. 
Next Gupta [156] gave an isolated word SR for Hindi language in 2006. They also 
used continuous HMM for recognition and the vocabulary is again the ten Hindi 
digits. The system this time again is giving satisfactory performances for speaker-
independent environments, only the major shortcoming is the small vocabulary of 
the arrangement. K. Kumar et al. [157] tried to make the system much more 
efficient as they increased the vocabulary upto thirty Hindi words. The scheme 
also demonstrates good performance for speaker independent environments. He 
used the Hidden Markov Toolkit to develop the system and trained the system for 
30 Hindi words with the data collected from eight speakers. The system’s overall 
performance is 94.63%. Perspective talking based human robot interaction 
framework has been proposed in this paper [158]. Here author used a cognitive 
architecture called polyscheme for interaction establishment. The author used a 
similar frame of reference that the astronaut used for communication. His 
technology has been inspired from the technology that the astronaut used. Through 
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polyscheme a TCP-IP protocol has been used for robot communication. After 
executing all the project and lots of analysis the author reached an efficient 
solution for human robot interaction.  
2.6 Related Research on Possibility Theory 
 
In any real time application time complexity is the major concern because it shows 
the efficiency of the system. In real time scenario, it is necessary that the system 
responds very quickly when we give some command or performed some action. 
Various algorithms have already been developed to solve the time complexity 
issue. Here we tried to reduce the time complexity of classical Hidden Markov 
Model by introducing a new concept of possibility theory. The literature related to 
possibility theory has been discussed below.  
D. Dubois and H. Prade et al. [189] have further introduced an axiomatic approach 
of possibility theory (combination of necessity measure and plausibility measure) 
to handle uncertainty. This theory measures the degree to which an event can occur 
means up to what range a particular event can happen. Authors [190] also 
compared possibility theory with probability measures and showed what the 
differences are. Here the authors consider an example of pens and explain the 
concept of probability and possibility. W is the number of pens that Rohit can use 
day after tomorrow where the value of W is 2, 4, 6, 7 and 8. The possibility Π(W) 
shows the degree with which a pen can be used by Rohit. p(W) is the probability of 
a pen being used by Rohit. Probability and possibility values for a number of pens 
are shown in Table 2.1. Table 2.1 shows that the possibility of using 2 pen is 0.6 
but the probability of drawing two pen is 0.5. Again the possibility of using 8 pens 
is 1 but the probability of drawing 8 pens is 0. All these values of probability and 
possibility show that it is not necessary, when the possibility is high, then the 
probability is also high and vice versa. 
Table 2.1 Comparison of probability and possibility dataset 
W 2 4 6 7 8 
Π(W) 0.6 1 1 0.5 1 
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In paper [188] proposed a possibility based model for handling investment 
problems. Here monitory and nonmonetary both types of aspects are considered. 
Author considers an example of construction project where the investment will be 
done in such a manner that the cost will be minimized and construction will be 
more. It is very difficult for finding the accurate knowledge about the price, 
material, etc. because all this information is vague in nature and also they don’t 
have any prior information. For handling these two situations the author has 
applied a concept of possibility theory to deal with uncertainty in construction 
project. 
The author [191] also explained the concept of subjective possibility theory 
where the Bayesian network has been used for solving uncertainty problems. The 
possibility distribution function is applied for calculating likelihood values. If x ϵ 
X then Πϵ [0, 1] represents the degree of possibility of element x. 
Andrew A. Alola et al. [192] proposed an analysis of possibility theory for 
handling uncertainty. He also explains the difference between possibility theory 
and probability theory, means how possibility will differ from probability. 
Comparative analysis of qualitative and quantitative approach has also been done. 
In this paper author also explains the fields like health and the environment, 
sciences, IT and engineering, economics and real life problems where possibility 
theory can handle uncertainty more effectively than probability theory 
Radja et al. [193] proposed a possibility based classifier for classifying a 
remotely sensed images. Here classifier is designed by combining various 
operations (continuative and disjunctive) of possibility theory. Possibility theory 
handles both uncertainty as well as imprecision using possibility and necessity 
functions. Functionalities and details about the possibility theory has been 
explained and applied for classifying the given dataset. The author measures, 
p(W) 0.5 0.5 0 0 0 
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possibility in various ways like using Klir transformation, variable transformation 
and Dubois and Prade transform and finally he calculates the possibility in his own 
way by applying a Gaussian probability measure using Klir transformation. After 
that basic operations like conjunction and disjunction are used for finding the 
classification accuracy. Classification accuracy has been measured by calculating 
the maximum possible value. Author also compares the results obtained from 
various transformations and probabilistic classifier and found that the accuracy of 
proposed approach increases from 72.72 percent to 90.23 percent. 
In this paper [194] the author proposed a Naive Bayesian classifier based on the 
possibility theory. This theory works well on continuous data set. Here two 
concepts of possibility theory have been applied, one is based on the probability, 
possibility concept and the second one is a purely possibilistic concept. In first one 
possibility has been calculated with the help of Gaussian distribution function and 
in the second one the data values have been represented in the format of possibility 
distribution. The second approach is much more effective in detecting an unknown 
illustrations in which the instances are ambiguous. In this approach possibility 
classifier has been designed using hybrid aspects and also using K-nearest 
neighbor concept. Here author describes about a possibility Bayesian rule in place 
of probabilistic Bayesian concept. It is generally used for their simplicity, less 
space (storage space) and efficiency. This approach is tested on 9 types of UCI 
repository dataset (wine, iris, etc.) and found that the proposed method works well 
on all the dataset and gives 94 percent accuracy. 
 The author [195] compared the views of various researchers about the 
conditional possibility and its drawbacks. Then she proposed her own theory to 
overcome all the drawbacks present in the existing literature which is defined as: 
Zadeh’s approach: In this approach the author defines the possibility as: 
             (∀ 𝑋1) (𝜋𝑣1(𝑥1)) = 𝑠𝑢𝑝𝑥2𝜖 𝑋2𝜋𝑣1,𝑣2(𝑥1𝑥2)            (2.1) 
Now the conditional possibility distribution [17] is defined as:  
Πv1/v2(∗/y2) : X1 → [0,1] : x1 → Πv1,v2(x1y2)              (2.2)  
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Πv1/v2(∗/y1) : X2 → [0,1] : x2 → Πv1,v2(y1x2)              (2.3)  
X1 and X2 are the universe of discourse, v1 and v2 are the variable lies within X1 and 
X2: 𝑥1 and 𝑥2  ϵ 𝑋1 and X2. 
Hisdal’s approach: She used the axiomatic approach as well as a probability, 
possibility concept for defining conditional possibility. Here conditional possibility 
distribution has been calculated using minimum function in place of conditional 
probability distribution where product is used. 
      ∀𝑥1, 𝑥2 ∈ 𝑋1 × 𝑋2 (𝜋𝜗1𝜗2(𝑥1𝑥2)) = min (𝜋𝜗1 𝜗2⁄ (𝑥1/𝑥2), 𝜋𝜗2(𝑥2)) (2.4) 
Here the operation min is similar to the operation product in the probability theory. 
This technique overcomes the problems present in the Zadeh’s approach. The 
Hisdal’s approach also has some drawbacks known as Hisdal’s problem which is 
solved in Coolman’s approach. In her proposed approach fuzzy type 1 and type 2 
function is used for solving the problems presented in Hisdal’s and Sugano’s 
approach. 
From existing literature we have found that the possibility theory is much more 
effective than the probability theory when data is vague or ambiguous. Therefore, 
we have replaced the probability in Hidden Markov Model (HMM) [196] with the 
possibility theory. The main objective of replacing the probability theory with the 
possibility theory is to reduce the time complexity as well as space complexity 
with a good amount of accuracy. HMM is a stochastic process depends on Markov 
theory. It has many application areas like speech recognition [196], speaker 
identification, fingerprint identification, gesture recognition, etc. 
This theory is very effective in the production of intermediate states. Let we have a 
video consisting of a sequence of frames I1, I2, I3..... In this sequence of frames 
every next frame will depend on previous frame, i.e. I3 will depend on I2 I2 will 
depend on I1 etc. With the help of HMM algorithm, we find out the probability of 
being in state In+1 when the observation sequence is O1, O2, O3..... But this 
algorithm fails to predict the next state when intermediate frames are very vague. 
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Therefore, we used a possibility theory to solve all three fundamental problems 
(Evaluation, Learning, and Decoding) of HMM.  
2.7 Related Research on Multimodal Human Robot Interaction 
 
From past literature, it has been observed that any single way of communication is 
not sufficient for a good interaction framework. Therefore the researcher moves 
towards another approach called multimodal. In this section the literature related to 
multimodal interaction and their fusion strategies has been discussed. V. Y. 
Budkov [159] proposed a multimodal framework for human computer interaction 
and it is extended to human robot interaction. Emotions, speech and gesture are 
used as a modality of interaction which are also helpful for handicapped 
individuals. Four ways manual entries, dialogue, gesture and emotions are 
employed for making interaction between them. All the experiments are done on 
mobile robot equipped with loud speakers, vision sensors and wheels. Mobile 
robot has also the capability to move from one place to another place and a 
capability to establish a communication through dialogue. The author Rainer 
Stiefelhagen et al. [160] proposed an audiovisual based human robot interaction 
framework in which head moment, speech and gesture are used as a mode of 
interaction. Each mode has been handled individually like face tracking, speech 
recognition, gesture recognition etc. After that all the features extracted from each 
of the modes are fused and get a combined result.  Speech and gesture are the most 
prominent mode of interaction because these two are the very appealing in nature. 
Color based segmentation, neural network, HMM, language modelling etc. are 
used to handle all the modes. Ultimately a decision level as well as feature level 
fusion is employed to make interaction more effective and appropriate so that is 
well accepted by the normal people who are not reckoned to be robot specialist. 
Javi F. Gorostiza et al. [161] proposed a Maggie mobile robot based interaction 
system in which tactile, audio, visual and remote voice mode are used. A 
supervised learning system is developed for establishing peer to peer 
communication between human and machine. The author used a hybrid control 
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architecture called AD (automatic deliberative) for this multimodal framework. 
Maggie has a various inbuilt facilities like voice recognition, text conversion, face 
detection, which are directly used in this paper and achieved a satisfactory result. 
In this paper Loic Kessous [162] proposed a multimodal technique based on 
Bayesian classifier.  Information obtained from body movements, facial 
expressions, gestures and speech are combined using Bayesian classifier. In this 
technique first, classifiers are trained for each mode individually. After that, all the 
classified data are fused at feature level and decision level. Finally, confusion 
matrix is calculated for each mode of interaction. Using these confusion matrix 
performances of multimodal technique is compared with the unimodal and 
bimodal techniques. All these results show that the emotions are better recognized 
in terms of confusion matrix in multimodal technique in comparison to other two 
techniques. Brice Burger’s et al. [163, 164, 165, 166] done his thesis on 
multimodal command based interaction between human and machine. Different 
body parts like head, hand and leg are used for giving instructions to machines. A 
machine first tracks these body parts and try to extract the meaning coming from it. 
Some time machine fails or some time machine identifies correctly, these 
recognition rates depend on the environmental conditions. For increasing the 
recognition rate the author mixed speech modality with these body functions. After 
recognizing the commands the robot performed those commands like “Give him a 
glass” etc. Another work is done by Christophe Mollaret’s [167] in 2011 to 2015 
where he developed an interactive system so that we include robots in our day to 
day life. First part of his work on visual tracking where he focuses on head poses 
and shoulder moments. For tracking these moments Particle Swarm optimization 
algorithm is applied. The RGB - D method is used for measuring the distance 
between the user and the robot because distance is the major issue in any 
interactive system. Further, this visual tracking system is fused with the speech 
mode, which is performed with the collaboration with the RAP research team. 
Carlos A. Cifuentes et al. [168] proposed a gait based multimodal human robot 
interaction framework which is helpful for the multitudes who are unable to walk 
or need service. Gait data have been collected using laser range finders and inertial 
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measurement unit. Later that these data are combined using data fusion technique 
and bring forth an optimal dataset. This human walker system is based on the three 
parameters, angular velocity, linear velocity and orientation. These three 
parameters are computed for both human and walker and then set the interaction 
parameters which combines both human and walker. This system is implemented 
using weighted Fourier linear combiner and get a satisfactory result and also 
helpful to the society.  
There are diverse ways through which a merger has been performed like data level 
fusion, feature level fusion and decision level fusion. These fusion strategies have 
been performed at different level of any recognition system such as data level 
fusion is done at the beginning of the system, feature fusion is done after the 
feature extraction process. At this level two different features have been mixed. 
And the final one is the decision level fusion, it is performed after the classification 
of gesture or words or any of the medium. Hartwig Holzapfel et al. [169] proposed 
a fusion strategy for multimodal application for Kitchen scenario. Speech is used 
as a main medium of interaction with respect to the gesture. Gesture is used for 
avoiding the ambiguities occurred with voice communication mode. A stereo 
vision is used for collecting the 3D point gestures and parsing is used for speech 
processing. Fusion is performed on the basis of time correlation. The performance 
of the system has been evaluated on the basis of time delay and achieved a 
maximum of 50 millisecond delay.        
Arun Ross et al. [170] discussed a 3 types of feature level fusion strategy. The 
feature vector obtained using PCA and LDA of the face are fused. In next 
approach the LDA coefficients of RGB image of a face are fused at the feature 
level. Lastly the fusion is done by mixing the features of hand and face images 
extracted by applying PCA and LDA. In all the scenario author observed that the 
performance of LDA is much better than other classifier. In case of weak classifier 
the match score fusion strategy performs better than the feature level fusion. A 
feature level fusion strategy has been discussed for palm print identification [171]. 
Here the Gabor filter is used for calculating the phase and magnitude of the image. 
Further, these two images are fused using proposed fusion code and compare it 
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with existing fusion code and found similar results with existing approaches.  A 
novel algorithm for feature level and decision level fusion methodology have been 
proposed by  A.H. Gunatilaka et al. [172]. A data obtained from multiple sensors is 
fused using priori probability or class conditional probability (Bayes rule). This 
fusion strategy is done at the feature level. Also, he has proposed an optimal 
decision level fusion strategy in which a performance of the system is measured by 
minimizing the Bays risk factor. Soft decision and hard decision level fusion rules 
have also been defined. A threshold has been defined for both EMI and IR sensor 
using good threshold approximation methods proposed in this paper. Finally the 
performance has been evaluated by generating the ROC curve.  V. Chatzis et al. 
[173] used various types of clustering algorithm like fuzzy k-means, Median radial 
basis function, fuzzy vector quantization algorithm etc. These clustering methods 
are used for fusing the results obtained from different modes after classification. 
Among all Median radial basis functions performs better in comparison to other 
classical methods. Two methodologies have been proposed by K. Veeramachanen 
et al. [174] for combining two biometric classifiers at the decision level. One is 
optimal fusion based on the chair Varshney rule (CVR) and the likelihood ratio test 
and another one is a particle swarm optimization (PSO). In both the methods a 
threshold value for each of the biometric has been predefined and then fusion is 
done on behalf of these threshold values.  
 
2.8 Observations from Literature Review 
 
• Up to now no reliable testing of multimodal fusion is available. 
• Very limited work has been done on Indian Sign Language gestures.  
• There is no benchmark dataset available for ISL. 
• Literatures that are available for Hindi speech recognition is very 
circumscribed and is not applicable in human robot interaction scenario. 
• None of them have considered the distance issue between human and robot. 
• Time complexity is the biggest challenge in real time scenario which has 
not been considered till now. 
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Chapter 3 
 
  Indian Sign Language: An Isolated Gesture Based 
Humanoid Learning using Discrete Wavelet 
Transform and MFCC Techniques 
 
Gesture in the form of sign language is the most appropriate medium of 
communication for hearing impaired society. Usually the normal individuals do 
not want to learn sign language. Therefore, this community becomes isolated from 
others, they cannot express their self.  If we program a robot in such a fashion that 
it can translate sign language to some words or text format, the divergence 
between the normal people and the deaf community can be downplayed.  Every 
nation possesses its own sign language like American has American Sign 
Language, British has British sign language and so forth in the same way Indian 
has its own sign language which is called as an Indian sign language (ISL). ISL 
[175] is a best way of establishing a communication with hearing impaired society 
present in India. It consists of both dynamic and static hand movements. 
Recognizing any gesture consists of lots of challenges like segmentation, tracking, 
illumination, background variation etc.[209][210][211][212]. The major challenges 
we have solved in this chapter are: 
a) Hand segmentation of upper half of the body image. 
b) Extracting appropriate information from malformed gestures. 
c) The boundaries of each gesture may vary from one person to another.   
 
To minimize all such challenges we have proposed a novel framework which 
recognizes an ISL gesture in a real time scenario. Our first segment the hand from 
upper half of the body image. After solving this, the next step is to find appropriate 
features for gesture recognition like shape, orientation, spatial temporal motion etc. 
We have used a combination of discrete wavelet transform (DWT) and Mel 
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frequency Cepstral coefficient (MFCC) features extraction technique for picking 
out an unknown ISL gesture with the assistance of support vector machine (SVM) 
and K nearest neighbor (KNN) as a classifier.  The combinations of these two 
feature extraction techniques are never been applied earlier for the ISL gesture 
recognition purpose and besides it is really effective against translation, scaling, 
orientation, background variation and light variation when gestures are executed in 
real time environment.  After DWT, 12 MFCC coefficients of each frame are taken 
as a feature vector. The suggested technique is examined on the ISL dataset created 
in robotics and artificial intelligence laboratory, IIIT-Allahabad, India. It has 
likewise been tried out on Sheffield Kinect Gesture (SKIG) dataset [177].  All the 
experiments are executed in various background conditions with different 
illuminations like red, yellow etc. and we get 98 percent classification results on 
in-house. Comparative analysis of proposed techniques with existing techniques 
like MFCC, orientation histogram (OH) etc. have been done and found that the 
DWT with MFCC techniques provides maximum classification result than any 
other technique. Later in the classification process humanoid learning is performed 
by a HOAP-2 robot using WEBOTS robotic simulation software.  
 
3.1 Proposed Framework 
 
We have proposed a gesture recognition method where MFCC features have been 
extracted by processing of transforming images by wavelet descriptors. The 
proposed framework for ISL gesture recognition has been presented in Figure 3.1.  
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I. PROPOSED 
FRAMEWOR
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                  Figure 1:  proposed framework for ISL Gestures Recognition 
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Justification of Framework 
 
In Figure 3.1 we have addressed the complete framework which has been split up 
into 5 modules: Data Acquisition where data collection has been done through 
webcam and Canon EOS then each video is split up into a sequence of frames. 
Figure 3.1 Proposed Framework 
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These figures further lead to the pre-processing phase in which hand extraction, 
silhouette image formation, and boundary point extraction have been done. In this 
module silhouette images are converted into 1D signal and then wavelet transform 
has been applied for finding boundary points which are moment invariant. These 
characteristics are further processed for finding MFCC coefficients which have 
been done in feature extraction module. The MFCC feature extraction technique 
has been widely practiced in speech processing here we explored MFCC in hand 
gesture recognition in combination with DWT and see the performance on image 
frames. This is the new type of experiment which has never been applied to ISL 
gesture recognition. This feature extraction technique gives a high recognition rate 
of speech, due to its spectral envelop quality and less time complexity due to 
reduction of size using DWT. Further probes are classified using SVM and KNN 
in the classification phase. In this module these classified gestures have been 
performed by a HOAP-2 robot using the WEBOTS simulation platform. For 
performing any gesture by HOAP-2 robot we interfaced WEBOTS software to 
MATLAB software by calling .wbt function. All the modules of the proposed 
framework are described in detailed in subsequent sections.  
3.1.1 Database creation 
 
Sir William Tomkins mentioned 100 signs, posture and guaranteed about them of 
being true Indian Signs in his book Universal Indian Sign Language [175]. We 
have created a database of 60 ISL static as well as dynamic gestures among the 
100 signs by using simple Logitech HD 720p camera where few of them have been 
shown in Table 3.1 and Figure 3.2. The complete database is listed as: Counting 
(one, two, three, four, five, six, seven, eight, nine and ten), above, below, Above 
(dynamic), Across(dynamic), Aboard(dynamic), All(dynamic), All gone(dynamic), 
Advance(dynamic), Afraid(dynamic), Below(dynamic), Add(dynamic), 
After(dynamic), Arrest(static), Arrive-here(dynamic), Arrive-there(dynamic), 
Baby(static), Coffee(dynamic), Cold(dynamic), Color(dynamic), Come(dynamic), 
Depart(dynamic), Die(dynamic), Distant(dynamic), Dive(dynamic), 
Dog(dynamic), Effort(dynamic), End/Done(dynamic), Escape(dynamic), 
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Fight(dynamic), Flag(static), Give(dynamic), Grow(dynamic), Half(static), 
House(static), Howmany (dynamic), Keep(static), Many(dynamic), Manytimes 
(dynamic), Meet(dynamic), Oath(static), Opposite(static), Question(static), Quiet 
down(dynamic), Thick(static), Thin(static), Up(dynamic), Wait(static), 
Walk(dynamic), Watch(static), This database contains both dynamic gestures as 
well as static gestures recorded in different light conditions (yellow light, red light, 
white light etc.) and different background like white, black, red etc. The complete 
dataset is created with black full sleeves dress. We have captured half body dataset 
(excluded face) where portion of both the hands come. In our database we have 
considered both types of gestures containing single hand as well as both the hands.  
Also, we have done experiments on a Sheffield Kinect gesture dataset (SKIG) [29] 
which is shown in Figure 3.3.  
 
Table 3.1: Database of static and dynamic gestures in different illumination 
condition 
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Figure 3.2 Other ISL Data Set Created in Robotics and Artificial Intelligence 
Laboratory  
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Figure 3.3 SKIG Dataset [176]  
 
3.1.2   Pre-processing 
 
Gesture videos are first divided into a sequence of frames by size (m, n) 
represented as Ii (m, n), where i is the number of frames in each video. Hand region 
is extracted from the whole image frame shown in Figure 3.4. 
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These images are further converted into binary images using threshold T. 
Binarisation of an image is necessary for extracting good edges which are 
continuous in nature. Contour obtained are distorted at some points, therefore 
binarisation of an image is necessary. This binarisation of an image is performed 
using Otsu's thresholding method [178] where the threshold is chosen in such a 
manner that the intra - class variance of black and white pixel is minimized. Then 
after DWT is applied for reducing the dimension of an image and extracting 
moment invariant features which does not contain noise. 
 
Invariance Proof against Scale and Orientation through Discrete Wavelet 
Transform: DWT [179, 180] has been applied up to the 3rd level of decomposition 
of a binary image frame. The decomposition of image matrix in each level is done 
by row wise multiplication of images with wavelet filter followed by column wise 
multiplication and getting the four components of single image [LL, LH, HL and 
Figure 3.4 DWT decomposition up to level 3 
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HH] where LL is the approximate coefficients which discards all high frequency 
coefficients and LH, HL, HH is the high frequency sub bands where LH contains 
horizontal components, HL contains vertical components and HH has a diagonal 
components of original image. The decomposition is performed as:  
      𝐿𝐿 = 𝐷𝑤∅(𝑗, 𝑝, 𝑞) =
1
√𝑃𝑄
∑ ∑ 𝑓(𝑥, 𝑦)∅𝑗,𝑝,𝑞(𝑥, 𝑦)
𝑄−1
𝑦=0
𝑃−1
𝑥=0                    (3.1) 
 𝑖 = 𝐿𝐻,𝐻𝐿,𝐻𝐻 = 𝐷𝑤Ω𝑖
(𝑗, 𝑝, 𝑞) =
1
√𝑃𝑄
∑ ∑ 𝑓(𝑥, 𝑦)Ω𝑗,𝑝,𝑞
𝑖 (𝑥, 𝑦)𝑄−1𝑦=0
𝑃−1
𝑥=0       (3.2)                   
Where ∅ and Ω is a scaling and wavelet coefficients, P and Q are the dimension    
of image matrix, j is the level of decomposition, f(x,y) is the image matrix  
obtained after binarisation and p, q is the row and column of the image matrix. 
Suppose Image matrix of size (4, 4)- 
I = [
c11 c12 c13 c14
c21 c22 c23 c24
c31 c32 c33 c34
c41 c42 c43 c44 
] 
        
Coefficients of Daubachies wavelet filter H is defined as: 
       Low pass: 
1
4√2
(3 − √3, 3 + √3 , 1 + √3, 1 − √3) 
       High pass: 
1
4√2
(1 − √3, − 1 − √3 , 3 + √3,−3 + √3) 
                              H = [
W11 W12 W13 W14
W21 W22 W23 W24
W31 W32 W33 W34
W41 W42 W43 W44 
]                                        (3.3) 
 
Where W11, W12 …… are wavelet filter bank coefficients. 
                                        Ir = I ∗ H                                                                                                                   
             ar
1|dr
1  ≈   
1
4√2
[
r11, r12, r13, r14
r21, r22, r23, r24
r31, r32, r33, r34
r41, r42, r43, r44
]                                              (3.4)        
 
Where 1/4√2 is a normalizing factor. It normalizes the approximate ac and    detail 
dc coefficients such that 
                                      || ac ||=|| dc || = 1. 
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                                              Ic = H’ ∗  Ir                                                    (3.5)                                                                                                               
  ac
1|dc
1 =
1
4√2
[
 
 
 (
D11, D12
D21, D22
) | (
D13, D14
D23, D24
)
− − − − −−−− −−−
(
D31, D32
D41, D42
) | (
D33,   D34
D43, D44
)]
 
 
 
                                           (3.6)                                                            
Where Ic is an orthogonal matrix which preserves magnitude and angle of any 
vector is belongs to |Rn. Prove of these properties are given below: 
 
Suppose z is a one dimensional vector of |Rn and Ic is a orthogonal matrix           
obtained after decomposition of an image I then proof that 
          ||zIc|| = ||z||        (3.7) 
             ||Icz||2 = (Icz)T(Icz)       (3.8)  
                         = zTIcTIcz       (3.9) 
                         = zTIz       (3.10) 
                         = zTz       (3.11) 
                         = ||z||2        (3.12) 
This shows that Ic preserves magnitude of any vector z ε |Rn i.e. it is scale 
invariant. 
 
 
 Suppose z1 and z2 is two vectors of |Rn and Ic is a decomposed matrix obtained 
after DWT decomposition of an image I then proof that the angle   between z1 and 
z2 is always same. 
Let us assume that the angle between z1 and z2 is ϕ  
                                     Cos ϕ = 
z1.z2
‖𝑧1‖‖𝑧2‖
            (3.13) 
If Ic is an orthogonal matrix, then angle between Icz1 and Icz2 is  
                                    Cos δ = 
𝐼𝑐𝑧1.𝐼𝑐𝑧2
‖𝐼𝑐𝑧1‖‖𝐼𝑐𝑧2‖
             (3.14) 
                                               = 
(𝐼𝑐𝑧1)𝑇(𝐼𝑐𝑧2)
‖𝑧1‖‖𝑧2‖
             (3.15) 
                                               = 
𝑧1𝑇𝐼𝑐𝑇𝐼𝑐𝑧2
‖𝑧1‖‖𝑧2‖
             (3.16) 
                                                = 
𝑧1𝑇𝑧2
‖𝑧1‖‖𝑧2‖
             (3.17) 
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                                                = 
𝑧1.𝑧2
‖𝑧1‖‖𝑧2‖
             (3.18)  
                                                = Cos ϕ             (3.19) 
This proves that, in DWT, the angle between two vectors are always same i.e. 
phase invariant. 
 
These two properties of DWT show that the angle and amplitude of original image 
do not change when it converted into the transformed image means the image will 
be less distorted after transformation. 
The equation 3.4 shows the final matrix obtained after 1st level 
decomposition which has 4 components, termed as LL, LH, HL and HH. Each 
component of the matrix is of size (m/2, n/2). In second level decomposition LL 
component is further decomposed into four parts because it contains maximum 
information with minimum noise similar to the original image. Whereas LH, HL 
and HH are high frequency coefficients having low signal to noise ratio. This 
process continues up to 3rd level of decomposition and finally we get 4 coefficients 
FF, FV, VF and VV. After the decomposition process contour of an image is 
calculated by any known contour detection method. Then moment invariant 
features are deliberated by converting 2-D contour image (G(x, y)) into 1 
dimension. For this conversion, 2-D image G(x, y) in x-y plane is converted into r- 
θ plane  
          G(r, θ) described as: x=r cos θ and y= r sin θ.  
                𝐺𝑎𝑏 = ∬𝐺(𝑟, 𝜃)𝑔𝑎 (𝑟)𝑒
𝑗𝑏𝜃𝑟 𝑑𝑟𝑑𝜃                                    (3.20) 
Where r is the radius of the circle, θ is the orientation angle, Gab is the moment of 
hand, ga(r) is a radial basis function and a, b are constants. In case of wavelet 
descriptor ga(r) has been treated as a wavelet basis function and replaced with 
  
                        𝜗
𝑝,𝑞
(𝑟) =
1
√𝑝
𝜗(
𝑟−𝑞
𝑝
)     (3.21) 
p and q are the dilation and shifting parameter. 
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Now convert a 2D image into 1D form for reducing feature extraction 
problem and increasing performance quality. We choose cubic B-spline (Gaussian 
approximation) function as a mother wavelet define us: 
 𝜗(𝑟) =  
4𝑝𝑛+1
√2𝜋(𝑛+1)
𝜎𝑦 cos(2𝜋𝑔0(2𝑟 − 1)) × exp (−
(2𝑟−1)2
2𝜎𝑦2(𝑛+1)
)           (3.22)                                                                                             
Analyzing a moment in the shape of an image the values of dilation and shifting 
parameter p and q are chosen to be discrete expressed as: 
𝑝 = 𝑝0
𝑚, 𝑚 𝑖𝑠  𝑎𝑛 𝑖𝑛𝑡𝑒𝑔𝑒𝑟  and    𝑞 = 𝑛𝑞0𝑝0
𝑚, 𝑛 𝑖𝑠  𝑎𝑛 𝑖𝑛𝑡𝑒𝑔𝑒𝑟 
 p0 ˃1 or p0˂1 and q0 ˃0. These constraints have been considered so that   𝜗(
𝑟−𝑞
𝑝
) 
covers the complete shape of gesture.  Here we considered circle for representing 
shape of an image, whereas (r ≤ 1). The values we choose is (p0 and q0 = 0.5). 
Then the wavelet basis function 𝜗𝑝,𝑞(𝑟) has been modified as: 
                 𝜗𝑚,𝑛(𝑟) = 2
𝑚
2𝜗(2𝑚𝑟 − 0.5𝑛)        (3.23) 
𝜗𝑚,𝑛(𝑟) Defines for any orientation along the radial axis r. It is used for finding the 
local as well as global features of hand    by varying the values of m, n.  After that 
we define moment invariant wavelet feature vector as:  
                ‖𝐺𝑚,𝑛,𝑏
𝑤𝑎𝑣𝑒𝑙𝑒𝑡‖ =  ‖∫ 𝑓𝑏(𝑟). 𝜗𝑚,𝑛(𝑟)𝑟 𝑑𝑟‖                    (3.24) 
 Comparing equation 3.20 and 3.24 we get ga(r) =𝜗𝑚,𝑛(𝑟) and 𝑓𝑏(𝑟) =
∫𝐺(𝑟, 𝜃)𝑒𝑗𝑏𝜃𝑑𝜃   shows the bth frequency feature of image 𝐺(𝑟, 𝜃) in r- 𝜃 plane 
where 0≤ 𝜃 ≤2π.  ‖𝐺𝑚,𝑛,𝑏
𝑤𝑎𝑣𝑒𝑙𝑒𝑡‖ is the wavelet transform of fb(r)r. It analyses the 
signal in both time domain as well as frequency domain and extracts features 
which are locally descriptive in nature. Features shown in equation 3.24 are 
moment invariant for each gesture with feature vector ‖𝐺𝑚,𝑛,𝑏
𝑤𝑎𝑣𝑒𝑙𝑒𝑡‖ . Where m=0, 1, 
2, 3 and n= 0, 1…2m+1.     
 ‖𝐺𝑚,𝑛,𝑏
𝑤𝑎𝑣𝑒𝑙𝑒𝑡‖ is the generalization of moment 𝑓𝑏(𝑟) at mth scale level and nth sift 
position.  
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In WD ‖𝐺𝑚,𝑛,𝑏
𝑤𝑎𝑣𝑒𝑙𝑒𝑡‖ represents the moment invariant property of image I, if this 
image is rotated by an angle α then moment invariant property ‖𝐺𝑚,𝑛,𝑏
𝑤𝑎𝑣𝑒𝑙𝑒𝑡 𝑟𝑜𝑡𝑎𝑡𝑒𝑑‖  
defined as:               
             𝐺𝑚,𝑛,𝑏
𝑤𝑎𝑣𝑒𝑙𝑒𝑡 𝑟𝑜𝑡𝑎𝑡𝑒𝑑    = 𝐺𝑚,𝑛,𝑏
𝑤𝑎𝑣𝑒𝑙𝑒𝑡 𝑒𝑗𝑏α           
 Since 
 ‖𝐺𝑚,𝑛,𝑏
𝑤𝑎𝑣𝑒𝑙𝑒𝑡 𝑟𝑜𝑡𝑎𝑡𝑒𝑑‖  = √(‖𝐺𝑚,𝑛,𝑏
𝑤𝑎𝑣𝑒𝑙𝑒𝑡 𝑟𝑜𝑡𝑎𝑡𝑒𝑑‖)(‖𝐺𝑚,𝑛,𝑏
𝑤𝑎𝑣𝑒𝑙𝑒𝑡 𝑟𝑜𝑡𝑎𝑡𝑒𝑑‖)∗ = 
√(‖𝐺𝑚,𝑛,𝑏
𝑤𝑎𝑣𝑒𝑙𝑒𝑡   𝑒𝑗𝑏α‖)(‖𝐺𝑚,𝑛,𝑏
𝑤𝑎𝑣𝑒𝑙𝑒𝑡   𝑒−𝑗𝑏α‖)  =   ‖𝐺𝑚,𝑛,𝑏
𝑤𝑎𝑣𝑒𝑙𝑒𝑡 ‖     (3.25) 
shows the moment invariant properties of DWT. 
 
3.1.3 MFCC feature extraction:  
MFCC coefficients of each image has been calculated. Each image behaves like a 
signal. On this signal, the MFCC feature extraction technique is applied for 
calculating the spectral envelope of each frame. The spectral envelop property of 
MFCC feature [181] provides robustness towards background noise as here in the 
case of getting false edges of hands.  Spectral envelope is a property of an image 
which gives the knowledge about image intensity over frequency by providing the 
smooth curve or regular curve having no discontinuity in the frequency domain. It 
is a curve in the frequency, amplitude plane, which tightly connects all the points 
of the magnitude spectrum, linking the peaks. These peaks represent the highest 
intensity value of the image, carries maximum information. It derived from a 
Fourier magnitude spectrum. 
With the help of the spectral envelope graph which is shown in Figure 3.9 
we see the nature of the signal, how tightly the curve will cover the signal. The 
steps of MFCC features and spectral envelop calculation are: 
  
(a)  In noisy background condition, there is a large variation in consecutive   
pixel values. Thus, by assuming it statistically stationary in a short 
period of time, the column vector block broken up into small sections 
called frames which is having N samples/frame. These frames are 
IIIT-A, Robotics and AI Lab                                                                     56 
 
separated by M samples (N>M) therefore overlapping is done with N-M 
samples.  
(b) For removing the side ripples (spectral distortion) and maintaining 
continuity in the signal windowing is performed using hamming window 
function. It provides lower side lobe and narrower main lobe in the 
image frame. Which is expressed as: 
             hm(n) = 0.54 − 0.46 cos (
2πn
N−1
) , 0 ≤ n ≤ N − 1        (3.26) 
 The resultant signal y(n) is defined as: 
                   y(n) = x(n) ∗ hm(n).                                                     (3.27) 
 Where hm (n) is the window signal, x (n) is the wavelet coefficients. 
(c) After that Fast Fourier Transform (FFT) is applied to resultant signal 
y(n) which converts time domain image frame into the frequency 
domain image frame represented as Sk . 
                    𝑆𝑘 = ∑ y(n)
N−1
n=0 ∗  e
−
j2πkn
N                                                      (3.28) 
   
  Where k=0, 1, 2……N-1. 
(d) Periodogram based power spectral density (Pi(k)) is calculated by taking 
absolute value of complex Fourier transform and square the result as. 
                  Pi(k) =
1
N
|Si(k)|
2                                                        (3.29) 
Where positive frequencies 0 ⩽ f < fs/2correspond to values     
0 ⩽ n ⩽ N/2 − 1, while negative frequencies − fs/2 < f < 0correspond to 
values N/2 + 1 ⩽ n ⩽ N – 1. 
(e) The irrelevant frequencies are mixed up with very closely spaced 
relevant frequencies and this effect is more prominent with increased 
frequency. Thus to get a clear idea about exact energy amplitude at 
various frequencies, power spectral density (PSD) coefficients are 
binned and correlated with each filter from a Mel filter bank. Mel is a 
nonlinear scale represented as- 
            Mel Frequency = 2595 ∗ log (1 +
fs
700
)                       (3.30) 
IIIT-A, Robotics and AI Lab                                                                     57 
 
Where fs is the frequency range used for generating filter bank is 
designed in next step. 
(f) This Mel scale has been used by filter banks as their Centre frequency 
follows this Mel frequency and thus the filters near the lower frequencies 
are having the narrow bandwidth and as the frequency increases the 
filters width increases. 
H(k, b) =  
{
 
 
 
 
 
 
 
 
0,   if  f(k) < 𝑓𝑐(b − 1)
f(k) −
fc(b − 1)
fc(b) − fc(b − 1)
,
if fc(b − 1) ≤ f(k) < 𝑓𝑐(b)
f(k) − fc(b + 1))/fc(b) − fc(b − 1),
if fc(b) ≤ f(k) < 𝑓𝑐(b + 1)
0
if f(k) < 𝑓𝑐(b − 1)
                  (3.31)  
Where fc (b) is the central frequency of the filter, b is the number of 
filters used in filter bank and the f (k) is the Mel frequency.  
(g) Find the log energy output of each of the Mel frequencies. 
                       S(b) =  ∑ H(k, b) ∗
N−1
k=0
P                                               (3.32) 
                where b = 1, 2, …m  and m is the number of filter and P is PSD matrix  
(h) Coefficients me1, me2…..are generated by applying Discrete Cosine 
Transform (DCT) on theses Mel frequencies.  
                                      me =  DCT (s(b))                                      (3.33)   
Where me is the number of Cepstral coefficients. These coefficients are 
saved as a feature vector shown in Figure 3.5, 3.6. 
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Graph shown in Figure 3.5 and 3.6 represents the noise level of MFCC and 
the proposed DWT with MFCC technique. Here X axis represent the 
number of MFCC coefficients and the Y axis represents the log magnitude 
value corresponding to that coefficients. After comparing both the graphs 
we have seen that the proposed technique eliminates maximum number of 
Figure 3.5 MFCC plot for gesture above 
Figure 3.6 MFCC with DWT plot for gesture above 
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noise in comparison to single MFCC technique. The graph of proposed 
DWT with MFCC technique depicts the clear representation of all the 11 
frames. Both the graphs have been plotted for each blocked frame of one 
image corresponding to their mentioned gesture. 12 MFCC coefficients 
have been taken for each image frame. Here the single image of one gesture 
is blocked into 11 frames and the graph shows MFCC plot for those 11 
frames. The spectral envelope in MFCC features extraction technique is 
expressed as: 
The spectral envelope of any signal has been calculated by multiplying the 
windowing function with the Cepstral coefficients obtained in the last step 
of the MFCC feature extraction technique. 
1- Number of bins present in any spectral envelope of the signal has been 
taken by dividing the range of frequency ft up to Nyquist frequency fs/2. 
Where fs is the sampling rate. Here we divide the frequency into equal 
parts up to fs/2. 
                  ft=𝑡
𝑓𝑠 2⁄
𝑛
,    t=1……..n                                           (3.34) 
2- Calculate the angular frequency  
        𝑤𝑡 = 𝑓𝑡
2𝜋
𝑓𝑠
    where wt  is the angular frequency.      (3.35) 
3- Finally, we calculate the spectral envelop ϑt of frequency ft as: 
         ϑt = exp (∑ me𝑖 ∗ cos 𝑖𝑤𝑡 
𝑛
𝑖=1 )                                     (3.36)                   
Where mei is the cepstral coefficient.  
The spectral envelope of above gesture is shown in Figure 3.7 and 3.8. 
From this graph we see that number of bins of frequency in which the 
spectral envelope lies is 10 and the solid line shows the spectral 
envelope of the signal which is curved generated by combining the 
peaks of the signal. 
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From Figure 3.7 and 3.8 we see the nature of the curve of spectral envelope 
and found that in case of simple MFCC the curve is not tightly bound. When 
the signal becomes invisible it becomes a straight line, but in case of DWT 
with MFCC the spectral envelope curve is more tightly bound to contain 
peaks of the signal and we properly discriminate the changes in the signal. 
Figure 3.7 spectral envelope of MFCC features 
Figure 3.8 spectral envelope of DWT with MFCC features 
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3.1.4 Classification:  
MFCC coefficients of various gestures are classified using K nearest neighbor 
(KNN) [182] and support vector machine (SVM) [183].  
 
3.1.4.1   K Nearest Neighbors (KNN): It is a simple but elegant classifier used for 
classification of an unknown gesture. It is based on nearest neighbor method 
presents nearest to the unknown gesture shown in Figure 3.9.  In KNN we initially 
assume the value of k. The distance between testing and training vectors of 
gestures using Euclidean distance has been measured. Then select k closest vectors 
whose Euclidean distance are minimized. On behalf of majority voting the class 
label has been assigned. Here proposed algorithm is tested on k=1, 3, 5 and 7. 
  
 
 
 
 
 
Figure 3.9 KNN classification example for k=1, 3, 5 or 7             
In Figure 3.9 we have seen that for k=1, unlabeled data assigned to square class, 
for k=3, unlabeled data assigned to triangle class and k=7, unlabeled data assigned 
to square class. 
3.1.4.2 Support Vector Machine (SVM): It is a classifier, handles nonlinearity 
present in features by transforming it into higher dimension. Here we use the linear 
kernel function for discriminating different classes because linear kernel avoids 
over fitting problem. 
                                      𝑦𝑖  (w. 𝑡𝑟𝑖 − k) ≥ 0                                   (3.37) 
𝑡𝑟𝑖 is the training class where i represents the class number, . is the dot product, w 
is the normal vector ||w|| = 1, 𝑦𝑖is the class label for two class problem the value of 
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𝑦𝑖 is 1 and -1.  k is the constant. Constant
𝑘
||𝑤||
sets the width of the hyper plane 
between different classes. If k=2 then there will be two classes. For multiclass 
problem SVM uses multiple binary classifiers. Let we have a t classes, then 
generate t binary classifiers f1, f2… ft. Each classifier is trained with one class from 
the rest of the class. Combine all the binary classifiers to get a classification for 
multiclass SVM expressed as:  
         𝑎𝑟𝑔𝑚𝑎𝑥𝑖=1….𝑡 𝐹
𝑖(𝑥)  where 𝐹𝑖(𝑥) =  ∑  𝑦𝑛
𝑚
𝑛=1  𝛼
𝑖
𝑛𝐾(𝑡𝑒, 𝑡𝑟𝑛) + 𝑘
𝑛    (3.38) 
𝛼𝑖𝑛 is the lagrangian multiplier, K is the linear kernel function defined in equation 
3.38.  
 
 
 
 
 
 
 
 
For classifying an unknown test data te within t classes then 
𝑡.(𝑡−1)
2
 binary 
classifiers have been applied and count the number of times the test data te belongs 
to a particular class. Those classes having maximum number of class labels, the 
test data te belong to that class.  The binary SVM classification is shown in Figure 
3.10. Here we use “multisvm” function of MATLAB for classifying a test vector 
of an unknown gesture w.r.t. known gesture (one verses all strategy). 
3.1.5 Humanoid learning:   
After the classification process humanoid learning is performed by HOAP-2 robot 
in WEBOTS robotic simulation platform. It has various types of robots like social 
robots, industrial robots etc. This software platform has been used for establishing 
an interaction between human and robot. Gestures are used for establishing 
interaction which a human performs and then all these gestures are performed by 
Figure 3.10 SVM classification 
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the humanoid robot HOAP- 2. HOAP-2 is a humanoid open architecture platform 
[184] having 25 degrees of freedom (DOF) (6 DOF on foot*2, 4 DOF on arm*2, 1 
DOF on waist, 1DOF on hand*2, 2 DOF on neck). A humanoid HOAP-2 robot 
joint description has been shown in Figure 3.11. We have used this robot for 
experimenting with multimodal interactions. Gesture requires sequential 
movements of joints for which we need the joint angle data of each joint of the 
human hand. When the user performs the gesture, the hand of a person moves 
horizontally as well as vertically, or ups or down. At each instant of time the joint 
angle value changes with respect to initial coordinate frame. These joint angle 
values have been captured using atan2 function. Smoothing of these joint angle 
values have been done for the smooth motion of HOAP-2 joints. Finally, these 
values are passed to the .csv file which are uploaded in the robot controller 
program. Here we have linked WEBOTS software to the MATLAB where 
gestures are classified. The range of each joint of HOAP-2 is shown in Table 3.2. 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.11 Joint names of HOAP-2 robot [184] 
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Table 3.2 Allowable range of joint angle for Humanoid Robot HOAP-2 
 
Joint Name 
Min 
Angle Min counter Max Angle 
Max 
counter 
CSV 
columns 
 (degree) (decimal) (degree) (decimal)  
RLEG_Joint[1] -91 -19019 31 6479 C 
RLEG_Joint[2] -31 -6479 21 4389 D 
RLEG_Joint[3] -82 17138 71 -14839 E 
RLEG_Joint[4] -1 -209 130 27170 F 
RLEG_Joint[5] -61 -12749 61 12749 G 
RLEG_Joint[6] -25 5225 25 -5225 H 
RARM_Joint[1] -91 -19019 151 31559 I 
RARM_Joint[2] -96 -20064 1 209 J 
RARM_Joint[3] -91 19019 91 -19019 K 
RARM_Joint[4] -115 24035 1 -209 L 
LLEG_Joint[1] -31 -6479 91 19019 M 
LLEG_Joint[2] -21 -4389 31 6479 N 
RLEG_Joint[3] -82 -17138 71 14839 O 
LLEG_Joint[4] -1 209 130 -27170 P 
LLEG_Joint[5] -61 12749 61 -12749 Q 
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LLEG_Joint[6] -25 5225 25 -5225 R 
LARM_Joint[1] -91 19019 151 -31559 S 
LARM_Joint[2] -1 -209 96 20064 T 
LARM_Joint[3] -91 19019 91 -19019 U 
LARM_Joint[4] -115 -24035 1 209 V 
Body_Joint[1] -1 209 90 -18810 W 
RARM_Joint[5] -60 - 60 - X 
LARM_Joint[5] -60 - 60 - Y 
Head_Joint[1] -60 - 6- - Z 
Head_Joint[2] -15 - 60 - AA 
 
From all the joints shown in Table 3.2 we used only 10 joints (RARM Joint 1, 2, 3, 
4, 5 and LARM Joint 1,2,3,4,5) and corresponding to their column values present 
in .csv file for performing any gestures, all other joint values kept as constant. 
Position of joint of humanoid robot in a particular position is defined using joint 
angle values expressed as: 
                                                       𝑃𝑜 = 𝐴 × 𝜑                                          (3.39) 
 Where Po is the position value, 𝜑 is the joint angle in degree and A is the change 
of coefficients in pulses/deg. In HOAP-2 robot architecture the movement of joint 
angle values are performed in pulses because each joint having its own motor. 
Performing 1 degree of motion, the motor of each joint requires 209 pulses. The 
movement of HOAP-2 has been performed in both clockwise and anticlockwise 
direction. So the comma separated value .CSV controller needs to know which 
joint moves in which direction with changing the value in +ve direction as well as 
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–ve direction. +ve direction represents the motor moves between 0 to 90 degree 
and –ve direction represents the motor moves in between 0 to -90 degree. Which 
has been calculated by multiplying number of degrees of motion to the pulse value.  
3.2 Experimental Results and Analysis 
 
Data set of 60 ISL gestures like big, bring, below etc. (37 static and 23 dynamic) 
are created in three light conditions and different background conditions. 5 videos 
of each gesture are taken as a training gesture and 3 videos are taken as a testing 
set where each video is having 150 frames. For training we take 5 persons dataset 
and for testing 7 person’s dataset where 6 are males and 6 are females (all are the 
students of Indian Institute of Information Technology, Allahabad). The MATLAB 
Image Acquisition Toolbox has been used for capturing ISL video data. The 
toolbox is configured as: colour space:  RGB (320*240), Triggering mode: 
immediate, Number of triggers: 10, Frame rate: 30 frames per second. 
  After data acquisition and preprocessing the features of each isolated 
gestures have been extracted using proposed DWT with MFCC based feature 
extraction technique.  
 
 
 
 
 
 
 
 
 
 
 
Figure 3.12 Feature space plot between feature 2 vs feature 10 MFCC features 
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Figure 3.13 Feature space plot between feature 2 vs feature 10 DWT with MFCC 
features 
Figure 3.14 Feature space plot between feature 1 and feature 2 MFCC Features 
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These features have been demonstrated through a feature space plot shown in 
Figures 3.12, 3.13, 3.14 and 3.15. We have compared two feature extraction 
techniques one is MFCC based and second one is DWT with MFCC based. From 
Figures 3.12, 3.13, 3.14 and 3.15 we have found that the proposed technique has 
more discriminating capability to separate all 18 classes’ than simple MFCC based 
technique. After comparing Figures 3.14 and 3.15 we observe that the overlapping 
between different gesture classes is minimum in proposed approach as compared 
to MFCC based approach, due to the multiresolution property of DWT. To prove 
the discriminating capability of our proposed approach (DWT with MFCC) we 
have also performed two types of statistical analysis one is calculation of mean of 
variance of each class and second one is the between class distance. These two 
statistical analysis have been shown in Figures 3.17, 3.18, 3.19 and 3.20. 
Figure 3.15 Feature space plot between feature 1 and feature 2 DWT with 
MFCC features 
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Figure 3.17 Distance plot for DWT with MFCC features 
Figure 3.16 Distance plot for MFCC features 
 
IIIT-A, Robotics and AI Lab                                                                     70 
 
Figure 3.18 Variance plot for MFCC feature 
The graph shown in Figures 3.16 and 3.17 represents the between class distance 
plot of various gestures. After analysing these two figures we observed that the 
proposed approach provides greater distance between two different gesture classes 
as compare to MFCC based approach. Again in DWT with MFCC based approach, 
within class distance matric is zero whereas in MFCC based approach, within class 
distance matric is nonzero. This shows the discriminating nature of proposed 
approach. Similarly, Figure 3.18 and 3.19 signifies the variance plot of within class 
Figure 3.19 Variance plot for DWT with MFCC features 
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matric of proposed as well as MFCC based approach. After comparing Figure 3.18 
and 3.19 we see that the mean of the variance of each class lies below a threshold 
value (2db) in case of DWT with MFCC based approach whereas in MFCC based 
approach, it varies very frequently for each gesture. All these statistical analysis 
proves that the DWT with MFCC based approach has better discriminating 
capability than MFCC based approach. 
 Percentage of classification rate and confusion matrix has been calculated for 
performance analysis of our proposed method where KNN and SVM are used as 
classifier. 
Classification rate = 
No. of frames misclassified /total no. of frames)*100              (3.40) 
 
In KNN, experiments have been performed at various values of k (k=1, 3, 5, 7 etc.) 
where Euclidean distance is used for finding the nearest neighbour of a particular 
class. From these experiments we obtained similar results for k=3, 5 and 7 may 
lead to the classification of ISL gesture. Similarly in SVM, we used the linear 
kernel function for classifying an unknown gesture. Here Linear kernel function 
has been used for avoiding the over fitting problem. 
Table 3.3 Frame based Classification results for dynamic gestures using SVM and 
KNN. 
Class                 For KNN (K=3)         SVM(Linear Kernel) 
 Frame 
Misclassified 
Accuracy (%) Frame Misclassified Accuracy 
(%) 
Above 60 86 12 97 
Add 56 88 2 99.55 
Big 102 77 10 97.77 
Below 60 86 5 98.88 
Bring 50 89 3 99 
Coffee 115 77 14 97 
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From Table 3.3 we have seen that the SVM gives better classification accuracy 
than KNN because SVM handles non linearity presents in the dataset by using 
kernel function. But KNN is a simple nearest neighbourhood based classifier 
which is not appropriate for classifying non- linear data and also it is very sensitive 
against noise. 
Performance of our proposed algorithm is also tested by calculating confusion 
matrix as shown in Table 3.4. Here 3 videos per gesture for training and 5 videos 
for testing have been taken for classification. Each video contains 150 frames. 
Confusion matrix is created by calculating True positive, true negative, false 
positive and false negative for each gesture classes. 
True positive=50, True negative=1018, False positive=8, False negative=7, Total 
positive =58,  
Total negative=1025, Total population=1083.  
Accuracy = (true positive + true negative)/total population            (3.41)       
Accuracy= (50+1018)/1083=1068/1083=98.61% 
 
Colour 45 90 12 97 
Code 49 89 1 99.98 
Come 50 89 1 99.98 
Die 68 85 1 99.98 
Effort 75 83 1 99.98 
Grow 54 88 15 96.66 
Drive 27 94 2 99.78 
Many 130 71.45 33 92.66 
many times 50 89 - 100 
give  50 89 6 98.72 
Keep 55 87 12 97.2 
quite down 45 90 1 99.98 
Question 69 84.34 15 96.66 
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Gestures Gesture Abo
ve 
Brave Big Belo
w 
Bring Coffee Color Cold Come die Effort grow Dive Many Man
y 
times 
Give keep Quiet 
down 
Question 
Above 67 0 0 0 0 0 0 33 0 0 0 0 0 0 0 0 0   0 0 
Brave 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Big 0 33 67 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Below 0 0 0 67 0 0 0 0 0 33 0 0 0 0 0 0 0 0 0 
Bring 0 0 0 0 67 0 33 0 0 0 0 0 0 0 0 0 0 0 0 
Coffee 0 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 
Color 0 0 0 0 0 67 33 0 0 0 0 0 0 0 0 0 0 0 0 
Cold 0 0 0 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 
Come 0 0 0 0 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 
Die 0 0 0 0 0 0 0 0 0 100 0 0 0 0 0 0 0 0 0 
Effort 0 0 0 0 0 0 0 0 0 0 67 0 33 0 0 0 0 0 0 
Grow 0 0 0 0 0 0 0 0 0 0 0 100 0 0 0 0 0 0 0 
Dive 0 0 0 0 0 0 0 0 0 0 0 0 100 0 0 0 0 0 0 
Many 0 0 0 0 0 0 0 0 0 0 0 0 0 67 33 0 0 0    0 
Many 
times 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 0 0 0 0 
Give 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 0 0 0 
Keep 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 0 0 
Quiet 
down 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 0 
Questio
n 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 
 
 
Table 3.4: Confusion matrix for MFCC with DWT based classification for dynamic 
gestures (SVM as classifier)  
 
From Table 3.3 and 3.4 we see that our proposed method gives satisfactory results 
for all the 19 dynamic gestures. We have tested our experiments on static gestures 
also. For static gestures, training is performed with one video and all other videos 
in different light condition are used for testing. 150 frames are there in each video. 
Accuracy based on confusion matrix shown in Table 3.5.  
 
True positive=7, False negative=1, False positive=1, True negative=55, Total 
positive =8, Total negative=144, Total population=64; Accuracy=62/64=96.875%. 
 
Table 3.5 Confusion matrix for KNN k=3 based classification for static gestures in 
different illumination condition. 
Static 
gesture 
Cross Hide Hold Stable Straight Together Warm With 
Cross 100 0 0 0 0 0 0 0 
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Hide 0 100 0 0 0 0 0 0 
Hold 0 0 100 0 0 0 0 0 
Stable 0 0 0 100 0 0 0 0 
Straight 0 0 0 0 100 0 0 0 
Together 0 0 0 0 0 100 0 0 
Warm 0 0 0 0 0 0 100 0 
With 0 0 0 0 0 0 0 100 
 
 
Table 3.5 shows that DWT and MFCC based method gives 100 percent 
classification result for all the static gestures because of no changes between the 
frames and its orientation. Hence all the environmental noises and movement 
variation problems have been easily eliminated using DWT and MFCC method. 
We have also observed that all the static gestures are constant w.r.t. time whereas 
dynamic gestures vary with respect to time. 
We have also tested our algorithm on Sheffield Kinect Gesture data set 
(SKIG) created by L. Liu at university of Sheffield [176] [177]. These datasets are 
dynamic in nature, containing 10 types of actions like circle, triangle, up-down etc. 
Here data set is captured with 3 backgrounds (white wooden board, white plain 
paper, white paper with symbols), 2 light conditions (dark light, poor light) and 2 
poses (clockwise and anti-clock wise). Therefore, each gesture has 3*2*2 = 12 
sample. We have tested our proposed methodology on total 360 SKIG gesture 
dataset which is shown in Figure 3.3. Table 3.6 shows the classification results on 
a SKIG dataset with different light conditions and different backgrounds. From the 
results obtained on SKIG dataset we observe that the performance of proposed 
method goes down as the light conditions varies drastically (white light to red 
light). We also observe that when background colour is similar to the skin colour, 
the performance of proposed method degrades. 
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Table 3.6 Classification Results for SKIG Kinect Gestures Dataset 
 
3.3 Performance Comparison  
 
Comparative analysis of various feature extraction methods like (MFCC, 
Orientation histogram (OH) and DWT with MFCC (proposed method) have been 
performed on the basis of classification rate which has been shown in Figure 3.20 
which clearly shows that DWT with MFCC out performed others. Here we have 
performed experiments on various parameters of various methods explain in 
Table 3.7. 
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Table 3.7: Performance parameters 
 
In OH experiments have been performed on 9, 18, 27, 36 bins (no. of features), in 
MFCC we take 10,12,13,14, 15 and 17 cepstral coefficients for analyzing the 
recognition accuracy and finally we tested our proposed algorithm on HAAR 
wavelet, Daubachies wavelet with 10,12,13,14,15 and 17 MFCC coefficients. Here 
number of decomposition levels in DWT is 3. 
The graph shown in Figure 3.20 represents that DWT with MFCC method 
provides high classification rate than other methods because we believe that the 
multi-resolution and movement invariant properties of DWT and spectral envelop 
property of MFCC helps to reduce ambiguity.  
 
 
 
 
 
 
     Figure 3.20 Comparative results of MFCC, OH, DWT with MFCC method   
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Figure 3.21 Tradeoff between accuracy and no. of MFCC 
Coefficients 
 
We have also compared the classification accuracy of the proposed gesture 
recognition algorithm at various numbers of MFCC coefficients like 10, 12, 
13…..20 which is shown in Figure 3.21. From this graph we have found that the 
recognition accuracy is maximum at 12 and 13 MFCC coefficients in comparison 
to other MFCC coefficients (10, 15, 20) when it's applied with DWT. This is 
because the more number of MFCC coefficients represents very frequent change in 
the energy which degrades the performance of the system and similarly less 
number of MFCC coefficients unable to present the energy change.  We have also 
compared the results of the proposed method with the existing methods OH and 
MFCC. The results are shown in Figure 3.22.  
 
80
97 97 95 93 90
86
10 12 13 14 15 17 20
%
 o
f 
ac
cu
ra
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No. of MFCC coefficients
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Figure 3.22 Comparative analysis of % of accuracy at different no. of MFCC 
coefficients 
 
For analysing the graph shown in Figure 3.22 we have compared the proposed 
technique with the other two existing techniques and found that as the complexity 
(background variation, illumination condition etc.) of dataset increases, the 
recognition accuracy decreases in both the existing techniques. Because these two 
existing methods are unable to locate the exact change in the hand shape. This 
problem has been minimized in our proposed method which provides 
approximately 97% average accuracy with 12 DWT with MFCC coefficients.   
We have also compared the time complexity of proposed method with other 
existing methods which is shown in Table 3.8. All the experiments are performed 
on core i5 processor with 4GB RAM and MATLAB 2013 software. 
Table 3.8 Avg. processing time of 19 dynamic gestures 
 
 
 
 
From Table 3.8 we observed that the average processing time (CPU time) of DWT 
with MFCC method is approximately similar with the other two existing methods 
(OH and MFCC) whereas it provides higher amount of accuracy than others.  
1 2 3 4 5 6
OH 78 80 80 82
MFCC 80 83 83 82 81 81
MFCC+DWT 83 97 97 95 93 90
9 bins 18 bins 27 bins
36 bins10
12 13 14 15 1710
12 13 14 15
17
60
65
70
75
80
85
90
95
100
%
 O
F 
A
C
C
U
R
A
C
Y
NO. OF COEFFICIENTS
Total Avg. time 
of OH 
Total Avg. time 
of MFCC 
Total Avg. time of DWT 
with MFCC 
18.08 sec 22.69 sec 18.65 sec 
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Table 3.9 Average Classification accuracy for static gestures 
 
 
 
 
 
 
Comparative analysis of all the three features has also been done on static gestures 
which is shown in Table 3.9.  This analysis shows that all the three methods give 
same recognition accuracy for static gestures because there is no variation between 
intermediate frames with respect to time. We have also performed the comparative 
analysis of all three features of SKIG dataset. 
 
Table 3.10 Comparative Results of SKIG dataset for different feature extraction 
technique 
 
 
 
 
From Table 3.10 we have seen that the performance of our proposed method of 
SKIG dataset is good as compare to other feature extraction technique like OH and 
MFCC. This is because the proposed method minimized the ambiguity problem 
which is major concern in any gesture recognition system. 
3.4 Validation in Real Robot 
 
After classification of an unknown gesture, it has been validated in real robot. This 
section introduces an underlying concept of learning gestures for humanoid 
Features % of Classification 
Rate 
 Static gestures 
OH 97 
MFCC 96 
DWT with MFCC 100 
Features % of Classification Rate 
 SKIG data set 
OH 84 
MFCC 85 
DWT with MFCC 93 
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HOAP-2 robot, in order to perform several tasks eventually. The real time robotics 
simulation software (WEBOTS) has been used for generating various types of 
HOAP-2 gestures perfectly.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Various types of HOAP-2 gestures (‘Add’, ‘Across’, ‘Above’ and Below) and 
there simulation environment have been shown in Figure 3.23 and 3.24. The 
working details we have already discussed in humanoid learning section.  
Figure 3.23 WEBOTS simulation of ‘ARISE’ gesture. 
   Figure 3.24 HOAP-2 performing gesture ‘Below’, ‘Add’ ‘Across’ and ‘     
Above’. 
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3.5 Conclusion 
 
In this chapter, an attempt has been made to analyse the characteristics of ISL 
gestures with the effect on classification process and used them for imitation 
learning by humanoid HOAP-2 robot on WEBOTS simulation platform. In this 
work, we proposed a novel DWT with MFCC based ISL gesture recognition 
method in which both the hands have been used for performing any gestures. DWT 
analyses the image or signal with respect to time as well as frequency. It also 
provides a moment invariant properties about any gesture. These properties make 
it invariant against scale, orientation, moment, phase etc. It reduces the 1/4 feature 
space of the data set, in the first level of decomposition which is a solution for the 
reduction of time complexity as well as space complexity.  After reduction and 
noise elimination of images, moment invariant features is extracted by converting 
2d contour image into 1d plane. From these moments invariant features spectral 
envelope of MFCC features has been calculated using the MFCC feature extraction 
technique. This technique has been applied for extracting the spectral envelope of 
the image signal. This technique is helpful against different backgrounds and 
different illumination conditions, than OH technique and also it is very effective 
for discriminating one gesture to another gesture. This is because the DWT 
minimizes the ambiguity issues by using its multiresolution property and spectral 
envelop property of MFCC solves the problem of hand shape extraction. MFCC 
has been generally used for speech/voice recognition as it has the quality to 
discriminate the vocal disturbance form background noises due to its Cepstral 
features. We tried to use MFCC technique for gesture image analysis and it can be 
said that it is an effective technique for voice recognition as well as for gesture 
recognition. When we use it with DWT it gives 98% recognition accuracy with 
dark background and various lighting conditions. Gestures are also classified using 
different types of classifiers like KNN, SVM. Analysis has also been done by 
calculating False Positive (FP), False Negative (FN), True Positive (TP) and True 
Negative (TN). By using these values a confusion matrix has been created. We 
also observed from these confusion matrix that the proposed technique gives better 
accuracy than other methods. Proposed technique has also been tested on a SKIG 
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data set which was published by University of Sheffield. In this data set 2160 
video sequences are there in different backgrounds and different illuminations. 
DWT with MFCC based algorithm has also provided 93 percent accuracy towards 
this data set, but other techniques like OH and MFCC provides only 84 and 85 
percent accuracy which is much less than our proposed method.  
After classifying an unknown gesture, it has been validated on HOAP-2 
humanoid robot using WEBOTS simulation software. The controller program for 
HOAP-2 has been associated with .CSV files to generate various gesture patterns 
accordingly. The software has been developed to support imitation learning by 
humanoid robot for each classified ISL gesture on WEBOTS environment.   
The three constraints, we have considered in this proposed approach are: 
background, cloth and exclusion of face region.  In this chapter we have collected 
the data with single colour background with black full sleeves dress. Also, we have 
excluded the face region from all the dataset. We try to reduce all these constraints 
in the next few chapters.   
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Chapter 4 
 
Continuous Sign Language Gesture Recognition 
using Possibility Theory Based Hidden Markov 
Model 
 
 
In chapter-3 we have discussed about the isolated gestures and proposed an 
Isolated ISL gesture recognition framework using DWT with MFCC technique. In 
our day to day life we normally exchange our thoughts, conversations in the form 
of sentences like “how are you”, “I agree” (continuous gestures) etc. which are a 
combination of an isolated words (isolated gestures). This chapter has been 
dedicated towards addressing the continuous gesture recognition problem. The 
following challenges have been solved: 
1. Continuous gestures have been recognized in real time environment 
correctly. 
2. It is then to be communicated unambiguously to a humanoid robot. 
3. Subsequently the system’s response has been evaluated to show the 
effectiveness of our development. 
While appropriate trajectory planning and motion control have reached to a level 
when real time communications are feasible, the main challenge still is in solving 
problem 1, the real time recognition problem. In this chapter we have developed a 
new methodology for real time gesture based communication using Possibility 
Theory Based Hidden Markov Model (PTBHMM). The main objective is to 
reduce the computational complexities of conventional HMM, while explaining its 
beautiful theoretical framework. We have here addressed all the three basic 
problems of HMM and formulated corresponding three basic PTBHMM problems 
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[218][219][220]. We have compared there time complexities in the subsequent 
sections of this chapter. 
4.1  Background of Possibility Theory: 
 
Uncertainty is the measurement of ambiguity where it is difficult to find the perfect 
solution of any problem. It occurs due to linguistic error, loss of information, 
variation in data and data selection for a particular event. For solving the issue of 
uncertainty, various theories have been proposed in the past few decades like fuzzy 
logic, probability, possibility, rough set, Dempster Shafer theory, etc. Among all 
we have applied possibility theory for solving all the three fundamental problems 
of HMM because it deals with both uncertainty as well as imprecision. Here 
uncertainty defines the ambiguity and imprecision defines the inexactness 
(inaccurate). The concept of possibility was introduced by Zadeh in 1978 [186]. 
After that Didier Dubois et al. [187] [188] discuss their views on the possibility 
theory by taking the example of prices of lottery. They explained how the 
possibility theory can be applied and what are the benefits of using possibility 
theory. They also explain the quantitative and qualitative aspects of the possibility 
theory as described below: 
4.1.1 Quantitative possibility: 
It represents a degree of possibility of an event which means how much a 
particular event can occur. For example, if a women is tall therefore, it measures 
how much a women is tall? 
4.1.2 Qualitative possibility: 
Let us consider a finite set S = (s1, s2… sn) of the universe of discourse U. Then 
possibility distribution П can be expressed as: 
        П(U) =  𝑆𝑢𝑝𝑢∈𝐴(𝜋(𝑢))                                   (4.1) 
Where A is a finite set of U and u is an element of A lies between [0, 1].  
and necessity can be defined as: 
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𝑁(𝐴) = 𝑖𝑛𝑓𝑢∈𝐴(1 − 𝜋(𝑢))                     (4.2) 
 
 
Where Π(u) shows how much an event can exist and N(A) reflects that an event A 
can imply with a degree π. It satisfies two properties union and intersection, which 
are defined in equation 4.1 and 4.2. All the properties defined in equation 4.5, 4.6 
and 4.7 have been explained with the help of an example given below. Let there be 
two factories in which different types of material like (crude oil, coal, natural gas 
and nuclear) are stored. The possibility distribution of each material in each factory 
is shown in Table 4.1. Define the universe of discourse Ud = (crude oil, coal, 
natural gas and nuclear) and a subset A = (crude oil, coal) then possibility degree 
Π (A) can be defined as: 
Π(A) = sup(d ∈ A) π(d)
=  sup (0.9, 0.7)
= 0.9
}     (4.3) 
In a similar way necessity N(A) can be defined as: 
N(A)  =  inf(1 −  0.8,1 −  0.3)
=  𝑖𝑛𝑓(0.2,0.7)
=  0.2
}     (4.4) 
4.2 Properties of Possibility Theory in Comparison with Probability 
Theory 
 
Fundamentally the probability and possibility theories are similar in Bayesian 
concept, but it totally differs when the concept of fuzzy theory evolved which is 
based on possibility theory. 
 
                    Table 4.1 Possibility distribution of different materials of two factories 
 Crude 
oil 
Natural 
Gas 
Coal Nuclear 
π(cell) 0.9 0.7 0.8 0.3 
π(chevron) 0.4 0.5 0.9 0.2 
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There are various properties like: 
1. Additivity: 
∑P(Ai) = P(∪i
N Ai)       max i ∈ N (in probability)
n
i=1
 ∏(Ai) =  ∏(∪i
N Ai)    (in possibility) }
 
 
 
 
     (4.5) 
2. Monotonicity: 
P(A)  ≥  0 (in probability) given A, B ∈  v       
       𝐼𝑓 𝐴 ⊆  𝐵, 𝑡ℎ𝑒𝑛 𝛱(𝐴)  ≤  𝛱(𝐵)   (𝑖𝑛 𝑝𝑜𝑠𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦)
}     (4.6) 
3. Boundary Conditions: 
              P(∪)  =  1                (in probability)       
       Π(φ)  =  0 and Π(∪)  =  1 (in possibility)
}                  (4.7) 
We have given two possible set of events A and B. In possibility theory, both 
possibility and necessity can be defined through belief and plausibility functions 
which is defined as: 
Bel (A ∩ B) = min (bel (A),bel(B))  
It can also be represented as:  
η(A ∩ B) = Min(η(A),η(B))  and  
Po(A ∪ B) = Max(Po(A),Po(B))                          (4.8) 
It can also be represented as: 
Π(A ∪ B) = Max(Π(A),Π(B)) and complement of A can also be defined as: 
η(A) = 1 – Π Ac 
4.3 Proposed Algorithm 
 
We have proposed a novel possibility theory based hidden Markov model 
(PTBHMM) where all the three basic problems of HMM have been redefined 
using possibility theory and have been solved subsequently with rigorous 
IIIT-A, Robotics and AI Lab                                                                     87 
 
complexity analysis. Subsequently, it has been tested on continuous gesture 
recognition. Here we used an axiomatic approach of possibility which is very 
efficient against real word problems. Let us consider the example of N basket 
having M number of distinct balls. Find out the possibility of picking a ball from 
each of the baskets. These balls are picked up from a basket in a sequential manner 
like O1, O2,………. OM. These sequences are known as observation sequence.  
The notations used in this chapter are summarized in Table 4.2.  
Table 4.2 Description of notations 
 
There are three problems of PTBHMM which are explained as: 
 
4.4 Redefining the Problems of HMM in Terms of Possibility Theory 
 
1. Evaluation Problem: 
We have given a parameter (θ, π, ψ) where θ is the state transition possibility 
matrix, π is the observation possibility matrix and ψ is the initial possibility 
of each state. The possibility of occurrence of observations O1, O2, O3......... 
OM given model ζ = (θ, π, ψ) i.e. Π (O/ζ). 
N Number of states 
M Total number of distinct observation symbol 
T Length of observation sequence 
O=O1, O2,………. OM Total Number of observation symbols 
Ѱ= Ѱ(i)=Po(i1=i) Initial possibility at t=1 
θ = (sij) = Po(it+1 = j/it = i) State transition possibility from time t+1 to t 
π = (πi(k)) = Po(Ok at t/it = 
i) 
The possibility of coming an observation symbol 
Ok (Emission probability) at time t at which the 
state is it) 
st Represents states at t time stamp 
ζ = (θ,π,ψ) Concrete representation of PTBHMM 
Π  or Po Symbol for possibility function 
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2. Decoding Problem: 
In this problem we have selected the state sequence (s1, s2, s3........) in such a 
way that Π (O, S/ζ) is maximized. Where O= O1, O2, O3....... and S = (s1, s2, 
s3........). This problem is solved using possibility based decoding algorithm. 
3. Learning Problem: 
The third problem is the learning problem. In which state transition 
possibility matrix θ, observation possibility matrix π and initial possibilities 
ψ have been updated. This process continues till all the parameters of the 
PTBHMM model ζ = (θ, π, ψ) have been optimized. In this chapter all the 
three problems of HMM has been solved using possibility algorithm. 
4.5 Solution of PTBHMM 
 
All the three problems of PTBHMM have been solved by remodeling the existing 
algorithms where probability theory has been replaced with possibility theory. 
4.5.1 Possibility Based Forward Algorithm: 
Problem 1 has been solved by calculating the possibility Π(O/ζ). Π(O/ζ) has been 
calculated with the help of Po(O,S/ζ) possibility function where S = 
(s1,s2,s3........sN) (N no of states) and ζ is the model. 
        Φt(i) = Πi(O1,O2,O3....Ot,st = s/ζ)                                                        (4.9) 
Equation 4.9 has been proved using induction method. 
• For t=1, 
 φ1(i)  =  Πi(O1, S1  =  s/ζ)
                    =  Πi[Po(S1  =  s/ζ)Po(O1/ζ)]   
                                            =  max[max(ψi),max(πi(O1))] 1 ≤  i ≤  N
} (4.10) 
 
• Equation 4.9 is true for t+1 time stamp, where t=1, 2......T-1 
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𝜑𝑡+1(𝑗)  =  [𝛱𝑖(𝑂𝑡+1, 𝑆𝑡+1 =  𝑠)/𝜁]
     =  [𝛱𝑖[𝑃𝑜(𝑆𝑡+1  =  𝑠/𝜁)𝑃𝑜(𝑂𝑡+1/𝜁)]           
            =  max[max(𝜑𝑡(𝑖)),max(𝑆𝑖𝑗),max(𝜋𝑗(𝑂𝑡+1))] 1 ≤  𝑗 ≤  𝑁
}   (4.11) 
• To prove that equation 4.9 is true for t=1, 2,..... T where s=1....... N 
                       𝑃𝑜(𝑂/𝜁) = ∑ Φ𝑇(i) = max (Φ𝑇(i))
𝑁
𝑖=1   i=1…... N    (4.12) 
 
Equation 4.12 has been proven with the help of Bayes rule of possibility theory 
which is similar to Bayes' theorem of probability. Let us consider the observed 
sequence of length 2 (O1, O2) which means observation O1 will come first from 
any of the state s1, s2...... Sn. After observation O1 state s2 = j will come then 
observation O2) appears which is represented as: 
φ2 (j) = PO (O1, O2, s2 = j) 
Equation 4.9 has been proved by generalizing equation 4.12. 
 
𝜑2(𝑗)  =  𝛱𝑖[𝑃𝑜(𝑂2, 𝑆2 =  𝑗, 𝑂1𝑓𝑟𝑜𝑚 𝑠𝑡𝑎𝑡𝑒 𝑖) 𝑃𝑜(𝑂1𝑓𝑟𝑜𝑚 𝑠𝑡𝑎𝑡𝑒 𝑖)
=  𝛱𝑖[𝑃𝑜(𝑂2/𝑆2 =  𝑗, 𝑂1𝑓𝑟𝑜𝑚 𝑠𝑡𝑎𝑡𝑒 𝑖) 𝑃𝑜(𝑆2  =  𝑗/𝑂1𝑓𝑟𝑜𝑚 𝑠𝑡𝑎𝑡𝑒 𝑖)
𝑃𝑜(𝑂1/𝑆1  =  𝑖)𝑃𝑜(𝑆1  =  𝑖)]
=  𝛱𝑖[𝑃𝑜(𝑂2/𝑆2  =  𝑗)𝑃𝑜(𝑆2  =  𝑗/𝑆1  =  𝑖)𝑃𝑜(𝑂1/𝑆1  =  𝑖)𝑃𝑜(𝑆1  =  𝑖)]
=  𝑚𝑎𝑥[𝑚𝑎𝑥(𝜋𝑗(𝑂2)),𝑚𝑎𝑥(𝑆𝑖𝑗),𝑚𝑎𝑥(𝜋𝑖(𝑂1)),𝑚𝑎𝑥(𝜓𝑗)]
= 𝑚𝑎𝑥[𝑚𝑎𝑥(𝜓𝑗),𝑚𝑎𝑥(𝜋𝑖(𝑂1)),𝑚𝑎𝑥(𝑆𝑖𝑗),𝑚𝑎𝑥(𝜋𝑗(𝑂2))] 
=  𝑚𝑎𝑥[𝑚𝑎𝑥(𝛷1(𝑖),𝑚𝑎𝑥(𝑆𝑖𝑗)),𝑚𝑎𝑥(𝜋𝑗(𝑂2))] }
 
 
 
 
 
 
   (4.13) 
From above equation we found that 
𝑃𝑜(𝑂)  =  𝛱𝑖[𝑃𝑜(𝑂/𝑆𝑇)𝑃𝑜(𝑆𝑇  =  𝑠)]
=  𝛱𝑖[𝑃𝑜(𝑂, 𝑆𝑇  =  𝑠)]
= 𝛱𝑖(Φ𝑇(𝑖))
}     (4.14) 
This proves that the conditional possibility is also true of the N=T observation 
sequence. 
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Complexity of the algorithm: 
In HMM the complexity of forward/backward algorithm is of order of N2T. In our 
proposed approach, complexity has been calculated as: 
• Each step having N number of loops, therefore complexity will be N+1. For 
t=1, it has only one loop, therefore having complexity 1 which is a constant 
number. Therefore the complexity for N loops is N. 
• In our proposed algorithm max function is applied for finding the 
possibility of outcome events. This max function has been applied for all the 
N loops and this has been continued for j=1..... N and t=1... T-1. Therefore 
the final complexity has been represented as: 
(N+N)(T-1)= 2 NT 
• In the final step the complexity will be (N + N..... + n ∗ N)(T) = n ∗ N ∗ T 
where n is a constant. Therefore, the final complexity will be of the order of 
the NT which is N times less than the complexity of forward algorithm. 
 
4.5.2 Possibility Based Backward Algorithm:  
The process of analysis is similar to the earlier process. It is helpful for finding the 
optimal value of HMM model ζ at each observation sequence from backward 
direction. Here we find the parameter γt(i) = Po(Ot+1,Ot+2,......OT/it = i,ζ).  
 (a) For T=1 
γ𝑡(i)  = Π𝑖(𝑂𝑡, 𝑆𝑡  =  s/ζ)  =  max[Π𝑖((𝑆𝑡  = s)/ζ), Π𝑖(𝑂𝑡/ζ)]
=  max[max(ψ𝑖),max(π𝑖(𝑂𝑇))
=  𝑚𝑎𝑥[1,1]  =  1
}  (4.15) 
      (b)    For t = T − 1,T − 2.......1, 1 ≤ i ≤ N 
               γt(i) = max[max(φt(i)),max(Sij),max(πj(Ot+1))], 1 ≤ j ≤ N           (4.16) 
 
       (c)   The proof is very much similar to the earlier problem. 
                            Π(𝑂/𝜁)  = ∏ (ѱ𝑖(𝑂1)
𝑁
𝑖=1 𝛾𝑖(i))                                      (4.17) 
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Its complexity has been calculated and found to be similar to the earlier solution 
(NT). 
4.5.3 Possibility Based Viterbi Algorithm: 
The second problem, the so called decoding problem in which we maximize 
Po(O,S/ζ) where O = O1,O2,O3....OT, S = (s1,s2,s3........sT) and ζ is the possibility 
based HMM model. Then finding out the optimal path from observation sequence 
O1, O2....... OT means extracting the maximum possibility of states coming to the 
particular observation symbol. It is similar to dynamic programming approach. 
                      [𝑚𝑎𝑥𝑠𝑡]𝑡=1
𝑇 (Π(𝑂, 𝑠1, 𝑠2, …… 𝑠𝑇/𝜁))                              (4.18) 
4.5.4 Possibility Based Baum-Welch Algorithm:  
Learning problem is the most important problem of HMM which has been solved 
in this section using possibility theory. The solution is based on optimizing the 
value of Po(O/ζ). The parameters (θ, π, ψ) of HMM model have been updated 
using proposed possibility theory. The values of (θ, π, ψ) have been updated till the 
difference between two consecutive values of (θ, π, ψ) becomes zero. The Initial 
value of (θ, π, ψ) has been defined as: 
                       ψs  =  
number of times in state s at t=1
Total number of times at t=1
                            (4.19) 
 
                              θ =  Sij =
Number of possible transition from i to j
no.of transitions from i
           (4.20)   
 
                             π = πi(Ot) = The emission probability matrix               (4.21) 
For optimizing the value of θ, π and ψ, few parameters are necessary like ξt(i), ϕt(i) 
etc. which have been calculated as: 
                                          ξt(i) = Π(it = i/O,ζ)                                                   (4.22) 
ξt(i) represents the possibility measurement where the observation sequence O = 
O1, O2, O3.... OT. OT and model ζ has been given to state i at time t. We expand 
equation 4.22 with the help of Bay’s Law as: 
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                        𝜉𝑡(𝑖)  =  
𝛱(𝑖𝑡 = 𝑖/𝑂,𝜁)
Π(𝑂,𝜁)
  =  
max (𝛾𝑡(i) 𝜙𝑡(𝑖) )
Π(𝑂,𝜁)
                     (4.23) 
 
Where γt(i) and φt(i) are the solution of possibility based forward algorithm. φt(i) 
defines the possibility of observations O1,O2,O3....Ot where Ot is at state i and the 
time stamp is t. γt(i) measures the possibility of observations Ot+1, Ot+2,....OT at 
time t where state is i. Next we also define parameter £t (i, j) which supports for 
finding the optimal state transition possibility matrix. 
£𝑡 (𝑖, 𝑗) = Π(𝑖𝑡 = i, 𝑖𝑡+1 = j/O, 𝜁)  =  
Π(𝑖𝑡 = i, 𝑖𝑡+1 = j/O, 𝜁)
Π(𝑂, 𝜁)
        (4.24) 
                         
Where O=O1, O2, O3…….OT 
Π(𝑖𝑡 = i, 𝑖𝑡+1 = j/O, 𝜁)  =  Π(𝑖𝑡 = i,
              O1, O2,  O3…… .O𝑡 , O𝑡+1, O𝑡+2,  O𝑡+3…… .O𝑇 , 𝑖𝑡+1 = j /𝜁)    
                                     =max[Π(𝑖𝑡 = i, O1, O2,  O3…… .O𝑡/
 𝜁)  Π( O𝑡+1, O𝑡+2,  O𝑡+3…… .O𝑇 , 𝑖𝑡+1 = j/𝜁) ]   
                                                      = max[Sij, π(Ot+1), γt+1(i)] 
                      £𝑡 (𝑖, 𝑗) =
max[Sij,π(Ot+1),𝛾𝑡+1(𝑖)]
Π(𝑂,𝜁)
               (4.25)           
Π𝑡=1
𝑇−1 (𝜙𝑡(𝑖)  shows the number of possible evolutions from state i. 
∏ £𝑡 (𝑖, 𝑗)
𝑇−1
𝑡=1  represents the possibility of transitions from state i to 
state j. 
Now we define the possibility of finding an optimal value of model parameters ψ, 
θ and π. 
                  ψi = ϕt(i),  1 ≤ i ≤ N         (4.26) 
   𝜃𝑖𝑗 = Π𝑡=1
𝑇−1 £𝑡 (𝑖, 𝑗)/Π𝑡=1
𝑇−1 (𝜙𝑡(𝑖))           (4.27) 
𝜋𝑗(𝑘) = Π𝑡=1,Ot=k
𝑇 (𝜙𝑡(𝑖))/Π𝑡=1
𝑇−1(𝜙𝑡(𝑖)) (4.28) 
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All these values are updated till difference between two consecutive values of the 
transition matrix and emission matrix has been 0 or less than a threshold value. 
4.6 Implementation of PTBHMM on Continuous ISL Gesture Recognition 
 
This section focuses on continuous ISL gesture recognition using proposed 
PTBHMM model. Any gesture recognition system has five modules data 
acquisition, preprocessing, key frame extraction, feature extraction and 
classification. Here PTBHMM has been used for classifying an unknown (probe) 
gesture. After data collection background modelling and segmentation has been 
done for hand subtraction and extraction of the start and end point of informative 
gestures. Gesture segmentation is done using gradient based key frame extraction 
method. This helps us to break each sentence into a sequence of words (isolated 
gestures) and also obliging for extracting frames of meaningful gestures. Finally 
feature extraction and classification have been done. The performance of 
PTBHMM and HMM are analyzed and compared on 10 sentences database of 
continuous ISL. 
4.6.1 Dataset creation: 
Dataset consisting of a collection of signs where single hand or both the hands 
have been used for performing continuous ISL gestures. Ten sentences database 
have been created. Each sentence consists of two, three and four types of gestures. 
Every sentence is a combination of static and dynamic gestures. The dataset has 
been created using an external camera with the configuration of Canon EOS with 
18-55mm lens, 30 frames per second and resolution is 18 mega pixels. Here we 
used a single camera for creation of gesture dataset. Black background is used for 
database, creation of ISL gestures. Here we concentrate on the upper body part 
only. Movement of the upper body part is acceptable. Position of camera is very 
important (camera calibration), for clarity of the dataset and for removing many 
backgrounds related problems like background noise, body motion, etc. Here we 
have taken 10 Indian sign language sentences of 5 different people, where each 
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sentence has been recorded 10 times, 6 for training and 4 for testing. Every video 
is divided into a sequence of frames by size 640X480. Let us consider a continuous 
gesture ”it is closed today”. It is made of 3 gestures (”it”, ”today”, ”closed”) shown 
in Figure 4.1. Similarly, we take 10 sentences of ISL database as shown in Figure 
4.6. 
 
Figure 4.1 Gestures of sentence, it is closed today 
 
4.6.2 Preprocessing: 
 
In this step silhouette images of every hand gestures are created. Here we extract 
foreground image from complete image means it removes the background of an 
image and get the skeleton of upper body parts. Then hand region has been 
subtracted from these foreground images by eliminating largest connected region 
which is face. Finally, we get the hand portion from upper body. We first convert 
each video into a sequence of RGB frames. Each frame has dimension 640*480. 
Skin color segmentation is applied for extraction of skin region, which is divided 
into a number of chunks. For finding skin region, each frame is converted into 
HSV (Hue, saturation, value) plane where only H and S value having a threshold 
(H > 0.55 or S <= 0.20 or S > 0.95) is used for finding non skin region of an 
image. Then this region marked as zero for extracting skin region. Median filter is 
applied to preserving outer boundary (edges) of segmented region. It mainly 
removes salt and pepper noise and impulsive noise for edge preservation. Images 
obtained after median filtering are converted into binary form. At the end of 
preprocessing subtract largest connected region, which is the face. Eliminate facial 
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region of the upper half of the body and will get hands gestures. Each step of pre-
processing is shown in Figure 4.2. 
 
 
 
 
   
Figure 4.2: Pre-processing steps of each RGB frame 
4.6.3 Key frame extraction: 
 
Each video consists of a sequence of frames and each frame can be any gesture 
frame or non-gesture frame. So we have to extract those frames that belong to any 
gesture and remove non-gesture frames because these frames creates an extra 
affliction of processing. Here we used a gradient based key frame extraction 
method for extracting key frames of each video sequence. We take frames, do 
segmentation and calculate the gradient of each frame. Gradient helps us in finding 
the overlapping frames between gestures. A key frame extraction graph of ”I 
agree” and ”Why are you sad” gestures are shown in Figure 4.3 and 4.4. 
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Figure 4.3: Key frame extraction of ”I agree” gesture 
Figure 4.4: Key frame extraction of ”Why are you sad?” gesture 
The graph shown in Figure 4.3 shows that gesture1 starts in between the frame 
0th to frame 4th and end in between frame 188 to frame 192. From 0th to frame 4th, 
there is a constant gradient value and similarly from 188 to frame 192 we also 
obtained constant gradient value which shows the end of one gesture or the start of 
another gesture. In the second graph as shown in Figure 4.4, 1st gesture starts at 0th 
to frame 4th, 2nd starts in between 99 to 102 and ends at 176 and last gesture starts 
at 178 and ends at 248. In all these positions the value of gradients is 0. Gradient 
value 0 shows maximum overlapping between two consecutive frames. Suppose if 
gesture1 ends at frame 188 then this is also the start of next gesture. In this way we 
can calculate the total number of frames in each gesture. In this approach we have 
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considered the 15 middle frames of each isolated gestures which carries maximum 
information. 
4.6.4 Feature extraction: 
 
We applied orientation histogram as a feature extraction technique for extracting 
most appropriate features of each gesture. It offers advantages to scene 
illumination changes and even light condition changes. The edges of the sequences 
of images would still be the same. All the continuous ISL gestures have been 
captured in normal lighting conditions where pixel intensities can be suggested to 
change the scene lighting. Another advantage which is employed on orientation 
histogram is translation invariant property. It demonstrates that the same frames in 
different position of gestures would produce the same feature vectors. It is 
achieved to calculate the histogram of the local orientations for all the frames of 
the moving gestures. Translation of the frame in the gesture does not change the 
local orientation histogram. The steps of the orientation histogram algorithm are: 
1. Sub-sample the 640 ∗ 480 images into 60 ∗ 40, which reduces the space 
complexity and makes the processing time fast with no loss of information. 
2. Finding the edges of an image using 3-tab derivative filter x= [0 -1 1] y= [0 1 
-1]. It helps us in finding the image gradient in the x-direction and y-
direction. 
3. The gradient in x-direction as well as in y-direction. 
        
𝑑𝑥 =  
𝜕𝑔(𝑥, 𝑦)
𝜕𝑥
=  
𝑔(𝑥 + 1,   𝑦) − 𝑔(𝑥 − 1, 𝑦)
2
      (4.29) 
          𝑑𝑦 =  
𝜕𝑔(𝑥, 𝑦)
𝜕𝑦
=  
𝑔(𝑥,   𝑦 + 1) − 𝑔(𝑥, 𝑦 − 1)
2
      (4.30) 
 Where g (x, y) represents the intensity function at (x, y) pixel position. 
4. Find out the gradient direction using arctan2 function which is expressed as: 
IIIT-A, Robotics and AI Lab                                                                     98 
 
    𝑋(𝑥, 𝑦) = 𝑎𝑡𝑎𝑛2
𝜕𝑔 𝜕𝑥⁄
𝜕𝑔 𝜕𝑦⁄
= 𝑎𝑡𝑎𝑛2
𝜕𝑦
𝜕𝑥
                        (4.31) 
         The value of X lies between [−π/2 π/2]. 
                                      Magnitude = mg(x, y) = √𝑑𝑥2 +  𝑑𝑦2         (4.32) 
5. Convert these values into a column vector so that the radian values have been 
converted into degrees. Here 180 degrees is divided into 18 and 36 bins, in 18 
bins each bin is about 10 degrees and in 36 bins each bin is about 5 degrees. 
The polar plot for 18 bins and 36 bins of  ”How” gesture is shown in Figure 
4.5. This polar plot shows that the angle of variation in the hand at the time of 
performing the gesture.  
6. After the feature extraction process, principle component analysis (PCA) [24] 
is applied for dimensionality reduction. Large amount of data set is very 
difficult to handle. Therefore, PCA is applied to reduce the dimension of the 
data. The Eigen value generated from PCA gives the projection direction of 
the confused data set. 
 
 
 
  
 
Figure 4.5: Polar plot of orientation histogram of ”How” gesture (for 18 bins and 
for 36 bins) 
4.6.5 Classification: 
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After the feature extraction process HMM and PTBHMM have been applied for 
classifying an unknown gestures. These two methods have been applied on 
codebook generated using Linde Buzo Gray (LBG) vector quantization algorithm 
[198]. Here codebook is generated for each gesture. The steps of LBG algorithm 
are: 
• For every gesture we have considered 15 frames, among 15 frames we select 
3 frames as initial centroid. 
• For each frame we have calculated the Euclidean distance between feature 
vector and centroid points. 
𝐷𝑚 = ∑(𝑗 = 1)
𝑚 ∑𝐾𝑖 ∈ 𝑋𝑗‖𝐾𝑖 − 𝐶𝑗‖                             (4.33) 
• Again calculate a new centroid value(C). 
                              𝐶𝑗 = 
1
(|𝑋𝑗|)
∑𝐾𝑖 ∈ 𝑋𝑗 𝐾𝑖                                        (4.34) 
• This process continues till centroid value stop changing. 
           𝐶𝑗−1 − 𝐶𝑗 <∈ (𝑎 𝑠𝑚𝑎𝑙𝑙 𝑛𝑢𝑚𝑏𝑒𝑟)                            (4.35) 
• Our codebook consist of 1(for centroid 1), 2(for centroid 2), 3(for centroid 3). 
• Features having minimum distance belong to the class of a particular centroid 
and then replace feature vector with class numbers where it belongs. 
• Codebook having length 15 and having values are numbers of centroid to 
which frame belongs. 
         Where X = [K1, K2, K3,..........Kn]; 
After codebook generation HMM and PTBHMM have been applied for 
classification and recognition of gesture data set. Here we have taken 4 states and 4 
observation symbols for each HMM and PTBHMM model and then probes are 
tested using possibility based decoding algorithm for PTBHMM and for HMM 
Viterbi algorithm is used. The training and testing steps of PTBHMM are 
explained as: 
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A. Training Steps: 
• We have taken q number of states say s1, s2, s3,....sq. 
• Then the state transition possibility matrix θij=[0.8,1,1,0.4;0.5,0.6,0.1,1;1 
0.3,1; 0.5, 0.5,1,1]; and emission possibility matrix πjk = 
[0.1,0.2,0.3,0.4;0.2,0.1,0.5 0.2;0.1,0.1, 0.4,0.4;0.2,0.1,0.3,0.4] are taken. 
• Emission matrix is created with l observation symbols where Number of 
observations would be equal to the number of clusters present in the 
codebook (LBG Algorithm). 
• Randomly selected Initial possibilities of all q states p(s1),p(s2),p(s3),......,p(sq) 
= 1/q. 
• Found the state sequence for a particular observation sequence obtained using 
codebook Π(s/O). 
• Update θij, πjk and initial possibility ψi using solution three explained in 4. 
• When the difference between two consecutive values of θij, πjk are 0 or less 
than some threshold value then learning stops. This is a PTBHMM model for 
first gesture HT1 (θ, π, ψ). 
• Similarly PTBHMM model for each gesture has been generated. 
B. Testing Steps: 
• An observation sequence v1, v2... vn has been generated for testing gestures 
using vector quantization codebook generation algorithm. 
• PTBHMM model (θ, π, ψ) of each training gesture has been used for 
calculating the state sequence at a particular observation sequence of testing 
gesture using possibility theory based forward algorithm. 
• Finding the most probable state sequence at a particular observation sequence 
using equation 4.36. 
                Predicted gesture = argmaxif (v1,v2,...vT; PTBHMM) (4.36) 
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• Maximum likelihood value of testing gesture corresponding to each training 
class has been calculated.  
4.7 Experimental Results and Analysis: 
 
Experiments are performed on 10 types of sentences as shown in Figure 4.6. Here 
each sentence have 2, 3 or 4 gestures. Each continuous gesture is made up of static 
as well as dynamic gestures. Each sentence has been recorded 10 times, 6 times for 
training and 4 times for testing. In every sentence out of n number of frames, 20 
frames of each isolated gesture has been considered (n will vary from sentence to 
sentence) for training and 10 frames of each gesture for testing. After key frame 
extraction only those frames are taken which are present in the middle because it 
contains maximum information. After that an unknown sentence has been 
classified using PTBHMM. All the steps of testing phase are similar as training 
phase. After classification of probe gestures a text formation has been performed. 
The results obtained from PTBHMM are then compared with the results obtained 
from HMM. All the experiments are performed on 18 bins as well as on 36 bins 
which means 180 degrees is clustered into 18 bins and 36 bins where each bin 
having 10 degree and 5 degree resolution. The classification results are shown in 
Table 4.3. 
We have clearly seen that the PTBHMM gives 92% classification accuracy which 
is similar to the classification rate given by HMM. We also observe from Table 4.4 
that PTBHMM takes very less time (processing time) compared to HMM. 
Theoretically as well as experimentally we found that the processing time of 
PTBHMM is N times less than the processing time of classical HMM. In 
possibility theory comparison functions (maximum and minimum) have been used 
which has less computation. Whereas in classical HMM multiplicative and 
additive (summation of all) functions have been used which has higher 
computations. Therefore, HMM has higher time complexity than PTBHMM. From 
both experimentally as well, theoretically we have seen that PTBHMM has less 
time complexity than HMM. 
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Figure 4.6: 10 sentences gesture dataset 
All the tests are executed on 32 bits (windows 7) machine having an Intel Core I-5 
processor with 2.50 GHZ CPU speed. A machine having 8GB of internal memory. 
Therefore PTBHMM is suitable for real time applications where we need less 
processing time. 
Table 4.3 Classification results using HMM and possibility theory 
 
Gesture name 18 bins(%) 36 bins(% ) 
HMM PTBHMM HMM PTBHMM 
How are you? 85 85 91 92 
I am agree 91 90 93 93 
Are you coming 90 90 94 93 
I am studying 94 94 95 95 
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It is closed today 93 91 94 95 
Are you hearing 92 93 95 94 
You do not have a 
car 
89 87 91 91 
Your home is big or 
small 
92 93 94 94 
Why are you sad 91 91 94 94 
Is this your room 90 92 93 93 
 
                Table 4.4 Processing time of HMM and PTBHMM 
 
 
 
 
4.8 Conclusion 
 
The dynamic gesture recognition has been performed using PTBHMM. We have 
demonstrated through rigorous experiments that PTBHMM out performs 
conventional HMM in terms of handling uncertainties in all the three problems of 
HMM. We have used the possibility theory which has a better uncertainty handling 
capability while maintaining the beautiful properties of HMM in terms of Markov 
chain and Bayes decision making. Data uncertainty has been modeled using 
possibility theory as a kernel in PTBHMM in all the three classical problems of 
HMM. The axiomatic approach of possibility theory is successful in reducing the 
time complexity from O(N2T) of HMM to O(NT) for PTBHMM. These findings 
may be extremely useful in handling real time “time series” data and more rigorous 
experiments may further establish this innovative idea. 
The proposed PTBHMM model gives similar accuracy as the conventional HMM. 
Here we also have a general image processing constraint on background colour 
means in all the experiments the background must be in single colour. This 
limitation has been overcome in chapter 5. 
Methods Avg. processing 
time(sec) 
For HMM 28.92 
For 
PTBHMM 
16.987 
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Chapter 5 
 
Development of a NAO based Human-Robot 
Interactions Framework with Continuous Indian 
Sign Language 
 
 
 
We have discussed a Continuous Indian Sign Language gesture recognition using 
possibility theory based Hidden Markov Model in the preceding chapter. Where 
orientation histogram is used as a feature extraction technique, but this feature 
alone is not sufficient for recognizing continuous gestures in real time 
environment. In any gesture recognition system an extraction of suitable feature is 
exceedingly significant. After studying various literatures we found that single 
feature like speed works well in one scenario, but it runs out in another scenario, 
similarly the same thing occur with other features too. Therefore, we have 
proposed a framework in which various characteristics (speed, moment and 
orientation) of the hand are extracted and blended. Combining these three features 
provides maximum information about any gesture.  In this chapter we have 
developed a novel framework in which NAO humanoid robot recognizes 
continuous ISL gestures in real time environment and then translates into a text / 
speech format. These texts are then matched with the knowledge database of NAO 
robot using similarity measure. This matching increases the classification 
accuracy. Here the database has been created using NAO vision sensors which are 
accessed through NAO MATLAB API. This database contains several sentences 
of ISL, commands and so on which is helpful for normal persons to understand 
commands through robot. These signs are helpful in the communication 
established between human and robot. In any gesture recognition system, 
preprocessing and coarticulation detection (start and end point of each gesture) are 
the major issues which are also being handled in this chapter[215][216][217]. 
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After recognizing a sentence or commands, NAO [209][221]converts it into a 
speech format or answer to deaf persons into gesture format. Thus, the divergence 
between the normal people and the deaf community becomes minimized and then 
communication ratio between Deaf and Dumb community and normal persons can 
be improved. Here continuous gestures are tested in real time environment with 
black full sleeve dress using an NAO humanoid robot. It is a humanoid robot 
having 25 degrees of freedom developed by a French company Aldebaran 
Robotics. NAO has been proved to be a good test bed for developing various 
technologies like social robotics, autism, sketch drawing etc. Here we have used 
NAO for communication establishment between human and robot. Various 
problems arise, when we recognize any gesture in real time environment. Among 
all we have considered three problems and tried to resolve it in this chapter. 
A) Gesture segmentation and hand extraction is one of the biggest challenge 
because of spatiotemporal and coarticulation variations in successive 
gestures. Here we also considered gestures containing single hand as well as 
both the hands.  
B) Let s1, s2, s3, s4 ... sn be a sequence of video frames having n number of 
gestures. Find out a start and end point of meaningful gestures from a 
sequence of informative and uninformative frames. 
C) Deformities occurred in hand moment trajectory during hand segmentation.   
All the three problems have been solved by proposing a novel ISL gesture 
recognition framework where hybrid features (speed, orientation and moment) are 
extracted using frame difference and wavelet descriptor. Ultimately this approach 
is being implemented on the NAO humanoid robot. First NAO recognizes a 
particular gesture and form it into text format. These texts are then matched with 
the knowledge database of NAO robot which we have stored in NAO’s memory. 
This framework is helpful for establishing the communication between normal and 
hearing impaired people through NAO humanoid robot. 
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5.1 Proposed Framework 
 
We proposed a novel NAO based human robot communication system through 
continuous ISL gesture as shown in Figure 5.1. 
 
 
 
 
 
         
 
 
 
 
 
 
 
 
                                             
 
 
 
 
 
 
 
 
 
 
 
 
 
Justification of Framework 
The framework shown in Figure 5.1 has six modules:  
i) Data acquisition ii) Pre-processing iii) key frame extraction iv) feature extraction 
v) classification vi) Text generation/speech formation. We have collected a 
database of 20 sentences containing 36 isolated gestures where single hand or both 
the hands have been used. Each sentence or commands have a start symbol 
(gesture) and an end symbol, when this symbol appears in front of robot, robot 
Key Frame 
Extraction
Feature 
Extraction
1- Moment
2- Speed
3- Orientation
Gesture 
Recognition
E.g.: Possibility 
Theory
Output
Pre Processing
Video to 
Frame 
 
Video 
Acquisition How r u 
How r 
u? 
Figure 5.1 Proposed framework of gesture recognition model 
 
IIIT-A, Robotics and AI Lab                                                                     107 
 
starts recording and recording stops when end symbol comes. This symbol has been 
used for preventing an unwanted recording. The video of each gesture has been 
recorded through the NAO’s vision system. This vision system has been used for 
creating a video sequence of continuous gestures through MATLAB API of NAO 
robot. Here each sentence consists a mixture of two, three and four types of static as 
well as dynamic gestures like “I agree”, “Your home is big or small” etc. All the 
ISL signs are used from book of Universal Indian Sign Language which is 
published by Sir William Tomkins [175].  
5.1.1    Preprocessing  
Pre-processing of video gestures has been done after data acquisition unit. In this 
portion background modelling and segmentation has been performed for hand 
subtraction and extraction of the start and end point of informative gestures. Before 
this we have been eliminating starting and ending gesture which is common in the 
knowledge database. This elimination is done by subtracting subsequent frames till 
ft+1-ft=0. This process continuous till ft+1-ft≠0. Similar steps have been applied for 
removing end symbol also. After removal of starting and ending symbol 
background modelling is performed.  
In this modelling, foreground which contains portions of the hand are extracted 
from a background. The steps involved in preprocessing are:  
1- Background subtraction has been done by differentiating the background to 
the foreground. After getting foreground and background images, HSV 
color segmentation technique is applied to both of the images and then the 
XOR operation is performed between both HSV images. The ranges of 0 ≤ 
H ≤50, 0.25 ≤ S ≤ 0.57 and V≥40. We consider only H and S value for 
extracting the silhouette images of hand. 
2- Median filter is applied on binary images generating after skin color 
segmentation. It removes noise present during preprocessing. Median filter 
preserves the boundary (edges) of the images which is most important in the 
case of gesture.  
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3- Determine the area of the skin color region, which are face and hand. Then 
eliminate the biggest area which is face and get the final hand silhouette 
images. 
The complete operation of hand segmentation is presented in Figure 5.4.  
5.1.2 Gesture Splitting  
Splitting of gesture has been done using gradient based overlapping frame 
extraction method. This step is the heart of the continuous gesture recognition 
system. In the gesture splitting process, extraction of those frames which consists 
of maximum changes, is the most critical issue. This issue has been solved by 
calculating the gradient in x direction and y direction between successive frames. 
Here are the steps: 
i)   Subsample each image from 640*480 to 60*40. This size will take less time 
while processing the images by keeping all the information in tact. 
ii) 3 tab two derivative filters are used for finding the derivative in x direction 
(dx) and in y direction (dy) where filters have been defined as: x=[0 -1 1]   
y=[0 1  1] 
iii) Gradient direction has been calculated using atan2 function which is given     
along a gradient (dy/dx) i.e. 
            Gradient direction (θ) = atan2 (gradient (dy/dx))                         (5.1) 
iv) Steps i to iii have also been applied for succeeding frame i+1. Then find out 
the difference of mean of two consecutive frames, which shows the change 
between two subsequent frames. This process continues for all the frames. 
In the whole process pause of few milliseconds occurred during the end of one 
gesture and start of another gesture at a time when the (θ) value becomes null. This 
helps us to break each sentence into a sequence of words (isolated gestures) and 
also obliging for extracting frames of meaningful gestures. 
Here we consider middle 15 frames of each isolated gesture which contains 
informative gesture. Three dimensional feature vector (Orientation, speed and 
moment invariant) is used for recognizing an unknown gesture. Then these features 
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are classified using possibility theory. Possibility theory also handles the similarity 
issue means when two gestures like “it” and “you” have been represented by the 
same symbol. 
5.1.3 Feature Extraction  
After preprocessing and key frame extraction, 3-dimensional features are 
calculated. 
i) Speed: It determines how fast a gesture has been performed. It can be 
calculated as: 
𝑆𝑝𝑡 = √(𝑥𝑡 − 𝑥𝑡+1)2 + (𝑦𝑡 − 𝑦𝑡+1)2                               (5.2) 
Where xt, xt+1 and yt, yt+1 is a change in x direction and y direction at time t 
and t+1. It varies from person to person or time to time, therefore we add a 
weight factor which lies between 0.1 to 0.9 and see at what weight the 
recognition rate is maximized. 
ii) Orientation: Here orientation of the hand is determined using discrete 
wavelet transform (DWT) [179] [180]. DWT is also helpful for reducing 
frame size, which reduces space complexity as well as processing time. Let 
us have an image matrix I of size mn which is multiplied by a wavelet 
filter W of size mn. 
                            Iw = IW                                                          (5.3) 
Iw is further multiplied by W
’ for generating approximate and detailed 
coefficient.  
                              a1|d1 = Iw W’                                                (5.4) 
           Equation 5.4 shows the first level of decomposition having 4 components 
LL (low frequency component), LH, HL (diagonal component) and HH 
(high frequency). LL is further decomposed upto 2nd level and we get FF 
(low frequency component), FG (diagonal component), GF (diagonal 
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component) and GG (high frequency) components. FG and GF contains 
orientation components which is determined as:                                    
                                              𝜃 = atan (
𝐹𝐺
𝐺𝐹
)                                               (5.5)                                                                    
              Here θ determines the change in orientation angle. 
iii)   Moment invariant features: After segmentation process, wavelet 
descriptor [199] [200]  has been applied for detecting the variation in hand 
shape where motion chain code (MCC) is used for closed contour 
extraction of hand. This mapping is helpful for determining the appropriate 
gesture through the anatomy of the hand. Wavelet descriptors are really 
prominent for identifying moment invariant features due to its invariance 
properties against scaling, rotation, moment and translation. For extracting 
moment invariant features we first convert the 2-D image into 1-D signal 
because wavelet works much more effectively in one dimension in 
comparison to two dimensions. For this conversion, 2-D image G(x, y) in 
x-y plane is converted into r- θ plane G(r, θ) described as: x=r cos θ and    
y=r sin θ. 
                          𝐺𝑎𝑏 = ∬𝐺(𝑟, 𝜃)𝑔𝑎 (𝑟)𝑒
𝑗𝑏𝜃𝑟 𝑑𝑟𝑑𝜃                    (5.6)  
Where r is the radius of the circle, θ is the orientation angle, Gab is the 
moment of hand, ga(r) is a radial basis function and a, b are constants. In 
case of wavelet descriptor ga(r) has been treated as a wavelet basis function 
and replaced with           
𝜗𝑝,𝑞(𝑟) =  
1
√𝑝
𝜗(
𝑟 − 𝑞
𝑝
) 
p and q are the dilation and shifting parameter. 
Now convert a 2D image into 1D form for reducing feature extraction 
problem. We choose cubic B-spline (Gaussian approximation) as a mother 
wavelet define as: 
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𝜗(𝑟) =  
4𝑝𝑛+1
√2𝜋(𝑛+1)
𝜎𝑦 cos(2𝜋𝑔0(2𝑟 − 1)) × exp (−
(2𝑟−1)2
2𝜎𝑦2(𝑛+1)
)    (5.7) 
    Analyzing a moment variation from a shape of an image, the values of 
dilation and shifting parameter p and q are chosen to be discrete expressed 
as: 
                       𝑝 = 𝑝0
𝑚, 𝑚 𝑖𝑠  𝑎𝑛 𝑖𝑛𝑡𝑒𝑔𝑒𝑟  
              𝑞 = 𝑛𝑞0𝑝0
𝑚, 𝑛 𝑖𝑠  𝑎𝑛 𝑖𝑛𝑡𝑒𝑔𝑒𝑟 
    p0 ˃1 or p0˂1 and q0 ˃0. These constraints have been considered so that 
𝜗(
𝑟−𝑞
𝑝
) covers the complete shape of gesture. Here we considered the circle 
for representing shape of an image where (r ≤ 1) and p0 and q0 = 0.5. Then 
the wavelet basis function 𝜗𝑝,𝑞(𝑟) has been again represented as: 
                       𝜗𝑚,𝑛(𝑟) = 2
𝑚
2𝜗(2𝑚𝑟 − 0.5𝑛) 
            Here 𝜗𝑚,𝑛(𝑟) defines for any orientation along the radial axis r. It is applied 
for finding the local as well as global features of hand by varying the values 
of m and n.  
 After that we define moment invariant wavelet feature vector as:  
                           ‖𝐺𝑚,𝑛,𝑏
𝑤𝑎𝑣𝑒𝑙𝑒𝑡‖ =  ‖∫ 𝑓𝑏(𝑟). 𝜗𝑚,𝑛(𝑟)𝑟 𝑑𝑟‖                          (5.8) 
          Comparing equation (5.6) and (5.8) we get ga(r)=𝜗𝑚,𝑛(𝑟) and                               
             𝑓𝑏(𝑟) = ∫𝐺(𝑟, 𝜃)𝑒
𝑗𝑏𝜃𝑑𝜃. 
         ‖𝐺𝑚,𝑛,𝑏
𝑤𝑎𝑣𝑒𝑙𝑒𝑡‖ is the wavelet transform of fb(r). It analyses the signal in both 
time domain as well as frequency domain and extracts features which are 
locally descriptive in nature. Features shown in equation (5.8) are moment 
invariant for each gesture with feature vector ‖𝐺𝑚,𝑛,𝑏
𝑤𝑎𝑣𝑒𝑙𝑒𝑡‖. Where m=0, 1, 2, 
3 and n= 0, 1…2m+1.   
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5.1.4 Union of Three Features  
All three characteristics are combined using 3 dimensional feature mapping. First 
we combine orientation and moment feature using x-y feature mapping. Then 
speed S is further combined with x-y and make it x-y-s feature map. For this 
feature mapping normalization is necessary. It makes all three features in the same 
range between 0.0 and 1.0.  
Normalization of moment feature:  Moment features of hand changes according to 
the size and shape of the gesture. It is being normalized as: 
                                                 Gmax = 𝑚𝑎𝑥𝑡=1
𝑛  (𝐺𝑡)                           (5.9) 
                                              𝑔𝑡 =
𝐺𝑡
𝐺𝑚𝑎𝑥
                                   (5.10) 
gt is the normalized moment,  Gmax is the maximum moment from the center and 
𝐺𝑡 is the moment of hand at various time interval.  
Normalization of orientation: orientation θ is normalized by using chain code. 
Chain code has been represented either using 4-connecitivity or 8-connectivity. 
Where point start at 0 and as go on to the right this number increases accordingly. 
Here we used 8-connectivity chain code.  
      Dx1 = Xt − cex                     Dy1 = Yt − cey     
       Dx2 = Xt − Xt+1                  Dy2 = Yt − Yt+1 
                 𝜃1 = 𝑎 𝑡𝑎𝑛2 (𝐷𝑦1, Dx1)           𝜃2 = 𝑎 𝑡𝑎𝑛2 (𝐷𝑦2, Dx2)      
                             𝜃1𝑡 = (𝑁𝑢𝑚 𝑜𝑓 𝑐ℎ𝑎𝑖𝑛 − ( 𝜃1/(𝑝𝑖/4) + 0.5 + ( Dy1          (5.11)
< 0) ∗ 𝑁𝑢𝑚 𝑜𝑓 𝑐ℎ𝑎𝑖𝑛))%𝑁𝑢𝑚 𝑜𝑓𝑐ℎ𝑎𝑖𝑛  
                 𝜃2𝑡 = (𝑁𝑢𝑚 𝑜𝑓 𝑐ℎ𝑎𝑖𝑛 − ( 𝜃2/(𝑝𝑖/4) + 0.5 + ( Dy2
< 0) ∗ 𝑁𝑢𝑚 𝑜𝑓 𝑐ℎ𝑎𝑖𝑛))%𝑁𝑢𝑚 𝑜𝑓𝑐ℎ𝑎𝑖𝑛 
Where θ1t and θ2t are the normalized orientation parameter. 
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Normalization of speed: speed is normalized by calculating the maximum speed at 
which the gesture is performed.  
                                                 Smax = 𝑚𝑎𝑥𝑡=1
𝑛  (𝑆𝑡)                                (5.12) 
                                               𝑠𝑡 =
𝑆𝑡
𝑆𝑚𝑎𝑥
                                                 (5.13) 
Here Smax is the maximum speed, 𝑆𝑡 is the speed at time t and 𝑠𝑡 is the normalized 
speed at time t. This value is also lies between 0.0 and 1.0. 
Then these features are combined in x-y-s Cartesian coordinate system and get the 
hybrid feature.  
5.1.5 Classification 
These features are classified using possibility theory [189, 190]. In possibility 
theory, we measure both possibilities as well as a necessity instead of one. These 
two functions (possibility and necessity) handle all the three problems, uncertainty, 
imprecision and accuracy instead of probability which only deals uncertainty. Here 
possibility can be measured in terms of probability defined as: 
                          ∏(𝐶𝑖/𝑠) =  
𝑃(𝑠/𝐶𝑖)
𝑚𝑎𝑥𝑐𝑙𝑎𝑠𝑠 𝑡 (𝑃(𝑠/𝐶𝑡))
                                     (5.14)     
Where 𝑃(𝑠/𝐶𝑖) is the probability density function and it has been calculated using 
multivariate Gaussian distribution. 
   𝑃(𝑠/𝐶𝑖)  = AGRMAX (
1
(√2𝜋)
𝑚
|∑𝐶𝑖 |
1 2⁄ 𝑒𝑥𝑝 {−
1
2
  (𝑠 − 𝜇𝐶𝑖)
′
 ∑ (𝑠 − 𝜇𝐶𝑖)
−1
𝐶𝑖 })          (5.15)  
Where P is the probability distribution over class 𝐶𝑖. s is the feature vector of test 
data. 𝜇𝐶𝑖 is the mean of each class = Co-variance,  =determinant of Co-
variance, m is the dimension of given data. Here 3 dimensional feature vector is 
used. From equation (5.15) we calculate the possibility of each of the unknown 
(probe) gesture ge lies with in a class Ci. Here t represents the class number equal 
to 20.  
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How are you?
I am agree
You do not have a 
car
Your home is big or 
small
Are you studying?
Is this your room?
It is closed today.
Are you coming?
Why are you sad
Are you hearing?
5.1.6 Text to speech conversion: 
After recognizing a particular gesture by an NAO robot a text formation has been 
performed. Matching is performed through a knowledge base of the NAO robot 
using shortest distance techniques shown in Figure 5.2. 
        
 
                                             
 
 
 
 
 
 
 
 
 
 
 
In this figure we have shown the matching process only for ten gestures. A similar 
process will be done for all the twenty sentences. These text commands are further 
converted into speech/gesture format using NAO text to speech or gesture 
conversion module. All these modules are available in NAO API’s which we used 
directly through MATLAB. For speech conversion NAO has voice synthesizer and 
2 speakers. 
5.2 Experimental Results and Analysis 
 
Euclidean 
Distance 
 
Figure 5.2 Matching with knowledge database of NAO 
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We have created a data set of twenty sentences of continuous Indian sign language, 
gestures using the NAO’s vision system which consists of two cameras fixed in 
their head [201]. Each camera having resolution 640480 with 30 frames per 
second. Videos of different continuous gestures are captured in different 
backgrounds like black, red, multiple object etc. with black full sleeves dress. Here 
we concentrate only on the upper half of the body. The angle of view of NAO 
robot has been shown in Figure 5.3.  
 
Figure 5.3 Angle of view of NAO robot 
 
The proposed framework experiments on 10 subjects having 10 samples of each 
gesture. Total number of samples we have analyzed are 2000 where 50 percent 
will be used for training and 50 percent will be used for testing. Experiments are 
also done in real time environment. The database of continuous ISL gestures is 
listed in Table 5.1.        
Table 5.1 List of Gestures 
Sr. No. Sentences Sr. No. Sentences 
1 How are you? 11 Is the child studying 
2 I am agree  12 What are those? 
3 I am studying 13 We miss you very much 
4 This is your own room? 14 What do you do? 
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5 It is closed today. 15 I have finished my work 
6 Are you coming? 16 Just a minute 
7 Why are you sad? 17 The child is very weak 
8 You do not have a car? 18 May god bless you 
9 I am very lucky today. 19 Come in please 
10 Are you hearing? 20 Please switch off the light  
 
Table 5.1 shows the list of 20 continuous gestures having thirty six individual 
gestures. After data acquisition, preprocessing has been performed using 
background modelling technique. Results obtained after background modelling are 
shown in Figure 5.4. 
 
 
 
 
               (a) RGB image      (b) Background       (c) Forground           (d) HSV 
 
 
 
                   (e) Boundry    (f) Bounding box     (g) Face extraction     (h) hand image 
Figure 5.4: Pre-processing steps of each RGB frame 
 
Figure 5.4 shows, how background modelling has been performed for segmenting 
the hand from the upper half of the body. This method is very effective in different 
background conditions. After hand segmentation gesture splitting is done where 
continuous gestures are separated into isolated gestures using the gradient method 
which is explained in section 5.1.2. Results of splitting of gesture are shown in 
Figure 5.5. 
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 Figure 5.5: Overlapping frame of “I agree” gesture 
Figure 5.5 shows splitting of I agree gesture i.e. how continuous gesture (I agree) 
has been split out into isolated gestures. Here graph shown in Figure 5.5 represents 
overlapping frames where gradient value is zero shows the end of one gesture and 
the start of another. In Figure 5.5 we have seen that gesture1 (gesture I) starts in 
between the frame 0th to frame 4th and end at in between the frame 254th to frame 
258th. From 0th to frame 4th, there is a constant gradient value and similarly from 
254th to frame 258th we obtained constant gradient value which shows the end of 
one gesture or the start of another gesture. Suppose if gesture1 ends at frame 256th 
than this is the commencement of next gesture. By this way we can calculate the 
total number of frames in each gesture. We consider 15 middle frames of each 
isolated gesture. Various features of hand gestures are extracted and combined to 
get hybrid feature. These hybrid features are helpful in recognizing gestures in 
different environmental conditions. 
 
           
                        
             Figure 5.6: Different orientation of “coming” gesture 
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         Figure 5.7: Different orientation of “you” gesture 
 
            
                          
                      
Figure 5.8: Contour of “coming” and today gesture 
Several moments, orientation and its contour of “coming”, “today” and “you” 
gesture are shown in Figure 5.6, 5.7 and 5.8. Hybrid features are brought forth by 
aggregating all the three characteristics (speed, orientation and instant). Further, it 
is classified using possibility theory. The comparative results between possibility 
theory, HMM and PTBHMM are shown in Table 5.2.  
Table 5.2 Comparison between different classifiers on the basis of percentage of 
classification 
Sentences Possibility 
Theory (%) 
Hidden Markov 
Model (%) 
Possibility Theory 
Based HMM (%) 
How are you? 88 85 85 
I am agree. 91 91 91 
Are you coming? 92 90 90 
I am studying. 93 93 94 
It is closed today. 89 90 91 
Are you hearing? 89 92 90 
You do not have a 
car? 
81 85 86 
Your home is big or 
small? 
81 88 84 
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Why are you sad? 92 91 90 
Is this your own 
room? 
88 90 92 
 
After analyzing the results we observe that possibility theory, HMM and 
PTBHMM gives the similar amount of accuracy. But possibility theory and 
PTBHMM handles the ambiguity problem present in the dataset effectively. The 
average classification accuracy, we achieved is 92 percent, which is higher the 
accuracy achieved in paper [130] which is 89%. 
Also, we have compared the processing time of all the three classifier we have 
used in this chapter and found that PTBHMM takes much less time than possibility 
theory and classical HMM which is very helpful in real time applications. 
Table 5.3 Average processing time of different classifier 
Method Average processing time (Sec) 
HMM 28.92 
Possibility Theory 20.65 
PTBHMM 16.982 
 
We also observe that the misclassification rate and average processing time of 
possibility theory is higher than the PTBHMM but lesser then the classical HMM. 
Classified gesture sentences are further matched with the knowledge database of 
NAO robot. It increases the accuracy about 96%, which is 4-5 percent higher in 
nature. Finally, these texts are converted either in speech format or in gesture 
format, so that communication becomes easier. The complete system is shown in 
Figure 5.9. 
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Figure 5.9 MATLAB framework of complete gesture recognition system 
 
5.3 Important Findings of This Chapter  
 
In our everyday conversations we used sentences and instructions. These sentences 
are made up of words using grammar.  In a similar way hearing impaired persons 
also used sentences for communication, but in a different form called gestures. For 
understanding these continuous gestures a novel NAO humanoid robot based 
framework has been proposed which is helpful for hearing impaired society. The 
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robot first understands the continuous gestures and then interpret into the text 
format. The knowledge database of the NAO is further used for matching which 
improves the recognition rate. Matched continuous gestures are converted into 
speech or gesture format. In gesture recognition, gesture segmentation and gesture 
spotting are the two major issues which have been solved in this proposed work 
where background modelling is applied to hand segmentation from upper half 
body image and then the gradient method is introduced for finding informative 
gestures. During this process some of the information like orientation, movement 
etc. of hand gesture are changed or missed. Our proposed framework based on 
hybrid features extracted using wavelet descriptor improves feature quality. 
Holding invariance property against translation, rotation, scaling and movement, 
our technique works well in real time environment with possibility theory and 
PTBHMM which is much more effective than probability theory because of 
uncertainty and imprecision handling property. All the experiments are executed 
on our own dataset created using NAO vision sensors. In this dataset some of 
gestures are performed either using single hand or both the hands or are also 
inactive as well as dynamic in nature. After performing all the experiments we 
found that our proposed algorithm gives 92% initial average accuracy of the 
continuous ISL dataset has been described in chapter 6 which is quite appreciable. 
A further extension of our work can lead to effective  bidirectional human robot 
interactions in which robot will respond according to human’s command or 
perform the task given by deaf and dumb people.  
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Chapter 6 
 
Multimodal Human Robot Interaction 
 
In the last three chapters we have discussed about the vision based human robot 
interaction. There are other modes speech and multimodal also used for 
establishing the communication between human and robot. Among two speech is 
the most common medium of interaction. Any human being can use it in her/his 
day to day life. Speech based interaction [142, 146] has been performed using 
natural human voice and also has many difficulties like noise, behavior of human, 
ascent of spoken word etc. Identification of an individual speech considers the 
variation present in a human voice. Because every person has its unique way of 
speaking like some persons speaks very quickly, some of them speaks slowly etc. 
Therefore, the objective of this chapter is to develop a robust speech recognition 
system which is very prominent in recognizing each word correctly. Where each 
word is articulated by different speakers.   
For recognizing Hindi speech, we have proposed two approaches one is HTK 
toolkit based Hindi speech recognition system and another one is DWT with 
HFCC based speech recognition system. Both the methods have been tested on 
Hindi words like ek, do, sawan, bhado etc. The collection of 100 words has been 
taken into account. All these words are recorded by different speakers of Robotics 
and Artificial Intelligence Laboratory, Indian Institute of Information Technology, 
Allahabad, India using audacity software. This software is well recognized by the 
various researchers working in the field of speech. Both the methods have been 
tested on Hindi as well as on an English speech dataset and then comparative 
analysis has been performed. After comparing the results, we found that DWT 
with HFCC methods works well in comparison to HTK and also handling of DWT 
with HFCC methods is easier than HTK toolkit.  Any single mode in not sufficient 
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for the establishment of good interaction between human and robot because each 
mode has its own limitations which can be minimized through multimodal mode of 
interactions. It is a mode of interaction in which two or more mediums are 
combined and get the final decision. This method increases the overall accuracy of 
the system significantly. After obtaining the final decision the gesture will be 
performed by the HOAP-2 humanoid robot.  
6.1 HTK Toolkit Based Speech Recognition Technique 
 
HTK toolkit [202] has been developed by the Machine Intelligence Laboratory of 
Cambridge University Engineering Department (CUED). It is an HMM based 
toolkit primarily developed for English speech recognition. It simply consists of 
some tools and libraries written in C source code. Using these tools one can 
implement Hidden Markov Model in any of the applications like speech 
recognition, speech synthesis, DNA sequencing and character recognition.  
The general framework of ASR using the HTK toolkit has been shown in Figure 
6.1.  
 
 
 
 
 
 
 
 
Figure 6.1 Automatic Speech Recognition (ASR) Overview 
 
This toolkit consists of various modules like feature extraction, language 
generation etc. It is based on bigram language model in which every sequence is a 
combination of two adjacent sequences. These adjacent sequences are either 
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letters, phonemes or words. Past literature shows that HTK toolkit is very effective 
in recognizing English speech, therefore we think that we can apply the HTK 
toolkit for Hindi Speech recognition because Hindi words are more complex than 
English words. Hindi words are very difficult in writing as well as in speaking and 
also there is no standard phonemes are there which is acceptable by the researcher 
like English. In Hindi speech everyone declares its own phonemes. Therefore, it is 
very difficult to process such speech signals.  
6.1.1 Proposed Methodology: 
 
Complete framework which recognizes Hindi speech using HTK toolkit is 
represented in Figure 6.2.  
 
Figure 6.2 Methodology for speech recognition using HTK commands 
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There are three main modules of this HTK toolkit [207] one is database generation 
and transcriptions, second one is training where feature extraction and language 
model or grammar has been created. Final module is the testing module where we 
give an unknown speech, from this unknown speech, important features have been 
extracted and classify using some command. The detailed description of each of 
module has been discussed in the latter on. 
6.1.2 Data Corpus Preparation: 
 
A train and test data set with some voice samples has been created. For sound 
recording and sound processing purposes a well-known application, Audacity 
[203] has been used. Multiple sounds can be exported after being recorded all at a 
time. The sound files recorded are exported to the wav folder residing in the data 
folder, while the labeled files of the sound files are kept in a separate directory 
named label, which also resides in the same directory named data. First, the sound 
samples have been recorded and then after the segments of the sounds have been 
labeled using Audacity. A train database with sound samples of 35 words with 5 
samples per word has been created. The voice samples have been taken from 
2male and 3 female speakers. Thus, the train database consists a total of (35 x 5 x 5 
=) 875 sound samples. Similarly, there is a test database with voice samples from 
all of the 5 speakers with one test sample per word per speaker. Thus, the test 
dataset consists of (35 x 1 x 5 =) 175 sound samples, having one sample sound per 
speaker of all of the 35 words, in the case of speaker dependent environment, 
while in the case of speaker independent systems, the test dataset consists of (35 x 
1 x 1=) 35 sound samples of only one speaker who is not present in the train 
dataset.    
6.1.3 Feature Extraction: 
 
We have a targetlist.txt file which consists of a list, each entry of which is the 
source file in .wav format and the target file in either .mfcc format or .lpc format, 
whichever is required.  
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We also have a file analysis.conf, which is a configuration file that consists of the 
parameters required for the feature extraction phase.  
These two files targetlist.txt and analysis.conf are taken as input to the HCopy 
command to extract the features. The feature files are written in the target file, 
prescribed in the file targetlist.txt.  
6.1.4 Creating the Acoustic Models: 
 
After that we create an acoustic model for all of the 35 words using HInit 
command. This command has been used to initialize the parameters of the HMM 
of each word in the database.  
HCompv is used to initialize the HMM parameters of the words to global means 
and variances. 
Then after, HRest is used for re-estimation of the HMM parameters again for all of 
the 35 words.  
Re-estimation is done three times for each of the word. The final hmm models for 
the words are kept in the directory hmm3.  
6.1.5 Creating the Language Model 
 
For creating a language model we define some rules in the gram.txt file to be 
followed by the words in the system. HParse function has been used to create a 
word lattice by taking gram.txt as input, while output is written to net. slf. 
HSGen has been used to produce different sets of words according to the rules 
described under gram.txt using the word lattice existing in net.slf, which has been 
used as input for the command. 
After the language models and the acoustic models of the words have been created, 
and the pronunciation dictionary is there, HVite function has been used for the 
recognition of the words. The inputs to the command HVite are hmmsdef.mmf, 
net.slf, dict.txt, hmmlist.txt files, among which hmmsdef.mmf is the master macro 
file, that consists of the HMM models of the words and the rest of the files have 
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the same meaning as previously described. We give the test files in the testfile.txt 
and the HVite command gives the output recognized as a transcription file in 
rec.mlf. 
6.1.6 Experimental Results and Analysis:   
 
The system has been tested in two different environments- “Speaker Dependent” 
and “Speaker Independent”. For both types of environments system performances 
have been computed using both of the Feature Extraction Techniques. HMM using 
the HTK Toolkit has been implemented as a classifier. Results for the system have 
been computed using both of the techniques for the training database with different 
number of speakers. Again the accuracy is computed as  
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑖𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑒𝑑 𝑡𝑒𝑠𝑡 𝑠𝑎𝑚𝑝𝑙𝑒𝑠)
𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑒𝑠𝑡 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 𝑡𝑎𝑘𝑒𝑛
 𝑋 100 
The performances of the system have been evaluated on the dataset consists of 
sound samples from different speakers having the same number of sound samples 
per speaker. 
 
                
Figure 6.3 Diagram showing system performance in Speaker Dependent 
Environment using MFCC 
The bar chart shown in Figure 6.3 demonstrates that initially the accuracy of the 
system is in between 88% to 90% with 1 to 5 speakers, which has been decreased 
to 76.44% when the number of speakers is increased to 5 speakers. 
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Figure 6.4 Diagram showing system performance in Speaker Dependent 
Environment using LPC 
 
Diagram presented in Figure 6.4 is the depiction of the system performance with 
sound samples of varying number of speakers, in a speaker dependent environment 
using LPC as feature extraction technique. Again, it is clear from the 
demonstration that initially when there are the sound samples of only one speaker 
in the database, the accuracy is maximized with the value, 77.14%, which 
eventually decreases as the number of speakers in the train database increases. 
From the graph it can be seen that, it is 54.28% for the 2 speaker dataset, 49.038% 
for the 3 speaker dataset, 42.45% for the 4 speaker dataset and finally minimum 
with 27.02% for the 5 speaker dataset. 
The performance of Speech Recognition System using the MFCC feature 
extraction technique in Speaker Independent Environment is shown in Figure 6.5 
which shows that the performance of the system degrades in case of speaker 
independent environment. This HTK toolkit [202] doesn’t sustain the recognition 
accuracy, when the training speakers are different from the testing speakers. 
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Figure 6.5 System performance in Speaker Independent Environment using MFCC 
 
In case of LPC features in speaker independent system, it is seen that the 
performance goes down gradually with increased number of speakers in the 
database. The system performance deteriorate in this case which is shown in the 
Figure 6.6. 
 
 
Figure 6.6 System performance in Speaker Independent Environment using LPC 
 
 It is very clear from the graph shown in Figure 6.7 that the system performs very 
well in a speaker dependent environment using MFCC as feature extraction 
technique. It gives the worst performance in a speaker independent environment 
using the LPC feature extraction technique. The system initially gives good 
performance in a speaker dependent environment using LPC as compared to 
speaker independent environment using MFCC technique, which afterwards leads 
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to somewhat similar performances. In LPC, each sample of the speech signal is 
represented as a linear combination of the preceding samples of the signal whereas 
MFCC follows the human peripheral auditory system which handles the 
nonlinearity of the auditory system. Therefore, performance of MFCC is better 
than LPC.  
 
Figure 6.7 Performance comparison between Speaker Dependent (MFCC, LPC) 
and Speaker Independent (MFCC, LPC) system 
6.1.7 Conclusion  
 
A novel HTK toolkit based Hindi speech recognition system has been proposed 
where the cepstral coefficients of the speech signal has been extracted using 
MFCC and LPC feature extraction techniques. We have created our own dataset 
having 875 voice samples of 5 different speakers in the training as well as the 
testing database consists of 175 voice samples.  Experiments have been performed 
in two different conditions one is Speaker Dependent and another one is Speaker 
Independent environments. In this way there are following 4 cases which has been 
considered: Speaker Dependent environment with MFCC, Speaker Independent 
environment with MFCC, Speaker Dependent environment with LPC, Speaker 
Independent environment with LPC. 
After rigorous analysis of all the four cases with in house dataset we found that in 
each case, the accuracy gets decreased with the increased number of speakers in 
the training database. Comparing all the cases with each other we conclude that 
MFCC works better than LPC in all the cases and the system performs very poorly 
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in a speaker independent environment using LPC as feature extraction technique. 
MFCC represents frequency spectrum in perceptual domain which is closely 
related with the way that human can hear whereas LPC represents frequency 
spectrum using linear coding which is not suitable when signal varies very 
frequently. The major limitation of this work is that it only supports MFCC and 
LPC feature extraction technique. Also, we cannot modify all these feature 
extraction techniques. Its interface requires a Linux Type environment which is not 
user friendly because the HTK toolkit originally developed for Linux, only 
compatible versions are available for windows. This compatible version has so 
many issues which creates problem throughout the implementation. To minimize 
the problems related with HTK toolkit, we have come up with a novel technique 
which has been explained in section 6.2. 
6.2 DWT with HFCC based Speech Recognition Technique 
 
We have proposed a novel speech recognition technique where DWT [208] 
[213][214] is used for reducing the noise present in the speech signal before HFCC 
features are extracted. Schematically the proposed method is shown in Figure 6.8. 
Noise reduction 
Using DWT
Dimension 
Reduction using 
PCA
Training 
Speech signals
Extract HFCC 
features
Noise reduction 
using DWT
Dimension 
Reduction using 
PCA
Test Speech 
signals
Extract HFCC 
features
Classification using 
Bayesian 
Classifier
Speech 
Recognition 
 
          Figure 6.8: Proposed Speech Recognition Technique using Bayesian 
Classifier 
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6.2.1 Database:  
We have collected the database of isolated Hindi words. Twelve words of Hindi 
months are recorded. Each word is recorded six times by six people, two are males 
and four are females. Each word is recorded using the audacity software at 16000 
Hz frequency of mono signals. Four words are used for training and the two words 
are used for testing purposes. Plot of the original speech signal of SAWAN, there 
decomposition process and the signal after decomposition is shown in Figure 6.9, 
10 and 6.11. 
 
 
          
 
 
 
 
Figure 6.9: Original speech signal (SAWAN) 
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Speech 
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CA1 CD1
CAA1 CAD1
CAAA1 CAAD1
 
Figure 6.10: Third level decomposition of an audio signal using DWT 
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Figure 6.11: Speech signal after DWT decomposition (SAWAN)           
6.2.2 Noise Reduction: 
 Discrete wavelet transform [143, 152] is applied for reducing the noise present in 
the original audio signal. In DWT the audio signal is decomposed up to L level of 
approximate and detail coefficients where L is any integer number. The 
approximate and detail coefficients are obtained by using the following equations: 
 
                              CD(j) = ∑ s(i)g(2j − i)                            (6.1)i  
   
                              CA(j) = ∑ s(i)h(2j-i)                                (6.2)i  
 
 Where s(i) is the original speech signal, 1≤ i ≤N, where N is the number of sample 
values, CD(j) is the detail coefficients and CA(j) is the approximate coefficients 
calculated using high pass(g) and low pass(h) filter. The approximate coefficients 
are the low frequency components, which are highly sensitive in nature, therefore, 
it can be easily detected by the human auditory system. The detail coefficients are 
the representation of the high frequency components, which are not very sensitive 
in nature therefore it is difficult to detect. The decomposition up to the third level 
of DWT of the audio signal is shown in Figure 6.10.  
In the Figure 6.10 we have seen that DWT decomposes the sample values of audio 
into the low frequency components (approximate coefficients CA1) and the high 
frequency components (detailed coefficients CD1). After that approximate 
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coefficients are further decomposed with the help of DWT into approximate 
coefficients (CAA1) and detail coefficients (CAD1). The number of 
decomposition level depends on the application. After nth level decomposition the 
number of approximate and detail coefficients are 2n. Then original signal is 
reconstructed using inverse discrete wavelet transform (IDWT). As shown in 
Figure 6.12 DWT has multi resolution property which means that at higher 
frequency, DWT provides good time resolution and poor frequency resolution on 
the contrary, at lower frequencies it provides a good frequency resolution and poor 
time resolution. Therefore DWT analyses the complete signal in both time and 
frequency domain efficiently.  Above two properties enable DWT good perceptual 
transparency for an audio signal. 
 
Figure 6.12: Multiresolution property of DWT 
In this approach, we have applied a (normalized) Daubechies filter [20] which has 
been explained by assuming the signal having 8 sample values.  
          𝑐 =   (𝑐(0), 𝑐(1), 𝑐(2), 𝑐(3)) =   (
1 + √3
4√2
,
3 + √3
4√2
 ,
3 − √3
4√2
,
1 − √3
4√2
) 
as a low pass filter and         
d  =  (d(0), d(1), d(2), d(3))  =  (c(3), -c(2), -c(0)) 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Time 
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as a high pass filter. A normalized Daubechies filter is used for providing 
smoothness in original speech signal. Here smoothness means the number of non-
zero coefficients are much higher than the number of zeros so that the signal 
becomes continuous and easy to handle. It looks very similar to sin function. 
1
√2
  is 
a normalization factor, so that ||c2|| = ||d2|| = 1. Here we get four high pass and four 
low pass filter coefficients because of filter length of size four.  
                        S = (s (0), s (1), s (2), s (3), s (4), s (5), s (6), s (7)),  
Where s is the number of sample values. 
The steps of DWT process are as follows:  
Step1: Number of sample values of the original signal are increased periodically 
by applying padding process. We have applied a periodic extension to perform 
padding in speech signal because most of the speech signal are periodic in nature. 
Extended signal after padding has been denoted by tilde (?̃?).  
 
            ?̃? = (s (6), s (7), s (0), s (1), s (2), s (3), s (4), s (5), s (6), s (7)) 
Low and High pass filter coefficients are added and shifted two steps down:  
s1  = 
(
 
 
 
 
 
 
𝑐(0)𝑠(6) +  𝑐(1)𝑠(7) + 𝑐(2)𝑠(0) + 𝑐(3)𝑠(1)
𝑐(0)𝑠(0) +  𝑐(1)𝑠(1) + 𝑐(2)𝑠(2) + 𝑐(3)𝑠(3)
𝑐(0)𝑠(2) +  𝑐(1)𝑠(3) + 𝑐(2)𝑠(4) + 𝑐(3)𝑠(5)
𝑐(0)𝑠(4) +  𝑐(1)𝑠(5) + 𝑐(2)𝑠(6) + 𝑐(3)𝑠(7)
𝑑(0)𝑠(6) +  𝑑(1)𝑠(7) + 𝑑(2)𝑠(0) + 𝑑(3)𝑠(1)
𝑑(0)𝑠(0) +  𝑑(1)𝑠(1) + 𝑑(2)𝑠(2) + 𝑑(3)𝑠(3)
𝑑(0)𝑠(2) +  𝑑(1)𝑠(3) + 𝑑(2)𝑠(4) + 𝑑(3)𝑠(5)
𝑑(0)𝑠(4) +  𝑑(1)𝑠(5) + 𝑑(2)𝑠(6) + 𝑑(3)𝑠(7))
 
 
 
 
 
 
 
Step2:  In this step last four coefficients are fixed and unchanged while first four 
coefficients are written in a linear combination of coefficients obtained from low 
and high pass filters and vector s1. To perform this step it is necessary to extend the 
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first half of the vector s1 periodically because throughout this process we assume 
that our signal are periodic in nature.  
              𝑠1̃ = (𝑠1(2), 𝑠1(3), 𝑠1(0), 𝑠1(1), 𝑠1(2), 𝑠1(3), 𝑠1(4), 𝑠1(5), 𝑠1(6), 𝑠1(7)) 
s2 = 
(
 
 
 
 
 
 
𝑐(0)𝑠1(2) +  𝑐(1)𝑠1(3) + 𝑐(2)𝑠1(0) + 𝑐(3)𝑠1(1)
𝑐(0)𝑠1(0) +  𝑐(1)𝑠1(1) + 𝑐(2)𝑠1(2) + 𝑐(3)𝑠1(3)
𝑑(0)𝑠1(2) +  𝑑(1)𝑠1(3) + 𝑑(2)𝑠1(0) + 𝑑(3)𝑠1(1)
𝑑(0)𝑠1(0) +  𝑑(1)𝑠1(1) + 𝑑(2)𝑠1(2) + 𝑑(3)𝑠1(3)
𝑠1(4)
𝑠1(5)
𝑠1(6)
𝑠1(7) )
 
 
 
 
 
 
 
Step3: For calculating first two rows of s3, vectors need to be extended by padding 
first two elements. Here in vector s3, last six coefficients have been fixed and 
unchanged; only first two rows of s3 are calculated.  
𝑠2̃ = (𝑠2(0), 𝑠2(1), 𝑠2(0), 𝑠2(1), 𝑠2(2), 𝑠2(3), 𝑠2(4), 𝑠2(5), 𝑠2(6), 𝑠2(7)) 
As the final step we act with the filter on the first four elements of this vector:  
s3 = 
(
 
 
 
 
 
 
𝑐(0)𝑠2(0) +  𝑐(1)𝑠2(1) + 𝑐(2)𝑠2(0) + 𝑐(3)𝑠2(1)
𝑑(0)𝑠2(0) +  𝑑(1)𝑠2(1) + 𝑑(2)𝑠2(0) + 𝑑(3)𝑠2(1)
𝑠2(2)
𝑠2(3)
𝑠2(4)
𝑠2(5)
𝑠2(6)
𝑠2(7) )
 
 
 
 
 
 
 
s3 is final coefficients obtained after DWT transform. It shows the third level 
decomposition of the speech signal where approximate coefficients carries 
maximum information. Approximate coefficients are similar with the original 
human voice whereas details coefficients carries noise. 
6.2.3 Feature Extraction:   
Different types of features like MFCC, HFCC have been calculated from wavelet 
coefficients of original audio signals. HFCC is a modification of MFCC feature 
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extraction technique [150] [204]. HFCC features are decoupled in nature which 
provides more appropriate features of the speech signal.  
The steps for extracting HFCC coefficients are: 
i) Wavelet coefficients obtained after DWT decomposition is divided 
into the frames. The number of sample values in each frame is sn = 
⌊num/len⌋, where num is the total number of DWT coefficients and len 
is the number of frames. For removing side ripples and maintaining 
continuity in the signal, hamming window is applied to the framed 
signal. 
            ℎm(sn) = 0.54 − 0.46 cos (
2πsn
N − 1
) , 0 ≤ sn ≤ num − 1     (6.3) 
      y(sn) = s3 (sn) * hm (sn)                                                     (6.4) 
Where hm (n) is the window signal, s3(sn) is the wavelet coefficients, 
y(n) is the output signal and N is the number of samples in each frame.   
ii) After that Fourier coefficients are calculated from the windowed signal 
using Discrete Fourier Transform (DFT).  
                Y(sn) = FFT(y(sn))                                                        (6.5) 
               Where s3(w), hm(w) and y(w) are the Fourier Transforms.   
 
iii) DFT coefficients are mapped into the mel scale which has been 
expressed as:                  
         Mel (f) = 2595*log10 (1+f/700)                                          (6.6) 
        f(k) =  sn*fs/num     ,  k = 0…….sn-1                     
where fs is the frequency range used in filter bank. The filter bank is 
designed as: 
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                    H(k, b) =  
{
 
 
 
 
 
 
0,   if  f(k) < fc(b − 1)
f(k) − fc(b − 1)/(fc(b) − fc(b − 1)),
if fc(b − 1) ≤ f(k) < fc(b)
f(k) − fc(b + 1))/fc(b) − fc(b − 1),
if fc(b) ≤ f(k) < fc(b + 1)
0
if f(k) < fc(b − 1)
                        (6.7) 
       Where fc (b) is the central frequency of the filter and b is the number of filters 
used in filter bank. 
iv) Find the log energy output of each of the mel frequencies. 
      S(b) =  ∑ H(k, b) ∗ Y(sn)sn−1k=0                                                  (6.8) 
 Where b = 1, 2, …  m  and m is the number of filters  
v) Coefficients me1, me2…..are generated by applying Discrete Cosine 
Transform (DCT) on theses mel frequencies.  
                                Me (sn) = DCT (Sb)                                                             (6.9) 
Where Sk is the Mel spectrum and k is the number of cepestral            
coefficients. 
vi) HFCC features are obtained by replacing filter bank H(k, b) by the filter 
bank designed by Mark D. Skowronski and John G. Harris [204]. The 
HFCC feature is very similar to MFCC feature, the only difference 
between these two methods is that, the filter bandwidth is coupled with 
the other filter bank parameters (frequency range, number of filters). In 
HFCC filter center frequencies are equally spaced in mel frequency 
scale, as in the MFCC method, but filter bandwidth is a design 
parameter measured in equivalent rectangular bandwidth (ERB): 
 
𝐸𝑅𝐵(𝑓𝑐) =  6.23 𝑓𝑐2 + 93.39 𝑓𝑐 + 28.52𝐻𝑧                      (6.10) 
 
Where fc is a central frequency.  
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                 The HFCC and MFCC filter bank of SAWAN speech signal is shown in 
Figure 6.13 and 6.14. 
 
 
 
Figure 6.13: Triangular MFCC filter bank 
 
 
 
Figure 6.14: Triangular HFCC filter bank 
6.2.4 Dimension Reduction:  
Dimension of HFCC features is reduced using PCA [205]. The steps of PCA are: 
i) HFCC features of raw data sets are taken. 
ii) The mean m of HFCC features are calculated. Then it is subtracted from 
each data value. 
                                  S (n) = me (sn) – m                            (6.11) 
iii)  The covariance matrix of the data set has been calculated. 
                                                         C (n) = cov(S (n))                               (6.12) 
Frequency, Hz 
 
        Weight 
Frequency, Hz 
 
Weight 
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              Where S (n) is the subtracted mean and C (n) is the covariance matrix. 
iv) Eigen value and Eigen vector of the covariance matrix are calculated. 
Those Eigen vectors which are having highest Eigenvalues, known as the 
principal components, are selected. 
                                       Q (n) = eig (C (n))                                   (6.13) 
v)  The final data set has been generated by multiplying transpose of Eigen    
vectors with the mean adjusted original dataset.  
                                         tr(n) = QT S(n)                                     (6.14)                      
6.2.5 Classification:   
Classification is done using Bayesian classifier [206]. Here the test speech signal is 
classified by calculating maximum probability density function.  
   Bayesian Algorithm: 
• Let there be C classes w1, w2 ….wC with prior probabilities P1, P2… PC = 
1/C and class conditional density functions:   
p1, p2,………. pC. Where 0<=Pi<=1 (for every i) and    ∑ 𝑃𝑖
𝐶
𝑖=1 = 1.  
• Reduced features obtained after PCA are considered as a training data set 
Yi = (tr1, tr2……trn). 
• Let X=(x1, x2,   xi) be the test vector put in a ith class. Where X ϵ πi, π is a 
work space.  Π ⊆ |Rm, x ϵ |Rm   set of all possible observations and m is 
the number of components.  
• Here the probability density function (PDF) is calculated using the 
Gaussian multivariate distribution function which is expressed as:  
 𝑃𝑖(𝑋)  = agrmax (
1
(√2𝜋)
𝑚
|∑𝑖 |
1 2⁄
𝑒𝑥𝑝 {−
1
2
  (𝑋 − 𝜇𝑖)
′  ∑ (𝑋 −−1𝑖
𝜇𝑖)})                                                                                                      (6.15)  
             Where Pi(X) is the PDF, =Mean, = Co-variance,  =determinant of 
Co-variance, m is the dimension of given data. Test vector belongs to the 
class having highest PDF value. Here we consider C=12.  
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6.2.6 Experimental Results and Performance Analysis 
Experiments have been performed on twelve Hindi isolated words (Hindi months). 
Each word is spoken six times by six different persons. Words are recorded in 
.wav format using audacity software. Each word is recorded at a bit-rate of 256 
kbps and 16 KHz frequency. Recorded words are shown in Table 6.1. 
                                         Table 6.1: List of Words 
 
 
 
 
 
 
 
 
This database has also been recorded in different modes like slow speech means a 
word speaks by a people very slowly (8 KHz frequency) and average recording 
time of each word is 5 to 10 seconds. Medium speech means a word is recorded 
with medium frequency and the recording time is 4 to 7 seconds. Last one is the 
high speech where speech signals have been spoken very fastly. The recording 
time lies between 1 to 2 seconds. 
Experiments have been performed to test the recognition accuracy associated with 
the speech signals done in two environments, with DWT and without DWT. We 
have taken two features of speech signal one is MFCC and the other one is HFCC. 
HFCC features are calculated at 12.5 KHz sampling frequency. Here we used 29 
triangular filters for calculating HFCC coefficients. Performances of the 
experiments are analyzed in various environments like DWT with HFCC, DWT 
Serial No. Words Serial No. Words 
1 Chatra 7 Kwar 
2 Baisakh 8 Kartik 
3 Jeyesth 9 Aghan 
4 Aasadh 10 Paush 
5 Sawan 11 Magh 
6 Bhdrapad 12 Falgun 
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with MFCC etc. The implementation is performed using MATLAB 10. Here 
speech signals have been decomposed up to 1st 2nd, 3rd and 4th level of 
decomposition using Daubechies-6 Wavelet Transform. Experimentally we found 
that 3rd level decomposition reduces maximum noise with minimum loss of 
information. Robustness of Hindi speech recognition system has been tested by 
calculating the misclassification error rate which has been shown in Table 6.2, 6.3 
and 6.4.  
misclassification rate                                          
=  (no. of misclassified words Total no. of test samples) ∗ 100            (6.16)⁄  
Table 6.2. Table of Testing Details Using MFCC with Bayesian and HFCC, DWT 
with Bayesian 
 
 
 
Total 
no.of 
sample
s 
Test 
Sam
ples 
Misclassifi
cation Rate 
(After 
MFCC and 
Bayesian)(
%) 
Avg. 
Processing 
Time(Afte
r MFCC 
and 
Bayesian)(
Sec) 
Misclassificati
on Rate 
(After DWT, 
HFCC and 
Bayesian)(%) 
Avg. 
Processing 
Time(After 
DWT, HFCC 
and 
Bayesian)(Se
c) 
1-50 20 25 0.56 5 0.66 
1-100 30 35 0.74 9 0.79 
1-150 50 39 0.96 14 0.99 
1-200 70 48 1.89 19 2.01 
1-250 90 54 2.99 24 3.11 
1-300 100 56 4.76 28 4.99 
1-400 140 61 5.89 32 6.78 
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Table 6.3. Table of testing details using PCA and PCA with DWT 
 
Table 6.4. Table of testing details using MFCC and PCA and MFCC, DWT and 
PCA 
Total 
no.of 
samples 
Test 
Sam
ples 
Misclassif
ication 
Rate(After 
PCA)(%) 
Avg. 
Processing 
Time(After 
PCA)(Sec) 
Misclassific
ation 
Rate(After 
DWT and 
PCA)(%) 
Avg. Processing 
Time( sec) 
(After DWT and 
PCA) 
1-50 20 27 0.16 25 0.56 
1-100 30 40 0.36 35 0.74 
1-150 50 48 0.41 39 0.96 
1-200 70 59 0.49 48 1.89 
1-250 90 63 0.52 54 2.99 
1-300 100 69 0.56 56 4.76 
1-400 140 74 0.63 59 5.87 
Total    
no.of 
sample
s 
TestS
ampl
es 
Misclassif
ication 
Rate ( 
After 
MFCC 
and 
PCA)(%) 
Avg. 
Processing 
Time(sec) 
After MFCC 
and 
PCA(Sec) 
Misclassificati
on Rate ( After 
MFCC, DWT 
and PCA) 
(%) 
Avg. 
Processing 
Time(sec) 
After MFCC, 
DWT and 
PCA(Sec) 
1-50 20 25 0.32 20 0.45 
1-100 30 27 0.70 26 1.10 
1-150 50 38 0.91 35 2.12 
1-200 70 46 1.76 33 2.84 
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From Table 6.2, 6.3, 6.4 we observe that HFCC, DWT with Bayesian provides 
minimum misclassification error rate in comparison to other techniques because of 
multiresolution property of DWT and ERB property of HFCC technique. In this 
chapter DWT is used for reducing the noise present in the original signal and 
Bayesian is used for classifying an unknown speech using a multivariate 
probability density function. Here we observe that the computational complexity of 
HFCC, DWT with Bayesian has not been very higher than the other techniques. 
This is because the decomposition property of DWT which reduces the size of the 
signal makes processing faster. All the techniques explained above are speaker 
independent, means it does not depend on the speaker (who is speaking, weather it 
is a male or female). From Table 6.2, 6.3 and 6.4 we see that, as the number of test 
samples increases the misclassification error rate also increases. Also we have 
compared the classification results with various other classifiers which is shown in 
Table 6.5. And found that HMM gives highest classification accuracy than other 
classifiers (distance classifier, Bayesian and KNN). Because HMM handles the 
time series data very effectively than others. 
Table 6.5 Classification results at different classifiers 
Classifiers Classification rate (%) 
Euclidean Distance  90 
Bhattacharya Distance 93 
Manhattan Distance 87 
KNN (K=2) 88 
Bayesian Classifier 92 
HMM 95 
1-250 90 52 2.98 39 3.86 
1-300 100 53 4.56 37 5.03 
1-400 140 58 5.21 55 6.23 
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Table 6.6. Classification results obtained at different modes of speech 
 
Classification rate (%) 
Slow Speech 95 
Medium Speech 94.3 
High Speech 89.25 
 
Results shown in Table 6.6 shows that the slow speech and medium speech gives 
highest classification rate than high speech. After that the experiments are 
performed on dataset recorded at different distances like 0.5 meter, 1 meter, 2m, 
3m and 4 m.  We also extended our dataset upto 5000 samples. The Results are 
dipicted in Table 6.7.  
Table 6.7. Classification results obtained at different distances 
Total no. of 
samples 
0.5meter 1 meter 2 meter 3 meter 4 meter 
1-500 100 100 100 96 93 
1-1000 100 100 100 96 93 
1-1500 100 100 99 95 89 
1-2000 100 100 98 94 86 
1-3000 100 100 98 94 86 
1-4000 98 99 96 92.8 85.1 
1-5000 98 97 95 90 80 
 
IIIT-A, Robotics and AI Lab                                                                     146 
 
After carefully analyzing the data presented in Table 6.7, it has been observed that 
as the distance between the speaker and human increases the accuracy decreases. 
This happens because of the involvement of external factors like environmental 
noise, human error etc. The Proposed algorithm has also been tested on large 
number of English words and found that, it gives sufficient accuracy (93%) on 
English words.  
6.2.7 Conclusion 
 
A novel DWT and HFCC based speaker invariant speech recognition system has 
been developed and tested with Hindi as well as English words. This system has 
brought a tremendous appeal in real world speech biometric applications. It is 
indeed a challenging job to process those speech signals in order to extract intrinsic 
speech signatures. We have applied two fold process of feature extraction. One is a 
DWT decomposition technique, applied on speech signal and another is the HFCC 
feature extraction method. This extracted feature is prone to reducing maximum 
noises so that irrelevant information can be removed from the speech signal. A 
probabilistic approach based on naïve Bayes’ rule and HMM has been used in 
classification purposes with the strength of handling nonlinearity in the speech 
signals.  
 Comparative analysis of various existing methods have been performed with 
respect to the proposed methods using twelve Hindi words with six speakers. 
Features of speech signals are extracted using Daubechies Wavelet Transform-6. 
Than the dimensions of features are reduced using PCA and classified using 
Bayesian and HMM classifier. Among all the results, we have seen that HFCC, 
DWT and HMM based method provide high recognition rate in comparison to the 
other methods due to the decoupling nature of HFCC features, which is very 
helpful for reducing noise of a speech signal. From experimental results we see 
that the recognition accuracy decreases as the number of test samples increases 
because the Bayes’ decision rule classifies only a limited number of samples, as 
the size of sample increases it fails to classify because it deals only with univariate 
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datasets whereas our dataset are multivariate in nature and therefore, we have 
applied HMM as a classifier and found better accuracy than other classifiers 
(distance based classifier, KNN etc.). Experiments have also been performed at 
various distances and it has been observed that as the distance increases the 
misclassification rate is also increases. Misclassification rate has also been 
increased with increasing number of speakers. These are the limitation of this 
methodology. 
6.3 Multimodal Decision based Human Robot Interaction 
  
A single mode (gesture or speech) is not sufficient to establish interactions 
between human and robot. Because each mode has its own limitations like for 
gesture mode of interaction, the light condition, skin color variation are the major 
issues. Similarly in speech mode, the effect of background noise, variations in 
human voice etc. are the problems arises during interaction.  These limitation have 
been minimized by combining these two modes. First question which comes into 
mind that how we combine these two modes? Because these two modes are 
completely different in nature. Gesture mode of interaction is based on image 
processing and speech mode is based on the signal processing. These two modes 
are combined using feature level fusion as well as decision level fusion. In feature 
level fusion the information coming from the different traits are combined before 
classification but in the decision level fusion the information is combined after the 
classification. In this chapter we have used a decision level fusion for combining 
the results coming from the different individualities shown in Figure 6.15. For 
combining the results obtained from different modalities, we define some test 
cases at the decision level and get the final result.  
6.3.1 Decision Level Fusion 
 
“It is a strategy to combine the decisions obtained from different systems to 
produce the final decision.” In decision level fusion, the fusion has been performed 
in various ways like using AND, OR, weighted average, decision tree etc. Here the 
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hard decisions obtained from various modes are merged to obtain the global result.   
 
Figure 6.15 Framework of multimodal system 
6.3.2 Fusion Strategies 
 
There are various strategies available for getting the combined results obtained 
from the local results. These local results are obtained from different classifiers 
used in each mode. Here we used Support Vector Machine (SVM) [183], Hidden 
Markov Model (HMM) [196] and Bayesian as a classifier. Each classifier gives an 
individual result specific to each mode. Fusing two different modes (gesture and 
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speech) at the decision level we define some test cases. These test cases have been   
defined on the basis of likelihood values obtained after applying HMM as a 
classifier.  The description of symbols used in the test cases are defined in Table 
6.8. 
Table 6.8 Description of symbols 
Source 1( 𝜆1) = Gesture          Source 2 ( 𝜆2) = Speech 
Likelihood of ( 𝜆1) = 𝛼1          Likelihood of ( 𝜆2) = 𝛼2 
Threshold of (𝜆1) = 𝜃1             Threshold of (𝜆2) = 𝜃2 
Class Label of ( 𝜆1)=𝐶1            Class Label of ( 𝜆1)=𝐶2 
 
Table 6.9 Test cases for decision level fusion 
IF THEN 
(𝛂𝟏 ≥ 𝛉𝟏AND 𝛂𝟐 ≥ 𝛉𝟐) 𝐈𝐅 (𝛂𝟐 ≤ 𝛂𝟏) 
Then FinalClassLabel=𝐶1                      
ELSE FinalClassLabel=𝐶2. 
(𝛂𝟏 ≥ 𝛉𝟏  AND 𝛂𝟐 < 𝛉𝟐)             Then FinalClassLabel=𝐶1 
 (𝛂𝟏 < 𝛉𝟏  AND 𝛂𝟐 ≥ 𝛉𝟐) Then FinalClassLabel=𝐶2 
 (α1 < θ1  AND α2 < θ2) Then α1=𝑤1 × α1 and α2=𝑤2 × α2 
IF (α2 ≤ α1) 
Then FinalClassLabel=𝐶1                       
ELSE FinalClassLabel=𝐶2. 
 
Table 6.9 shows all the test cases defined on the basis of likelihood values obtained 
in each mode. The likelihood value at each test sample of each of the mode is 
shown in Figure 6.16 and 6.17. In both the figures triangle shows the likelihood 
value of classified samples and circle shows the likelihood value of misclassified 
samples. By seeing the likelihood values of classified samples we define a 
threshold for each of the mode. The threshold value for gesture is 0.8 and the 
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threshold value for speech mode is 0.85.   
 
Figure 6.16 Likelihood values of classified/ misclassified gestures 
 
Figure 6.17 Likelihood values of classified/ misclassified speech 
 
6.3.3 Classification Results 
 
Experiments are performed on the basis of these test cases. Here 840 gestures are 
used as a probe gestures and 2000 speech samples are used as a testing speech. Out 
of 840, 798 gestures are correctly classified therefore the accuracy of individual 
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gesture mode is 95%. Similarly for speech out of 2000 samples 1800 samples are 
classified correctly, the accuracy is 90% which is shown in Figure 6.18 and 6.19. 
This is the accuracy of each individual mode. 
 
Figure 6.18 Classification results for gestures 
 
Figure 6.19 Classification results for speech 
In a multimodal system we fuse a decision obtained from each of the mode. This 
fusion is done on the basis of the test cases defined in Table 6.10. This fusion 
method increases the overall accuracy by Five percent. Which makes the 
communication between human and robot more effective. The results of 
multimodal classification is shown in Table 6.10. 
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 Table 6.10 Multimodal classification accuracy 
Gesture Classified/ 
misclassified 
Speech Classified/ 
Misclassified 
Multimodal 
classification 
How Classified How  Classified Classified 
Agree Classified Agree Misclassified Classified 
Close Classified Close Misclassified Classified 
One Misclassified One Classified Classified 
Two Misclassified Two Classified Classified 
Three Classified Three Classified Classified 
Four Classified Four Classified Classified 
Five Classified Five Classified Classified 
Seven Misclassified Seven Misclassified Misclassified 
Room Misclassified Room Classified Misclassified 
Study Classified Study Misclassified Classified 
Coffee Misclassified Coffee Classified Classified 
Namaste Classified Namaste Misclassified Classified 
 
If a command performs by both gesture as well as speech mode simultaneously 
and both the mode classified it correctly then overall status is classified. If one 
mode classified it correctly and another mode misclassified it then the decision 
takes place one the basis of higher likelihood value and the weights are assigned 
according to that. The overall classification result is shown in Table 6.7.  
6.3.4 Implementation on HOAP-2 Robot 
 
Lastly the results obtained through multimodal decision level fusion is 
implemented on HOAP-2 robot shown in Figure 6.20. The complete description of 
HOAP-2 robot is given in chapter 3. 
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Figure 6.20 Namaste gesture performed by HOAP-2 Robot 
6.3.5 Conclusion 
 
A decision level fusion strategy is used for combining the results obtained from 
two different modes gesture and speech. A test cases have been defined by 
considering the likihood values for this fusion. These likihood values are 
calculated for each probe gesture and speech using HMM.  Fusion on the decision-
level improves the performance of the multimodal (gesture and speech) system 
significantly. Fusion seems only beneficial for classification with unequal false-
negative and false-positive rates.  
This method does not work well in the circumstances in which both the modes 
misclassify a particular word or command.  This limitations have been overcome 
by applying various other techniques like artificial neural network, fuzzy 
algorithm, Dempster-Shefer theory etc. for fusion which increases the system 
performance. 
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Chapter 7 
 
Conclusion, Recommendation for 
Future Work 
 
7.1 Conclusion  
 
Throughout the research we tried to establish that the gesture and speech are the 
most common biometric trait which can be used for human robot interactions 
(HRI). Understanding of HRI through speech and gesture makes the robot social 
and are easy to include in our day today activities. Robots have been used for 
entertainment, learning, as a helper and so many other purposes. Gesture and 
speech are usually used by physically challenged persons for communication 
establishment with the machine and/or humans. Among these two modes, a single 
one has not been sufficient because gesture fails when light is not good enough and 
speech fails when the voice of a person is not clear, therefore, fusing both the 
modes in our framework we can take the advantage of both. This is our concept of 
hybrid framework design.  
This dissertation has focused on proposing new feature extraction techniques for 
increasing gesture and speech recognition performance for HRI. Methodology for 
integrating these two modes have been investigated and experimented over the 
human robot communication system. Various methods related to such multimodal 
communication are introduced using computer vision and machine learning 
techniques. Following are some of the contributions of our investigation. 
 
• A novel hand tracking algorithm has been proposed with proper 
justification which generates a good quality of silhouette hand sequences. 
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• A framework for HRI using isolated ISL gestures has been established 
where DWT with MFCC feature extraction technique have been applied. 
This technique has been shown to be robust for acquiring person invariant 
features with small changes in hand shape with respect to the small 
variations of gesture types.  
• A concept of possibility theory based HMM has been addressed where all 
the three problems of classical HMM have been redefined and solved. 
Theoretically as well as experimentally, we have validated that the time 
complexity of PTBHMM is N time less than the time complexity of 
existing HMM which is N2T. We have tested our novel PTBHMM 
algorithm on real time continuous ISL gesture recognition and observed 
that the system responds very quickly in comparison to classical HMM.   
• A NAO based framework for continuous ISL gesture recognition has been 
proposed. Three different features (speed, shape and orientation) of the 
hand have been extracted and combined in a Cartesian coordinate system. 
These hybrid features comprehends maximum information of hand gestures 
and then it has been classified using possibility theory based HMM. 
• For speaker invariant Hindi speech recognition system DWT with Human 
Factor Cepstral Coefficient (HFCC) has been compared with DWT with 
MFCC. DWT with HFCC has been found to be more efficient in finding 
appropriate features.  
• A multimodal framework for HRI has been proposed where the fusion of 
gesture and speech have been done at the decision level. The results 
obtained from different modes have been combined using weighted 
decision rules. This makes the human robot communication system more 
accurate with minimum false positive. 
 
We have applied an effective and efficient approach for background modelling and 
tracking of hand and also tried to reduce the computational complexity. Although 
this approach is efficient and helpful in improving the performance, it cannot avoid 
all the errors introduced due to the luminance and assimilation of person’s cloth 
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colour with the background colour. This approach also induces limitation for 
tracking algorithm as it depends highly on above stated background modelling 
algorithm with limited range. We have prescribed a new method for extracting the 
cepstral features of hand of isolated gestures. Dimensionality of the cepstral 
features is reduced using discrete wavelet transform when DWT decomposition is 
performed up to the 4th level.  
A gradient based method has been addressed for overlapping frame extraction 
from a sequence of continuous ISL gestures. These long gestures are the 
combination of different isolated gestures including grammar. In a video sequence 
of continuous gesture, if a change in the gesture appears frequently then it is 
difficult to identify the breaking points. Complexity is a big issue in an NAO based 
real time multimodal system which has been solved by proposing PTBHMM. It 
deals with spatiotemporal dataset. Shape, velocity and orientation are the key 
features of any sign language gesture which are performed through the hand. These 
features are extracted using wavelet descriptor, frame differencing and atan2 
function applied on the LH (low, high) and HL (high low) coefficients obtained 
after 3rd level decomposition of DWT. We employed a slew of distance metric 
classifiers together with K-nearest neighbour, hidden Markov model and 
PTBHMM in order to examine the best classification for the projected features. In 
house dataset of isolated as well as continuous ISL gesture have been created at 
varying distances with full black sleeve dresses. The proposed algorithm has also 
been tested on benchmark Sheffield Kinect gesture dataset [177].  
Subsequently, a speaker invariant speech recognition system has been addressed 
for HRI where Hindi words are used for the ease of communication. These Hindi 
words have been recorded at 16000 Hz frequency of mono signals. All words are 
recorded in close environment as well as outdoor environment, having 
environmental noise using audacity software with various numbers of speakers.  
Pre-emphasis, utterance detection, feature extraction are solved using DWT and 
human factor cepstral coefficients (HFCC). It has been observed that DWT 
separates the complete signal into two parts, one is low frequency known as 
approximate coefficient and the second one is high frequency known as detail 
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coefficient. Approximate coefficient contains maximum information with 
minimum disturbances. The validity of the system has been tested using HMM, 
and Bay’s decision rule using HOAP-2 humanoid robot framework. The accuracy 
of the system decreases as the distance between human and robot increases. The 
noise of the system highly affects the recognition accuracy and have one should 
use appropriate noise reduction technique.   
A decision based multimodal fusion strategy has been implemented for making the 
communication system robust because a single medium is not enough for a good 
communication. We define rules on the basis of likelihood values obtained after 
each mode of classification. These rules have been defined on the priority basis, 
which may fail when both of them have the same likelihood values. To avoid this 
situation we need to perform appropriate likelihood value refinement, if still the 
problem persists, we can give higher weightage to the mode whose classification 
rate is high.  
All our experience noted down in the thesis may lead to a successful development 
of human-machine interaction system which can remove the hurdles of 
communication among physically challenged persons.   
 
7.2 Recommendation for Future Work 
 
Based on our research experience in this exciting area of human-robot-interactions, 
following recommendations are made which may be helpful for the future 
researchers to carry forward the task of developing an effective multimodal HRI 
system:   
 
• Vision based analysis of the silhouette images has been addressed, but the 
features obtained through sensors are totally untouched. The human robot 
interaction could be improved through appropriate sensor development.  
• The current work is based on the geometrical features of the hand. For 
better biometric identification using point cloud, depth map and detector 
such as Kinect, a 3D volumetric model may be explored for better 
IIIT-A, Robotics and AI Lab                                                                     158 
 
understanding of gesture data.   
• All the experiments are performed on fixed black coloured cloth with full 
sleeves. It can be extended to situations carrying different colour clothes, 
half sleeves or having full hand.  
• Emotions and age of a person in speech dataset have not been considered in 
this thesis. Considering all such features of speech would certainly make 
the HRI system more effective. 
• In this thesis fusion has been addressed using rule based system which can 
further be extended with other techniques like ANFIS architecture, decision 
tree etc. which may make the system more reliable. 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
IIIT-A, Robotics and AI Lab                                                                     159 
 
REFERENCES    
 
 
[1] Goodrich, Michael A., and Alan C. Schultz. "Human-robot interaction: a 
survey." Foundations and trends in human-computer interaction 1.3 
(2007): 203-275. 
[2] Kiesler, Sara. Human-Robot Interaction. L. Erlbaum, 2004. 
[3] Murphy, Robin R., et al. "Human–robot interaction." Robotics & 
Automation Magazine, IEEE 17.2 (2010): 85-89. 
[4] Sakagami, Yoshiaki, et al. "The intelligent ASIMO: System overview and 
integration." Intelligent Robots and Systems, 2002. IEEE/RSJ International 
Conference on. Vol. 3. IEEE, 2002. 
[5] Gouaillier, David, et al. "The nao humanoid: a combination of performance 
and affordability." CoRR abs/0807.3223 (2008). 
[6] Asimov’s, Isaac, ROBOT MYSTERY, and MARK W. TIEDEMANN. 
"Three laws of robotics." Internet].[cited 2015 Aug 3]. Available from: 
http://www. auburn. edu/~ vestmon/robotics. html (1941). 
[7] Pavlovic, Vladimir I., Rajeev Sharma, and Thomas S. Huang. "Visual 
interpretation of hand gestures for human-computer interaction: A review." 
Pattern Analysis and Machine Intelligence, IEEE Transactions on 19.7 
(1997): 677-695. 
[8] Wösch, Thomas, and Wendelin Feiten. "Reactive motion control for 
human-robot tactile interaction." Robotics and Automation, 2002. 
Proceedings. ICRA'02. IEEE International Conference on. Vol. 4. IEEE, 
2002. 
[9] Spiliotopoulos, Dimitris, Ion Androutsopoulos, and Constantine D. 
Spyropoulos. "Human-robot interaction based on spoken natural language 
dialogue." Proceedings of the European workshop on service and 
humanoid robots. 2001. 
IIIT-A, Robotics and AI Lab                                                                     160 
 
[10] http://languagesoftheworld.info/phonetics-and phonology/innovations-to-the-
human-vocal-apparatus.html. 
[11] Stiefelhagen, Rainer, et al. "Natural human-robot interaction using speech, 
head pose and gestures." Intelligent Robots and Systems, 2004.(IROS 
2004). Proceedings. 2004 IEEE/RSJ International Conference on. Vol. 3. 
IEEE, 2004. 
[12] Gorostiza, Javi F., et al. "Multimodal human-robot interaction framework 
for a personal robot." Robot and Human Interactive Communication, 
2006. ROMAN 2006. The 15th IEEE International Symposium on. IEEE, 
2006. 
[13] Burhanna, Kenneth J., Jamie Seeholzer, and Joseph Salem. "No natives 
here: A focus group study of student perceptions of Web 2.0 and the 
academic library." The Journal of Academic Librarianship 35.6 (2009): 
523-532. 
[14] Turk, M., Frontiers of Human-Centered Computing, Online Communities 
and Virtual Environments, chapter Gesture Recognition. Springer-Verlag, 
2001. 
[15] Iannizzotto, G., Villari, M. and Vita, L., Hand tracking for human-
computer interaction with graylevel visual glove: Turning back to the 
simple way. In: Workshop on Perceptive User Interfaces, 2001, ACM 
Digital Library. ISBN 1-58113-448-7. 
[16] Rubine, D., Combining gestures and direct manipulation. In: Proceedings 
of the SIGCHI conference on Human factors in computing systems. ACM 
Press, pp. 659–660, 1992. 
[17] Zhou, F., Duh, Been-Lirn H., Billinghurst, M., Trends in augmented 
reality tracking, interaction and display: A review of ten years of ISMAR, 
In: Proceedings of the 7th IEEE/ACM International Symposium on Mixed 
and Augmented Reality, pp.193-202, September 15-18, 2008. 
[18]  Smith, G. M. & Schraefel, M. C., The radial scroll tool: scrolling support 
for stylusor touch-based document navigation. In: Proceedings of the 17th 
annual ACM symposium on User interface software and technology, 
IIIT-A, Robotics and AI Lab                                                                     161 
 
ACM Press, pp. 53–56. 2004. 
[19] Buxton, W., Fiume, E., Hill, R., Lee, A. & Woo, C., Continuous hand-
gesture driven input. In: Proceedings of Graphics Interface ’83, 9th 
Conference of the Canadian Man-Computer Communications Society. pp. 
191–195, 1983. 
[20] Sutherland, I. E., Sketchpad: A man-machine graphical communication 
system. In: Proceedings of the AFIPS Spring Joint Computer Conference, 
23, pp. 329–346. 1963. 
[21] Eisenstein, J. & Davis, R., Visual and linguistic information in gesture 
classification. In: Proceedings of the 6th international conference on 
Multimodal interfaces. ACM Press, pp. 113–120, 2004. 
[22] Bolt, R. A. & Herranz, E., Two-handed gesture in multi-modal natural 
dialog. In: Proceedings of the 5th annual ACM symposium on User 
interface software and technology, ACM Press, pp. 7–14, 1992. 
[23] Bolt, R. A., Put that there - voice and gesture at the graphics interface. In: 
SIGGRAPH ’80: Proceedings of the 7th annual conference on Computer 
graphics and interactive techniques. ACM Press, New York, NY, USA, 
pp. 262–270, 1980. 
[24] Battison, Robbin. "Lexical Borrowing in American Sign Language." 
(1978). 
[25] Deuchar, Margaret. British sign language. Routledge, 2013. 
[26] Peng, Fred CC. "Kinship signs in Japanese sign language." Sign Language 
Studies 5.1 (1974): 31-47. 
[27] Abdel-Fattah, Mahmoud A. "Arabic sign language: a perspective." 
Journal of Deaf Studies and Deaf Education 10.2 (2005): 212-221. 
[28] Tomkins, William. Indian sign language. Vol. 92. Courier Corporation, 
1931. 
[29] Kela, Juha, et al. "Accelerometer-based gesture control for a design 
environment." Personal and Ubiquitous Computing 10.5 (2006): 285-299. 
[30] Wu, Ying, and Thomas S. Huang. "Vision-based gesture recognition: A 
review." Gesture-based communication in human-computer interaction. 
IIIT-A, Robotics and AI Lab                                                                     162 
 
Springer Berlin Heidelberg, 1999. 103-115. 
[31] Rabiner, Lawrence, and Biing-Hwang Juang. "Fundamentals of speech 
recognition." (1993). 
[32] Huang, Xuedong D., Yasuo Ariki, and Mervyn A. Jack. Hidden Markov 
models for speech recognition. Vol. 2004. Edinburgh: Edinburgh 
university press, 1990. 
[33] Huang, Xuedong, and Kai-Fu Lee. "On speaker-independent, speaker-
dependent, and speaker-adaptive speech recognition." Speech and audio 
processing, ieee transactions on 1.2 (1993): 150-157. 
[34] Unnikrishnan, K. P., John J. Hopfield, and David W. Tank. "Connected-
digit speaker-dependent speech recognition using a neural network with 
time-delayed connections." Signal Processing, IEEE Transactions on 39.3 
(1991): 698-713. 
[35] Furui, Sadaoki. "Speaker-independent isolated word recognition using 
dynamic features of speech spectrum." Acoustics, Speech and Signal 
Processing, IEEE Transactions on 34.1 (1986): 52-59. 
[36] Price, Patti, et al. "The DARPA 1000-word resource management 
database for continuous speech recognition." Acoustics, Speech, and 
Signal Processing, 1988. ICASSP-88., 1988 International Conference on. 
IEEE, 1988. 
[37] Lippman, Richard P., Edward A. Martin, and Douglas B. Paul. "Multi-
style training for robust isolated-word speech recognition." Acoustics, 
Speech, and Signal Processing, IEEE International Conference on 
ICASSP'87.. Vol. 12. IEEE, 1987. 
[38] Lee, Kai-Fu. "Context-dependent phonetic hidden Markov models for 
speaker-independent continuous speech recognition." Acoustics, Speech 
and Signal Processing, IEEE Transactions on 38.4 (1990): 599-609. 
[39] Morgan, Nelson, and Herve Bourlard. "Continuous speech recognition." 
Signal Processing Magazine, IEEE 12.3 (1995): 24-42. 
[40] Murveit, Hy, et al. "Large-vocabulary dictation using SRI's DECIPHER 
speech recognition system: Progressive search techniques." Acoustics, 
IIIT-A, Robotics and AI Lab                                                                     163 
 
Speech, and Signal Processing, 1993. ICASSP-93., 1993 IEEE 
International Conference on. Vol. 2. IEEE, 1993. 
[41] Jelinek, Frederick. "The development of an experimental discrete 
dictation recognizer." Proceedings of the IEEE 73.11 (1985): 1616-1624. 
[42] Amalberti, René, and François Deblon. "Cognitive modelling of fighter 
aircraft process control: a step towards an intelligent on-board assistance 
system." International Journal of Man-Machine Studies 36.5 (1992): 639-
671. 
[43] Adam, Eugene C. "Fighter cockpits of the future." Digital Avionics 
Systems Conference, 1993. 12th DASC., AIAA/IEEE. IEEE, 1993. 
[44] Estival, Dominique, Chris Nowak, and Andrew Zschorn. "Towards 
ontology-based natural language processing." Proceeedings of the 
Workshop on NLP and XML (NLPXML-2004): RDF/RDFS and OWL in 
Language Technology. Association for Computational Linguistics, 2004. 
[45] Degallier, Sarah, et al. "Movement generation using dynamical systems: a 
humanoid robot performing a drumming task." Humanoid Robots, 2006 
6th IEEE-RAS International Conference on. IEEE, 2006. 
[46] Elmogy, Mohammed M., Christopher Habel, and Jianwei Zhang. "Online 
motion planning for hoap-2 humanoid robot navigation." Proceedings of 
the 2009 IEEE International Conference on Intelligent Robots and 
Systems (IROS'09). 2009. 
[47] Steil, J. J., Röthling, F., Haschke, R., and Ritter, H., Situated robot 
learning for multi-modal instruction and imitation of grasping. Robot. 
Auton. Syst., vol. 47, pp.129, 2004. 
[48] Swaine, Mark John. "Multimodal Human Robot Interaction." (2009). 
[49] Fritsch, Jannik, et al. "Multi-modal anchoring for human–robot 
interaction." Robotics and Autonomous Systems 43.2 (2003): 133-147. 
[50] http://www.censusindia.gov.in/default.aspx 
[51] http://www.thehindu.com/news/national/census-reveals-only-marginal 
increase-in-the-differentlyabled-population/article5516279.ece 
[52] http://www.indiasanitationportal.org/newsfeedlisting.php?Subcat=MTM 
IIIT-A, Robotics and AI Lab                                                                     164 
 
[53] http://www.dailypioneer.com/nation/differently-abled-miffed-with-new-
statistics.html  
[54] Jenkins, O.C., and Mataric, M. J., Automated derivation of behavior 
vocabularies for autonomous humanoid motion. In: Proceedings of the 
second international joint conference on Autonomous agents and 
multiagent systems (AAMAS '03), pp. 225-232, 2003. 
[55] Brooks, R. A., Elephants Don’t Play Chess. Journal of robotics and 
autonomous systems 6(1-2), pp. 3–15, 1990. 
[56] Mataric, M.J., Getting humanoids to move and imitate. Intelligent 
Systems and their Applications, IEEE, vol.15, no.4, pp.18-24, Jul/Aug 
2000. 
[57] Argall, B., Browning, B., and Veloso, M., Learning by demonstration 
with critique from a human teacher. In: Proceedings of the ACM/IEEE 
international conference on Human-robot interaction (HRI '07). ACM, 
New York, NY, USA, pp. 57-64.2007. 
[58] Nicolescu, Monica N., and Mataric, Maja J., Natural methods for robot 
task learning: instructive demonstrations, generalization and practice. In: 
Proceedings of the second international joint conference on Autonomous 
agents and multiagent systems (AAMAS '03). ACM, New York, NY, 
USA, 241-248.2003. 
[59] http://world.honda.com/ASIMO/ 
[60] http://pr.fujitsu.com/en/news/2001/09/10.html  
[61] http://www.aldebaran-robotics.com/en/NAO.php 
[62] http://www.nasa.gov/mission_pages/station/main/robonaut.html 
[63] http://hubolab.co.kr/SpecificationofHUBO.php 
[64] Argall, B., Browning, B., and Veloso, M., Learning by demonstration 
with critique from a human teacher. In: Proceedings of the ACM/IEEE 
international conference on Human-robot interaction (HRI '07). ACM, 
New York, NY, USA, pp. 57-64. 2007. 
[65] Calinon, S., Guenter, F., Billard, A., On Learning, Representing, and 
Generalizing a Task in a Humanoid Robot. Systems, Man, and 
IIIT-A, Robotics and AI Lab                                                                     165 
 
Cybernetics, Part B: Cybernetics, IEEE Transactions on, vol.37, no.2, 
pp.286-298, April 2007.  
[66] Hersch, M., Guenter, F., Calinon, S., Billard, A., Dynamical System 
Modulation for Robot Learning via Kinesthetic Demonstrations. Robotics, 
IEEE Transactions on, vol.24, no.6, pp.1463-1467, Dec. 2008. 
[67] Nicolescu, Monica N., and Mataric, Maja J., Natural methods for robot 
task learning: instructive demonstrations, generalization and practice. In: 
Proceedings of the second international joint conference on Autonomous 
agents and multiagent systems (AAMAS '03). ACM, New York, NY, 
USA, 241-248.2003. 
[68] Ude, A., Atkeson, C., and Riley, M., Programming full-body movements 
for humanoid robots by observation. Robot. Auton. Syst., vol. 47, pp. 93, 
2004. 
[69] Lopes, M., Santos-Victor, J., A Developmental Roadmap for Learning by 
Imitation in Robots. Systems, Man, and Cybernetics, Part B: Cybernetics, 
IEEE Transactions on, vol.37, no.2, pp.308-321, April 2007.  
[70] Steil, J. J., Röthling, F., Haschke, R., and Ritter, H., Situated robot 
learning for multi-modal instruction and imitation of grasping. Robot. 
Auton. Syst., vol. 47, pp.129, 2004. 
[71] Lund, H.H., Modern artificial intelligence for human-robot interaction. 
In:Proceedings of the IEEE, vol.92, no.11, pp. 1821- 1838, Nov. 2004. 
[72] Campbell, C.L., Peters, R.A., II, Bodenheimer, R.E., Bluethmann, W.J., 
Huber, E.,Ambrose, R.O., Superpositioning of behaviors learned through 
teleoperation. Robotics, IEEE Transactions on, vol.22, no.1, pp. 79- 91, 
Feb. 2006. 
[73] Kamio, S., and Iba, H., Adaptation technique for integrating genetic 
programming and reinforcement learning for real robots. Evolutionary 
Computation, IEEE Transactions on, vol.9, no.3, pp. 318- 333, June 2005. 
[74] Youngblut, C., R.E. Johnson, S.H. Nash, R.A. Wienclaw, and C.A. Will. 
‘Review of Virtual Environment Interface Technology’. Technical Report 
IDA Paper P-3186, Log: H96-001239. Institute for Defense Analysis, 
IIIT-A, Robotics and AI Lab                                                                     166 
 
1996. 
[75] Encarnac¸ ao,˜ M. A, ‘Survey on Input Technology for the Virtual Table 
Interface Device’. Technical Report, Fraunhofer Center for Research in 
Computer Graph-ics, Inc, 1997.  
[76] Mulder, Axel, ‘Human Movement, Tracking Technology’. Technical 
Report, School of Kinesiology, Simon Fraser University, 94-1, 1994. 
[77] Fifth Dimension Technologies, ‘http: //www.5dt.com/products.html’, 
1999. 
[78] Liang, Rung-Huei, and Ming Ouhyoung. "A real-time continuous gesture 
recognition system for sign language." Automatic Face and Gesture 
Recognition, 1998. Proceedings. Third IEEE International Conference on. 
IEEE, 1998. 
[79] Parvini, Farid, et al. "An approach to glove-based gesture recognition." 
Human-Computer Interaction. Novel Interaction Methods and 
Techniques. Springer Berlin Heidelberg, 2009. 236-245. 
[80] Zimmerman, Thomas G., et al. "A hand gesture interface device." ACM 
SIGCHI Bulletin. Vol. 18. No. 4. ACM, 1987. 
[81] Liu, Jiayang, et al. "uWave: Accelerometer-based personalized gesture 
recognition and its applications." Pervasive and Mobile Computing 5.6 
(2009): 657-675. 
[82] Kim, Ji-Hwan, Nguyen Duc Thang, and Tae-Seong Kim. "3-d hand 
motion tracking and gesture recognition using a data glove." Industrial 
Electronics, 2009. ISIE 2009. IEEE International Symposium on. IEEE, 
2009. 
[83] Dipietro, Laura, Angelo M. Sabatini, and Paolo Dario. "A survey of 
glove-based systems and their applications." Systems, Man, and 
Cybernetics, Part C: Applications and Reviews, IEEE Transactions on 
38.4 (2008): 461-482. 
[84] Dipietro, Laura, Angelo M. Sabatini, and Paolo Dario. "Evaluation of an 
instrumented glove for hand-movement acquisition." Journal of 
Rehabilitation Research and Development 40.2 (2003): 179. 
IIIT-A, Robotics and AI Lab                                                                     167 
 
[85] Wang, Chunli, Wen Gao, and Shiguang Shan. "An approach based on 
phonemes to large vocabulary Chinese sign language recognition." 
Automatic Face and Gesture Recognition, 2002. Proceedings. Fifth IEEE 
International Conference on. IEEE, 2002. 
[86] Ishikawa, Masatoshi, and Hiroshi Matsumura. "Recognition of a hand-
gesture based on self-organization using a DataGlove." Neural 
Information Processing, 1999. Proceedings. ICONIP'99. 6th International 
Conference on. Vol. 2. IEEE, 1999. 
[87] Sturman, David J., and David Zeltzer. "A survey of glove-based input." 
Computer Graphics and Applications, IEEE 14.1 (1994): 30-39. 
[88] Burdea, Grigore, and Philippe Coiffet. "Virtual reality technology." 
Presence: Teleoperators and virtual environments 12.6 (2003): 663-664. 
[89] Kadous, Mohammed Waleed. "Machine recognition of Auslan signs using 
PowerGloves: Towards large-lexicon recognition of sign language." 
Proceedings of the Workshop on the Integration of Gesture in Language 
and Speech. 1996. 
[90] Keskin, Cem, et al. "Real time hand pose estimation using depth sensors." 
Consumer Depth Cameras for Computer Vision. Springer London, 2013. 
119-137. 
[91] Malima, Asanterabi, Erol Özgür, and Müjdat Çetin. "A fast algorithm for 
vision-based hand gesture recognition for robot control." Signal 
Processing and Communications Applications, 2006 IEEE 14th. IEEE, 
2006. 
[92] Song, Yale, David Demirdjian, and Randall Davis. "Continuous body and 
hand gesture recognition for natural human-computer interaction." ACM 
Transactions on Interactive Intelligent Systems (TiiS) 2.1 (2012): 5. 
[93] Ye, Guangqi, Jason J. Corso, and Gregory D. Hager. "Gesture recognition 
using 3D appearance and motion features." Computer Vision and Pattern 
Recognition Workshop, 2004. CVPRW'04. Conference on. IEEE, 2004. 
[94] Elmezain, Mahmoud, Ayoub Al-Hamadi, and Bernd Michaelis. 
"Improving hand gesture recognition using 3D combined features." 2009 
IIIT-A, Robotics and AI Lab                                                                     168 
 
Second International Conference on Machine Vision. IEEE, 2009. 
[95] Davis, James, and Mubarak Shah. "Visual gesture recognition." Vision, 
Image and Signal Processing, IEE Proceedings-. Vol. 141. No. 2. IET, 
1994. 
[96] Jaemin, Lee, et al. "A robust gesture recognition based on depth data." 
Frontiers of Computer Vision,(FCV), 2013 19th Korea-Japan Joint 
Workshop on. IEEE, 2013. 
[97] Biao, M. A., X. U. Wensheng, and W. A. N. G. Songlin. "A robot control 
system based on gesture recognition using Kinect." TELKOMNIKA 
Indonesian Journal of Electrical Engineering 11.5 (2013): 2605-2611. 
[98] Huang, Deng-Yuan, Wu-Chih Hu, and Sung-Hsiang Chang. "Vision-
based hand gesture recognition using PCA+ Gabor filters and SVM." 
Intelligent Information Hiding and Multimedia Signal Processing, 2009. 
IIH-MSP'09. Fifth International Conference on. IEEE, 2009. 
[99] Mangera, R. "Static gesture recognition using features extracted from 
skeletal data." (2013). 
[100] Ra’eesah Mangera, Fred Senekal, and Fred Nicolls. "Cascading Neural 
Networks for Upper-body Gesture Recognition." 
[101] Martin, Jerome, and James L. Crowley. "An appearance-based approach 
to gesture-recognition." Image Analysis and Processing. Springer Berlin 
Heidelberg, 1997. 
[102] Heap, Tony, and Ferdinando Samaria. "Real-time hand tracking and 
gesture recognition using smart snakes." Proc. Interface to Human and 
Virtual Worlds, Montpellier, France (1995): 50. 
[103] Licsár, Attila, and Tamás Szirányi. "Hand-Gesture Based Film 
Restoration." PRIS. 2002. 
[104] Birk, Henrik, Thomas B. Moeslund, and Claus B. Madsen. "Real-time 
recognition of hand alphabet gestures using principal component 
analysis." Proceedings of the Scandinavian Conference on Image 
Analysis. Vol. 1. PROCEEDINGS PUBLISHED BY VARIOUS 
PUBLISHERS, 1997. 
IIIT-A, Robotics and AI Lab                                                                     169 
 
[105] Birk, Henrik, and Thomas Baltzer Moeslund. Recognizing gestures from 
the hand alphabet using principal component analysis. Aalborg 
Universitet, 1996. 
[106] Wexelblat, Alan. "An approach to natural gesture in virtual 
environments." ACM Transactions on Computer-Human Interaction 
(TOCHI) 2.3 (1995): 179-200. 
[107] Czupryna, Maciej, and Michal Kawulok. "Real-time vision pointer 
interface." ELMAR, 2012 Proceedings. IEEE, 2012. 
[108] Kumar, Senthil, and Jakub Segen. "Gesture-based input interface system 
with shadow detection." U.S. Patent No. 6,624,833. 23 Sep. 2003. 
[109] Kumar, Senthil, and Jakub Segen. "Gesture-based computer interface." 
U.S. Patent No. 6,222,465. 24 Apr. 2001. 
[110] Shastry, Karthik R., et al. "Survey on various gesture recognition 
techniques for interfacing machines based on ambient intelligence." 
arXiv preprint arXiv:1012.0084 (2010). 
[111] Gupta, Shikha, et al. "Feature extraction using MFCC." Signal & Image 
Processing 4.4 (2013): 101. 
[112] Igorevich, Rustam Rakhimov, et al. "Two hand gesture recognition using 
stereo camera." International Journal of Computer and Electrical 
Engineering 5.1 (2013): 69. 
[113] Igorevich, Rustam Rakhimov, et al. "Hand gesture recognition algorithm 
based on grayscale histogram of the image." 2010 4th International 
Conference on Application of Information and Communication 
Technologies. 2010. 
[114] Naidoo, S., C. W. Omlin, and M. Glaser. "Vision-based static hand 
gesture recognition using support vector machines." University of 
Western Cape, Bellville (1998). 
[115] Singha, Joyeeta, and Karen Das. "Hand gesture recognition based on 
Karhunen-Loeve transform." arXiv preprint arXiv:1306.2599 (2013). 
[116] Freeman, William T., and Michal Roth. "Orientation histograms for hand 
gesture recognition." International workshop on automatic face and 
IIIT-A, Robotics and AI Lab                                                                     170 
 
gesture recognition. Vol. 12. 1995. 
[117] Rady, Engy R., et al. "Speech Recognition System Based on Wavelet 
Transform and Artificial Neural Network." 
[118] Kulkarni, Vaishali S., and S. D. Lokhande. "Appearance based 
recognition of american sign language using gesture segmentation." 
International Journal on Computer Science and Engineering 2.03 (2010): 
560-565. 
[119] Nandy, Anup, et al. "Recognizing & interpreting indian sign language 
gesture for human robot interaction." Computer and Communication 
Technology (ICCCT), 2010 International Conference on. IEEE, 2010. 
[120] Nandy, Anup, et al. "Recognition of isolated indian sign language 
gesture in real time." Information Processing and Management. Springer 
Berlin Heidelberg, 2010. 102-107. 
[121] Nandy, Anup, et al. "Classification of Indian Sign Language In Real 
Time." International Journal on Computer Engineering and Information 
Technology (IJCEIT) 10.15 (2010): 52-57. 
[122] Kishore, P. V. V., et al. "Video Audio Interface for Recognizing 
Gestures of Indian Sign." International Journal of Image Processing 
(IJIP) 5.4 (2011): 479. 
[123] Prasad, Jay Shankar, and Gora Chand Nandi. "Clustering method 
evaluation for hidden Markov model based real-time gesture 
recognition." 2009 International Conference on Advances in Recent 
Technologies in Communication and Computing. IEEE, 2009. 
[124] Kishore, P. V. V., and P. Rajesh Kumar. "A video based Indian sign 
language recognition system (INSLR) using wavelet transform and fuzzy 
logic." International Journal of Engineering and Technology 4.5 (2012): 
537. 
[125] Bhuyan, M. K., Debashis Ghosh, and P. K. Bora. "A framework for hand 
gesture recognition with applications to sign language." India 
Conference, 2006 Annual IEEE. IEEE, 2006. 
[126] Bhuyan, M. K., Debanga Raj Neog, and Mithun Kumar Kar. "Hand pose 
IIIT-A, Robotics and AI Lab                                                                     171 
 
recognition using geometric features." Communications (NCC), 2011 
National Conference on. IEEE, 2011. 
[127] Bhuyan, M. K., Debanga Raj Neog, and Mithun Kumar Kar. "Fingertip 
detection for hand pose recognition." International Journal on Computer 
Science and Engineering 4.3 (2012): 501-511. 
[128] Starner, Thad, Joshua Weaver, and Alex Pentland. "Real-time american 
sign language recognition using desk and wearable computer based 
video." Pattern Analysis and Machine Intelligence, IEEE Transactions on 
20.12 (1998): 1371-1375. 
[129] Murakami, Kouichi, and Hitomi Taguchi. "Gesture recognition using 
recurrent neural networks." Proceedings of the SIGCHI conference on 
Human factors in computing systems. ACM, 1991. 
[130] Bhuyan, M. K., D. Ghosh, and P. K. Bora. "Continuous hand gesture 
segmentation and co-articulation detection." Computer Vision, Graphics 
and Image Processing. Springer Berlin Heidelberg, 2006. 564-575. 
[131] Bhuyan, M. K., D. Ghosh, and P. K. Bora. "Finite state representation of 
hand gesture using key video object plane." TENCON 2004. 2004 IEEE 
Region 10 Conference. IEEE, 2004. 
[132] Liang, Rung-Huei, and Ming Ouhyoung. "A real-time continuous gesture 
recognition system for sign language." Automatic Face and Gesture 
Recognition, 1998. Proceedings. Third IEEE International Conference 
on. IEEE, 1998. 
[133] Bauer, B. ,Hienz, H., “Relevant features for video-based continuous sign 
language recognition”, Automatic Face and Gesture Recognition, 2000. 
Proceedings. Fourth IEEE International Conference on , pp. 440-445, 28 
Mar 2000- 30 Mar 2000,  
[134] Bauer, B.,Hienz, H.,Kraiss, K.-F., “Video-based continuous sign 
language recognition using statistical methods”, Pattern Recognition, 
2000. Proceedings. 15th International Conference on (Volume:2 ), pp. 
463 – 466 vol.2, 03 Sep 2000-07 Sep 2000,  
[135] Mazumdar, D. H. A. R. A. N. I., A. Talukdar, and K. Sarma. "A colored 
IIIT-A, Robotics and AI Lab                                                                     172 
 
fingertip-based tracking method for continuous hand gesture 
recognition." Int. J. Electron. Signals Syst 3 (2013): 71-75. 
[136] Mazumdar, Dipayan, Anjan Kumar Talukdar, and Kandarpa Kumar 
Sarma. "Gloved and free hand tracking based hand gesture recognition." 
Emerging Trends and Applications in Computer Science (ICETACS), 
2013 1st International Conference on. IEEE, 2013. 
[137] Kim, Jung-Bae, et al. "Continuous gesture recognition system for Korean 
sign language based on fuzzy logic and hidden Markov model." Fuzzy 
Systems, 2002. FUZZ-IEEE'02. Proceedings of the 2002 IEEE 
International Conference on. Vol. 2. IEEE, 2002. 
[138] Nayak, Sunita, Sudeep Sarkar, and Barbara Loeding. "Unsupervised 
modeling of signs embedded in continuous sentences." Computer Vision 
and Pattern Recognition-Workshops, 2005. CVPR Workshops. IEEE 
Computer Society Conference on. IEEE, 2005. 
[139] Kong, W. W., and Surendra Ranganath. "Towards subject independent 
continuous sign language recognition: A segment and merge approach." 
Pattern Recognition 47.3 (2014): 1294-1308. 
[140] Yang, Ruiduo, Sudeep Sarkar, and Barbara Loeding. "Handling 
movement epenthesis and hand segmentation ambiguities in continuous 
sign language recognition using nested dynamic programming." Pattern 
Analysis and Machine Intelligence, IEEE Transactions on 32.3 (2010): 
462-477. 
[141] Yang, Ruiduo, and Sudeep Sarkar. "Detecting coarticulation in sign 
language using conditional random fields." Pattern Recognition, 2006. 
ICPR 2006. 18th International Conference on. Vol. 2. IEEE, 2006. 
[142] Lee, Youngjik, and Kyu-Woong Hwang. "Selecting good speech features 
for recognition." ETRI journal 18.1 (1996): 29-40. 
[143] Tufekci, Z., and John N. Gowdy. "Feature extraction using discrete 
wavelet transform for speech recognition." Southeastcon 2000. 
Proceedings of the IEEE. IEEE, 2000. 
[144] Gowdy, John N., and Zekeriya Tufekci. "Mel-scaled discrete wavelet 
IIIT-A, Robotics and AI Lab                                                                     173 
 
coefficients for speech recognition." Acoustics, Speech, and Signal 
Processing, 2000. ICASSP'00. Proceedings. 2000 IEEE International 
Conference on. Vol. 3. IEEE, 2000. 
[145] Long, Christopher John, and Sekharajit Datta. "Wavelet based feature 
extraction for phoneme recognition." Spoken Language, 1996. ICSLP 96. 
Proceedings., Fourth International Conference on. Vol. 1. IEEE, 1996. 
[146] Tóth, László, et al. "Speech Recognition Experiments with Audiobooks." 
Acta Cybern. 19.4 (2010): 695-713. 
[147] Kandpal, Nitin A., and Madhusudan BB Rao. "Implementation of PCA 
& ICA for voice ecognition and separation of speech." Advanced 
Management Science (ICAMS), 2010 IEEE International Conference on. 
Vol. 3. IEEE, 2010. 
[148] Anusuya, M. A., and S. K. Katti. "Comparison of different speech feature 
extraction techniques with and without wavelet transform to Kannada 
speech recognition." International Journal of Computer Applications 26.4 
(2011): 19-24. 
[149] Anusuya, M. A., and S. K. Katti. "Front end analysis of speech 
recognition: a review." International Journal of Speech Technology 14.2 
(2011): 99-145. 
[150] Wielgat, Robert, et al. "HFCC based recognition of bird species." Signal 
Processing Algorithms, Architectures, Arrangements and Applications, 
2007. IEEE, 2007. 
[151] Wielgat, Robert, et al. "On using prefiltration in HMM-based bird 
species recognition." Signals and Electronic Systems (ICSES), 2012 
International Conference on. IEEE, 2012. 
[152] Ranjan, Shivesh. "A discrete wavelet transform based approach to Hindi 
speech recognition." Signal Acquisition and Processing, 2010. ICSAP'10. 
International Conference on. IEEE, 2010. 
[153] Spiliotopoulos, Dimitris, et al. "Experimentation on spoken format of 
tables in auditory user interfaces." Universal Access in HCI, Proc. HCI 
International (2005): 22-27. 
IIIT-A, Robotics and AI Lab                                                                     174 
 
[154] Abushariah, Mohammad AM, et al. "Impact of a newly developed 
modern standard Arabic speech corpus on implementing and evaluating 
automatic continuous speech recognition systems." Spoken Dialogue 
Systems for Ambient Environments. Springer Berlin Heidelberg, 2010. 
1-12. 
[155] Pruthi, Tarun, Sameer Saksena, and Pradip K. Das. "Swaranjali: Isolated 
word recognition for Hindi language using VQ and HMM." International 
Conference on Multimedia Processing and Systems (ICMPS), IIT 
Madras. 2000. 
[156] Gupta, Vipin, G. N. Rathna, and K. R. Ramakrishnan. "A novel approach 
to automatic identification of kannada, english and hindi words from a 
trilingual document." Int. conf. on Signal and Image Processing, Hubli. 
2006. 
[157] Kumar, Kuldeep, R. K. Aggarwal, and Ankita Jain. "A Hindi speech 
recognition system for connected words using HTK." International 
Journal of Computational Systems Engineering 1.1 (2012): 25-32. 
[158] Trafton, J. Gregory, et al. "Enabling effective human-robot interaction 
using perspective-taking in robots." Systems, Man and Cybernetics, Part 
A: Systems and Humans, IEEE Transactions on 35.4 (2005): 460-470. 
[159] Budkov, V. Yu, et al. "Multimodal human-robot interaction." Ultra 
Modern Telecommunications and Control Systems and Workshops 
(ICUMT), 2010 International Congress on. IEEE, 2010. 
[160] Stiefelhagen, Rainer, et al. "Natural human-robot interaction using 
speech, head pose and gestures." Intelligent Robots and Systems, 
2004.(IROS 2004). Proceedings. 2004 IEEE/RSJ International 
Conference on. Vol. 3. IEEE, 2004. 
[161] Gorostiza, Javi F., et al. "Multimodal human-robot interaction framework 
for a personal robot." Robot and Human Interactive Communication, 
2006. ROMAN 2006. The 15th IEEE International Symposium on. 
IEEE, 2006. 
[162] Kessous, Loic, Ginevra Castellano, and George Caridakis. "Multimodal 
IIIT-A, Robotics and AI Lab                                                                     175 
 
emotion recognition in speech-based interaction using facial expression, 
body gesture and acoustic analysis." Journal on Multimodal User 
Interfaces 3.1-2 (2010): 33-48. 
[163] Burger, Brice, et al. "Two-handed gesture recognition and fusion with 
speech to command a robot." Autonomous Robots 32.2 (2012): 129-147. 
[164] Burger Brice, Isabelle Ferrané, Frédéric Lerasle. Multimodal Interaction 
Abilities for a Robot Companion. Dans : Int. Conf. on Computer Vision 
Systems (ICVS2008), p 549-558, Santorini (Greece), may 2008 
[165] Burger Brice,  Lerasle Frédéric, Isabelle Ferrané, Aurelie Clodic. Mutual 
Assistance between Speech and Vision for Human-Robot Interaction. 
Dans / In : IEEE/RSJ International Conference on Intelligent RObots and 
Systems (IROS 2008), Nice, France, 22/09/2008-26/09/2008, IEEE, p. 
4011-4016, 2008.  
[166] Burger Brice, Isabelle Ferrané, Frédéric Lerasle, Guillaume Infantes. 
Two-handed Gesture Recognition and Fusion with Speech to command a 
Robot. Dans / In: Autonomous Robots, Springer, Vol. AURO655.3, (en 
ligne), 2012.  
[167] Christophe Mollaret, Frédéric Lerasle, Isabelle Ferrané, Julien Pinquier. 
A Particle Swarm Optimization inspired tracker applied to visual 
tracking' ICIP 2014, Paris, octobre 2014, to be published. 
[168] Cifuentes, Carlos A., et al. "Multimodal Human–Robot Interaction for 
Walker-Assisted Gait." (2014). 
[169] Holzapfel, Hartwig, Kai Nickel, and Rainer Stiefelhagen. 
"Implementation and evaluation of a constraint-based multimodal fusion 
system for speech and 3D pointing gestures." Proceedings of the 6th 
international conference on Multimodal interfaces. ACM, 2004. 
[170] Ross, Arun, and Anil Jain. "Information fusion in biometrics." Pattern 
recognition letters 24.13 (2003): 2115-2125. 
[171] Kong, Adams, David Zhang, and Mohamed Kamel. "Palmprint 
identification using feature-level fusion." Pattern Recognition 39.3 
(2006): 478-487. 
IIIT-A, Robotics and AI Lab                                                                     176 
 
[172] Gunatilaka, Ajith H., and Brian A. Baertlein. "Feature-level and 
decision-level fusion of noncoincidently sampled sensors for land mine 
detection." Pattern Analysis and Machine Intelligence, IEEE 
Transactions on 23.6 (2001): 577-589. 
[173] Chatzis, Vassilios, Adrian G. Borş, and Ioannis Pitas. "Multimodal 
decision-level fusion for person authentication." Systems, Man and 
Cybernetics, Part A: Systems and Humans, IEEE Transactions on 29.6 
(1999): 674-680. 
[174] Veeramachaneni, Kalyan, et al. "Decision-level fusion strategies for 
correlated biometric classifiers." Computer Vision and Pattern 
Recognition Workshops, 2008. CVPRW'08. IEEE Computer Society 
Conference on. IEEE, 2008. 
[175] Tomkins, William. Indian sign language. Vol. 92. Courier Corporation, 
1931. 
[176] Liu, Li, and Ling Shao. "Learning Discriminative Representations from 
RGB-D Video Data." IJCAI. 2013. 
[177] http://lshao.staff.shef.ac.uk/data/SheffieldKinectGesture.htm. 
[178] Peiying, Cheng. "A novel OSTU segmentation algorithm for image 
threshold." Computer Applications and Software 5 (2009): 227-232. 
[179] C. Lin and Liu. A Tutorial of Wavelet Transform. February 23, 2010. 
[180] Kristian Sandberg. A Tutorial on Daubechies wavelet transforms. 
February 19, 1998. 
[181] Han, Wei, et al. "An efficient MFCC extraction method in speech 
recognition." Circuits and Systems, 2006. ISCAS 2006. Proceedings. 
2006 IEEE International Symposium on. IEEE, 2006. 
[182] Cunningham, Padraig, and Sarah Jane Delany. "k-Nearest neighbour 
classifiers." Multiple Classifier Systems (2007): 1-17. 
[183] Burges, Christopher JC. "A tutorial on support vector machines for 
pattern recognition." Data mining and knowledge discovery 2.2 (1998): 
121-167. 
[184] Ltd Fujitsu Automation Co. HOAP-2 instruction manual. 
IIIT-A, Robotics and AI Lab                                                                     177 
 
http://robita.iiita.ac.in/hoap2instruction03e.pdf, 2004. 
[185] Petra Wagner, Zofia Malisz, Stefan Kopp, Gesture and speech in 
interaction: An overview, Speech Communication, Volume 57, February 
2014, Pages 209-232, ISSN 0167-6393.  
[186] Zadeh, Lotfi Asker. "Fuzzy sets as a basis for a theory of possibility." 
Fuzzy sets and systems 1.1 (1978): 3-28. 
[187] Dubois, Didier, and Eyke Hüllermeier. "Comparing probability measures 
using possibility theory: A notion of relative peakedness." International 
Journal of Approximate Reasoning 45.2 (2007): 364-385. 
[188] Benferhat, Salem, Didier Dubois, and Henri Prade. "Nonmonotonic 
reasoning, conditional objects and possibility theory." Artificial 
Intelligence 92.1 (1997): 259-276. 
[189] Cayrac, Didier, Didier Dubois, and Henri Prade. "Handling uncertainty 
with possibility theory and fuzzy sets in a satellite fault diagnosis 
application." Fuzzy Systems, IEEE Transactions on 4.3 (1996): 251-269. 
[190] Nikolaidis, Efstratios, et al. "Comparison of probability and possibility 
for design against catastrophic failure under uncertainty." Journal of 
Mechanical Design 126.3 (2004): 386-394. 
[191] Vejnarová, Jiřina. "Conditional independence and Markov properties in 
possibility theory." Proceedings of the Sixteenth conference on 
Uncertainty in artificial intelligence. Morgan Kaufmann Publishers Inc., 
2000. 
[192] Alola, Andrew A., Mustafa Tunay, and Violet Alola. "Analysis of 
possibility theory for reasoning under uncertainty." International Journal 
of Statistics and Probability 2.2 (2013): 12. 
[193] Kheddam, Radja, and Aichouche Belhadj-Aissa. "Possibility theory for 
supervised classification of remotely sensed images: A study case in an 
urban area in Algeria." Soft Computing and Pattern Recognition 
(SoCPaR), 2014 6th International Conference of. IEEE, 2014. 
[194] Borgelt, Christian, and Jörg Gebhardt. "A naive bayes style possibilistic 
classifier." Proceedings of 7th European Congress on Intelligent 
IIIT-A, Robotics and AI Lab                                                                     178 
 
Techniques and Soft Computing (EUFIT'99). 1999. 
[195] Cooman, Gert De. "Possibility theory II: Conditional possibility." 
International Journal Of General System 25.4 (1997): 325-351. 
[196] Rabiner, Lawrence R., and Biing-Hwang Juang. "An introduction to 
hidden Markov models." ASSP Magazine, IEEE 3.1 (1986): 4-16. 
[197] Zadeh, L. A. "Possibility theory vs. probability theory in decision 
analysis." Decision and Control including the 16th Symposium on 
Adaptive Processes and A Special Symposium on Fuzzy Set Theory and 
Applications, 1977 IEEE Conference on. IEEE, 1977. 
[198] Lin, Yih-Chuan, and Shen-Chuan Tai. "A fast Linde-Buzo-Gray 
algorithm in image vector quantization." Circuits and Systems II: Analog 
and Digital Signal Processing, IEEE Transactions on 45.3 (1998): 432-
435. 
[199] Abou Nabout, Adnan. "Object Shape Recognition Using Wavelet 
Descriptors." Journal of Engineering 2013 (2013). 
[200] Wunsch, Patrick, and Andrew F. Laine. "Wavelet descriptors for 
multiresolution recognition of handprinted characters." Pattern 
Recognition 28.8 (1995): 1237-1249. 
[201] Shamsuddin, Syamimi, et al. "Initial response of autistic children in 
human-robot interaction therapy with humanoid robot NAO." Signal 
Processing and its Applications (CSPA), 2012 IEEE 8th International 
Colloquium on. IEEE, 2012. 
[202] Young, Steve J., and Sj Young. The HTK hidden Markov model toolkit: 
Design and philosophy. University of Cambridge, Department of 
Engineering, 1993. 
[203] http://manual.audacityteam.org/o/man/tutorials.html 
[204] Skowronski, Mark D., and John G. Harris. "Human factor cepstral 
coefficients." Journal of the Acoustical Society of America 112.5 (2002): 
2279. 
[205] Smith, Lindsay I. "A tutorial on principal components analysis." Cornell 
University, USA 51.52 (2002): 65. 
IIIT-A, Robotics and AI Lab                                                                     179 
 
[206] Merhav, Neri, and Yariv Ephraim. "A Bayesian classification approach 
with application to speech recognition." Signal Processing, IEEE 
Transactions on 39.10 (1991): 2157-2166. 
[207] Tripathy, S., Baranwal, N., & Nandi, G. C. (2013, December). A MFCC 
based Hindi speech recognition technique using HTK Toolkit. In Image 
Information Processing (ICIIP), 2013 IEEE Second International 
Conference on (pp. 539-544). IEEE. 
[208] Baranwal, Neha, and Kamalika Datta. "Comparative study of spread 
spectrum based audio watermarking techniques." Recent Trends in 
Information Technology (ICRTIT), 2011 International Conference on. 
IEEE, 2011. 
[209] Baranwal, N., & Nandi, G. C. (2017). An efficient gesture based 
humanoid learning using wavelet descriptor and MFCC 
techniques. International Journal of Machine Learning and 
Cybernetics, 8(4), 1369-1388. 
[210] Baranwal, N., Singh, N., & Nandi, G. C. (2014, July). Indian sign 
language gesture recognition using discrete wavelet packet transform. 
In Signal Propagation and Computer Technology (ICSPCT), 2014 
International Conference on (pp. 573-577). IEEE. 
[211] Baranwal, N., Singh, N., & Nandi, G. C. (2014, September). 
Implementation of MFCC based hand gesture recognition on HOAP-2 
using Webots platform. In Advances in Computing, Communications 
and Informatics (ICACCI, 2014 International Conference on (pp. 1897-
1902). IEEE. 
[212] Tripathi, K., Baranwal, N., & Nandi, G. C. (2015, August). Continuous 
dynamic Indian Sign Language gesture recognition with invariant 
backgrounds. In Advances in Computing, Communications and 
Informatics (ICACCI), 2015 International Conference on (pp. 2211-
2216). IEEE. 
[213] Baranwal, N., Tripathi, S., & Nandi, G. C. (2014). A speaker invariant 
speech recognition technique using HFCC features in isolated Hindi 
IIIT-A, Robotics and AI Lab                                                                     180 
 
words. International Journal of Computational Intelligence Studies, 3(4), 
277-291. 
[214] Baranwal, N., & Dutta, K. (2011). Peak detection based spread spectrum 
Audio Watermarking using discrete Wavelet Transform. International 
Journal of Computer Applications, 24(1), 16-20. 
[215] Baranwal, N., Tripathi, K., & Nandi, G. C. (2015, November). Possibility 
theory based continuous Indian Sign Language gesture recognition. 
In TENCON 2015-2015 IEEE Region 10 Conference (pp. 1-5). IEEE. 
[216] Singh, N., Baranwal, N., & Nandi, G. C. (2014, December). 
Implementation and evaluation of DWT and MFCC based ISL gesture 
recognition. In Industrial and Information Systems (ICIIS), 2014 9th 
International Conference on (pp. 1-7). IEEE. 
[217] Baranwal, N., Jaiswal, G., & Nandi, G. C. (2014). A speech recognition 
technique using MFCC with DWT in isolated hindi words. In Intelligent 
Computing, Networking, and Informatics(pp. 697-703). Springer, New 
Delhi. 
[218] Baranwal, N., Nandi, G. C., & Singh, A. K. (2017). Real‐Time Gesture–
Based Communication Using Possibility Theory–Based Hidden Markov 
Model. Computational Intelligence, 33(4), 843-862. 
[219] Baranwal, N., & Nandi, G. C. (2017). A mathematical framework for 
possibility theory-based hidden Markov model. International Journal of 
Bio-Inspired Computation, 10(4), 239-247. 
[220] Baranwal, N., Singh, A. K., & Nandi, G. C. (2017). Development of a 
Framework for Human–Robot interactions with Indian Sign Language 
Using Possibility Theory. International Journal of Social Robotics, 9(4), 
563-574. 
[221] Singh, A. K., Baranwal, N., & Nandi, G. C. (2017). Development of a 
self reliant humanoid robot for sketch drawing. Multimedia Tools and 
Applications, 76(18), 18847-18870. 
[222] Singh, A. K., Baranwal, N., & Nandi, G. C. (2017). A rough set based 
reasoning approach for criminal identification. International Journal of 
IIIT-A, Robotics and AI Lab                                                                     181 
 
Machine Learning and Cybernetics, 1-19. 
[223] Singh, A. K., Baranwal, N., & Nandi, G. C. (2015, August). Human 
perception based criminal identification through human robot interaction. 
In Contemporary Computing (IC3), 2015 Eighth International 
Conference on (pp. 196-201). IEEE. 
[224] Singh, A. K., Joshi, P., & Nandi, G. C. (2014, July). Face recognition 
with liveness detection using eye and mouth movement. In Signal 
Propagation and Computer Technology (ICSPCT), 2014 International 
Conference on. IEEE (pp. 592-597). 
[225] Singh, A. K., & Nandi, G. C. (2012, October). Face recognition using 
facial symmetry. In Proceedings of the Second International Conference 
on Computational Science, Engineering and Information 
Technology (pp. 550-554). ACM. 
[226] Singh, A. K., Chakraborty, P., & Nandi, G. C. (2015, November). Sketch 
drawing by NAO humanoid robot. In TENCON 2015-2015 IEEE Region 
10 Conference (pp. 1-6). IEEE. 
[227] Singh, A. K., & Nandi, G. C. (2016). NAO humanoid robot: Analysis of 
calibration techniques for robot sketch drawing. Robotics and 
Autonomous Systems, 79, 108-121. 
[228] Singh, A. K., Joshi, P., & Nandi, G. C. (2014). Face liveness detection 
through face structure analysis. International Journal of Applied Pattern 
Recognition, 1(4), 338-360. 
[229] Singh, A. K., Kumar, A., Nandi, G. C., & Chakroborty, P. (2014, July). 
Expression invariant fragmented face recognition. In Signal Propagation 
and Computer Technology (ICSPCT), 2014 International Conference 
on (pp. 184-189). IEEE. 
[230] Singh, A. K., & Nandi, G. C. (2017). Visual perception-based criminal 
identification: a query-based approach. Journal of Experimental & 
Theoretical Artificial Intelligence, 29(1), 175-196. 
[231] Singh, A. K., Joshi, P., & Nandi, G. C. (2016). Development of a Fuzzy 
Expert System based Liveliness Detection Scheme for Biometric 
IIIT-A, Robotics and AI Lab                                                                     182 
 
Authentication. arXiv preprint arXiv:1609.05296. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
IIIT-A, Robotics and AI Lab                                                                     183 
 
 
 
 
 
 
 
 
