Simplified models for predicting engine mount forces have traditionally been developed based on the assumption that for a well-balanced low-speed engine, the reciprocating dynamics can be decoupled from the three-dimensional motion of the engine block. In this paper the simplification is done systematically, using a technique previously developed by the authors to search for decoupling within a model, and to partition models in which decoupling is found.
INTRODUCTION
The role of computer simulation in engineering design continues to increase as companies strive to gain competitive advantage by reducing the time required to move from concept to final product. As model complexity increases in step with advances in computer technology, the engineer remains well served to use "proper models" -simulation models with sufficient predictive ability but minimum complexity.
Proper Modeling [1] has been defined as the systematic determination of the model of minimal complexity that a) satisfies the modeling objectives and b) retains physically meaningful parameters/variables for design.
Techniques compatible with the proper modeling philosophy should be systematic and algorithmic, minimizing the need for a domain expert to override the algorithms and leverage his or her experience and intuition to generate the optimally reduced model. The techniques are to be applicable to multiple energy domain systems containing electrical, hydraulic, thermal, or mechanical elements. To ensure that underlying assumptions remain valid throughout the design process, the required complexity of the model should be reevaluated as the system parameters and environment change.
Algorithms have been developed to help automate the production of proper models of dynamic systems. Existing algorithms can deduce the appropriate linear system model complexity from subsystem models of variable complexity [1, 2] , or reduce complex nonlinear models using an energybased metric [3, 4] . Recent work has focused on systematically determining if boundaries or partitions exist in the model that allow application of model reduction techniques to two or more simpler submodels. A priori assumptions of one-way coupling within a system are often made to achieve the latter goal. For example, longitudinal dynamics are assumed to be decoupled from pitch motion when replacing a complex halfcar model with a point mass. Engine vibration modeling, the focus of this paper, is often facilitated by decoupling reciprocating dynamics from the motion of the block on its mounts.
Background -Engine Mount Force Prediction
Accurate prediction of engine vibration is important for the design of engine mounts, for prediction of loads transmitted to the vehicle frame, and for assessing whether vibration affects customer perceptions of quality.
The reciprocating engine components move within a block that is supported by compliant mounts, and thus has six degrees of freedom. Velocity of the block creates gyroscopic forces and torques on the reciprocating components within, and these gyroscopic efforts subsequently affect the motion of the block and the mount forces transmitted to the vehicle frame. A "fully-coupled" model, in which the reciprocation occurs within a block moving in three dimensions, can be computationally unwieldy. Common practice, in the interest of reducing model complexity and simulation time, has been to predict engine mount forces with a decoupled model as follows. First, a reciprocating dynamics model assumes that the block is stationary, and calculates constraint forces and torques thereupon due to piston, connecting rod, and crankshaft motion. These forces and torques are then applied to a constant-inertia model of the engine block on its mounts.
Use of one-way coupled models is described in [5] and [6] . Shiao et al. [7] caution against the use of "constant inertia" models for predicting shaft speed and acceleration for all but low speed or low-bandwidth control applications. Hoffman and Dowling [8] constructed single-and six-cylinder models to show that the one-way coupled model should be restricted to well-balanced or low-speed engines, and only when the engine block is not subject to large pitch or yaw excitation by the vehicle.
The engine-mount decoupling problem can be stated thus: determine whether or not the motion of the engine block significantly affects the forces and torques applied by the reciprocating components to the block along its body-fixed axes.
Recent work on model partitioning proposed a systematic and algorithmic approach that allows engineers to avoid adhoc partitioning techniques. Using an energy based metric, weakly coupled boundaries are identified, and the model is then systematically partitioned.
In general, the ability to partition a system suggests the possibility of parallel simulation or separate partition design with simpler models. Hence it is the objective of this work to approach an arbitrary lumped-parameter model, quantitatively determine whether or not partitioning is possible, and demonstrate the benefits thereof. The engine mount force prediction problem provides a relevant case study for which a body of literature exists on decoupled models generated using intuition and a priori assumption.
The paper is organized as follows: background on the bond graph formulation is reviewed in the next section. The model partitioning algorithm is then described. The subsequent sections describe the engine and its model, and show the results of applying the partitioning algorithm. A summary and conclusions are given in the last section.
BOND GRAPH MODEL FORMULATION
The optimal language for Proper Modeling is one in which energy is conserved, power flow paths can be identified, and power flow associated with elements and their connections can be readily determined. Since bond graphs by definition have these characteristics, they are the chosen formalism for the current research.
In bond graphs, generalized inertias and capacitances store energy as a function of the system state variables. The state variables -generalized momentum and displacement for inertias and capacitances -are the stored quantities whose time derivatives equal the flow of that property into the element [9] . The time derivatives of generalized momentum p and displacement q are generalized effort e and flow f. Table 1 expresses the generalized power (effort and flow) variables and energy (momentum and displacement) variables in the terminology of common engineering disciplines. Generalized resistors remove energy from the system, and have a constitutive law relating generalized effort to generalized flow.
Power-conserving elements allow changes of state to take place [9] .
Such elements include power-continuous generalized transformer (TF) and gyrator (GY) elements that algebraically relate elements of the effort and flow vectors into and out of the element. In certain cases, such as large motion of rigid bodies in which coordinate transformations are functions of the geometric state, the constitutive laws can be state-modulated. Kirchoff's loop and node laws are captured by power-conserving 1-and 0-junctions, respectively. Sources represent ports through which the system interacts with its environment. The power conserving bond graph elements -TF, GY, 1-junctions, 0-junctions, and the bonds that connect them -are collectively referred to as "junction structure".
Power bonds contain a half-arrow that indicates the direction of algebraically positive power flow, and a causal stroke normal to the bond that indicates whether the effort or flow variable is the input or output from the constitutive law of the connected elements.
Full arrows are reserved for modulating signals that represent powerless information flow such as orientation angles that determine the transformation matrix between a body-fixed and inertial reference frame. Table 2 defines the symbols and constitutive laws of sources, storage and dissipative elements, and powerconserving elements in scalar form. The constitutive laws are consistent with the placement of the causal strokes. The reader is referred to [10] for a more thorough development of bond graphs. Table 1 -Generalized Bond Graph Elements   Table 2 
-Bond Graph Elements
The engine bond graphs that follow will contain bonds and elements with both scalar and vector governing equations. The reader is referred to [11] for a description of the vector bond graph extension.
20SIM was chosen as the bond graph user interface and simulation program for the current research [12] . 20SIM allows the assembling and combining of bond graphs and block diagrams from modular element libraries. 20SIM automatically converts the bond graph into an equation model and can perform the numerical integration with one of several integration schemes for either explicit or implicit systems of equations.
MODEL PARTITIONING ALGORITHM
The constraint equations represented by the bond graph junction structure link the constitutive law variables of dynamic elements, and thus can give insight into the location of weak coupling upon
• computation of an appropriate quantitative metric for the constraint terms • comparison of the relative contribution of each term • identification of negligible terms. Partitions are defined as groups of dynamic elements demarcated by negligible constraint terms. Here the insight provided by bond graphs is extremely valuable.
Examining the relative activity [3] of bonds at each 0-or 1-junction has been proposed as a fundamental and meaningful way of unearthing negligible constraint equation terms. The junctions and their incident bonds represent all constraint equations in a simulation model. Activity of an element or bond over the time interval t 1 to t 2 is defined as:
where P is instantaneous power of the element or bond. Activity is always positive, and either constant or monotonically increasing, over a given time interval. The partitioning approach and algorithm are presented in greater detail in [13] . The procedure is summarized below.
Model Conditioning and Partition Search
The algorithm consists of the following general steps, as depicted in Figures 1 and 2 .
Step 0: Construct a bond graph model of the system that can be considered the "full" model inasmuch as its complexity captures the dynamics of interest. Record the outputs of interest from the full model for later comparison with reduced or partitioned models.
Step 1: Calculate the activity of each bond in the graph, and compare, at each junction, the activity of each connected bond to the junction maximum. Low relative activity of bond i at a junction implies that: Locally inactive bonds are defined as those with an activity ratio falling below a user-defined threshold:
Step 2: "Condition" the bond graph by converting the bonds with negligible activity to modulated sources. Table 3 summarizes the conversion implications for bonds depending on the junctions or elements to which they are attached. For Scenario (i), Case A, the activity of bond 1 is low compared to the other bonds at the 0-junction, but is on the order of the other bond activities at the 1-junction. The flow input to the 0-junction can be eliminated, and the effort input to the 1-junction delivered by a modulated effort source. In Case B the bond activity is locally inactive at the 1-junction, but is on the order of the other 0-junction activities. Scenarios (ii)-(iii) extend the conversion to transformers and gyrators. Note that due to their power-conserving nature, TF and GY elements have the same activities for bonds 1a and 1b.
Scenarios (iv)-(v) consider local inactivity of an external junction structure bond leading from a junction to a generalized element Z (representing an I, C, or R element). In Scenario (iv) the element is connected to a 0-junction and has negligible activity compared to the other 0-junction bonds. The element is given effort-in causality and its bond replaced with an MSe. In Scenario (v) the element has low activity at a 1-junction, and is given flow-in causality and its bond replaced with an MSf.
Step 3: Identify bond subgraphs (collections of bond graph elements) that are connected by modulating signals instead of power bonds. Whereas a power bond is a conduit for two-way flow of information, the one-way modulating signals carry information from a locally "driving" element to a locally "driven". If removing modulating signals from the model results in two or more separate bond graphs, then subgraphs have resulted from bond conditioning and the most important pre-requisite for partitioning has been met.
Step 4: Identify driving and driven partitions -subgraphs between which all modulating signals carry information in one direction.
Step 5: Reduce the model as follows. If the only outputs of interest are in driving partitions, eliminate the driven partitions. If an output of interest is associated with a driven partition element, replace its driving partition(s) with the necessary inputs (time histories) to excite the driven partition.
As will be shown in the following case study, driven partition outputs can be generated faster (compared to all-atonce simulation of the full model) by simulation of the driving partition by itself (to generate the modulating signal data) followed by simulation of the driven partitions. Individual partitions can be subject to model reduction using algorithms such as the Model Order Reduction Algorithm (MORA) [3] . The identification of partitions also resolves some known inefficiencies of MORA for systems with weakly coupled subsystems.
Table 3 -Inactive Bond Interpretation
Scenarios (iv) and (v) in Table 3 show trivial partitions upon conditioning of an external junction structure bond. The modeler has the option of eliminating the energy storage or dissipative element, or disregarding locally inactive external bonds until after partitioning of the full model. If the model can be divided into non-trivial partitions, then conditioned internal junction structure bonds will form the partition boundaries.
In the event that bond 1 in Table 3 is locally inactive at both junctions to which it is attached, or if bonds 1a and 1b are both inactive in the TF or GY elements, then the bond, TF, or GY element can be completely eliminated. 
ENGINE MOUNT FORCE PREDICTION CASE STUDY
The Detroit Diesel Series 60 in-line six-cylinder engine was modeled in [8] to study the ability of a one-way coupled model to predict engine mount forces during steady state operation. The one-way coupled model (OWCM) mount forces were generated by 1) operating the engine with the block rigidly constrained to the inertial frame, 2) measuring the rigid constraint forces and torques, and 3) applying the constraint forces and torques to the non-running engine on its compliant mounts. In the following text, the "OWCM" designation will refer to this model, generated through an a priori assumption of decoupling based on intuition and experience.
The in-line six-cylinder architecture is inherently balanced for the first and second engine rotational speed harmonics. The dominant component of the engine mount forces for an engine on a test stand is therefore third-order. The Hoffman and Dowling OWCM showed single-digit percentage errors for the third-order component for an engine with no cylinderto-cylinder variation in mechanical parameters or combustion forces.
As imbalance was added or actual measured combustion forces were used, the discrepancies grew.
A bond graph model of the engine was developed and subjected to the partitioning algorithm to:
1) verify that decoupling would be unearthed using a quantitative power-flow-based approach 2) compare the OWCM and partitioned models (the model decoupled using the new algorithm will hereafter be referred to as the "partitioned" model)
3) demonstrate the physical insight gained by systematic partitioning. Figures 3 and 4 show schematics of the individual cylinder slider-crank mechanisms, and the crankshaft. The bond graph was formulated in terms of body-fixed coordinates using the axes shown. The block and crankshaft origins were both located at point O, and the respective coordinate systems were initially coincident with the z-axis upward through the bore of Cylinder 1. The mounts generated forces in the three orthogonal directions parallel to the block-fixed system. Combustion forces were applied as a function of crank angle.
The model parameters and experimentally-determined combustion forces are from [14] . For the present case study the Cylinder 1 force vs. crank angle curve was used for all cylinders, with the curves for Cylinders 2-6 shifted on the crank axis to mimic the firing order. These forces, when applied to the engine with an internal damping value of 30 Nm-s/rad at the main bearing, produced a steady-state speed of approximately 65 rad/s (620 rpm). Figure 5 shows the top level of the full model bond graph. The Speed Control consists of a startup torque source and a resistor element representing the internal engine friction. The mounts are shown in the top level as three parallel threedimensional spring-damper pairs. Figure 6 depicts the vector bond graph of the engine block. Model partitioning required decomposition of the Crankshaft and Cylinder vector bond graphs into scalar graphs. The decomposed submodels are shown after partitioning in the following section. Parasitic elements (C and R elements in parallel) were used in the model to yield an explicit set of ordinary differential equations. Relevant mass, parasitic stiffness, and geometric parameters may be found in the Appendix.
Numerical simulation was performed within 20SIM using the Vode-Adams variable-step stiff system integrator. Absolute and relative tolerances were set at 10 -6 . Two seconds of steady-state mount forces were generated for comparison with the decoupled model.
MODEL PARTITIONING RESULTS

Partition Boundaries and Interpretation
Applying the junction structure activity search algorithm, and setting a local activity threshold at 5% of the maximum bond activity at a junction, resulted in a conditioned model containing subgraphs. Table 4 describes the location of each inactive bond along with the description of the modulating signal that replaces it, and the physical interpretation of the resulting reduced constraint equation. Elements such as modulated transformers that have modulated sources into each port are omitted.
The subgraphs are summarized as follows, and are consistent with the notion of reciprocation about a fixed crankshaft axis:
" Figure 7 shows the driving partition. Cylinder 1 is shown in its entirety, and Cylinders 2-6 are identical. The block arrows are required outputs to the driven partition that must be written to a data file during simulation of the reciprocating dynamics if the block motion for that running condition is to be predicted.
The driven partition consists of the Block, Main Bearing, and Speed Control submodels; mounts, non-driving portions of the Crankshaft as shown in Figure 8 , and the portion of the cylinder submodel shown in Figure 9 . The six driven Cylinder submodels are identical. 
Mount Force Prediction
If a model such as the engine can be decoupled into driving and driven partitions, then the energetic and powerconserving elements of the reciprocating dynamics can be simulated alone, to generate the inputs to the six degree-offreedom block. To predict the block motion, the reciprocating dynamics can be replaced by input data files. Figures 10 and  11 show sample Front and Left-Rear mount force results from the steady-state engine simulation. The partitioned model predicts all the major vibrating components accurately, and also matches the DC offset of all components. Table 5 shows single-digit percentage errors of the partitioned model dominant vibration amplitudes, which are on the order of the OWCM errors reported in [8] . Table 6 compares the model size and number of computation steps for the full, conditioned, and partitioned models. Figure 12 shows the relative computation times. For the partitioned model, the individual times for sequential simulation of the driving and driven partitions sum to the total time. The small computation time for the driving partition is highlighted in the figure. The Vode-Adams absolute and relative integration tolerances were 1e-6 for all runs. The times reflect the effort required to write the driving partition outputs to a file every 0.0001 seconds, and the mount forces to a data file every 0.001 seconds. Computation steps and time are for one second of simulation.
Table 6 -Model Size Comparison
Identification of partitions thus reduces the size of individual simulation models, which will typically bring computational gains as shown above. In contrast with model reduction methods that strictly eliminate insignificant energy storage elements, the partition-based reduction removes both dynamic and "kinematic" (power-conserving) model structure. Merely conditioning the model can break algebraic loops and reduce state dependencies, thus improving computation time without partition identification and elimination. 
DISCUSSION
Bond conditioning successfully divided the original system into subgraphs, with all conditioned bond modulating signals directed from "reciprocating" to "extended block". However, pre-existing orientation angle signals from the extended block modulated the reciprocating dynamics. For the crankshaft and connecting rod, for example, the ω y and ω z signals are in the driven submodel, but are inputs to the Cardan angle equations that modulate both driving and driven aspects of coordinate transformations. To generate the partitionable model, only ω x was used to calculate the rate of change of the orientation angles in the driving submodel. Replacement of ω y and ω z with zero signals created orientation angles consistent with the idea of reciprocating component rotation about a non-moving crankshaft axis. See Figures 7-9 .
The crankshaft and connecting rod submodels generate two sets of Cardan angles, with the driven set indicated by the suffix n in Figure 8 and the driving set denoted by the suffix g. The Cardan angle separation can be justified qualitatively upon examination of the crankshaft and connecting rod angular velocity components. The angular velocities, and thus the rates of change of the reciprocating Cardan angles, were dominated by the ω x components. All three components of the piston angular velocity are driven, and holding the piston Cardan angles constant at their initial values was a good approximation for simulating the driving dynamics.
The modulating signals can be more formally separated if the element constitutive law can be separated into modulated and non-modulated portions, and if the non-modulated portion can be represented by a separate element that is locally inactive. If the constitutive law is not analytically separable but a nominal constant value of the modulating signal can be found, then the element can be duplicated and the signal split into constant and varying components. A constant-signal element does not require modulation, and the duplicate element is modulated by the difference between the total and nominal signal values.
The validity of zeroing the y and z angular velocity contributions to the driving Cardan angles was checked using the following procedure:
1. Perform the simulation with the fully-coupled Cardan angle computation, recording the driving submodel transformer moduli into an array R1 2. Separate the Cardan angles, repeat the simulation, and record the same moduli into an array R2 3. Create a third array R1-R2, representing the difference between the separated and full model Cardan angle moduli. Note that R2 + R1-R2 = R1. 4. Duplicate the driving scalar transformers. Modulate one with the pre-recorded R2 array, and one with the R1-R2 array. 5. Re-run the simulation and verify that the activities of the R1-R2 MTF elements are locally negligible. A sample result for the Cylinder 2 crank pin velocity transformation is shown in Figure 13 . The R1-R2 MTF moduli are denoted by the prime symbol, and their activities circled. Both bonds of each MTF are locally inactive. In this example the nominal signals are not constant, and thus still require modulation. However, the modulation comes entirely from within the driving partition.
Figure 13 -Modulating Signal Elimination
The fundamental difference between a traditional, ad-hoc OWCM and the partitioned models is that the driven partition does not have constant mass properties. The low-power inertias of each cylinder generate forces that vary as functions of the piston displacement. While the driven partitions are more complex than the non-running engine block in a conventional OWCM, the partitioning algorithm divides the dynamics more finely between the reciprocating and global block submodels. In the OWCM a given body is either present or not present. The piston model in the partitioned models, for example, has its z-motion associated with the driving dynamics, and its inertial effects and lateral and longitudinal degrees of freedom in the driven. Applying the conditioning and partitioning algorithm automatically identifies groups of elements between which oneway coupling exists, and can further subdivide the individual groups. A collection of driven sub-partitions exists within the driven dynamics as shown in Figure 14 . For each cylinder, the junction structure between the crankshaft and connecting rod ω x 1-junctions is a) driven and b) contains no outputs of interest, and thus can be eliminated.
Figure 14 -Driven Sub-partition
The systematic approach facilitates prediction of the required model complexity as cylinder imbalance is introduced, or as the engine runs in a moving vehicle where gyroscopic efforts from crankshaft pitch can affect mount forces. Models of intermediate complexity between the fully-and decoupled can be generated more easily based on junction structure activity and "de-conditioning" of bonds, than from intuition. For example, slight imbalance or increase in speed may require the reinstatement of the Figure 14 sub-partition into the driven dynamics.
In the lower-power force components such as F x in Figure  11 , a small amount of lower-frequency drift occurs in the partitioned model. The conditioned model did not exhibit the same drift. Tightening the simulation tolerances to 1e-8 and updating the driving partition output file after each computation time step, rather than at 0.0001 second intervals, caused the partitioned model simulations to converge to the conditioned model as expected. The use of discrete file inputs was thus the primary contributor to the spurious low-order effects.
Significant computational savings resulted from model partitioning, which are especially interesting in the context of optimal design during which a large number of iterations may be required. The large cumulative computation time reduction motivates partitioning even if single runs of the full model can be handled without difficulty.
Finally, while the bond graph method facilitates the application of the method, other modeling approaches are suitable as long as the necessary power and energy variables can be extracted from the simulation environment. The algorithm is, however, limited to systems that can be modeled as a collection of discrete elements. In a non-graphical formulation, issues in organizing the constraint equations, calculating the power flow of each term, and identifying bond subgraphs from the collection of negligible terms warrants further research. Future work will also leverage quantitative model validation methods [15] to more systematically establish the activity threshold.
SUMMARY AND CONCLUSIONS
An algorithm to automate the identification of decoupling within a dynamic system model is applied to a balanced in-line six-cylinder engine model to simplify the prediction of mount forces. The algorithm systematically finds driven partitions that are excited by driving partitions, but do not affect the driving dynamics. In the engine model, a driving partition was identified consisting of the internal reciprocating components moving in fixed planes. The driven partition consisted of the engine block on its compliant mounts along with dynamic aspects of the internal components out of the plane of reciprocation. Mount forces were predicted accurately, and with computational savings.
The result verifies engine dynamics decoupling that has been demonstrated by other researchers.
The new algorithm can be applied to an arbitrary lumped parameter model and, in contrast to traditional ad-hoc decoupling methods, can quantify the degradation of the decoupling as the system parameters or environment change. 
APPENDIX -ENGINE MODEL PARAMETERS
