Among the options for industrial waste heat recovery and reuse which are currently discussed, heat pumping receives far less attention than other technologies (e.g. organic rankine cycles). This, in particular, can be linked to a lack of comprehensive methods for optimal design of industrial heat pump and refrigeration systems, which must take into account technical insights, mathematical principles and state-of-the-art features. Such methods could serve in a twofold manner: (1) in providing a foundation for analysis of heat pump economic and energetic saving potentials in different industries, and further (2) in giving directions for experimentalists and equipment manufacturers to adapt and develop heat pump equipment to better fit the process needs.
Introduction
Heat pumping has gained increasing attention during the past decades not only for household applications but also for improving energy efficiency of industrial processes through waste heat recovery and valorization at elevated temperatures [1, 2] . As demonstrated in Appendix A.1 (Figure 11 ), research in the field of industrial waste heat recovery is largely dominated by organic rankine cycle (ORC) applications and thermoelectric devices. This may stem from a fully explored state-of-the-art of industrial heat pumps and integration methods; however, the marginal penetration of industrial heat pump systems (apart from basic refrigeration and airconditioning) [2, 3] contradicts this notion. The main barriers for broad usage in industry were identified as lack of knowledge and of comprehensive heat pump integration methods to provide improvement potentials [2, 3] . This work mainly covers single fluid, mechanically driven systems due to their advanced technological development and operative flexibility (see Appendix A.1 for more explanation). After a state-of-the-art analysis of current synthesis methods, this work presents a novel heat pump superstructure with a bi-level solution strategy in the methodology section, followed by application of the method to various literature cases in the results and discussion section.
State-of-the-art
The focus of this work lies on mechanically driven heat pump synthesis methods for industrial processes. Since these techniques rely on modeling state-of-the-art heat pump technologies, a short review of available heat pump features was conducted. Chua et al. [2] and most recently Arpagaus et al. [4] presented comprehensive literature reviews on advances in mechanically driven (multi-temperature) heat pump systems. The most recurring features relevant for large-scale modeling of industrial heat pumps were identified and are presented in Table 1 . These include multi-stage compression and expansion, ejectors, cascaded cycles, gas-cooling, subcooling, economizers, and presaturators. Other developments, which impose different system architectures (desiccant cooling [2] ) or more refined equipment modeling (scroll and oil-free compressors [2, [4] [5] [6] ) are not discussed in this work. Table 2 provides an overview of the studies introducing synthesis methods discussed in this section. In the presented approaches, it is differentiated between conceptual methods which are based on expert judgment, heuristic rules, or graphical analysis; and mathematical methods, which rely of mathematical programming to perform systematic optimization. This work presents a contribution to the latter which is thus discussed at greater length.
Conceptual methods
Conceptual, or insight-based, methods are not limited by the problem size and therefore always lead to a solution though global optimality will seldom be reached. As early as 1974, Barnés and King [7] and later Cheng and Mah [8] proposed methods based on a set of heuristic rules, dynamic programming, and expert judgment for synthesis of industrial heat pump systems. In 1978, a milestone was achieved, when Linnhoff and Flower [9] proposed a method now commonly known as pinch analysis (PA) [10] which, for the first time, allowed systematic analysis of a process net thermodynamic requirements and maximum heat recovery potential. This led Townsend and Linnhoff [11] to derive the theoretical foundation for ideal placement of heat engines and heat pumps based on the principles of PA. They concluded that system Table 1 : Heat pump features considered in this work as identified by [2, 4] . Feature Description Feature Description (A) Multi-stage compression [4, [13] [14] [15] Provide higher COP through intermediate vapor cooling while imposing challenges for direct vapor injection (multi-stage compressor) or lubrification management (multiple singlestage compressors) (B) Multi-stage expansion (intercooling) [16, 17] Offers lower technical complexity and higher performance through cooling at intermediate pressure level (with aid of several expansion valves for a singlestage compressor) (C) Cascaded cycles [18] Enable coverage of wider temperatures ranges due to the possibility of working fluids switching with applications in natural gas liquefaction or other cryogenic processes, or waste heat recovery with a strong temperature lift (D) Gas-cooling [19] Allows to recover heat from the superheated vapor at the compressor outlet (e.g. in a separate heat exchanger), and therefore generates a multi-temperature profile at a single pressure level at higher capital expenses (E) Economizer [19] Permits to preheat the saturated vapor before entering a compressor by mixing with superheated vapor at the same pressure level (F) Subcooling [15, 17, 18] Subcooling before expansion improves the performance of heat pumps, however, possibly at the cost of additional heat exchanger installation (G) Presaturators (flashdrums) [15, 19, 20] Enable to saturate superheated vapor and to remove flash gas between expansion stages which improves the coefficient of performance in multiple ways (H) Ejectors [4, 17, [20] [21] [22] Allow compression of a low pressure fluid through the expansion of a high pressure fluid (principle of suction) at low maintenance and capital expenses. Ejectors were not considered in this work, but are mentioned due to their promising characteristics improvement from a thermodynamic standpoint can only be achieved if heat pumps are placed across the process pinch temperature (A.1). Industrial capital budgeting, however, is seldom based upon thermodynamic objectives. Other drivers play a major role including economic and environmental concerns as well as technical constraints. Therefore, subsequent researchers added thermo-economic principles and technical constraints into their decision process as shown e.g. by Ranade [12] with a trade-off formula between the temperature lift and heat exchanger cost in total site analysis (TSA) (see Table 2 ).
Mathematical methods
Mathematical methods ensure identification of an ideal point with regard the selected objective(s); however, convergence of optimization techniques becomes increasingly difficult with growing problem size. Therefore, many studies considered a reduced solution space, such as discretized temperature levels, simplified heat pump cycles, disregarding PA principles, or preselecting working fluids. The studies presenting mathematical methods are analyzed in the following paragraphs based on selected characteristics.
Temperature level selection In the literature, temperature level (used here interchangeably with pressure level) selection was handled in two ways. The primary approach relies on predefined or discretized temperature levels among which compressor units are activated using integer variables. The first comprehensive methodology for optimal industrial heat pump design based on discrete temperature levels was presented by Shelton and Grossmann [23] [24] in the form of a mixed integer linear programming (MILP) superstructure. Many subsequent authors used discretized temperature levels (as depicted in Table 2 ), resulting in a diminished solution space and therefore increasing the risk of identifying a sub-optimal solution. Fewer authors presented methods with continuous temperature levels as part of the decision variables, which renders the problem structure nonlinear as presented e.g. by Colmenares and Seider [25] .
Pinch analysis The principles of PA were considered in most methodologies listed in Table 2 . Few authors presented algorithms neglecting PA, which reduced the problem size at the cost of disregarding the heat recovery system and its dependencies.
Heat pump features In modeling heat pump features, three approaches addressing different levels of detail were observed in the literature. In the first group (1), heat pump performance was modeled based on general thermodynamic principles. It aids in estimating potentials for improvements reachable with heat pump integration but lacks specification of real fluids or system design. Works contained in the second group (2) modeled basic single-stage heat pump cycles based on real fluids assuming that superposition of simple cycles could represent more complex systems. This leads to underestimation of performance and thus sub-optimal solutions could be generated. The third group (3) contains work presenting rigorous heat pump models including technical features from Table 1 . Most of these included multi-stage compression and pre-saturation, while some additionally considered liquid sub-cooling, preheating before compression, or gas-cooling, and very few authors examined multi-stage expansion including Aspelund et al. [26] . No previous work has comprehensively included all identified heat pump features.
Objective function Apart from the work of Becker et al. [27] , the works discussed here have presented mathematical approaches for single-objective optimization of industrial heat pump systems with objectives such as minimizing exergy losses or total cost. In praxis, decisionmaking is based on many factors and it is thus difficult to obtain the global solution from single-objective optimization. Therefore, it is advantageous to derive multiple solutions such that the final decision can be based on several criteria including expert judgment, which could be facilitated by multi-objective optimization.
Fluid selection Fluid selection has not been considered extensively in heat pumping literature. Some authors have compared different working fluids based on thermodynamic principles, such as Oluleye et al. [28] , while others mainly derive the optimal mass flow rates or composition from preselected fluids, including Kamalinejad et al. [29] . Few researchers have integrated fluid selection into the optimization in the form of integer, binary, or continuous variables such as Becker [27] , Vaidyaraman and Maranas [30] , or Colmenares and Seider [31] . The candidate fluids were principally selected based on fluid critical properties and triple point.
Discussion and goal
The discussion of studies presenting conceptual and mathematical methods for optimal heat pump design and integration with industrial processes is summarized as follows.
1. Conceptual methods provide important insight to problems but cannot assess solution optimality. The advantage is, however, that technical infeasibilities and practical constraints can be considered without facing computational problems. 2. Mathematical methods may experience convergence issues for large scale problems due to increasing complexity. Therefore, many studies considered a reduced solution space. 3. Few studies provide a combination of conceptual and mathematical approaches, which can harvest the advantages of both methods, e.g. through introduction of technical constraints, or multi-solution generation. 4. The potential impact of heat pumping for industrial waste heat recovery is not clearly communicated. This paper addresses the gaps denoted (2) and (3) by presenting a novel comprehensive superstructure synthesis method which is solved using mathematical programming for optimal integration of industrial heat pump systems. Preliminary versions of this heat pump superstructure (HPS) [32, 33] were generalized and extended to incorporate fluid selection, HEN [34] 2016 AHP MINLP -contin. 1 TAC G Oluleye et al. [35] 2016 HP/AHP/HE/AHT TP HYSYS 10 K 2 Fuel S TP Oluleye et al. [36] 2016 HP/AHP/HE/AHT MILP HYSYS 10 K 2 TAC S Binary Dinh et al. [37] 2015 HP MILP PR fixed 3 Power S ( ) Flowrates Kamalinejad et al. [29] 2015 HP MINLP RP contin. 3 TAC S ( ) Flowrates Liu et al. [38] 2014 HP TP -fixed 3 Power S TP Khan and Lee [39] 2013 HP NLP PR contin. 3 Power 4 ( * ) M ( ) Composition Hackl and Harvey [40] 2013 HP TP simple fixed 1 -G Becker [27] , [41] 2012 [51] 1993 HP/AHP/AHT TEP generic fixed 1 TAC G Linnhoff and Dhole [52] 1992 HP TP simple fixed 3 Power S Swaney [53] 1989 HE/HP LP simple fixed 3 TAC S Colmenares and Seider [25] 1989 HE/HP NLP PR contin. 2 TAC S Flowrates Ranade [12] 1988 HP EP simple contin. 1 TAC G Colmenares and Seider [31] 1987 HE/HP NLP PR fixed 2 TAC S Flowrates Shelton and Grossmann [23] 1986 HP LP [54] 1 K 3 TAC S Shelton and Grossmann [24] 1986 HP MILP [54] 10 K 3 TAC S Townsend and Linnhoff [11] 1983 HE/HP TP Tabl. fixed 2 Exergy S Cheng and Mah [8] 1980 HP HR SRK contin. 3 TAC S TP Barnés and King [7] 1974 HP HR MIP SRK contin. 3 TAC S cost estimation, technical constraints and a comprehensive list of heat pump features. A multiobjective decomposition solution strategy allows convergence for large problems and provides multiple solutions for expert judgment adapted to the diverse criteria relevant in industry. This strategy addresses the shortcomings of previous work and provides a clear design method based on a comprehensive superstructure and mathematical programming.
Methodology

Problem statement
Given an industrial process with thermal and material demands and a set of candidate utility technologies, including potential heat pumps, the goal is to find the optimal utility system including the optimal design of the heat pump system. The optimal heat pump layout should encompass specification of technologies, features, working fluid and operating conditions. This method, therefore, aims at providing a utility target and preliminary design of the heat pump system as the basis for detailed design considering dynamic behavior in a subsequent step.
Superstructure synthesis
A flowsheet and a temperature entropy diagram of the novel heat pump superstructure (HPS) are depicted in Figure 1 . It illustrates the various potential pathways and features considered in the superstructure. Some features are represented in sample cycles. The superstructure is equipped with a condenser and evaporator at the highest and lowest pressure levels, respectively. The intermediate levels additionally contain a presaturator, a post-compression gas-cooler, a subcooling heat exchanger, and a superheater. Compressors and valves are made available between all pressure levels. Superheated vapor exiting the compressor can be de-superheated in a heat exchanger (gas-cooler) and condensed (represented by one heat exchanger), and/or sent to a presaturator which saturates the fluid and separates it into its phases. Two-phase flow leaving the expansion valves can be evaporated (and potentially superheated by mixing or heat exchange) and then compressed or mixed with condensate with options of inter-cooling and/or subcooling before expansion.
Mathematical formulation
The statement above corresponds to a non-convex Mixed Integer Nonlinear Programming (MINLP) problem. The integer variables relate to activation of different technology options while nonlinearities mainly arise from capital cost correlations and the intrinsic nonlinearity of thermodynamic property correlations. Therefore, a decomposition strategy [62] is applied as presented in Figure 2 which incorporates the nonlinearities at the master level solving the linear problem at the slave level. The variables present in the nonlinear constraints are set at the master level and thus act as parameters for the slave optimization. At the slave level, the linear problem is solved and the decision variables contained in the linear constraints and the linear objective function are transferred to a post-computational analysis where the nonlinear capital cost correlations and objectives are calculated. Based on the objective function values, a convergence check is performed and a new iteration is initiated at the master level.
The main assumptions considered in the heat pump superstructure are:
• the thermodynamic behavior is at steady-state • heat losses and pressure drops in piping and the components are negligible • the outlet of a condenser is either saturated or subcooled
• the outlet of an evaporator is either saturated or superheated • isenthalpic expansion in the valves • the minimum approach temperature difference is fixed for every stream (and follows the indications from the literature cases) The conventions in the equations presented below are that scalar decision variables are represented by italic letters, scalar parameters by roman text, vectors are always represented in bold (italic for variables, roman for parameters), and sets are represented in roman bold uppercase.
Master level
At the master level, a black box optimization is performed where the variables present in the nonlinear constraints are the decision variables. These are mainly the heat pump saturation temperature levels (T i ), the fluid (d), the subcooling, gas cooling, and compressor preheating temperature differences (∆T i,SC , ∆T i,DSH , ∆T i,P RE ), and all thermodynamic properties derived from these. An additional variable is introduced in order to vary the weight (ξ) of the two components in the objective function at the slave level (see section 3.3.2 -objective function). The properties are retrieved from the open-source database CoolProp [56] . The variables and objective functions at the master level are found in Table 3 . Black-box multi-objective nonlinear optimization is performed by Dakota [64] using a multi-objective genetic algorithm (MOGA) [65] which allows analysis of a wide solution space. The specifications used are presented in appendix A.2.
Objective function Different objective functions are of interest when optimizing industrial heat pumps such as the exergy efficiency, coefficient of performance (COP), environmental impact, or cost. Based on the literature cases considered in the results and discussion section, the objectives of the multi-objective optimization were based on economic criteria, i.e. annualized capital expenses (capex) and yearly operating expenses (opex) as shown in Equation 1. [62, 63] .
The capex (depicted in Equation 4 ) consists of the investment costs of all technologies w and the HEN cost estimation calculated using Equation 3. The HEN area is estimated as suggested by Townsend and Linnhoff [10, 66] based on vertical intervals in the composite curves. HEN design based on mathematical principles, as well as optimization of the minimum approach temperature (ΔT min ) was not performed in this work, but could be added to the solution strategy.
Link to slave level The utility and heat pump technology sizing is performed at the slave level. The results from the slave optimization serve as input to calculate the master level objective functions. These are the maximum size (f w ) and existence (y w ) of each technology w influencing the equipment investment and heat exchanger network cost estimation.
Slave level
The HPS is embedded in the utility targeting problem of Maréchal and Kalitventzeff [68] where the optimal utility system for an industrial process is found based on the thermal and material needs considering maximum heat recovery. This means that all elements of the heat pump, namely condensers, evaporators, compressors, presaturators (flash-drums) and gas-coolers, are present as utility technologies in the targeting approach. The main variables at the slave level are the size and existence of each utility technology, including all heat pump elements. The size of each technology is decided by optimization based on the objective function while remaining subject to physical and thermodynamic laws. To ensure mass and energy conservation within the heat pump, additional constraints are added at all saturated liquid, vapor, and superheated vapor points. Since the saturation temperature and respective pressure levels as well as the subcooling and superheated properties are set at the master level, component sizing is linearly dependent on the state properties. Therefore, the problem can be described as a multi-period Mixed Integer Linear Programming (MILP) problem which is solved using commercial software (AMPL modeling language [69] ) with CPLEX [70] . Table 4 depicts the objective function and variables at the slave level. The utility targeting constraints are described in further detail in appendix C.1. The heat pump parameters for utility targeting as well as mass and energy balances are found in appendix C.2.
Objective function The MILP problem is solved with commercial solvers based on branch and cut methods for a single objective function. Investigation of a wide solution space regarding both objectives from the master level leaves two options for consideration. Table 4 Total investment cost
W set of utility technologies w f w maximum size of technology w y w existence of technology w C w investment cost function of technology w, see appendix C. 2 Heat exchanger network
set of hot, cold process and utility streams set of cold process and utility streams ∆Tlog, Annualized capital ex-
investment cost annualization factor m
[-] maintenance cost as fraction of total investment
Total annualized costs
Variables
Temperature levels (a) Constraining one objective with a variable controlled from the master level and minimizing the second objective or (b) Defining a weighted sum of the two objectives (wC T AC ) where the weighting factor (ξ) is controlled at the master level. Since alternative (a) generates more infeasible solutions and therefore leads to longer solution times, option (b) was selected and is expressed in Equation 6 .
Heat cascade The MILP slave model is subject to heat cascade constraints [68] which ensure heat transfer feasibility for maximum heat recovery. The set of equations are provided in appendix C.1
(Equation 13 -Equation 14).
Mass and energy balances All material and non-thermal energy requirements are described by a set of constraints. These equality constraints ensure that material/energy consumption and conversion are balanced within the system boundaries or compensated with help of the grid (utilities) which factors into the operating cost.
Variables The variables present at the slave level are the existence (y w p ) and sizing (f w p ) of each of the utility technologies w during each period p and the maximum size considering the entire operating range. Based on the objective function and thermodynamic input parameters selected at the master level, optimal sizes and operating conditions of all utilities including the heat pump technologies are derived within the optimization.
Heat pump specific constraints The general heat pump parameters such as the reference heat load of the evaporator and condenser and the reference electricity consumption of the compressors are presented in appendix C.2.1. These enter into the targeting constraints and are sized based on the process thermal requirements minimizing the objective function. Enforcing energy and mass conservation within the HPS requires additional constraints to be introduced. These are illustrated in further detail in appendix C.2.2. Mass and energy conservation are introduced at three different points on each pressure level, namely: the superheated vapor point after compression, the de-superheated or saturated vapor point before compression or condensation, and the saturated or subcooled liquid point after condensation or before evaporation. Since these points are fixed at the master level, all equations can be formulated with purely linear dependencies. Mass balances at all three points ensure that the working fluid mass flow rate is conserved throughout the heat pump system. Energy balance equations ensure that mixing (e.g. of two compressor outlets at the same pressure level) do not violate the energy conservation law. Superheated vapor mass and energy balances are introduced to study the effect of sensible heat recovery from the vapor (gas-cooling). This can either be achieved by installation of a separate heat exchanger (gas-cooler) or by accounting for sensible heat release in the condenser unit. Both options are separately modeled in this superstructure but does not have a major impact on the heat exchanger network cost estimation (since gas cooling in both cases imposes higher investment). The de-superheating temperature difference (∆T DSH,i ) selected at the master level can be understood as the temperature from which sensible heat release is considered. This temperature difference does not influence the energy balance but by manipulating the inlet temperature of the de-superheating, HEN solutions which require stream splitting can be avoided, which has an influence on the heat cascade. If it is set to zero, gas-cooling is neglected and the sensible heat contained in the superheated vapor is considered as if it was available only at saturation temperature levels.
Apart from energy and mass conservation, technical constraints can be considered as introduced below.
Number of heat pump stages The maximum number of stages of a heat pump cycle consisting of one fluid can be restricted as shown in Equation 7 .
Where G set of heat pumps with one working fluid L set of saturation temperature levels {1,2,3,..n l } y g,comp i→j overall existence of compressor between level i and j of heat pump g n max g maximum number of heat pump stages of heat pump g Compression ratio and minimum pressure Compressors with compression ratios or with pressure levels outside the bounds cannot be activated as depicted in Equation 8 . Heat exchanger size A minimum size for heat exchangers is introduced in the form of a soft constraint. Thereby, a fixed penalty cost is added to the units containing thermal streams as shown in Equation 9 . 
Fluid selection
Presuming fluid selection from known fluids and sub-critical operation, there are two options for conducting a fluid selection in the underlying method.
(a) the list of candidate fluids is added to the slave level, in which every unit (condenser, evaporator, compressors, etc.) is reproduced as many times as there are fluids; the fluids are then activated using binary variables connected to the existence of each unit (y w ), or (b) an integer variable referencing the fluid is added to the master level The advantage of selection at the slave level, (a), is that cascaded cycles with different fluids can be designed and convergence of the decomposition strategy is reached after fewer iterations (due to fewer variables at the master level). The disadvantage is that the slave problem size increases proportionally with the number of fluids which impacts the MILP resolution time significantly. Both options were applied in this study depending on the respective problem statement (which will be indicated).
Results and discussion
This section is divided into three parts. In the benchmarking analysis, three case studies presenting optimal heat pump designs for industrial processes from the literature were selected. The literature results were reproduced with the heat pump superstructure (HPS) to validate its flexibility. During the optimization study, the multi-objective bi-level approach presented in the methodology is applied to the three literature cases, and compared to the previous solutions from the literature. In an extended analysis, one literature case is expanded to consider fluid 
Benchmarking analysis
The selection of the benchmark cases was based on their recurrence in the literature, even though not many cases were treated repeatedly, and diversity in their characteristics. Suitable cases could not be identified in the most recent literature due to insufficient data provision in terms of process stream data, cost functions, or detailed heat pump configurations. The selected cases were each treated in several publications.
(a) Case E2 was selected because it was treated in two consecutive studies by Shelton and Grossmann [23, 24] and due to its heating and cooling requirements which span over a continuous temperature range as shown in Figure 3(a) . This case provides exploration potential of a multi-temperature, multi-stage heat pump system which crosses the pinch located at -8°C. (b) An ethylene plant separation train [71] discussed by Colmenares and Seider [25] was chosen due to the refrigeration needs at extremely low temperatures (-115°C) as shown in Figure 3 (b). The pinch point is located at approximately 130°C, which leaves little room for a heat pump crossing the pinch. Vaidyaraman and Maranas [30] discussed a slightly modified version of the same problem (different ∆T min ) with higher total cost, which is not treated here.
(c) A Cold Tray distillation sequence presented by Colmenares and Seider [31] and later studied by Swaney [53] was selected to revisit the original solution which disregarded an obvious improvement of heat pumping across the process pinch (≈ 60°C). Figure 3(c) shows the process temperature enthalpy profile indicating the process thermal demands and pinch point. Swaney [53] considered a solution with heat pumping across the process pinch for this case study, however with modified input data (isentropic compressor efficiency of 0.8) and is, therefore, not considered here.
The literature optimal cases were reproduced by adding constraints at the slave level of the HPS to force the resulting heat pump layout to contain the same features and operating conditions as those presented in the literature. This was achieved by pre-selecting temperature levels and fixing the active compressor stages and fluids. In this way, the HPS flexibility was tested and reference values for later comparison were calculated, given that most literature studies used different thermodynamic property calculations. An analysis of the original and the reproduced data (referred to as Reference since they serve for later comparison) is presented in Table 5 . The results are compared based on the TAC which was the objective function in the literature. It was observed that the results from literature cases E2 and Cold Tray could be reproduced with a negligible difference (below +/-1%) in each of the categories including the TAC. The slight difference in results is explained by different property calculation methods. Reproduction of the Ethylene case generated around 23% higher electricity consumption which resulted in 22% higher TAC. The thermodynamic conditions are quite extreme (very low temperature) and thus advanced property estimations are necessary. The literature case consists of five cascaded heat pump cycles over a wide temperature range. Even small underestimation or overestimation of the electricity consumption in the lower cycles is therefore cascaded over the entire range. This, in combination with the property estimation methods, could explain the discrepancy.
Optimization
In this section, the generic HPS and multi-objective solution strategy were applied to the three literature cases. Parameters of the master level optimization are presented in appendix A.2. The MOGA algorithm was terminated after 10 5 function evaluations if the convergence criterion of 0.1 percent change in the non-dominated frontier was not reached. Multi-objective optimization was carried out with regard to the two competing objectives being the opex and capex. The saturation temperature levels and sub-cooling temperature differences (only in case E2 ) were the variables at the master level. Due to the more or less constant temperature requirements in the Ethylene and Cold Tray case studies, liquid subcooling and gas-cooling were not considered here. However, for these two cases, fluid selection was considered following the data from the literature [25, 31] . To investigate the potential for cascaded cycles, the set of candidate fluids was added at the slave level. Input data and variable boundaries to the different cases are presented in appendix B. Temperature ranges, E2 The multi-objective results in Figure 4 (a) exhibit a pattern of diagonal lines with interstitial gaps. These lines can be explained by the differing numbers of compressors. A trade-off is constituted between a reduction of opex by multi-stage compression, and an increase in capex related to a higher number of compressors with their associated variable and fixed investment costs. The number of compressors for solutions in the non-dominated frontier between opex and capex ranges from three to six. Minimum TAC was achieved with four compressors in contrast to the six suggested in the Reference. One additional advantage of this multi-objective optimization approach is also that sub-optimal solutions with lower system complexity can be identified. The best solution with three compressors e.g. bears similar TAC (< +1%) as the overall minimum cost solution with four compressors and may therefore be a better solution from the practical perspective. The HPS allows for a comprehensive analysis of heat pump features and operating conditions. The proposed minimum TAC solution consists of a heat pump with inter-cooling, subcooling, and gas-cooling heat exchangers as depicted in Figure 4 (b) and Figure 7 (a) which contribute to achieving similar performance (in terms of opex) at reduced compressor fixed costs capex compared to the Reference. This leads to a potential overall 5% reduction in TAC as displayed in Table 6 .
Cascaded cycles, Ethylene separation train Results from the multi-objective optimization in Figure 5 (a) show that the two objective functions, opex and capex, are not conflicting. Two main reasons were identified: (1) Due to the elevated process pinch point at 130°C, a pinch-crossing heat pump (as presented in case E2 ) is not feasible, thus there is no trade-off between (higher) compressor investment (capex) and (lower) hot utility requirements (opex); (2) The fixed investment costs of the compressors are distinctly smaller than the proportional costs which translates to the heat pump capex depending primarily on the electricity consumption (opex). Thus all objectives point in the same direction, which would make a Single Objec- tive Genetic Algorithm (SOGA) [65] more appropriate. Running SOGA led to an equivalent result. The minimum point reveals an approximate 30% reduction in the TAC compared to the Reference (shown in Table 6 ) driven by the drastically diminished electricity consumption. As illustrated in Figure 5 (b) and Figure 7 (b), the power consumption was reduced due to a decrease in number of refrigerant switches from four to one, which avoided the minimum temperature difference (DT min = 10 K) in the switching heat exchangers. Inter-cooling at three levels (174.5 K, 189.5 K, 208.5 K) additionally improved the refrigerator performance leading to an improvement of the COP from 1.8 to 2.6. Due to the constraint on the compression ratio (unlike in the original) to be below 10, which may still be extremely high, the compressor is changed at 180.5 K. This leads to a more complicated, however, beneficial flow management to saturate the superheated compressor outlet. Process pinch point, Cold Tray distillation Results from the multi-objective optimization in Figure 6 (a) indicate a pattern of diagonal lines with gaps in between. Unlike case E2 this is unrelated to the number of compressors in the system, which are mostly at their maximum (five) due to low compressor fix cost. However, it can be observed that the cooling water consumption correlates with the formation of lines. At highest opex, the largest amount of cooling water is consumed. It is used to cool the process and the refrigeration cycle as reported in the Reference displayed in Figure 6 (b) and Figure 7 (c). By adding a heat pump around the process pinch, the cooling water and hot utility consumptions were drastically reduced. The increase in capex is off-set by a larger decrease in opex leading to a maximum reduction of 27% in TAC in the best point, as depicted in Table 6 . The HPS minimum TAC solution consists of two separate (ammonia based) heat pump systems, one satisfying the refrigeration needs (three compressors), and one across the process pinch (see Figure 7 (c) and Figure 6 (b), two compressors). With the refrigeration configuration a lower cost, higher COP solution could be derived compared to the reference case which consists of two separate heat pump cycles (R-22 (two compressors) and ammonia). The integrated composite curves in Figure 6 (b) show that the HPS solution with the pinch heat pump not only reduces cost, but also exergy losses (proportional to the area between the curves) of the system.
Synthesis
In conclusion, the HPS can represent a wide range of heat pump features and cycle architectures, while at the same time providing improved solutions to different literature optimal cases. This is attributed to a wider range of heat pump features considered and variable temperature level selection. As demonstrated, the level of complexity, variety of heat pump features considered, and technical constraints added depends on the choice of the user, which makes the superstructure flexible to handle. The solution strategy allows to generate a set of non-dominated solutions which enable the user to perform further analysis, thereby gaining deeper insight to the problem, and to apply other selection criteria. The literature cases discussed in this section serve for benchmarking the underlying approach, however, important criteria are neglected, such as HEN costs, compressor isentropic efficiencies, "real" utilities, and technical constraints thus generating "theoretical" solutions. In the next section 4.3, an extended version of the presented case E2 is, therefore, discussed.
Extended analysis
The heat pump system for the extended case E2 was optimized with respect to opex and capex assuming an isentropic compressor efficiency of 70%, a maximum compression ratio of 8 [bar/bar] in each compressor, and HEN cost estimation functions from the literature (section 3.3.1, Table 3 ). All input data is reported in appendix B.2.
Fluid selection
The choice of fluids considered for the extended case E2 was based on the critical temperature (T crit ≥ 40°C), the boiling point (T boil ≤ −33°C), and the global warming potential (GWP ≤ 4·10 3 ). The fluid investment cost was not considered in this analysis. An interactive parallel coordinate visualization tool developed by Kermani et al. [72] was used to facilitate the fluid screening step which led to ten relevant fluids (see results in Figure 8a and Figure 14) . Both fluid selection methods described in section 3.4 were applied and compared during this analysis.
To ensure reasonable propagation of the MOGA algorithm during fluid selection at the slave level, a time limit of 600 seconds was imposed for the MILP solver. If the limit is reached, the solver returns the best integer solution at that point even if it is above the specified optimality gap. Nevertheless, a total of 25 000 MOGA iterations required higher computational time than 100 000 iterations with master level fluid selection. Figure 8b shows the non-dominated frontiers of the different fluids generated over all MOGA iterations by both fluid selection methods. The results from the slave level selection (after intense computational effort) are dominated by the frontier of the master level selection, and it is thus concluded that if not necessary (e.g. for studying cascaded cycles) this method should be avoided. In the master level selection, propane dominates the other fluids over the entire range of solutions. This outcome was reproduced multiple times by rerunning MOGA with different seeds. Since the MOGA algorithm is aimed at improving the global non-dominated frontier, the frontier of propane yields a good approximation of the global Pareto curve for this case. The minimum TAC solution generated a total reduction of approximately 9.5%. This solution consists of three compressors between -33 and 41.5°C with propane as working fluid (see Figure 15 ).
To study the dominance of propane over the other fluids, the minimum TAC solution was investigated more closely. Therefore, the fraction ∆Q ref (T 2 )/∆E comp,2→1 between evaporation enthalpy and compressor power amidst the two saturation temperature levels T 1 and T 2 of the first compressor was calculated for all fluids. Figure 9 shows the fraction versus the slope of the entropy vapor saturation curve ∆s/∆T=(s v (T 1 )-s v (T 2 ))/(T 1 -T 2 ). Figure 9a reveals that the compression work correlates with the slope ∆s/∆T. Propane is among the fluids which show the most isentropic behavior (∆s/∆T ≈0) which leads to lower compression work and therefore a higher fraction ∆Q/∆E. When calculating the fraction based on the enthalpy of a complete evaporation (as done in Figure 9a ), propane is outperformed by r404a and r507a. In a real system, however, irreversibilities related to the expansion work will prevent complete evaporation. Accounting also for those irreversibilities, as shown in Figure 9b , propane yields the highest fraction ∆Q/∆E hence exhibiting ideal thermodynamic properties in this temperature range. Comparing the sequence of fluid frontiers (from Figure 8b , top) to the thermodynamic performance ( Figure 9b ) indicates a close agreement between thermodynamic and economic performance, which will be further investigated. The closest competitors to propane were: propylene, r161, r404a, r410a, and r507a. Ammonia and hydrogen sulfide generated higher-cost solutions, still strongly outperforming r41. All solutions (except r41) outperform the solution presented by the reference case updated with equivalent input data. The dominance of propane over the entire solution space agrees with other reports indicating superior performance in that temperature range [73] . Further fluid selection criteria could include safety factors (such as flammability or toxicity), fluid cost, ozone layer depletion potential (ODP), global warming potential (GWP) and heat transfer characteristics. Each of these criteria would favor different refrigerants and thus the filtering of potential solutions should be completed carefully to find the best solution for a given case. Compressor between saturation levels T 1 (32.5°C) and T 2 (-17°C). Figure 10 illustrates the final non-dominated frontier of the results from the master level fluid selection including several properties of these solutions. The (cold) COP increases with decreasing opex, thus, reduced electricity consumption at increased number of compressors; the difference between the lowest (2.9) COP and highest (3.3) is achieved through a higher number of compression stages, increased subcooling and gas-cooling. The highest reduction in TAC (-9.5%) was achieved with opex of 49.9 k$ (from Figure 8b, top) . It can be further noted that the entire frontier spans a relatively small range of operating costs. This is attributed to the simple problem formulation of this benchmark case. In Figure 10 , the expected inverse relationship between opex and HEN costs is clearly visible which is impacted by two main factors. The first factor relates to activation of gas-cooling. Since the heat transfer coefficients of gases are distinctly lower than those of condensing fluids, recuperation of sensible heat contained in superheated vapor requires more heat exchange area and therefore increases the HEN costs. The second factor increasing HEN cost is related to a higher number of compression stages, which implies installation of more heat exchangers; thus, influencing both opex and capex. It is also observed that the amount of subcooling increases in tandem with the COP thus providing another option for improving operational efficiency with increased investment. Subcooling was activated in the minimum TAC solution which indicates that its advantageous characteristics should not be overlooked in cycle design. A HEN design of the reference and minimum TAC case was conducted (as shown in B.2, Figure 16 ). The optimal solution requires one more heat exchanger than the reference case which is mildly penalized by the HEN cost function thereby being outweighed by the benefits of the reduced opex. The HEN cost estimation from the area targeting compares satisfactorily to the actual design with an overestimation between 8-11% (optimal case design: 53.6, estimation: 57.8 k$/y; reference case design: 52.8, estimation: 58.8 k$/y). Likewise compares the total estimated area and the minimum number of heat exchangers. 
COP, cycle complexity & HEN costs
Conclusions
This study has presented a mathematical approach for optimal design of industrial heat pumps spanning a wide variable solution space. The method provides a framework for deriving utility targets, including optimal heat pump component sizes and operating conditions. This provides a basis for detailed system design in a subsequent step to account for dynamics and off-design operation. The novel superstructure-based synthesis method is embedded in a computational framework and is solved in a decomposition approach. A comprehensive list of heat pump features are taken into account while technical limitations are considered and a set of solutions is provided which allows for expert-based decision making and further in-depth analysis of the solutions. For benchmarking, the method was compared to a set of literature cases generating between 5 and 30% cost improvements to the optimal solutions reported. An extended version of one case is presented considering fluid selection, HEN cost estimations, and technical constraints within the problem formulation. The extended case highlights a trade-off between energy efficiency and system complexity expressed by the increase of heat exchanger network costs with the number of compression stages, level of gas-cooling and subcooling which all improve the COP. This is especially evident when comparing the solutions with 3 and 5 compression stages causing an increase of the COP from 2.9 to 3.1 at 3% increase in TAC. Fluid selection was successfully performed indicating that propane is the most favorable fluid both in economic and thermodynamic terms in this temperature range. The HPS proves to be flexible for different requirements serving in a variety of cases. It has to be noted that a comprehensive analysis of an industrial process should always comprehend optimization of the entire utility network, including the hot utilities. This was neglected in this work to be in accordance with the literature input data. In subsequent analysis, the trade-off with other utility technologies should be considered. Future work should also include supercritical cycles, refined fluid and component selection strategies, as well as consideration of off-design performance in multi-time problems.
A General
A.1 Literature review & heat pump systems
Analysis of the most cited publications during the past 10 years related to the key word waste heat recovery, demonstrates a dominance of studies dealing with ORC [74, 75] and thermoelectric devices [76] , while the contributions related to heat pump and refrigeration applications are negligible. Figure 11 illustrates the distribution of the most cited publications within the last 10 years with an average citation of more or equal to five per year. This added up to 158 publications. Figure 12 -(1B); single-stage, multi fluid (zeotropic mixture) is depicted in Figure 12 -(2B); and a single-stage, single fluid inverse Brayton heat pump is illustrated in Figure 12 -(3B). Single fluid (inverse Rankine) heat pumps can satisfy constant temperature thermal requirements (single-stage) as well as continuous temperature ranges with help of multistage cycles at a reasonable COP. In generating a temperature glide, zeotropic mixtures [44, 47] or heat pumps relying on the inverse Brayton cycle [78] may be advantageous for demands spanning wide temperature ranges, but less flexible e.g. with regards to constant temperature requirements. Therefore, this work is focused on the first three figures Figure 12 -(A-1B). 
A.2 MOGA input parameters
All computations were conducted on a machine with 8-Core Xeon 2.4 GHz processor with 16.0 GB of RAM. Table 7 depicts the data used in the multi-objective genetic algorithm (MOGA [65] ) from the Dakota package [64] . Different parameters were used during different runs. Due to danger of getting trapped in local minima, especially during the extended analysis (in section 4.3) with fluid selection at the master level, the mutation and crossover parameters were set more aggressively. These parameters were selected based on a heuristic analysis tracking the propagation of the non-dominated frontier. Figure 13 shows the propagation of MOGA and the dominance of each population over the previous indicating that a total of 10 5 evaluations achieve satisfying convergence. 
A.3 MILP input parameters
The input parameters used for CPLEX [70] are displayed in Table 8 . The last three entries were found based on the parameter tuning performed by CPLEX. 
B Input data B.1 Benchmark cases
The thermal streams considered in the different benchmark cases are depicted in the original source and were reproduced in Table 9 . The objective functions, variables, boundary conditions, and input data to the respective optimization problems are displayed in Table 10 . The HEN costs were disregarded during this optimization following the literature input data.
In case E2, gas-cooling was considered. It has to be noted that the temperature difference below which gas-cooling was realised was not selected as a variable. It was set to the difference between the temperature level i and the one above (i − 1), yielding ∆T i,DSH = T i−1 − T i . The main effect of this choice is ensuring that the generated solutions do not require splitting of the gas-cooling thermal streams, in other words, they do not require several heat exchangers cooling gas at one compressor outlet. 
B.2 Extended case E2
The thermal streams considered in this case are depicted in Table 9 (a). Figure 14a shows the parallel coordinates information generated with the tool from Kermani et al. [72] . The GWP of most selected Hydrofluorocarbonss (HFCs) (r407c, r404a, r410a, r507a) is above 1500 [79] compared to hydrogen sulfide and natural refrigerants (ammonia (r717), propane (r290), propylene (r1270)) with GWP of below 10 [79, 80] and lower-impact HFCs such as r161 (12 [81] ) and r41 (97 [82] ). The objective functions, variables, boundary conditions, and input data to the extended case E2 are displayed in Table 11 . Figure 14b depicts the temperature entropy diagram of the optimized HPS solution. Figure 15a displays the integrated composite curves of the extended case. In the reference case, cooling water is required to cool the highest condenser level which is increased compared to the benchmark case due to the lower compressor isentropic efficiency. Since the cooling water outlet temperature is above the condenser temperature, part of it needs to be heated by the hot utility. Figure 15b presents a flowsheet of the minimum TAC case. The two HEN design of the reference and optimized case is shown in Figure 16 . It has to be noted that the HPS solution requires one more heat exchangers which is mildly penalized by the HEN cost function thereby being outweighed by the benefits of the reduced opex. In the following formulations, the heat and electricity consumption or production of the heat pump utilities is described for a reference mass flow rate which is to say, a fixed size. These parameters enter into the utility targeting constraints Equation 13-15 where they are multiplied with sizing factors. The heat release in a condenser at saturation temperature T i of heat pump g for a reference flow rateṁ ref [kg/s] is composed of three parts: de-superheating from the preheating level T i,PRE [K] , condensation at the saturation temperature, and subcooling between saturation and subcooling temperature T i,SC [K] . As such, the heat release in a condenser is defined by Equation 18 . The heat consumption of an evaporator at saturation temperature T i of heat pump g is composed of two parts: evaporation at the saturation temperature and superheating between saturation and preheating temperature. As such, the heat consumption in an evaporator is defined by Equation 19 .
The liquid side of the presaturator also needs to be cooled down to the subcooling temperature which is formulated similarly and shown by Equation 20 .
Gas-cooling to the compressor inlet temperature from the superheated vapor at the compressor outlet can be achieved by mixing in the presaturator or in a heat exchanger as described in Equation 21 .Q g, gas-cool,
Ti,SH T i,PRE (21) Where h SH is the enthalpy to which the superheated compressor outlets are mixed [kJ/kg], and T i,SH is the respective temperature [K] .
The electricity consumption of a compressor depends on the isentropic efficiency and the enthalpies of both pressure levels, formulated as Equation 22 .
Where h isentropic (T j ) [kJ/kg] is the isentropic enthalpy after compression from saturated vapor at temperature level T i to (saturation) temperature level T j , and η isentropic is the isentropic compressor efficiency [-] . The HPS stream properties are depicted in Table 12 . T i,PRE 
