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Abstract
We prove quasi-invariance of Gaussian measures µs with Cameron-Martin space H
s
under the flow of the defocusing nonlinear wave equation with polynomial nonlinearities of
any order, for all s > 5/2, including fractional s. This extends work of Oh-Tzvetkov and
Gunaratnam-Oh-Tzvetkov-Weber who proved this result for a cubic nonlinearity and s an
even integer. The main contributions are a modified construction of a weighted measure
adapted to the higher order nonlinearity, and an energy estimate for the derivative of the
energy replacing the integration by parts argument introduced in previous works. We also
address the question of (non) quasi-invariance for the dispersionless model raised in the
introductions to [15, 10].
1 Introduction
1.1 Statement of results
We consider the nonlinear wave equation (NLW), on Td for d = 2 and d = 3. This is the
following equation for an unknown function u : Td × R→ R:{
∂2t u−∆u+ uk = 0
(u, ∂tu)|t=0 = (u0, v0)
(1)
where k is a positive, odd integer. We rewrite (1) as a first order system:
∂tu = v
∂tv = ∆u− uk = 0
(u, v)|t=0 = (u0, v0)
. (2)
The system (2) is a Hamiltonian system with Hamiltonian
E(u, v) :=
1
2
∫
Td
(|∇u|2 + v2) dx+ 1
k + 1
∫
Td
uk+1 dx. (3)
The solutions of the system (2) we work with have initial data in the Sobolev space
~Hσ(Td) := Hσ(Td)×Hσ−1(Td)
for d = 2, 3. We consider the transport properties of the Gaussian measure on initial data
~u = (u, v) formally given by
~µs(d~u) = Z
−1
s e
− 1
2
‖(u,v)‖2
~Hs+1d~u. (4)
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The expression (4) is given meaning as a product measure on the Fourier coefficients of
the pair (u, v):
~µs(dudv) = Z
−1
s
∏
n∈Z3
e−
1
2
〈n〉2(s+1)|ûn|2e−
1
2
〈n〉2s|v̂n|2 dûndv̂n. (5)
Equivalently, µs is the distribution of the pair of function-valued random variables given
by ω 7→ (uω, vω), where uω, vω are the functions on T3 defined by
uω(x) :=
∑
n∈Z3
gn(ω)
〈n〉s+1 e
in·x,
vω(x) :=
∑
n∈Z3
hn(ω)
〈n〉s e
in·x.
(6)
Here, gn, hn, n ∈ Z3 are standard complex Gaussian random variables, independent
except for the conditions:
gn = g¯−n, hn = h¯−n, n 6= 0, (7)
and g0, h0 real-valued. By inspection of the series (6), it is clear that µs is supported on
~Hσ for σ < s− 12 .
Let s ≥ 1 and d = 2 or d = 3. The system (2) is said to be globally well-posed in ~Hs
if, for every (u, v) ∈ ~Hs, there is a solution (u(t), v(t) = ∂tu(t)) : R+ → ~Hs to the integral
equation
u(t) = cos(t
√
−∆)(u0) + sin(t
√−∆)√−∆ (v0)−
∫ t
0
sin((t− s)√−∆)√−∆ u
k(s) ds
which is unique in the class C(R+;H
1(Td)×L2(Td)). The Fourier multipliers cos(√−∆)
and sin(
√−∆)√−∆ are defined by
F(cos(√−∆)u)(n) = cos(|n|)û(n),
F(sin(√−∆√−∆ u)(n) = sin(|n|)|n| û(n),
where for u ∈ D(Td), we use both F(u)(n) and û(n) interchangeably to denote the nth
Fourier coefficient:
F(u)(n) = û(n) = 1
(2π)d
∫
Td
e−in·xu(x) dx.
For d = 2, the system is globally well-posed for any odd integer k, for a certain range of
regularities. For d = 3, global wellposedness is known for k = 3 and k = 5 for certain
regularities. A pedagogical proof of well-posedness in the three-dimesnional case appears
in [20].
Theorem 1. Let s > 52 . Let k be an odd integer such that 3 ≤ k <∞ if d = 2 and k = 3
or k = 5 when d = 3.
For any time t > 0, the distribution of the solution Φ(t)(u, v) = (u(t), v(t)) of the
system (2) is absolutely continuous with respect to the distribution µs of the initial data,
given by (6).
The special case of Theorem 1 for d = 2, k = 3 and s an even integer was proved by Oh
and Tzvetkov in [15]. This work first introduced the renormalized weighted measure to
improve the energy estimate on the support of the Gaussian measure. Gunaratnam, Oh,
Tzvetkov and Weber [10] extended the result to dimension 3 (k = 3, s ≥ 4). Their proof
uses the recent variational formulation of partition function introduced by Barashkov and
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Gubinelli for the purpose of renormalization of φ4 field theories, combined with a recent
argument of Planchon, Tzvetkov and Visciglia [18] for proving quasi-invariance in “local”
situations, exploiting deterministic growth bounds on the solution.
The somewhat surprising aspect of [10] is that although the weighted measure involves
the quartic quantity ∫
(DsuN )
2u2N ,
no renormalization other than the Wick type subtraction (16) is necessary, in contrast to
the φ4 model in dimension 3.
Our estimates also yield a result in the spirit of [18, Theorem 1.5] concerning the
transport of bounded subsets of ~Hσ in settings where global well-posedness is not known.
Theorem 2. Let s > 5/2, and σ < s − 12 be sufficiently close to s − 12 for d = 2, and
s > 3, 32 < σ < s− 12 sufficiently close to s− 12 for d = 3.
For each R > 0, let
BR(0; ~H
σ) := {(u, v) : ‖(u, v)‖ ~Hσ < R}
denote the ball of radius R centered at the origin in ~Hσ. There exists T = T (d,R) and
C(R) > 0 such that for (u0, v0) ∈ BR(0; ~Hσ), there is a solution (u(t), v(t)) of (2) such
that
sup
[−t,t]≤T
‖(u, v)(t)‖ ~Hσ < C(R). (8)
Let A be a Borel subset of ~Hσ such that
A ⊂ {u ∈ ~Hσ : ‖u‖ ~Hσ < R}
and ~µs(A) = 0. Then
~µs({u(t) : u(t) solution of with initial data u0 ∈ A}) = 0
for all t ∈ [−T, T ].
We remark that the assumptions on s and σ in the statement of this result are not
optimal. For example, for d = 3, the restrictions on σ imply that ~Hσ is an algebra, so
that the nonlinearity can be treated by the basic tame estimate
‖uk‖Hσ−1(T) . ‖u‖Hσ−1(T3)‖u‖k−1L∞(T)3 .
and so the existence is classical in this case. It is well known that a basic short-time
well-posedness result can be proved in the range s > 32 − 1k−1 using Strichartz estimates.
Since our methods do not reach the optimal range of s in the energy estimate, we do not
attempt to optimize s in Theorem 2. As remarked in [15], [10] it is of interest to consider
quasi-invariance in low regularity settings.
Our final result concerns the necessity of the dispersion for the results in Theorem 1
and Theorem 2 to hold. Omitting the Laplacian term in (2) leads, for any initial data
(u0, v0), to an ordinary differential system whose solution exists globally thanks to the
Hamiltonian structure. Moreover, considering the x dependence, the algebra property of
the Sobolev space ~Hσ implies that the solution remains regular for all positive times if
σ > 3. The next result shows that, unlike preservation of Sobolev regularity, the absolute
continuity statements in the two previous results depend crucially on the dispersion.
Theorem 3. For t > 0, let (u˜(t), v˜(t)) be the solution at time t of the system (66) with
initial data (u(0), v(0)) = (uω, vω) distributed according to the random series (6). Then
(u˜(t), v˜(t)) is not absolutely continuous with respect to (u(0), v(0)).
The analogue of Theorem 3 for a Schro¨dinger-type equation in dimension d = 1 was
proven by Oh, Tzvetkov, and the first author in [17]. The difference in the nonlinear wave
case is that we do not have an explicit solution of the the ODE that appears when the
Laplacian term ∆u is left out of (2). The proof of Theorem 3 appears in Section 5.
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1.2 Motivation and previous literature
The current work is motivated by the results of Oh-Tzvetkov [15] and Gunaratnam-
Oh-Tzvetkov-Weber [10] on the transport of Gaussian measures by the flow of the 2d,
respectively 3d, cubic nonlinear wave equations. In particular, we address a number of
questions mentioned in the introduction to these papers.
The study of the transport properties of Gaussian measures by Hamiltonian dispersive
dynamics was recently initiated by N. Tzvetkov in [22]. The initial motivation in this work
was the study of long term estimates in high Sobolev norms. Another motivating question
is the existence of invariant measures supported on Sobolev spaces of regularity higher
than the formal Gibbs measures.
The paper [22] follows a long line of work on the dynamics of Hamiltonian dispersive
equations with random initial data. This goes back at least to the foundational paper [12]
by Lebowitz, Rose and Speer (LRS), which constructs measures absolutely continuous
with respect to circular Brownian motion. These were expected to be invariant under the
flow of the nonlinear Schro¨dinger equation on the torus. J. Bourgain used his Xs,b spaces
to construct dynamics on the support of these measures and gave a proof of invariance
[3]. Bourgain then applied his method to a number of other equations [4, 5, 6].
Quasi-invariance does not have the dynamical implications of invariance, but it is
nonetheless a delicate property of the flow, implying for example the propagation of fine
regularity properties of the initial data. It is a much stronger property than persistence of
the Sobolev regularity implied by the usual well-posedness results. Indeed, it was noted in
[17] that quasi-invariance implies propagation of the (a.s. constant) modulus of continuity
of the Gaussian initial data at any point, and this fact was used to show that the dispersion
in the nonlinear Schro¨dinger equation is essential for quasi-invariance to hold.
While several results after [22] used modified measures to obtain a favorable energy
estimate, the paper [15] was the first to consider the addition to the energy of a formally
“infinite” term. Namely, Oh-Tzvetkov modify the base measure by adding a term which
does not converge as the Fourier cutoff is removed on the support of the base Gaussian
measure, requiring a renormalization. The renormalization of the modified energy there
is based on argument akin to Nelson’s argument for the construction of P (φ)2 quantum
fields [14].
This paper’s contributions. The main differences with previous works, in particular
[10], are as follows:
1. The key energy estimates in [15, 10] depend on an initial integration by parts (see
[10, Equations (3.5)-(3.6)]). This integration by parts removes the most singular
term in the derivative of the energy. It is also in this step of the argument that the
correction needed to define the weighted measure is identified.
As pointed out in [10], when s is not an integer, we cannot integrate by parts and
obtain exact cancellation. The main tools here are paraproducts and an expansion of
the relevant multiplier. Since we do not require s to be an integer, we automatically
lower the accessible regularities for the measure ~µs.
2. To construct the weighted measure ~ρs, one needs uniform control of the partition
function of the trunctated measures ~ρs,N . As in [10], we achieve this by pathwise
bounds on the terms in a stochastic optimization problem involving a measure per-
turbed by a “control drift”. In our case, the relevant expression involves higher
powers of the control terms appear because of the higher polynomial nonlinearity.
To ensure positivity, we must modify the weighted measure to incorporate a high
power of the energy.
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1.3 Outline of proof of Theorems 1 and 2
Our proof proceeds along the lines of that in [15, 10], following a general methodology
introduced in [22]. Tzvetkov method is based on the construction of a measure ~ρs which
is mutually absolutely continuous with respect to the Gaussian measure ~µs of interest,
but for which the time evolution of sets can be controlled effectively. Then, we need a
suitable energy estimate on the support of the renormalized measure.
We start by replacing the measure µs by an equivalent measure more suitable to the
analysis of the nonlinear wave flow.
Definition 4. Let gn, hn, n ∈ Z3 be standard complex Gaussian random variables sat-
isfying (7) such that g0 and h0 are real valued. Define d~νs to be the distribution of the
random series
uω(x) = g0 +
∑
n∈Z3\{0}
gn(ω)
(|n|2 + |n|2s+2) 12
ein·x, (9)
vω(x) =
∑
n∈Z3
hn(ω)
(1 + |n|2s) 12
ein·x. (10)
For each N ≥ 1, let ΦN (t) denote the time t flow of the following approximation of
the flow of the equation (2): 
∂tu = v
∂tv = ∆u− πN ((πNu)k)
(u, v)|t=0 = (u0, v0),
where by πN we denote the projection (25) onto frequencies less than N .
A change of variables formula (see [22, Proposition 4.1] or [15, Lemma 5.1]) then
implies ∫
ΦN (t)(A)
~νs(d~u) = Z
−1
s,N
∫
A
e−
1
2
‖ΦN (t)(πNu)‖2dLN ⊗ ~ν⊥s,N (d~u). (11)
In (11), we have used the notation
‖(u, v)‖2 =
∫
T3
(Dsv)2 dx+
∫
T3
(Ds+1u)2 dx+
∫
T3
|∇u|2 dx+
∫
T3
v2 dx+
(∫
T3
udx
)2
.
Here, Dsu denotes the action on u of the Fourier multiplier with symbol |n|s:
Dsu := |∇|su = F−1(|n|sû).
The measure
LN ⊗ ~ν⊥s,N(d~u)
appearing in (11) is the product of Lebesgue measure LN on
EN × EN := (πNL2(T3))2
and the projection ~ν⊥s,N = (id − πN )∗~νs,N of ~νs,N on
E⊥N × E⊥N := ((id − πN )L2(T3))2.
Zs,N is a normalization factor.
Differentiating (11) and using the invariance of the Hamiltonian, we obtain
−Z−1s,N
∫
A
1
2
d
dt
‖ΦN (t)(πNu)‖2e−
1
2
‖ΦN (t)(πNu)‖2dLN ⊗ ~ν⊥s,N(du).
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Denote by
uN := πNu, vN := πNv
the projections of the solution on Fourier frequencies less than or equal to N . The deriva-
tive of the energy is
d
dt
‖ΦN (t)(πNu)‖2 = ∂t
(
1
2
∫
T3
(DsvN )
2 + (Ds+1uN )
2 +
1
2
( ∫
T3
uN
)2)
(12)
+ ∂t
(
E(uN , vN )− 1
k + 1
∫
T3
uk+1N
)
=
∫
T3
D2svN (−ukN ) +
∫
T3
uN
∫
T3
vN − d
dt
( 1
k + 1
∫
T3
uk+1N
)
. (13)
We now rewrite the first quantity in (13) as∫
ukND
2svN = k
∫
DsvND
suNu
k−1
N
+
∫
DsvN (D
sukN − kuk−1N DsuN )
=
k
2
∂t
∫
(DsuN )
2uk−1N −
k(k − 1)
2
∫
(DsuN )
2vNu
k−2
N (14)
+
∫
DsvN (D
sukN − kuk−1N DsuN ). (15)
The quantity (DsuN )
2 is divergent on the support of ~νs, and so requires a renormalization.
This was one of the innovations in [15]. Following the notation introduced there, we define
Qs,N(f) := (D
sf)2 − σN , (16)
with
σN := E~νs [(D
sπNu)
2] ∼ N.
Defining the renormalized energy by
Es,N(u, v) :=
1
2
( ∫
T3
(DsvN )
2 +
∫
T3
(Ds+1uN )
2 +
( ∫
T3
uN
)2)− k
2
∫
T3
Qs,N(uN )u
k−1
N , (17)
the result of the above computations is the following expression for the time derivative of
Es,N (u, v):
∂tEs,N(πNΦN (t)(u, v)) =− k(k − 1)
2
∫
T2
Qs,N (uN )vNu
k−2
N
+
∫
T2
DsvN (D
sukN − kuk−1N DsuN ) +
∫
T3
uNvN .
(18)
The idea in [22] is to pass from ~νs to the measure
e−Rs(u,v)d~νs,
where Rs(u, v) is a limit of the terms
Rk,s,N :=
k
2
∫
T3
Qs,N (uN )u
k−1
N +
1
k + 1
∫
T3
uk+1N (19)
appearing in the renormalized energy (17). We must then estimate the time derivative
(18).
The following two propositions contain the main technical results needed to close the
argument.
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Proposition 5. Let s > 52 . Define
EN (u, v) :=
1
2
∫
|∇uN |2 + 1
2
∫
v2N +
1
k + 1
∫
uk+1N .
Then for p <∞ there exists q > 0 and Cp > 0 such that
sup
N∈N
∥∥∥e−Rk,s,N (u)−EqN (u,v)∥∥∥
Lp(~νs)
≤ Cp <∞
and moreover,
lim
N→∞
e−Rk,s,N (u)−E
q
N (u,v) = eFs,k(u,v) in Lp(~νs). (20)
In particular, for any σ < s− 12 , the restrictions to ~Hσ of the measures
d~ρs,N = Z−1s,Ne−Rk,s,N (~u)−E
q
~νs(d~u)
converge in total variation to a measure ~ρs.
Proposition 6. Let s > 52 . Given R0 > 0 there exists C = C(R0) such that, for all p ≥ 1
finite, we have
E~ρs [1BR0 (~u) |∂tEs,N(πNΦN(t)(~u))|t=0|
p]
1
p ≤ Cp (21)
where C can be taken independent of N .
As in [10], we obtain the estimates necessary to the construction of our measure from
a variational bound introduced in [2].
Finishing the proof of Theorem 1. We now indicate how to finish the proof given
Propositions 5 and 6. Since this part of the argument requires no modification from [10],
we refer the reader to that paper for details.
Let σ < s− 32 , d = 3 and k = 3 or k = 5. Fix R > 0 and let A ⊂ BR ⊂ ~Hσ be a Borel
measurable set (for the topology induced by the norm) such that
~ρs,N(A) = 0.
When k = 3, a simple application of Gronwall’s lemma and conservation of the energy1
shows that for any T > 0, there is a radius C(T,R) such that for |t| ≤ T ,
ΦN (t)(BR) ⊂ BC(T,R). (22)
The estimate (22) in case k = 5 is proved in Appendix A.
By the change of variables formula, we have
~ρs,N (ΦN (t)(A)) = Z−1s,N
∫
A
e−EN (πNΦN (t)(u,v))−E
q
N (u,v)dLN ⊗ ~ν⊥s,N (du).
Differentiating and using (21), we find
d
dt
~ρs,N(ΦN (t)(A)) ≤ CRp · ~ρs,N (ΦN (t)(A))1−
1
p
This inequality is equivalent to
d
dt
~ρs(ΦN (t)(A))
1
p ≤ CR. (23)
1See [10, Lemma 2.5].
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The linear dependence on p on the right side is essential in (21) plays an essential role
here. Integrating (23), we find
~ρs,N(ΦN (t)(A)) ≤ (~ρs,N(A)1/p + CRt)p
≤ 2p~ρs,N(A) + CpR2ptp.
Taking t ≤ 14CR and p large enough, we find that
~ρs,N(ΦN (t)(A)) < ε, (24)
uniformly in N , for any A ⊂ BR ⊂ ~Hσ(T3). Theorem 1 follows from (24) by a soft
approximation argument identical to that in [15, Section 5.2].
For Theorem 2, the estimate (22) is replaced by (8), where T now depends on R, but
otherwise the proof proceeds as before.
2 Basic estimates
We use the notation A . B to mean that A ≤ CB where C is an unspecified constant
independent of N whose exact value is unimportant for the argument.
2.1 Littlewood-Paley theory
We denote the Fourier transform of a function u ∈ L1(T3) by
û(n) =
1
(2π)3
∫
u(x)ein·x dx.
The Fourier transform of u ∈ D(T3), the space of distributions on T3 is defined in the
usual fashion by duality. As we have already stated above, we denote by πN the Dirichlet
truncation of a distribution in Fourier space:
πNu =
∑
|n|≤N
û(n)ein·x. (25)
We make extensive use of Littlewood-Paley theory in its dyadic decomposition incar-
nation. See [1] for a thorough treatment. Following these authors, we B(ξ, r) denote the
ball in R3 of radius r around a point ξ in phase space.
Consider functions χ, χ˜ such that
suppχ ⊂ B(0, 4
3
)
,
suppχ˜ ⊂ B(0, 4
3
) \B(0, 3
8
)
.
We define χ0 = χ˜ and
ψj(·) = χ(2−j ·), j ≥ 1.
We also define Pj , the Littlewood-Paley projector, associated to symbol ψj by
Pju(x) =
(
ψj(∇)u
)
(x) =
∑
n∈Z3
χj(n)û(n)e
in·x.
We define the (low-high) paraproduct Tab by
Tab :=
∞∑
j=−1
Sj−1aPjb,
where
Sj :=
∑
k≤j−1
Pk.
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2.2 Basic estimates for Besov-type norms
We recall the definition of Besov spaces through the Littlewood-Paley decomposition. For
s ∈ R and 1 ≤ p, q ≤ ∞, the Besov space Bsp,q(T3) is the set of distributions u on T3 such
that
‖u‖Bsp,q(T3) =
∥∥∥(2sj‖Pju‖Lpx)j≥0∥∥∥ℓqj <∞.
For p = q = 2, this corresponds to the Sobolev spaces Hs(T3), while for s > 0, s /∈ Z,
this is the Ho¨lder space Cs(T3). We define Ho¨lder spaces for negative s or for s ∈ Z by
setting Cs := Bs∞,∞. We again refer to [1, 13] for details. Following [10], we denote
~Bsp,q(T
3) = Bsp,q(T
3)×Bs−1p,q (T3).
Lemma 7. The following estimates hold
(i) Let s0, s1, s ∈ R and ν ∈ [0, 1] be such that s = (1− ν)s0 + νs1. Then,
‖u‖Hs . ‖u‖1−νHs0 ‖u‖νHs1 . (26)
(ii) Let s0, s1 ∈ R and p0, p1, q0, q1 ∈ [1,∞]. Then,
‖u‖Bs0p0,q0 . ‖u‖Bs1p1,q1 for s0 ≤ s1, p0 ≤ p1 and q0 ≥ q1,
‖u‖Bs0p0,q0 . ‖u‖Bs1p0,∞ for s0 < s1,
‖u‖B0p0,∞ . ‖u‖Lp . ‖u‖B0p0,1 .
(27)
(iii) Let s > 0. Then,
‖uv‖Cs . ‖u‖Cs ‖v‖Cs . (28)
(iv) Let 1 ≤ p1 ≤ p0 ≤ ∞, q ∈ [1,∞] and s1 = s0 + d
(
1
p1
− 1p0
)
. Then,
‖u‖Bs0p0,q . ‖u‖Bs1p1,q . (29)
(v) Let s ∈ R and p, p′, q, q′ ∈ [1,∞] be such that 1p + 1p′ = 1 and 1q + 1q′ = 1. Then,∣∣∣∣∫
Td
uv dx
∣∣∣∣ ≤ ‖u‖Bsp,q ‖u‖B−sp′,q′ . (30)
(vi) Let p, p0, p1, p2, p3 ∈ [1,∞] be such that 1p0 + 1p1 = 1 and 1p2 + 1p3 = 1.. Then for
s > 0,
‖uv‖Bsp,q . ‖u‖Bsp0,q ‖v‖Lp1 + ‖v‖Bsp2,q ‖u‖Lp3 . (31)
(vii) Let m > 0 be an integer, s > 0 and q, p, p0, p1 ∈ [0,∞] satisfy 1p0 + 1p1 = 1p . Then∥∥um+1∥∥
Bsp,q
. ‖um‖Lp0 ‖u‖Bsp1,q . (32)
(viii) Let s0 < 0 < s1 be such that s0 + s1 > 0. Then,
‖uv‖Cs0 . ‖u‖Cs0 ‖v‖Cs1 . (33)
We refer to [1, 13] for proofs. We also note the Bernstein inequality:
‖Pju‖Lp . 23j(
1
p
− 1
q
)‖Pju‖Lq (34)
for p ≤ q ≤ ∞.
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2.3 Wiener chaos and hypercontractivity
The hypercontractive estimate is a key tool to estimate nonlinear functions of Gaussian
random variables. We recall this estimate here. See S. Janson’s book [11] for more
information on hypercontractivity and Wiener chaos spaces.
Let Xn, n ≥ 1 be a sequence of i.i.d. standard Gaussian random variables. We define
Hk, the homogeneous Wiener chaos of order k to be the closed span of the polynomials
∞∏
n=1
Hkn(Xn),
where Hj is the Hermite polynomial of degree j and k =
∑∞
n=1 kn. We have
L2(Ω,F ,P) = ⊕∞k=0Hk.
The next lemma gives the crucial hypercontractivity estimate. See [11] for a proof.
Proposition 8. Let p ≥ 2 be finite. If X ∈ Hk, then(
E[|X|p]) 1p ≤ (p− 1)k2 (E[|X|2]) 12 . (35)
3 Energy estimate for fractional s
In this section, we derive Proposition 6, the energy estimate for fractional s. This is the
analogue of [10, estimate 3] to general nonlinearities and fractional regularity s > 5/2.
The possibility of fractional s makes our derivation more involved, since we cannot
integrate by parts as in [15, Equation 1.25] and [10, Equation 3.5] to remove the most
singular spatial derivatives in the time derivative of the energy. Instead, we perform a
higher order expansion to exploit the cancellation in the commutator term kuk−1N D
suN −
DsukN appearing in (36).
Recall that
∂tEs,N (πNΦN (t)(~u))|t=0 = k(k − 1)
2
∫
Qs,N(uN )vNu
k−2
N
+
∫
DsvN (ku
k−1
N D
suN −DsukN ) +
∫
uN
∫
vN .
(36)
Proposition 9. For s > 52 , there exists σ < s− 12 , such that, for ε sufficiently small,
|∂tEs,N(πNΦN (t)(~u))|t=0|
. (1 + ‖ ~uN‖k−1~Hσ )(1 + ‖Qs,N (uN )‖C−1−ε + ‖uN‖Cs− 12−ε ‖vN‖Cs− 32−ε
+
3∑
j=1
∥∥DsvN∂jDs−2uN∥∥C−1−ε + ∥∥DsvN∂2jDs−4uN∥∥C−ε).
(37)
The implicit constants are uniform in N .
Then Proposition 6 follows from (37) and Lemma 10.
Our goal is to prove uniform in N estimates for the derivative of the energy (36). For
this reason and for simplicity of notation, in this section we omit the subscripts N on u
and v in deriving the estimates.
Lemma 10. We have
‖v‖
Lp(dvs)C
s− 32−ε(T3)
.
√
p, (38)
‖u‖
Lp(d~νs)C
s− 12−ε(T3)
.
√
p. (39)
If 2s− α− β > 12 , then for ε sufficiently small,∥∥∥DαvDβu∥∥∥
Lp(d~νs)C2s−α−β−2−ε(T3)
. p. (40)
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Proof. We only prove the third bound, (40). The first two can be proved in a similar
manner. To simplify the notations, let γ = 2s − α − β − 2 − ε, and let Lpw, Lqx denote
Lp(d~νs), L
q(T3) respectively. By Bernstein’s inequality (34), Fubini’s theorem and Wiener
chaos estimate (35),∥∥∥DαvDβu∥∥∥
LpωC
γ
x
≤
∥∥∥DαvDβu∥∥∥
LpxB
γ+3p
p,1
=
∥∥∥∥∥∥
∑
j
2
j(γ+ 3
p
)
∥∥∥Pj(DαvDβu)∥∥∥
Lpx
∥∥∥∥∥∥
Lpω
≤
∑
j
2j(γ+
3
p
)
∥∥∥Pj(DαvDβu)∥∥∥
LpxL
p
ω
. p
∑
j
2j(γ+
3
p
)
∥∥∥Pj(DαvDβu)∥∥∥
LpxL2ω
.
(41)
On the other hand, by series representation (6),
Eω[|Pj(DαvDβu)|2] =
∑
n∼2j
∑
n1
1
〈n1〉2(s−α) 〈n− n1〉2(s+1−β)
.
∑
n∼2j
1
〈n〉2(2s+1−α−β)−3
. 22(2s−α−β−2).
The convolution estimate [13, Lemma 4.1] requires 2s−α−β > 12 . Hence (41) is bounded
by p if p is large and γ < 2s− α− β − 2.
To prove Proposition 9, we only need to bound the second term on the RHS of (36).
The other terms are the same as those in [10, Proposition 5.1].
Lemma 11. For any ε > 0, we have
∥∥kTuk−1u− uk∥∥Bα+β−ε1,1 . ‖u‖Bαp,∞ ‖u‖Bβq,∞ ‖u‖k−2L∞x ,
provided α+ β > 0, and 1p +
1
q = 1.
Proof. A more general Rd version can be found in [1, Theorem 2.92]. For our case, note
uk =
∞∑
j=−1
(Sj+1u)
k − (Sju)k
=
∞∑
j=−1
Pju
k−1∑
ℓ=0
(Sj+1u)
ℓ(Sju)
k−ℓ−1.
(42)
It suffices to bound Tuk−1u−
∑
j Pju(Sj+1u)
k−1, the other terms are similar. Since α+β >
0, we may assume β > 0. Taking the L1x norm, we have∥∥∥∥∥∥Pn
Tuk−1u−∑
j
Pju(Sj+1u)
k−1
∥∥∥∥∥∥
L1x
=
∥∥∥∥∥∥Pn
∑
j≥n−3
Pju
(
Sj−1uk−1 − (Sj+1u)k−1
)∥∥∥∥∥∥
L1x
.
∑
j≥n−3
‖Pju‖Lpx
∥∥∥Sj−1(uk−1 − (Sj−ku)k−1) + ((Sj−ku)k−1 − (Sj+1u)k−1)∥∥∥
Lqx
.
∑
j≥n−3
‖Pju‖Lpx
(∥∥∥uk−1 − (Sj−ku)k−1∥∥∥
Lqx
+
∥∥∥(Sj−ku)k−1 − (Sj+1u)k−1∥∥∥
Lqx
)
.
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Expressing uk−1− (Sj−1u)k−1 in terms of products of lower-order quantities, we find that
the previous expression is bounded up to a constant factor by
∑
j≥n−3
‖Pju‖Lpx
∑
m≥j−k
‖Pmu‖Lqx
k−2∑
ℓ=0
‖Sj−ku‖ℓL∞x
(
‖u‖k−ℓ−2L∞x + ‖Sj+1u‖
k−ℓ−2
L∞x
)
.
∑
j≥n−3
2−jα ‖u‖Bαp,∞
∑
m≥j−k
2−mβ ‖u‖
Bβq,∞
‖u‖k−2L∞x
.2−n(α+β) ‖u‖Bαp,∞ ‖u‖Bβq,∞ ‖u‖
k−2
L∞x
.
The next lemma allows us to replace uk−1Dsu by Tuk−1Dsu.
Lemma 12. ‖Tab− ab‖Bα+β1,1 . ‖a‖Bα1,∞ ‖b‖Cβ , provided β 6= 0 and α+ β > 0.
Proof. The proof is a straightforward application of the definition of the paraproduct and
Besov spaces.
The remaining difference DsTuk−1u − Tuk−1Dsu cannot be bounded directly. The
following decomposition is the main result describing the regularity of this commutator:
Lemma 13. Ds(Twu)− Tw(Dsu) = F1 + F2 +R, where
F1 = s
3∑
j=1
T∂jw(∂jD
s−2u),
F2 =
s(s− 2)
2
3∑
j=1
T∂2jw(∂
2
jD
s−4u) +
s
2
TD2wD
s−2u,
‖R‖
B
3
2+ε
1,1
. ‖w‖B2+2ε1,∞ ‖u‖Cs− 12−ε , ε > 0.
Proof. Let m ∈ C∞(R) be a bump function such that m = 1 on [−12 , 12 ] and is supported
on [−12−, 12+]. Then,
(Ds(Twu)− Tw(Dsu))(x)
=
∑
n1,n2∈Z3
(|n1 + n2|s − |n2|s)ŵ(n1)û(n2)m( |n1||n2|)e
i(n1+n2)·x.
By Taylor’s theorem,
|n1 + n2|s − |n2|s
= s|n2|s−1n2 · n1 + 1
2
(
s(s− 2)|n2|s−4(n2 · n1)2 + s|n2|s−2|n1|2
)
+R1
where the first 2 terms correspond to F1 and F2, and
R1(n1, n2) :=
s(s− 2)
2
∫ 1
0
(1− t)2
(
3|n2 + tn1|s−4(n2 + tn1) · n1|n1|2
+ (s− 4)|n2 + tn1|s−6((n2 + tn1) · n1)3
)
dt.
Define R by
R =
∑
n1,n2∈Z3
R1(n1, n2)û(n1)ŵ(n2)e
i(n1+n2)·x.
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We now estimate R. First, we can write R1 =
∑
|α|=3Cα(n1, n2)n
α
1 , where α is a 3d
multi-index and Cα can be extended by homogeneity to a function on R
6 such that
Cα(λξ1, λξ2) = λ
s−3Cα(ξ1, ξ2)
for any λ > 0, and is smooth on the support of m( |ξ1||ξ2|)ψj(ξ1 + ξ2) for any j ∈ N.
To bound ‖PjR‖L1x , set
Kα,j(ξ1, ξ2) := ψj(ξ1 + ξ2)m(
|ξ1|
|ξ2|)Cα(ξ1, ξ2),
and define hj ∈ L2(T3 × T3) and Hj ∈ L2(R3 × R3) by
hα,j(y, z) :=
∑
|α|=3
(F−1
T6
Kα,j)(y, z),
Hα,j(y, z) :=
∑
|α|=3
(F−1
R6
Kα,j)(y, z).
By the Poisson summation formula,
hα,j(y, z) =
∑
(m1,m2)∈Z6
Hα,j(y +m1, z +m2).
Hence,
‖hα,j‖L1(T6) ≤ ‖Hα,j‖L1(R6)
=
∥∥∥2j(s−3) · 26jHα,0(2j ·, 2j ·)∥∥∥
L1(R6)
= 2j(s−3) ‖Hα,0‖L1(R6) .
Note ‖Hα,0‖L1 is bounded since Kα,0 ∈ C∞0 (R6). Then,
‖PjR‖L1x =
∥∥∥∥∥∥
∑
n1,n2
ψj(n1 + n2)m(
|n1|
|n2|)
∑
|α|=3
Cα(n1, n2)n
α
1 ŵ(n1)û(n2)e
i(n1+n2)·x
∥∥∥∥∥∥
L1x
=
∥∥∥∥∥∥
∑
|α|=3
∑
n1,n2
Kα,j(n1, n2) ̂Sj−1∂αw(n1)
̂˜
Pju(n2)e
i(n1+n2)·x
∥∥∥∥∥∥
L1x
=
∥∥∥∥∥∥
∑
|α|=3
∫∫
hα,j(y, z)Sj−1∂αw(x− y)P˜ju(x− z)dydz
∥∥∥∥∥∥
L1x
≤
∑
|α|=3
‖hα,j‖L1y,z ‖Sj−1∂
αw‖L1x
∥∥∥P˜ju∥∥∥
L∞x
.
∑
|α|=3
2j(s−3)2j(1−2ε) ‖∂αw‖B−1+2ε1,∞ · 2
−j(s− 1
2
−ε) ‖u‖
Cs−
1
2−ε
. 2−j(
3
2
+ε) ‖w‖B2+2ε1,∞ ‖u‖Cs− 12−ε .
Here P˜j is another Littlewood-Paley projector such that P˜jPj = Pj .
We can now give the proof of the energy estimate (37).
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Proof of Proposition 9. We first write∫
T3
Dsv(kuk−1Dsu−Dsuk)
=
∫
T3
Dsv
[
(kuk−1Dsu− kTuk−1Dsu)− k(Ds(Twu)− Tw(Dsu)) + (kDsTuk−1u−Dsuk)
]
.
Using Lemma 12, 13, and 11, we estimate the last quantity by
‖Dsv‖
C−
3
2−ε
(
k
∥∥∥uk−1Dsu− Tuk−1Dsu∥∥∥
B
3
2+ε
1,1
+ k ‖R1‖
B
3
2+ε
1,1
+
∥∥∥kDsTuk−1u−Dsuk∥∥∥
B
3
2+ε
1,1
)
+
∣∣∣∣∫ Dsv(F1 + F2)∣∣∣∣
. ‖v‖
Cs−
3
2−ε
‖u‖
Cs−
1
2−ε
‖u‖B2+2ε1,∞ ‖u‖
k−2
L∞x
+
∣∣∣∣∫ Dsv(F1 + F2)∣∣∣∣
. ‖v‖
Cs−
3
2−ε
‖u‖
Cs−
1
2−ε
‖u‖k−1Hσ +
∣∣∣∣∫ Dsv(F1 + F2)∣∣∣∣ .
Here, R1, F1, F2 are the terms in Lemma 13. We used (27) and (29) in the last step.
It remains to deal with DsvF1 and D
svF2. As in Lemma 12, we can replace F1, F2 by
products. For example, we can replace DsvF1 by
Dsv(s
3∑
j=1
∂jD
s−2u∂juk−1),
then, for ε > 0, we have∣∣∣∣∫ Dsv∂jDs−2u∂juk−1∣∣∣∣ ≤ ∥∥Dsv∂jDs−2u∥∥C−1−ε ∥∥∥∂juk−1∥∥∥B1+ε1,1
.
∥∥Dsv∂jDs−2u∥∥C−1−ε ‖u‖H2+ε ‖u‖k−2L∞x
.
∥∥Dsv∂jDs−2u∥∥C−1−ε ‖u‖k−1H2+ε .
The other term can be estimated in a similar manner.
4 Construction of the measure
In this section, we construct a measure ~ρs which is absolutely continuous with respect to
µs and corresponds to the formal expression:
d~ρs = Z−1s e−Es(u,v)−E
q(u,v)dudv. (43)
Here Es(u, v) is the renormalized energy defined in (17), E(u, v) is the Hamiltonian energy
(3), and q = q(s, k) is a large integer to be chosen later.
Define the truncated measures
d~ρs,N = Z−1s,N,re−Es,N (u,v)−E
q
N (u,v)dudv
= Z−1s,Ne−Rk,s,N (u)−E
q
N (u,v)dνs(u, v),
(44)
where the truncated energy EN (u, v) is defined by
EN (u, v) := E(uN , vN ) =
1
2
∫
T3
(|∇πNu|2 + (πNv)2) dx+ 1
k + 1
∫
T3
(πNu)
k+1 dx. (45)
In this section, we prove Proposition 15, which asserts that the measures ~ρs,N converge
to a limiting measure as N →∞.
The general method to establish convergence of the measures is standard (see for exam-
ple [23, Remark 3.8]), and consists of two steps, corresponding Lemma 15 and Proposition
5, respectively.
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1. Convergence of Rk,s,N(u) and E
q
N (u, v) in L
p. This is a consequence of the regularity
properties of the field ~u on the support of ~µs, since Rk,s,N(u) and E
q
N (u, v) are
continuous functions of the Fourier truncated field πN~u.
2. Uniform integrability of e−Rk,s,N (u)−E
q
N (u,v) with respect to ~νs. This will follow from
a uniform bound in Lp, p > 1. It is here that we make use of the variational
representation of
Zs,N := E~νs[e−Rs,k,N (u)−E
q
N (u,v)]. (46)
Indeed, the uniform integrability resulting from the second point allows us to take the
limit in the expectation
E~νs [e
−Rk,s,N (u)−EqN (u,v)],
which is sufficient to define ~ρs as a measure.
Compared to the cubic case, k = 3, in [10], the addition of −Eq(u, v) makes the
construction of the measure easier as it introduces more decay. Also, as the energy is
conserved we have
d
dt
EqN (uN , vN ) = 0.
Consequently, no extra terms appear in the energy estimate in section 3.
Definition 14. For u given by (9), we define
: (DsuN )
2 := (DsuN )
2 − E~νs [(DsuN )2].
This notation is inspired by an analogy with Wick ordering in Gaussian analysis and
quantum field theory (see [11, Chapter 3]).
Lemma 15. Let s > 32 . Set
Fs,k,N(u, v) := −Rk,s,N(u)− EqN (u, v). (47)
Then for p <∞, Fs,k,N converges to some Fs,k in Lp(νs) as N →∞.
Proof. Since s > 32 we have by (39), (38) that u ∈ Lp(Ω, C1+ε(T3)) and v ∈ Lp(Ω, Cε(T3))
for some ε > 0. These bounds imply that EN (u, v) < ∞ and moreover is bounded in Lp
for any 0 < p <∞, uniformly in N . The same holds for EqN .
As in [10, Proposition 4.3], we have, for any p ≥ 2:
‖ : (DsuN )2 : ‖Lp(Ω,C−1−ε(T3)) ≤ Cp.
By duality in Cα spaces (33), the term∫
Qs,N (uN )u
k−1
N
converges in Lp.
4.1 Variational formulation
In this section, we apply the Barashkov-Gubinelli variational approach to obtain uniform
in N control over the quantity e−Rk,s,N (u)−E
q
N (u,v). This is equivalent to showing that
the partition function is uniformly bounded, since higher Lp norms of e−Rk,s,N (u)−E
q
N (u,v)
introduce only constant factors in the representation (57).
This approach was first applied in [10]. The idea is to write the partition function as
an optimization over time-dependent processes, so we begin by representing the measure
~νs as the time 1 distribution of a pair of cylindrical processes. We refer to [2, 10] for more
details.
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Let Ω = C(R+, C
− 3
2
−ε(T3)). We then define
~X(t) = (X1(t),X2(t)) =
∑
n∈Z3
Bn1 (t)e
in·x,
∑
n∈Z3
Bn2 (t)e
in·x
 (48)
so that ~X(t) is a Brownian motion on L2(T3)× L2(T3). Set ~Y (t) = (Y 1(t), Y 2(t)) where
Y1(t) = J −s−1X1(t) := B01(t) +
∑
n∈Z3\{0}
Bn1 (t)
(|n|2 + |n|2s + 2) 12
ein·x (49)
and
Y2(t) = J
−sX2(t) :=
∑
n∈Z3
Bn2 (t)
(1 + |n|2s) 12
ein·x. (50)
Note that
Law(~Y (1)) := ~νs.
We let Ha be the set of progressively measurable processes belonging to
L2([0, 1], L2(T3)× L2(T3))
almost surely. For θ ∈ Ha, the classical Girsanov theorem [9, Section 5.5] describes the
semimartingale decomposition of ~X(t) and ~Y (t) with respect to the measure Qθ defined
by its relative density
dQθ
dP
= e
∫ 1
0 〈θt,dXt〉− 12
∫ 1
0 ‖θs‖2L2x ds. (51)
We have the decompositions
~X(t) = ~Xθ(t) +
∫ t
0
~θ(t)dt (52)
and
~Y (t) = (Y θ1 (t), Y
θ
2 (t)) +
∫ t
0
(J −s−1θ1, J−sθ2)(t′) dt′, (53)
where ~Xθ is a Qθ L2-cylindrical Brownian motion and
Y θ1 (t) := J −s−1Xθ1 (t), Y θ2 (t) := J−sXθ2 (t).
For convenience, we set
~Iθ(t) := (Iθ1 (t), I
θ
2 (t)) =
∫ t
0
(J −s−1θ1, J−sθ2)(t′) dt′ (54)
and ~Y θ(t) := (Y θ1 (t), Y
θ
2 (t)). With this notation in place we have the following variational
formula for Zs,N .
Lemma 16. Let θ ∈ Ha, N ≥ 1 and let Qθ be the measure defined by (51). Then the
relative entropy of Qθ with respect to P is finite:
H(Qθ | P) = E
[
dQθ
dP
log
dQθ
dP
]
<∞.
In particular,
EQθ
[ ∫ t
0
‖θ‖L2xds
]
<∞. (55)
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Proof. Once we prove the finiteness of the relative entropy, the bound (55) follows from
the inequality [8, Lemma 2.6],
EQθ
[ ∫ t
0
‖θ‖L2xds
]
≤ 2H(Qθ | P).
We turn to the relative entropy. In our case, it takes the following explicit form:
H(Qθ | P) = E
[
e−Rs,k,N−E
q
N
Zs,N log
e−Rs,k,N−E
q
N
Zs,N
]
.
For the partition function Zs,N , we have by Jensen’s inequality:
Zs,N = E[e−Rs,k,N e−E
q
N ]
≥ e−E[Rs,k,N ]−E[EqN ]
≥ c(N). (56)
In the final step, we have used the integrability of Rs,k,N and E
q
N , which follows directly
from (39), (38) since Bα∞,∞ ⊂ L∞ when α > 0.
Using Ho¨lder’s inequality and Young’s inequality, it is easy to see that for q ≥ 1,
Rs,k,N(Y1) + E
q
N (
~Y ) =
k
2
∫
T
((DsY1)
2 − σ2N )(πNY1)k−1 dx+ EqN (~Y )
≥ −k
2
σ2N
∫
(πNY1)
k−1 dx+
1
(k + 1)q
(∫
(πNY1)
k+1 dx
)q
≥ −k
2
σ2N |T3|
2
k+1
(∫
(πNY1)
k+1
) k−1
k+1
+
1
(k + 1)q
(∫
(πNY1)
k+1 dx
)q
≥ −
(
k
2ε
)r |T3| 2rk+1
r
σ2rN + (
1
4
− ε
q
r
)
(∫
(πNY1)
k+1 dx
)q
> −∞,
where k−1q(k+1) +
1
r = 1. Using (56) and Cauchy-Schwarz, we now have
E
[
dQθ
dP
log
dQθ
dP
]
≤ C(N)E[e−2Rs,k,N (Y1) + |Rs,k,N(Y1)|2 + 1] <∞.
Proposition 17. Recall the definition of the partition function Zs,N For N ∈ N we have,
− logZs,N = inf
θ∈Ha
EQθ
[
Rk,s,N(Y
θ
1 (1) + I
θ
1 (1)) + E
q
N (
~Y θ(1) + ~Iθ(1)) +
1
2
∫ 1
0
∥∥∥~θ(t)∥∥∥2
L2x×L2x
dt
]
.
(57)
Proof. Given θ ∈ Ha, Girsanov’s theorem gives:
− logZs,N = − logE[e−Rk,s,N−Eq(uN ,vN )]
= − logEQθ [e−Rk,s,N (Y
θ
1 (1)+I
θ
1 (1))−EqN (~Y θ(1)+~Iθ(1))e
− ∫ 1
0
〈θt,dXt〉+ 12
∫ 1
0
‖θs‖2
L2x
ds
].
By Jensen’s inequality, we have
− logZs,N ≤ EQθ [Rk,s,N(Y θ1 (1) + Iθ1 (1)) − EqN (~Y θ(1) + ~Iθ(1))]
+ E[
∫ 1
0
〈θt,dXt〉 − 1
2
∫ 1
0
‖θs‖2L2x ds]
= EQθ [Rk,s,N(Y
θ
1 (1) + I
θ
1 (1)) − EqN (~Y θ(1) + ~Iθ(1))]
+ E[
∫ 1
0
〈θt,dXθt 〉+
1
2
∫ 1
0
‖θs‖2L2x ds].
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If
EQθ
[ ∫ 1
0
‖θs‖2L2x ds
]
<∞,
the stochastic integral term is a martingale, so its expectation vanishes and we find
− logZs,N ≤ EQθ
[
Rk,s,N(Y
θ
1 (1) + I
θ
1 (1)) −EqN (~Y θ(1) + ~Iθ(1)) +
1
2
∫ 1
0
‖θs‖2L2x ds
]
. (58)
If instead
EQθ
[ ∫ 1
0
‖θs‖2L2x ds
]
=∞,
the inequality (58) holds trivially provided we verify that
Rk,s,N(Y
θ
1 (1) + I
θ
1 (1)) − EqN (~Y θ(1) + ~Iθ(1))
is Qθ-integrable, which we do below.
Conversely, the measure
dQN
dP
=
e−Rk,s,N (Y1)−E
q
N (
~Y (1))
Zs,N
is absolutely continuous with respect to P, so there is a θ˜ ∈ Ha, such that
dQN
dP
= e
∫ 1
0
〈θ˜Nt ,dXt〉− 12
∫ 1
0
‖θ˜Nt ‖2L2x dt.
Combining the last two expressions gives
− logZs,N := Rk,s,N(Y1) + EqN (~Y (1)) +
∫ 1
0
〈θ˜Nt ,dXt〉 −
1
2
∫ 1
0
‖θ˜Nt ‖2L2x dt. (59)
By Lemma 16 we have
E
Qθ˜
[ ∫ 1
0
‖θ˜s‖2L2x ds
]
<∞,
we can take expectations in (59) and the martingale term vanishes, so
− logZs,N = E
[
Rk,s,N(Y1) + E
q
N (
~Y (1)) +
1
2
∫ 1
0
‖θ˜Nt ‖2L2x dt
]
.
4.2 Exponential integrability
We now prove Proposition 5 by estimating the quantity on the right side of (57). Since
the time t = 1 is fixed, for simplicity we set
~Y θ := (Y θ1 , Y
θ
2 ) = (Y
θ
1 (1), Y
θ
2 (1)).
A simple application of Young’s inequality gives
1
2
EqN (
~Iθ) ≤ CEqN(~Y θ) + EqN (~Y θ + ~Iθ).
for some large constant C. Hence it suffices to bound
EQθ
[
Rk,s,N(Y
θ
1 + I
θ
1 )− CEqN (~Y θ) +
1
2
EqN (
~Iθ) +
1
2
∫ 1
0
∥∥∥~θ(t)∥∥∥2
L2x×L2x
dt
]
. (60)
The following lemma gives the regularity of DsY θ1 , : (D
sY θ1 )
2 : and Y θ1 .
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Lemma 18. Let 2 < p <∞. Then for ε > 0,
sup
θ∈Ha
EQθ
[∥∥∥DsY θ1 ∥∥∥p
C−
1
2−ε
+
∥∥∥: (DsY θ1 )2 :∥∥∥p
C−1−ε
+
∥∥∥Y θ1 ∥∥∥p
Cs−
1
2−ε
]
<∞.
Proof. This follows directly from Proposition 4.3 in [10].
A direct application of Cauchy-Schwarz (see [10, Lemma 4.7]) gives∥∥∥Iθ1∥∥∥2
Hs+1
≤
∫ 1
0
‖θt‖2L2 dt. (61)
Lemma 19. For s > 32 ,
sup
θ∈Ha
EQθ
[
EqN (
~Y θ)
]
<∞
independently of N .
Proof. Under Qθ, ~Y θ(1) = (Y θ1 (1), Y
θ
2 (1)) has the same distribution as the pair (u, v) in
under ~νs. The result then follows from (39), (38).
We introduce some abbreviated notations for the most common terms appearing in
the estimates below. We set:
Y := Y θ1 ,
Θ := Iθ1 ,
E := EN (~I
θ).
From the definition of Rk,s,N we have
Rk,s,N(Y +Θ) =
k(k − 1)
2
∫
T3
: (DsY )2 :
k−1∑
m=0
(
k − 1
m
)
Y k−1−mΘm
+ k(k − 1)
∫
T3
DsY DsΘ
k−1∑
m=0
(
k − 1
m
)
Y k−1−mΘm
+
k(k − 1)
2
∫
T3
(DsΘ)2
k−1∑
m=0
(
k − 1
m
)
Y k−1−mΘm
+
1
k + 1
∫
T3
(Y +Θ)k+1. (62)
We aim to bound (60) by using Young’s inequality and the positive terms∫
T3
(DsΘ)2Θk−1,
∫
T3
Θk+1, Eq, ‖Θ‖2Hs+1
in (60).
Lemma 20. (Terms quadratic in DsY ). Let s > 32 and 0 ≤ m ≤ k − 1. Then for
sufficiently small δ > 0 there exists small ε > 0 and large p and c(δ) such that∣∣∣∣∫
T3
: (DsY )2 : Y k−1−mΘm
∣∣∣∣ ≤ c(δ)(∥∥: (DsY )2 :∥∥pC−1−ε + ‖DsY ‖pC− 12−ε + ‖Y ‖pCs− 12−ε)
+ δ
(
‖Θ‖2Hs+1 + Eq
)
.
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Proof. For m = 0, using (30) and (27) and (28) we have∣∣∣∣∫
T3
: (DsY )2 : Y k−1
∣∣∣∣ . ∥∥: (DsY )2 :∥∥C−1−ε ∥∥∥Y k−1∥∥∥B1+2ε1,∞
.
∥∥: (DsY )2 :∥∥
C−1−ε
‖Y ‖k−1C1+2ε
.
∥∥: (DsY )2 :∥∥
C−1−ε
‖Y ‖k−1
Cs−
1
2−ε
if s > 32 and ε > 0 is small. The estimate then follows from Young’s inequality. If
m = k − 1, using (30), (27), (32) and (29) we have∣∣∣∣∫
T3
: (DsY )2 : Θk−1
∣∣∣∣ . ∥∥: (DsY )2 :∥∥C−1−ε ∥∥∥Θk−1∥∥∥B1+2ε1,∞
.
∥∥: (DsY )2 :∥∥
C−1−ε
∥∥∥Θk−2∥∥∥
L1
‖Θ‖B1+2ε∞,∞
.
∥∥: (DsY )2 :∥∥
C−1−ε
∥∥∥Θk+1∥∥∥k−2k+1
L1
‖Θ‖
B
5
2+3ε
2,2
.
∥∥: (DsY )2 :∥∥
C−1−ε
E
k−2
k+1 ‖Θ‖Hs+1
if s > 32 and ε > 0 is small. If we choose q large enough so that
k − 2
q(k + 1)
+
1
2
< 1 (63)
the stated inequality then follows from Young’s inequality.
If 0 < m < k − 1 then similar to the above,∣∣∣∣∫
T3
: (DsY )2 : Y k−1−mΘm
∣∣∣∣ . ∥∥: (DsY )2 :∥∥C−1−ε ∥∥∥Y k−1−mΘm∥∥∥B1+2ε1,∞
.
∥∥: (DsY )2 :∥∥
C−1−ε
∥∥∥Y k−1−m∥∥∥
C1+2ε
‖Θm‖B1+2ε1,∞
.
∥∥: (DsY )2 :∥∥
C−1−ε
‖Y ‖k−1−m
Cs−
1
2−ε
E
m−1
k+1 ‖Θ‖Hs+1 .
Hence if we choose q large enough so that
m− 1
q(k + 1)
+
1
2
< 1.
Young’s inequality the gives the desired result.
Lemma 21. (Terms linear in DsY ). Let s > 52 and 0 ≤ m ≤ k− 1. Then for sufficiently
small δ > 0 there exists small ε > 0 and large p and c(δ) such that∣∣∣∣∫
T3
DsY DsΘY k−1−mΘm
∣∣∣∣ ≤ c(δ)(‖DsY ‖pC− 12−ε + ‖Y ‖pCs− 12−ε)
+ δ
(
‖Θ‖2Hs+1 + Eq
)
.
Proof. First we estimate the term corresponding to m = k − 1. Using (30), (27) followed
by (31), ∣∣∣∣∫
T3
DsY DsΘΘk−1
∣∣∣∣ . ‖DsY ‖C− 12−ε ∥∥∥DsΘΘk−1∥∥∥B 12+2ε1,∞ .
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Hence it remains to estimate
∥∥DsΘΘk−1∥∥
B
1
2+2ε
1,∞
. Using (31), (27), (29), (32), (29) again,
Jensen’s inequality and (26), we have∥∥∥DsΘΘk−1∥∥∥
B
1
2+2ε
1,∞
. ‖DsΘ‖
B
1
2+2ε
2,∞
∥∥∥Θk−1∥∥∥
L2
+ ‖DsΘ‖L2
∥∥∥Θk−1∥∥∥
B
1
2+2ε
2,∞
. ‖DsΘ‖
B
1
2+2ε
2,∞
∥∥∥Θk−1∥∥∥
B
1
2+2ε
2,∞
. ‖Θ‖
Hs+
1
2+2ε
∥∥∥Θk−1∥∥∥
B2+2ε1,∞
. ‖Θ‖
Hs+
1
2+2ε
∥∥∥Θk−2∥∥∥
L1
‖Θ‖B2+2ε∞,∞
. ‖Θ‖
Hs+
1
2+2ε
∥∥∥Θk+1∥∥∥ k−2k+1
L1
‖Θ‖
B
7
2+2ε
2,∞
. ‖Θ‖γ
Hs+1
‖Θ‖1−γ
L2
∥∥∥Θk+1∥∥∥k−2k+1
L1
‖Θ‖Hs+1
. ‖Θ‖1+γ
Hs+1
E1−γ+
k−2
k+1 (64)
for s > 52 and ε > 0 small where γ = γ(s, ε) =
s+ 1
2
+2ε
s+1 < 1. If we choose ε = ε(s, k) small
enough and q = q(s, k) large enough so that
1 + γ
2
+
1
q
(
1− γ + k − 2
k + 1
)
< 1
the desired inequality follows from Young’s inequality.
Now for the case 0 < m < k − 1, using (30), (27),(31) we have,∣∣∣∣∫
T3
DsY DsΘY k−1−mΘm
∣∣∣∣ . ‖DsY ‖C− 12−ε ∥∥∥Y k−1−mDsΘΘm∥∥∥B 12+2ε1,∞
. ‖DsY ‖
C−
1
2−ε
∥∥∥Y k−1−m∥∥∥
C
1
2+2ε
‖DsΘΘm‖
B
1
2+2ε
1,∞
. ‖DsY ‖
C−
1
2−ε
‖Y ‖k−1−m
Cs−
1
2−ε
‖DsΘΘm‖
B
1
2+2ε
1,∞
for s > 1 and ε > 0 small. It remains to estimate the term ‖DsΘΘm‖
B
1
2+2ε
1,∞
. If s > 52 and
ε > 0 is small enough, this term can be estimated in a manner similar to (64).
Finally we estimate the term corresponding to m = 0. We have,∣∣∣∣∫
T3
DsY DsΘY k−1−m
∣∣∣∣ . ‖DsY ‖C− 12−ε ∥∥∥DsΘY k−1∥∥∥B 12+2ε1,∞
. ‖DsY ‖
C−
1
2−ε
‖Y ‖k−1
C
1
2+2ε
‖DsΘ‖
B
1
2+ε
1,∞
. ‖DsY ‖
C−
1
2−ε
‖Y ‖k−1
Cs−
1
2+2ε
‖DsΘ‖Hs+1
for s > 1 and ε > 0 small. The desired inequality then follows from Young’s inequality.
Lemma 22. (Terms quadratic in DsΘ). Let s > 12 and 0 < m < k − 1. Then for
sufficiently small δ > 0 there exists small ε > 0 and large p and c(δ) such that∣∣∣∣∫
T3
(DsΘ)2Y k−1−mΘm
∣∣∣∣ ≤c(δ)(‖DsY ‖p
C−
1
2−ε
+ ‖Y ‖p
Cs−
1
2+2ε
)
+ δ
(
‖Θ‖2Hs+1 +
∥∥∥DsΘΘ k−12 ∥∥∥2
L2
+ Eq
)
.
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Proof. Using Young’s inequality,∣∣∣∣∫
T3
(DsΘ)2Y k−1−mΘm
∣∣∣∣ ≤ C(δ)∫
T3
(DsΘ)2Y k−1 + δ
∫
T3
(DsΘ)2Θk−1.
It remains to estimate the first term on the right hand side of the above inequality. Using
Ho¨lder’s inequality, (26) and the fact that s > 12 we have,∣∣∣∣∫
T3
(DsΘ)2Y k−1
∣∣∣∣ . ‖Θ‖2Hs ∥∥∥Y k−1∥∥∥L∞
. ‖Θ‖2
s
s+1
Hs+1
‖Θ‖2
1
s+1
L2
‖Y ‖k−1L∞
. ‖Θ‖
2s
s+1
Hs+1
‖Θ‖
2
s+1
Lk+1
‖Y ‖k−1
Cs−
1
2−ε
. ‖Θ‖
2s
s+1
Hs+1
E
2
(s+1)(k+1) ‖Y ‖k−1
Cs−
1
2−ε
.
For q large enough,
s
s+ 1
+
2
q(s + 1)(k + 1)
< 1
and so the desired inequality follows from Young’s inequality.
Lemma 23. (Remaining Terms) Let s > 12 . Then for sufficiently small δ > 0 there exists
small ε > 0 and large c(δ) such that∫
T3
(Y +Θ)k+1 ≤ C(δ) ‖Y ‖
Cs−
1
2−ε
+ δ
∫
T3
Θk+1.
Proof. Using Young’s inequality and (27) we have,∫
T3
(Y +Θ)k+1 ≤ C(δ)
∫
T3
Y k+1 + δ
∫
T3
Θk+1
≤ C(δ) ‖Y ‖k+1
Cs−
1
2−ε
+ δ
∫
T3
Θk+1, (65)
which completes the proof.
5 Dispersionless case
In this section, we show that the dispersion is essential to the quasi-invariance result, by
showing that it fails if the Laplacian term is absent from the system (2). More precisely,
we show that there exists a dense sequence of times t such that the distribution of the
flow of the dispersionless model (66) at time t is not absolutely continuous with respect
to the distribution of the initial data. This answers a question posed in the introductions
to [15], [10].
The proof uses an idea developed by Oh, Tzvetkov and the third author in [17] to
prove the same result for a Schro¨dinger-type equation, using almost-sure properties of the
series (6). Unlike in [17] situation, no explicit solution of the ODE (66) is available, so we
instead use the invariance of the Hamiltonian to derive a contradiction.
The dispersionless system is {
∂tu = v,
∂tv = −uk
. (66)
We take the initial data
(u(0, x), v(0, x)) := (uω, vω),
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where uω, vω are the random series already given in (6)
uω(x) =
∑
n∈Z3
gn
〈n〉s+1 e
in·x,
vω(x) =
∑
n∈T3
hn
〈n〉s e
in·x.
(67)
Our main tool to derive Theorem 3, the law of the iterated logarithm, gives a fine
description of the regularity of the process at a fixed point x ∈ Td. The key point is that
the result holds almost surely, so it must also hold on the support of any measure that is
mutually absolutely continuous with respect to µs.
The analog for Gaussian fields indexed by R3 the following result was proved in [7, The-
orem 1.3]. Their result is more general and covers non-stationary Gaussian fields whose
covariance is defined by a pseudodifferential operator. The proof uses a wavelet decom-
position of the process. Given the explicit representations (6), they can also be derived
more directly using more classical tools. This was done in the case of one dimensional
Gaussian fields in [17]. We do not reproduce the details of the proof here.
Proposition 24. For x ∈ T3, let v(x) be given by the random series defined in (67). We
have the following:
1. For s ∈ (12 , 32 ),
lim sup
|h|→0
v(x+ h)− v(x)√
cs|h|2s−1 log log 1|h|
= 1
almost surely.
2. For s = 32 ,
lim sup
|h|→0
v(x+ h)− v(x)√
cs|h|2 log 1|h| log log log 1|h|
= 1.
3. When s > 32 , let r = ⌊s − 12⌋, then ∂rxv exists and is continuous, and satisfies the
above LILs with v replaced by ∂rxv and s replaced by s− r.
The Hamiltonian associated to the ODE is
H(u, v) =
1
2
v2(x) +
1
k + 1
uk+1(x). (68)
This quantity is conserved along the flow of the ODE (66):
H(u(0), v(0)) = H(u(t), v(t)) (69)
for each t ≥ 0.
Proof of Theorem 3. Let hn, |hn| ↓ 0 be a sequence along which the lim sup in the LIL
for v(t, x) is attained. Differentiating both sides of this equation r times, we find:
v(0, x)∂rxv(0, x)+u(0, x)
k∂rxu(0, x)+l.o.t. = v(t, x)∂
r
xv(t, x)+u(t, x)
k∂rxu(t, x)+l.o.t., (70)
where “l.o.t.” denotes lower order terms which are more regular that ∂rxv(0, x), ∂
r
xv(t, x).
The equality (70) also holds with x shifted by hn on both sides, so that after subtraction
and division by √
cs|hn|2s−1 log log 1|hn|
in case s− r 6= 3/2 and √
cs|hn|2 log 1|hn| log log
1
|hn|
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if s− r = 32 , we find, for each x ∈ T3 and t ≥ 0:
v(0, x) ≥ v(t, x) (71)
almost surely. Exchanging the roles of v(0, x) and v(t, x), we obtain
vω(x) = v(0, x) = v(t, x) (72)
with probability 1. Using (69) again, we now find
1
k + 1
uk+1(t, x) = H(u(0), v(0)) − 1
2
v(t, x) =
1
k + 1
uk+1(0, x),
so
u(t, x) = ±u(0, x),
almost surely. Let H0 = H(u(0), v(0)). The equality
(u(t, x), v(t, x)) = (±u(0, x), v(0, x))
implies that t is equal to the period T of the system (66) on the energy surface H(u, v) =
H0:
T :=
4 · (2H0)
1
2
− 1
k+1
(k + 1)1/(k+1)
∫ 1
0
1
(1− y2)1/(k+1) dy, (73)
or equal to an integer multiple of T plus or minus
∆ :=
2
(k + 1)1/(k+1)
∫ √2H0
|v(0,x)|
1
(H0 − y22 )
1
k+1
dy
=
2 · (2H0)
1
2
− 1
k+1
(k + 1)1/(k+1)
∫ 1
|v(0,x)|√
2H0
1
(1− y2) 1k+1
dy.
(74)
Both quantities (73) and (74) have continuous distributions if k 6= 1, so
P(t = n · T +m ·∆ for some n ∈ Z+,m ∈ {−1, 0, 1}) = 0,
so the assumption of absolute continuity between the distributions is untenable.
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A Bound for the Hσ in the critical case
In this section, we derive the growth bound (22) in the case d = 3, k = 5. This is the
energy-critical nonlinearity. In this case, it is known solutions exist globally (see [21,
Chapter 5], [19, Chapter V]) and scatter. references
We begin by establishing a bound for the solutions of the equation on R3 instead of
T3. We have the global space time bound
‖u‖L5tL10x ≤ C(H0),
where H0 is the initial energy. Let η > 0, and divide R+ into a finite number of interval
Ij , j = 1, . . . , J such that
‖u‖L5t (Ij ;L10x ) ≤ η.
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Denote by t−j the left endpoint of the interval Ij, so that
Ij = [t
−
j , t
+
j ),
t−j+1 = t
+
j .
We now recall the Strichartz estimate for the linear wave equation. A pair of exponents
(q, r), q ≥ 2, 2 ≤ r <∞, is called s-admissible (in dimension 3) if
1
q
+
1
r
≤ 1
2
,
1
q
+
3
r
=
3
2
− s.
Let s > 0. If (q, r) and (q˜, r˜) are s–admissible (respectively, 1 − s–admissible pairs, then
if (u˜, v˜) solves the linear wave equation with right hand side given by F , we have [21,
Theorem 2.6]
‖(u˜, v˜)‖L∞t (I; ~Hs(R3)) + ‖u˜‖Lqt (I;Lrx) . ‖(u˜0, v˜0)‖ ~Hs(R3) + ‖F‖Lq˜′t (I;Lr˜′x ).
We choose p = 5, r = 10, q˜′ = 1, r˜′ = 2. We let choose u˜ = ∇σ−1u, we obtain
‖(u, v)‖Ct(I;Hσ) + ‖u‖L5t (I;Wσ−1,10x ) ≤ C‖(u0, v0)‖Hσ + C‖∇
σ−1(|u|4u)‖L1t (I;L2x).
Applying the Leibniz rule (32) with s = σ − 1, p0 = 10, p1 = 5/4 and p = q = 2 to the
final term, we obtain, on each interval Ij , the estimate
‖u‖Ct(Ij ;Hσ) + ‖u‖L5t (Ij ;Wσ−1,10x ) ≤ C
(‖(u, v)(t−j )‖Hσ + ‖u‖L5t (Ij ;Wσ−1,10x )‖u‖4L5t (Ij ;L10x ))
≤ C(‖(u, v)(t−j )‖Hσ + η4‖u‖L5t (Ij ;Wσ−1,10x )).
For η small enough, we obtain
‖(u, v)‖Ct(Ij ;Hσ) + ‖u‖L5(Ij ;Wσ−1,10x ) ≤ C
′‖(u, v)(t−j )‖H~σ(R3).
Repeating this over each of the J intervals, we obtain the bound
‖(u, v)‖Ct(R+;Hσ) + ‖u‖L5(R+;Wσ−1,10x (R3)) ≤ (C
′)J .
The same argument applied to the negative time direction finally gives
‖(u, v)‖Ct(R;Hσ) + ‖u‖L5(R;Wσ−1,10x (R3)) ≤ (C
′)J . (75)
To transfer the estimate (75) to T3 ≈ [−12 , 12)3, we consider initial data (u0, v0) ∈
H~σ(T3). We extend (u0, v0) to a periodic function (u¯0, v¯0) on R3. Let η ∈ C∞c (R3) such
that η = 1 on [−1, 1]3, and define
ηT (x) = η(x/〈T 〉).
Here 〈·〉 = (1 + | · |2)1/2.
Consider the initial data problem on R3:{
∂tw −∆w + |w|4w = 0
(w, ∂tw)|t=0 := (ηT u¯0, ηT v¯0).
(76)
By (75), we have the estimate
‖(w, ∂tw)‖Ct([0,T ],Hσ) ≤ C(‖(w, ∂tw)|t=0‖Hσ(R))
Then, by [16, Eqn. (3.7)], we have, for f ∈ Hs(T3)
(1/C)〈T 〉3/2‖f‖Hs(T3) ≤ ‖ηT f‖Hs(R3) ≤ C〈T 〉3/2‖f‖Hs(T3). (77)
It follows that
‖(w, ∂tw)‖Ct([0,T ],Hσ) . T 3/2.
By finite speed of propagation, for |t| ≤ T , the restriction of (w(t), ∂tw(t)), to [−12 , 12 )3 ≈
T3 coincides with the solution (u(t), v(t)) of the quintic nonlinear wave equation on T3
with initial data (u0, v0).
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