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Abstract
We extend some results on existence and approximation of solution for a class of 5rst-order functional
di'erential equations with periodic boundary conditions. We show the validity of the monotone iterative
technique under weaker hypotheses and present some examples.
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1. Introduction
Functional di'erential equations of 5rst-order with periodic boundary conditions are considered by
di'erent authors [1–11]. In this paper, we study the periodic boundary value problem:
u′(t) = g(t; u(t); u((t))); t ∈ I;
u(0) = u(T ) (1)
with g : I × R2 → R continuous, and  : I → R continuous verifying
06 (t)6 t; t ∈ I:
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We say that 	; 
 are lower and upper solutions of (1) if there exist M;N¿ 0 such that
	′(t)6 g(t; 	(t); 	((t)))− a(t); t ∈ I;
where
a(t) =


0 if 	(0)6 	(T );
Mt + N(t) + 1
T
(	(0)− 	(T )) if 	(0)¿	(T )
and

′(t)¿ g(t; 
(t); 
((t))) + b(t); t ∈ I
with
b(t) =


0 if 
(0)¿ 
(T );
Mt + N(t) + 1
T
(
(T )− 
(0)) if 
(0)¡
(T ):
The de5nition of classical lower and upper solutions makes reference to the case 	(0)6 	(T ) and

(0)¿ 
(T ).
In [10, Theorem 5.1] we have proved the following result.
Theorem 1.1. Suppose that g∈C(I × R2;R) and that there exist 	; 
∈C1(I) lower and upper
solutions of problem (1), respectively, satisfying that 	6 
 on I. Moreover, assume that for the
constants M;N given above, the following hypotheses are veri8ed:
(H3) NTeMT6 1.
(H4) N ¡M .
(H5) g(t; x; y)− g(t; u; v)¿−M (x − u)− N (y − v)
for every t ∈ I; 	(t)6 u6 x6 
(t); 	((t))6 v6y6 
((t)).
Then there exist monotone sequences {	n}↑; {
n}↓ uniformly on I with 	0 = 	6 	n6 
n6

0 = 
 for every n∈N. Here ;  are, respectively, the minimal and maximal solutions of problem
(1) in
[	; 
] = {u∈C(I) : 	(t)6 u(t)6 
(t); t ∈ I};
that is, if u is a solution of (1) on [	; 
], then u∈ [; ].
In this paper, we extend this result by showing that hypothesis (H3) can be improved and that
condition (H4) can be eliminated in the development of the monotone method for problem (1).
We start our study by recalling, in Section 2, some helpful results from [10] and then proving
some comparison theorems that will be very useful later in our procedure. In Section 3, we give
a di'erent proof for the existence theorem related to a linear problem associated to Eq. (1) which
yields to the development of the monotone iterative technique for (1) under more general conditions
(Section 4). In Section 5, we make some remarks on the possibility of obtaining periodic lower and
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upper solutions given nonperiodic lower and upper solutions. Finally, in Section 6, we give some
examples to illustrate the applications of the new results.
2. Preliminaries
Theorem 2.1 (Nieto and Rodr+,guez-L+opez [10, Theorem 2.1]). Let M ¿ 0; N ¿ 0, and  : I → I
continuous with
06 (t)6 t; t ∈ I:
Then, the problem
u′(t) +Mu(t) + Nu((t)) = (t); t ∈ I;
u(0) = u0 (2)
has a unique solution for each u0 ∈R. In addition, the solution has continuous dependence on 
and on the initial condition u0.
Remark. This theorem is an extension of the well-known result for linear ordinary di'erential equa-
tions (N = 0) and can be obtained as a consequence of a more general result from [5, Theorem
1.4].
In what follows, we assume that  : I → R is continuous and veri5es
06 (t)6 t; t ∈ I:
Theorem 2.2 (Nieto and Rodr+,guez-L+opez [10, Theorem 3.1]). Let u∈C1(I); M ¿ 0; N¿ 0, such
that:
(i) u′(t) +Mu(t) + Nu((t))6 0; t ∈ I .
(ii) u(0)6 u(T ).
(iii) NTeMT6 1.
Then u6 0 on I.
If (ii) does not hold, the conclusion is not valid in general. In the case u(0)¿u(T ) we have the
following maximum principle.
Theorem 2.3 (Nieto and Rodr+,guez-L+opez [10, Theorem 3.2]). Let u∈C1(I); M ¿ 0; N¿ 0;
u(0)¿u(T ) and NTeMT6 1. If
u′(t) +Mu(t) + Nu((t)) +
Mt + N(t) + 1
T
[u(0)− u(T )]6 0; t ∈ I
then, u(t)6 0; t ∈ I .
We now present a comparison result.
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Theorem 2.4. Let u∈C1(I); M ¿ 0; N¿ 0, such that
(i) u′(t) +Mu(t) + Nu((t))6 0; t ∈ I .
(ii) u(0)6 0.
(iii) N
∫ T
0 e
M (t−(t)) dt6 1.
Then u6 0 on I.
Proof. The result is valid for N = 0. In consequence, we assume that N ¿ 0.
Let v(t) = eMtu(t); t ∈ [0; T ]. Then, using (i),
v′(t) =MeMtu(t) + eMtu′(t)6− NeMtu((t)); t ∈ I
or, equivalently,
v′(t)6− NeM (t−(t))v((t)); t ∈ I: (3)
The functions u and v have the same sign, so we have to prove that v6 0 on I . If this was false,
there would exist t1 ∈ I such that v(t1)¿ 0. Since v(0) = u(0)6 0, then t1 ∈ (0; T ]. Let t2 ∈ [0; t1)
such that
v(t2) = min
t∈[0; t1]
v(t)6 0:
Now, if we integrate expression (3) between t2 and t1, we obtain that
v(t1)− v(t2)6−N
∫ t1
t2
eM (t−(t))v((t)) dt
6−v(t2)N
∫ T
0
eM (t−(t)) dt6− v(t2);
where we have taken into account that 06 (t)6 t, for t ∈ I and condition (iii). Thus, we obtain
v(t1)6 0, which is absurd. This proves that v6 0 on I , and so, u6 0 on I .
If we consider the estimate N (eMT − 1)=M6 1, then (iii) of Theorem 2.4 is true, since
N
∫ T
0
eM (t−(t)) dt6N
∫ T
0
eMt dt =
N (eMT − 1)
M
6 1:
Thus, this hypothesis (iii) improves that on Theorem 5 in [8] for this kind of inequalities.
It is obvious that we can replace the condition NTeMT6 1 in Theorems 2.2 and 2.3 by condition
(iii) of Theorem 2.4.
Theorem 2.5. Let u∈C1(I); M ¿ 0; N¿ 0, such that
(i) u′(t) +Mu(t) + Nu((t))6 0; t ∈ I , if u(0)6 u(T ).
(ii) u′(t) +Mu(t) + Nu((t)) + (Mt + N(t) + 1)=T [u(0)− u(T )]6 0; t ∈ I , if u(0)¿u(T ).
(iii) N
∫ T
0 e
M (t−(t)) dt6 1.
Then u6 0 on I.
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Proof. In the case of (i), if u¿ 0 on I , then u′(t)6 0 on I , so u is a nonincreasing function.
This fact joint to u(0)6 u(T ) produces that u is a constant function, so that u′ ≡ 0 and also
u ≡ 0.
Thus, we can consider that u takes some negative value. The proof consists on demonstrate that
u(0)6 0 so that we could apply Theorem 2.4 and aMrm that u6 0. If u(0)¿ 0, also u(T )¿ 0,
and considering again the function v de5ned by v(t) = eMtu(t); t ∈ [0; T ], we obtain that v(0)¿ 0,
v(T )¿ 0 and v(t?) = min[0; T ] v¡ 0, with t? ∈ (0; T ). The integration of (3) between t? and T
yields
−v(t?)¡v(T )− v(t?)6− N
∫ T
t?
v((t))eM (t−(t)) dt
6−Nv(t?)
∫ T
t?
eM (t−(t)) dt6− Nv(t?)
∫ T
0
eM (t−(t)) dt6− v(t?);
which is absurd. Then u(0)6 0 and the conclusion follows.
In case (ii), we consider the function m(t) = u(t) + t=T (u(0) − u(T )), that veri5es m(0) = m(T )
and is included in case (i). Thus, m6 0 on I and obviously u6 0 on I .
3. Existence of solution for the linear problem
Now, we are going to prove the result given in Theorem 4.1 [10], using a sharper estimate on the
constants and eliminating the assumption N ¡M , which is replaced by the existence of appropriate
lower and upper solutions.
Theorem 3.1. Let ∈C(I); M ¿ 0; N¿ 0 and consider the problem:
u′(t) +Mu(t) + Nu((t)) = (t); t ∈ I;
u(0) = u(T ): (4)
Suppose that there exist 	; 
∈C1(I) such that:
(h1) 	6 
 on I.
(h2) 	′(t) +M	(t) + N	((t))6 (t)− a(t); t ∈ I;

′(t) +M
(t) + N
((t))¿ (t) + b(t); t ∈ I;
where
a(t) =


0 if 	(0)6 	(T );
Mt + N(t) + 1
T
(	(0)− 	(T )) if 	(0)¿	(T );
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b(t) =


0 if 
(0)¿ 
(T );
Mt + N(t) + 1
T
(
(T )− 
(0)) if 
(0)¡
(T ):
(h3) N
∫ T
0 e
M (t−(t)) dt6 1.
Then, there exists a unique solution u for problem (4). Moreover, u∈ [	; 
].
Proof. We 5rst prove the uniqueness of solution for this problem. If u1; u2 are solutions of (4), set
v1 = u1 − u2 and v2 = u2 − u1. Thus,
v1(0) = v1(T ); v′1(t) +Mv1(t) + Nv1((t)) = 0; t ∈ I;
v2(0) = v2(T ); v′2(t) +Mv2(t) + Nv2((t)) = 0; t ∈ I:
By Theorem 2.5, we have that v1 = u1 − u26 0 and v2 = u2 − u16 0, and hence u1 = u2.
Now, we show that if u is a solution to (4), then 	6 u6 
. De5ne m1 = 	− u and m2 = u− 
.
We can write that
m′1(t) +Mm1(t) + Nm1((t))6 0; t ∈ I if m1(0)6m1(T );
m′1(t) +Mm1(t) + Nm1((t)) +
Mt + N(t) + 1
T
(m1(0)− m1(T ))
6 0; t ∈ I if m1(0)¿m1(T );
m′2(t) +Mm2(t) + Nm2((t))6 0; t ∈ I if m2(0)6m2(T );
m′2(t) +Mm2(t) + Nm2((t)) +
Mt + N(t) + 1
T
(m2(0)− m2(T ))
6 0; t ∈ I if m2(0)¿m2(T ):
Now, Theorem 2.5 allows to assure that m1 = 	− u6 0 and m2 = u− 
6 0.
To prove the existence of solution, we consider the functions
N	(t) =
{
	(t) if 	(0)6 	(T );
	(t) + tT (	(0)− 	(T )) if 	(0)¿	(T )
(5)
and
N
(t) =
{

(t) if 
(0)¿ 
(T );

(t)− tT (
(T )− 
(0)) if 
(0)¡
(T ):
(6)
It is evident that 	6 N	 and N
6 
 on I . Also, N	(0) = 	(0)6 N	(T ) and N
(0) = 
(0)¿ N
(T ). Note
that, if 	(0)¿	(T ), N	 is T -periodic, and the same for N
, if 
(0)¡
(T ).
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We can check that N	 and N
 are classical lower and upper solutions, respectively, for problem (4)
and that N	6 N
, so that [ N	; N
] ⊆ [	; 
]. Indeed,
N	′(t) +M N	(t) + N N	((t))
= 	′(t) +M	(t) + N	((t))6 (t); t ∈ I if 	(0)6 	(T );
N	′(t) +M N	(t) + N N	((t))
=	′(t) +M	(t) + N	((t)) +
Mt + N(t) + 1
T
(	(0)− 	(T ))6 (t); t ∈ I if 	(0)¿	(T )
and
N

′
(t) +M N
(t) + N N
((t))
= 
′(t) +M
(t) + N
((t))¿ (t); t ∈ I if 
(0)¿ 
(T );
N

′
(t) +M N
(t) + N N
((t))
=
′(t) +M
(t) + N
((t))− Mt + N(t) + 1
T
(
(T )− 
(0))¿ (t); t ∈ I if 
(0)¡
(T ):
Thus, N	 is a classical lower solution and N
 is a classical upper solution for (4). Now, consider the
function m= N	− N
∈C1(I). It is easy to prove that
m′(t) +Mm(t) + Nm((t))
= N	′(t) +M N	(t) + N N	((t))− N
′(t)−M N
(t)− N N
((t))
6 (t)− (t) = 0; t ∈ I:
Also, m(0) = N	(0) − N
(0) = 	(0) − 
(0)6 0. Using Theorem 2.4, we obtain that m6 0 on I or,
equivalently, N	6 N
 on I . In [7, Theorem 3.1], it was proved that if we have well-ordered classical
lower and upper solutions  and  for (4) and (M +N )T ¡ 1, there exists a unique solution for (4)
and it lies between  and . It is not diMcult to show that, in this result, the hypothesis (M+N )T ¡ 1
can be replaced by condition (h3). The proof consists on obtaining a periodic solution for the initial
value problem
u′(t) +Mu(t) + Nu((t)) = (t); t ∈ I;
u(0) = a (7)
for some value of a. We know that this problem has a unique solution (denoted by u(·; a)) and
that the solution continuously depends on the initial data  and a. If (0)¡(0), we de5ne the
continuous function  : [(0); (0)] → R by  (a) = u(T ; a) and prove the existence of a 5xed
point for  . Using Theorem 2.4, it is not diMcult to check that if a∈ [(0); (0)] then u(·; a) lies
346 J. J. Nieto, R. Rodr)guez-Lopez / Journal of Computational and Applied Mathematics 158 (2003) 339–353
between  and . Setting m1(t) = (t) − u(t; a) and m2(t) = u(t; a) − (t), we obtain that
m1; m2 ∈C1(I) and
m′1(t) +Mm1(t) + Nm1((t))
= ′(t) +M(t) + N((t))− u′(t; a)−Mu(t; a)− Nu((t); a)
6 (t)− (t) = 0; t ∈ I;
m1(0) = (0)− u(0; a) = (0)− a6 0;
m′2(t) +Mm2(t) + Nm2((t))
= u′(t; a) +Mu(t; a) + Nu((t); a)− ′(t)−M(t)− N((t))
6 (t)− (t) = 0; t ∈ I;
m2(0) = u(0; a)− (0) = a− (0)6 0:
Using assumption (h3) and applying Theorem 2.4, we get that m16 0 and m26 0 on I , so that
6 u(·; a)6  on I .
Thus,  applies the interval [(0); (0)] into [(T ); (T )] ⊆ [(0); (0)] and it has a 5xed
point c. So we have obtained a periodic solution u(·; c) to (7), that is, a solution to (4).
In the case (0) = (0), u(·; (0)) is a solution to (4).
Applying this result to lower and upper solutions N	 and N
, we show that there exists a solution
to (4) between N	 and N
 and, therefore, in [	; 
]. This completes the proof.
This result could have been proved considering di'erent cases depending on how the values of 	
and 
 at the boundary of I are related and taking into account Theorem 2.5. But, in some cases,
the proof we have made provides a better localization of the solution. Also, this result improves
Theorem 3.1 [7].
4. Monotone method
Theorem 4.1. Assuming that M ¿ 0, it is possible to develop the monotone iterative technique as
in Theorem 1:1 [10, Theorem 5.1] without the hypotheses (H3) NTeMT6 1 and (H4) N ¡M and
considering the estimate (h3) N
∫ T
0 e
M (t−(t)) dt6 1 instead.
Proof. If 	 and 
 are lower and upper solutions for (1), then the functions N	 and N
 de5ned by
(5) and (6) verify that N	(0)6 N	(T ), N
(0)¿ N
(T ), 	(t)6 N	(t), N
(t)6 
(t), for t ∈ I and N	6 N
. To
prove the last assertion, take m= N	− N
∈C1(I). Then m(0)=	(0)−
(0)6 0. In the case 	(0)¿	(T )
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and 
(0)¡
(T ), we have, according to (H5), that
m′(t) +Mm(t) + Nm((t))
= 	′(t) +M	(t) + N	((t)) +
Mt + N(t) + 1
T
(	(0)− 	(T ))
−
′(t)−M
(t)− N
((t)) + Mt + N(t) + 1
T
(
(T )− 
(0))
6 g(t; 	(t); 	((t))) +M	(t) + N	((t))
−g(t; 
(t); 
((t)))−M
(t)− N
((t))6 0; t ∈ I:
The validity of this inequality in other cases can be proved analogously. Now, using (h3) and
applying Theorem 2.4, we obtain that m6 0 on I and then N	(t)6 N
(t) for t ∈ I .
Moreover, N	 and N
 are, respectively, classical lower and upper solutions for (1). Indeed, if
	(0)¿	(T ), then
N	′(t) = 	′(t) +
1
T
(	(0)− 	(T ))
6 g(t; 	(t); 	((t)))− Mt + N(t)
T
(	(0)− 	(T )):
Since 	6 N	6 
, according to (H5), we get that
g(t; N	(t); N	((t)))− g(t; 	(t); 	((t)))¿−M ( N	(t)− 	(t))− N ( N	((t))− 	((t)))
for t ∈ I , so that
N	′(t)6 g(t; N	(t); N	((t))) +M ( N	(t)− 	(t)) + N ( N	((t))− 	((t)))
−Mt + N(t)
T
(	(0)− 	(T )) = g(t; N	(t); N	((t))) + Mt
T
(	(0)− 	(T ))
+
N(t)
T
(	(0)− 	(T ))− Mt + N(t)
T
(	(0)− 	(T )) = g(t; N	(t); N	((t)))
and it is trivial when 	(0)6 	(T ). Thus, N	 is a classical lower solution for (1). Analogously for
N
∈ [	; 
] and using (H5), we get, for the case 
(0)¡
(T ), that
N

′
(t) = 
′(t)− 1
T
(
(T )− 
(0))
¿ g(t; 
(t); 
((t))) +
Mt + N(t)
T
(
(T )− 
(0))
¿ g(t; N
(t); N
((t)))−M (
(t)− N
(t))− N (
((t))− N
((t)))
+
Mt + N(t)
T
(
(T )− 
(0)) = g(t; N
(t); N
((t)))− Mt
T
(
(T )− 
(0))
− N(t)
T
(
(T )− 
(0)) + Mt + N(t)
T
(
(T )− 
(0)) = g(t; N
(t); N
((t)))
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and obviously for 
(0)¿ 
(T ). So that N
 is a classical upper solution for (1). In [7, Theorem 3.2] it
was developed the monotone iterative technique for problem (1) under the restriction (M+N )T ¡ 1.
Following a similar proof that takes into account Theorem 2.5 instead of Theorem 2.1 [7], it can
be proved that there exist two monotone sequences that approximate the extremal solutions of (1)
between the lower and upper solutions. This improved version of Theorem 3.2 [7], can be applied
to obtain ,  the minimal and maximal solutions in [ N	; N
].
Otherwise, the whole proof of Theorem 5.1 in [10] would serve if we use Theorem 2.5 as our
maximum principle and if we justify that the operator A is well de5ned.
For each  ∈ [ N	; N
], we consider the problem:
u′(t) +Mu(t) + Nu((t)) =  (t); t ∈ I;
u(0) = u(T ); (8)
where  is a continuous function given by  (t)=g(t;  (t);  ((t)))+M (t)+N ((t)). If we show
that the hypotheses of Theorem 3.1 are veri5ed, we will get that there exists a unique solution u for
(8) and that N	6 u6 N
. In this case, we could de5ne A :  ∈ [ N	; N
]→A = u∈ [ N	; N
] and complete
the proof in the same way as in the cited theorem. We only have to prove that the functions N	
and N
 are lower and upper solutions for problem (8), respectively. This is easy to check, since
	6 N	6  6 N
6 
 and hypothesis (H5) implies that
N	′(t) +M N	(t) + N N	((t))
6 g(t; N	(t); N	((t))) +M N	(t) + N N	((t))
6 g(t;  (t);  ((t))) +M (t) + N ((t))
=  (t); t ∈ I
and analogously for N
.
So we can apply Theorem 3.1 and the proof is complete.
This result improves Theorem 3.2 [7]. Note that the monotone sequences that we obtain approxi-
mate the extremal solutions between N	 and N
.
5. Notes on the de"nition of lower and upper solutions
Thus, as we have seen above, the existence of 	, 
 according to the de5nition of lower and
upper solutions given in the introduction, makes it possible to 5nd N	, N
 classical lower and upper
solutions, respectively, with [ N	; N
] ⊆ [	; 
]. So it suggests that it will be enough to consider classical
lower and upper solutions. We also have checked that, if 	(0)¿	(T ) and 
(0)¡
(T ), then N	 and
N
 are T -periodic functions. The question now is to know if we are able to 5nd, beginning with
a lower solution 	 with 	(0)¡	(T ), another lower solution 	˜ with 	6 	˜6 
 and 	˜(0) = 	˜(T ).
Analogously, if 
 is an upper solution for (1), with 
(0)¿
(T ), we ask for the existence of another
upper solution 
˜ such that 	6 
˜6 
 and 
˜(0) = 
˜(T ). With this purpose, we set
	˜(t) = 	(t) +
T − t
T
(	(T )− 	(0)); t ∈ I (9)
J. J. Nieto, R. Rodr)guez-Lopez / Journal of Computational and Applied Mathematics 158 (2003) 339–353 349
and

˜(t) = 
(t)− T − t
T
(
(0)− 
(T )); t ∈ I: (10)
We will prove that these functions are appropriate to our requirements if we impose some restrictions.
Theorem 5.1. Under hypotheses (H5) and (M +N )T6 1, if 	 and 
 are classical lower and upper
solutions for (1) with 	(0)¡	(T ) and 
(0)¿
(T ), then the functions 	˜ and 
˜ de8ned by (9)
and (10) are T-periodic classical lower and upper solutions, respectively, for problem (1) and
	6 	˜6 
˜6 
 on I, so that [	˜; 
˜] ⊆ [	; 
].
Proof. Obviously, 	6 	˜ and 
˜6 
 on I , 	˜(0) = 	(T ) = 	˜(T ) and 
˜(0) = 
(T ) = 
˜(T ).
To prove that 	˜6 
˜, set m= 	˜− 
˜∈C1(I). Then, using (H5), we get that
m′(t) +Mm(t) + Nm((t))
= 	′(t) +M	(t) + N	((t))− 
′(t)−M
(t)− N
((t))
+
M (T − t) + N (T − (t))− 1
T
(	(T )− 	(0) + 
(0)− 
(T ))
6 g(t; 	(t); 	((t)))− g(t; 
(t); 
((t))) +M	(t) + N	((t))−M
(t)
−N
((t)) + M (T − t) + N (T − (t))− 1
T
(	(T )− 	(0) + 
(0)− 
(T ))
6
(M + N )T − 1
T
(	(T )− 	(0) + 
(0)− 
(T ))6 0; t ∈ I:
Also, m(0) = 	˜(0) − 
˜(0) = 	(T ) − 
(T )6 0. Using Theorem 2.4, we obtain that m6 0 on
I or, equivalently, 	˜6 
˜ on I . Note that (M + N )T6 1 implies that NTeMT6 1 and, therefore,
(h3) N
∫ T
0 e
M (t−(t)) dt6 1 is true, so that the applicability of Theorem 2.4 is justi5ed.
Finally, we will show that 	˜ and 
˜ are, respectively, lower and upper solutions for (1). Using
that 	6 	˜6 
 and (H5), we get
	˜′(t) = 	′(t) +
−1
T
(	(T )− 	(0))6 g(t; 	(t); 	((t))) + −1
T
(	(T )− 	(0))
6 g(t; 	˜(t); 	˜((t))) +
M (T − t)
T
(	(T )− 	(0))
+
N (T − (t))
T
(	(T )− 	(0))− 1
T
(	(T )− 	(0))
= g(t; 	˜(t); 	˜((t))) + (M (T − t) + N (T − (t))− 1)	(T )− 	(0)
T
6 g(t; 	˜(t); 	˜((t))) +
(M + N )T − 1
T
(	(T )− 	(0))
6 g(t; 	˜(t); 	˜((t))); t ∈ I;
since (M + N )T6 1. Therefore, 	˜ is a T -periodic lower solution for (1).
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Following an analogous reasoning for 
˜,

˜
′
(t) = 
′(t) +
1
T
(
(0)− 
(T ))¿ g(t; 
(t); 
((t))) + 1
T
(
(0)− 
(T ))
¿ g(t; 
˜(t); 
˜((t)))− M (T − t)
T
(
(0)− 
(T ))
−N (T − (t))
T
(
(0)− 
(T )) + 1
T
(
(0)− 
(T ))
= g(t; 
˜(t); 
˜((t))) + (−M (T − t)− N (T − (t)) + 1)
(0)− 
(T )
T
¿ g(t; 
˜(t); 
˜((t))); t ∈ I:
And so, 
˜ is a T -periodic upper solution for (1).
6. Examples
Consider the equation
u′(t) = g(t; u(t); u((t))) = cos u(t)− 2u( 12 t) + et ; t ∈ I = [0; 13 ];
u(0) = u( 13): (11)
In this case,
g(t; x; y)− g(t; u; v) = cos x − 2y + et − (cos u− 2v+ et)
= cos x − cos u− 2(y − v)¿− (x − u)− 2(y − v)
for all t ∈ I , x; y; u; v∈R, x¿ u, y¿ v. Then, condition (H5) is valid for M = 1 and N = 2, while
condition (H4) fails. The hypothesis (h3) holds, since 4(e1=6 − 1)6 1.
It is not diMcult to 5nd lower and upper solutions consisting of constant functions. Indeed, let
	(t) = 45 , t ∈ I is a lower solution for (11). We have
	′(t) = 06 g
(
t; 	(t); 	
(
1
2
t
))
= cos
4
5
− 8
5
+ et ; t ∈ I; 	(0) = 	
(
1
3
)
:
The function 
(t) = 1, t ∈ [0; 13 ] is an upper solution for (11):

′(t) = 0¿ g
(
t; 
(t); 

(
1
2
t
))
= cos 1− 2 + et ; t ∈ I:
Using Theorem 4.1, there exist monotone sequences converging uniformly to the extremal solutions
of (11) in the functional interval [	; 
] (Fig. 1).
Consider the function (t)=et−!=100, t ∈ I , and  is an upper solution for problem (11). Indeed,
(0) = 1− !=100¡ e1=3 − !=100 = ( 13), and
′(t) = et¿ cos
(
et − !
100
)
− 2
(
e(1=2)t − !
100
)
+ et + 3(2t + 1)(e1=3 − 1); t ∈ I:
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0 0.1 0.2 0.3
0.7
0.8
0.9
1
1.1
1.2
β
α
Fig. 1. Functional interval [	; 
].
To see the validity of this inequality, let
’(t) = cos
(
et − !
100
)
− 2
(
e(1=2)t − !
100
)
+ 3(2t + 1)(e1=3 − 1); t ∈ I
and note that ’ has in the interval [0; 13 ], a negative maximum value.
Therefore, applying again Theorem 4.1, we obtain the existence of monotone sequences that
approximate the extremal solutions of (11) in a functional interval contained in [	; ].
Observe that we cannot 5nd a constant upper solution in the set [	; ].
The function (t) = e−t − !=20, t ∈ I , is also a lower solution for (11). Note that (0)¿( 13).
Thus, there exist extremal solutions for problem (11) in a functional interval contained in the set
shown in Fig. 2,
{u∈C1(I) : (t)6 u(t)6 (t); t ∈ I}:
Obviously, there is no constant lower nor constant upper solution between  and .
Now, consider
1(t) = e−t − !20 +
(0)− (1=3)
1=3
t = e−t − !
20
+ 3(1− e−1=3)t; t ∈ I;
that is a periodic lower solution for (11) on [0; 13 ].
The function
1(t) = et − !100 −
(1=3)− (0)
1=3
t = et − !
100
− 3(e1=3 − 1)t; t ∈ I
is a periodic upper solution for (11).
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0 0.1 0.2 0.3
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
χ
ζ
Fig. 2. Functional interval [; ].
0 0.1 0.2 0.3
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
χ1
ζ1
Fig. 3. Functional interval [1; 1].
In fact, 1 ≡ N and 1 ≡ N de5ned by (5) and (6). What Theorem 4.1 provides is the existence of
monotone sequences to approximate the extremal solutions of (11) in the functional interval [1; 1]
(Fig. 3).
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In this example, given a lower and an upper solutions we are always able to construct periodic
classical lower and upper solutions, since (M + N )T = 1.
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