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Abstract
Motivated by the generalization of the Maslov index to tube domains and by numerous
applications of related index function in inﬁnite-dimensional situations, we describe in this
paper a topologically oriented approach to an index function generalizing the Maslov index
for bounded symmetric domains of tube type to a variety of inﬁnite-dimensional situations
containing in particular the class of all bounded symmetric domains of tube type in Banach
spaces. The framework is that of 3-graded Banach–Lie groups and corresponding Jordan triple
systems.
© 2005 Elsevier Inc. All rights reserved.
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0. Introduction
Let D be a ﬁnite-dimensional bounded symmetric domain of tube type and S its
Shilov boundary. In [CØ01] and [Cl04] Clerc and the second author have deﬁned a
function
: S3 → Z
called the Maslov index which is invariant under the action of the identity component
H := Aut(D)0 on the set S3 of triples in the Shilov boundary. Their index function
generalizes in particular the classical Maslov index, which is obtained if D is the open
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unit ball in the space Symn(C) of complex symmetric matrices and Aut(D)0 = Sp2n(R)
is the symplectic group. In this case S can be identiﬁed with the set of Lagrangian
subspaces of a 2n-dimensional symplectic vector space W and the Maslov index is
an integer (L1, L2, L3) deﬁned for L1, L2, and L3 ∈ S. For the applications to
boundary value problems for differential operators and corresponding index theories,
it is important to allow W to be inﬁnite-dimensional; but also for W = R2n with the
standard symplectic form, the Maslov index plays a non-trivial role, and our approach
offers new insight in this case as well. In the classical situation, this means we can
identify S with the set of unitary symmetric matrices.
Motivated by the generalization of the Maslov index to tube domains and by nu-
merous applications of related index function in inﬁnite-dimensional situations (cf.
[CLM94]), we describe in this paper a topologically oriented approach to an index
function generalizing the Maslov index for bounded symmetric domains of tube type
to a variety of inﬁnite-dimensional situations containing in particular the class of all
bounded symmetric domains of tube type in Banach spaces.
We start with the following group theoretic setup. We consider a Banach–Lie group
G endowed with an involution  and whose Lie algebra g is endowed with a 3-grading
g = g−1 ⊕ g0 ⊕ g1 arising as the eigenspace decomposition of some adE, E ∈ g0, and
reversed by . We then call (G, adE, ) an involutive 3-graded Lie group.
We have subgroups G± and G0 of G corresponding to g± and g0, and we thus
obtain a homogeneous manifold X := G/G0G− into which we embed the Banach
space V := g1 by the map x → exp xG0G−. The involution  and the 3-grading
provide on V the structure of a Jordan triple by
{x, y, z} := 12 [[x, .y], z].
If the operator Q(x): y → {x, y, x} on V is invertible, we call the element x invertible
and we say that e ∈ V is a tripotent if {e, e, e} = e. We now write S for the set of
invertible tripotents in V . If S is non-empty, then  induces an involution X on X
such that S = V ∩ X is the set of X-ﬁxed points in the open subset V of X. We
make the assumptions
(A1) H := G0 ⊆ G+G0G− (where G0 denotes the identity component of G), and
that
(A2) S is invariant under the action of H on X.
A pair (z, w) ∈ V 2 is called quasi-invertible if exp(−.w) exp z ∈ G+G0G− (this
can also be expressed directly in Jordan theoretic terms). For a quasi-invertible pair we
deﬁned BG(z,w) ∈ G0 by exp(−.w) exp z ∈ G+BG(z,w)−1G−. We write V 3 for the
set of all quasi-invertible triples in V and consider the function
dG:V
3 → G0, (x, y, z) → BG(x, y)BG(z, y)−1BG(z, x)BG(y, x)−1
×BG(y, z)BG(x, z)−1.
For S3 := S3 ∩ V 3 we show that dG(S3) ⊆ Z(G0) and that the assumption
(A3) dG(S3) = {1}
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is always satisﬁed for a quotient of the identity component G0 of G by a discrete
central elementary abelian 2-subgroup. For the group GL2(A) over a hermitian Banach-
∗-algebra (A, ∗) we only have to factor the subgroup {±1} (see Section 2). The main
goal of Section 1 is the deﬁnition of an index map
G: S
3 → 1(G0)
assigning to a quasi-invertible triple in S a homotopy class of a loop in the group G0.
This map is obtained by showing that [0, 1] → V 3, t → (ts1, ts2, ts3) is a path in V 3,
so that composing it with dG yields a loop in G0 whose homotopy class is deﬁned to
be G(s1, s2, s3).
We show in Section 2 that all inﬁnite-dimensional bounded symmetric domains D of
tube type are covered by our setup, where S is the corresponding “Shilov boundary”.
This observation builds heavily on results of Kaup and Upmeier (cf. [Up85]). If, in
addition, D is ﬁnite-dimensional, then we can compose dG with the determinant function
det: GL(V ) → C× and the natural representation V :G0 → GL(V ) to obtain a map
det ◦V ◦ dG:V 3 → C× which leads to a map
˜G: S
3 → 1(C×)Z.
Up to a constant factor, this map is the Maslov index deﬁned in [CØ01]. (See also
[Cl03] and [C]03].
From its deﬁnition it is almost obvious that G is constant on the connected compo-
nents of S3, and in Section 3 we show that these connected components coincide with
the orbits of H on S3. We further show that each orbit contains a triple of the form
(e,−e, ) with Q(e) = −. In Section 4 we then turn to the calculation of the index
function. This is eventually reduced to the case of the group SL2(C)/{±1} by observing
that spanR{e, } is a Jordan subtriple of V isomorphic to C with {x, y, z} = xyz and
then using functorial properties of the index map. The outcome is the interesting result
that
G(e,−e, ) = [] with  ∈ Hom(T,G0), (t + Z) = expG(t[.e, ]).
In the last Section 5 we calculate the Maslov index for several classes of examples.
If V = A is a hermitian Banach-∗-algebra and S = U(A) its unitary group, then a triple
(s1, s2, s3) ∈ S3 is quasi-invertible if and only if all differences sj −sk are invertible. So
our index function assigns to each such triple a loop in the group G0(A××A×)/{±1}
whose homotopy class is invariant under the action of the group H = U1,1(A, ∗)0, and
each triple is conjugate to one of the form (1,−1, i(1 − 2p)), where p is a hermitian
projection in A. Therefore the index map leads to a map
0(Idem(A, ∗)) → 1(G0), [p] → [p] where Idem(A, ∗) := {p ∈ A:p = p2 = p∗}
and [p] denotes the homotopy class of the projection loop deﬁned by p(t+Z) = e2itp
in U(A). In this case D = U1,1(A, ∗).0 is the unit ball for the largest C∗-seminorm
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on A. This is a symmetric Banach manifold, but it is bounded if and only if A is a
C∗-algebra. For complex Banach algebras the projection loop construction leads to the
Bott map
:K0(A) → K2(A) = lim→ 1(GLn(A)), [p] → [p]
and the main point in Bott periodicity is that this map is an isomorphism (cf. [Kar78]).
It would be very interesting to see if there are deeper connections between our index
function G and topological K-theory for Banach algebras, in particular for real Banach
algebras.
It is remarkable that our setup never needs that G is a complex group or that V
is a complex vector space. All the results in the present paper remain valid in the
real setting, hence in particular for the “Shilov boundaries” of real bounded symmetric
domains, but the geometric implications for this setting will be investigated in a future
paper.
Our approach to the index function G via involutive 3-graded Lie groups is closely
related to the geometry of inner 3-ﬁltrations and 3-gradings developed in [BN04a],
from where we use several results. To keep this paper reasonably self-contained, we
included an appendix on basic results on Jordan triples used throughout and also a
second appendix on the basic notions concerning inner 3-ﬁltrations of Lie algebras.
The theory in [BN04a] is algebraic, it even works over ﬁelds of positive characteristic

= 2, 3. Thinking of the index G as a Jordan algebra version of the Bott map, it
would be interesting to see if there is an algebraic variant of G which is related to
the Laurent polynomial constructions in the algebraic K-theory of rings.
1. The index function for quasi-invertible triples
In this section we introduce involutive 3-graded Banach–Lie groups and discuss the
assumptions (A1–3) mentioned in the introduction. We shall use Cayley transforms as-
sociated to invertible tripotents to show that for each quasi-invertible triple (s1, s2, s3) ∈
S3 the line segment connecting it to (0, 0, 0) consists of quasi-invertible triples. With
this information we can deﬁne the index function G: S3 → 1(G0).
1.1. Three graded involutive Lie groups
Deﬁnition 1.1. An inner 3-grading of a Lie algebra g is a 3-grading g = g−1⊕g0⊕g1
for which the derivation D ∈ der(g) deﬁned by gj = ker(D − j idg) for j = 1, 0,−1,
is inner. Then the elements E ∈ g0 with D = adE are called grading elements. Note
that g±2 = {0} implies in particular that the spaces g± := g±1 are abelian subalgebras
of g.
A pair (G,D) of a Banach–Lie group G and an inner derivation D ∈ ad g is called
a 3-graded Lie group if the eigenspaces gj := ker(D − j idg), j = −1, 0, 1, deﬁne a
3-grading.
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A triple (G,D, ) consisting of a 3-graded Banach–Lie group (G,D) and an involu-
tive automorphism  of G whose differential L() reverses the grading, i.e., L().gj =
g−j for j = −1, 0, 1, is called an involutive 3-graded Lie group.
Propostion 1.2. Let (G,D) be a 3-graded Banach–Lie group. The subgroups
G± := exp g±, G0 := {g ∈ G: (∀j)Ad(g)gj = gj } = {g ∈ G: Ad(g)D = D Ad(g)}
and P± := G±G0 have the following properties:
(1) P+ ∩P− = G0, P± ∩G∓ = {1} and P±G±G0. All these groups are comple-
mented Lie subgroups of G.
(2) The multiplication map G+×G0×G− → G, (x, y, z) → xyz is a diffeomorphism
onto an open subset of G.
(3) X := G/P− is a homogeneous Banach manifold and the map g1 → X, x →
exp xP− is a diffeomorphism onto an open subset.
(4) The orbits of the identity component G0 of G on X coincide with the connected
components of X.
(5) For the inner 3-ﬁltrations f± = (g±, g± + g0) of g we have Gf± = P± and hence
an embedding
X →F, gP− → g.f− (1.1)
of X into the set F of inner 3-ﬁltrations of g. (Here we denote the adjoint action
by a dot.)
Proof. (1) Since G0 preserves the grading of g, it normalizes the subgroups G±, so
that P± are groups.
We consider the two inner 3-ﬁltrations
f+ := (g+, g+ + g0) and f− := (g−, g− + g0)
deﬁned by the 3-grading of g (cf. Appendix B for the deﬁnitions concerning inner
3-ﬁltrations). For a 3-ﬁltration f = (f1, f0) let
Gf := {g ∈ G: Ad(g).f0 = f0,Ad(g).f1 = f1}
denote its stabilizer subgroup in G. Then we clearly have P± ⊆ Gf± .
On the other hand each element g ∈ Gf+ also stabilizes the subset f+ = {e ∈
F: ef+} of all inner 3-ﬁltrations of g transversal to f+. According to [BN04a, Theorem
1.6(2)], the group G+ acts transitively on the set f+ containing f−. Hence there exists
an element g+ ∈ G+ with g.f− = g+.f−. Then g−1+ g.f± = f± implies that g−1+ g also
preserves the 3-grading given by
g+ = f+,1, g− = f−,1 and g0 = f+,0 ∩ f−,0.
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Therefore g−1+ g ∈ G0, so that g ∈ g+G0 ⊆ P+. This shows that P+ = Gf+ and
likewise we get P− = Gf− . From that we obtain
P+ ∩ P− = Gf+ ∩ Gf− = G0.
Let E ∈ g0 be a grading element, i.e., gj is the j -eigenspace of adE. Then we have
for x ∈ g+ the relation
Ad(exp x).E = ead x.E = E − [x,E] = E + x.
Since this element is contained in g− + g0 = f−,0 if and only if x = 0, we get
G+ ∩ P− = G+ ∩ Gf− = {1},
and likewise G− ∩ P+ = {1}.
From P± = Gf± we derive in particular that P± and G0 are Lie subgroups of g
with the Lie algebras p± = g+ + g0 which are the normalizers of the ﬂags f± on the
Lie algebra level [Ne04, Lemmas IV.11, IV.12]. Clearly the Lie algebras of all these
subgroups have closed complements because
g = p+ ⊕ g− = p− ⊕ g+ = g0 ⊕ (g+ + g−).
This means that they are complemented Lie subgroups.
(2) follows immediately from (1), the Inverse Function Theorem, and the fact that
the map
(G+G0) × G− → G, (x, y, z) → xyz−1
is an orbit map for a smooth action of the group (G+G0) × G− on G.
(3) follows from (1) and (2).
(4) We know from (3) that the orbit of the base point in X under G+ is open. Hence
the orbit of a point gP− under the group gG+g−1 is open, and since all subgroups
gG+g−1 are contained in G0, all orbits of G0 in X are open. This implies that the
G0-orbits in X are the connected components.
(5) follow from the proof of (1). 
Lemma 1.3. For v ∈ g1 and w ∈ g−1 the following are equivalent:
(1) expw exp v ∈ G+G0G−.
(2) The operators
B+(v,w) := idg1 + ad v adw + 14 (ad v)2(adw)2 ∈ End(g1)
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and
B−(w, v) := idg−1 + adw ad v + 14 (adw)2(ad v)2 ∈ End(g−1)
are invertible.
Proof. Consider the map 	:G → X, g → gP− and identify g1 with the open sub-
set G+.P− ⊆ X. Then 	−1(g1) = G+G0G−. Therefore expw exp v ∈ G+G0G−
is equivalent to (expw).v ∈ g1, and the assertion follows from [BN04a, Corollary
1.10]. 
Deﬁnition 1.4. Let (G,D, ) be an involutive 3-graded Banach–Lie group. We also
write  for its derivative on the Lie algebra g. Then (gj ) = g−j , j = −1, 0, 1, and
the space V := g+ carries a Jordan triple structure given by
{x, y, z} := 12 [[x, .y], z]
(Theorem A.8). Using Proposition 1.2(3), we think of V as an open subset of the
homogeneous space X and view X as a conformal completion of the Jordan triple V .
We call an element x ∈ V invertible if the operator
Q(x):V → V, y → Q(x)(y) := {x, y, x}
is invertible and write V × for the set of invertible elements in V . For x ∈ V × the
(Jordan triple) inverse is deﬁned by
x := Q(x)−1.x.
The elements of the set
S := {x ∈ V ×: x = x} = {x ∈ V ×: {x, x, x} = x}
are called involutions or invertible tripotents (cf. Deﬁnition A.1).
Deﬁnition 1.5. (a) We have seen above that the multiplication map G+×G0×G− → G
is a diffeomorphism onto an open subset of the group G. Therefore we have smooth
maps
pj :G
+G0G− → Gj with g = p+(g)p0(g)p−(g) for g ∈ G+G0G−.
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For z ∈ g1 and g ∈ G with g exp z ∈ G+G0G− we deﬁne
JG(g, z) := p0(g exp z) ∈ G0.
The function JG is called the universal automorphy factor of G.
(b) For g ∈ G we put g∗ := (g)−1 and for x ∈ g we put x∗ := −.x. For w ∈ g1
and g = (expw)∗ = expw∗ ∈ G− we then set
BG(z,w) := JG
(
(expw)∗, z)−1 = p0
(
(expw)∗ exp z
)−1 ∈ G0
whenever expw∗ exp z ∈ G+G0G−. According to Lemma 1.3, this happens if and only
if the Bergman operators
B(v,w) := B+(v,w∗) = idV + ad v adw∗ + 14 (ad v)2(adw∗)2
= idV + ad v adw∗ + 14 (ad v)2 ◦  ◦ (adw)2 ◦  = idV −2vw + Q(v)Q(w)
and B(w, v) are invertible. In this case the pair (v,w) ∈ V 2 is called quasi-invertible
and we write vw to denote quasi-invertibility. This notation is motivated by the fact
that, in terms of Appendix B, quasi-invertibility of (v,w) is equivalent to (exp(−.w)
exp v.f−)f+, which means that the 3-ﬁltration exp v.f− is transversal to the 3-ﬁltration
exp(.w).f+ = X(expw.f−).
(c) We write
V 2 := {(x, y) ∈ V 2:B(x, y), B(y, x) ∈ GL(V )}
for the set of quasi-invertible pairs in V , and V 3 := {(x, y, z) ∈ V 3: (x, y), (y, z), (x, z)
∈V 2} for the set of quasi-invertible triples. For the set S of involutions in V we put
S2:=S2 ∩ V 2 and S3 := S3 ∩ V 3. We then consider the functions
cG:V
3 → G0, cG(x, y, z) := BG(x, y)BG(z, y)−1BG(z, x)
and dG:V 3 → G0, (x, y, z) → cG(x, y, z)cG(x, z, y)−1 with
dG(x, y, z) = BG(x, y)BG(z, y)−1BG(z, x)BG(y, x)−1BG(y, z)BG(x, z)−1.
Lemma 1.6. For a quasi-invertible pair (v,w) in V and the adjoint representation
V :G
0 → GL(V ) of G0 on g1 = V we have B(v,w) = V (BG(v,w)).
Proof. This follows from the proof of Theorem 2.10 in [BN04a]. 
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Lemma 1.7. The functions BG, JG and dG have the following properties:
(1) For z ∈ V and g, g′ ∈ G with g′.z, gg′.z ∈ V we have JG(gg′, z) = JG(g, g′.z)
JG(g
′, z). In particular JG(g−1, g.z) = JG(g, z)−1 for z ∈ V and g.z ∈ V .
(2) If g.z, (g).w ∈ V , then BG(g.z, (g).w) = JG(g, z)BG(z,w)JG((g), w)∗.
(3) BG(w, z) = BG(z,w)∗ for expw∗ exp z ∈ G+G0G−.
(4) dG(z1, z3, z2) = dG(z1, z2, z3)−1.
(5) dG(z1, z2, z3) = BG(z1, z2)BG(z3, z2)−1dG(z3, z1, z2)BG(z3, z2)BG(z1, z2)−1.
(6) dG(g.z1, g.z2, g.z3) = JG(g, z1)dG(z1, z2, z3)JG(g, z1)−1 for g ∈ G with g.zj ∈
V for j = 1, 2, 3.
(7) For g ∈ G, (v,w) ∈ V 2 and g.(v,w) ∈ V 2 we have g.(v,w) ∈ V 2.
Proof. The elementary proof of (1)–(3) can be found in [Ne99, Lemma XII.1.9].
(4) follows from
dG(z1, z3, z2) = cG(z1, z3, z2)cG(z1, z2, z3)−1 =
(
cG(z1, z2, z3)cG(z1, z3, z2)
−1)−1
= dG(z1, z2, z3)−1.
(5) follows from
dG(z1, z2, z3) = BG(z1, z2)BG(z3, z2)−1BG(z3, z1)BG(z2, z1)−1BG(z2, z3)
× BG(z1, z3)−1
= BG(z1, z2)BG(z3, z2)−1
(
BG(z3, z1)BG(z2, z1)
−1BG(z2, z3)
× BG(z1, z3)−1BG(z1, z2)BG(z3, z2)−1
)
BG(z3, z2)BG(z1, z2)
−1
= BG(z1, z2)BG(z3, z2)−1dG(z3, z1, z2)BG(z3, z2)BG(z1, z2)−1.
(6) follows from (2).
(7) From (2) we derive BG(g.z, .gw) = JG(g, z)BG(z,w)JG(g,w)∗, and therefore
B(g.z, g.w) = V (JG(g, z))B(z,w)V (JG(g,w)∗)
is invertible (Lemma 1.6). 
Propostion 1.8. If S 
= ∅, then the involution  induces an involution X on the
homogeneous space X, and the following assertions hold:
(1) The ﬁxed point set X := {x ∈ X: X(x) = x} is a submanifold of X.
(2) With respect to the embedding V ↪→ X we have S = X ∩ V.
(3) The group G preserves the subset X ⊆ X and the orbits of its identity component
H := G0 are the connected components of the manifold X.
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(4) For the transversality relation  of inner 3-ﬁltrations and f ∈ X the subgroup
exp(f1) of H acts transitively on the set X ∩ f.
Proof. In the proof of Proposition 1.2 we have seen that P± coincide with the stabi-
lizers of the 3-ﬁltrations f± := (g±, g± + g0), so that we obtain an embedding of X
into the set F of inner 3-ﬁltrations of g by X →F, gP− → g.f− [BN04a, Theorem
1.12].
Suppose now that e ∈ X and that f ∈ e. Then (e1) = e1, and from X(ead x.f) =
ead .x .(X.f) for x ∈ e1 it follows that  acts on the afﬁne space e by an afﬁne
involution. Therefore it has a ﬁxed point f. Then the afﬁne space f ⊆ X is an open
subset containing e, and on this open set, the map X corresponds to the restriction
 |f1 . This shows that
X ∩ f = ead f1 .e, (1.2)
which is an afﬁne subspace of the afﬁne space f. Hence X carries a natural manifold
structure given by the afﬁne charts of the form X ∩ ff1.
(2) If X denotes the restriction of the involution  to X, considered as a subspace
of the set F of inner 3-ﬁltrations of g, then Proposition B.2 implies −1X (V )∩V = V ×
with X(v) = v for v ∈ V ×. From that we immediately get X ∩ V = S.
(3) It is clear that the restriction of the action of the subgroup G of G on X
preserves the set X. For e ∈ X we have seen in (1) that there exists some -invariant
f ∈ e such that ead f1 .e is a neighborhood of e. Since exp(f1) ⊆ H , all orbits of H in
X are open, hence coincide with the connected components.
(4) is an immediate consequence of (1.2) in the proof of (1). 
1.2. Tripotents and partial Cayley transforms
In this subsection we introduce the partial Cayley transform Ce associated to a Jordan
tripotent, following the deﬁnition of Loos in [Lo77].
Deﬁnition 1.9. (a) Let e ∈ V be a tripotent, f := (e), h := [e, f ] and ge :=
spanR{h, e, f }. Then
[h, e] = 2{e, e, e} = 2e and [h, f ] = [h, e] = −[h, e] = −2e = −2f,
so that gesl2(R) is a 3-dimensional subalgebra of g with ge = R(e + f ).
Write pSL2(R): S˜L2(R) → SL2(R) for the universal covering morphism of SL2(R)
and let 	˜Ge : S˜L2(R) → G denote the unique homomorphism with
L(˜	Ge )
(
0 1
0 0
)
= e, L(˜	Ge )
(
0 0
1 0
)
= f and L(˜	Ge )
(
1 0
0 −1
)
= h.
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The kernel of pSL2(R) is annihilated by every homomorphism of S˜L2(R) into the
unit group B× of some Banach algebra B because it factors through a homomor-
phism SL2(C) → (BC)×, where BC is the complexiﬁcation of B. Therefore the
homomorphism Ad ◦˜	Ge factors through a homomorphism 	Ge : SL2(R) → Aut(g) with
	Ge ◦ pSL2(R) = Ad ◦˜	Ge .
From
L(	Ge ) ◦ Ad
(
0 1
1 0
)
=  ◦ L(	Ge )(·) ◦ 
we derive on the group level that
	Ge
((
0 1
1 0
)
g
(
0 1
1 0
))
= 	Ge (g) for g ∈ SL2(R).
(b) We deﬁne the partial Cayley transform by
Ce := 	Ge
(
1√
2
(
1 1
−1 1
))
= exp
(
4
ad(e − f )
)
∈ Aut(g).
If, in addition, e is invertible, we call Ce the associated Cayley transform.
Remark 1.10. We keep the notation of the preceding deﬁnition and write V = V2 ⊕
V1⊕V0 for the eigenspace decomposition of V with respect to 2(ee) (cf. Lemma C.1).
(a) Let v ∈ V2 and w := (v). Then [h, v] = 2v implies that [h,w] = .[−h, v] =
−2w. From that it easily follows that
M := spanR{w, [e,w], [e, [e,w]]}
is a ge-submodule of g equivalent to the adjoint module [Bou90, Chapter VIII, Section
1, no. 2, Proposition 1].
(b) According to Lemma C.1, the tripotent e is invertible if and only if V = V2.
Suppose this is the case. Then Q(e)2 = 2(ee)2 − ee = idV (Lemma A.2(4)), so
that (V , e,Q(e)) is an involutive unital Jordan algebra (Proposition A.5). Moreover,
1
2h ∈ g0 is a grading element by Proposition C.4(1). We conclude that ad h is diag-
onalizable on g, and since ad e and ad f are nilpotent, the Lie algebra g is a locally
ﬁnite ge-module, hence semisimple by Weyl’s Theorem. Since the only eigenvalues of
ad h on g are {0,±2}, the Lie algebra g is a direct sum of trivial and 3-dimensional
ge-modules.
In the following lemma we collect some crucial properties of the partial Cayley
transform Ce.
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Lemma 1.11. For the partial Cayley transform associated to the tripotent e ∈ V the
following assertions hold:
(1) C8e = idg and if e is invertible, then C4e = idg.
(2) Identifying V with a subset of X, for v ∈ V the condition Ce(v) ∈ V is equivalent
to the quasi-invertibility of (e, v). For an element v ∈ V2 this means that e − v is
invertible in the unital Jordan algebra (V2, e), and then
Ce(v) = (e + v)(e − v)−1.
(3) Ce(−e) = 0, Ce(0) = Ce(f−) = e, Ce(e) = f+ and Ce(f+) = −e.
(4) On the subspace V2 ⊆ V we have C2e ◦  = −Q(e).
(5) Ce = C−1e .
Proof. (1) For I =
(
0 1
−1 0
)
the matrix 1√
2
(1 + I ) ∈ SL2(R) is of order 8 and its
square is I . Therefore the order of Ce is at most 8 and we have
C2e = 	Ge
((
0 1
−1 0
))
= exp
(
2
ad(e − f )
)
.
If e is invertible, then g is a direct sum of trivial and 3-dimensional simple sl2(R)-
modules (Remark 1.10(b)). On both types of modules the matrix
(
0 1
−1 0
)
∈ SL2(R)
acts like an involution, so that C2e is an involution and therefore C4e = idg.
(2) From the decomposition
1√
2
(
1 1
−1 1
)
=
(
1 1
1 0
)(√
2 0
0 1√
2
)(
1 0
−1 1
)
in SL2(R) we derive in Aut(g) the decomposition
Ce = exp(ad e) exp
(
(log
√
2) ad h
)
exp(− ad f ). (1.3)
Since exp(ad e) exp
(
(log
√
2) ad h
) ∈ Ad(P+) acts as an afﬁne map on V ⊆ X, we
see that Ce(v) ∈ V is equivalent to exp(−.e).v = exp(−f ).v ∈ V , which means that
(e, v) is quasi-invertible (Deﬁnition 1.5, Lemma 1.3). If this is the case, then
exp(−f ).v = B(v, e)−1.(v − Q(v).e)
[BN04a, 2.8]. In the Jordan algebra V (e) we have Q(v).e = Q(v)Q(e).e = P(v).e = v2
and
B(v, e) = idV −2L(v) + P(v),
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and in the unital Jordan algebra V (e) × R with the identity 1 := (0, 1) we have
1 − 2L(x) + P(x) = P(1, 1) − 2P(1, x) + P(x, x) = P(1 − x),
i.e., the quasi-invertibility of (x, e) is equivalent to the quasi-invertibility of x in the
Jordan algebra V (e). In this algebra we have for any quasi-invertible pair (v, e):
exp(−f ).v = P(1 − v)−1.(v − v2) = (1 − v)−1v.
For any element v in the unital Jordan algebra (V2, e), the Cayley transform therefore
takes the form
Ce(v) = e + 2(e − v)−1v = (e − v + 2v)(e − v)−1 = (e + v)(e − v)−1.
(3) We have Ce(−e) = (e − e)(e − (−e))−1 = 0 and Ce(0) = e.
We further have in V , as a subset of X, the relation X(e) = e = e (Proposition B.2),
which leads to
exp(− ad f ).e = exp(− ad .e).e = X exp(− ad e)X.e = X exp(− ad e).e
= X.0 = X.f− = f+,
so that
Ce.e = exp(ad e) exp(log
√
2 ad h) exp(− ad f ).e
= exp(ad e) exp(log√2 ad h).f+ = f+.
Moreover,
exp(− ad f ).f+ = X exp(− ad e)X.f+ = X exp(− ad e).f− = X exp(− ad e).0
= X.(−e) = (−e) = −e,
and hence
Ce.f+ = exp(ad e) exp(log
√
2 ad h) exp(− ad f ).f+
= exp(ad e) exp(log√2 ad h).(−e) = e + 2(−e) = −e.
(4) Let v ∈ V2. According to Remark 1.10(a), for w:=.v the space M :=
spanR{w, [e,w], [e, [e,w]]} is a ge-submodule of g isomorphic to ge with the adjoint
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representation. From the relation
(
0 1
−1 0
)(
0 −1
0 0
)(
0 −1
1 0
)
=
(
0 0
1 0
)
we obtain
Ad(exp(e − f )) ◦ 12 (ad e)2.f = Ad(exp(e − f )).(−e) = f,
and this leads to C2e
( 1
2 (ad e)
2).v = −C2eQ(e).v = .v.
(5) follows immediately from (e − f ) = (e − (e)) = (e) − e = f − e and
Ce ∈ exp(R(e − f )). 
Propostion 1.12. For any tripotent e ∈ V we have exp(ge).0 =] − 1, 1[·e in V , con-
sidered as a subset of X. In particular we have] − 1, 1[·S ⊆ H.0.
Proof. We have seen above that (e, h, f ) is an sl2-triple, so that e + (e) corresponds
to the matrix
(
0 1
1 0
)
and e to the matrix
(
0 1
0 0
)
. To calculate exp(t (e + (e))).0
in V ⊆ X, we observe that
exp
(
0 t
t 0
)
=
(
cosh t sinh t
sinh t cosh t
)
∈ exp(Rf + Rh) ·
(
1 tanh t
0 1
)
,
which leads to exp(t (e + (e))).0 = tanh t · e, and from that the assertion follows. 
Consider the following assumptions on the involutive 3-graded group G:
(A1) D := H.0 ⊆ V , i.e., H ⊆ G+G0G−.
(A2) H.S ⊆ V .
(A3) dG(S3) = {1}.
Condition (A1) is well-known from the setting of groups of Harish-Chandra type.
In view of Proposition 1.8, condition (A2) is equivalent to the invariance of the subset
X ∩ V under the action of the group H .
Propostion 1.13. V ◦dG(S3) = {1}. In particular, (A3) is satisﬁed if G0 acts faithfully
on V .
Proof. For (x, y, z) ∈ S3 we derive from Lemma A.10(2) the relation
B(x, y) = B(x, y) = Q(x − y)Q(y)−1,
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so that we get with Lemma 1.6
V (dG(x, y, z)) = B(x, y)B(z, y)−1B(z, x)B(y, x)−1B(y, z)B(x, z)−1
= B(x, y−1)B(z, y−1)−1B(z, x−1)B(y, x−1)−1B(y, z−1)B(x, z−1)−1
= Q(x − y)Q(z − y)−1Q(z − x)Q(y − x)−1Q(y − z)Q(x − z)−1
= Q(y − x)Q(z − y)−1Q(x − z)Q(y − x)−1Q(z − y)Q(x − z)−1=1,
where the last equality follows from Proposition A.7. 
In Proposition 4.4 below we shall use the results of Section 3 on H -orbits in S3
to see that the preceding result can be sharpened considerably to the observation that
dG(S
3) ⊆ Z(G0).
In the following we shall also see interesting examples where (A3) is satisﬁed and G0
does not act faithfully on V . This holds in particular for the group G = GL2(A)/{±1},
where A is a hermitian Banach-∗-algebra (cf. Example 2.6 below).
Lemma 1.14. If (A1) is satisﬁed, then for each v ∈ V with H.v ⊆ V we have
D × H.v ⊆ V 2. If, in addition, (A2) holds, then D × (D ∪ S) ⊆ V 2.
Proof. Suppose that (A1) is satisﬁed, i.e. D = H.0 ⊆ V and let v ∈ V with H.v ⊆ V .
For h1, h2 ∈ H and h1.0 ∈ D it now follows that (h1.0, h2.v) is quasi-invertible because
(0, h−11 h2.v) is quasi-invertible (Lemma 1.7(7)).
If, in addition, H.S ⊆ V , then the preceding argument applies with v = 0 or v ∈ S,
and the assertion follows. 
Deﬁnition 1.15. Suppose that (A1–3) hold. For (x, y, z) ∈ S3 we consider the contin-
uous curve

x,y,z: [0, 1] → V 3, t → (tx, ty, tz),
starting at (0,0,0) and ending at (x, y, z) ∈ S3. Proposition 1.12 and Lemma 1.14 now
implies that im(
x,y,z) is contained in the open subset V 3 of V 3, so that the curve
dG ◦ 
x,y,z: [0, 1] → G0, t → dG(tx, ty, tz)
is deﬁned. Since dG(0, 0, 0) = 1 and dG(x, y, z) = 1 by (A3), this curve is a loop
in G0.
We thus obtain a map
G: S
3 → 1(G0), (x, y, z) → [dG ◦ 
x,y,z].
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For reasons to be explained later, we call this map the topological (Maslov) index.
Since the path 
x,y,z depends continuously on the triple (x, y, z), this map is constant
on the connected components of S3, hence induces a map 0(S3) → 1(G0).
We shall see in Lemma 4.2 that for the case where D ⊆ V is a ﬁnite-dimensional
irreducible bounded symmetric domain of tube type, the index map G can be used to
obtain the Maslov index by composing with the homomorphism det ◦V :G0 → C× to
obtain a map
1(det ◦V ) ◦ G: S3 → 1(C×)Z.
Propostion 1.16. The index map G: S3 → 1(G0) is an alternating function with
values in the abelian group 1(G0), i.e.
G(x(1), x(2), x(3)) = G(x1, x2, x3)sgn() for (x1, x2, x3) ∈ S3,  ∈ S3.
Proof. From Lemma 1.7(4) we immediately derive that [
x,y,z] = [
−1x,z,x] = [
x,z,x]−1.
We further get from Lemma 1.7(5) a continuous path : [0, 1] → G0 with

y,z,x =  · 
x,y,z · −1,
and this loop in G0 is homotopic to the loop 
x,y,z, which leads to [
y,z,x] = [
x,y,z].
Since the symmetric group S3 is generated by the cycle (1 2 3) and the transposition
(2 3), the assertion follows. 
2. Bounded symmetric domains and hermitian Banach-∗-algebras
In this section we discuss two large classes of groups for which our assumptions
(A1–3) are satisﬁed. The groups of the ﬁrst class are the complexiﬁcations G of
the identity component Aut(D)0 of the group of biholomorphic maps of a bounded
symmetric domain D in a Banach space, and the second class contains the groups
GL2(A)/{±1} for a hermitian unital Banach-∗-algebra A. In this case the corresponding
domain D is bounded if and only if A is a C∗-algebra.
2.1. Bounded symmetric domains in Banach spaces
Let V be a complex Banach space and D ⊆ V be a bounded symmetric domain, i.e.,
a bounded open connected subset such that for each z ∈ D there exists an involution
jz ∈ Aut(D), the group of biholomorphic mappings of D, such that z is an isolated
ﬁxed point of jz. The group Aut(D) carries a natural Banach–Lie group structure such
that the transitive action on D is real analytic [Up85, Theorem 13.14]. According to
Kaup’s Riemann Mapping Theorem [Ka83,Up85, Theorem 20.23], there is a norm on
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the space V such that D is biholomorphic to the open unit ball in V . Therefore we
assume from now on that
D = {z ∈ V : ‖z‖ < 1}.
The identity component H := Aut(D)0 of Aut(D) carries a natural Banach–Lie group
structure such that the transitive action of H on D is real analytic.
We think of L(H) as a Lie algebra of holomorphic vector ﬁelds on the domain D ⊆
V . It is shown in [Up85, Theorem 18.17] that the elements of L(H) are polynomial
vector ﬁelds of degree at most 2 and that
g := L(H) + i L(H)
carries a natural structure of a centerfree 3-graded Banach–Lie algebra on which there
is a grading reversing antilinear involution  for which L(H) = g. The grading is given
by the degree of vector ﬁelds, where gj consists of vector ﬁelds of degree 1− j . Since
the unit ball D is in particular circular, g contains the Euler vector ﬁeld corresponding
to the function E(z) = z on V , which deﬁnes the grading of g. We conclude that the
grading of g is inner.
We then consider the complex Banach–Lie group
G := Aut(g)0.
Then L(G) = der g = ad gg (cf. [Up85, Lemma 9.9]) and the involution  on g
induces by conjugation an involution, also denoted , on G. We thus obtain a situation
as discussed in Section 1, where we considered a Banach–Lie group G endowed with
an involution  reversing an inner 3-grading on g. Clearly H = Aut(D)0 = G0 follows
from the equality of the Lie algebras of both subgroups of G.
In this case the orbit H.0 of the base point 0 ∈ Vg1 in the homogeneous space
X = G/P− coincides with the bounded symmetric domain D [Up85, Theorem 20.20].
Therefore our assumption (A1) is satisﬁed.
Theorem 2.1. The closure D of D in V also is a closed subset of X.
Proof. Since X = G/P− is a quotient space and the inverse image of D in G is the
product set exp(D)P− = exp(D)G0G−, it sufﬁces to show that Y := exp(D)G0G− is
a closed subset of G.
Let U ⊆ G be an open identity neighborhood with U · U contained in the open
subset G+G0G−. If 0 ∈ V is identiﬁed with the base point P− of the homogeneous
space X = G/P−, then this implies that UU.0 ⊆ V .
Since D ⊆ V is a bounded subset and adE |g1 = idg1 , there exists a t > 0 with
exp(−tE).D ⊆ U.0.
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For the identity neighborhood U ′ := exp(tE)U exp(−tE) of G we then obtain
U ′.D = exp(tE)U exp(−tE).D ⊆ exp(tE)UU.0 ⊆ V,
i.e., U ′ exp(D)G0G− ⊆ G+G0G−, so that
exp(D)G0G− ⊆ U ′ exp(D)G0G− ⊆ G+G0G−.
Since the open subset G+G0G− is homeomorphic to the topological product G+ ×
G0 × G−, it follows that
exp(D)G0G− = (expD)G0G−
is the closure of (expD)G0G− in G. 
By continuity we now obtain immediately
Corollary 2.2. H.D ⊆ D ⊆ V and in particular H.S ⊆ V .
Propostion 2.3. If S 
= ∅, i.e., D is a bounded symmetric domain of tube type, then
the assumptions (A1–3) are satisﬁed for the involutive 3-graded group (G, adE, ).
Proof. Assumption (A1) follows from the realization of D as a bounded domain in
V ⊆ G/P−. The preceding corollary implies that (A2) is satisﬁed. Further (A3) will
follow from the fact that the representation of G0 on V is faithful (Proposition 1.13).
To verify that this representation is faithful, let g ∈ G0 act trivially on V . Then
the adjoint action, which corresponds to the action of g on a set of vector ﬁelds
on V , is trivial. Therefore G ⊆ Aut(g) implies g = 1. This proves that (A1–3) are
satisﬁed. 
2.2. Hermitian Banach-∗-algebras
Deﬁnition 2.4. A Banach-∗-algebra is a pair (A, ∗) of a complex Banach algebra
together with an antilinear isometric antiisomorphism ∗ (i.e. an antiautomorphism) of
period 2 (an involution). It is called hermitian if the spectra of hermitian elements are
real.
The following simple lemma will be helpful in evaluating dG(S3) for the group
GL2(A).
Lemma 2.5. Let (R, e) be a unital ring and a, b, c ∈ R with a + b + c = 0 and
b ∈ R×. Then
ab−1c = cb−1a.
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Proof. The relation a + b + c = 0 implies that ab−1 + cb−1 = −e, so that ab−1 and
cb−1 commute, and the assertion follows from ab−1cb−1 = cb−1ab−1 by multiplying
with b from the right. 
Example 2.6. Let (A, ∗) be a hermitian Banach-∗-algebra. First we consider G :=
GL2(A) with the involution  given by

(
a b
c d
)
=
(
a∗ −c∗
−b∗ d∗
)−1
and whose ﬁxed point set is denoted U1,1(A, ∗) := GL2(A). Its Lie algebra g = gl2(A)
is 3-graded with
g+ =
(
0 A
0 0
)
, g0 =
(
A 0
0 A
)
and g− =
(
0 0
A 0
)
.
Since E :=
(
1 0
0 −1
)
is a grading element, the grading is inner. On the Lie algebra
level we have

(
a b
c d
)
=
(−a∗ c∗
b∗ −d∗
)
,
showing that  reverses the grading. The corresponding Jordan triple product in Ag+
is given by
{x, y, z} = 12 (xy∗z + zy∗x).
On the group level we have
GL2(A)+ =
(
1 A
0 1
)
, GL2(A)0 =
(
A× 0
0 A×
)
and GL2(A)− =
(
1 0
A 1
)
.
Then
GL2(A)+ GL2(A)0 GL2(A)− =
{(
a b
c d
)
∈ GL2(A): d ∈ A×
}
,
and any matrix in this set decomposes as(
a b
c d
)
=
(
1 bd−1
0 1
)(
a − bd−1c 0
0 d
)(
1 0
d−1c 1
)
.
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From (
1 0
−w∗ 1
)(
1 z
0 1
)
=
(
1 z
−w∗ 1 − w∗z
)
we obtain
BG(z,w) =
(
1 − z(1 − w∗z)−1(−w∗) 0
0 1 − w∗z
)−1
=
(
1 − zw∗ 0
0 (1 − w∗z)−1
)
.
Next we calculate dG on quasi-invertible unitary triples (s1, s2, s3). For unitary ele-
ments z,w ∈ S quasi-invertibility means that 1 − w∗z = 1 − w−1z is invertible, which
means that w − z is invertible. Therefore all differences sj − sk , j 
= k, are invertible.
Since
(s1 − s2) + (s2 − s3) + (s3 − s1) = 0,
Lemma 2.5 leads to
(1 − s1s∗2 )(1 − s3s∗2 )−1(1 − s3s∗1 )(1 − s2s∗1 )−1(1 − s2s∗3 )(1 − s1s∗3 )−1
= (1 − s1s−12 )(1 − s3s−12 )−1(1 − s3s−11 )(1 − s2s−11 )−1(1 − s2s−13 )(1 − s1s−13 )−1
= (s2 − s1)(s2 − s3)−1(s1 − s3)(s1 − s2)−1(s3 − s2)(s3 − s1)−1
= −(s1 − s2)(s2 − s3)−1(s3 − s1)(s1 − s2)−1(s2 − s3)(s3 − s1)−1 = −1
and we likewise get
(1 − s∗2 s1)−1(1 − s∗2 s3)(1 − s∗1 s3)−1(1 − s∗1 s2)(1 − s∗3 s2)−1(1 − s∗3 s1)
= (1 − s−12 s1)−1(1 − s−12 s3)(1 − s−11 s3)−1(1 − s−11 s2)(1 − s−13 s2)−1(1 − s−13 s1)
= (s2 − s1)(s2 − s3)−1(s1 − s3)(s1 − s2)−1(s3 − s2)(s3 − s1)−1 = −1.
This shows that
dG(s1, s2, s3) =
(−1 0
0 −1
)
.
Let C∗ denote the largest C∗-seminorm on A, i.e., C∗(a) = ‖	(a)‖ if 	:A →
C∗(A) is the universal map into the universal enveloping C∗-algebra C∗(A) of A.
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From [Bi04, Lemma 8.2.7] we know that the orbit of H = G0 in X is contained in A
and coincides with the convex open set
D = {a ∈ A: C∗(a) < 1}.
For the invertible tripotent e := 1 ∈ A we have Q(e)a = a∗, so that
S = U(A) = {a ∈ A×: a∗ = a−1}.
We claim that if g =
(
a b
c d
)
∈ U1,1(A, ∗) and z ∈ A with C∗(z)1, then cz + d ∈
A×, which implies that g.z = (az + b)(cz + d)−1 is contained in V = A, and hence
that (A1) and (A2) are satisﬁed.
If A is a C∗-algebra, then D is the open unit ball in A, and the transitivity of the
holomorphic action of H on D implies that it is a bounded symmetric domain. From
Corollary 2.2 above we know that in this case the closure of D in X coincides with
the closure of D in V which is invariant under the action of H .
This argument can be carried over to a general hermitian Banach-∗-algebra as follows.
Since 	 induces homomorphisms
GL2(A) → GL2(C∗(A)) and U1,1(A, ∗) → U1,1(C∗(A), ∗),
we conclude from the case of C∗-algebras that 	(cz+d) = 	(c)	(z)+	(d) is invertible
in C∗(A), which in turn implies that cz + d is invertible in A because the property
	−1(C∗(A)×) = A× characterizes hermitian Banach ∗-algebras (cf. [Bi04, Proposition
2.7.5], see also [Pt70,Pt72] for the Banach version of Biller’s results).
The domain D is bounded if and only if the natural homomorphism 	:A → C∗(A)
is an embedding, i.e., if and only if A is a C∗-algebra.
As an immediate consequence of the discussion in Example 2.6, we obtain the
following theorem:
Theorem 2.7. If (A, ∗) is a hermitian Banach-∗-algebra, then

(
a b
c d
)
=
(
a∗ −c∗
−b∗ d∗
)−1
and E :=
(
1 0
0 −1
)
deﬁne an involutive 3-graded Banach–Lie group (GL2(A), ad
E, ) satisfying (A1/2). If we write 1 ∈ M2(A) for the identity matrix, then the group
G := GL2(A)/{±1} satisﬁes (A1–3) with respect to the induced involution.
3. Connected components and H -orbits in S3
We have already seen that the group H acts on X in such a way that its orbits are
the connected components (Proposition 1.8). Under Assumption (A2), the set S is a
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union of such H-orbits. In the following we shall use this correspondence to get a better
description of the connected components in S3. In particular, we shall see that they
coincide with the orbits of H in S3 and that each orbit contains a triple of the form
(e,−e, ) with ∗ = Q(e) = − in the unital involutive Jordan algebra (V , e,Q(e)).
Since  is an invertible tripotent, the latter condition implies that
 = Q() = −Q()Q(e) = −P() = −3
and therefore 2 = −e. In the following we put V± := {v ∈ V : v∗ = Q(e)v = ±v}.
Lemma 3.1. Let e ∈ S and Ce ∈ Aut(g) denote the corresponding Cayley transform.
For v ∈ V and v∗ = Q(e)v we have
(Ce.v) = −Ce.v∗ and (C−1e .v) = −C−1e .v∗.
In particular Ce.v, C−1e .v ∈ g if v∗ = −v, where Ce.v refers to the linear action of
Ce on g. The corresponding element g := exp(C−1e .v) ∈ H satisﬁes
g.(−e) = C−1e (v) = (v − e)(e + v)−1.
Moreover, e + v is invertible whenever v∗ = −v.
Proof. The ﬁrst equality follows from
 ◦ Ce = C−1e ◦  = C3e ◦  = −Ce ◦ Q(e)
on V (Lemma 1.11(1),(4),(5)), and we likewise obtain on V the relation  ◦ C−1e =
Ce ◦  = −C−1e Q(e).
From Lemma 1.11(3) we know that Ce(−e) = 0 for the action of Ce on X, so that
we obtain for g = exp(C−1e .v) ∈ H that
C−1e (v) = C−1e ead v.0 = C−1e ead vCe.(−e) = exp(C−1e .v).(−e) = g.(−e) ∈ S.
In particular e + v is invertible (Lemma 1.11(2)). 
Lemma 3.2. (1) The action of H on D ∪ S preserves quasi-invertibility.
(2) If e ∈ S, then the stabilizer He of e in H acts transitively on {f ∈ S: ef }.
(3) If g is complex and  is antilinear, then (e, f ) ∈ S2 implies f ∈ H.e.
(4) For (e, f ) ∈ S2 we have H.(e, f ) = {(a, b) ∈ S2: a ∈ H.e}.
(5) The H-orbit of (e, x, y) ∈ S3 contains an element of the form (e,−e, z) and
{z ∈ S: z ± e} = Ce(V− ∩ V ×).
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Proof. (1) follows from Lemma 1.14.
(2) According to Proposition 1.8, we have S = X∩V . Further (z, w) ∈ V 2 is equiv-
alent to the transversality of the 3-ﬁltrations exp z.f− and (expw.f−) (cf. Deﬁnition
1.5(b)). For z,w ∈ S ⊆ X this is equivalent to the quasi-invertibility of (z, w). Hence
{f ∈ S: ef } ⊆ (exp e.f−),
and Proposition 1.8(2) implies that He = Hexp e.f− acts transitively on (exp e.f−).
We also give a second proof of (2) which is more direct and uses (1): the quasi-
invertibility of (e, f ) implies that e − f is invertible in the unital involutive Jordan
algebra (V , e,Q(e)), so that x := Ce(f ) ∈ X is an element of V (Lemma 1.11(2)).
We have
x∗ = Ce(f )∗ = ((e + f )(e − f )−1)∗ = (e + f ∗)(e − f ∗)−1
=Ce(f ∗) = Ce(f−1) = −Ce(f ) = −x
(Lemma A.11), so that g := exp(C−1e .x) ∈ H satisﬁes g.(−e) = C−1e .x = f (Theorem
2.1). We further get with Lemma 1.11(3) in X ⊆F:
g.e = C−1e ead xCe(e) = C−1e ead x.f+ = C−1e .f+ = e.
(3) For e ∈ S we consider the 3-dimensional subalgebra ge = spanC{e, (e),
[e, (e)]} ⊆ g. Then E := 12 [e, (e)] is a grading element with (E) = −E (Propo-
sition C.4), and (iE) = iE implies that T exp(iRE) ⊆ H . We therefore obtain
−e ∈ exp(iRE).e ⊆ H.e, and the assertion follows from (2) and e − e.
(4) In view of (1), each element (a, b) ∈ S2 of the form (g.e, g.f ) satisﬁes a ∈ H.e
and ba.
If, conversely, a = g.e and ba, then (g−1.b, g−1.a) = (g−1.b, e), so that (2) implies
the existence of h ∈ He with h.f = g−1.b, and then h.(e, f ) = (e, g−1.b) = g−1.(a, b)
implies (a, b) ∈ H.(e, f ).
(5) From (2) it follows that the H-orbit of (e, x, y) contains an element of the
form (e,−e, z). Then z is a unitary element in the involutive unital Jordan algebra
(V , e,Q(e)) with involution v∗ := Q(e)v. The quasi-invertibility of (z,±e) is equivalent
to the invertibilty of z± e in the Jordan triple V (Lemma A.9) and hence in the unital
Jordan algebra (V , e). Therefore e − (−z) = e + z is invertible, and we put v :=
−Ce(−z) = C−1e (z) to obtain an element v ∈ V with Ce(v) = z. We further obtain
with Lemma A.11(1):
v∗ = (−Ce(−z))∗ = −Ce(−z)∗ = −Ce(−z∗) = −Ce(−z−1)
= −Ce((−z)−1) = −(−Ce(−z)) = Ce(−z) = −v,
so that v ∈ V−. If, conversely, v ∈ V ×− , then e − v is invertible (Lemma 3.1) and
z := Ce(v) ∈ S is a unitary element for which z+ e is invertible. Since v is invertible,
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Lemma A.11 implies that z = Ce(v) lies in the domain V × + e of Ce, so that also
e − z is invertible, and hence (e,−e, z) ∈ S3. 
Remark 3.3. (a) The preceding lemma shows in particular that (e, f ) ∈ S2 implies
that f ∈ S−e = −Se, where Se denotes the connected component of S containing e.
For (e, f, g) ∈ S3 we even conclude that Se = S−g = Sf = S−e = Sg. This leads to
the disjoint decomposition
S3 =
⋃
e
(Se)
3,
so that it is no loss of generality if we consider only a ﬁxed connected component Se
of the set S and study the index map on the subset (Se)3 of S3.
(b) For G = PSL2(R) = SL2(R)/{±1} with grading derivation
D = ad
(
1 0
0 −1
)
and 
(
a b
c d
)
=
(
a −c
−b d
)−1
we have
VR with {x, y, z} = xyz and S = {±1}.
Here S2 = {(1,−1), (−1, 1)} and the connected group H acts trivially. In this case we
have S1 = {1} 
= {−1} = S−1.
Lemma 3.4. Fix e ∈ S and consider the associated Cayley transform C := Ce ∈
Aut(g). Then the involution C := CC−1 ∈ Aut(g) satisﬁes:
(1) C preserves the 3-grading of g.
(2) C = C2, where  and C2 are commuting involutions of g.
(3) The Lie subalgebra l := C(g) = gC is adapted to the 3-grading of g and -
invariant.
(4) C |V = −Q(e).
(5) For the stabilizer group He,−e, the identity component L := (GC )0 and
CG = exp
(

4 (e − f )
)
∈ G we have
Ad(CG) = C and L0 := L ∩ G0 = CG · He,−e · (CG)−1.
Proof. (1) With Lemma 1.11 we get in X ⊆F:
C(f−)=C(0)=CX(−e) = C(−e) = 0 = f− and C(f+) = CX(e) = C(e) = f+.
Therefore C ﬁxes the two ﬁltrations f± and hence the corresponding 3-grading of g.
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(2) With Lemma 1.11 we get C = CC−1 = C2 = C−2 = C2, so that the two
involutions  and C2 commute.
(3) That l is adapted to the 3-grading of g follows directly from (1). Since  and C
commutes by (2), l is -invariant.
(4) follows from Lemma 1.11(4).
(5) The relation Ad(CG) = C is immediate from the deﬁnitions. Further C(±e)=f±
and CGH(CG)−1=L lead to L0=L ∩ Gf±=CG·He,−e·(CG)−1. 
Propostion 3.5. Let :G × M → M be a smooth action of the Banach–Lie group G
on the Banach manifold M and T : TG × TM → TM its tangent map. If g.p :=
T (1, p)(g× {0}) = Tp(M), then the orbit G.p of p is open.
Proof. For a smooth map f :N → M between Banach manifold for which the differ-
ential df (x): Tx(N) → Tf (x)(M) is surjective, the image of f is a neighborhood of
f (x) [De85, Corollary 15.2].
The condition g.p = Tp(M) means that the differential of the orbit map G →
M,g → g.p in g = 1 is surjective, so that the aforementioned fact implies that the
orbit G.p is a neighborhood of p. This implies that G.p is open. 
Propostion 3.6. All orbits of (L0)0 in V ×− := V− ∩ V × are open.
Proof. From lemma 3.4(4) we immediately get V− ⊆ l1. Let v ∈ V ×− ⊆ l1 be an
invertible element. Then v−1 ∈ V ×− and
v = Q(v)−1v = Q(e)v−1 = −v−1 ∈ V− ⊆ l1.
Therefore V−v = [V−, (v)] ⊆ [l1, l−1] ⊆ l0. Since the map
V− → V−, x → (xv).v = {v, v, x} = (vv).x = x
is bijective (cf. Lemma A.4(1)), the orbit map l0 → V−, x → x.v is surjective, and
Proposition 3.5 implies that the orbit L00.v in V− is open. 
In general the group L0, resp., He,−e is not connected, so that the orbits of this group
may also be unions of several connected components in V ×− . If, f.i. G = GL2(A)/{±1}
for a hermitian Banach-∗-algebra A, then
C = Ad
(
1√
2
(
1 1
−1 1
))
and C2 = Ad
((
0 1
−1 0
))
lead to
C
(
a b
c d
)
=
(
0 1
−1 0
)(−a∗ c∗
b∗ −d∗
)(
0 −1
1 0
)
=
(−d∗ −b∗
−c∗ −a∗
)
,
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so that (lifting C to the group, with same notation)
L0 = (G0)C =
{(
a 0
0 (a∗)−1
)
: a ∈ A×
}
/ {±1},
which is not connected if A× is not connected.
Propostion 3.7. The orbits of H in S, S2 and S3 are open, hence coincide with the
connected components.
Proof. That the orbits of H in S are open follows from Proposition 1.8.
For (e, f ) ∈ S2, Lemma 3.2(4) implies H.(e, f ) = S2 ∩ (H.e × S), and since H.e
is open in S, it follows that H.(e, f ) is open in S2.
Let (e, g, f ) ∈ S3. In view of Lemma 3.2(5), we may assume that f = −e. So it
remains to see that if f ± e, then H.(e,−e, f ) is open in S3.
Conjugating everything with the Cayley transform C = Ce, we are lead to the quasi-
invertible triple (C(e), C(−e), C(f )) = (f−, f+, z) with z ∈ V ×− (Lemma 3.2, Remark
B.3).
We have to show that the orbit of the group L0 in SC := C(S) ⊆ XC is open. The
Lie algebra l = C(h) is adapted to the grading of g (Lemma 3.4), so that
lf± = l± ⊕ l0 and lf+,f− = l0.
The argument in the proof of Proposition 3.6 shows that the map l0 → V, x → x.z is
surjective, and since l0 is the kernel of the surjective map
l → Tf+(SC) × Tf−(SC) = l1 ⊕ l−1, x → x.(e,−e) = (x+, x−),
we see that the map l → Tf+(SC)×Tf−(SC)×Tz(SC) is surjective. In view of Proposition
3.5, this implies that the L-orbit of (f+, f−, z) in (SC)3 is open and therefore that the
H -orbit of (e,−e, f ) in S3 is open. 
So far we have seen that the H-orbits in S3 coincide with the connected components
and that each such orbit contains an element of the form (e,−e, C(v)) for some
v ∈ C(V ×− ). With the aid of the following lemma, we shall be able to reduce this
further to the case where v2 = −e.
Lemma 3.8. Let (A, e, ∗) be a real unital involutive Banach algebra and z ∈ A− such
that z+ e is invertible for each  ∈ R. If, in addition, z is invertible, then there exists
a hermitian element x = x∗ ∈ A with −z2 = ex . Then  := ze− 12 x ∈ A×− satisﬁes
2 = −1 and  lies in the same connected component of A×− as z.
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Proof. The assumption e+z ∈ A× for  ∈ R× implies that (z−e)(z+e) = z2−2e
is invertible, so that Spec(−z2)∩] − ∞, 0[= ∅.
Let AC denote the complexiﬁcation of (A, ∗), endowed with the antilinear involution
given by (x + iy)∗ := x∗ − iy∗. On the open subset
 := {w ∈ AC: Spec(w)∩] − ∞, 0] = ∅}
we then have a holomorphic logarithm function
log: → AC, log(w) = 12i
∮

log()(1 − w)−1 d,
where  is a piecewise smooth cycle in C\] − ∞, 0] with winding number 1 in each
point of Spec(w) [Ru73, Theorems 10.20, 10.38]. In view of Spec(w∗) = Spec(w), the
domain  is invariant under the involution, and we have
log(w)∗ = − 1
2i
∮

log()(1 − w∗)−1 d.
Since the winding number of  in each point of Spec(w) is −1, we obtain
log(w)∗ = 1
2i
∮

log()(1 − w∗)−1 d = log(w∗).
Therefore x := log(−z2) is a hermitian element of AC lying in the commutant of
z. A similar argument applies to the antilinear involution :AC → AC with A = {a ∈
AC: (a) = a} and shows that (logw) = log (w) for w ∈ , hence in particular
x ∈ AC = A. We clearly have ex = −z2.
For t := e−t
1
2 xz = ze−t 12 x we obtain
∗t = z∗e−t
1
2 x = −ze−t 12 x = −t and 21 = e−xz2 = −e.
For each t ∈ R the element e−txz lies in A×−, so that z and 1 lie in the same connected
component of A×−. 
Theorem 3.9. If the involutive 3-graded Lie group (G,D, ) satisﬁes (A1/2), then each
connected component of S3 contains an element of the form (e,−e, ) with ∗ = −
and 2 = −e.
Proof. From Lemma 3.2(5) we know that each connected component of S3 con-
tains an element of the form (e,−e, C(v)) with v ∈ V ×− . Let A ⊆ (V , e) denote the
closed unital Jordan subalgebra generated by v and v−1. In view of [Jac68, Chapter I,
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Section 11, Theorem 13], A is a commutative associative algebra, hence a commutative
Banach algebra in which v is invertible. Further v∗ = −v implies that A is invariant
under the involution, hence an involutive Banach algebra.
We now consider the analytic map
	:R → V,  → (e − v)−1.
There exists an ε > 0 such that the Neumann series
∑∞
n=0 
nvn converges to (e−v)−1
for || < ε. This implies that 	() ∈ A for all these . Since 	 is analytic and A is
a closed subspace of V , we conclude with the Principle of Analytic Continuation that
im(	) ⊆ A, hence that e − v is invertible in A for all  ∈ R.
Now Lemma 3.8 applies to the element v ∈ A, and we ﬁnd an element  ∈ A×− in the
same connected component as v, satisfying 2 = −e. Finally Lemma 3.2(5) implies that
(e,−e, C()) lies in the same connected component of S3 as (e,−e, C(v)). Further
2 = −e leads to (e−) = −2 = +e, which means that C() = (e+)(e−)−1 =
. This completes the proof. 
4. Evaluating the index map
In the preceding section we have reduced the problem to calculate the index function
G: S
3 → 1(G0) to triples of the form (e,−e, ) with 2 = −e in the unital Jordan
algebra (V , e). The next step is to calculate the index function on these triples explicitly
by showing that G(e,−e, ) is represented by the group homomorphism
:TR/Z → G0, t + Z → expG(t[, .e]).
Applying the representation V :G0 → GL(V ), this leads to the loop
TR/Z → GL(V ), t + Z → et2L() = P(et).
To obtain the explicit formula for the index, we ﬁrst investigate functoriality prop-
erties of the index and then calculate it explicitly for the group SL2(C)/{±1}.
Remark 4.1. (a) Let U and G be 3-graded Lie groups and :U → G a homomorphism
of Lie groups compatible with the 3-grading.
We then have
(U±) = (exp u±) = expL()u± ⊆ exp g± = G± and (U00 ) ⊆ G00.
For a subset M ⊆ G we write CG(M) for the centralizer of M in G and for a subset
M ⊆ Aut(g) we write CG(M) := Ad−1(CAut(g)(M)) for the set of all those elements
g ∈ G for which Ad(g) commutes with M . This means that for a grading element
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E ∈ g0 we have G0 = CG(adE). If there is a grading element EU ∈ u0 for which
EG := L()EU is a grading element of g, then we thus obtain
(U0) = (CU(adEU)) ⊆ CG(adEG) = G0.
Then  induces a map U+U0U− → G+G0G− compatible with the projection maps
pGj :G
+G0G− → Gj in the sense that
pGj ◦  =  ◦ pUj , j = +, 0,−.
For z ∈ u+ and w ∈ u− the condition expw exp z ∈ U+U0U− therefore implies
(expL()w)(expL()z) ∈ G+G0G−,
which shows that L() preserves quasi-invertibility, and for such pairs we have
 ◦ pU0 (expw exp z) = pG0 ((expL()w)(expL()z)).
(b) Now suppose, in addition, that U and G are involutive 3-graded Lie groups and
that  ◦ U = G ◦. Then we conclude that for quasi-invertible pairs (z, w) ∈ u+ the
pair (L().z,L().w) is quasi-invertible with
(BU(z,w)) = BG(L()z,L()w).
This relation leads to
(dU (z1, z2, z3)) = dG(L()z1,L()z2,L()z3)
for quasi-invertible triples (z1, z2, z3) ∈ (VU )3.
If U and G satisfy (A1–3), then we further get L()(DU) ⊆ DG. To see that L()
also maps SU into SG, we ﬁrst observe that we have an induced map
X:XU := U/U0U− → XG := G/G0G−
satisfying X ◦ UX = GX ◦ X for the corresponding involutions UX on XU and GX on
XG. Therefore X maps the ﬁxed point set of XU into the ﬁxed point set of 
X
G. On the
open subset VU ⊆ XU the map X coincides with L(), and since SU = VU ∩(XU)XU ,
we see that
L()SU ⊆ SG.
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Finally this leads to the important relation
1( |U0) ◦ U(s1, s2, s3) = G(L()s1,L()s2,L()s3) (4.1)
for quasi-invertible triples (s1, s2, s3) ∈ (SU )3.
In the following we shall use the preceding remark as a tool to calculate the index
of special triples in S3.
Lemma 4.2. Let e ∈ S and consider the corresponding unital involutive Jordan algebra
(V , e,Q(e)). Suppose that  ∈ V−∩S is an element with 2 = −e. Then E := Re+R
is a real involutive Jordan subalgebra of V isomorphic to (C, 1) with the involution
z∗ = z and
gE := E + (E) + [E, (E)]sl2(C)
with the 3-grading deﬁned by the grading element
(
1 0
0 −1
)
and the antilinear
involution

(
a b
c −a
)
=
(−a c
b a
)
.
There is a unique morphism 	g: sl2(C) → g of involutive Lie algebras with
	g
(
0 1
0 0
)
= e and 	g
(
0 i
0 0
)
= .
Proof. Clearly the map 	E :C → V, x + iy → xe + y is a morphism of involutive
unital Jordan algebras, where the involution on C is complex conjugation.
We recall from Theorem A.8 that gE is a Lie subalgebra of g. Since gE is generated
by E and (E), its center zE coincides with the centralizer zE of E + (E), and the
quotient g′E := gE/zE is an involutive 3-graded Lie algebra whose 0-component has
a faithful representation on E. From that it easily follows that g′E is isomorphic to
the Tits–Kantor–Koecher Lie algebra TKK(E) = TKK(C)sl2(C) of the unital Jordan
algebra C because it is an A1-graded Lie algebra (cf. [Ne03, Example I.9(a),(c)] for
more details). Since all central extensions of the simple Lie algebra sl2(C) are trivial,
we conclude that zE ∩ [gE, gE] = {0}, so that gE ∩ g0 = [E, (E)] implies zE = {0}
and therefore gEsl2(C).
In Deﬁnition 1.9 we have seen that the Lie algebra ge = span{e, (e), [e, (e)]} with
1-dimensional grading spaces is isomorphic to sl2(R) with the involution
e
(
a b
c d
)
=
(−a c
b −d
)
.
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Since the grading spaces gE ∩ gj are complex 1-dimensional, it follows that ge is a
real form of the complex Lie algebra gE .
Next we determine the involution E on gEsl2(C) corresponding to the restriction
of  to gE . Since the centroid
Cent(gE) = { ∈ End(g): (∀x ∈ gE) [, ad x] = 0}
is isomorphic to C as an associative algebra, the involution  induces a ﬁeld isomor-
phism ′ on Cent(gE). The involution E is complex linear if this isomorphism is trivial
and it is antilinear otherwise. We denote the scalar multiplication with i on sl2(C) by i,
which is considered as an element of Cent(gE). Then  = i.e leads to . = ′(i)(e).
From
−ie = − = Q(e) = 12 [[e, .], e] = − 12 (ad e)2. = − 12 (ad e)2′(i)(e)
= −′(i) 12 (ad e)2(e) = ′(i)Q(e)e = ′(i)e
we derive ′(i) = −i and hence that E is antilinear.
Therefore E is determined by its restriction to the real form ge, and hence(
a b
c d
)
→
(−a c
b −d
)
is the involution on sl2(C) for which 	
g
 is a morphism of involutive Lie algebras. 
Lemma 4.3. If G satisﬁes (A3), then the homomorphism 	˜G : SL2(C) → G integrating
	g maps −1 to 1.
Proof. Since A := C is a hermitian Banach-∗-algebra with respect to z∗ := z, the
discussion of the special case of hermitian Banach-∗-algebras in Example 2.6 implies
that
dSL2(C)(1,−1, i) = −1 ∈ SL2(C).
Applying Lemma 3.1 to 	˜G , we conclude that dSL2(C)(1,−1, i) is mapped to dG
(e,−e, ) = 1. 
Propostion 4.4. Suppose that the involutive 3-graded Lie group G satisﬁes (A1/2).
Then dG(S3) is contained in Z(G0) and generates an elementary abelian 2-group 
which is discrete. The group G0/ satisﬁes (A1–3).
Proof. Since the connected components of S3 coincide with the H -orbits, Theorem
3.9 implies that for each quasi-invertible triple (s1, s2, s3) ∈ S3 there exists an element
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g ∈ H and a triple of the form (e,−e, ) with Q(e) = − such that (s1, s2, s3) =
g.(e,−e, ). Then Lemma 1.7(6) implies that
dG(s1, s2, s3) = JG(g, z1)dG(e,−e, )JG(g, z1)−1.
To see that dG(s1, s2, s3) ∈ Z(G) is an involution, we may therefore assume w.l.o.g.
that (s1, s2, s3) = (e,−e, ) with Q(e) = −.
Let 	g: sl2(C) ↪→ g denote the corresponding homomorphism of 3-graded Lie alge-
bras constructed in Lemma 4.2. From Example 2.6 we know that
dSL2(C)(1,−1, i) = −1 ∈ SL2(C).
Applying Lemma 3.1 to the homomorphism 	˜G : SL2(C) → G integrating 	g, we con-
clude that
dG(e,−e, ) = 	˜G (dSL2(C)(1,−1, i)) = 	˜G (−1).
The involution on SL2(C) ﬁxes −1, which leads to dG(e,−e, ) ∈ G. Since g de-
composes as a direct sum of sl2(R)-modules isomorphic to the trivial and the adjoint
modules (Remark 1.10(b)), we have Ad(˜	G (−1)) = 1, so that 	˜G (−1) ∈ Z(G0).
Therefore dG(e,−e, ) is a central -invariant involution in G0.
Further Lemma 1.7 implies that the map dG: S3 → Z(G0) is constant on the
H -orbits and alternating.
The image of dG consists of central involutions, hence the group  it generates
is an elementary abelian 2-group. Since the Banach–Lie group G contains no small
subgroups, there exists an identity neighborhood U ⊆ G with U ∩  = {1}, so that 
is discrete.
We conclude that Ĝ := G0/ is a Lie group with the same Lie algebra g, and since
 is -invariant, this Lie group is involutive. Clearly (A1/2) also holds for this quotient
group, and dG(S3) ⊆  leads to dĜ(S3) = {1} in Ĝ0 = G00/. 
Deﬁnition 4.5. In the following we write 	G : SL2(C)/{±1} → G for the unique mor-
phism of 3-graded involutive Lie groups with L(	G ) = 	g whose existence follows
from the simple connectedness of SL2(C) and Lemma 4.3.
According to Remark 4.1, we have
G(e,−e, ) = 1(	G )SL2(C)/{±1}(1,−1, i).
Therefore the calculation of the index map is essentially reduced to the calculation of
the single case SL2(C)/{±1}(1,−1, i).
The next proposition provides the index function for SL2(C)/{±1}.
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Propostion 4.6. We consider the 3-graded involutive Lie group G := SL2(C)/{±1}
which satisﬁes (A1–3) Theorem 2.7. We have an isomorphism
:G0 =
{
±
(
z 0
0 z−1
)
: z ∈ C×
}
→ C×, ±
(
z 0
0 z−1
)
→ z2
and identify 1(G0) accordingly with 1(C×)Z, where we use pC× :C → C×, z →
e2iz as the universal covering map. In these terms we have
G(1,−1,±i) = ∓1.
Proof. In the following we shall use the explicit formulas from the discussion of
hermitian Banach algebras in Example 2.6. We have
BSL2(C)(z, w) =
⎛⎝1 − zw 0
0 (1 − zw)−1
⎞⎠ ,
which leads to
BG(z,w) = (1 − zw)2
in terms of our identiﬁcation of G0 with C×. From that we further obtain for quasi-
invertible triples (z1, z2, z3):
dG(z1, z2, z3)= (1 − z1z2)2(1 − z3z2)−2(1 − z3z1)2(1 − z2z1)−2
×(1 − z2z3)2(1 − z1z3)−2
=
(
1 − z1z2
1 − z2z1
)2 (1 − z3z1
1 − z1z3
)2 (1 − z2z3
1 − z3z2
)2
.
We obtain in particular
dG(z1, z2, 0) =
(
1 − z1z2
1 − z2z1
)2
and dG(1,−1, z3) =
(
1 − z3
1 − z3
)2 (1 + z3
1 + z3
)2
.
For the curve

1: [0, 1] → C3, t → (t,−t, 0)
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from (0, 0, 0) to (1,−1, 0) this leads to dG(
1(t)) = (1 − t2)(1 − t2)−1 = 1. For the
path

2: [0, 1] → C3, t → (1,−1,±t i)
from (1,−1, 0) to (1,−1,±i) we obtain
dG(
2(t)) =
(
1 ∓ it
1 ± it
)2 (1 ∓ it
1 ± it
)2
=
(
1 ∓ it
1 ± it
)4
= e8i arg(1∓it).
This curve describes a loop in C× corresponding to the element ∓1 ∈ Z1(C×).
Concatenating the two paths 
1 and 
2, we obtain a path from (0, 0, 0) to (1,−1,±i)
which lies in the contractible set
D3 = {(z1, z2, z3) ∈ C3: (∀j 
= k) |zj |1, zj zk 
= 1}.
We conclude that this path is homotopic to the path

3: [0, 1] → C3, t → (t,−t,±t i),
and this implies the assertion. 
Theorem 4.7. Let e ∈ S and  ∈ S with Q(e) = ∗ = −. Then the index of
(e,−e, ) is represented by the homomorphism
:T = R/Z → G0, t → expG(−t[, .e])
and composing with the representation V on V leads to the homomorphism
V ◦ :T = R/Z → GL(V ), t → P(e−t).
Proof. In terms of the Lie group structure, the index of (1,−1, i) for SL2(C)/{±1} is
represented by the (class of the) loop
[0, 1] → SL2(C)0/{±1}, t → exp
(−it 0
0 it
)
.
In view of Remark 4.1, G(e,−e, ) can be represented by the homomorphism
R/Z → G, t + Z → 	G
(
exp
(−it 0
0 it
))
= expG(−t[, .e])
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because h = [e, .e] implies that ih = [ie, .e] = [, .e] (cf. Deﬁnition 1.9). Applying
the representation V , we get the loop
R/Z → GL(V ), t + Z → e−2t (e) = e−2tL() = P(e−t)
in the unital Jordan algebra (V , e). Here we use the relation P(ex) = e2L(x) which
holds in every Banach–Jordan algebra (cf. [FK94, Proposition II.3.4]). 
Propostion 4.8. Suppose that g is a complex Lie algebra and that  is antilinear. Then
(V , e,Q(e)) is a complex unital Jordan algebra and the involution Q(e)v = v∗ is
antilinear. For each hermitian projection p = p∗ = p2 ∈ V+ let
p:R/Z → G0, t + Z → exp(2it[p, .p])
denote the corresponding projection loop, which is a group homomorphism. We then
have for the involution  = e − 2p the projection loop formula
G(e,−e,−i) = G(e,−e,−ie) − [p].
Proof. We have V− = iV+, so that every unitary element in V− is of the form i,
where  ∈ V+ is a hermitian involution. Then p := 12 (e− ) is a hermitian idempotent
in the Jordan algebra (V , e) with  = e − 2p.
The index G(e,−e,−i) can be calculated directly from the real -invariant sub-
algebra generated by e and −i, which is isomorphic to sl2(C). As we have seen in
Proposition 4.6, this leads to the one-parameter subgroup T → G0 corresponding to
the element
[i, .e] ∈ exp−1(1).
In particular, the index G(e,−e,−ie) corresponds to the element
[ie, .e] = i[e, .e] ∈ exp−1(1),
and the difference is the element
[ie − i, .e] = i[e − , .e] = 2i[p, .e] = 2i[p, .p], (4.2)
which belongs to the Lie algebra gp := spanC{p, .p, [p, .p]}sl2(C) (cf. Deﬁ-
nition 1.9), where h := [p, .p] corresponds to
(
1 0
0 −1
)
∈ sl2(C) which satisﬁes
exp(2ih) = 1. From (4.2) we now derive the projection loop formula because [e, .e]
is central in g0 (Lemma 1.11). 
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5. The Maslov index for some examples
In this section we give more concrete formulas for the index function for sev-
eral classes of hermitian Banach-∗-algebras and discuss the case of ﬁnite-dimensional
bounded symmetric domains.
Example 5.1. We take a closer look at the index function for the case G = GL2
(A)/{±1} for a hermitian Banach-∗-algebra.
Then H = U1,1(A, ∗)0 and G0 = (A× × A×)/{±1}. Note that −1 ∈ A×0 follows
from the connectedness of C×1. Therefore G00(A
×
0 × A×0 )/{±1}, and the covering
map A×0 × A×0 → G00 leads to an exact sequence
1(A
×) × 1(A×) ↪→ 1(G0)Z/2Z. (5.1)
The exactness of this sequence follows from the long exact homotopy sequence of
the covering. We can also think of 1(G0) as the set of homotopy classes of paths
: [0, 1] → GL2(A) starting in 1 and ending either in 1 or −1.
The Maslov index of a triple (e,−e,−i), where  is a hermitian involution, is
given by the loop
 : R/Z → G0, t + Z → expG(it[, .e]).
More explicitly we have
[, .e] =
[(
0 
0 0
)
,
(
0 0
1 0
)]
=
(
 0
0 −
)
,
and since  is an involution, we have expG
(
i
(
 0
0 −
))
= 1.
Writing  as 1 − 2p for a hermitian projection p, we get the decomposition(
 0
0 −
)
=
(
1 0
0 −1
)
− 2
(
p 0
0 −p
)
,
and the latter element already leads to a loop in the group GL2(A). In this sense we
get
[] = [1] − ([p],−[p]),
where p is the projection loop deﬁned by p in A, where we consider the pair
([p],−[p]) as an element of 1(A×) × 1(A×) according to (5.1).
Example 5.2. For the special case A = C(X,C) (the space of continuous functions)
we have A× = C(X,C×), and the exponential map
expA:C(X,C) → C(X,C×), f → e2if
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is the universal covering of the identity component A×0 , consisting of all maps X → C×
homotopic to a constant map. This shows that
1(A
×) ker exp = C(X,Z).
On the other hand each hermitian projection p ∈ A is a continuous function X → {0, 1},
so that the index of (1,−1,−i) is of the form
[1] + (p,−p) ∈ [1] + (C(X,Z) × C(X,Z)) ⊆ 1(G0).
In this case S = U(A) = C(X,T) and
0(S)0(C(X,T))[X,T]Hˇ 1(X,Z)
is the set of homotopy classes of continuous maps X → T, resp., the ﬁrst ˇCech
cohomology group.
Example 5.3. If, moreover, X is a ﬁnite set, so that A := C(X,C)Cn for n := |X|,
then C(X,Z)Zn and
G0(C×)n × (C×)/{±1}C2n/(2iZ2n + i(1, . . . , 1))(C×)2n.
Here we see in particular that 1(G0) is a free group, so that sequence (5.1) does not
split.
Example 5.4. Fix q ∈ [1,∞] and let H be an inﬁnite-dimensional Hilbert space. We
consider the hermitian Banach-∗-algebra A := Bq(H) + C1, where Bq(H) is the ideal
of B(H) consisting of all operators of Schatten class q. For q = ∞ the ideal B∞(H)
coincides with the space of compact operators on H.
We write
GLq(H) := (Bq(H) + 1) ∩ GL(H)
for the group of all invertible operators in 1 + Bq(H) and recall that
1(GLq(H)) lim→ 1(GLn(C))Z
(cf. [Ne04, Theorems.A.10/11]). Each projection loop corresponding to a 1-dimensional
subspace of H generates this group.
Since Bq(H) is an ideal of A complemented by C1, we have
A×GLq(H) × C×
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and therefore
1(A
×)1(GLq(H)) × ZZ2.
Accordingly we write A× × A×GLq(H)2 × (C×)2 and
G0GLq(H)2 ×
(
(C× × C×)/{±(1, 1)}
)
with
1(G
0)Z2 × {(n,m) ∈ 12Z2: n − m ∈ 2Z}Z2 × (Z2 + Z 12 (1, 1)).
If p ∈ A is a hermitian projection, then either p or 1 − p has ﬁnite rank. If p has
ﬁnite rank, then the corresponding projection loop p satisﬁes
[p] = tr p = dim(p.H) ∈ Z1(GLq(H)).
If 1 − p has ﬁnite rank, then p = (p − 1) + 1 leads to
[p] = (tr(p − 1), 1) ∈ Z21(GLq(H)) × 1(C×).
Therefore the index of (1,−1,−i(1 − 2p)) is given by
G(1,−1,−i(1 − 2p)) =
{
(− tr p, tr p, ( 12 , 12 )) for rk p < ∞
(− tr(p − 1), tr(p − 1), ( 12 , 12 ) − (1,−1)) for rk p = ∞.
Example 5.5. For von Neumann algebras, one has reﬁned information on the relation
between projections and loops in A× (cf. [ASS71]): Let H be a separable Hilbert space
and A ⊆ B(H) a von Neumann algebra. Then the following assertions hold:
(a) For two projections p, q ∈ Idem(A, ∗) the condition p ∼ q and 1 − p ∼ 1 − q is
equivalent to lying in the same path component of Idem(A, ∗).
(b) 1(A×) is generated by Hom(T, A×) and hence by the projection loops.
(c) If A is a factor of inﬁnite type, then A× is simply connected.
(d) If A is a factor of type II1, then 1(A×)R, where 1(Z(A×) corresponds to Z.
For a projection p ∈ Idem(A, ∗) the projection loop p then corresponds to the
element tr p ∈ [0, 1] ⊆ R1(A×). In particular we have [p] = [q ] if and only
if tr p = tr q [ASS71, Theorem 3.3].
Example 5.6. If D is a ﬁnite-dimensional bounded symmetric domain of tube type and
H = Aut(D)0, then the corresponding Jordan triple V contains invertible tripotents.
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We assume that D is irreducible of rank r , i.e., H is a simple Lie group of real rank
r and G = HC.
Let us ﬁx e ∈ S, so that (V , e,Q(e)) is a unital involutive Jordan algebra. The real
form V+ := {v ∈ V : v∗ = v} is a euclidean Jordan algebra. Therefore the set V ×+ of
invertible hermitian elements and its connected components contain the involutions of
the form e − 2p, where p is a hermitian projection whose rank lies in {0, 1, 2, . . . , r}.
It follows in particular that there are r + 1 connected components (cf. [FK94]). In this
case the index function is determined by its values on the triples (e,−e,−i(e − 2p)),
where p is a ﬁxed hermitian projection of rank k.
Since in this case the representation V is faithful, we have already seen in Theorem
4.7 that the homotopy class G(e,−e,−i(e−2p)) ∈ 1(G0) is represented by the loop
T = R/Z → GL(V ), t + Z → e2it · e−it4(pp) = e2it(idV −2(pp)).
In view of the Pierce decomposition of V , the operator 2pp = 2pe = 2L(p) is
diagonalizable with possible eigenvalues {0, 1, 2}, so that the formula above deﬁnes
indeed a loop. We further have
e2it(idV −2(pp)) = e2itL(e−2p) = P(eit(e−2p)).
For the determinant function det: GL(V ) → C× and a linear endomorphism D ∈
End(V ) with integral eigenvalues, composition of the loop t → e2itD with det leads
to the loop e2it trD in C×, which corresponds to the element trD ∈ Z1(C×). For
n := dim V we therefore get the function
1(det) ◦ G: S3 → 1(C×)Z
with
(e,−e,−i(e − 2p)) → trL(e − 2p) = n − 2 trL(p) = n − 2k n
r
= n
r
(r − 2k),
which is, up to the factor n
r
, the Maslov index deﬁned in [CØ01].
Problem 5. (a) Is G a cocycle in the sense that
G(z1, z2, z3) = G(z1, z2, z4) + G(z2, z3, z4) + G(z1, z4, z3)?
(b) Is the index function invariant under the full group G? This would follow if
G0 acts trivially on 1(G0), but this is certainly not always the case because G may
be of the form G = G1 × G2 with G2 ⊆ G0 and G2 can be any Lie group.
If A is a hermitian Banach-∗-algebra, then GL2(A)0A× × A×. In this case the
problem from above leads to the question whether 0(A×) acts trivially on 1(A×).
This is not always the case, as we see for A = M2(R) with the involution a → a
(transpose). In this case 0(A×) = 0(GL2(R))Z/2Z and 1(A×) = 1(GL2(R)) =
1(SL2(R))Z, where the group 0(A×) acts by inversion on 1(A×).
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Appendix A. Jordan triple systems and Jordan algebras
In this appendix we collect some basic facts on Jordan algebras and Jordan triples
over a ﬁeld K with 2, 3 ∈ K×.
Deﬁnition A.1. (a) A vector space V over a ﬁeld K is said to be a Jordan triple
system (JTS) if it is endowed with a trilinear map {·}:V × V × V → V satisfying:
(JT1) {x, y, z} = {z, y, x}.
(JT2) {a, b, {x, y, z}} = {{a, b, x}, y, z} − {x, {b, a, y}, z} + {x, y, {a, b, z}} for all
a, b, x, y, z ∈ V .
For x, y ∈ V we deﬁne operators xy, Q(x) and Q(x, z) on V by
(xy).z := {x, y, z}, Q(x)(y) := {x, y, x}, Q(x, z)(y) := {x, y, z}.
The Bergman operator of V is deﬁned by
B(x, y) := 1 − 2xy + Q(x)Q(y).
We deﬁne the set of invertible elements of V by V × := {v ∈ V :Q(v) ∈ GL(V )}
and the inversion map by V × → V ×, v → v := Q(v)−1.v. The elements of the set
S := {v ∈ V ×: v = v} = {v ∈ V ×: {v, v, v} = v}
are called involutions, resp., invertible tripotents.
Lemma A.2. If 3 ∈ K× and (V , {·, ·, ·}) is a Jordan triple system, then the following
formulas hold for x, y, z ∈ V :
(1) Q(x).{y, x, z} = {Q(x).y, z, x} = {x, y,Q(x).z}.
(2) Q(x)(yx) = (xy)Q(x) = Q(Q(x).y, x).
(3) [Q(x)Q(y), xy] = 0.
(4) 2(xy)2 − Q(x)Q(y) = x(Q(y)x) = (Q(x)y)y.
(5) Q(x,Q(z)y) = 2(zy)Q(x, z) − Q(z)(yx).
(6) Q(Q(x)y) = Q(x)Q(y)Q(x).
(7) For x ∈ V × we have Q(x)−1 = Q(x) and (x) = x.
(8) B(x, y)Q(x) = Q(x − Q(x).y).
(9) B(x, y)Q(z)B(y, x) = Q(B(x, y).z).
Proof. (1)–(5) can be found in [Ro00, Proposition I.2.1], (6) is [Ro00, Proposition
I.4.1], and (8), (9) are [Ro00, Propositions I.5.1/2]. 
Theorem A.3. Suppose that 2, 3 ∈ K×.
(a) If J is a Jordan algebra, then J is a Jordan triple system with respect to
{x, y, z} = (xy)z + x(yz) − y(xz) i.e., xy = L(xy) + [L(x), L(y)],
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where we write L(x)y := xy for the left multiplications in J . We have
Q(x) = P(x) := 2L(x)2 − L(x2).
(b) If V is a Jordan triple system and a ∈ V , then
x ·a y := {x, a, y}
deﬁnes on V the structure of a Jordan algebra whose quadratic representation is
given by
P(v) := 2L(v)2 − L(v2) = Q(v)Q(a).
The Jordan triple structure determined by the Jordan product ·a is given by
{x, y, z}a = {x, {a, y, a}, z} = {x,Q(a).y, z}.
It coincides with the original one if Q(a) = 1.
Proof. (cf. [Jac68, Chapter I, Sections 8,12]) This is proved in [Ne03, Theorem C.4],
up to the formula for the quadratic representation, which follows from
P(v) = 2L(v)2 − L(v2) = 2(va)2 − (Q(v)a)a = Q(v)Q(a)
(Lemma A.2(4)). 
Lemma A.4. In a Jordan triple system V the following assertions hold:
(1) xx = idV for each x ∈ V ×.
(2) S = {x ∈ V : xx = idV }.
(3) Q(e)2 = idV holds for each e ∈ S.
Proof. (1) In view of Lemma A.2(2), we have
Q(x) = Q(x, x) = Q(x,Q(x)x) = (xx)Q(x),
so that the invertibility of Q(x) implies (1).
(2), (3) If e ∈ S, then e = e and (1) imply ee = idV .
If, conversely, ee = idV , then Q(e)e = {e, e, e} = e. Further Lemma A.2(4) implies
2 idV −Q(e)2 = eQ(e)e = ee = idV ,
which leads to Q(e)2 = idV . Hence e is invertible and e = Q(e)−1e = Q(e)
e = e. 
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Theorem A.5. (a) Let (V , {·, ·, ·}) be a Jordan triple system and e ∈ S an invertible
tripotent. Then
ab := {a, e, b}, a∗ := {e, a, e}
deﬁnes on V the structure of an involutive Jordan algebra and the Jordan triple struc-
ture can be reconstructed from (V , e, ∗) by
{x, y, z} = (xy∗)z + x(y∗z) − y∗(xz), x, y, z ∈ V.
The set S of involutions of the Jordan triple V coincides with the set
S = {v ∈ V : v∗ = v−1}
of unitary elements of the unital involutive Jordan algebra (V , e, ∗).
(b) If (V , e, ∗) is a unital involutive Jordan algebra, then
{x, y, z} := (xy∗)z + x(y∗z) − y∗(xz), x, y, z ∈ V
deﬁnes a Jordan triple structure on V with
ab = {a, e, b} and a∗ = {e, a, e}.
Proof. (a) It follows from Theorem A.3 that ab := {a, e, b} deﬁnes on V a Jordan
algebra structure with multiplication maps L(a) = ae. In particular L(e) = ee =
idV , so that e is an identity of V . Moreover, Q(e)2 = idV follows from Lemma A.4(3).
Next
(a2)∗ = Q(e)Q(a)e = Q(e)Q(a)Q(e)e = Q(Q(e)a)e = Q(a∗)e = (a∗)2,
and polarization leads to (ab)∗ = a∗b∗ for a, b ∈ V.
Finally Theorem A.3(b) entails
(xy∗)z + x(y∗z) − y∗(xz) = {x,Q(e)y∗, z} = {x,Q(e)2y, z} = {x, y, z}.
The condition z ∈ S means z = z, so that the description of the set S in terms of the
involutive Jordan algebra follows from (z)∗ = Q(e)Q(z)−1z = P(z)−1z = z−1. 
Remark A.6. If a ∈ V × is invertible, then xy := {x, a, y} deﬁnes on V the structure
of a Jordan algebra with identity a because L(a) = aa = idV (Lemma A.4).
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Propostion A.7. Let V be a Jordan triple and a, b, c ∈ V with c ∈ V × and a+b+c =
0. Then
Q(a)Q(c)−1Q(b) = Q(b)Q(c)−1Q(a).
Proof. We consider the unital Jordan algebra (V , c) with the product xy := {x, c, y}
(Remark A.6). Then the quadratic representation of this Jordan algebra is given by
P(v) = Q(v)Q(c) = Q(v)Q(c)−1.
Therefore it sufﬁces to show that P(a)P (b) = P(b)P (a). As b = −c− a and c is the
identity element, we have
P(b) = P(−c − a) = P(c + a) = P(c) + 2P(c, a) + P(a) = idV +2L(a) + P(a),
and this operator commutes with P(a) because L(a) commutes with L(a2). 
Theorem A.8. If g = g1 ⊕ g0 ⊕ g−1 is a 3-graded Lie algebra with an involutive
automorphism  satisfying (gj ) = g−j for j = 0,±1, then V := g1 is a Jordan triple
system with respect to {x, y, z} := 12
[[x, .y], z].
If E ⊆ V is a Jordan subtriple, then gE := E+(E)+[E, (E)] ⊆ g is a -invariant
3-graded subalgebra.
Proof. The ﬁrst part is contained in [Ne03, Theorem C.3].
For the second part, let E ⊆ V be a Jordan subtriple. Then the elements [v, w] ∈
g0, v,w ∈ E, act on V as the operators vw, hence preserve the Jordan sub-
triple E. We conclude that [[E, (E)], E] ⊆ E, and by applying , we also obtain
[[E, (E)], (E)] ⊆ (E). We further have
[[v, w], [v′, w′]] = [[[v, w], v′], w′] + [v′, [[v, w], w′]],
showing that [E, (E)] is a subalgebra of g0. Therefore gE is a subalgebra of g. 
Lemma A.9. In a unital Jordan algebra (V , e) we have for invertible elements v,w ∈
V × the relations
L(v−1) = P(v)−1L(v) = L(v)P (v)−1 and
P(v−1 + w−1) = P(w)−1P(v + w)P (v)−1.
Proof. First we observe that the canonical Jordan triple structure on V turns it into a
Jordan triple system with Q(x)=P(x) for all x ∈ V and L(x)=xe (Theorem A.3).
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Putting x = e, y = v and z = v−1 in Lemma A.2(5), we get with Lemma A.4:
L(v−1)= v−1e = (Q(v)−1.v)e = Q(e,Q(v−1).v)
= 2(v−1v)Q(e, v−1) − Q(v−1)(ve)
= 2Q(e, v−1) − Q(v−1)L(v) = 2L(v−1) − Q(v−1)L(v),
and therefore L(v−1) = Q(v)−1L(v) (cf. [Jac68, Chapter I, Section 11, Theorem 13]).
Note that the Jordan identity [L(v), L(v2)] = 0 means that Q(v) = P(v) commutes
with L(v).
To derive the second identity, we ﬁrst calculate
P(e+v−1)P (v)= (P(e) + 2P(e, v−1) + P(v−1))P(v)=P(v) + 2L(v−1)P (v) + idV
= P(v) + 2L(v) + idV = P(e + v).
Now we consider the unital Jordan algebra (V ,w) with the isotopic product a∗wb :=
{a,w−1, b} and the quadratic representation
P˜ (v) = Q(v)Q(w)−1 = P(v)P (w)−1
(Theorem A.3, Lemma A.4). Then we obtain with the formula in the preceding para-
graph and
P(w).v−1 = P(w)P (v)−1.v = P˜ (v)−1.v
the relation
P(v−1 + w−1)= P (P(w)−1.(P (w).v−1 + w)) = P(w)−1P(P (w).v−1 + w)P (w)−1
= P(w)−1P˜ (w + P(w).v−1) = P(w)−1P˜ (w + P˜ (v)−1.v)
= P(w)−1P˜ (w + v)P˜ (v)−1 = P(w)−1P(w + v)P (w)−1P(w)P (v)−1
= P(w)−1P(w + v)P (v)−1. 
Lemma A.10. For invertible elements x, y in the Jordan triple V we have
(1) Q(x)Q(x + y)Q(y) = Q(x + y) and
(2) B(x, y) = Q(x − y)Q(y)−1.
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Proof. (1) We consider on V the unital Jordan algebra structure deﬁned by ab :=
{a, x, b} with unit x (Remark A.6). Then the quadratic representation of the unital
Jordan algebra (V , x) is given by P(v) = Q(v)Q(x)−1 and the Jordan inversion by
v−1 = P(v)−1.v = Q(x)v (Theorem A.3). Hence Lemma A.9 leads to
Q(x)Q(x + y)Q(x)=Q(Q(x)x + Q(x)y) = Q(x + y) = P(x + y)Q(x)
= P(x + y)P (y)Q(x) = P(x + y)P (y)−1Q(x)
=Q(x + y)Q(y)−1Q(x).
This completes the proof.
(2) In view of Lemma A.2(8) and (1), assertion (2) follows from
B(x, y)=Q(x − Q(x)y)Q(x)−1 = Q(x)Q(x − y)Q(x)Q(x)−1
=Q(x)Q(x − y) = Q(x − y)Q(y)−1. 
Lemma A.11. Let (V , e) be a unital Jordan algebra and V × the set of invertible
elements in V . Then the Cayley transform
C:V × + e → V × − e, z → (e + z)(e − z)−1
is a bijective map with C−1(z) = −C(−z) which further satisﬁes
(1) C(z)−1 = C(−z) for z ± e ∈ V × and C2(z) = −z−1 if z, e − z ∈ V ×.
(2) P(C(z)) = P(e + z)P (e − z)−1 for z − e ∈ V ×.
(3) c(e,−e, z) = 4P(C(z))−1 for z ± e ∈ V ×.
(4) d(e,−e, z) = P(C(z))−1P(C(z))∗ for z ± e ∈ V ×.
Proof. (1) From
C(z) + e = (e + z + e − z)(e − z)−1 = 2(e − z)−1 ∈ V ×
we see that C(−C(z)) is deﬁned, and an easy calculation leads to C(−C(z)) = −z for
z ∈ V × + e. This implies that −C is an involution of the subset V × − e of V and that
C−1(z) = −C(−z) = −(e − z)(e + z)−1 = (z − e)(z + e)−1.
Moreover, if C(z) is invertible, then we have
C(z)−1 = (e − z)(e + z)−1 = C(−z),
showing also that this happens if and only if e ± z are invertible. If z and z − e are
invertible, then z−1 − e is invertible and we get
C(z−1) = (e + z−1)(e − z−1)−1 = (z + e)(z − e)−1 = −C(z),
showing that C2(z−1) = C(−C(z)) = −z and therefore C2(z) = −z−1.
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(2) For z − e ∈ V × we get with Lemma A.9:
P(C(z))= P(C(z) + e − e) = P(2(e − z)−1 − e)
= P(e − 2(e − z)−1) = P(e − 12 (e − z))P (− 12 (e − z))−1
= P( 12 (e + z))P (− 12 (e − z))−1 = P(e + z)P (e − z)−1.
(3) In view of Lemma A.10(2), we have
c(e,−e, z)=B(e,−e)B(z,−e)−1B(z, e) = B(e,−e−1)B(z,−e−1)−1B(z, e−1)
=Q(e + e)Q(z + e)−1Q(z − e)Q(e) = P(2e)P (z + e)−1P(z − e)P (e)
= 4P(z − e)P (z + e)−1 = 4P(C(z))−1.
(4) is an immediate consequence of (3) and
d(e,−e, z) = c(e,−e, z)c(e, z,−e)−1 = c(e,−e, z)(c(e,−e, z)−1)∗. 
Appendix B. Transversality of 3-ﬁltrations
Let g be a Lie algebra over a ﬁeld K not of characteristic 2 or 3. In this appendix we
shall explain some general facts on inner 3-ﬁltrations of Lie algebras. We shall closely
follow the setup in [BN04a], from which we shall reﬁne one result that is crucial for
the present paper.
Our basic objects are on the one hand 3-graded Lie algebras, i.e., Lie algebras of the
form g = g1⊕g0⊕g−1 satisfying the relations [g
, g] ⊂ g
+ for 
,  ∈ {−1, 0, 1} (and
the g
 are trivial for other values of 
), and on the other hand 3-ﬁltered Lie algebras,
i.e., Lie algebras g with a ﬂag f : {0} = f2 ⊂ f1 ⊂ f0 ⊂ g of subalgebras such that
[f
, f] ⊂ f
+. For simplicity we shall also write these ﬂags as pairs f = (f1, f0). If g
is 3-graded, then the 3-grading is the eigenspace decomposition for a unique derivation
D ∈ der(g) with D(X) = iX for X ∈ gi . The derivation D is called the characteristic
element of the grading, and if D = ad(E), E will be called an Euler operator. For a
3-grading g = g−1 ⊕ g0 ⊕ g1 with corresponding derivation D there are two naturally
associated ﬁltrations f+ := f+(D) := (g1, g1 ⊕g0) and f− := f−(D) := (g−1, g−1 ⊕g0).
We write
F = {f+(D) : D ∈ G}
for the space of inner 3-ﬁltrations of g. Here G denotes the space of inner derivations
that are 3-idempotents: D3 = D. This space gives in a natural way rise to the so-called
472 K.-H. Neeb, B. rsted / Journal of Functional Analysis 233 (2006) 426–477
inner 3-gradings of the Lie algebra. The space F carries an interesting geometric
structure. First we have a transversality relation  on F × F deﬁned by
e = (e1, e0)  f = (f1, f0) ⇔ g = e1 ⊕ f0 = f1 ⊕ e0.
A key result on the structure of 3-graded Lie algebras [BN04a, Theorem 1.6] asserts
that the set of transversal pairs in F corresponds to the set of inner 3-gradings of g,
where the 3-grading associated to the pair (e, f) is determined by
g1 = e1, g0 = e0 ∩ f0 and g−1 = f1. (B.1)
For e ∈ F we write
e := {f ∈ F : ef}
for the set of ﬁltrations transversal to e.
The group Aut(g) acts naturally on F by g.(e1, e0) := (g.e1, g.e0), preserving the
transversality relation, and it also acts on G. For any inner 3-ﬁltration e and x ∈ e1
we have (ad x)3 = 0 because ad x(g) ⊆ e0 and (ad x)2(g) ⊆ e1. Since 2 and 3 are
invertible in K,
ead x := 1 + ad x + 12 (ad x)2
deﬁnes an automorphism of g. In [BN04a] we show that the set e of ﬁltrations
transversal to a given ﬁltration e carries a natural structure of an afﬁne space over K
with translation group ead e1(e1,+) which acts as a subgroup of Aut(g) on F .
We ﬁx an inner 3-grading g = g1 ⊕ g0 ⊕ g−1 of g and consider an involutive
automorphism  of g with (gi ) = g−i for i = −1, 0, 1. For the associated ﬂags
f+ = (g1, g0 + g1) and f− = (g−1, g0 + g−1) this means that .f± = f∓ in F . Hence
the involution g → .g := g of Aut(g) preserves G(f+, f−), the stabilizer of the pair.
We also write g := g to simplify the notation.
Deﬁnition B.1. On the vector space V := g1 we deﬁne by {x, y, z} := 12 [[x, .y], z]
the structure of a Jordan triple system (Proposition ??). In terms of Lie triple systems
we then have on V the relations
Q(x) = − 12 (ad x)2 ◦  and xy = 12 ad[x, .y] |V = 12 ad x ad(.y) |V
which shows in particular that the set V × of invertible elements in the Jordan triple V
does not depend on the involution . The corresponding Bergman operator is given by
B(x, y) = 1 − 2xy + Q(x)Q(y) = 1 − ad x ad .y + 14 (ad x)2(ad .y)2.
The following proposition is a slight reﬁnement of [BN04a, 5.2].
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Propostion B.2. Let  be an involution of g with (gi ) = g−i for i = −1, 0, 1 and
f± the corresponding two 3-ﬁltrations. We identify the Jordan triple V = g1 with the
subset ead f+ .f− of F via the map v → ead v.f−. Let F denote the involution of the
set F induced by the involution . Then
−1F (V ) ∩ V = V ×
is the set of invertible elements in V , and for v ∈ V × we have
F (v) = v = Q(v)−1.v.
Proof. With respect to the 3-grading of g, we write each automorphism g ∈ Aut(g)
as a matrix g = (gij ) with gij ∈ Hom(gj , gi ). Let E ∈ g0 be such that adE is a
derivation deﬁning the grading of g. For x ∈ V we deﬁne
dg(x) := (e− ad xg−1)11, cg(x) := (gead x)−1,−1 and ng(x) := (e− ad xg−1E)1.
In view of [BN04b, Corollary 1.10, Theorem 2.8], g.x ∈ V is equivalent to the invert-
ibility of dg(x) and cg(x), and in this case
g.x = dg(x)−1ng(x).
For g :=  we have gij = 0 for i 
= −j , and therefore
d(x) := (e− ad x)11 = 12 (ad x)2 |g1 = −Q(x).
Further
c(x) := (ead x)−1,−1 =  12 (ad x)2 |g−1 = −Q(x) |g−1 .
This shows that F .x ∈ V is equivalent to x ∈ V ×. Finally the fact that  reverses the
grading implies .E + E ∈ z(g), so that
n(x) = (e− ad x.E)1 = (e− ad x.(−E))1 = [x,E] = −x.
We conclude that
F (x) = d(x)−1n(x) = −Q(x)−1.(−x) = Q(x)−1.x = x. 
Remark B.3. Let x ∈ V = g1. Then the pairs (f+, f−) and (f+, ead x.f−) are transversal,
so that the triple (f+, f−, ead x.f−) is transversal if and only if ead x.f− is transversal to
f−, i.e., F (ead x.f−) is transversal to f+ = F (f−). In view of Proposition B.2, this is
equivalent to x ∈ V ×.
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Appendix C. Tripotents and the Peirce decomposition
In this appendix we brieﬂy discuss the Peirce decomposition of a Jordan triple with
respect to a tripotent e and the representation of the corresponding sl2-subalgebraon g.
Lemma C.1. (Peirce decomposition) For each tripotent e ∈ V the operator 2ee is
diagonalizability with eigenvalues in {0, 1, 2}, and for the corresponding eigenspaces
V
 we have
{V
, V, V} ⊆ V
−+. (C.1)
The tripotent e is invertible if and only if V = V2.
Proof. We put D := ee. First Lemma A.2(4) leads to the relation
2(ee)2 − Q(e)2 = e(Q(e)e) = ee,
and hence to
2D2 − D = Q(e)2. (C.2)
On the other hand, Lemma A.2(2) yields Q(e) = DQ(e) = Q(e)D, so that multipli-
cation of (C.2) with D entails
2D3 − D2 = DQ(e)2 = Q(e)2 = 2D2 − D,
and further
0 = 2D3 − 3D2 + D = D(D − 1)(2D − 1).
Since the three roots of this polynomial are different, D is diagonalizable with eigen-
values in {0, 12 , 1}. Relation (C.1) is a consequence of the fact that D is a Lie triple
derivation by (JT2).
If e is invertible, then Q(e)2 = 2D2−D = D(2D−1) is invertible, so that D = idV ,
i.e., V = V2. If, conversely, V = V2, i.e., D = 1, then Q(e)2 = idV implies that Q(e)
is an involution, hence invertible.
In the following g denotes a 3-graded Lie algebra with involution  reversing the
grading and V = g1 carries the Jordan triple structure from Theorem A.8.
Deﬁnition C.2. A triple (e, h, f ) of elements of g is called an sl2-triple if
[e, f ] = h, [h, e] = 2e and [h, f ] = −2f.
It is called a graded sl2-triple if e ∈ g1 and f ∈ g−1.
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Lemma C.3. If e ∈ V = g1 is a tripotent, then (e, [e, .e], .e) is a graded sl2-triple.
Proof. We have [h, e] = 2{e, e, e} = 2e and [h, f ] = [h, e] = −[h, e] = −2e =
−2f. 
Propostion C.4. Let g be a 3-graded Lie algebra.
(1) If x ∈ g1 is such that the linear map (ad x)2: g−1 → g1 is bijective, then there
exist unique elements y ∈ g−1 and h in g such that (x, h, y) is a graded sl2-triple.
In this case 12h ∈ g0 is a grading element.
(2) If (x, h, y) is a graded sl2-triple such that 12h ∈ g0 is a grading element, then
(ad x)2: g−1 → g1 is bijective.
Proof. (1) Our assumption implies that there exists a unique element y ∈ g−1 with
− 12 (ad x)2.y = x. This implies already the uniqueness assertion. To prove existence,
we put h := [x, y] ∈ g0. The deﬁnition of y then implies that
[h, x] = −(ad x)2.y = 2x.
Further
[x, [h, y]] = [[x, h], y] + [h, [x, y]] = [−2x, y] = −2h
leads to
− 12 (ad x)2.[h, y] = [x, h] = −2x,
and hence to [h, y] = −2y by the injectivity of (ad x)2 on g−1.
We recall the following formulas from elementary sl2-theory [Bou90, Chapter VIII,
Section 1, no. 1, Lemma 1]:
[ad h, (ad x)n] = 2n(ad x)n, [ad h, (ad y)n] = −2n(ad y)n
and
[ad y, (ad x)n] = −n(ad x)n−1( ad h + (n − 1) id )
= −n( ad h − (n − 1) id )(ad x)n−1. (C.3)
For w ∈ g−1 we have (ad x)3.w = 0 and therefore
0 = ad y(ad x)3.w = [ad y, (ad x)3].w = −3(ad x)2( ad h + 21).w.
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Since (ad x)2 |g−1 is injective, we get [h,w] = −2w. This further leads to [h, (ad x)2.
w] = 2(ad x)2.w and hence to [h, v] = 2v for all v ∈ g1.
This implies that [h, [g1, g−1]] = {0} and in particular [h, [x, g−1]] = {0}. Since the
map (ad x)2: g−1 → g1 is bijective,
ad x |[x,g−1]: [x, g−1] → g1
also is bijective. Thus ad x([x, g−1]) = g1 and hence
g0 = [x, g−1] ⊕ (ker ad x ∩ g0).
For z ∈ g0 ∩ ker ad x the operators ad z and ad x commutes, so that
(ad x)2([y, z]) ∈ − ad z(ad x)2.y = −2 ad z.x = 0,
and therefore [y, z] = 0. This also implies that [h, z] = 0, and we conclude that
h ∈ z(g0). Hence 12h is a grading element.(2) For w ∈ g−1 the relations [y,w] = 0 and [h,w] = −2w imply that w generates
an at most 3-dimensional submodule for the Lie subalgebra gx := spanK{x, y, h}
[Bou90, Chapter VIII, Section 1, no. 1, Lemma 1].
For n = 2 we get with (C.3) and [y,w] = 0:
ad y(ad x)2.w = [ad y, (ad x)2].w = −2(ad x)( ad h + id ).w = 2 ad x.w.
Therefore (ad x)2.w = 0 implies [x,w] = 0, so that 0 = [h,w] = − 12w. We conclude
that (ad x)2 |g−1 is injective.
For w ∈ g1 the relations [h,w] = 2w and [x,w] = 0, together with the relation
[ad x, (ad y)n]=n(ad y)n−1( ad h−(n−1) id )=n( ad h+(n − 1) id )(ad y)n−1 (C.4)
leads to
(ad x)2(ad y)2.w = (ad x).[ad x, (ad y)2].w = (ad x).(2 ad y.w) = 2 ad[x, y].w = 4w,
and hence to w ∈ (ad x)2(g−1). 
References
[ASS71] H. Araki, M.-S. Bae Smith, L. Smith, On the homotopical signiﬁcance of the type of von
Neumann algebra factors, Comm. Math. Phys. 22 (1971) 71–88.
[BN04a] W. Bertram, K.-H. Neeb, Projective completions of Jordan pairs. Part I. Geometries associated
to 3-graded Lie algebras, J. Algebra 277 (2) (2004) 474–519.
K.-H. Neeb, B. rsted / Journal of Functional Analysis 233 (2006) 426–477 477
[BN04b] W. Bertram, K.-H. Neeb, Projective completions of Jordan pairs. Part II. Manifold structures
and symmetric spaces, Geom. Dedicata 112 (2005) 73–113.
[Bi04] H. Biller, Continuous inverse algebras and inﬁnite-dimensional linear Lie groups, Habilitation
thesis, Darmstadt University of Technology, July 2004.
[Bou90] N. Bourbaki, Groupes et algèbres de Lie, Chapitres 7 et 8, Masson, Paris, 1990.
[CLM94] S.E. Cappel, R. Lee, E.Y. Miller, On the Maslov index, Comm. Pure Appl. Math. 47 (1994)
121–186.
[Cl03] J.-L. Clerc, The Maslov triple index on the Shilov boundary of a classical domain, J. Geom.
Phys. 49 (2004) 21–51.
[Cl04] J.-L. Clerc, L’indice the Maslov généralisé, J. Math. Pure Appl. 83 (2004) 99–114.
[C]01] J.-L. Clerc, B. ]rsted, The Maslov index revisited, Transformation Groups 6 (2001) 303–320.
[C]03] J.-L. Clerc, B. ]rsted, The Gromov norm of the Kaehler class and the Maslov index, Asian
J. Math. 7 (2003) 269–296.
[De85] K. Deimling, Non-linear Functional Analysis, Springer, Berlin, Heidelberg, 1985.
[FK94] J. Faraut, A. Koranyi, Analysis on Symmetric Cones, Oxford Mathematical Monographs, Oxford
University Press, Oxford, 1994.
[Jac68] N. Jacobson, Structure and Representations of Jordan Algebras, AMS Colloquial Publications
XXXIX, Rhode Island, 1968.
[Kar78] M. Karoubi, K-theory, Grundlehren Math. Wiss. 226 (1978).
[Ka83] W. Kaup, A Riemann Mapping Theorem for bounded symmetric domains in complex Banach
spaces, Math. Z. 183 (1983) 503–529.
[Lo77] O. Loos, Bounded Symmetric Domains and Jordan Pairs, Lecture Notes, Irvine, 1977.
[Ne99] K.-H. Neeb, Holomorphy and Convexity in Lie Theory, Expositions in Mathematics, vol. 28,
de Gruyter Verlag, Berlin, 1999.
[Ne03] K.-H. Neeb, Locally convex root graded Lie algebras, Travaux Math. 14 (2003) 25–120.
[Ne04] K.-H. Neeb, Inﬁnite-dimensional Lie groups and their representations, Lie Theory: Lie Algebras
and Representations, Progress in Mathematics, vol. 228, Birkhäuser, Basel, 2004.
[Pt70] V. Pták, On the spectral radius in Banach algebras with involution, Bull. London Math. Soc.
2 (1970) 327–334.
[Pt72] V. Pták, Banach algebras with involution, Manuscripta Math. 6 (1972) 245–290.
[Ro00] G. Roos, Jordan triple systems, in: J. Faraut et al. (Ed.), Analysis and Geometry on Complex
Homogeneous Domains, Progress in Mathematics, vol. 185, Birkhäuser, Basel, 2000.
[Ru73] W. Rudin, Functional Analysis, McGraw-Hill, New York, 1973.
[Up85] H. Upmeier, Symmetric Banach Manifolds and Jordan C∗-algebras, in: North-Holland
Mathematical Studies, North-Holland, Amsterdam, 1985.
