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Abstract
Cade, Whitney Layne. M.S. The University of Memphis. August/2013.
Attentional Guiding Through Embodied and Image Cues in an Intelligent Tutoring
System. Major Professor: Andrew Olney.
While the impact of pedagogical agent pointing and dynamic visual aids in
intelligent tutoring systems has been evaluated by many researchers, there remains a
question as to how the combination of the two can impact a student's learning and agent
perceptions. In this study, 34 university students were exposed to four Biology lectures
delivered by a lifelike agent. The impact of two attentional guiding techniques (agent
pointing and sequential image display) on students’ opinions of the agent, learning, and
gaze behavior were investigated. Agent pointing had no effect on perception of the agent
or learning. Sequential display was found to increase student perceptions of lesson
easiness and arousal but had no effect on learning. Both agent pointing and sequential
display impacted the gaze patterns. These results are consonant with previous work on
the effects of pointing, but depart from the image display literature where attentionguiding techniques normally improve learning.
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Attentional Guiding Through Embodied and Image Cues in an Intelligent Tutoring
System
When students need help in school, it is often suggested that they receive
remediation in the form of tutoring. Although some schools offer tutoring programs for
students seeking extra help, many students pay to receive tutoring from organized
tutoring services or from a private tutor. Tutors, whether novices or experts, have been
known to produce learning gains above and beyond what a student receives by merely
attending class (Bloom, 1984; Cohen, Kulik, & Kulik, 1982). However, the benefits of
tutoring programs or private tutors are not available to everyone; not all students have the
financial means to engage a tutor or have access to school tutoring programs. Computer
tutors provide a cheap, ubiquitous alternative to human tutoring, and therefore broaden
student access to tutoring. It has been well-demonstrated that computer tutors such as
intelligent tutoring systems (ITSs) are effective in promoting student learning (Corbett,
Anderson, Graesser, Koedinger, & VanLehn, 1999), and may now border on the
effectiveness of human tutoring (VanLehn, 2011). However, despite the progress made in
the development of ITSs, stark differences between computer and human tutors still
remain.
For example, imagine a typical tutoring session. A tutor might pull out a book and
point to relevant passages, problems, or pictures. As the tutor and student discuss the
main ideas from the lesson, both will be gesturing as they speak. These gestures may
emphasize what is being said, demonstrate some action, or may refer to some resource
located around them. The tutor may even grab a sheet of paper and sketch out a figure to
clarify some point (Williams, Williams, Volgas, Yuan, & Person, 2010). Both the tutor
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and the student engage with the material and, for the most part, stay on task throughout
the session.
This exact style of interaction has yet to be fully captured in any ITS. In a typical
tutoring session with an ITS, a student may use a mouse and keyboard to enter numbers
into various fields of a program or to compose an answer to a question. They might listen
to a voice give them instructions on a task or dispense knowledge. Occasionally, a
tutoring system will have an on-screen character to assist them in their learning. This
scenario is far removed from the human tutoring scenario just described. One of the
major fallouts from these differences involves student attention; whereas students
interacting with an ITS are almost always free to stand up and walk away from the
computer or even take a spontaneous nap, such behavior would be considered extremely
rude in face-to-face tutoring. Human tutoring therefore has the added benefit of strongly
claiming the attention of the student.
Unsurprisingly, ITSs sometimes struggle to maintain the attention of their
students. Many students attempt to “game the system,” or get through a lesson by
exploiting program features in order to circumvent actually learning the material (Baker,
Corbett, Koedinger, & Wagner, 2004). Student boredom greatly increases the likelihood
that students will attempt to game the system. Unfortunately, boredom does occur with
non-trivial frequency in tutoring systems, and it is one of the most persistent affective
states; once a student has drifted off into boredom and disengagement, it is difficult to
extract the student from that state (Baker, D’Mello, Rodrigo, & Graesser, 2010).
Recently, some systems have gone so far as to snap a student out of disengagement by
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scolding the student when his/her gaze has shifted away from the computer for a
significant amount of time (D’Mello, Olney, Williams, & Hays, 2012).
Thus, the current state of the art in ITSs loses many of the attentional benefits of
human tutoring interactions. This may be partially attributed to the impoverished
communication interface of ITSs. The question is now this: how do the designers of
computer tutoring systems or multimedia learning environments make their systems more
effective communicators?
Some efforts have been made by researchers to make their systems communicate
in a more natural, humanlike fashion and thus improve students’ attention. Two of the
most common ways systems manipulate students’ attention occur via an on-screen
pedagogical agent or a visual aid. A pedagogical agent is a character that communicates
with and assists the learner by acting as a mediator between the information/skills that
must be learned and the learner. In some cases, the character is embodied to some degree
so that the agent can act in more humanlike ways. This character puts a “human” face on
the system and creates a more natural avenue of communication between the system and
the student (Cassell, Prevost, Sullivan, & Churchill, 2000). Another common component
in ITSs is a visual illustration, such as a picture (e.g., Anderson, Corbett, Koedinger, &
Pelletier, 1995), animated image (e.g., Craig, Gholson, & Driscoll, 2002), or interactive
task (e.g., Habgood & Ainsworth, 2011) that is meant to help the learner visualize the
subject. Highlighting aspects of the image has been associated with improved attention
and learning (Atkinson, Lin, & Harrison, 2009).
While these two aspects of tutoring systems are often manipulated to boost
attention, it is unclear how pedagogical agents and visual aids can work together to
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improve student learning. If one ascribes to the theory that a student’s learning
experience improves as it approximates a human-to-human tutoring session, then
combining pedagogical agents and visual aids ought to improve a student’s attention.
After all, the imagined tutoring scenario discussed previously involved a tutor sketching
and gesturing towards objects in the environment. Only one study has deliberately
examined how gesturing agents and visual aids work together in a semi-realistic way.
Craig et al. (2002) manipulated both an agent and an image in order to study learning and
attentional effects in a system that taught students about lightning. They compared the
effects of an absent agent, an agent standing still, and an agent that pointed to a visual
aid. The visual aid, an image depicting the creation of lighting, was static, animated, or
had parts that flashed red as they were discussed. However, Craig and his colleagues
failed to find an interactive effect between a gesturing agent and an animated image; only
highlighting or an animated image improved learning. The effect of gesturing may have
been dampened by technology limitations of the time, as the agent’s pointing was nonspecific to areas of the image. Therefore, it is uncertain whether agents and visual aids
can improve learning if they behave in naturalistic ways.
This paper will first review how humanlike qualities in agents impact learning and
user perceptions of the system, as well as how images that draw attention to their relevant
components have also produced positive effects on learning. An experiment is then
described which examines the interactive effects of realistic agent pointing behavior and
dynamic images on student’s learning and liking of the system when the agent is
embedded in a realistic, 3D environment.

4

Pedagogical Agents
There are a number of ways to create a tutoring system with human-realistic
communication, but the addition of a pedagogical agent is one of the main methods used
to improve the interaction. Including an agent adds a humanlike presence to the system
and opens up avenues of naturalistic communication that work with our unique
attunement to conversational, social interactions. There is a growing body of evidence
that users can, in fact, treat computers and computer agents as if they were humans
(Reeves & Nass, 1996). For instance, Louwerse, Graesser, McNamara, and Lu (2008)
found that students direct more eye gaze towards an on-screen agent than other parts of
the system, which adheres to the Western social convention of making eye contact with a
conversational partner in face-to-face interactions. However, how the agent realizes these
humanlike qualities places inherent limitations on its capabilities and may add user
expectations, which are then open to violation.
The amount of detail in a pedagogical agent’s appearance and actions could be
construed as “levels of embodiment.” At the most basic level of embodiment, the
pedagogical agent is simply a voice which communicates ideas or helpful hints to the
learner. Although this approach is minimalistic, this type of system has the potential to be
well-liked by student learners, as evidenced by the increasingly popular Khan Academy
videos, where a human narrates a simple lesson while sketching out visual aids (Khan
Academy, 2013). Once the agent includes a visible form, more capability and
expectations are loaded onto the agent. If an agent possesses a head, such as in talking
head agents, then the agent could be capable of a host of humanlike behaviors, such as
speech with visemes (mouth movements that correspond to phonemes), emotive facial
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expression, blinking, and nonverbal “head gestures,” such as tilting the head as a sign of
skepticism. With just a head, students can draw on their conversational experience to
interpret nonverbal messages, making communication more natural. Due to the lack of
intonation and prosody commonly found in text-to-speech technologies, having a talking
head can be especially important for communicating meaning. However, while the
presence of a head offers multiple channels for communication, it comes with the
expectation that these channels will be used; one imagines that a talking head that neither
moves nor performs mouth movements in sync with its speech may be thought of as
unnatural or even distracting. If an agent possesses a body from the waist up, then the
agent can use conversational gestures, pointing, and can manipulate objects in its virtual
environment. However, the presence of features like arms and fingers may not be enough
to make an agent seem humanlike; as with any level of embodiment, the agent may be
expected to actually use these additional features in humanlike ways. Likewise, if an
agent is fully embodied, then it can have a full range of motion, including locomotion in
the virtual environment. Not mentioned here are the expectations and affordances of
cartoon or non-human agents in contrast with agents with a human appearance. While the
literature on this issue is sparse, it can be easily imagined that cartoon or non-human
agents are held to different standards than human agents whose appearance is meant to be
somewhat realistic.
A number of tutoring systems fall somewhere on this continuum of embodiment.
Zombie Division, a tutoring game that teaches division to children, has a gargoyle
“helper” agent that offers advice as an omniscient voice when it is not visibly present
(Habgood & Ainsworth, 2011). AutoTutor, on the other hand, uses a talking head agent
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that can speak, emote, and perform certain head gestures as the agent scaffolds student
learning and regularly sees an average learning gain of 0.8 sigma (Graesser et al., 2004).
Other tutoring systems have more fully embodied agents. COSMO is a stylized agent
with a robotic appearance that includes a torso, arms, and a head. COSMO is embedded
in a 3D “Internet Advisor” environment, which allows it to point to computers in the
world space and locomote (via hovering) around. COSMO also gestures, speaks, and
emotes when appropriate (Lester, Towns, & Fitzgerald, 1999). Still others have multiple
full-body agents set in elaborate 3D worlds. For instance, both Crystal Island (Meluso,
Zheng, Spires, & Lester, 2011) and Tactical Iraqi (Johnson, Vilhjalmsson, & Samtani,
2005) have learners role playing as a character in a realistic location who must interact
with other 3D embodied agents in order to accomplish some mission. The interactions
between student characters and agent characters are purposefully designed to be realistic
so that students will be fully immersed in both the world and the task.
Clearly, there are numerous ways to implement a pedagogical agent, and most
well-designed systems see some learning gains in their students regardless of how the
agent appears. However, this does not mean that the communication between agent and
student is natural. If communication does not draw upon the wealth of experience the
student has in communicating with humans, then the student must learn the tutored
content as well as system-specific communication methods, which he or she may find
distracting or frustrating. This may have implications for student attrition with continued
use of the system. One way to measure how humanlike the student considers the agent
and the implications of this personification on student learning is to measure the “persona
effect” (Lester et al., 1997). In the foundational study that established the persona effect,
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Lester et al. (1997) found that the presence of an agent in the Design-a-Plant environment
increased the student’s ratings of advice believability, advice utility, and a desire to have
the agent help with future homework. A fully expressive agent (in this case, one that can
talk, give advice, give tips on using the system, employ education cut scenes, etc.)
received the highest ratings, particularly in advice utility and the usefulness of the
encouragement given by the agent. Learning gains also increased as a function of agent
expressivity, with the most expressive conditions outperforming the least expressive
conditions. This led the researchers to posit an agent expressivity corollary – students will
perceive a more expressive agent more positively than a less expressive agent. Therefore,
a social agent is seen as more humanlike than a more muted, less interactive agent (Lester
& Stone, 1997). Moundridou and Virvou (2002) also demonstrated that the presence of
an agent had positive effects, where agents improved the user experience and encouraged
increased use of the system. Although not significant, the authors also noted a trend of
larger learning gains in the agent condition over the no agent condition. Likewise,
Prendinger, Mayer, Mori, and Ishizuka (2003) found that the presence of an animated
character with affective characteristics decreased stress in the learner according to
biofeedback measures. Pedagogical agents have also been found to increase student
interest and performance on transfer tasks over students that interacted with a system that
lacked a pedagogical agent (Moreno, Mayer, Spires, & Lester, 2001).
However, not all research supports the need for an embodied agent, particularly
when it comes to student learning. In some cases, the dialogue of the system was found to
have a stronger effect on learning than did the presence of an embodied agent (Graesser
et al., 2003; Graesser et al., 2003). Mulken, André, and Müller (1998) failed to find a
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persona effect when the domain was non-technical, such as when learning the names,
faces, occupations, and offices of a building’s employees. They also did not find learning
gains in either the technical or non-technical domains, regardless of the agent. In their
flash card-like system called ITeach, Miksatko, Kipp, and Kipp (2010) posited the
“persona zero-effect”, where the agent is seen to neither add nor detract from the learning
experience, both in terms of motivation and in learning.
However, it is important to note that there is very little consistency between
systems. None of the studies reported work in the same domain (ranging from botany to
foreign language), and the operational definition of “expressivity” seems largely based on
what the researchers think will enliven the system. Moundridou and Virvou (2002), for
example, had a wooden-looking mask as the expressive agent, while Design-a-Plant
(Lester et al., 1997) has a fully embodied, cartoonish insect agent with a full range of
motions, facial expressions, and a number of helpful tips. Mulken et al. (1998) use a
cartoonish human with a pointer stick as their agent. There is also no consistency
between the pedagogical techniques of these systems. For example, Design-a-Plant
provides just-in-time advice as the student struggles with the task while Miksatko et al.
(2010) ITeach system relies entirely on repetition and rote memorization. All studies also
measured the persona effect using entirely different persona questionnaires or measures.
For instance, Lester and colleagues (1997) measured the persona effect with a
questionnaire that assessed how much the student anthropomorphized the agent and how
helpful they found it, but Mulken et al. (1998) used a questionnaire that asked how
appropriately behaved the agent was, and whether it was a distraction. Miksatko et al.
(2010) assessed motivation by asking the student to estimate how much time has passed
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for each flashcard session, and whether they would like to learn some additional cards.
With all of these different approaches and measures, it is little wonder that a range of
results have been found for the persona effect. Despite these differences, there still exists
a general trend of an agent’s humanlike expressivity boosting student’s liking of the
agent and, potentially, their understanding.
In order to more systematically measure the persona effect, the contribution of
each component of the “persona” (e.g., the agent’s personality, mobility, gestures, etc.)
must be individually assessed. One of the more consistent components incorporated in
the persona effect studies is agent gesture. Gesture is a natural part of human tutoring
(Williams et al., 2010). Pointing gestures have been of particular interest to tutoring
system researchers, who often combine an agent with visual aids or an enriched world
space. In the opening example of a tutoring session, it was mentioned that a tutor may
point to a book, problem, part of a picture, globe, or any other teaching device in the
vicinity. Pointing gestures, or deictic gestures, refer to objects in the space between or
around the speaker and listener, and can be used to direct attention to that object
(McNeill, 1992). Systems that use materials beside spoken text or dialogue may want
their agent to be able to refer the student’s attention to those materials at certain times,
and pointing may be a more natural way to refer to objects in the environment than verbal
directions. Although the argument has been made that verbal directions and pointing are
functionally similar (Louwerse & Bangerter, 2005), this may only be true when the
referent can be verbally described in a way that makes it quickly identifiable; using
relative locations (“To the left of the DNA”) or comparisons (“RNA looks like DNA”)
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may not be helpful to students who lack content knowledge such that they are unfamiliar
with the labels of the objects.
As a correlate to the persona effect, Lester, Voerman, Towns, and Callaway
(1999) proposed that an agent’s pointing gestures determine how humanlike and
believable the agent is. They called this “deictic believability.” They established three
principles that agents should satisfy in order to be believable. The first principle is that
there should be a lack of ambiguity in the deictic reference (in other words, it should be
very clear what is being referred to by the gesture). The second principle is
“immersivity”, where an agent immersed in a physical environment should behave
similarly to how people behave in their physical environments. The third principle is that
of pedagogical soundness, where deictic references should support their pedagogical
intent. If all three conditions have been satisfied in a tutoring system, then the agent
possesses deictic believability and will be communicating in a more humanlike manner.
However, researchers involved in the study of human pointing have
acknowledged other factors that must be present for pointing to be both believable and
useful. Indicating via pointing, as discussed by Clark (2003), has several prerequisites:
the link between indicator and indicated object must be clear, the indicating action must
focus attention, and there must be some kind of discourse context in which the indicating
occurs such that the interpretation of the indicating is clear. This last prerequisite is
crucial, as it underlines the importance of discourse in pointing gestures. For instance,
when an agent points at an image of the cellular organelle mitochondria and says “Cells
have mitochondria”, the agent is not indicating that the mitochondria, when roughly
sketched, look like jelly beans or are generally tiny in size, but that they are a component
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of the cell. Others have proposed that pointing will always be ambiguous in the absence
of language, as language indicates what precisely is being pointed at (the redness of the
mitochondria? Their shape? Or the component in contrast to other cellular components?;
Wittgenstein, 1971). Therefore, pointing must occur in a specific context within the
dialogue itself, such that the dialogue focuses the attention of the listener and specifies
what is being pointed at.
There has been some implementation of pointing behaviors in language-based
tutorial software, though with mixed results. Lester et al. (1999) only found mild success
when the principles of deictic believability were applied to COSMO, the computer agent
embedded in an environment depicting a network of computer. Other research has found
pointing agents to be advantageous, although none have isolated the effects of gesture.
Bickmore, Pfeifer, and Yin (2008) found that low literacy participants preferred a
gesturing agent that helped explain both medical consent forms and after-hospital care
plans over a human explaining the same documents. According to the participants’ free
response comments, the gesturing agent was thought to have very clear explanations,
although participants were not exposed to a non-gesturing agent for comparison. The
researchers attribute this, in part, to the agent’s gestures, which were made to mimic the
gestures used during expert human explanations of the same documents. Mulken et al.
(1998) included an agent that used a stick to point to different parts of machinery in their
tutoring system, which they attributed to a surprising outcome that the lesson was easier
to understand with the agent than without any agent. Similar to Bickmore and colleagues,
their study does not, however, separate out the effects of the agent’s presence from its
gesturing capabilities, as there is no non-pointing agent condition. Craig et al. (2002) also
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incorporated deictic gesture into their experiment, but failed to find that gesture helped in
achieving learning gains or a persona effect in their agent. However, their cartoon agent
has limitations placed upon its gesturing ability: the hands of the agent could not cross
into the image plane when referring to specific parts of the image, so pointing was
somewhat ambiguous and not true to human mannerisms. This makes the gesture
“unbelievable” according to the deictic believability principles set forth by Lester and
colleagues (1999).
While deictic gestures may be one element that improves the believability of the
agent, and thus increases the persona effect, very few studies have isolated the effects of
deictic gesture and even fewer studies imbue their agent with a sense of realism, both in
terms of the gestures themselves (e.g., Craig et al., 2002; Graesser et al., 2004) and the
environment in which the agent is embedded (e.g., Mulken et al., 1998). It is clear that
many researchers sense that adding deictic gestures draws on well-known human-tohuman interaction conventions which may improve the overall interaction, although none
have clearly demonstrated this. The clearest way of testing whether or not pointing has an
impact would be to compare two agents, one which points and one that does not.
However, both agents would also need to be realistic in appearance and embedded in a
3D environment in order to make the pointing behavior believable. By isolating the
effects of deictic gestures and situating the agent in an optimal space to support the
pointing gestures, their contribution to the persona effect and student learning could be
measured in a more rigorous fashion.
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Images
In addition to agents and agent gesture, intelligent tutoring system designers often
include visual aids, which may bestow an element of authenticity on tutoring sessions. As
the opening scenario mentioned, many human tutoring sessions involve a tutor pointing
to parts of a visual aid or even drawing their own visual aid when one is lacking.
Presenting visual aids or images may be the most natural and efficient way to
communicate certain information. According Sweller and Chandler (1994), a teacher’s
manner of presenting information could create either germane or extraneous load.
Extraneous load occurs when the learning materials are designed in such a way that they
require extra processing on the part of the student, causing distraction and using up
valuable attention. Germane load, on the other hand, is load incurred in the process of
creating and automizing schemas, which can be aided by the organization of the
information. Germane load can be manipulated by the instructor in order to help the
learner construct and synthesize knowledge (Sweller, van Merrienboer, & Paas, 1998).
This means that when information is best understood visually, it may cause extraneous
load to have the agent verbally describe something that can be understood easily by
simply looking at a picture.
Several researchers have incorporated visual aids or images into their tutoring
systems. MetaTutor, for instance, pairs text about the circulatory system with a diagram
(Azevedo & Witherspoon, 2009). Overall, images have been found to help build an
integrated mental model of the domain when they are paired with text (Schnotz, 2005).
However, when two components rely on the same sensory modality for intake and
processing (e.g., picture and text both occurring in the visual modality), they may
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compete for the learner’s attention, which is split between the components (Sweller,
1988). This is called the “split-attention effect.” Therefore, much research has been done
on how to present students with an image in order to maximize learning and minimize
distractions.
According to Mayer (2001), images contribute to our understanding when they
are paired with verbal information in working memory. This effect occurs both when
students actively draw images while reading (Schwamborn, Mayer, Thillman, Leopard, &
Leutner, 2010), and when listening to narration. Therefore, presenting information
simultaneously in different modalities (e.g., an audible verbal explanation paired with a
visual image) can be advantageous for learning. According to the “contiguity effect” put
forward by Mayer and Sims (1994), the simultaneity of this presentation is important for
pairing in working memory; too large of a gap between the verbal explanation and the
visual stimulus will fail to result in information which is mentally linked together.
Pointing out relevant parts of an image is also critical to understanding, particularly when
explaining complex images (Jeung, Chandler, & Sweller, 1997). Therefore, many
researchers follow the “attention-guiding principle,” which states that attention should be
visually guided to pertinent areas of a visual image in order to facilitate understanding
(Bértrancourt, 2005).
There are a number of techniques to guide attention to parts of an image. One
technique involves making relevant parts of an image flash in order to attract attention.
Jeung et al. (1997) found that making parts of a geometry image flash as they were
mentioned in an audio explanation was advantageous for learners when the image was
high in complexity. Likewise, in Craig et al. (2002), an image that accompanied a lecture
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on lightning was static (fully present and unchanging), had parts that flashed red at
relevant times, or was animated so that it appeared that parts of the image moved. They
found that any attention-guiding technique was better than presenting a static image.
Atkinson et al. (2009) found a similar effect, where highlighting parts of an image
(though not flashing) improved learning, and pointing at areas of the image with a
disembodied hand or arrow also produced learning gains.
Other researchers have investigated the “sequential display” of objects in an
image. Sequential display involves starting with a blank image and slowly revealing parts
of the image as they become relevant. Therefore, the image builds up in visual
complexity as the lesson continues. This, in some ways, simulates human drawing and
may function to draw attention to parts of the image as they are explained. Much of the
work that has been done on sequentially appearing objects has occurred in the domain of
document explanation. Jamet, Gavota, and Quaireau (2008) found some advantages for a
sequentially appearing image over a static image for a diagram of parts and functions of
the brain, particularly for retention of function information. Bértrancourt, Dillenbourg,
and Montarnal (2003) also found improved comprehension when items appear
sequentially. Additionally, the manner of sequencing can also influence how the
information is recalled and mentally organized; students who were presented with maps
recalled information in either thematic or spatial ways, depending on how the information
was sequenced on presentation (Bértrancourt, Bisseret, & Faure, 2001).
All of these sequential display studies were “stripped down”, didactic lessons that
focused on the image; none occurred in a tutoring system with an agent. However, all of
the results were obtained when audio narration was paired with the sequential display of
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images, indicating that sequential display may be effective during agent-delivered
lectures. Therefore, it may be informative to replicate the document explanation results in
an intelligent tutoring system to evaluate sequential display’s efficacy.
The Present Study
Two methods of attentional guiding have been discussed: deictic pointing by
agents and images shown using the sequential display technique. Both are clear ways to
direct student attention to important parts of an image and improve student learning.
However, what is unclear is how the two may work together when combined. It may be
that sequential display is more or less effective at guiding attention than agent pointing,
and therefore produces more learning gains. It may also have some bearing on the
persona effect through its enrichment of the world space. One would expect that the
combination of these two techniques would more strongly reinforce student’s attention
and result in increased learning. However, one experiment that addressed a very similar
question did not find such effects. The Craig et al. (2002) experiment did not see a
synergistic gain when a pointing agent was combined with a dynamic image (though
sequential display was not tested). In fact, only attentional guiding techniques for the
image improved student learning; the agent’s pointing had no effect whatsoever.
Considering that pointing and drawing attention to part of an image are natural things to
see in human tutoring, we would expect improved communication and thus, improved
learning. At the very least, one would expect to see that an agent capable of deictic
gesture would be perceived as more humanlike than one that does not, which may lead to
more persona effects. However, this effect was not tested, although the difference
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between a pointing and absent agent in terms of persona effects was d = .42, while the
difference between a non-pointing agent and an absent agent was d = .02.
Significant learning gains and persona effects may not have been achieved in the
Craig et al. (2002) study for a number of reasons. First, the experiment used as its agent a
cartoon human. The creation of a realistic, fully embodied agent at the time this study
was conducted would have required a sophisticated knowledge of 3D modeling and
would still have been limited by the state of computer graphics at the time, so the use of a
cartoon agent is understandable. However, cartoon agents do not have the same
expressivity, movement capabilities, and in some ways, social presence of a more
realistic, 3D agent. Likewise, they may not invoke the same expectations as a more
realistic agent in terms of the quality and specificity of their movements. This may reduce
their authority and ability to command the student’s attention. Second, the agent’s deictic
gestures were somewhat mitigated by the image. The agent’s hand was not able to cross
into the image plane and point to specific aspects of the image. Instead, the agent could
only point along the left-most edge of the image (as seen in Figure 1), and so pointing
behaviors were general rather than specific. Because the deictic gestures were unrealistic
and general and the agent itself did not behave in an entirely humanlike way, it could be
argued that the natural synergistic effects of gesture and image attention guiding were
lost. Finally, the persona effect was operationalized as the student response to the request
to “rate how enjoyable this presentation was.” This question may not capture the full
scope of the persona effect.
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Figure 1. Craig et al.’s (2002) tutoring interface.

As a result, the following questions remain unanswered: Could a more realistic
virtual environment impact student learning and his/her impression of the system? Are
deictic gestures able to capture attention (and therefore increasing learning) when they
are realistic and highly specific? Is directing student attention to images through
sequential display an effective method of guiding attention, like flashing or animations?
How does sequential display compare to pointing in terms of learning? Are persona
effects present when measured more thoroughly, and does pointing or image display
produce persona effects? And lastly, because Craig et al. (2002) had no way of directly
measuring whether the student’s gaze was drawn to the image by either pointing or image
attention-grabbing techniques, do these attention directing techniques actually result in
students directing attention to the correct part of the screen?
The present experiment was designed to answer these questions. It examines the
possibly interactive effects of attention guiding techniques on learning and the persona
effect in a realistic 3D tutoring environment called Guru. Guru is a tutoring system that
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teaches Biology to high school students by drawing on the pedagogical techniques of
expert human tutors (Olney et al., 2012; Olney, Person, & Graesser, 2012). Guru presents
a 3D classroom environment with a realistic, fully-embodied human agent standing
behind a desk which displays a large image.
In order to answer the questions posed above, this experiment has been modeled
after the design of Craig et al. (2002). In this experiment, a human agent gestures as she
presents an interactive lecture on a Biology topic. The gestures are limited to
conversational, rhetorical gestures (non-deictic agent) or may also include deictic
pointing towards the image at key moments (deictic agent). There was no “static agent”
comparison such as in Craig et al., where the agent makes no movements at all; just as it
would be perceived as strange or unnerving if a human remained perfectly still during a
conversation, so too does the presence of a fully embodied, realistic agent create an
expectation of movement. Therefore, the violation of expectations would be confounded
with the subtracted effect of pointing.
Because they were the strongest effects found in the Craig et al. study (2002),
attentional guiding with images is also examined in this experiment. While Craig and
colleagues used flashing and animations to draw attention to the image, the sequential
display technique is examined here and contrasted with a static image. In sequential
display, parts of the image appear upon first mention of that part or, in the case of a
lesson opening with a short summary, upon their first mention when being discussed indepth. This was designed to test the robustness of attentional guiding in images while
simultaneously keeping with the “naturalistic” principles guiding this experiment, since it
approximates drawing.
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A number of measures are used to evaluate the effects of deictic gestures and
sequential display in this environment. First, learning gains were collected. While Craig
et al. (2002) found an effect only for retention of information due to dynamic images,
Lester et al. (1997) suggested in the “agent expressivity corollary” that the most
animated, helpful agents will be the ones to produce the highest learning gains. Persona
effects will also be measured in order to examine whether gesturing 3D agents are seen as
believable. While some studies have found persona effects (e.g., Lester et al., 1997;
Lester et al., 1999), others have failed to find such effects (e.g., Craig et al., 2002;
Miksatko et al., 2010). As mentioned previously, the realism of the agent and
environment may play a role in whether persona effects are found. Additionally, this
experiment also employs eye tracking in order to substantiate claims of attentional
guidance. This allows us to examine whether pointing gestures direct attention to the
right location, a prerequistite for their effectiveness (Clark, 2003), and how pointing and
sequential display impact how people look at an interface.
In total, this experiment investigates how deictic gesture and image attentional
guidance intersect and impact a student’s attention, learning, and feelings towards the
system. In a larger sense, it seeks to examine how computer approximations to human
tutoring behavior impact the student learner and induce responses and feelings that
resemble those found in naturalistic human tutoring.
Methods
Participants
This experiment included 34 University of Memphis undergraduates recruited
from the Psychology department subject pool. The average participant age was 21.09 (SD
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= 4.129). Fifty percent of participants were African American, 38.2% were Caucasian,
8.8% were Asian, and 2.9% were Hispanic. Additionally, females made up 73.5% of the
sample. Students were compensated with two research hour credits, a requirement for
Introductory Psychology and Methodology classes, and no student was excluded from
participation.
Design
A 2 x 2, within-subject experiment was conducted in order to examine the
interactive effects of agent deictic gestures (non-pointing vs. pointing agent) and image
animation (sequential display image vs. static image). Each subject experienced four
Biology topics (Biochemical Catalysts, Facilitated Diffusion, Osmosis, Interphase) over
the course of the four conditions. The topic order and condition order were both
counterbalanced using a 4 x 4 Graeco-Latin Square.
Materials & Apparatus
Eye tracker. This experiment was conducted on a Tobii T60 eye tracker, a
specialized 17-inch eye tracking monitor that does not require the participant to wear
headgear or be placed in a head mount. Instead, participants experienced the study as they
would on a normal computer monitor, although the session began with a calibration trial.
This calibration required the participant to look at precise areas of the screen at certain
times and took less than a minute to successfully complete. The eye tracker recorded the
participants’ eye gaze during the experiment and mapped it to what was appearing on the
screen at that time. Eye tracking data was sampled at a rate of 60 Hz, or every 17
milliseconds.
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Tutoring system. The Guru tutoring system served as the multimedia learning
environment in this experiment. Guru is an intelligent tutoring system that presents a
fully-embodied 3D agent embedded in a classroom setting (see Appendix A). Guru’s 3D
environment is rendered using Windows’ XNA Framework (Microsoft, 2010), and
operates in a C# environment. The agent and the objects in its environment were created
in 3ds Max (Autodesk, 2011a), a 3D modeling program. Guru is designed to teach topics
in high school Biology.
Agent. The agent’s face, which is capable of blinking, mouth movements
(visemes), and emotive facial expressions, was created using FaceGen (Singular
Inversions, Inc., 2010), while the agent’s body was assembled from freely-available
modeled clothes and a free-to-use Poser Studio body. The agent is also capable of human
motion (e.g. arm, head, and body motions); motion capture movements were recorded
and mapped to the agent using the iPi Desktop Motion Capture system (iPi Soft, 2012),
MotionBuilder (Autodesk, 2011b), and 3ds Max (Autodesk, 2011a; for more information
on the construction of the environment and agent, see Olney, Hays, & Cade, 2012). The
agent speaks using the text-to-speech NeoSpeech Kate voice (Neospeech, 2009).
The agent is capable of both pointing gestures and conversational gestures.
Conversational gestures include: head gestures such as nodding, head shaking, and head
tilting; rhetorical gestures such as putting the arms out to the side of the body with elbows
bent and palms up; and beat gestures, which are small movements of the hands on the
desk which usually involve opening the hands outward slightly. The pointing gestures are
done with “index finger” pointing, and point to the exact referent on the image. The index
finger of the agent typically connects with the topmost middle portion of the referent; this
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gesture, called “tapping”, indicates that the listener should look at the site of the point
(Clark, 2003).
Image. Each of the four topics, or “lectures”, in this experiment is associated with
an image that appears on the agent’s desk (see Appendix B for the full set of images).
These images depict important visual aspects of each lecture and were created by
research assistants using Microsoft Paint.
Lectures. Each of the four lectures was scripted so that the content is consistent
between participants (see Appendix C for an excerpt from a lecture script). However, the
lectures are interactive and thus required participation from the learner. While the lecture
is mostly didactic in nature, the tutor asks questions of the learner that required a single
word or phrase answer. These questions sometimes pertain to content of the lecture (e.g.
“What would the solute be if we mixed some starch in water?”), or they may relate to the
state of the learner’s knowledge or comfort (e.g., “Are you ready to go on?”, “Do you
understand?”). In order to make the lecture progress, students had to answer the questions
posed by the agent, although not necessarily correctly.
The four lectures selected for this experiment (Biochemical Catalysts, Facilitated
Diffusion, Osmosis, Interphase) were chosen based on previous data showing similarity
in their outcome scores (Olney et al., 2012). The lectures were normalized to be similar in
length (M = 802 words per lecture, range: 689-908 words) and interactivity (10 questions
per lecture, 6 content, 4 non-content). The lectures were also made to cover a similar
number of key concepts, which are facts, concepts, or ideas crucial to understanding the
larger topic (M = 13 units of key concepts, range: 8-17 units of key concepts). This
provided some control over the complexity of each lesson.
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Knowledge tests. Participants received a pretest and a posttest to assess learning
gains, and 56 multiple choice test items with four answer options per question were
compiled for this purpose. All multiple choice questions were derived from either
available state standardized practice tests for introductory high school Biology from
across the United States, or were created using the format and techniques of the practice
test questions when existing test questions were lacking. The items were then divided into
two test forms, Test A and Test B. Test A and Test B were identical to each other in
structure; each had seven questions for each of the four topics (28 items total per test).
The items in each topic’s question set were classified as either shallow or deep questions
according to Bloom’s taxonomy of cognitive difficulty (Bloom, 1956). Shallow questions
asked about content that is directly stated by the agent during the course of the lecture.
Deep questions, on the other hand, required the learner to connect together two or more
directly stated facts and draw an inference from his/her understanding of the material.
There were three deep questions and four shallow questions per topic per test form. The
shallow questions were further divided into two shallow pointing questions and two
shallow non-pointing questions per topic per test form. Shallow pointing questions
corresponded to statements made by the agent while the agent was pointing to the image,
while shallow non-pointing questions corresponded to statements made by the agent
while the agent was not pointing at the image. Deep questions could not have
coordinating pointing questions, as they require students to make new inferences or
connections between facts, and these connections are not visually represented nor directly
stated. The individual facts on which the deep questions were based were not pointed at.
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Additionally, the students were asked to label four images identical to the ones
they saw during the lecture, although the labels were removed from these images (see
Appendix E). Participants completed this “image labeling” task by writing answers into
numbered textboxes that corresponded to number labels in the image.
Engagement measures. In order to measure engagement (one possible
operational definition of the persona effect), an Affect Grid was used. The Affect Grid,
created by Russell, Weiss, and Mendelsohn (1989), is a 9 x 9 grid on which the user can
map his or her affective experience. The vertical axis captures the user’s feelings of
arousal, which can range from sleepy to energetic. The horizontal axis maps the valence
of the user’s feelings, or how positively (“pleasantly”) or negatively (“unpleasantly”)
they feel. By selecting one of the squares on the grid, the user can indicate their affective
experience along these two dimensions.
Experiential measures. Participants also filled out an agent questionnaire, which
probed the opinions of the participant in regards to the lecture he or she just experienced
(Appendix F). This survey is a combination of adapted questions from other studies
examining the persona effect (Craig et al., 2002; Lester et al., 1997), as well as locallycreated questions suited to this specific environment. The survey contains six questions,
and all answer choices are given on a 6-point Likert scale. The survey asks the following
questions: “How difficult was this lecture?”, “How enjoyable was this lecture?”, “How
interested are you in having this tutor help you with future homework?”, “How clear do
you think the tutor was when explaining this topic?”, “How trustworthy was the
information and feedback from this last tutor?”, and “How well did you understand the
picture in front of the tutor?”
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Demographics. Participants also filled out a simple demographics survey, which
asked for their gender, age, SAT/ACT score (or their best recollection of their score),
handedness, and ethnic background (Appendix G).
Procedures
Participants first signed an informed consent (Appendix H), a data release form
(Appendix I), and were calibrated on the Tobii eye tracker. After calibration, participants
completed the 28-item multiple choice pretest with either Form A or Form B depending
on the counterbalancing. While the questions in Form A and Form B remained the same
for each participant, questions were presented in a randomized order to reduce ordering
effects between questions. After completing the pretest, the participant moved on to the
learning portion of the experiment.
Each participant experienced all four conditions: non-pointing agent – static
image, non-pointing agent – sequential display image, pointing agent – static image,
pointing agent – sequential display image. This means that they saw an agent either
delivering information while using conversational gestures only, or a combination of
conversational gestures and deictic gestures. Simultaneously, they saw the image as fully
filled in from the start of the lecture, or the image was blank at the beginning of the
lecture and progressively filled in as the lecture proceeded. The conversational gestures,
deictic gestures, and sequential display tags were scripted into the lecture (see Appendix
C); the system simply used the condition information to determine which tags should be
implemented during the lecture (for example, deictic tags would be ignored in a nondeictic agent condition, and image tags would be ignored in a static image condition).
Gesture and image scripting was performed prior to the beginning of the experiment by
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the experimenter, and is tailored to each lecture topic. There were 45 conversation
gestures scripted into each lecture, as well as six pointing gestures. Four of the pointing
gestures coordinated with the shallow pointing questions from the pretest and posttest
such that there were two pointing questions on each test.
Students were expected to interact with the system when asked questions by the
agent, as the lecture could not progress until the student typed a response in the lower text
box seen in Appendix A. Each lecture took approximately between six and a half to nine
minutes to complete. Once a lecture was complete, the participant filled out the agent
questionnaire. The survey was administered with the directions that all questions should
be answered honestly so that the experimenters will know how to improve the system.
These directions were also given by Lester et al. (1997). Then, students made a judgment
of their current affective state on the Affect Grid. The student then moved on to the next
condition, repeating the lecture-agent questionnaire-affect grid cycle. In every condition,
the color of the agent’s shirt was randomly selected from a list of five colors: red, orange,
yellow, green, and purple. This was done to create a visual distinction between the agents
in order to help the student make separate judgments about each agent.
Once a participant had completed all four conditions and filled out an agent
questionnaire and affect grid for each one, the participant received the 28-item posttest
from the form not chosen for their pretest. The questions were again presented in a
randomized order. After the posttest, the participants were presented with the image
labeling task, which required them to recall the labels from each of the images they saw
in the four lectures. Participants were asked to fill in the numbered textboxes to the side
of the image with the coordinating missing labels.
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After all lectures, questionnaires, and posttests were concluded, the participants
were asked to complete the demographics survey and were then debriefed.
Results and Discussion
This research seeks to investigate the effects of agent deictic gesture and
sequential image display on three different areas: student perception of the agent,
learning, and gaze patterns. Therefore, the analyses below are grouped according to these
separate goals. All analyses were conducted using mixed-effect modeling due to the
repeated testing and inherent nesting in this experimental design (Pinheiro & Bates,
2000). Mixed-effects modeling allows one to control for random effects while measuring
the impact fixed factors have on the dependent variable. The linear mixed-effect
regressions conducted in this study used participant (34 levels), topic (4 levels), and order
(4 levels) as random factors. Agent deictic gesture (non-pointing vs. pointing), image
animation (static image vs. sequential display image), and the deictic gesture x image
animation interaction terms were fixed factors in all analyses. All analyses were done in
the statistical program R with the lme4 package (Bates & Maechler, 2010). Degrees of
freedom are calculated using the Satterthwaite approximation of degrees of freedom in
the lmerTest package in R (Kuznetsova, Brockhoff, & Christensen, 2013).
Persona Effect
Results. The persona effect was measured through two different sources: the
persona effect questionnaire and the affect grid. The persona effect questionnaire was
investigated both as a holistic measure and through each of its components. A composite
persona effect score for each student was computed by assigning each answer choice a
value between 0 and 5 (0 representing the most negative answer choice, and 5
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representing the most positive answer choice) and summing the scores over all six
questions, creating a range of 0 to 30 to represent the persona effect. However, the model
containing the agent deictic gesture and sequential image display, along with their
interaction term, was not significant with the persona composite score as the dependent
variable (p = .122).
In Lester and colleagues’ (1997) foundational paper on the persona effect,
individual questions from the persona effect questionnaire were tested separately as well,
since all questions were designed to capture a slightly different aspect of the effect.
Therefore, separate models were run for each of the six questions on the questionnaire.
No models were significant for questions on clarity of the tutor (p = .805), trusting the
tutor (p = .264), interest in the lesson (p = .349), understanding the agent (p = .605), and
enjoyment of the lesson (p = .982). However, for the question that asked how easy the
student found the lesson, there was a marginally significant agent deictic gesture x image
animation interaction, F(1, 96.276 ) = 3.622, MSe = 1.855, p = .059, while the deictic
gesture main effect (p = .24) and image animation main effects (p = .24) were not
significant. The interaction was explored by regressing scores for the perception of
easiness onto the different image types separately. The model for static images was not
significant (p = .548), indicating that learners viewing static images were unaffected by
pointing when it comes to views on how easy the lesson was. However, the model for
sequentially displaying images was marginally significant F(1, 32.996 ) = 3.725, MSe =
2.385, p = .057, indicating that those in the sequential display condition rated the lesson
as easier if they were also in the pointing condition (M = 1.657, SD = 1.252) as opposed
to the non-pointing condition (M = 1.265, SD = 0.790).
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A mixed model linear regression was also used to examine differences in student
responses to the affect grid. The definition of “persona effect” has been extended to
include such things as student interest in the system and motivation to continue using the
system (e.g., Miksatko et al., 2010; Moreno et al., 2001), and so adding “creates feelings
of positive valence and arousal” could be another way of framing the overall positive
atmosphere supposedly created by an animated agent. However, the model for feelings of
pleasantness was not significant (p = .808), while the model for feelings of arousal
exhibited a main effect for image display, F(1, 95.006) = 3.993, MSe = 4.141, p = .049,
where those in the sequential display condition feel more aroused (M = 4.206, SD =
1.808) than those in the static image condition (M = 3.838, SD = 1.905). The models for
the main effect for agent deictic gesture (p = .374) and the interaction of agent deictic
gesture and image display (p = .424) were not significant for arousal.
A table of means and standard deviations for these and all subsequent analyses
can be found in Appendix L.
Discussion. With only a few exceptions, there is little evidence to support the
hypothesis that an agent’s pointing behaviors or sequential image display contributes to
the persona effect of the agent. This is consonant with Craig and colleagues (2002), who
also failed to find any differences between no agent, agent only, and agent-with-pointinggestures conditions. Although it was possible that they were unable to show a persona
effect due to the lack of range in queries about the persona effect (as they limited their
persona effect measure to one question, “Rate how enjoyable this presentation was”), the
more diverse six-question persona effect measure in this study also failed to show deictic
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pointing or sequential display effects, with the exception of the question pertaining to
how easy the lesson was perceived to be by the learner.
Likewise, it can also now be claimed that the lack of interactivity in the Craig et
al. (2002) study was not the sole reason for an absent persona effect; the present study
was not a passive lecture like the Craig et al. study, and instead had students participate in
the lecture by answering questions periodically. This is not to say that an “interactivity
threshold” does not exist (crossed neither by this study or the study by Craig and
colleagues, 2002) which would mark a point at which the lesson is sufficiently interactive
to capture interest and to enhance other, subtler effects in the system. In previous
experiments such as Lester et al. (1997) and Moreno et al. (2001), increased interactivity
was found to increase persona effects and general student interest in the system.
Therefore, it may be possible that there is a bare minimum amount of interactivity that
must be met before any persona effects are found, which may also result in differing
persona effects between manipulations. However, as it stands, interactivity at a rate of
approximately one student contribution per 50 seconds of lecture does not reveal persona
effects relating to deictic pointing or sequential image display.
Another important aspect worth noting is that the image also did not contribute to
the persona effect. While Craig et al. (2002) left out an examination of how their different
types of image media impact the perception of the agent, the image was examined here as
a possible contributor because it existed in a fully integrated environment along with the
agent. As part of the agent’s “world”, any added realism or positive contributions may
have caused a halo effect on the agent (Thorndike, 1920). Additionally, because temporal
contiguity exists between the agent’s speech and the image in the sequential display
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conditions, the yoked nature of the two may have made the image seem like an extension
of the tutor speech, and therefore the tutor. The effects, indirect as they may have been,
were therefore worth investigating, but ultimately yielded very little contributions to the
persona effect. At this stage of investigation, the null hypothesis remains that the
dynamicity of the visual aid does not reflect upon the agent positively or negatively, even
in integrated, semi-realistic tutoring environments. It may require a confluence of system
features to extract a persona effect, such as in Lester and colleagues’ Design-a-Plant
tutoring system (2007; which included flashy cut scenes, dramatic gestures and
animations, dialogue, high interactivity, and strategic hinting) working interactively in
order to achieve the persona effect.
There were two notable exceptions to this general lack of evidence for the persona
effect: the student’s perceived easiness of the lesson and student’s reported arousal.
While these two elements fall under persona effect measures, there may be a more
pedagogically-based reason for their significance. Pointing behaviors together with
sequential image display create an impression of the lesson being easier than other
lessons, even after factoring out the topic and order effects. This could means that
students felt they could follow along with the lesson better than when the agent did not
point at a dynamic image. The explanation for this finding inherently leans towards the
pedagogical when it is not found together with other effects such as increased liking of
the agent; the question essentially asks how easy it was to learn the lesson materials,
making it a pedagogical or metacognitive question when it stands alone. Therefore, it
may be the case that the deictic agent – sequential display image combination seemed
easier to follow because it also provides the greatest visual grounding and not because it
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shone a positive light on the agent. This contrasts slightly with the conclusions of Mulken
et al. (1998), who claimed that their pointing agent was rated as making the lesson easier
to understand due to the pointing; they, however, came to the conclusion that this was
evidence in favor of the persona effect because their comparison condition was a noagent, non-pointing condition. With an agent in both conditions in the present system, it
is not the presence of the agent that is bringing this effect, but the pointing itself (in
combination with the image). It is perhaps unwise to call this result a “persona effect
result due to pointing” when no other measure of liking or effectiveness comes through
for the agent. Therefore, it is safer to conclude that the pointing, in part, serves a
pedagogical and conversation function, which seems to bring some clarity to the lesson.
Likewise, the image’s contribution to learner arousal may be due to the fact that it
is simply more dynamic and visually appealing to see frequent, progressive changes to
the image such as in sequential display than it is to view a static image. While this
contributes to our understanding of how to avoid boredom (a detrimental learning state
according to Baker et al. (2010), it does not inherently imply a contribution of the
persona effect in the absence of other evidence. It does open the door to future work on
how images can contribute to learner affect in the future, an idea developed more in the
General Discussion.
Learning
Results. Student learning was measured using the multiple choice pre- and
posttest and the image labeling task. Corrected or normalized learning gains (formulated
as posttest score – pretest score) / (1 – pretest score ) were not used in these analyses due
to the increased likelihood of divide by zero errors in the case of analyzing question
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subtypes; due to the small number of questions in some subtypes, the likelihood of
perfect pretest scores increases, resulting in division by zero. Instead, all learning
analyses were performed using mixed model linear regressions that add the learner’s
pretest score on that question subtype as a random factor, and regress onto their posttest
subtype score. Participant, order, and topic remained as random factors in all analyses,
and agent deictic gesture, sequential image display, and the deictic gesture x sequential
image display interaction were fixed effects.
First, a mixed model linear regression was performed on the learners’ general
posttest score. However, the model showed no significant differences between conditions
for the general posttest scores, p = .54. Beyond the general measure of learning, the
multiple choice knowledge measure can also be broken down into its three different
knowledge types: deep knowledge, shallow knowledge, and shallow knowledge linked to
pointing. However, questions for deep knowledge, shallow knowledge, shallow questions
not linked to pointing, and shallow questions linked to pointing all result in nonsignificant models, p > .05.
Additionally, the image labeling task that was delivered after the multiple choice
posttest was graded for the proportion of the image correctly labeled, and then these
images were paired with the condition in which that topic was learned for that participant.
A linear regression mixed model analysis of this data yielded a model that was also not
significant, p = .537.
Discussion. While many of the previous studies that have looked at animated
agents in learning environments have found that the presence of the agent improves
student learning (e.g., Lester et al., 1997; Moreno et al., 2001), few have examined the
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combinatory effects of agent pointing and attentional guiding with image display. Craig
et al. (2002) has been the only study to date to look at these two variables and their
effects on learning. They found that only certain image presentations (animation and
highlighting with color) induced learning on a variety of tasks such as retention,
matching, transfer, and multiple choice questions; there was no evidence that agent
deictic gesture contributed to learning.
In line with Craig et al. (2002), this study also failed to find differential learning
as a function of the agent’s deictic gestures. There may be a number of reasons for this.
First, the manipulation of the agent pointing, though strategic, may have been weakened
by its limited count per lecture (6 times) and diluted further by the massive number of
small conversational gestures that occurred in all conditions. Therefore, pointing may
simply have been less salient in the learning process, although gaze data analysis of these
pointing events demonstrates that they were not overlooked (see below). Second, the
image may have oversupported learning and directed attention such that pointing did not
contribute additional information. In other words, pointing may have been
informationally redundant in this context. Each image on the tutor’s desk had labels for
many of its components. Literate students could therefore disambiguate image referents
using label mentioned in the dialogue. Third, and perhaps most likely, it is not the agent’s
gestures that will carry the day in a tutoring system, but rather the pedagogical aspects of
the system, such as the dialogue, knowledge construction methods, and reinforcement
activities. This claim is supported by a variety of research. Moundridou and Virvou
(2002), Mulken et al. (1998), and Craig et al. (2002) demonstrated that the presence of an
agent does not improve a student’s learning, and Graesser et al. (2003) found that, while
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the mere presence of a talking head had a small effect on learning deep knowledge, larger
and more robust effects were found for the inclusion of dialogue and all the pedagogical
strategies contained within it. It seems possible then that pointing, when performed by a
human tutor, may function mainly as an embodiment of their own cognitive processes
rather than as a useful aid for the student when other referents are visible and clear
(Hostetter, 2011). Pointing may serve to clarify a referent in a conversation when other
cues are lacking, but this may not necessarily lead to learning or generally increased
attention.
Perhaps more surprising was the lack impact that sequential display had on
learning. While several studies have demonstrated that drawing attention to images
facilitates learning (e.g., Atkinson et al., 2009; Bértrancourt, 2005; Craig et al., 2002),
this effect was not found here, even when tested on a visual labeling task where students
had to recall the labels they had seen on the image. There may be a number of reasons for
this lack of effect. First, and perhaps most importantly, there is a large difference in the
amount of time each image condition experiences the image. Those in the sequential
display condition do not have the advantage of being exposed to the image for the full
length of the lectures. However, the sequential display condition has higher salience and
contiguity between the presentation of the image parts and the dialogue, which should
result in more learning (Mayer & Sims, 1994). A lack of effect could be these two
opposing forces cancelling each other out. Second, the same label effect impacting
pointing could also be affecting the overall usefulness of the image; if the picture is welllabeled, what use is it to make an area salient with sequential display? The labels may
therefore be too informative to show a difference between image types. Another possible
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reason there were not differences between the groups is the domain. While many studies
on images have been in the domain of geometry or other domains that rely heavily on the
image as a source of information (e.g., Sweller, 1988), the Biology lessons selected for
this experiment use the image as an aid, but information is also delivered verbally to
coincide with the image. It is possible that a slightly different approach must be taken for
making non-crucial images the center of attention. And lastly, while these data were
analyzed using mixed modeling, a powerful method of data analysis, it may be that the
effect of the image on learning is subtler and requires a greater number of observations in
order to tease apart differences. Further testing of the image effect should be done before
any firm conclusions are drawn.
While there were no learning differences found between the conditions in this
experiment, it is important to note that this does not mean that students did not learn.
Overall, when calculated with corrected learning gains, there was an average of 38.64%
improvement in scores (SD = 23.33%) from pretest to posttest. Therefore, it is inaccurate
to say that the lectures imparted no knowledge, but it is simply the case that pointing
behaviors and the sequential display of images did not contribute anything extra in this
experiment.
Gaze
While many studies make claims about attentional guiding techniques or agent
gesture capturing student attention, few have examined whether those key moments when
attention-capturing techniques occur correspond with a participant gazing at the object of
interest. Therefore, in this study, each participant’s gaze was tracked using the Tobii T60
eye tracker. Two high level analyses were run to answer two questions: 1) do certain

38

conditions cause students to pay attention to different parts of the environment and 2) do
pointing gestures and/or sequential image display encourage the learner to look at the
image when it is being pointed at?
To answer the first question, the screen was split into three areas of interest
(AOIs): agent head, agent arms and torso, and image (see Appendix J). Time spent in
each AOI is quantified in “hits”, where the location of a person’s gaze is recorded and
counted towards an AOI if the location falls within the boundaries of an AOI during a
sampling event. The Tobii T60 eye tracker samples the user’s eye gaze at 60Hz, or every
17 milliseconds. The number of hits to each AOI was recorded for each participant in
each lecture. This value was then weighted by the percentage of the area of the screen
occupied by each AOI to even out size differences. Three participants were removed
from all gaze analyses due to poor eyetracking (operationalized as hit counts three
standard deviations below average) or complete eyetracker dysfunction (1 participant).
Using the hit counts in each of the AOIs, a series of mixed-model linear
regressions were run to examine differences between the conditions. Condition, order,
and topic were again selected as the random factors, and agent deictic gesture, sequential
image display, and the deictic gesture x sequential image display interaction term were
also used as fixed factors. The face AOI data reveal a significant main effect for deictic
pointing, F(1, 89.311) = 7.076, MSe = .008, p = .014, but there was also a significant
agent deictic gesture x image animation interaction, F(1, 90.462) = 11.2694, MSe =
.0133, p = .001. Decomposition of the interaction shows that within the static image
condition, there was no difference in face hits between the pointing and non-pointing
condition, p = .47. However, in the sequential display image condition, a significant
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difference does exist between the pointing and non-pointing condition, F(1, 57.599) =
11.248, MSe = .0203, p = .001, where those in the pointing condition looked less at the
agent’s face (M = .052 , SD = .027) than those in the non-pointing condition (M = .088,
SD = .055).
For the image AOI, there were main effects for agent deictic pointing, F(1,
85.986) = 13.779, MSe < .001, p < .001, and image animation, F(1, 85.986) = 59.505,
MSe < .001, p < .001, but the interaction term was significant, F(1, 85.986) = 33.924,
MSe = .000016, p < .001. Upon further decomposition, when in the static image
condition, pointing (M = .00902, SD = .00325) did not result in significantly different
gazing at the image over the non-pointing condition (M = .00819, SD = .00389; p = .105).
However, in the sequential display condition, F(1, 28.258) = 31.606, MSe = .0002, p <
.001, learners looked more at the image in the non-pointing condition (M = .00746, SD =
.00299) than in the pointing condition (M = .00375, SD = .00267).
For the AOI covering the arms and thus the gestures, there was a significant main
effect for agent deictic gesture, F(1, 83.43) = 67.257, MSe = .00189, p < .001, and image
animation, F(1, 82.675) = 109.995, MSe = .00307, p < .001, but also a significant
interaction between agent deictic gesture and image animation, F(1, 82.504) = 38.401,
MSe = .00107, p < .001. The interaction was explored by regressing scores for the
weighted hits to the arms AOI onto the different image animation modes separately.
When in the static image condition, F(1, 56.84) = 7.3471, MSe = .000004, p = .011, the
agent with gestures and pointing attracted more learner attention to the arms (M = .0082,
SD = .0039) than did the agent who only did conversational gestures (M = .0067, SD =
.0033). When the image sequentially displayed its contents, F(1, 56.84) = 75.875, MSe =

40

.00389, p < .001, the pointing-capable agent again attracted more attention to the arms (M
= .0241, SD = .0099) than did the conversational gesture-only agent (M = .0106, SD =
.0045).
Another important gaze behavior to consider is the student’s onscreen, off task
gaze. This is gaze that is on screen but it outside of the primary AOIs, making it “off
topic” looking. Because offscreen looking behavior is coded identically to the eye
tracker’s own tracking error, offscreen gaze behavior cannot be reliably coded. However,
onscreen gaze at unchanging, non-central locations can be reliably recorded and has the
potential to be informative. Gaze behavior related to off task gaze did not produce a
significant main effect for agent deictic gesture (p = .937) or image animation (p = .722),
but the agent deictic gesture x image animation interaction was significant, F(1, 82.995)
= 14.856, MSe = .000005, p < .001. The interaction was explored by regressing scores for
the weighted off task gaze onto the different image modes separately. When learners
were in the static image condition, F(1, 28.646) = 5.6748, MSe = .000003, p = .018, they
looked more at the non-central areas of the screen in the non-pointing condition (M =
.0098, SD = .0048) versus the pointing condition (M = .0084, SD = .0038). When the
image did sequential display, F(1, 28.659) = 5.675, MSe = .000003, p = .024, learners
looked more at the offtask areas when the agent utilized pointing (M = .0099, SD =
.0042) than when she did not (M = .0086, SD = .0034).
To examine whether pointing behaviors attracted attention to the correct part of
the image, six smaller AOIs (105 x 116 pixels) were placed over the target location of
each pointing gesture in each topic (see Appendix K). Hits to each AOI were then
recorded during the interaction. A window of five seconds after the initiation of the point
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captured the full pointing action, and that time frame was used to measure whether
people were looking at the active pointing AOI at the correct time. The hits for all six
pointing moments were averaged for each topic for each participant. An additional person
was eliminated from this analysis due to poor tracking. The average correct AOI hits
were used as the dependent variable in a mixed-model linear regression, which revealed a
significant agent deictic gesture main effect, F(1, 82.632) = 60.9823, MSe = 39671, p <
.001, and an image animation main effect, F(1, 82.23) = 22.290, MSe = 14467, p < .001.
Those in the pointing condition looked more at the correct AOI during pointing events (M
= 80.795, SD = 40.553) than those not in the pointing condition (M = 43.347, SD =
34.525). Likewise, those in the dynamic image condition looked more at the correct AOI
(M = 73.02, SD = 42.912) than those who saw only static images (M = 51.123, SD =
38.258).
Discussion. In this study, eye tracking provided a rich data set that can be used
both as a manipulation check and to discover how the different image types and pointing
behaviors affect overall gaze behavior. The results of the gaze analysis provide evidence
that pointing behaviors do focus learner gaze on the specific target item and, therefore, it
is valid to claim that the target items are receiving some attention, which is the opposite
of what was implied in Craig et al. (2002), where the lack of evidence of learning from
agent pointing was chalked up to a lack of attention. As it stands, however, pointing has a
clear impact on where people look. These kinds of manipulation checks can be important,
particularly when null results are found in some areas.
The differences between conditions in terms of looking at different parts of the
system provide an interesting pattern of results. Those who viewed sequential display
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images but did not see pointing gestures looked more at the agent’s face and the visual
aid than did their sequential display, deictic agent counterparts. However, pointing
increased learner gaze at the agent’s arms (and therefore gestures), especially when the
image was sequentially displayed. Off task looking was even more complicated: when
the image was static, pointing behavior reduced offtask looking, but when the image was
not static, pointing behavior increased offtask looking. This could mean that pointing
attracts more attention to the main parts of the system, or that it encourages more
offscreen looking. These results do demonstrate that pointing does not do favors for the
parts of the interface the learner should be paying attention to (the image, and to a lesser
extent, the face of the agent) when there is already something grabbing their attention in
the image. It seems possible that there is redundancy between the sequential display and
the pointing behavior that may cause attention to slacken off when they are combined.
The notable exception to this is the attention paid to the arms; while sequential display
does seem to heighten attention in general, pointing attracts attention to the gesture space
of the agent. However, not much information is contained within that space, so this extra
expenditure of attention is wasted.
This pattern of results could partly explain why no learning gains were found in
the deictic agent – sequential display image condition. These two methods of capturing
attention and grounding the conversation seem to contain some redundancy of
information, which may lead people to look at inappropriate places, such as the agent’s
arms, or into the off task area of the screen when they are combined. It is not at this time
known if the pointing in small quantities is causing this effect, or if it would persist even
with large quantities of meaningful pointing that is not redundant with the sequential
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display or with the image labels. The gaze analysis of the specific pointing moments does
show that pointing attracts attention to the right areas when it does occur, but that overall,
it may present some level of distraction. Students may be using pointing as their sole cue
to look at the image, then ignoring it until another pointing event occurs. A more
complete look at the relationship and boundaries between pointing and the image will
have to be done to fully understand how these two interact.
General Discussion
This experiment focused on how pointing that fulfills the three criteria of deictic
believability (Lester et al., 1999) can impact a student’s liking and learning in a system.
Additionally, this experiment also looked at the value of the visual aid in a fully
integrated environment, which affords specificity in the pointing behaviors and the ability
to attract student attention based on attention-guiding principles (Bértrancourt, 2005).
This experiment explored a method of guiding attention called sequential display, where
an image begins blank and adds parts to the image as they become relevant to the lesson.
Both pointing’s impact on the persona effect and the overall efficacy of sequential
display are understudied in the current literature, and an examination of agent pointing
and attentional-guiding in images has only been executed once in the computer tutoring
literature in Craig et al. (2002). They found that agent pointing had no impact on learning
or liking of the system, but that having a dynamic image did increase learning and
memory for the material. This work sought to update that experiment with new image
display methods and a more realistic, integrated tutoring environment.
The results of this experiment suggest a number of things. First, despite the claims
of Mulken et al. (1998) and in line with Craig et al. (2002), pointing had no impact on
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student learning or persona effect measures. While Craig and colleagues used only a
single item to measure the persona effect, this experiment used a 6-item survey based on
the most predictive items in other persona effect measures. However, pointing gestures
and sequential image display both had no effect on the student’s liking of the agent, even
though both could have reflected positively on the agent due to their added realism or
general novelty. Although Mulken et al. (1998) have tried to argue in their paper that
pointing is connected to perceptions of easiness of the lesson, which constitutes a persona
effect, the same result was found here but in isolation from other persona effect findings.
The function of pointing may therefore be more tied to its pedagogical function, which is
to ground the dialogue and clarify the specific referents. Pointing may make things more
salient, but without proper reinforcement or effective pedagogical dialogue, the
information tied to the pointing event may not be memorable (as evidenced by the lack of
improvement to the shallow questions yoked to the information delivered during
pointing). Gaze data collected in the course of the study demonstrates that pointing does
direct student attention to the right place at the right time, but it does not seem to impact
student learning or reflect well on the agent in general.
How attention is directed to the image is a slightly more salient effect. Although
no differences were found between the static image and the sequential display image in
terms of most persona effect measures and learning, sequential display was found to
provoke more student arousal, and it directed attention to the most relevant parts of the
interface, the agent’s face and the visual aid. This is an important starting place for
further investigations into the efficacy of sequential display, as it is lays the necessary
attentional foundations for improving learning with this method of image display. It may
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be that other peripheral elements or qualities of the images themselves hold back
sequential display from producing learning gains like the ones found in the tutorial
environments put forward by Craig et al. (2002) and Atkinson et al. (2009).
In total, no evidence has been found that pointing contributes to the persona effect
or even to learning in this context. While the principles of deictic believability may tell us
how to avoid damaging methods of gesturing that will surely subtract from the realism of
the agent, they do not necessarily boast an added benefit when implemented properly.
Additionally, sequential display is a promising method of attentional guiding, but
requires further exploration to understand its limitations and strengths. While deictic
gestures and attention-grabbing images can work in concert in a fully integrated
environment, there is not much evidence to support a benefit of the two combined.
Limitations and Future Directions
While this work represents an effort to explore deictic gestures and sequential
image display in a simple experimental design, there are a number of parameters in this
study which require further investigation. For instance, this study was limited to the
domain of Biology, while many image-centric works occur in image-dependent domains
such as geometry, where the figures also represent the problems (e.g., Jeung et al., 1997;
Sweller, 1988). It may be the case that images that merely support the lesson rather than
represent the centerpiece of the lesson produce fewer learning gains in general.
Therefore, the level of dependency between the lesson and the image should be explored
further. Likewise, the present experiment used images that contained labels for various
elements of the image, which may have reduced how much the student needed to depend
on the image animation or the pointing for attentional guiding, thus reducing the efficacy
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of those two methods. A labelless image may require grounding through attentional
guiding or pointing, which may improve learning scores and create a need for these
techniques in the system. Another important area that requires examination is the issue of
information equivalency in sequential display – while sequential display can make parts
of an image salient at various times, it also inherently requires less information to be
available to the student at a given time. The balance between saliency and exposure time
can be measured further by varying exposure times and investigating outcome measures
such as learning gains or even gaze durations.
The impact of the deictic gestures may also change as a function of certain
parameters. Most obviously, an increase in the number of pointing events per lesson may
increase the saliency of the pointing and make it less of a distraction from the image and
face. This experiment only used six pointing events per lesson, which may have been too
little to see an effect of pointing. Because pointing did not seem to be harmful in any
way, increasing the point count may prove to produce some differences in learning.
Additionally, more pointing combined with the absence of labels on the image may boost
the need for pointing to ground the dialogue, and so the combination of the two may
improve the efficacy of pointing. More careful timing of the pointing events may also be
necessary; Louwerse and Bangerter’s (2010) work suggests that gaze velocity peaks on
the offset of the location description (in this case, the key word that corresponds to the
referent) rather than the onset of the pointing “hold” (where the pointing gesture has
reached its referent and is maintaining the gesture for a set period of time). Therefore,
delaying the pointing gesture slightly may make it interfere less with this natural
searching process.

47

Other problems inherent in within-subject experiments, such as the low number of
questions connected to each lecture and to each question subtype (kept intentionally low
to prevent fatigue), may have also covered up potentially subtle effects in learning.
Future studies may want to employ a between-subjects design so that knowledge
measures and other types of testing can be safely used without fear of fatigue
contaminating the next condition.
While this study found few results in terms of the persona effect and in learning,
adjustment of variables such as those mentioned above should be done before any firm
conclusions can be drawn about pointing behaviors and image display in integrated
intelligent tutoring systems. More work must be done to eliminate some of these potential
problems (whose effects may be interesting in their own right), and the outcome of those
experiments will help determine what exactly is most valuable to implement in a tutoring
system and how exactly the technique should be executed.
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APPENDIX A – PICTURE OF INTERFACE
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APPENDIX B – TOPIC IMAGES
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APPENDIX C – EXCERPT FROM A LECTURE SCRIPT
Biochemical Catalysts
[ANIM PLAY HandsOut]Enzymes are molecules that we could say are the life of the
chemical party.
I think it's important to know what an enzyme is before we figure out how they work and
why they're special.
[ANIM PLAY RightHandExplain MIX=0.42]First of all, you should know that enzymes
are proteins.
As you may remember, [ANIM PLAY HeadTiltDeep]pro teens are chains of amino acids
that are in a specific order.
Then these amino acid chains fold up into a particular shape.
So, a folded chain of amino acids is a protein, and enzymes are a type of protein.
What really makes enzymes special is that they are [ IMG SHOW_GROUP Title ]
[ANIM PLAY HandsOut MIX=0.23]biochemical catalysts.
Catalysts cause chemical reactions to occur [ANIM PLAY LeftHandExplain
MIX=0.21]at a faster rate than normal.
So normally, you'd have to wait for two molecules to hit each [ANIM PLAY
HeadTiltDeep] other just right for a chemical reaction to occur.
But if we sat around waiting for molecules to bounce off each other just right, we could
be waiting[ANIM PLAY HandsOut MIX=0.23] a long time.
Cells need chemical reactions to happen at a fast and steady rate.
That's where enzymes come into action.
Are [ANIM PLAY HeadTilt MIX=1]you following me so far?
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STU[^CGQ]
So, the [ANIM PLAY HandsOut]job of an enzyme is to make specific chemical reactions
happen faster than they would happen naturally.
Imagine we've mixed a few chemicals together, and nothing is happening.
Now imagine we add in [ANIM PLAY RightHandExplain MIX=0.42]the right enzyme.
Suddenly, we'd see the molecules from the [ANIM PLAY HandsOut] chemicals coming
together, and changing into a new set of molecules entirely.
[ANIM PLAY RightHandExplain MIX=0.42]These chemical reactions happened
because enzymes got involved.
That's [ANIM PLAY Shrug MIX=0.5]why enzymes are like the life of the party.
They make things happen much faster when they were happening really slowly before.
In some cases, a chemical reaction[ANIM PLAY NoSlow MIX=1] would never occur
unless we added [ANIM PLAY HeadTilt MIX=1]an enzyme.
Does that make sense?
STU[^CGQ]
Let's get familiar with some enzyme vocabulary so we can understand exactly how they
work.
So, [ANIM PLAY HeadTiltDeep]enzymes bring together molecules to create a chemical
reaction.
The molecules that are involved in the reaction are called[ANIM PLAY BCPOINT5]
reactants.
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APPENDIX D – KNOWLEDGE MEASURES

Deep Questions
1. Catalase is an enzyme found in plant and animal cells. Hydrogen peroxide is a harmful
substance found in cells. Catalase causes hydrogen peroxide to break down into water
and oxygen. A student conducted an experiment to determine whether plant and animal
cells have the same amount of catalase. The graph below shows the results from the
experiment. What type of molecule is catalase?

a. a lipid
*b. a protein
c. a nucleic acid
d. a carbohydrate
2. Enzymes can promote chemical reactions in living tissues. For example, the
breakdown of hydrogen peroxide into harmless water and oxygen is accomplished by the
chemical catalase. Which molecule represents the substrate in this reaction?
a. Catalase
*b. Hydrogen Peroxide
c. Oxygen
d. Water
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3. Which of the following explains the role enzymes play in the process of digestion?
*a. They assure that digestion occurs within hours instead of days.
b. They improve the peristaltic movement of the intestines during digestion.
c. They increase the amount of acid released from the stomach.
d. They prevent lipids from being absorbed into the blood stream.

Shallow Pointing Questions
1. There are many different enzymes located in the cytoplasm of a single cell. How is a
specific enzyme able to catalyze a specific reaction?
a. Different enzymes are synthesized in specific areas of the cytoplasm.
b. Most enzymes can catalyze many different reactions.
*c. An enzyme binds to a specific substrate (reactant) for the reaction to catalyze.
d. Enzymes are transported to specific substrates (reactants) by ribosomes.
2. The substances made by a chemical reaction are called ____________.
*a. products
b. reactants
c. active sites
d. enzymes
Shallow Non-Pointing Questions
1. Which of these correctly matches the molecule with its function?
a. lipid - stores genetic information
b. vitamin - supplies energy to cells
*c. enzyme - speeds up chemical reactions
d. carbohydrate - manufactures cell membranes
2. Proteins that regulate chemical reactions in the body but remain unchanged by the
reaction are known as
a. lymphocytes
b. cytoplasm
c. mitochondria
*d.enzymes
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APPENDIX E – IMAGE LABELING TASK
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APPENDIX F - AGENT QUESTIONNAIRE
How clear do you think the tutor was when explaining this topic?
Extremely clear
Clear
Somewhat clear
Somewhat unclear
Unclear
Extremely unclear

How trustworthy was the information and feedback from this last tutor?
Extremely trustworthy
Trustworthy
Somewhat trustworthy
Somewhat untrustworthy
Untrustworthy
Extremely untrustworthy

How interested are you in having this tutor help you with future homework?
Extremely interested
Interested
Somewhat interested
Somewhat uninterested
Uninterested
Extremely uninterested

How well did you understand the picture in front of the tutor?
Understood extremely well
Understood well
Understood somewhat
Somewhat did not understand
Did not understand
Did not understand at all

How enjoyable was this lecture?
Extremely enjoyable
Enjoyable
Somewhat enjoyable
Somewhat unenjoyable
Unenjoyable
Extremely unenjoyable
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How difficult was this lecture?
Extremely difficult
Difficult
Somewhat difficult
Somewhat easy
Easy
Extremely easy
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APPENDIX G – DEMOGRAPHICS

Please answer a few brief questions about your background. All of the information you
provide will remain confidential.
Participant ID:
_____________
Please contact the experimenter if you do not know your ID number.

1. What is your current age in years?
______________
2. What is your gender?
a. Female
b. Male

2. Which ethnicity best describes you?
a. African-American/Black
b. Caucasian/White
c. Hispanic, Latino, or Mexican origin
d. Asian
e. American Indian/Alaskan Native
f. Native Hawaiian or other Pacific Islander

3. Which hand is your dominant, or writing, hand?
a. Left
b. Right

4. What was your SAT or ACT score? * [This information will be kept confidential]
_______________
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APPENDIX H – CONSENT FORM
Informed Consent
Principal Investigator: Whitney Cade
Study Title: Differences in Virtual Learning Environments
Institution: University of Memphis
Name of participant:
_________________________________________________________
Age: ___________

The following information is provided to inform you about the research project and your
participation in it. Please read this form carefully and feel free to ask any questions you
may have about this study and the information given below. You will be given an
opportunity to ask questions, and your questions will be answered. Also, you will be
given a copy of this consent form.
Your participation in this research study is voluntary. You are also free to withdraw from
this study at any time. In the event new information becomes available that may affect
the risks or benefits associated with this research study or your willingness to participate
in it, you will be notified so that you can make an informed decision whether or not to
continue your participation in this study.
For additional information about giving consent or your rights as a participant in this
study, please feel free to contact the IRB at 901-678-2533 or email irb@memphis.edu.

You are being asked to participate in this research study to help us investigate virtual
learning environments. You will first be asked to fill out a pretest, which will then be
followed by a period of interacting with the computer-based virtual learning environment.
In order to participate in this study, you must be able to view and respond to images on a
computer screen; please let the experimenter know if this will be a problem. Afterwards,
you will complete a post-test and a series of short questionnaires. Finally, you will be
debriefed about the study you have just participated in.
This study should take no longer than two and a half hours to complete. Beyond your
time and effort, there are no expected costs for participating in the study. You may
experience discomfort if sitting for periods longer than two hours can cause you physical
pain or discomposure. You may also experience discomfort if you often feel test anxiety,
or anxiety when asked to demonstrate your knowledge. However, you should know that
your results will not be reported to your professors, and will be added to a number of
other students’ results so that your individual score will be unknown. People who have
vertigo or are susceptible to motion-sickness or other motion-related illness may be at
higher risk for experiencing discomfort, as this study does involve viewing 3D spaces and
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people. To minimize this risk, nothing in the 3D environment will change its spatial
location, and the view of the environment will remain stationary. There are no other
anticipated sources of inconvenience or risk. The U of M does not have a fund set aside
for compensation in the case of study-related injury.
The potential benefits to science and humankind that may result from this study are the
contributions which will be made to our knowledge of computer-based virtual learning
environments, a field which is gaining importance as computers are used increasingly as
teaching devices. The potential benefits to you from this study are a chance to shape our
knowledge of virtual learning environments and an opportunity to experience a real
experiment and ask questions about the experimental process.
Your compensation for participating in this study is research credit required by your
psychology class – you will receive 2.5 credits for taking part in this study. You are free
to withdraw from the study at any time without loss of compensation.
If you should have any questions about this research study or possible injury, please feel
free to contact Whitney Cade at 214-675-7152 or my Faculty Advisor, Andrew Olney at
901-678-5008. For questions regarding the research subjects’ rights, the Chair of the
Institutional Review Board for the Protection of Human Subjects should be contacted at
901-678-2533.
In order to maintain confidentiality of information, participants will be assigned an
identifying number, which will be used to label all data coming from each participant. A
key will be kept that relates the student’s identity to his/her ID number, but only the lead
PI will have access to this key. Student will only be identified by their ID number during
data analysis, and no results will single out a particular student. Therefore, no individual
data point could be corresponded with any result or any identity. At no time will
identifying information be published in presentations or scientific papers.
All paper forms will be kept in a locked drawer in a locked room that can only be entered
with a key and an alarm code. Electronic version of any measure will be kept on a
password protected computer in the same room.
All efforts, within the limits allowed by law, will be made to keep the personal
information in your research record private but total privacy cannot be promised. Your
information may be shared with U of M or the government, such as the University of
Memphis University Institutional Review Board, Federal Government Office for Human
Research Protections, Institute of Education Sciences, Institute for Intelligent Systems,
and the Department of Psychology, if you or someone else is in danger or if we are
required to do so by law.
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STATEMENT BY PERSON AGREEING TO PARTICIPATE IN THIS STUDY
I have read this informed consent document and the material contained in it has been
explained to me verbally. I understand each part of the document, all my questions have
been answered, and I freely and voluntarily choose to participate in this study.

Date

Signature of patient/Research Participant

___________________________________________
Printed Name of Patient/Research Participant

Consent obtained by:

Date

Signature
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APPENDIX I – DATA RELEASE FORM
Agreement of Data Use
I agree to let my data (eye gaze measures, videos of face, computer screen, mouse
movements, and responses to questions) be used for presentations at conferences, in
journal publications, and book chapters. This information will only be used as examples
of data output, and no identifying information will accompany the data.
I agree to let my data be used in future studies. This would involve a new set of
participants viewing parts of my data. These participants will sign a confidentiality
agreement prior to viewing my data.
I understand that my personal data will never be associated with my personal
identification information or test scores. I understand that agreement to this usage is
completely voluntary and I am able, at any point, to refuse my data be used in this way.

________________________________________________________
Your Signature

________________________________________________________
Your Printed Name

__________________________
Today’s Date

________________________________________________________
Experimenter Printed Name

________________________________________________________
Experimenter Signature
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APPENDIX J – LARGE AOIS
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APPENDIX K – POINTING AOIS
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APPENDIX L – TABLE OF MEANS AND STANDARD DEVIATIONS
Table 1
Static image
Non-pointing
Pointing
M
SD
M
SD

Sequential Display Image
Non-pointing
Pointing
M
SD
M
SD

Analysis
Persona Effect
Composite
Clarity
Trusting
Interest
Understanding
Enjoyment
Easiness
A. grid: Pleasantness
A. grid: Arousal

7.734
.941
.765
1.735
.971
1.971
1.353
5.971
4.176

3.903
.776
.654
1.355
.834
1.193
.774
1.605
1.714

7.353
.824
.709
1.706
.882
1.971
1.265
6.088
3.029

4.119
.716
.524
1.426
.977
1.267
.71
1.782
1.732

6.97
.941
.647
1.559
.735
1.824
1.265
6.059
4.5

3.904
1.043
.544
1.307
.751
1.267
.79
1.953
1.562

7.853
.941
.765
1.765
.882
1.852
1.657
5.941
4.382

4.75
.919
.61
1.519
.729
1.351
1.252
1.791
2.089

Learning
General score
Deep Qs
Shallow Qs
Shallow Non-pointing Qs
Shallow Pointing Qs
Image Labeling Task

4.617
1.706
2.912
1.588
1.324
.585

1.633
.938
1.083
.657
.727
.307

4.353
1.588
2.765
1.382
1.382
.596

1.515
.857
1.046
.652
.652
.343

4.529
1.618
2.912
1.324
1.588
.61

1.745
.954
.996
.727
.557
.302

4.441
1.735
2.706
1.353
1.353
.654

1.353
.828
1.001
.691
.691
.272

Gaze
Face AOI
Arms AOI
Image AOI
Off task AOI
Pointing AOIs

.070
.007
.008
.010
32.411

.049
.003
.004
.005
26.622

.074
.008
.009
.008
69.834

.047
.004
.003
.004
37.094

.088
.011
.008
.009
54.284

.055
.005
.003
.003
36.057

.052
.024
.004
.01
91.755

.027
.010
.003
.003
41.489
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