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Abstract 
Lower bounds on correlation of sequences have been important guidelines for 
sequence designers to understand and compare the optimality of different sets 
of signature sequences for spread spectrum multiple access (SSMA) systems. 
Previously, lower bounds on inner product can be translated to lower bounds on 
periodic and aperiodic correlations, but not for odd correlations. We propose a 
simple construction that enables inner product bounds to be converted to odd 
correlation bounds. In particular, Sarwate's odd correlation bound derived here 
from correlation identities is shown to be a special case of the more general odd 
correlation bounds derived from Welch's inner product theorem. 
Considerable research efforts have been invested in the study of perfect 
polyphase sequences due to their usage in pulse compression radars. A unified 
construction of perfect polyphase sequences is proposed, from which all previ-
ous results can be derived. A counting theorem is proved which gives the exact 
size of an important subset of such sequences. Compared with our exhaustive 
search results, the counting theorem gives the exact numbers of sequences for 
all but one combinations of length L and alphabet size N satisfying N^ < 
N < \b and L < 20 for which perfect sequences exist. This reflects the gen-
erality of this subset. In fact, as verified by a computer program, all perfect 
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polyphase sequences obtained through our searches can be generated from the 
unified construction. This astonishing result gives evidence on the existence 
of a "universal" formulation of perfect polyphase sequences and its associated 
theory. With this in mind, a new conjecture is proposed which shed light on 
the pattern behind some classical conjectures and the existence problem of gen-
eralized bent functions. A unified construction of sequence sets which meet 
the Sarwate bound is then derived. Such sequence sets have been proposed 
for SSMA systems. However, in spite of their perfect periodic autocorrelation 
properties, their large alphabet sizes limit their applications in most practical 
communication systems except radars for which their other desired correlation 
characteristics are also useful. Nonetheless, the close relationship between per-
fect polyphase sequences and generalized bent functions enables our results to be 
of strong practical interest since these results also imply a unified construction 
of one-dimensional generalized bent functions, from which the high-dimensional 
functions are derivable. The generalized bent functions can give rise to a large 
set of the generalized bent sequences with a small phase alphabet. These bent 
sequences have attractive features like low periodic correlation and large linear 
span and thus are suitable for SSMA applications. 
For pulse compression radars, polyphase codes with low aperiodic correlation 
are of practical interest. In particular, the P3 and P4 codes are famous for low 
sidelobes in the presence of Doppler effect. Besides, the P4 code is also tolerant 
to the bandlimiting effect. These two codes are generalized to the so-called 
generalized P3/P4 codes, which in fact comprise a class of perfect or odd-perfect 
polyphase sequences, each of them has the same sidelobe. The exact asymptotic 
peak-to-side-peak ratio as well as two lower bounds for these new codes are 
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derived. The so-called even-odd transformation is introduced which can convert 
any known polyphase code into a new one with the same sidelobe but having a 
smaller phase alphabet. A smaller phase alphabet is always desirable as it leads 
to a simpler hardware implement at ion and fewer phase tracking errors. 
Recognizing the connection between bounds on partial exponential sums and 
bounds on aperiodic correlation of sequences, certain number-theoretic results 
on exponential sums are elaborated. Consequently, a proposed set of sequences 
of energy L can be proved to have 0{y/L) peak aperiodic correlation. Together 
with the Welch lower bound, the minimax aperiodic correlation is shown to 
be 0{VL) for any fixed number of sequences. This settles McEliece's 13-year-
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Sequences (or discrete-time signals) with good autocorrelation properties are 
well-known for their numerous applications in radars, communications and mea-
surements. More recently, sets of sequences with low pairwise crosscorrelation 
are of strong interest as they are important for simultaneous ranging to several 
targets, spread spectrum multiple access communication systems and multiple 
terminal system identification. A detailed discussion on these specific applica-
tions can be found in [58],[40],[44] and the references there. 
In this thesis, we concern with some constructive results of polyphase se-
quences with various desired correlation characteristics like aperiodic, periodic 
and odd correlation properties, and ambiguity functions reflecting the aperiodic 
correlation of a pulse compression code in the presence of Doppler shift. In par-
ticular, we propose a construction of perfect polyphase sequences (to be defined 
in Section 1.2) that unifies all previously known constructions, and give for the 
first time a set of sequences with the order of aperiodic correlation magnitude 
(in terms of the sequence length) the same as that implied by the famous Welch 
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lower bound. This latter result has settled an open problem on sequence design 
formulated by McEliece [45] in 1980. Section 1.1 will be devoted to brief reviews 
on two spread spectrum applications, namely the pulse compression radars and 
the spread spectrum multiple access systems. Generally speaking, a specific ap-
plication determines what correlation properties of the sequences are desirable, 
while the performance of such system depends vitally on what sequences have 
been used. Thus, the goal of this section is to explain the motivation and the 
practical applications behind our study, which is somewhat theoretical in nature. 
Some definitions and notations, which will be used throughout this thesis, are 
introduced in Section 1.2. Finally, Section 1.3 describes the overall organization 
of this thesis accompanying a brief statement of results. 
1.1 Spread Spectrum Technique 
A definition of spread spectrum (SS) that reflects its key characteristics is [51]: 
"Spread spectrum is a means of transmission in which the signal 
occupies a bandwidth in excess of the minimum necessary to send 
the information; the band spread is accomplished by means of a code 
which is independent of the data, and a synchronized reception with 
the code at the receiver is used for despreading and subsequent data 
recovery." 
The typical benefits of SS are [51],[13]: 
1. Low-density power spectra for signal hiding 
2. Anti-jamming 
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3. Interference rejection 
4. Multiple user random access communications with selective addressing ca-
pability (i.e. SSMA) 
5. Robustness in the presence of multipath fades 
6. High resolution ranging 
From these benefits, it is not surprising that SS was a natural result of the 
Second World War developed for jamming avoidance and for high resolution 
radars using pulse compression technique [62]. Up to now, SS has been an 
indispensable technique in military communications. 
In a classical book on SS techniques, Dixon [13, pp.56] wrote: 
"The importance of the code sequence to a spread spectrum com-
munications or ranging system is difficult to overemphasize, for the 
type of code used, its length, and its chip rate set bounds on the 
capability of the system that can be changed only by changing the 
code.” 
This reflects the significance of the our main subject — sequence design for 
spread spectrum applications. Though our result should have more general 
applications like digital signal processing, measurements and synchronization, 
we will mainly related our results to two spread spectrum applications. 
1.1.1 Pulse Compression Radars 
Pulse compression techniques are usually applied in radar to increase the signal 
energy transmitted without sacrificing range resolution. In this technique, radar 
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target echoes, generally contaminated by receiver noise or noise-like clutter, are 
passed through matched filters whose impulse responses are the time-reversed 
versions of the transmitted waveforms before attempting to detect them using 
a threshold detector. The matched filter is used since it is optimal in maximiz-
ing the signal-to-noise ratio. As the matched filter always takes the form of a 
time-reversed version of the signal, its output will take the form of the aperi-
odic autocorrelation function if this signal is input to the filter. Thus, if the 
transmitter pulses are stretched in time and coded in a way that its aperiodic 
autocorrelation function is impulse-like, then the received echoes are sharpened 
up, or compressed, by a matched filter prior to threshold detection. The overall 
system therefore possesses the range resolution of a short pulse while the peak 
transmitter power may be significantly reduced. This advantages are particu-
larly valuable in high-power, long-range radar applications. In the frequency 
domain, an impulse-like aperiodic autocorrelation function implies a spread of 
energy evenly over a large bandwidth. Thus, pulse compression technique is in 
fact a special case of spread spectrum technique. 
To improve the power efficiency, the radar waveforms should also spread 
evenly over the duration of the pulse. Hence, practical radars systems normally 
employ either frequency-coding or phase-coding. Clearly, the performance of a 
pulse compression radar depends on how similar to an ideal impulse the aperi-
odic autocorrelation function of the compression code is. Usually, the non-ideal 
aperiodic autocorrelation properties of the code in use create time sidelobes at 
the output of the matched filter. Since the time sidelobes of a strong echo may 
hide a weaker but even more important target returns, these sidelobes are highly 
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undesirable. Consequently, much research effort has been directed toward reduc-
tion of time sidelobes, either by signal processing techniques or by sophisticated 
design of pulse compression codes. 
The most popular frequency-coded method uses linear frequency modulated 
waveforms, also called chirp. Such systems typically involve analog hardware 
implementation. To have the benefits of advanced digital signal processing tech-
niques like high accuracy, reliability and flexibility, phase-coded method must 
be used. Besides, comparing with the chirp, phase codes can achieve high pulse 
compression ratio, which is defined as the ratio between the duration of the 
transmitted pulse and the received pulse after matched filtering. Due to the 
simplicity in implementation, biphase codes like Barker codes and maximal-
length shift-register codes are widely used. Codes with smaller sidelobes are 
known for larger phase alphabet. More important, all the biphase codes are 
quite sensitive to Doppler shift, which commonly occurrs for a moving target. 
Polyphase codes like Frank, P3 and P4 codes are known to have better Doppler 
tolerance for broad range-Doppler coverage than the biphase codes. Other con-
siderations like the bandlimiting effects, the periodic autocorrelation property, 
etc. also prefer polyphase codes to biphase codes. For further details on this 
subject, refer to [49],[38]. 
It is noteworthy that though the aperiodic autocorrelation of polyphase codes 
are of key interest in pulse radars, considerable works on the perfect polyphase 
codes, which have ideal periodic autocorrelation properties, has been done due to 
their applications in continuous wave radars. Another reason is that sequences 
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1.1.2 Spread Spectrum Multiple Access Systems 
Recently, there is strong interest in the use of spread spectrum technique for 
wireless communication systems with multiple access capability like personal 
communications networks (PCN) and cellular mobile radio [60] [25]. Such sys-
tems are generally called code division multiple access (CDMA) or spread spec-
trum multiple access (SSMA) systems. 
The current interest in SS for commercial applications, especially the mobile 
radio communications, can be understood in view of the benefits 3-5 listed on 
page 3. For consumer communications, it typically requires a low cost system 
operating on a poor quality channel, such as a low power radio or power line. 
In such adversary environments, the robustness against interference, noise and 
multipath fades is particularly useful [25]. Unlike the military communications 
where anti-jamming is a main concern, the more efficient utilization of available 
frequency spectra achieved by SSMA technique, as compared with the conven-
tional multiple access methods like frequency division multiple access (FDMA) 
and time division multiple access (TDMA), is of major significance [60]. 
There are two kinds of typical SSMA systems. One is the direct sequence 
(DS) SSMA. Each user is assigned a unique signature sequence, which will usu-
ally be transmitted as a phase-shift keying (PSK) signal. The signature sequence 
or its complement is transmitted depending on whether the information bit is 0 
or 1. The other is the frequency-hopped (FH) SSMA, which operates in a sim-
ilar way as DS/SSMA but frequency-shift keying (FSK) signal is used instead 
of PSK. DS/SSMA systems are more widely used than FH/SSMA systems be-
cause of their relative simplicity in the sense that they do not require high-speed, 
fast-settling frequency synthesizers. 
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For any spread spectrum system, its performance depends critically on the 
code sequences in use. This is especially true for SSMA systems since the SS 
signals of many users are simultaneously present in the channel and interfere 
with one another. It is this interference, called cochannel interference, that 
restricts the number of users who can access a channel at the same time, or the 
SSMA capacity. On the contrary, the more conventional FDMA and TDM A 
capacities are primarily limited by the available bandwidth. 
For synchronous SSMA systems, it is desired to have a large set of code se-
quences such that the periodic autocorrelation of every sequence and the periodic 
crosscorrelation between any two sequences are both as small as possible. Set of 
binary sequences, like Gold sequences, Kasami sequences and Bent sequences, 
with optimal correlation properties are known. However, to further increase 
system performance, the phase alphabet size must be increased. There are nu-
merous known sets of polyphase sequences which are optimal and outperform 
the binary sequences [31]. Among these constructions, some are consisted of 
perfect polyphase sequences which have ideal periodic autocorrelation function. 
The problem with these perfect sequences is their large alphabet size, which 
limits their practical usage in most communication systems (though they have 
important applications in radars due to their other desired properties). A re-
markable result of polyphase sequence design is the so-called generalized bent 
sequences [29],[28],[31] derived from generalized bent functions [32]. These gen-
eralized bent sequences offer attractive features for their applications in both 
DS/SSMA and FH/SSMA [28]. Therefore, constructions of generalized bent 
functions are of considerable practical (as well as theoretical) interest [11]. Yet 
as will be shown in Section 3.1, the generalized bent functions are closely related 
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to the perfect polyphase sequences. 
Most researchers working on the design problem of signature sequences for a 
DS/SSMA system have been focusing on the periodic correlation results. These 
works implicitly or explicitly assumed a synchronous model, in which all users 
must start the transmission of their signature sequences simultaneously. How-
ever, for many practical DS/SSMA systems, it is extremely difficult, if not im-
possible, to implement such ideal synchronization scheme. Although around 
1970's several researchers [4],[42] (see also [43],[58, Sec. V]) had recognized this 
situation and emphasized the significance of studying aperiodic correlation of 
sequences, very little analytical results on the design of sequences with low ape-
riodic correlation properties have been reported up to now. 
In view of the form of our aperiodic correlation results, we will focus of 
the sequence design problem for asynchronous DS/SSMA using PSK signals. 
Roughly speaking, we try to solve the following fundamental problem: 
How good is the best possible set of signature sequences that can 
he constructed for an asynchronous DS/SSMA system? 
Obviously, the problem in this form is not well-defined. In Chapter 6, a well-
defined form of this problem due to McEliece [45] will be treated. 
1.2 Definitions and Notations 
Let X = (x(0), • • •, x{L — 1)) be an -tuple which represents a sequence 
of L elements. In general, the magnitudes of the elements of x may be dif-
ferent. In case all its elements are unit-magnitude complex numbers in form 
of exp(27r^\/^/iV), for k € {0,1 • • •, TV — 1}, we call x a polyphase sequence. 
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Note that the polyphase sequence is compatible with the 7V-PSK modulation 
scheme, which has been widely used in radio communication systems. Consider 
two L-term sequences x and y. The aperiodic crosscorrelation function is defined 
as 
= 0 i f t > L , (1.1) 
. c u - t ) if “ 0, 
where * denotes the complex conjugation. In case x = y, Cx,x{t) is called the 
aperiodic autocorrelation function and is simply denoted by Cx(t). Without 
ambiguity, while referring to the crosscorrelation of two indexed sequences Xk 
and xi^  we may conveniently denote Cxk,xi{t) by Let the peak aperiodic 
autocorrelation be 
C'x(max) = 1 X_i \ C S ) \ (1.2) 
and the peak aperiodic crosscorrelation between x and y be 
= (1.3) 
Note that the in-phase autocorrelation values C^O), which equals the energy of 
the sequence, are excluded in the definition of C^j—x). Now, for a sequence set 
S, denote the peak aperiodic autocorrelation as 
C'5(max,a) = HiaX C — a x ) 1 . 4 ) 
1 
the peak aperiodic crosscorrelation as 
C^S(max,c) = max(7a;,j/(inax), ( 1 . 5 ) 
and the peak aperiodic correlation as 
Cs{iaa.x) = niax{(7s(max a),C^ «S(max c)}. (1.6) 
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Further define the minimax aperiodic correlation of an ii^-sequence set as 
C(imn) = mjnCs(max). (1.7) 
where the minimum is taken over all possible sets of K sequences. For (7(inm) 
to be well-defined, assume the energy of each sequence in S to be normalized to 
the same energy L. That is, (7a (0) = L for all x E S. 
Now, for X and y, define the odd crosscorrelation function as 
o.,y{t) = c.At) - c^AL - 1.8) 
and the periodic (or even) crosscorrelation function as 
= + (1.9) 
where t = 0,1, • • •, L — 1. Equivalently, Ox^ y(t) can be defined as 
L-l 
e^^^yit) = Y , x{k)y\k + t mod L). (1.10) 
k=o 
This definition is more convenient to manipulate in most situations. From (1.9) 
and (1.8) it is easy to show that 
l A t ) = -1) (1.11) 
and 
O.M = OUL - t). (1.12) 
The periodic and odd autocorrelation functions and Ox,x{t) are denoted 
by 0a;{t) and respectively. We remark that 9x,y{t) and Ox,y{t) are essentially 
functions of an L-tuple instead of functions of a infinite sequence of period 
L, though the latter definitions also appear in the literature. In a consistent 
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manner, the notations described above based on Cx,y{t) will also be applied to 
A 
Ox,y{t) and Ox,y{t). In particular, the peak absolute periodic correlation a; y(max) 
is defined by replacing Cx(f)’ Cy(t) and Cx,y{t) in (1.6) by 6x{t), Oy{t) and Ox,y{i) 
A 
respectively. The peak absolute odd correlation a; y(max) is defined in the similar 
way. 
A sequence x is called perfect if 
L if t = 0, 
) = • (1.13) 
0 otherwise, 
and is called odd-perfect if 
. L if t = 0, 
O S ) = • (1.14) 
0 otherwise. 
\ 
In radar applications, a returned signal from a moving target may be Doppler 
shifted. To reflect the effect of Doppler mismatch, the ambiguity function in-
stead of the aperiodic correlation function are considered. The cross-ambiguity 
function between two L-term sequences x and y in the presence of Doppler shift 
27rd (the product of target Doppler frequency and the code time duration) is 
defined as 
= (1.15) 
where z{k) = y{k) exp{27rdky/^/N) for k = 0,1, • • •, L — 1. Obviously, in 
Doppler-free (i.e. d = 0) case Ax^y{t,0) = Cx,y{t) and the ambiguity function 
can be regarded as a generalization of the aperiodic crosscorrelation function. 
When X = y^ denote the auto-ambiguity function of x by Ax{t, d). Since the 
ambiguity function is a function of both t and d, it is customary to give a 3-D 
plot of the function in order to visualize its distribution of values. Such a plot is 
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called an ambiguity surface. Examples of ambiguity surface will appear in later 
chapters. 
1.3 Organization of this Thesis 
This thesis is organized in the following way. 
Chapter 2 concerns with the lower bounds on periodic, aperiodic and odd cor-
relations of sequences. We review the derivation of some famous lower bounds on 
periodic, aperiodic and odd correlations like Welch bound and Sarwate bound. 
Previous constructions are known that translate lower bounds on inner products 
to lower bounds on periodic and aperiodic correlations. In essence, all the latter 
bounds known so far can be derived in this way. By giving a new construction, 
we show that inner product bounds can also be converted into odd correlation 
bound. Necessary and sufficient conditions for sequence sets touching this pe-
riodic or odd correlation bounds together with some examples are mentioned. 
Besides, the usefulness of our odd correlation result to other known periodic 
correlation bounds are remarked. 
Chapter 3 presents our results on perfect polyphase sequences, which is in 
fact a unification of all previous results. First, the intimate relationship between 
perfect polyphase sequences and generalized bent functions is clarified. It turns 
out that generalized bent functions are an important source of perfect sequences. 
The recursive form of generalized bent function result of Chung and Kumar 
is translated to a closed-form, which allows its connections with other known 
constructions to be easily related. We then systematically classify all previous 
constructions known to us. This results in three classes. Subsequently, a new 
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general construction of perfect polyphase sequences is proposed which unifies all 
forementioned results. It is shown that all such perfect sequences possess certain 
features, namely the periodicity and the matrix orthogonality properties. It is 
the latter that guarantees the perfectness property. These properties are then 
used to set up a mathematical framework which enables subsequent correlation 
analysis to be simply conducted in a finite field. To investigate the generality 
of the unified construction, the size of an important subset of the construction 
is determined. A comparison with our exhausive search result shows that this 
subset already includes all sequences within the reach of our available computer 
power, except one entry. As confirmed by the result of a computer program, all 
sequences having this latter combination of length and phase alphabet size can 
in fact be derived from our unified construction. This astonishing result gives 
evidence on the existence of a "universal" construction and its associated theory. 
With this in mind, we suggest a new conjecture on the combination of length and 
alphabet size for which a perfect polyphase sequence can exist. Its implications 
on several famous conjectures and open problems are also mentioned. Finally, 
a unified construction on a set of perfect polyphase sequences which meets the 
Sarwate bound is described. 
In Chapter 4, analytical results on the aperiodic autocorrelation of a new 
class of polyphase pulse compression codes is derived. The famous P3 and 
P4 pulse compression codes are extended to the so-called generalized P3/P4 
codes, which share the same absolute aperiodic autocorrelation function. The 
exact asymptotic peak-to-side-peak ratio together with some useful bounds are 
determined. A new transformation that switches a sequence into another with 
their respective periodic and odd correlation magnitude equal is proposed. The 
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application of this transformation to finding useful sequences with a smaller 
alphabet is also discussed. 
Chapter 5 is dedicated to the proofs of upper bounds on two partial expo-
nential sums. In fact, these proofs are careful elaborations of known results in 
analytic number theory and are not original in strict sense. The first section 
concerns with the famous Gauss sum and the so-called Gauss-like sum. The 
upper bounds derived are effectively best possible. The second section deals 
with a more general exponential sums. Both these results are very useful in the 
crosscorrelation analysis of the sequences considered in the next chapter. 
An open problem on the peak aperiodic correlation of a sequence set as for-
mulated by McEliece is treated in Chapter 6. The problem and some related 
results are stated. The simplest case of a set of two sequences is first settled. 
The construction consists of a generalized P3/P4 code and its complex conju-
gate. Then the general case of any fixed number of sequences is settled by a 
generalization of the previous two-sequence construction. The correlation anal-
ysis is accomplished by applying the exponential sum result in Chapter 5. 




Lower Bounds on Correlation of 
Sequences 
For the sequence designers, a natural question to ask is how small the peak cor-
relation of a sequence set can be. A famous result due to Welch [72] states that 
the peak periodic and aperiodic correlation for a set of K L-term sequences, 
each with energy E, must obey a certain lower bound. His derivation hinged 
on a construction and an inner product bound. Later, Sarwate [57] generalized 
Welch's bounds to reflect trade-off between the crosscorrelation and autocorre-
lation. In addition, Sarwate [57] derived a somewhat restricted bound on odd 
correlation by manipulating the correlation identities. 
In this chapter, we review the derivation of these bounds. By giving a new 
construction, we show that it is easy to obtain bounds on odd correlation similar 
to the results of Welch and Sarwate. These bounds include Sarwate's bound on 
odd correlation as a special case. Previously, only periodic and aperiodic corre-
lation bounds can be obtained from the inner product bounds. In general, our 
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result implies that odd correlation bounds as well as the periodic and aperiodic 
(i 
correlation bounds can benefit from any improvements on the inner product 
bounds. 
We will follow a "logical" (instead of historical) order to review the derivation 
of Welch bounds and Sarwate bounds. This order simplifies to a large extent the 
derivation procedure. Also, the derivation will be in a form that facilitates the 
presentation of our result on odd correlation and thus deviates somewhat from 
the original form. Besides, we will emphasize on the necessary and sufficient 
conditions for the sequence sets touching these bounds. 
2.1 Welch's Lower Bounds and Sarwate,s Gen-
eralization 
The Welch lower bound depends on a construction that translates lower bounds 
on inner product into lower bounds on peak correlation. In this construction, a 
set S' which equals the union of all cyclic shifted versions of cc, for all x G S^ is 
considered. Consequently, the periodic autocorrelation and crosscorrelation of 
all pairs of sequences in S are identical to the inner products of pairs in S'. 
Symbolically, label the sequences in S as i , … ^K-i- The constructed 
set S' may be described as an KL x L matrix T, whose element 
f 
X'(k 7) jf Jg — 7 0 
T(zL + i , k) = Xi{k - j mod L)= , (2.1) 
Xi{k-j + L) if k - j <0, 
where i G {0,1, . . . ’ K 1} and j, k G - 1}. Denote (T(HL + 
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j i ) , + j2 ) as the inner product of the j i ) - th row and the ( + j2)-
th row of T. Then 
L - L 
(T(HL + ii),T(z2L + i2)> = E xi,{k - h mod L)xl(k - 32 mod L) 
k=0 
L-l 
= Y ^ ( ( + i2 mod L) 
k=0 
= ( i i - i2 mod L) (2.2) 
For all ii, i] € {0,1, • • • — and t 6 {0,1, • • •, L —1}, the periodic correlation 
between Xi-^^ and Xi^  at phase shift t is = (T(HL + j i ) , T(z2l/H- 72)) for 
some ji — ]2 = t (modL). As the construction is in essence an onto mapping 
from S' X S' to S X S, bounds on periodic correlation of pairs of sequences in S 
can be deduced from bounds on inner product of pairs in S'• 
Theorem 2.1 is a modified form of the Welch Inner Product Bound [72]. The 
original form of this theorem applies to a set of arbitrary number of vectors. We 
conceptually partition the set into K groups of L vectors such that Sarwate's 
generalized result can be derived easily. 
Theorem 2.1 (Welch) Let S he a set of KL complex vectors each of length 
L and energy (or squared Euclidean norm) E • Divide S into K groups each 
consisting of L vectors hy labelling the elements in S as for = 0,1, • • •, K— 
1 and j = 0,1, • • •, L — 1. Denote the inner product of ya and yh in S by 
L-l 
{va^vb) = yaU)yb{j)' j=0 
Define 
Cmax = m a x 2/ ) ,2/1 ) 
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KLE2S + kL{L - l )a + 1) ' c ^ > ‘ r (2.3) 
L + 5 - 1 
v ^ ) 
where s is any positive integer. 
Proof. The detailed proof can be deduced in a straightforward manner from 
that of the original Welch inner product bound [72]. 
Applying Theorem 2.1 to the construction (2.1) by letting = T ( z L + j ) , 
we obtain after rearrangement a generalized form of the Welch bound due to 
Sarwate [57]. This bound reflects the trade-off between autocorrelation and 
crosscorrelation. 
Theorem 2.2 (Sarwate) For any set S of K sequences of length L and energy 
E (i.e. 0k{0) = E for k = K-1), 
{ K - 1) max’c) + ) > E l s — 1 ( 2 . 4 ) 
I L + 5 - 1 \ 
A ' / . 
where s is any positive integer. 
For K < L, the choice of 5 = 1 gives the best bound. In what follows, 
we illustrate a derivation of the bound in this special case. However, such 
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derivation is simple but good enough to illuminate the key idea behind the 
general bound. Another purpose of the derivation is to give the necessary and 
sufficient condition for sequence sets that meet the bound in this important 
special case. We basically follow Massey's approach [41] but use the matrix 
notations and do some elaborations. Though the derivation valids for all values 
of L and K, the related matrices will be displayed for L = 3 and K = 2 only. 
The construction (2.1) gives the KL x L matrix 
xo{0) :ro(l) xo{2) 
xo{2) xo{0) a^o(l) 
T = ^o(l) xo{2) xo{0) (2 5) 
xi{0) xi{2) 
xi(2) xi(0) x i ( l ) 
_ 1(1) xi{0) • 
Denote T t as the Hermitian (or conjugate) transpose of T. Then the KL x KL 
matrix, including the inner products of all pairs of rows of T is 
• • 
^o(O) eo{2) 0o(l) 1(0) 00,1 (2) 1(1) 
^o(l) ^o(O) 00(2) 0o i( l ) 1(0) 1(2) 
0(2) ^o(l) ^o(O) i(2) 1(1) ’ 1(0) (2 6) 
^i,o(0) 0i (2) ~ (1) (0) 01(2) 01(1) 
~ o(l) ~ (0) 0i o(2) ^i(O) e,{2) 
_ Oi,o{2) & o(l) 0i,o(O) (2) 01(1) 0i(O) 
The solid lines are inserted simply to reflect the block structure of the matrices. 
Note that all periodic crosscorrelation and autocorrelation of Xq and Xi are 
included in TXt as expected. Note also that all diagonal elements equal the 
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energy E by hypothesis. Now consider the L x L matrix 
• (0) + 0 1 ( 0 ) 00(1) + 1(1) 0 0 ( 2 ) + 01(2) 
00(2)+ 01(2) 0o(O) + ^i(O) 00(1) + 1(1) • (2.7) 
(1) + 1(1) ^o(2) + ^i(2) 0o(O) + 1(0) • • 
Since the total energy of TXt equals the total energy of TTT, 
KL-l KL-l L-lL-l 
E E | ( T T t ) ( / , n ) r = E E li^^Vihn)]' > L{KEf (2.8) 
/=0 n=0 /=0 n=0 
where the last inequality follows by discarding the non-diagonal elements in 
TTT. The equality holds if and only if 
all out-of-phase periodic autocorrelation at the same phase shift of 
all K sequences always sum to zero. 
Sets of sequences having this property is termed periodic complementary se-
quences [9]. 
Now in matrix TT^, there are KL in-phase autocorrelation, KL(L — 1) out-
of-phase autocorrelation and K{K — 1)1/2 crosscorrelation. Thus, from (2.8), 
KLE' + KL{L — 1) —x c) + 1) (max a) 
KL-l KL-l 
> E E l (TTt ) ( / n)|2 
/=0 n=0 
> L ( K E y . (2.9) 
The first equality holds if and only if 
all out-of-phase periodic autocorrelation have the same magnitude 
^5(max,a) and all periodic crosscorrelation have the same magnitude 
^5(max,c) • 
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Inequality (2.9) is essentially Theorem 2.2 with 5 = 1. 
Since ^5(max,c), ^ 5(max,a) < ^5(max) by definition and the set S is arbitrary, 
bounds on 0( can be established. Theorem 2.3 is in fact the original form of 
Welch's bound [72 • 
Theorem 2.3 (Welch) For any set S of K sequences of length L and energy 
E, 
' T l f ^ - i ‘ ( 
L + 5 — 1 
V ^ / 
where s is any positive integer. 
Clearly, the equality in (2.10) holds if and only if the equality in (2.4) holds 
a n d ^5(max,c) = ^5(max,a)-
So far, only lower bounds on periodic correlation are described. It is simple 
to obtain lower bounds on aperiodic correlation based on the forementioned 
bounds. Let S — {XQ, • • . , xk-i} be the set of K sequences of length L and 
energy E. Put L = 2L — 1 and let 
Xi(k) for k = 0.1.'''. L — 1 
Xi{k) = ^ ^ ^ (2.11) 
0 for A; = L, L + ! , • • • , 2 L - 1 
for z = 0,1, • • •, — 1. Then = C“,i2(t) for all Consequently, 
bounds on aperiodic correlation corresponding to Theorems 2.2 and 2.3 are 
obtained by replacing L by 21/ — 1 and 9 by C. These bounds are stated in 
Theorems 2.4 and 2.5. 
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Theorem 2.4 (Sarwate) For any set S of K sequences of length L and energy 
E, 
m • 
> E'^ - 1 ) _ i (2.12) 
2L + 5 - 2 
\ ' I . 
where s is any positive integer. 
Theorem 2.5 (Welch) For any set S of K sequences of length L and energy 
E, 
ris k{2L - 1 ) ( 
CWn ) K _ K 1 
A ^ / . 
where s is any positive integer. 
Sarwate [57] believed that bounds on odd correlation are not derivable by 
simple modifications of Welch's results. He thus adopted a different approach. 
By manipulating the correlation identities, he was able to derive results similar 
to Theorems 2.2 and 2.4 when s = 1. This approach also gives a bound on odd 
correlation as stated in the following two theorems. 
Theorem 2.6 (Sarwate) For any set S of K sequences of length L and energy 
E, 
{K - 1) max c) + (Z - l)^l(n.ax,a) > 1). (2.14) 
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Theorem 2.7 (Sarwate) For any set S of K sequences of length L and energy 
E, 
p2 (2.15) 
2.2 A N e w Construction and Bounds on Odd 
Correlation 
Contrary to Sarwate's approach, we will derive bounds on odd correlation fol-
lowing closely Welch's approach. However, a construction other than (2.1) is 
needed. 
Let S {o^ o, … xk-\} be the set of K sequences of length L and energy 
A 
E. Construct the KL x L matrix T by letting 
= (2.16) 
-Xi{k - j + L) iik-j<0. 
where i G {0,1 • •. ii _ 1} and j , k G {0 1,. • . , I 1}. Denote { f { i i L + 
j i ) , + j2 ) as the inner product of the (ziL + j i ) - t h row and the ( + j2)-
A 
th row of T. We first consider the case that j i > 
t ( “ L + j i ) f ( M + i 2 ) 
i2-i ji-i 
= - ^hi^ - - h ) 
k=0 k=j2 
L-1 
+ XJ - jl)x*^{k - j2) 
L+j2-l L+ji-l 
= ^ h i ^ - - j2) - X) - ji)xl{k - j2) 
k=ji k=L+j2 
L - l - { j i - j 2 ) L-1 
1=0 l=L-{h-j2) 
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= L i A j i - h ) (2.17) 
To simplify notations in the above calculation, we have assumed the indices in 
(•) are computed modulo-L. The case that j i < j ] can be manipulated in a 
same way and leads to 
( t (z iL + i i ) , t ( z 2 L + i 2 ) ) = (2-18) 
Equations (2.17) and (2.18) imply 
| f ( M ^ + j i ) , t ( i 2 l + j2) |2 = |Ai ,2( j i—j2mo(iL) |2 (2.19) 
for all h , i2 , j i , j 2 . When ii the inner product magnitude equals the odd 
autocorrelation magnitude at phase shift \ji — jsl. When ii + the inner 
product magnitude equals the odd crosscorrelation magnitude between Xi^  and 
A 
Xi^  at phase shift |ji — jsl- Denote S' as the set of rows of T. Then the above 
construction implies an onto mapping from S' x S' to S X S. Thus, following the 
same procedure in the derivation of bounds on periodic correlation in previous 
section, bounds on odd correlation are obtained. 
Now applying Theorem 2.1 to the new construction (2.16) by letting y p ) = 
T(zL + j ) , the theorems corresponding to Theorems 2.2 and 2.3 respectively are 
resulted. 
Theorem 2.8 For any set S of K sequences of length L and energy E (i.e. 
{K - 1 ( ) + 1) MAX A) > - 7 ~ K L 1 (2.20) 
( L + s - l 
A ^ / . 
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where s is any positive integer. 
Theorem 2.9 For any set S of K sequences of length L and energy E, 
• _ 
1/ + 5 — 1 
V ^ / 
_ J 
where s is any positive integer. 
Obviously, Theorems 2.6 and 2.7 of Sarwate are only special case of Theorems 
2.8 and 2.9 when 5 = 1. A derivation for this special case can also be done in 
a similar way to that for the periodic counterpart in previous section. In this 
case, 
r -
a^ o(O) (1) Xo{2) 
- : r o ( 2 ) xo{0) xo{l) 
- 0^0(1)- 0(2) ^o(Q). 
a:i(0) 0^ 1(1) xi(2) 
-xi{2) xi{0) xi{l) 
-xi{l) -xi{2) a:i(0) 
• • 
r • 
(0) - e o { 2 ) - S o i l ) ’ 1(0) -^o , i (2 )— 1(1) 
^o(l) (0) — (2) 1(1) 00,1 (0) 1(2) 
(0) M2) 0^,1(1) Mo) _ 
I I = [ Z . Z O ) 
0i,o(O) - ^ 2 ) - 0 - ^ i ( l ) 
Ml) Mo) -^ i,o(2) -0^{2) 
_ i^,o(2) 0i,o(l) i^,o(0) 1(2) 1(0) _ 
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and 
) • ^o(O) + ^i(O) 0 (1 ) + 1 ( 1 ) ^o(2) + ^ i ( 2 ) 
t t t = -0o(2) - <9i(2) 0o(O) + 0i(O) + . (2-24) 
_ (1)— 1(1) (2)- 1(2) (0) + 1(0) 
The necessary and sufficient conditions for a sequence set meeting bound 
(2.20) when s = 1 are: 
1. all out-of-phase odd autocorrelation at the same phase shift always sum 
to zero, i.e. odd complementary sequences. 
A 
2. all out-of-phase odd autocorrelation have the same magnitude "s(max a) and 
A 
all odd crosscorrelation have the same magnitude 05(max,c)-
2.3 Known Sequence Sets Touching the Cor-
relation Bounds 
As mentioned in the Chapter 1, there are no known sequence sets whose peak 
aperiodic correlation has the same order as that implied by the bounds. 
However, for the periodic correlation, numerous sets of sequences are known 
to be asymptotically (L — oo) optimal. A recent survey of these results can 
be found in [31]. We will briefly mention those touching the bounds exactly. 
According to [2], sparse sequences (containing many zeroes), which meet the 
Welch bound (2.10), have been constructed from incidence matrices of finite 
geometries in [3]. There are many sequence sets that meet the Sarwate bound 
(2.4). These typically consist of a number of perfect polyphase sequences of odd 
length whose crosscorrelation magnitude being the square root of their length 
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for any pair in the set. The first constructed set are due to Sarwate [57] and 
J 
Alltop [1] independently. Though the two sets appear differently in forms, they 
are known to be identical. Later, generalization of these results are reported 
2],[66],[52]. We remark that the meet only occurs when 5 = 1 in the bound. 
It is also noteworthy to these sets of sequences form a trivial set of periodic 
complementary sequences as they are perfect. An interesting question is whether 
there is a non-trivial set of periodic complementary sequences that is optimal 
with respect to the Sarwate bound. 
As for the odd correlation, the sequence sets meeting the odd correlation 
bounds can easily be obtained through transformation of those sets meeting the 
periodic correlation bounds. The transformation just reverse the sign of the 
alternating terms of the sequence. For sequences of odd length, it translates the 
periodic correlation into odd correlation with the same magnitude but perhaps 
different sign; see [58]. All previously known sequence sets touching the bound 
are belong to this class. 
2.4 Remarks on Other Bounds 
We are aware of known lower bounds on periodic correlation other than those 
mentioned in the previous section. They are 
1. Sidelnikov bounds [64],[65] — The derivation is based on the consideration 
of the ratio of successive even moments. It applies to polyphase sequences 
only instead of sequences with equal energy, but it is sometimes tighter 
than the Welch bound. The bound was in fact derived a little earlier than 
Welch bound and they both consider even moments. For the latter reason, 
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these two "classical" bounds are said to be based on the power sum method 
[67]. Some improvements over these classical bounds can be found in [30]. 
2. Linear programming bounds [35],[67] These bounds are based on the 
more complicated linear programming approach. The resultant bounds 
are usually tighter than the classical bounds. The results hinged on this 
powerful approach is still emerging. 
The most important point to remark is that the derivation of each of the 
forementioned lower bounds relies on the construction (2.1) and a (different) 
bound on the inner product. Thus, using (2.11), the corresponding bounds on 
aperiodic correlation can be obtained simply by substituting 0 hy C and L by 
21/ - 1 respectively. Also, comparing (2.2) and (2.19), the mappings from inner 
product magnitude to correlation magnitude, induced in constructions (2.1) and 
(2.16) respectively, are in fact identical. Therefore, the new construction (2.16) 
imply the corresponding bounds on odd correlation can simply be deduced by 
replacing 6 by 9. In conclusion, any further improvement on the inner product 
bounds (most probably by the linear programming approach) will benefit bounds 




Perfect Polyphase Sequences: A 
Unified Approach 
Over the past thirty years, considerable research efforts has been spent in the 
investigation of perfect polyphase sequences. Their importance in the applica-
tions like pulse compression radars, synchronization systems, and more recently, 
the spread spectrum multiple access systems are reflected by the large body of 
literature available. 
Numerous constructions are known. In particular, results from the general-
ized bent functions and the recent results on "modulatable" perfect sequences 
are very exciting. In fact, all known constructions share many common charac-
teristics but there seems to be little effort invested in the study from a unified 
viewpoint. This latter viewpoint is in fact the motivation behind our work 
presented here. 
The first three sections will be devoted to clarification of inter-relationship 
among the known results while the following sections concern with our unified 
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construction, which allows the subject to be treated in a unified manner. Our re-
j 
suits reveal empirical support for the existence of a "universal" theory of perfect 
polyphase sequences. In addition, a new conjecture is proposed that sheds light 
on problem structure behind certain famous conjectures and open problems. At 
last, a unified construction of set of perfect polyphase sequences is derived. 
3.1 Generalized Bent Functions and Perfect 
Polyphase Sequences 
The generalized bent function was first introduced by Kumar, Scholtz and Welch 
32] in 1985 as a generalization of Rothaus' binary bent function. Their moti-
vation was to obtain generalization of binary bent sequences for use in spread 
spectrum multiple access systems. As will be shown later, the one-dimensional 
generalized bent functions are very important sources of perfect polyphase se-
quences, though these results are not so well-known. 
Following the notations in [11], denote the set of all m-tuples with elements 
drawn from the set of integers modulo ^ by Z^. Set the ^th root of unity ujq = 
exp{27ry/^/q). An m-dimensional (generalized) bent function / , / : Zf — Zg 
is defined as a function with the property that all the m-dimensional Fourier 
coefficients of (.) defined by 
F W = i E VAGZ7 3.1) 
have unit magnitude. 
Property 3 in [32, sec. Ill] offers a simple way to synthesize an m-dimensional 
bent function from m copies of one-dimensional bent functions. It states that 
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if / and g are bent functions over Z^ and Z^, respectively, the function f + g 
over Z defined by 
( / + g){xu 2, • • • , Xm^n) = f{xi,X2, . • . , Xm) + ( m+1, • . . , ^ m+n) (3.2) 
for all (a !, • ' ' ? m+n) G Z^, is a bent function. Our study will mainly focus on 
the one-dimensional bent function due to its connection with perfect polyphase 
sequences. The above property thus reflects the importance of this study to 
the general theory of bent functions. From now on, we save the term "one-
dimensional" when referring to a bent function unless otherwise specified. 
We only need to consider the familiar (one-dimensional) Fourier transform. 
The formula corresponding to (3.1) when m = 1 is 
F{X) = + £ VA G Z, (3.3) 
From the well-known properties of Fourier transform pair, it is easy to show that 
|F(A)| = 1 , V A € Z , 6>“:r) = 0,V:r e { l ’ 2 .••’ g - 1 } (3.4) 
where the sequence y is defined by y{x) = a; ). 
We call h an index sequence of length L, if its corresponding polyphase 
sequence can be obtained by the map 
h{k) H exp{2ny/^h{k)/L) \/k G Zl , h{h) G R (3.5) 
From (3.4), each bent function f{x) is the index (or normalized phase) sequence 
of a perfect polyphase sequence. On the other hand, if the index sequence of 
a perfect polyphase sequence of length q has all its real-valued elements in Zg, 
it corresponds to a bent function. Thus, the bent functions in fact correspond 
to the index sequences of a specific class of perfect polyphase sequences. For 
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example, (0, \ ) and (0,0,0,2) are the index sequences of perfect polyphase se-
/ 
<r 
quences of lengths 2 and 4 respectively. While the latter can be regarded as a 
bent function over Z4, the former does not correspond to any bent function. 
3.2 The General Construction of Chung and 
Kumar 
In 1989, Chung and Kumar [11] extends some previous results on bent functions 
appeared in [32]. One of their key results is a general construction of bent 
functions, which is restated in Theorem 3.1. 
Theorem 3.1 (Chung and Kumar) For L ^ 2 (mod 4), let L = sw? for 
5,m € Z"*" and s is odd (i.e. m and L have the same parity). Then the function 
/(•) over Zl defined by 
f{k + 1) = f{k) + AFC ak e e ZL (3.6) 
and /(O) G ZL is arbitrary, is bent if the integers a^ satisfy the dual conditions 
m—l 
E afc 0 (mod m) (3.7) 
k=0 
ak+um afc + rum (mod L) \/k G Z^, Vw G hsm (3.8) 
where r is arbitrary integer coprime to L. 
Refer to [11] for a proof. Note that the original version of Theorem 3.1 has 
excluded the case that m = 1, but we see no reason to exclude such case as it is 
obviously true following the proof in [11]. 
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The recursive definition of the above construction makes it difficult to see the 
) 
relationship with other known constructions. In fact, our next theorem shows 
that the construction of Chung and Kumar can be equivalently defined in a 
closed-form with full generality. 
Theorem 3.2 Let L = sw? for «S’ M G and s is odd. Then the function /(•) 
over Zl defined hy 
f(km + !) = m + Vk G ( 3 . 9 ) 
where / ( / ) , V/ G Z is an arbitrary integer function, n is any integer in Z^^ and 
r is any integer coprime to L, is bent. 
Note that since 
sm2 = 2 (mod 4) s 2 (mod 4) and m = 1 (mod 2), (3.10) 
it is always true that L ^ 2 (mod 4) if s is odd. Note also that —+ is 
an integer. This is obvious for even rm; and follows from the fact that rm(h — 1) 
has different parity from k for odd rm. 
Proof. It suffices to show the correspondence between this theorem and 
Theorem 3.1. It follows from (3.6) that 
f { v ) = m i e { 1 2 , . . . , L } ( 3 . 1 1 ) 
u=0 
Observing that ai, a , . . . ’ am—2 can be chosen freely from Zl , / ( I ) , / (2 j , • . . ’ /(m— 
1) as well as /(O) are thus arbitrary in ZL. By (3.7), we get 
m—1 
y^ g/ = nm ( m o d L) n G Zsm ( 3 . 1 2 ) 
1=0 
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Now, for all k e Z ^ I G Z^, we have 
f(km + Z) = /(O) + au by (3.11) 
= / ( O ) + E r i o ^km+u ^vm+u 
= / ( o ) + + rkm) + E ' l J + rvm) 
= / ( O ) + Ei=o an + rmkl + rm^ ^ ^ + nmk 
where the second last equality comes from applications of (3.7) and (3.8). The 
theorem then follows, after some rearrangements, from (3.11). 
We remark that some relationships with known bent functions derived in [32 
were pointed out (without proof) in [11 . 
3.3 Classification of Known Constructions 
Numerous constructions of perfect polyphase sequences have been derived in 
the past three decades. Among them, many are simply rediscovery of special 
cases of the others. In this section, we will systematically classify all previous 
results known to us. Some "constructions", which can be obtained from one 
or more perfect sequences through appropriate perfectness-invariant transforms, 
are regarded as equivalent to one of the following and thus are not considered 
in the classification (e.g. the so-called Frank-Lewis-Kretschmer P4 product code 
in [26] and the reciprocal codes in [19]). 
For ease of formulation, a polyphase sequence of length L is usually described 
in terms of its index sequence f{k) as defined in (3.5). Without ambiguity, we 
may also refer to a sequence by its index sequence. For ease of description, we 
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may even regard two (index) sequences f and g as the same if 
1 
exp(27rv^/ ( )b) /L) = exp(27rx/=T^(A;)/L) Vfc G ZLj{k),g{k) G R 
though f{k) ^ g{k) for some k G ZL-
In the following, we occasionally make use of the fact that / ( / ) , V/ G Z can 
be chosen as any real-valued function without sacrifying the perfectness property 
of the resultant sequences. (This fact follows from Theorems 3.4 and 3.5.) Hence, 
the terms in the form of a specific function of I only may be neglected, or 
equivalently, we say that these terms are "absorbed" by / ( / ) , V/ G Z . 
1. Generalized Frank sequences from Theorem 3 of [32]: 
Let L = m2, for m G Z+. The sequence is defined by 
f(km + 0 = mk'K{l) + / ( / ) VA:, I e Zm (3.13) 
where TT is an arbitrary permutation of the elements of Z^, and / ( / ) V7 G 
Z^ , are arbitrary integers. 
In case the permutation satisfies 7r(/) rl (mod m) for some r coprime 
to m, the "modulatable orthogonal" sequences of Suehiro and Hatori [66 
are obtained. The same sequence was also rediscovered by Kretschmer 
and Gerlach [26]. Further, if / ( / ) = 0, V/ G Z^^, the Frank sequence [16] is 
resulted. The special case that m is a prime is rediscovered by Heimiller 
22 . 
2. Generalized chirp-like polyphase sequences [52]: 
Let L = «sm2’ for «s,m € Then the sequence is 
f{km + 0 = c{km + /) + / ( / ) VA: G G Z^ (3.14) 
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where / ,V/ G Z is an arbitrary integer function, and c is the ZadofF-
1 . . . 
Chu sequences [10],[15] whose definition is 
r V + nk for even L , 
c{k) = 2 ykeZL (3.15) 
r ^ ^ + nk for odd L 
where r is any integer coprime to L, and n is arbitrary integer. Clearly, 
ZadofF-Chu sequences are special cases of (3.14) when / ( / ) = 0,V/ G Tim-
Ipatov [23] later described a similar sequences 
c'(jb) = rl^ + nk yk e Zl and for odd L (3.16) 
which is identical to that implied from Theorem 2 and Property 5 of [32 • 
But as mentioned in [52], (3.15) is identical to (3.16) for odd L provided 
r and n are chosen properly. 
Besides, if 5 = 1, putting in (3.15) r = I, n = Z//2 for even L, and 
n = {L — l ) /2 for odd L, (3.14) reduces to the so-called generalized P4 
codes [26]. 
For even L, (3.14) becomes 
f{km + I) = r ( ( + ,) + ,(,) 
= 2 n ) + … + ^^P + , + • (3.17) 
For odd L, (3.14) becomes 
fikm^l) = + _ … ) + n ( i b n +/) + / ( / ) 
k(rmk -\-2n r) ., 
=m— + mrkl 
2 
p 4.1 
+ “ / (3.18) 
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Thus, the generalized Frank sequences corresponding to the constructions 
of Suehiro and Hatori [66] are also special cases (5 = 1) of (3.14) if we 
let n = rm in (3.17) for even m; and let n = r ^ ^ in (3.18) for odd m. 
Note that the last terms (.) in both (3.17) and (3.18) can be absorbed by 
In addition, the bent functions defined in Theorem 4 of [32] are also special 
cases of (3.14). Its definition is: Let L = for h G Z+. 
f{k2^ + /) = + 1)1 + “ h yk e Z^H^I, V/ G Z2H (3.19) 
where k! k (mod 2) is either 0 or 1, and a is either 1 or 3. 
Now, let 5 = 2 and m = 2^. It follows from the facts 
h (mod 4) 
3ki ib? + 2ki k + (mod 4) 
that 
' P + mJd + P i f a = l , 
f{km + /) — 2 (3.20) 
( P + 2k) + mkl + /2 if a = 3 
Clearly, (3.20) follows if we put in (3.17) r = 1 and the last term (.) = P; 
and also let n = 0 for a = 1 and let n = m for a = 3. 
3. Milewski sequences [46]: 
Let L = for a , h e Z+. Then 
f{ka^ + /) = + a^r'kl Nk G ’ V/ G Z^. (3.21) 
where c is defined in (3.15) and r' is any integer coprime to a. 
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Consider the case r = r ' in (3.21). Let s = a and m = cA For even 
L, (3.17) reduces to (3.21) when n = 0 and the last term (.) = 0. For 
odd L, (3.18) becomes (3.21) when n = r and the last term (•) = 0. 
Hence, when r = r', the Milewski sequences are in fact special cases of the 
generalized chirp-like polyphase sequences. 
4. Polyphase sequences corresponding to the bent functions constructed by 
Chung and Kumar as defined in Theorem 3.2. 
If s is odd and m is even, (3.17) can be obtained by substituting n in (3.9) 
by n + r y . The last term (•) is absorbed by / ( / ) , V/ € Z . 
If both 5 and m are odd, (3.18) follows by replacing n in (3.9) by n + r ^ . 
Also, the last term (.) is absorbed by / ( / ) , V/ G Zm-
Thus, the chirp-like polyphase sequences with an odd s as defined in (3.14) 
is a special case of (3.9). 
The relationship among these known constructions is illustrated in Figure 
3.1, where a solid line linking two constructions means that the lower one is 
derivable from the upper one, and a dotted line means that an important subset 
of the lower one can be derived from the upper one. 
It can been seen that classes 2 and 4 are surprisingly general, especially the 
former takes a quite simple form. This fact may be recognized as a sign for the 
existence of a "unified" construction such that all the constructions mentioned 
above are its special cases. 
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CLASS 4 
CLASS 1 CLASS 2 — 
i K u m a r T e t a l . … Kumar 
[32, Thm 3] 1985 U i M i … - 2 • [ “ ] 
[46] 19B3 r _ 
Suehiro k Hatoria / \ ^ 
[66] 19B8 \ Krelschmer k Gerlach 
— Chu \ [26] 1991 
Krelschmer Sc Gerlach [ 1972 \ (Generalized P4 codes) 
[26] 1991 \ 
Generalized Frank codes) Zadoff \ 
Li f - ^ [15] 1973 \ 
Kumar k et al. 
[32. Thm 4] 1985 
Frank k Zadoff 
[16] 1962 
Ipatov 
r — L [ 2 3 ] 1979 
Heimiller 
[22] 1961 Kumar k et al. 
[32. Thm 2] 19B5 
Figure 3.1: Classification of previous constructions of perfect polyphase se-
quences. 
3.4 A Unified Construction 
We propose our unified construction in Theorem 3.3 below, but its proof will be 
deferred to Section 3.6. 
Theorem 3.3 Let L = srin?, for 5, m G Z+. The polyphase sequence of length 
L defined by its index sequence 
f{km + / ) = 1) (ro + n o ^ ^ ^ j + m(ri7r(/) + n,)k + / ( / ) 
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V/ € Zm^k e Zsm (3.22) 
where ro is any integer in Zs coprime to s uq is arbitrary integer in Z5 such that 
(5 + l)no is even and ro + no^^^^ is coprime to s for all I G Z ri is any integer 
in Zsm coprime to m, n\ is any integer in Zsm, is an arbitrary permutation 
of the elements ofZm, and / ( / ) , V/ G Zm, is arbitrary rational-valued functions, 
is perfect. 
Note that the proper choice of no depends on a selected value of ro. Remark 
that though / ( / ) , V/ G Z may be any real-valued function without affecting the 
perfectness property of the sequence, we restrict it to rational-valued function so 
that the sequence is always polyphase. It is also noteworthy that if / ( / ) , V/ G Z^, 
is an integer function, the right-hand-side of (3.22) is not an integer if and only 
if s is even and m is odd. 
The remaining of this section will show how the four classes of perfect 
polyphase sequences can be deduced from our construction. The correspon-
dences below are stated in accordance with the class number in Section 3.3. 
1. For s = 1, putting ro = 1, no = 0, ri = 1 and ni = 0, (3.13) is obtained. 
2. Let no = 0, ro = ri = r such that r is coprime to 5m, and 7r{l) = /, V/ G Zm-
For even 5m, (3.17) follows by putting m = n — r^ and from the fact 
that 
s'w? , 2 s ' m ? , . , 2 
r——k (mod sm j. 
Zl Zi 
For odd «sm, (3.18) follows by putting m = n — and from the fact 
that 
rsrm? ^ ^ ^ 0 (mod srin?). 
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As before, we have also made use of the fact that the last terms (•) of (3.17) 
and (3.18) respectively are absorbed by the arbitrary function /(/) ,V/ G 
Z m -
3. Let s a and m = a^. Put no = 0, ro and ri = r' since both ro and 
n are coprime to a . (3.21) follows from an analysis similar to the case 
that r = as described before. 
4. For odd 5, put no = 0, ri = ro = r such that r is coprime to L, and 
set 7r(/) = Tim- Making use of the fact that smV sm?k 
(mod 2s'w?) and letting m = n — r m ^ , (3.22) reduces to (3.9). 
3.5 Desired Properties of Sequences 
In this section, we divert the subject to two desired properties of sequences. Since 
the following discussion holds generally for any sequence that is not necessarily 
polyphase, we consider the sequence itself (instead of its index sequence which 
may not be well-defined). 
Let y = (y(0), i / ( l ) , . . . , y{L—\)) be a sequence of length L, which is defined in 
the form of a function o f / fo r I € ZL- A function y having the same mathematical 
form as y can then be obtained by extending the domain of y (i.e. Zl) to the 
whole set Z of integers. If the function y satisfies 
y(l) = y{l mod L) V/G Z (3.23) 
we say that the function or the sequence y has the periodicity property. For 
example, the two-term sequence defined by y{l) = (—1)^  for / = 0,1 has the 
periodicity property, but the three-term sequence defined by the same function 
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does not possess such property. A useful consequence is: Given two sequences 
X and y both of length L, if y has the periodicity property, then 
U 0 = £ z ( % * ( “ 0 . (3-24) 
k=0 
A comparison with (1.10) shows that the modulo-L operation in the index of y 
is eliminated. Thus, analysis of the periodic correlation properties of sequences 
with the periodicity property is simplified to the consideration of a single sum-
mation instead of two. 
Another desired property is related to the inherent matrix formulation of a 
sequence. Let L = smn?, for 5,m G Given a sequence y of length sw?, we 
can always rewrite y in form of an sm x m matrix Y such that the sequence 
y can be reproduced by concatenating row by row of Y (in a top-to-bottom 
fashion). For example, the sequence y (1, —1,1, — 1 ) of length L = S 




1 - 1 
i 1 
where i = 5 = 2 and m = 2. 
We say a sequence y has the matrix orthogonality property if the matrix Y 
associated with y satisfies: 
1. The periodic crosscorrelation of any two distinct columns of Y equals zero. 
Mathematically, 
OYiu),Y{v){t) = 0 Vt G Zs , e Zm such that u ^ v 
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2. For an arbitrary nonzero phase shift, the periodic autocorrelations of all 
m columns of Y sum to zero. In other words, all columns of Y form a set 
of periodic complementary sequences. In symbols, 
m — 1 
Y, OY{u){t) = 0 yt e Zsm such that t — 0 
u=0 
Here, Y{n) denotes the nth column of Y. It is interesting to note that the matrix 
orthogonality property in fact concerns with the correlation properties of the set 
of column vectors in the matrix representation of the given sequence. In the 
case of the sequence length being a perfect square, some related discussions on 
these two conditions can be found in [26]. In particular, a potential application 
of removing stationary ambiguous range radar returns for sequences satisfying 
the first condition is described. 
Theorem 3.4 Any sequence with the matrix orthogonality property is perfect. 
Proof. For future usage, we start with the crosscorrelation at phase shift 
am + b, for a G Zsm^b G Z^, between two sequences x and y both of length srn? 
s m ^ - l 
Ox,y{am -f 6) = ^ x(u)y*{u + t mod sm^) 
u=0 
771 — 1 STM —1 
= ^ x{um + v)y*{{u + a)m v h mod sm?) 
v=0 u=0 
m-1 sm-1 V -h b 
= y ^ y^ x(um + v)p*((u + a + [ J )m + r mod sm^) 
v=0 u=0 
"^  1 V -h b 
= Z ) ^X(v),y(r)(a + L mod sm) (3.25) 
v=0 
where r G Z^ and r u + 6 (mod m). Now let X = V which has the matrix 
orthogonality property. By condition 1, if 6 ^ 0, then v ^ r and Ox{am + 6) = 0 
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for all a, b. By condition 2, if 6 = 0, then v = r and e^{am + 6) = 0 except when 
a = 0. 
1 1 
1 1 i -1 
1 1 i -1 1 -1 
r" • 
i -1 1 ; - l i i 1 
. . . : , 1 1 i 1 
i_ 1 i 1 i : - i 
i 1 1 i i - l 1 i - 1 
i - 1 i 1 - 1 i 1 
1 -1 i 1 
i 1 
Figure 3.2: A graphical "proof" of Theorem 3.4. 
Figure 3.2 shows a simple graphical "proof" of Theorem 3.4. There is a 
one-to-one correspondence between the periodic correlation of two sequences 
and the correlation of their matrix representations. For the latter, correlation 
of matrices is defined as the dot product of the two matrices with one of them 
being arranged in the mosaic pattern of Spann. A vertical shift a and a horizontal 
shift b then correspond to the time shift of am + h. In Figure 3.2, the matrix 
corresponding to the 8-term sequence in the previous example is considered. The 
right rectangle with dotted edges indicates the location of the second matrix for 
a = I and 6 = 3; and the left rectangle for a = 1 and 6 = 0 . It is easy to see 
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from the figure that if the matrices are misaligned in the horizontal direction, 
condition 1 guarantees zero autocorrelation; otherwise condition 2 implies zero 
autocorrelation except, of course, when the matrices are aligned in both the 
horizontal and vertical directions. 
Theorem 3.5 A sequence y = {y{0),y{l), •" 1)) has the matrix or-
thogonality property if and only if the “modulated sequence y' also have that 
property, where 
y\km + /) = y{km + l)h{l) ^k G Z W G Z^ 
for arbitrary complex-valued function b satisfying | 6 ( / ) | = 1, V/ G Zm-
Proof. The theorem follows from the fact that multiplying the columns 
of y by a complex number with unit magnitude does not change the matrix 
orthogonality property of a sequence. 
3.6 Proof of the Main Theorem 
Let us start with a useful lemma about a complete quadratic exponential sum. 
Lemma 3.1 Let ujq = exp{2ny/^/q). For any positive integer q, and any 
a, 6 G Z^ the quadratic exponential sum 
f 
2 dq if ^ is odd and b 0 (mod d) 
= 2dq i / 7 is even and b = da ^ (mod 2d) (3.26) 
u=0 
0 else 
where d = gcd(a, q), a = ajd, and 7 = q/d. 
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Proof. Denote the sum by S and express it in the form of double summations. 
qf-l q-\ /g-1 \ 
S H ^a{{u-\-vf-v^)-\-bu _ ^au^+bu ^ ^2auv j 
u=0 v=0 u=0 \v=0 J 
Clearly, the inner sum is 
, for odd 7 
(•) 
for even 7 
f 
q if 7 is odd and u = 0 (mod 7) 
= or, if 7 is even and it 0 (mod 7 /2) 
0 else 
If 7 is odd, let k = w/7. 
. j if 6 0 (mod d) 
k=o 0 else 
where the last equality follows from the fact that = 1. If 7 is even, let 
k = 2^/7. 
c V ai.mkHBk _ if (7/2) + & 0 (mod 2d) 
^ = Q = 
k=o 0 else 
where the last equality follows from the fact that (Xi , — • 
We shall prove that the polyphase sequence as defined in Theorem 3.3 in fact 
possesses the matrix orthogonality property, and thus are perfect by Theorem 
3.4. Without loss of generality, we may assume / ( / ) = 0, V/ € "Lm in (3.22) 
since it follows from Theorem 3.5 that this term does not matter the matrix 
orthogonality property and hence the perfectness of the resultant sequence. As 
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f is not necessarily an integer function, define the function g{') by 
( 1(1 _L i)\ 
g{km + /) = m{s + 1) ro + yio fc^ + 2(ri7r(/) + (mod 25m) 
V 
Ml G G Ism ( 3 . 2 7 ) 
where the parameters ro, no, ri , rii and TT are defined as in Theorem 3.3. The 
polyphase sequence corresponding to the function g is obtained through the map 
(7 u I——> ex p(27rV^^(u)/(25m)) Vu € Z l 
as L = sm^. Note that g is not an index sequence. 
In case of the polyphase sequence at hand, condition (3.23) is equivalent to 
g{km + /) = g((k + sm)m + I) (mod 2sm) (3.28) 
whose correctness is easy to verify. Thus the sequence (corresponding to) g has 
the periodicity property. 
As for the matrix orthogonality property, the two conditions become: 
= 0 \ f t e Zsm, VU V e Z m SUch that U + V 
k=0 , 
(3.29) 
m —1 25m —1 
^ ^ = • Vt € Z such that t + 0 (3.30) 
u=0 k=0 
Here we have made use of the identity 
2sm—1 sm—1 
Eg(km+u)-g{{k+t)m-\-u) _ q , a{km-\-u)-g{{k-\-t)m-\-u) 
k=0 k=0 
which follows from (3.28). 
Motivated by (3.29) and (3.30) we consider the difference g{{k + t)m -\-v)-
g[km + u) in the residue number system Z2sm. 
g{{k + t)m -\-v)— g{km -f u) 
=g{tm + 1 ) + [m{s + P 
+2 {tm{s + l)(ro + n ^ ^ ) + n W ” ) - — ) ) } k (mod 25m) 
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Let q = 2sm, a = [.] and b = 2{-}. Also set 
d = gcd(a, q) = 2m gcd , 5 j . 
where (5 + l)no is even by hypothesis. From Lemma 3.1, a necessary condition 
for the exponential sum to be nonzero is & 0 (mod d), which in this case 
implies m divides {.}• Equivalently, ri(7r(v) - 7r(w)) 0 (mod m), or u = v 
as ri is coprime to m. Hence, (3.29) is satisfied. 
g((k + t)m + u) — g{km -f u) 
g(tm + w) + 2tm{s + 1) (tq + rio^^^^) k (mod 25m) 
A necessary (and sufficient) condition for the inner sum on the right-hand-side 
of (3.30) to be nonzero is 
t{s + 1) + …2+1)) 0 (mods) 
which implies t 0 (mod s) since (s +1) and (ro + no^^^^^) are both coprime 
to 5. Consider t = hs^\/h G Z^. 
g[(k + hs)m + ix) — g{km + u) 
g{hsm + u) (mod 25m) 
+ 1) (ro + n o ^ ^ ^ ) + 2 + ni)h (mod 2 
hriTr u + hni (mod m) 
Since the last expression is independent of fc, we consider summation over u in-
stead of k. The left-hand-side of (3.30) is non-zero only when hri 0 (mod m), 
or h = 0. Hence, condition (3.30) is also satisfied. 
In conclusion, the sequence g defined in (3.27) has the matrix orthogonality 
property. Therefore the polyphase sequence as defined in (3.22) is perfect by 
Theorems 3.4 and 3.5. This completes the proof of our main theorem 3.3. 
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3.7 Counting the Number of Perfect Polyphase 
Sequences 
In this section, we investigate the number of distinct perfect polyphase sequences 
in the unified construction for a given length and a given phase alphabet. The 
following theorem introduces the concept of "class" which allows us to focus on 
the unmodulated sequences only. To my knowledge, the "class" concept is first 
mentioned in [66]. 
Theorem 3.6 The sequence f as defined in Theorem 3.3 is ‘‘unmodulated if 
/ ( / ) = 0, V/ G Z . F o r each unmodulated sequence of length L — sw? and 
alphabet size N defined by a valid set of parameters (ro, no, n, ni, %), it corre-
sponds to a class of N distinct modulated sequences through different choices 
of f (1)^1 G Tim- Besides these classes of modulated sequences are disjoint, and 
thus form a partition of all sequences in the construction. 
Proof. Two modulated sequences in the same class are distinct if and only 
if their modulating terms / ( / ) , V/ G Tim are distinct. Thus, the size of each class 
equals the number of distinct choice of / ( / ) V/ G Z^, that is Next, assume 
there exist two distinct classes (or unmodulated sequences). Let Xi and X2 be 
two sequences drawn from these two classes respectively. For Xi C2 their 
first m terms must be the same. Thus they have the same modulating terms 
/ ( / ) , V/ 6 Zm- This implies their corresponding unmodulated sequences must 
also be the same, a fact contradicts with the hypothesis that the two classes are 
distinct. Hence, two distinct classes must be disjoint. • 
Let us start with the simple but important case that 5 = 1. 
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Theorem 3.7 Let L = m^, for m e Z+. The perfect sequence defined in Theo-
rem 3.3 has the unmodulated form 
f{km + /) = m7r{l)k V/, k e Zm (3.31) 
where TT is arbitrary permutation of the elements of Zm, which generates m\ 
distinct sequences. 
Proof. The fact that ri7r(/) + ni (mod m) in (3.22) is a permutation of the 
elements of Zm implies (3.31). Now, for two distinct TT and TT', the resultant 
sequences are the same if and only if 
(TT 'K\l))k = 0 (mod m) yk e Zm 
which has no solution. Thus the number of distinct sequences equals the number 
of distinct choice of TT, that is m\. 
To handle the more complicated cases, we need the following lemma. 
Lemma 3.2 Let q he any positive integer greater than 1. For all k G Zq, 
a P + 6ib = 0 (mod 2q) (3.32) 
if and only if either 
a = 0 (mod 2q) and 6 = 0 (mod 2q), (3.33) 
or 
a q (mod 2q) and h q (mod 2^) (3.34) 
where a and b are arbitrary integers. 
50 
Chapter 3 Perfect Polyphase Sequences: A Unified Approach 
Proof. Clearly, (3.33) implies (3.32). Also, since + fc 0 (mod 2), (3.34) 
implies (3.32). 
Conversely, assume (3.32) is correct. As ^ > 1, we may put k = \ and 
k = 2q-l in (3.32) respectively to get 2a 0 (mod 2q) and 26 0 (mod 2q), 
or equivalently, a 0 (mod q) and & 0 (mod q). There are four possible 
cases. That is, (a,b) = (0,0), (0, q), (q,0) or (q,q) (mod 2q). But in the two 
cases (a, 6) (0 ^ or ( 0) (mod 2q\ (3.32) reduces to k = 0 (mod 2) and 
P 0 (mod 2) respectively, and contradict with k = I. Hence the lemma 
follows. 
The general case that 5 > 1 is quite complicated. We shall only treat an 
important subset of the sequences in the unified construction. 
Theorem 3.8 Let L = srm?, for s’m G Z+ and 5 > 1. For no = 0 and ri = 1, 
the perfect sequence defined in Theorem S.3 has the unmodulated form 
f{km + l) = ) + m( (/) + VI e Zm^k e Zsm (3.35) 
where ro is any integer in Zs coprime to s, rii is any integer in Zsm d TT is 
an arbitrary permutation of the elements of Zm- It gives rise to sm{m\)(j){s) 
distinct sequences, where the Euler s function (f){u) is the number of integers in 
{1,2, • • •, u — 1} which are coprime to u. 
Proof. The corresponding function g (as defined in (3.27)) is now defined as 
g{km + /) = m{s + l)roP + 2m(7r(/) + ni)k (mod 2«sm) 
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Obviously, two polyphase sequences are the same if and only if g resulted from 
two sets of parameters, say (ro,ni,7r) and (ri,ni,7r'), are congruent modulo-
(25m). In symbols, 
m(s + 1) (ro r'o) k^ + 2(7r -7r ' ( / ) + rn - n\)k = 0 (mod 25m) 
V/ G G Zsm (3.36) 
Assume that (ro,ni,7r) and {r'^.n'^,! ') are distinct. We shall apply Lemma 
3.2 for q = sm,a = m{s + 1) (ro - r'o) and b = 2(7r(Z) — 7r'(/) + ni _ n[). Notice 
that the lemma suggests that ro and (ni,7r) may be considered separately. 
The equation & 0 (mod 2q) corresponds to 
7r(Z) - TT' + - n'l 0 (mod sm) V/G Z^ (3.37) 
which implies 
7r(/) — 7r'{l) n[ — rii (mod m) V/ G Zm 
Let u = n[- ni (mod m) and 0 < w < m such that 7r(/) — 7r'(/) G {u, -m + 
u},V/ € Z .Now, since 5 > 1, (3.37) is satisfied only if 7r(/)-7r'(/) = v ^ l e Zm 
for ” G {w, - m + u}. But as S ( 7r'(/)) 0, we get v = 0 (or ni = 
which implies TT = TT,. Hence, (3.37) has no solution for (ni,7r) + (ni,7r'). 
We next consider the equation b q (mod 2q) which corresponds to 
2(7r(/)-7r'(/) + n i - n ; ) = 5m (mod 25m) V/G Z^ (3.38) 
Obviously, it has no solution for odd sm. If sm is even, (3.38) reduces to 
gjYl 
n{l) — n\l) -\-ni-n[ = — (mod sm) V/ G Zm 
Zl 
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Using the same argument as in the previous paragraph, we see that (3.38) in 
fact has no solution for (ni,7r) + (ni,7r'). 
Now, combining the above results, Lemma 3.2 tells us that (3.36) is never 
satisfied for two distinct sets of (ni,7r). There are sm{m\) such sets in total. 
Together with the arbitrary choice of r , it results in a total of sm{m\)(l){s) 
distinct sequences. • 
We now summarize the result of Theorems 3.6, 3.7 and 3.8. 
Theorem 3.9 From the construction in Theorem 3.3 the number of perfect 
polyphase sequences of length L = sm'^ and phase alphabet size N is m\N for 
s = 1; and sm(jn\)(t)[s)N for s > 1, Uq = 0 and ri = I, where the Euler s 
function (j){u) is the number of integers in {1,2, . . •, w — 1} coprime to u. 
It is important to note that the choices of s and m are not unique. As can be 
seen from the above theorem, a good choice is to maximize m, or equivalently 
to pick a square-free s. In fact, we claim that the choice of a square-free s 
gives rise to a full set of sequences such that other choices simply generate its 
subset. Thus, without otherwise stated, we shall assume 5 to be square-free 
when applying Theorem 3.9 or Theorem 3.3. 
3.8 Results of Exhaustive Searches 
It is informative to compare the result of Theorem 3.9 with that of exhaustive 
search method. To the best of my knowledge, the only known search results on 
perfect polyphase sequences (and arrays) are due to the recent work of Bomer 
and Antweiler [8]. However, their interests are mainly on the existence problem 
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L Phase Alphabet Size N 
2 3 4 5 6 7 8 9 10 11 12 13 14 15 
~ 8 - - - 16 - - - 24 “ - - ~ 
3 - 18 36 - - 54 - - 72 - - 90 
4 8 - 32 - 72 128 200 - 288 - 392 -
5 - - - 100 - - - - 200 - 300 
6 - - - - - - - - - - 144 - - -
7 _ _ - - - 294 - 588 
8 - - 128 - - 512 - - - 1152 - - -
9 - 162 - 1296 - - 4374 - - 10368 - - 20250 
1 0 - - - - - - - - - - -
11 - 1210 
12 - - - 2592 - - -
13 - - - - -
14 - - - -
15 - - -
16 - - 6144 -
17 - -
18 - - -
19 - -
2 0 - -
Table 3.1: Number of Perfect Polyphase Sequences found by Exhaustive Searches 
of the perfect polyphase sequences for a given length L and a given alphabet 
size N, instead of the number of such sequences. We thus have to do our own 
searches. Generally speaking, the searches require prohibitively large computer 
power as the number of possible sequences to be considered is N^. Thus only 
small values of L and N can be considered. Our searches are conducted for 
NL < l l i i , N < 15 and L < 20. The search results are summarized in Table 
3.1, where “- ’ indicates that no perfect polyphase sequence of that length L and 
that alphabet size N is found. 
It is quite astonishing that for every pair of values (L, N) in Table 3.1 for 
which perfect sequences are found, the number of sequences given by Theorem 
3.9 (with a square-free 5) provides the exact number of all perfect sequences, 
except for (L, N) = (12’ 6) where the theorem gives 864 which is just one third of 
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the total number 2592. Besides, those values of (L, N) in Table 3.1, for which no 
sequences are found, correspond exactly to those that our unified construction 
does not generate any sequence. 
It is noteworthy that Theorem 3.9 simply gives a lower bound on the total 
number of perfect polyphase sequences that can exist for a given (L,N). In 
particular, for 5 > 1, we have only counted a subset (corresponding to no = 0 
and ri = 1) of the sequences which can be generated by the unified construction. 
A computer program is written to check if the unified construction can in fact 
generate all sequences for (L,N) = (12,6). The result is: it can as (ro,no) may 
be (1,1) and (2,2) in addition to (1,0) and (2 0), and ri may take the values of 
3 and 5 as well as 1. 
In conclusion, our unified construction in Theorem 3.3 can generate all pos-
sible perfect polyphase sequences for NL < l i n TV < 15 and L < 20. 
3.9 A N e w Conjecture and Its Implications 
A sequence is called Barker if the peak aperiodic autocorrelation is not greater 
than 1. Binary Barker sequence is first studied by Barker [6] in 1953, and such 
sequences of length 1, 2, 3, 4, 5, 7, 11 and 13 are known. For the potential 
usage in communications, the existence problem of longer Barker sequences are 
of practical as well as theoretical interest. But subsequent study showed that 
binary Barker sequence is rare. 
Conjecture 3.1 There is no binary Barker sequence of length other than 1 2, 
3, 4 5, 1, 11 and 13. 
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In spite of the simplicity in defining the problem, it seems extremely di cult 
to tackle with, that explains why the problem has been open for forty years. 
As mentioned in a recent note [24], there are at least four erroneous proofs or 
claims published since 1986! However, this does not mean there are no progress 
in the problem. In early 60,s, Turyn and Storer [71] have proved that if binary 
Barker sequence of length greater than 13 exists, it must be perfect. In fact, the 
nonexistence conjecture of perfect binary sequence is equally famous. 
Conjecture 3.2 No perfect binary sequence of length other than 1 and 4 exists. 
It is known that if further perfect binary sequence exists, it must be of length 
4 for some positive integer q, and it is equivalent to an — Q^-q)-
cyclic difference set [7]. Based on the results of difference set, Turyn [69], [70 
proved that the existence of perfect binary sequence of length Aq^ > 4 implies 
q is odd and q > 55. Also, since there is a one-to-one correspondence between 
the perfect binary sequence and the circulant Hadamard matrix, the conjecture 
below is equivalent to Conjecture 3.2 [7, pp. 96-98]. 
Conjecture 3.3 There is no circulant Hadamard matrix of order other than 1 
and 4-
Combining a theorem on Barker sequence [14] and known results on perfect 
binary sequence, Jedwab and Lloyd [24] have recently extended the smallest 
possible length that a binary Barker sequence may exist from 4 x 55^ to 4 x 689^. 
The existence problem of perfect binary sequence can be generalized to: 
For a fixed phase alphabet size N what values of length L of a 
perfect polyphase sequence can exist? 
56 
Chapter 3 Perfect Polyphase Sequences: A Unified Approach 
From our unified construction in Theorem 3.3 and the exhaustive search results 
in Section 3.8, we raise the following conjecture. 
Conjecture 3.4 Let L = srm?, for 5,m G Z+ and s is square-free. The phase 
alphabet size of the perfect polyphase sequences of length L must he hN where 
h is any positive integer and N is the minimum phase alphabet size given by 
f 
2sm for even s and odd m , 
N = (3.39) 
sm else 
Note that the perfect polyphase sequences with such length and phase alpha-
bet as stated in the above conjecture are achievable by our unified construction. 
Our conjecture is stronger than Conjecture 3.2 in the sense that the answer 
of the former will ensure the answer of the latter. This is obvious for if N = 2 
and L > 1, s cannot be even and sm must equal 2, which simply implies L = 4. 
It follows that our conjecture is also stronger than Conjecture 3.3 and 3.1. 
We next consider the relatively young open problem on one-dimensional gen-
eralized bent function [32], [11]. 
Open Problem 3.1 For any positive integer L in the form L 2 (mod 4), 
does any one-dimensional generalized bent function over Zl exist? 
For several values of such L, the nonexistence of bent function is proved in 
32]. From (3.10) and the fact that for a square-free 5, 5 ^ 0 (mod 4) the 
condition that L = 2 (mod 4) is equivalent to that s is square-free and even, 
and m is odd. According to the relationship between bent function and perfect 
polyphase sequence as discussed in Section 3.1, our conjecture, if true, implies 
that 2smh must divide sm^ if such bent function exists. This contradicts with 
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the requirement of an odd m. Hence, Conjecture 3.4 suggests a negative answer 
to Open Problem 3.1. 
Finally, we remark that those entries in Table 3.1 with N <L and N being 
a divisor of L corresponds to all one-dimensional generalized bent functions over 
ZL- For any positive integers s and m such that s is square-free and m(s + 
1) is even, our unified construction in Theorem 3.3 generates one-dimensional 
generalized bent functions over Z^m ,^ which corresponds to the perfect polyphase 
sequences with a phase alphabet size smh for = 1,2, •. • m. 
3.10 Sets of Perfect Polyphase Sequences 
Many sequence sets meeting the Sarwate bound (i.e. Theorem 2.2) have been 
constructed from perfect polyphase sequences [57], [1], [2], [66], [52]. As the 
sequences are perfect, this implies the periodic crosscorrelation magnitude be-
tween any two sequences in the set equals x/T, where L is the sequence length. 
Such sequence sets typically consist d— 1 sequences, where d denotes the small-
est prime divisor of L. In this section, we unify the construction method of 
previously known sequence sets meeting the Sarwate bound. 
In view of (3.25) and (3.28), the periodic crosscorrelation between two se-
quences g and g' is in the form 
m — 1 sm—1 1 m—1 2 s m — 1 
y^ ^ ^g'{km-\-u)-g{{k+t)m+u+X) _ _ y^ y^ ^g'{km+u)-g{{k+t)m+u+X) (3 40) 
u=0 k=0 2 w=0 k=0 
where g is defined in (3.27) corresponding to the set of parameters (r , no, n , ni, TT) 
and g' is similarly defined corresponding to the parameter set njj, r;’ N'” TT'). 
As in the autocorrelation analysis, this leads to the consideration of a difference 
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term in the residue number system Z^sm- For the construction of sequence sets, 
we assume uq = Uq = 0 and TT = TT' is the identity map. Let v = u-\- X. 
g{{k + t)m + v) - g'{km + u) 
=g{tm + + m{s + l)(ro — 
+2{tm(s + l)ro + nv - r[u + rii - n[}k (mod 2sm) 
Let q = 25m, a = m{sl)(r rj,), and b = 2{-}. Also set d = gcd(a, q) 2m 
assuming that s is odd and 
g c d ( r o - r i , 5 ) = l (3.41) 
Then 7 = qfd = s which is odd. Now consider the equation & 0 (mod d), 
which is equivalent to riv — r[u + ni — 0 (mod m) or 
(ri + — n'l] (mod m) 
provided that 
g c d ( r i - r ; , m ) = l (3.42) 
and thus the inverse (ri — mod m exists. By Lemma 3.1 the inner sum 
of the right-hand-side of (3.40) has a magnitude of 2my/s at one value of u 
and vanishes at all other values of u. Hence, it follows from (3.40) that the 
periodic crosscorrelation magnitude is rriy/s = y/Z, We are now ready to state 
the construction of sequence set. 
Theorem 3.10 Denote p as the smallest prime divisor of L. Then the set 
of p — 1 perfect polyphase sequences of length L as defined in Theorem 3.3 with 
no = 0 TT being the identity map and ro = ri being an element o /{ l , 2, • • • 
m being an arbitrary integer, and / ( / ) , V/ € Zm being arbitrary rational-valued 
function, is optimal with respect to the Sarwate hound. 
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Proof. First, observe that including the arbitrary function / ( / ) , V/ € Z does 
not change the periodic crosscorrelation magnitude. Let L = srm?. Consider 
both s and m are odd, otherwise p - 1 = 1 and the theorem is trivially proved. 
Obviously, if 5,m > 1, the choice of r and ri is such that conditions (3.41) and 
(3.42) are satisfied. Now, consider the two special cases. If 5 = 1, then condition 
(3.41) is trivially satisfied and condition (3.42) is satisfied by the choice of n . If 
m = 1, then condition (3.42) is trivially satisfied and (3.41) is satisfied by the 
choice of ro. Then the theorem follows since the above discussion can be applied 
to any two sequences in the constructed set. 
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Aperiodic Autocorrelation of 
Generalized P 3 / P 4 Codes 
This chapter deals exclusively with the aperiodic autocorrelation properties of 
some polyphase pulse compression codes. Generally speaking, there are not 
much analytical results on aperiodic autocorrelation of sequences. Among the 
known polyphase codes, Frank code is perhaps the only exception. Here, we 
will derive the exact asymptotic peak-to-side-peak ratio defined in (4.7) (or 
equivalently the peak aperiodic autocorrelation) as well as some bounds for a 
new class of polyphase codes, which includes the famous P3 and P4 codes as 
special cases. 
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4.1 Some Famous Polyphase Pulse Compres-
sion Codes 
Perfect polyphase sequences have been famous for their applications in pulse 
compression radars mainly due to their associated good aperiodic correlation 
properties [17],[26], though they may also be useful for continuous wave radars 
34 • 
In the early 60 s, Frank [16] derived a construction of perfect polyphase 
sequences with length L = m^, i.e. a squared integer. Later, Heimiller [22 
independently rediscovered the same sequences for the special case that m is a 
prime. Denote the ^th root of unity as Ug = exp{27ry/^/q). Also let 
(4.1) 
where r and q are coprime, i.e. gcd(r, q) = 1. The Frank sequences are defined 
as 
= 4.2) 
for ib, / = 0 , 1 , … m — 1. Frank [17] also conjectured that these sequences should 
have some good aperiodic autocorrelation properties. Several years later, Turyn 
68] proved some of these conjectures. In particular, he proved that the side-
peak autocorrelation of the original ( r = l ) Frank sequences with length L = m? 
is 
1 x _ i _ | = I Q ( L ^ J ) I 
L ^ J 
= I E <1 
n=0 
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where [aj is the integer part of a, and the asymptotic side-peak autocorrelation 
m lim max CAt) jm = — (4.3) 
m—oo l<f<L-l TT TT 
In 1972, Chu [10] described another method to construct perfect polyphase 
sequences without constraint on the sequence length L. But these sequences was 
anticipated by ZadofF around the time when Frank sequences were discovered 
15]. (Yet, three decades have passed with little theoretical progress on the 
aperiodic autocorrelation properties of ZadofF-Chu sequences.) The ZadofF-Chu 
sequences are defined as 
l y f for L even, ‘ 
c{k) = L 4.4) 
H f for L odd, 
where k = 0,1, • • •, L — 1 and q is any integer. Note that the phase alphabet 
size N = 2L li L is even; and N = L li L is odd. 
Around 80 s, Lewis and Kretschmer [37] showed that the Frank sequence 
can be generated by appropriately sampling the phases of a step-chirp waveform 
after converting to a baseband signal by synchronous demodulation using a 
coherent local oscillator. By properly choosing the oscillator frequency, two 
generalizations of Frank code, namely PI and P2 codes, are derived. While 
the PI and P2 codes have similar aperiodic autocorrelation properties as the 
Frank code, they are more tolerant of precompression bandwidth limitations 
37]. Later, replacing the sampled step-chirp waveform by a chirp waveform, 
Lewis and Kretschmer [36] further proposed two new codes. One is the P3 code 
obtained by setting the oscillator frequency to the lowest frequency of the chirp 
waveform. The definition of P3 code is 
= a; 2 (4.5) 
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With the oscillator frequency equals the center frequency of the chirp waveform, 
the P4 code is obtained. 
P4 f-fcL)/2 (4.6) 
Here ib = 0,1, • • •, L - 1 . While P3 and P4 codes are both more Doppler-tolerant 
than the Frank, PI and P2 codes, P4 is also tolerant of the precompression 
bandwidth limitations [36],[27]. Note that comparing (4.5), (4.6) with (4.4) it is 
clear that P4 code and even-length P3 code are simply special cases of Zadoff-
Chu sequences that have low out-of-phase aperiodic autocorrelations as well as 
perfect periodic autocorrelation function. 
Recently, Antweiler and Bomer [5] employed computer searches to numer-
ically study the aperiodic autocorrelation properties of Frank sequences and 
Zadoff-Chu sequences. Define the peak-to-side-peak ratio of a sequence x as 
R . = L (4.7) 
maxi<t<L-i Cx[t) 
A result in [5] is that, for all shifts and decimations, the maximum value jRmax 
of this ratio for the Zadoff-Chu sequences is almost linearly proportional to y/T. 
Employing curve-fitting method, they obtained that for y/L < 45, the ratio Rmax 
of Zadoff-Chu sequences is approximately 
2.085\/ -0.0736. (4.8) 
They also observed that the maxima always occur at the unshifted and un-
decimated version with r = 1, i.e. the original sequences. The analysis of 
the peak-to-side-peak ratios or equivalently the side-peak autocorrelation (i.e. 
the denominator in (4.7)) of these original sequences thus became an intriguing 
problem. In Section 4.3, we will provide a satisfactory answer to this question. 
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In fact, our result is applicable to a wider class of sequence called generalized 
P3/P4 codes which will be defined in Section 4.2. 
4.2 Generalized P 3 / P 4 Codes 
We introduces the generalized P3/P4 codes whose definitions are 
= (4.9) 
where ib = 0,1, • • •, L - 1 and q is any integer. Putting ^ to 0 and - L , P3 and 
P4 codes are obtained respectively. Hence the name generalized P3/P4 codes. 
The derivation of this code can be explained in a way similar to those of 
P3 and P4 codes [36]. Consider a chirp waveform, that is a linear frequency 
modulation waveform, being converted to baseband using a local oscillator with 
frequency /o - q/{2T), where fo is the lowest frequency in the chirp, and T is 
the uncompressed pulse duration. Let I be a constant such that the frequency 
of the chirp as a function of time t is fo + It, The bandwidth of the chirp signal 
is thus approximately IT. With the phases of successive samples taken 1/{IT) 
apart, we get the phase of the generalized P3/P4 code as 
fk/{lT) Q 
= 2 [{fo + It) - {fo - ^)]dt 
rk/{lT) Q 
=27r y (It + 
— o ( J f _ j L \ 
= 
where the pulse compression ratio or the length of the code L = IT^. 
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Note that generalized P3/P4 code p is identical to the original (r = 1) 
ZadofF-Chu sequence c{k) defined in (4.4) if the parities of L and q are the 
same. When the parities of L and q are different, p is identical to the original 
(r = 1) odd-perfect sequence defined in (4.24) obtained by applying the even-
odd transformation (described in Section 4.5 to the ZadofF-Chu sequence. Since 
p is either perfect or odd-perfect, we have \Cp{t)\ = \Cp[L - Therefore, 
it suffices to consider t in the range 0 < t < 1 /2 for the calculation of the 
peak-to-side-peak ratio of p in the next section. 
4.3 Asymptot ic Peak-to-Side-Peak Ratio 




E , -kt 2 
fc=0 
(L-t)t/2 -(L-f)</2 
_ ^L L 2 
- tj2 ^ 
^L — ^L 
_ sin(7r(L - t)t/L) ^ 
sm(7rt/L) 
= ( 4 . 1 0 ) 
Case 1: t^ > I.IL. Since 2t/L < sin(7rt/L) for 0 < ^ < L/2, 
2 < ( • ” = )< 0.2273L (4.11) 
Case 2: t^ < I.IL. As L oo, tjL 0 and thus 
L lim L hm , / " / = lim ), (4.12) 
L—oo L L^oo L{7rt/Ly TT L^oo L 
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where 3(0) = sm'^{e)/e, defined for 0 < < I.ITT. Let 0o be the first positive root 
of the equation tan(0) = 29. By differentiation, it is found that the maximum 
value of S{e) equals 5(6>o) « 0.7246 which occurs at 6>o « 1.1656. Therefore, 
L lim max = -S{eo) « 0.2306L. (4.13) 
L-^oo f2<i.iL L TT 
Combining the results of Cases 1 and 2, we conclude that the asymptotic 
side-peak autocorrelation 
^ /L l im max = « 0.4802X/L, (4.14) 
L-^ oo l<t<L-l y/L V TT 
and the asymptotic peak-to-side-peak ratio of the sequence p 
VT lim 4 = = « 2.0824^/1 4.15) 
L^ OO y/Z V S 0O) 
in consistent with the observation (4.8) of Antweiler and Bomer [5]. We remark 
that a preliminary form of the results in the section have been presented in [48 . 
4.4 Lower Bounds on Peak-to-Side-Peak Ra-
tio 
From the practical point of view, a tight lower bound is more useful than an 
asymptotic value. In fact, it is not difficult to obtain a lower bound from the 
above calculation. Instead of letting L — oo in Case 2, we can apply the 
inequalities 
— )2) (4.16) 
> f d - i f ^ ) (4.17) 
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to the expression (4.10). As sm{Trt/L) < nt/L, the new bound obtained in Case 
2 by making use of inequalities (4.16) or (4.17) always dominates that in Case 
1. By (4.17), we get 
1 J 4.18) 
and 
The inequality (4.16) can in fact be regarded as a close approximation since 
the error term is less than {7rt/Lf/l20 in magnitude. A tighter bound can be 
obtained if we make a “reasonable” approximation. Applying inequality (4.16) 
to Case 2 we have 
_ | 2 < ^ ^ ( 1 - 2” 1( )’ . ,20) 
where TL(6>) = sin'(<9)/((9(l ^ O f ) , defined for 0 < < I.ITT. Note that, 
as indicated by the subscript, Tl{0) depends on L. The maximum value of 
Tl{0) occurs at 6 = ^i, which is the first positive root of the equation t a n ( 0 ) = 
20{l - - -^0). Obviously, as L increases, 6i tends to 6q. We make 
the approximation that, as the values of Tl{0) do not change rapidly, Tl{Oi) W 
Tl{Oq) even for moderate value of L. 
Hence we obtain the approximated bounds 
\CM < (4.21) 
and 
RP ^ . (4.22) 
68 
Chapter 4 Aperiodic Autocorrelation of Generalized P3/P4 Codes 
Figure 4.1 shows the plot of Rp/VZ, its asymptotic value, bounds (4.22) and 
(4.19) against L for L < 150. As the values of Rp oscillate about its asymptotic 
value, they are bounded tightly by the approximated bound (4.22). 
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Figure 4.1: Peak-to-side-peak ratios Rp of the generalized P3/P4 code p nor-
malized by the square root of the sequence length L. In the plot, x indicates the 
exact ratio, — the asymptotic value,——the approximated lower bound and - • 
- t h e true lower bound. 
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4.5 Even-Odd Transformation and Phase Al-
phabet 
Consider the transformed version of a L-term sequence x given by 
x{k) = u/j!" (k) (4.23) 
where d is any odd integer. For = 0 , 1 , • • . , 1, the aperiodic crosscorrelation 
function of two transformed sequences x and y is 
and by (1.9) 
= ) 
since = - 1 for odd d. Clearly, starting with the odd crosscorrelation 
function ’ we end up with i^t We thus refer to the transforma-
tion defined by (4.23) as the even-odd transformation because it turns a pair of 
sequences into another one whose absolute odd (even) crosscorrelation function 
is the same as the absolute even (odd) crosscorrelation function of the untrans-
formed one. When the two sequences x and y are equal, the corresponding 
results on autocorrelation function are obtained. 
Applying the even-odd transformation to the Zadoff-Chu sequence c in (4.4), 
we get the odd-perfect sequence 
for L even, 
c(k) = \ (4.24) 
[ W f f o r L dci, 
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where k = 0,1, • • •, L — 1 and q is any integer. Note that the phase alphabet 
size iV = L if L is even; and TV = 21/ if is odd. 
The even-odd transformation is useful in obtaining odd-perfect sequences 
with a smaller phase alphabet than all known perfect sequences of the same 
length. In most situations the odd-perfect sequence can use as a substitute 
for the perfect sequence with little additional complexity but giving the same 
performance (assuming ideal receivers). As an illustrative example, consider the 
infinite perfect sequence of period 6 which are expressed in terms of its phase 
angles as follows: 
… 0,7R/6,0,37r/2,27r/3,3 /2; 0, TT/G, 0,3 /2 ,2 /3,37r/2; . . . (4.25) 
which gives, after matched-filtering, the best possible synchronization signal 
• . . ;6’0’0’0,0’0;6’0’0,0,0’0; . . . (4.26) 
Now if we instead send the 6-term odd-perfect sequence with alternative signs 
whose phase angles are 
… 0,0,7r/3, TT, 0,27r/3, tt, tt, 47r/3,0,5 / 3 ; . . . (4.27) 
and employ the same receiver, we get the matched filter output signal 
… 6,0,0’ 0’ 0,0, -6 ,0 ,0 ,0 ,0 ,0 ; - • • (4.28) 
which has the same magnitude as (4.26). In this case, the perfect sequence has 
the alphabet size (N = 12) twice larger than that (N = 6) of the odd-perfect 
sequence. 
It was known [8] that for L = 2 and 6 the smallest possible alphabet size N = 
4 and 12 respectively. But the odd-perfect sequence c gives the corresponding 
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values of iV as 2 and 6 respectively. In general, for even L, the alphabet size of 
c is half that of the Zadoff-Chu sequence c. However, for many values of L, say 
2,6,10,14,22,26 and 30, the alphabet sizes of ZadofF-Chu sequences remains to 
be the smallest known ones [8]. The even-odd transformation is thus of practice 
significance since a smaller alphabet implies both a simpler implementation and 
a better performance due to the smaller sensitivity to phase tracking errors. 
Finally, we close this chapter by considering an important example. Among 
the polyphase pulse compression codes, P4 code is the best in the sense that it 
has high tolerance of both the doppler shift and the precompression bandwidth 
limitations [36],[27]. For P4 code of typical length 100, the implementation of 
expander-compressor requires a phase shifter of TT/IOO since the phase alphabet 
size is 200; see [36]. By applying the even-odd transformation (4.23) to P4 code 
with d=l,oi alternatively by putting q = {L - l ) /2 in (4.24), the new code 
Pi'ik) = (4.29) 
for k = 0 , 1 , … L — 1, can be obtained. P4' code has the same tolerance of 
doppler effect and precompression bandwidth limitations as P4 code, but its 
phase alphabet size is L instead of 2L for even L. In particular, when L = 100, 
only phase shifter of TT/SO is required. In addition, much smaller phase tracking 
errors will be resulted for the new code. 
To visualize the Doppler effect on pulse compression codes, two-dimensional 
and/or three-dimensional plots are commonly used in the radar literature; see 
for example [49],[38]. Some of these typical plots for Frank code and P4/P4' 
code of length 100 are shown in Figures 4.2 to 4.7, where the auto-ambiguity 
function and the (normalized) Doppler shift d are defined in Section 1.2. 
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Figure 4.2: Aperiodic autocorrelation function of a 100-element Frank code. 
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Figure 4.3: Compressed pulse of a 100-element Frank code with Doppler shift 
d=5. 
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Figure 4.4: Auto-ambiguity surface of a lOO-element Frank code. 
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Figure 4.5: Aperiodic autocorrelation function of a 100-element P4/P4' code. 
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Figure 4.6: Compressed pulse of a lOO-element P4/P4 code with Doppler shift 
d=5. 
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Figure 4.7: Auto-ambiguity surface of a 100-element P4/P4' code. 
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Upper Bounds on Partial 
Exponential Sums 
Bounds on peak aperiodic crosscorrelation Cs{maix) of a sequence set S depend 
critically on the results of exponential sums. This chapter derive upper bounds 
on certain partial exponential sums, which will be very useful in the Chapter 6. 
5.1 Gauss-like Exponential Sums 
Given a positive integer L. The incomplete Gauss sum is defined as 
i=o 
where i = y/^. Lehmer [33] found that 
y / U if L = 4ib 
1.0625461 \ /L + 0(1) if L = 4A; + 1 
2 max |GL(m)| = (5.1) 
0.9490569\/I+0(1) if L = 4Jb + 2 
v T T T if L = + 3 
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He considered the exponential sum Gz^(m) as a sum of m unit vectors in the 
complex plane and analyzed the graph of the sequence GL(1), G^L … Gl{L). 
His crucial observation is that for m < yjL/2 the graph Gi^m) closely approxi-
mates the Cornu spiral and for yjL/2 <m< L/A all values of Gi^(m) lie in the 
neighborhood of a single point (1 + i)y/L/4 . 
Motivated by the construction of an upper bound on the aperiodic correlation 
between two sequences, we tried to obtain exact bounds on the magnitudes of the 
partial sums instead of an estimate with 0(1) error. Throughout this chapter, 
partial sum refers to the difference between two incomplete sums. For example, 
the partial Gauss sum is 
7712 — 1 
GUm,) - GL{m2) = X e" 
mi 
We discovered through (5.16) to (5.23) that GL{m) is closely related to another 
interesting incomplete Gauss-like sum, defined as 
m—1 
Ih(m) = Y e ( 
j=o 
The main results here are to elaborate Lehmer's method to characterize the 
graph of Gl im) and HjJ jn) in a more rigorous way, and to obtain tight upper 
bounds on the magnitudes of the partial sums — G^ L( 2)| (Theorem 
5.10) and ( i)— 1/( 2)| (Theorem 5.11) for 1 < mi,m2 < L 
To visualize the behavior of these graphs, the graphs of GL{rn) and HiJjn) 
for 1 < m < L + 1 when L = 100 101,102 and 103 are plotted in Figures 5.1.3 
and 5.1.3 respectively. 
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5.1.1 Background 
We shall closely follow the notation in [33] whenever possible. The Fresnel's 
cosine- and sine-integrals, which occur in theory of diffraction of light, are 
C(s) = f cos{7ru^/2)du 
Jo 
and 
S{s) = r sm{7ru'^/2)du 
Jo 
respectively. The parametric equations of the Cornu spiral can then be written 
as 
X = C{s), y = S{s) 
for —oo < 5 < oo. It is simpler to consider the normalized version of GjJjn) 
defined as 
c\ m cy ) = 4 • + 1) 
and that of HiJjn defined as 
hL{m) = e ” = - ^ H U m + 1). 
The graphs of and now contain a number of vectors of the same 
length 2/y/L. The lemmas below will be useful later. 
Lemma 5.1 (Lehmer) Let f he a real function for which f"{x) is monotonic 
on the interval p < x < q. Then 
E / ( " ) = f m + I m + I m + - / ) + r 
/x=p P 
with \R\<^^\f"{q)- f ( p ) l 
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Lemma 5.2 (Lehmer) Let f he such that f"{x) is monotonically decreasing 
for p < X < ^ and monotonically increasing for ^ < x < q. Let n = and 
let M he the larger o / ( / " ( n ) - f"{0) — { f { n + 1) - / " (O)- Then the R of 
Lemma 5.1 satisfies 
< ( / (P) + / - / ' ( n + 1) - / (n)) + (5.2) 
Note that inequality (5.2) implies 
\R\ < / ) + / 2 / ( 0 ) + - ( m a x { / ( H ) , / ( ) } " " ( ) (5.3) 
since 
f i O < / > + l ) , / (n) 
/ (n) — / < 
/ > + l ) - / ( 0 < / ( … ) - / ( 0 . 
The proofs of Lemmas 5.1, 5.2 can be found in [33]. 
5.1.2 Symmetry of giim) and hjXm) 
It is well known that the classical Gauss sum 
(l+i)y/L if L = 4k 
y f l if L = + 1 
Gl{L) (5.4) 
0 if L = 4A; + 2 
i\/L if L = + 3 
We refer the readers to [12] for a proof. From (5.4) and (5.14), the approximate 
midpoint of the graph gi iL) can be identified, as follows: 
94k{2k) = + i (5.5) 
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94k^i{2k) = 1 + i (5.6) 
g4k+2{2k + 1) = 0 (5.7) 
+ 1) = i + i (5.8) 
We then establish the corresponding results for the sum HL{m)} 
Theorem 5.1 For any positive integer L 
0 i f L = 4:k 
iy/L i f L = Ak-\-l , 
HL{L) = (5.9) 
+ if L = U + 2 
VT if L = U + 3 
Proof. We shall apply Dirichlet's method [12]. Since e ( e ( + ’ 
HL{L) = - e W + + g e 
2 2 j—i 
Applying Poisson's summation formula, 
HL{L) = £ 
t; -oo •^O 
oo 
= V / 
^=-oo Jo 
OO -I , 
= L V / e2 —+( 
=L f e ( / + 
where the last equality is obtained by letting 2/ = + f + . l i v = 2u is even, 
-(”+r)2) = = 1 . 
^After obtaining the result (5.9) on complete sum Hl{L), we found that the result is in fact 
known in the literature. Like Gl(L) which is associated with the theta-function Hl(L) is 
associated with the theta-function d). Thus the result can be deduced from the corresponding 
reciprocity theorem; see for example [56]. 
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If v = 2u — 1 is odd, 
-(”+i)2) = L+2. 
Therefore, 
H,(L) = L £ + L £ +1“1 2 2 
= v T ( l + 1+2) r (let w; = y/Ly) 
J—oo 
= l i ^ v i 
1 + i - l 
The theorem follows by checking the cases L = 4A:, + 1,4A; + 2 and + • 
From (5.15) and (5.9), we can identify the approximate midpoint of the graph 
hiXL), as follows: 
h4k(2k - 1) = hL(0) (5.10) 
h4M(2/c) = i + (5.11) 
h4k+2(2k) = 1 + i + kL(0) (5.12) 
+ = 1 + ^kL(O) (5.13) 
From the definition, it can be showed that 
g i im) + giXL - 1 - m) = gi^L) (5.14) 
hiXm) + hiXL - l - m ) = M )• (5.15) 
Equations (5.14) and (5.15) means that for both giJjn) and hjJjn) the first half 
of the exponential graph is simply the reverse of the second half. 
The following two sets of equations will show that symmetry also exists for 
the first quarter of the exponent graph and the second quarter. The reader can 
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verify them in a straightforward manner. 
4fc(2A; - m ) = g4k{'^ k) - g4k{m — 1) (5.16) 
g4k+i{'^k - m) = + _ 1) (5.17) 
g4k+2{2k + 1 - m) = (2A; + 1) + g4k+2{m - 1) (5.18) 
4fc+3(2 + 1 m) = 94k+3{2k + 1) - ih4k+3{m - 1) (5.19) 
and 
h4k{2k 1 m) = h4k{2k 1) + h4k{m - 1) (5.20) 
h4k+i{2k - m) = h4k+i{2k) - ig4k+i{m - 1) (5.21) 
h4k+2{2k - m) = h4k+2{2k) - h4k+2{m - 1) (5.22) 
h4k+3i2k + 1 - m) = h4k+3{2k + 1) + ig4k+3{m - 1) (5.23) 
These symmetries can of course be observed in Figures 5.1.3 and 5.1.3. 
5.1.3 Characterization on the First Quarter of ^^ (^m) 
Define cj = u{x) = ^x^, = COSCJ and = s i n a;. Then we have 
, 4"7r 
F^{x) = -—X sin a; (5.24) Jj 
= :E COS (jj (5.25) 
Ju 
F^{x) = — ^ ( s i n c j + 2a; cos a;) (5.26) 
LJ 
F2 ( a ; ) = (cos a; — 2U7 sinu;) (5.27) 
LJ 
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Figure 1(a) Rgure 1(c) 
12, r I _ “ ‘ — 
1 (m \ 
f 1 
^ ^ ^ ^ ^ ^ , I » f , t 1 I ‘ 
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Figure Kb) Figure 1(d) 
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•^ 0 2 4 6 8 10 12 - 6 - 4 -2 0 2 4 6 
Figure 5.1: Graph of GL(m) for 1 < m < L + 1 in the complex plane when (a) 
L = 100 (b) L = 101 (c) L = 102, (d) L = 103. 
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Figure 2(a) Figure 2(c) 
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Figure 2(b) Figure 2(d) 
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Figure 5.2: Graph of HrJjn) for 1 < m < L + 1 in the complex plane when (a) 
L = 100, (b) L = 101 (c) L = 102, (d) L = 103. 
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By considering the derivatives F f ) ,F i and i^f) , ‘) , i t is straight-
forward to show that 
F i (x ) is monotonically decreasing for 0 < a; < Li 
F^'(x) is monotonically increasing for Li < x < L3 
F2 (a;) is monotonically decreasing for 0 < a: < L2 
F2 (a;) is monotonically increasing for L2 < x < L3 
where 
Li = y / ^ = 0.39658971\/L 
L2 = y / ^ = 0.58830475^/I 
L3 = = 0.70710678VT 
and = 0.98824073 and uj2 = 2.17462603 are the least positive solutions of the 
equations cot a; = 2a;/3 and tana; = — 2a;/3 respectively. 
Theorem 5.2 For L > 10000 and 0 < m < L3, 
9 97r 9rr} 
COS < 0.02015219 
vL L y/L 
” Ott Qrr? 
I ^ ^ s i n i 2 < 0.01015146 
y/L L y/L 
Proof. Define 
& = J o F + ) + 1 + - ^i'(O))] 
and 
S F { X ) = J : M)DT + iF2(0) + + • ) ) ] 
For L > 10000 and 0 < m < Li, apply Lemma 5.1 to the case that f(x)= 
Fi(x), p = 0 and q = m. From (5.24) and (5.26), 
< 7.74871231 x 10 
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For L > 10000 and Li < m < L3, apply Lemma 5.2 and inequality (5.3) to 
the case that f{x) = Fi{x), p = 0, = L i and q = m. Again, from (5.24) and 
(5.26), 
E c o s - C V M I < ^ { ^ [ < ( 0 ) + F^iLs) - 2 < ( L i ) ] 
< 4.08934868 x 10"® 
where K^ = max{i^;(Za + 1), - 1)}. 
For L > 10000 and 0 < m < L2, apply Lemma 5.1 to the case that f(x)= 
_P2 p = 0 and q = m. From (5.25) and (5.27), 
< 2.07497058 x 10"® 
For L > 10000 and L2 < m < Z/3, apply Lemma 5.2 and inequality (5.3) to 
the case that f{x) = )’ P = 0 =Z/2 and q = m. Again, from (5.25) and 
(5.27), 
- ( 2)]} 
< 3.36271765 x 10"® 
where K2 = max{F2 (L2 + 1), (^2 1)}. 
Noticing that fS =C{2x/y/L) and fg F2(t)dt = 5(2a:/x/I), 
we have 
- c( I s + “ S f vf) < _ • 
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and 
I M — - + i + ^ f / f ) < 0.01014810 
The theorem follows by combining the above results. 
Theorem 5.3 Let Tg he the circle in complex plane with centre 
and radius ^ + 0.05369588 « 0.27877496. Then for L > 10000; that part 
of the graph of gjJjn) for which [LaJ < m < L/4 lies within Tg. 
Proof. Consider the graph of Qhijn)^ since 
L(m + 1 ) = (m) + e2 
the new vector turns an angle 
8,{m)= [(m + 1)2 m2]= (2m + 1) 
L L 
from the previous vector. This is called the angle of departure from the mth 
vertex. For ^ L / 2 < m + 1 < Z//4, Sg(rn) increases with m and 0 < Sg(m) < TT. 
Let mo = [Z/3J. If for mo + 1 < m + 1 < L/4 further departures are fixed at an 
angle of (mo), the graph will stay in the circumference of the circle Tg with 
centre ^L(^O) — rge—g and radius r ,where 
Tg = CSC ^Sg{mo) = CSC ^(2mo + 1) 
and 
1 27r TT 
4>9 = ( 0)) = ji^o - 1) 
As it is, the successive vectors turn more and more inward and remain inside 
until Sg{m) > TT when m + 1 exceeds L/4. 
88 
Chapter 5 Upper Bounds on Partial Exponential Sums 
Since x — < sin a; < a; for 0 < a; < 1, | csca; - < Thus for 
L > 10000, 
r , ‘ y ^ , J < 7.38515790 x 10—5 
9 7 r ( 2 m o + l ) — 
Also, - V^TTI S 7 r / \ / R implies 
— — ^ - - < ^ < 1.60288353 x 10—3 
7 r ( 2 m o + 1 ) x /27r V ^ t t — ^ v ^ t t 
Therefore, 
\rh - | | < 0.00167674 (5.28) 
As f - ^ ( x / ^ - I) < (l>g < we have 0 < cos (j)g < 0.04410037 and 
0.99902711 < siiK^^ < 1. Thus 
\rg cos (t>g\ < 0.01000002 (5.29) 
and 
rgsin^g - " ^ S 0.00189735 (5.30) 
Also, \^-V2\< 2/VL implies 
|C( C{V2)\ 0.02 (5.31) 
and 
- < < 1.76229832 x 10"^ (5.32) 
v L y L 2 y/L 
for L > 10000. 
By (5.29) to (5.32) and by Theorem 5.2, 
\[gL{mo) - r^  e ] - [ C { y / 2 i { S { y / 2 ) - < 0.05201914 (5.33) 
V27r 
By (5.28) and (5.33), we see that T'g is inside Tg. This completes the proof. 
• 
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5.1A Characterization on the First Quarter of "^(m) 
Define rj = tj{x) = ^{x + Ei{x) = COST; and E2{x) = smrj. Then we have 
E[{x)=- (a: + )sin 7 (5.34) 
= + )cos 7/ (5.35) 
// 47r 
= "—(sin77 + 2rj COST/) (5.36) 
1J 
// 47r 
' = — ( C O S T ; — 2r] sin//) (5.37) 
L/ -
By considering the derivatives e[^\x) and it is straight-
forward to show that 
E1{x) is monotonically decreasing for 0 < a; < Mi 
E1{x) is monotonically increasing for Mi < x < Ms 
is monotonically decreasing for 0 < x < M2 
E'^(X) is monotonically increasing for M2 < x < Ms 
where 
Ml = Li - I = 0.39658971 v ^ - | 
M2 = L 2 - \ = 0.58830475\/I- | 
Ms = L3 - I = 0.70710678\/L 
T h e o r e m 5.4 For L > 10000 and 0 < m < M3 
14= E cos ^ { v + I f — < 0.03015324 
y/L L 2 y/L 
£ sin + - < 0.01015671 
Proof. Define 
CeOt) = J: E t)dt + + 1 + ^(E[(x) - E[m] 
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and 
Se{x) = J: MIDT + 2(0) + \E2{X) + - ; (0)) ] 
For L > 10000 and 0 < m < Mi, apply Lemma 5.1 to the case that f(x)= 
Ei{x), p = 0 and q = m. From (5.34) and (5.36), 
I | c s f … + < • 
< 7.74681291 x 10-
For L > 10000 and Mi < m < M3, apply Lemma 5.2 and inequality (5.3) to 
the case that f{x) = Ei{x), p = 0, ^ = Mi and q = m. Again, from (5.34) and 
(5.36), 
< 4.08915873 x 10"® 
where K3 = max{E;'(Mi + 1), - 1)}. 
For L > 10000 and 0 < m < M2, apply Lemma 5.1 to the case that f{x)= 
2 p = 0 and q = m. From (5.35) and (5.37), 
< 2.07497052 x 10"® 
For L > 10000 and M2 < m < M3 apply Lemma 5.2 and inequality (5.3) to 
the case that f{x) = P = ^ = M2 and q = m. Again, from (5.35) and 
(5.37), 
p m o -I p /o 
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< 3.36271760 x 10"® 
where IQ = max{£;;'(M2 + 1) ^ ' ( M a - 1)}. 
Noticing that /^ f Ei(t)dt = C(2(X^)/VL)-C(1/VL) and / " E2(t)dt = 
S{2{x + | ) / y i ) - we have 
+ C( < • + • + • ( / f + “ - s i n 
< 0.02014915 
and 
I M - + ) < - + # + “ • ) 
< 0.01015177 
Besides, we have | C ( l / v T ) | < 1 / v T < 0.01 and |5^(1/VT)| < ^ sin ^ < 
1.57079633 x 10"®. The theorem then follows by combining the results. • 
T h e o r e m 5.5 LetTh he the circle in complex plane 
with centre C{y/2)-{-i{S{y/2)-
and radius ^ + 0.07506872 « 0.30014780. Then for L > 10000 that part 
of the graph of hiJjn) for which [M3J < m < Z//4 lies within 
Proof. For the graph of hL(m), the angle of departure is defined as 
M m ) = [(m + l + + ^ f ] = y ( m + 1) 
Let mo = L J. Following the argument in the proof of Theorem 5.3, the 
graph of hjJjn) for which mo < m < Lj^ lie within the circle F)^  with centre 
^ l ( ^ o ) — n^e and radius rh, where 
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and 
h = ( ( + ^h{mo)) = j{ml _ mo -
Since csc a; — - < ^ ^ for 0 < a; < 1, 
X — D X 1 
rh ~ - < 7.43756953 x 10"^ 
27r(mo + l) 
for L > 10000. Also, - V27r| < n/y/L implies 
~ - - < ^ < 1.60288353 x 10"^ 
2 — 0 + 1) V27r “ V27r - ^ V27r 
Therefore, 
\rh - < 0.00167726 (5.38) 
\/27r 
As f - ^ < ( t > h < l , we have 0 < cosck < 0.08874078 and 0.99605475 < 
sin (f>h < 1. Thus 
rh cos M < 0.02173138 (5.39) 
and 
rh sin (k - " ^ < 2.87649756 x 10"^ (5.40) 
y/27r 
Also, - V 2 \ < 2 /VT implies 
_ < 0.02 (5.41) 
and 
5(V2)| < 4 = s i n ^ ( V 2 - < 1-76229832 x 10"^ (5.42) 
v L yjL 2 v L 
for L > 10000. 
By (5.39) to (5.42) and by Theorem 5.4, 
[hL{mo) - [C{V2 + z(5(\/2) - < 0.07339146 (5.43) 
\/27r 
By (5.38) and (5.43), we see that F'" is inside This completes the proof. • 
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5.1.5 Bounds on the Diameters of Giirn) and HiXm) 
Let Rg be the union of 
{zeC:\z- C{x) - iS{x)\ < 0.02256464 for 0 < x < V2} 
and 
{ze C:\z- C{V2) - i{S{V2) - < 0.27877496} 
v 27r 
Let Rh be the union of 
{zeC:\z- C{x) — < 0.03181787 for 0 < a: < \ /2} 
and • 
{zeC:\z- C{y/2) - i[S{y/2) - < 0.30014780} 
V 27r 
From Theorems 5.2 to 5.5, it is clear that ghim) G Rg and hiJjn) G Rh for 
L > 10000 and 0 < m < L/i. 
T h e o r e m 5.6 For L > 10000 andO<m<L, 
94k{m) e R, u (Ug[0,0.02](1 + i + ^ - i?,)) U(1 + ^ + Rg) 
if L = 4k 
94k+i{m) e 
Rg U (U_.01](1 +1 + iRh)) U (UtG[0,0.0l](l +1 - iRh)) 
if L = U + 1 
g4k+2('m) e 
Rg U ( U _ ’ _ ( - R , ) ) 
if L = U + 2 
e Rg[J (UG[O,O.OI](^ + 1 - iRh)) U (UTG[o,o.oi](^ + 1 + iRh)) 
U(Ue[0’0.02](2i + i ? , ) ) 
if L = U + 3 
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Proof. If L = 4:k, by (5.5) and (5.16), we know that 
g4k(m) e U (1 + … - ) 
Ve [0,0.02] / 
for A; < m < 2k. By (5.4) and (5.14), for 3k < m < 4k, 
/ \ 
g4k{m) e U + + 
\t€[0,0.02] / 
From (5.14) and (5.16), we obtain the relationship between the first quarter of 
the exponential graph of giJjn) and the third quarter. Namely, 
1 + m) = - 1) + g4k{m — 1) 
where g4k(2k - 1) = _ = 1 -h i. Hence, for 2k < m < 3k, 
g4k(m) e (l + i-hRg) 
In the same way, the cases that L = 4k + 1,4k 2,4k 3 can be proved by 
manipulating equations (5.4), (5.14), (5.6) to (5.8) and (5.17) to (5.19). • 
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T h e o r e m 5.7 For L > 10000 and{)<m<L, 
hAk{m) G Rh U (U€[o,o.o2](^e^ + Rk)^ [J{-Rh) 
/ ^ \ 
U (Ue[0 ,0 .02] ( e - Rh)) 
if L = U 
h4k+i{m) e Rh [J (Ute[o,o.oi](^ + iRg)\U (Ue[o o.oi](< + t^"^ + … J 
/ ^ \ 
U (U€[O,O.O2](2^ + te— Rh), 
• 2 \ -
e U (Ue[o’o.o2](l + i + te"^ Rh)) U(1 + ^ + Rh) 
/ 2 \ 
U (Ue[0 0.02](2 + 2z + t e l - Rh), 
if L = U + 2 
"4fc+3(m) e R h U (Ute[o o.oi](l + te""^ + iRg)^ U (Ute[o o.oi](l + t ^ " ^ S ] 
/ ^ \ 
U (^ UtG[0,0.02](2 + te— Rh ) 
if L = ik + 3 
Proof. Similar to the proof of Theorem 5.6, it can be proved by manipulating 
equations (5.9), (5.15), (5.10) to (5.13) and (5.20) to (5.23) in a straightforward 
manner. • 
Theo rem 5.8 For L > 10000 and 1 < m i , m 2 < L + l 
G4k{mi) - G4k{m2)\ < lAUy/Z if L = ik 
G4k+i{mi) - G4k+i{m2)\ < 1.042\/I = + l 
G 4^A:+2(mi) — (74fc+2(m2)| < 1.007\/I i f L = 4:k-\-2 
G^4fc+3(mi) — G4fc+3(m2)| < 1.100\/I i /L = 4A; + 3 
96 
Chapter 5 Upper Bounds on Partial Exponential Sums 
Theorem 5.9 For L > 10000 and 1 < mi, m2 < L + 1, 
I 4fc(mi)- 4fc(m2)| < 1.028\/I if L = 4k 
4fc+i(mi)- 4fc+i(m2)| < I.IOOVI if L = 4k + 1 
I 4fc+2(mi) — 4fc+2(m2)| < 1.454vT if L = 4k-h 2 
I 4 fc+3(mi )— 4fc+3(m2)| < lM2y/L i / L = 4 A : 4 - 3 
Proofs of Theorems 5.8 and 5.9. Since the sets as stated in Theorems 5.8 
and 5.9cover the sets {gLim) : 0 < m < L} and {/^L(^) 0 < m < L} 
respectively, upper bounds of the diameters of these sets imply upper bounds 
on I JL( 1) — and ( 2)|- As the definition of these sets are 
independent of L, their diameters are simply constant whose upper bounds can 
be estimated numerically. The theorems then follows after scaled by a factor of 
v ^ / 2 . • 
Theorem 5.10 For L > 100 and 1 < mi, ma < L + 1 
\G4k{mi) - G4k{m2)\ < 1.487\/I if L = ik 
\G4k+i{mi) - G4k-^i{m2)\ < I.IOOVT i f L = Ak-\-l 
|GWh2(mi)-G4fc+2(m2)| < 1.007\/I i f L = ik-\-2 
) — G^4A:+3(m2)| < lAOOy/I if L = U + 3 
Theorem 5.11 For L > 100 and 1 < mi, 7712 < L + 1 
I 4fc(mi)- 4fc(m2)| < 1.034\/I if L = 4k 
4fc+i(mi)— 4fc+i(m2)| < 1.122\/I i f L = U + l 
I 4fc+2(mi)- 4)^+2—2)1 < 1A87VL i f L = 4k + 2 
I 4A:+3(mi) — 4fc+3(m2)| < 1.099\/I = + 3 
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Proofs of Theorems 5.10 and 5.11. By direct calculation of the upper bounds 
on \GL{mi) - GL(m2)| and | - HL{m2)\ for 100 < L < 10000 and 
1 < mi, 7722 < 1/ + 1 using a computer, it is found that 
\G4k{mi) - G4k{m2)\ < 1 .487^1 if L = U 
G4k+i(mi) - G4k+i(m2)l < lAOOy/I if L = 4A: + 1 
|G^4fc+2(mi)-G4fc+2(m2)| < 0.95571^ if L = + 2 
|(^4fc+3(mi)-G4M_3(m2)| < 1.066x/I if L = 4A; + 3 
and 
4fc(mi)— 4fc(m2)| < 1.034x/L ii L = Ak 
I 4fc+i(mi)— 4fc+i(m2)| < lA22y/L if L = 4A; + 1 
I 4fc+2(mi)-//4iH2(m2)| < 1 .487^1 if L = 4A; + 2 
I 4fc+3(mi)-//4A:+3(m2)| < 1.099\/I if L = 4A: + 3 
The theorems follow by combining the results of Theorems 5.8 and 5.9. • 
5.2 More General Exponential Sums 
Denote by e{x). Let f{n) be a real-valued function whose second derivative 
satisfied certain condition. Then a theorem of van der Corput [21, Theorem 2.2 
gives bounds on the order of the sum 
E e(/(n)). (5.44) 
a<n<b 
In particular, putting / (n ) = n^/L and (n + l /2)^/L, we get those partial Gauss-
like sums considered in the previous section. The purpose of this section is to 
restate van der Corput's theorem in a form such that a true bound, instead of 
the bound on the order, can be obtained. 
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5.2.1 A Result of van der Corput 
Before presenting the theorem of van der Corput, we state a theorem (due to 
Kusmin and Landau) on which van der Corput's result hired heavily. 
Theorem 5.12 (Kusmin-Landau [21 Theorem 2.1]) If f is continuously 
differentiahle, f is monotonic, and \\f'\\ > \ > 0 on interval I then 
E e(/(n)) + y (5.45) 
n£l 
where ||a:|| = miii{|a; — n| : n G Z} and I is the interval (a, h\. 
Proof. Without loss of generality, assume / ' is increasing. By hypotheses, 
we can find an integer k such that 
+A < f\n) <k-\-l-\ 
But since 
! > ( / = ! > ( / - M , 
nel nel 
we may assume that A < f'{n) < 1 — A. 
Consider the difference function g{n) = f{n + 1) — f{n). By the mean value 
theorem, there exists a Xn such that n < Xn < n 1 and g{n) = f{xn). Thus 
g{n) is also increasing and A < g{n) < 1 — A. Now 
e(/(n)) = * i ) ) — : ( f (? + l ) ) = W / ( n ) ) e ( f (n + 1))}C., 1 - e(^{n)) 
where Cn = | ( 1 + i cot(7r^(n))). Hence, 
I 5 > ( / )l = I E { e ( / ( n ) ) - e ( / ( n + l ) )}C. + e(/(6))l 
n6/ n=a+l 
= I E <fin)){Cn - Cn-i) + e( / (a + l))C„+i + e(/(6))(l - a _ i ) | 
n=a+2 
1 b-1 
< ^ E I cot(7r^(a + 1)) - cot(7r^(n))| + |Ca+i| + |1 - Cb-i\ 
^ n = a + 2 
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As cot(7r (n)) is a decreasing function, the absolute value bars in the last in-
equality may be removed. Thus 
| [ e ( / ( n ) ) | < + 1)) - cot(7rg(b - 1))} + |Ca+i| + |1 - C.-il 
nGl ^ 
< 1 + 1 cot{7rg{a + 1))| + | cot(7r (6 - 1)) 
It follows from the fact 2||a:|| < | ta.n{nx)\ that 
nEl 
This completes the proof. • 
In fact, the following theorem of van der Corput may be regarded as a clever 
application of Theorem 5.12. 
Theorem 5.13 (van der Corput [21, Theorem 2.2]) If f is a real-valued 
function with two continuous derivatives on I, and there is some A € (0,1/4) 
and some a > 1 such that 
A < i r I < aA 
on I. Then 
I Y^ e(/(n)) | < a | / |A + 3a| / |A"2 + 2 + 4A-"2. (5.46) 
nel 
Proof, Let be a positive number smaller than 1/2. Then by hypothesis, 
there are at most La|/|AJ +2 intervals such that | | / ' | | > 6, and at most |/^ / +1 
other intervals each of length at most 26/X. Applying Theorem 5.12 to the former 
set of intervals and upper bounding each interval in the latter set by 2^/A, we 
have 
I 5 e(/(n)) | < (La|/|AJ + 2)(1 + + ( N / | A J + l ) ( j ) . 
n I 
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The theorem follows by putting 8 = y/\ and some rearrangement. • 
As an application, we consider the partial Gauss sum 
b 
n=a+l 
where 0 < a < 6 < L , r and L are coprime and r < L/S. Putting f{x) = rx^ j L 
in Theorem 5.13 such that we can choose a = \ and A = 2r/Z/, it follows 
I E e2 < (2r + 1)(1 + 3 + 1 + ^ (5.47) 
n=a+l “ “ 
Note that the right hand side is 0{y/L) if r is independent of L. In particular, 
letting r = 1, we get 
I E < 3(i + 3 ^ ) + i + y f 
71—fit 
= 5 \ / 2 L + 4 
< 7.0711\/I + 4 
for L > 8. A comparison with Theorem 5.10 shows that the above bound given 
by Theorem 5.13 is somewhat looser. This is not surprized since Theorem 5.10 
is almost the best possible estimate for the classical Gauss sum. However, the 
power of Theorem 5.13 comes from its applicability to a wide class of exponential 
sums. Finally, we note that a similar remark on Theorem 5.11 can be made for 
the Gauss-like sum. 
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McEliece,s Open Problem on 
Minimax Aperiodic Correlation 
This chapter presents construction of sequence sets which have good aperiodic 
correlation properties. The analytic results depend crucially on the exponen-
tial sum results in the previous chapter. The peak aperiodic correlation of the 
proposed sets is 0{VL), where L is the energy of the sequences. Together with 
the Welch bound, this settles McEliece's problem on the minimax aperiodic 
correlation. 
6.1 Statement of the Problem 
It is well-known that estimates and bounds on some meaningful performance 
measures for the DS/SSMA system, like worst-case probability of detection er-
rors and average signal-to-noise ratio (SNR), can be expressed in terms of the 
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quantities 
or equivalently in terms of (by (1.9) and (1.8)) 
maxCa,,2;(max)(0 (6.2) 
a ,2/ 
for all possible pairs of x and y in the set of signature sequences. For a discussion 
of these results, refer to [53], [54],[63, Chap. 3] and the quoted references there. 
The importance of (7( defined in (1.7) should now be clear for it reflects 
what the ultimate performance a DS/SSMA system may be achieved. This 
sort of theoretical study has been posing great impacts on the development 
of practical communication systems. The most remarkable example is perhaps 
Shannon's channel coding theorem, which has been boosting the development of 
error-correction codes. Now error-correction codes have been an indispensable 
component in most existing communication systems. 
While the analysis of the aperiodic correlation properties of given sequences 
are generally very difficult, considerable research efforts [55],[18],[59},[20] have 
been spent on the numerical evaluation of the quantities (6.1) of some proposed 
code sequences. This approach considers a set of sequences whose periodic 
correlation values are known to be small. Among these sequences, those with 
low odd correlation values are selected through numerical evaluation and thus 
a set of signature sequences with small value of (6.1) can be obtained. Such a 
practitioner's approach gives rise to many sets of signature sequences useful for 
practical DS/SSMA systems. However, this approach gives very little knowledge 
about (7(mm). 
We now state the main object of this chapter — the sequence design problem: 
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Given a fixed K, what is the order of C{ram) < terms of L? 
where (7(inm) is the minimax aperiodic correlation of a sequence set as defined 
in (1.7). Note that the dependence of C( on N, the phase alphabet size, is 
removed by allowing the value of N to be arbitrarily large. It roughly asks: for 
a fixed number of users, what is the best possible performance in a DS/SSMA 
system even if we are willing to accept arbitrarily long signature sequences and 
arbitrarily large phase alphabet? The problem in this form was first considered 
by McEliece [45] in 1980. 
The famous Welch lower bound gives 
^ (6.3) 
which implies (7( is at least 0{y/L). All other related results are on the 
derivation of upper bounds. Clearly, for any sequence set S, C^^—x) is an upper 
bound of C(inm)- To the best of my knowledge, the best previously known result 
is 0{y/Tj\ogL) due to McEliece himself [45]. More specifically, he proved that 
certain sets of binary sequences derived from the irreducible cyclic codes have 
Cs—x) < ( 1 + log2 L ) V Z r T T . (6.4) 
Little improvement on this result over the past thirteen years reflects to some 
degree the difficulty of this problem. In fact, the only two known results on 
this problem, that is better than the trivial 0{L) result, are still those re-
ported in [45]. One is the pioneering work of Massey and Uhran [43] that gives 
0{LIy/\og L) result. The other is the nonconstructive bounds of Schneider and 
Richard [61] which implies result. 
The key result here is to give a constructive proof that C(inm) is exactly 
O(V^). Like McEliece's result that depends critically on Niederreiter's result 
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on exponential sum [50], our proof also relies crucially on the exponential sum 
results as well as our new construction of sequence set. 
6.2 A Set of Two Sequences 
Consider the set of two sequences 
(6.5) 
which consists of the generalized P3/P4 code x defined in (4.9) and its complex 
conjugate. For the sake of convenience, relabel the sequences as o^ i = a: and 
X2 = x*\ and adopt the notation mentioned in Chapter 1. For example, Cx,x*['t) 
will be denoted by Ci 2(r). 
As Cx[r) = we need to consider \Cx(r)\ only. By (4.18), for L > 100, 
< - < O . W I (6.6) 
Since CI 2(T) = T) it suffices to consider CI 2(T) only. Without loss 
of generality, assume 0 < ^ < L — 1. For 0 < r < L — 1, 
t=0 
L 1 T 




Case 1: T q is even. Let T q = 2s, where {q — l ) /2 < 5 < (L — 1 + 
Then 
L-l+q-2s 
c i^ 2(r)i = I E 4…)2 | 
t=o 
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L—l+g—s 
= I a 
t—s 
=\GL{L-]-q-s)-GL{s)\ 
Case 2: r + ^ is odd. Let r + g = 25 + 1, where q/2<s<{L + q)/2 - 1. Then 
|C\ 2(T)| = I Z 2 I 
t-0 
L-2+q-s 
= 5 I 
f = 5 
Applying Theorems 5.10 and 5.11 to Cases 1 and 2 respectively, we get 
max |C] 2(T)| < 1.487\/I (6.7) 
0<T<L—1 
for even L > 100 and 
max |CI’2(T)| < 1.122\/L (6.8) 
0<T<L—1 ’ 
for odd L > 100. 
For 1 < L < 100, the autocorrelations and crosscorrelations of the con-
structed pair of sequences can be computed directly using a computer. The 
magnitudes of peak absolute aperiodic autocorrelations are shown in Figure 
6.1. It can be found that the autocorrelation bound (6.6) is applicable for 
27 < L < 100 and is very tight even for moderate L. Besides, magnitudes 
of peak absolute aperiodic autocorrelations are always smaller than 0.7072\/Z. 
Figures 6.2 and 6.3 show the magnitudes of peak absolute aperiodic crosscorre-
lations for sequences of even length and odd length respectively. Consequently, 
the crosscorrelation bounds (6.7) and (6.8) are found to be valid for 4 < L < 100. 
Note that in Figures 6.1, 6.2 and 6.3 the magnitudes of the autocorrelations and 
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Length of sequence (L) 
Figure 6.1: Magnitudes of normalized peak absolute aperiodic autocorrelations 
for L < 100, where + indicates autocorrelation magnitude and — indicates 
autocorrelation upper bound. 
crosscorrelations are normalized by \fTj. Note also that as revealed in the fig-
ures, the tightness of the autocorrelation and crosscorrelation bounds show that 
the estimation for the aperiodic correlation of the constructed pair of sequences 
is effectively best possible. 
Combining the above with the results (6.6), (6.7) and (6.8), we have proved 
that the minimax aperiodic correlation of a pair {K = 2) of sequences 
1.487VT 
if L is even, 
C\mm) < (6.9) 
1.122X/L if L is odd. 
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Q I I I 1 1 1 1 1 1 
0 10 20 30 40 50 60 70 80 90 100 
Length of sequence (L) 
Figure 6.2: Magnitudes of normalized peak absolute aperiodic crosscorrelations 
for even L < 100, where + indicates crosscorrelation magnitude and — indicates 
crosscorrelation bound. 
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Figure 6.3: Magnitudes of normalized peak absolute aperiodic crosscorrelations 
for odd L < 100, where + indicates crosscorrelation magnitude and — indicates 
crosscorrelation bound. 
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These upper bounds together with the Welch lower bound (2.10) for K = 
that is 
^ ^ (6.10) 
determine the values of C(inin) to within a factor of 3.i Hence, for K = the 
sequence design problem is solved quite satisfactorily. 
Obviously, for L = 1,2, (7(mm) = 1- We also know from [39] that (7( = 
for L = 3, which is achieved by the pair ( l , l ,—e ) a n d 
where rj cos 11/4. 
6.3 A Set of K Sequences 
For any even integer K, say K = 2B, the set of K sequences {yk}, k € 
{-B,-{B 1 ) ,… —1’ 1 ,2 ,… B}, defined by 
Vkit) = ^ ^ , , (6.11) 
X / N 
for t = 0 , 1 , … \k\L — 1 and equals 0 for t = \k\L,… BL — 1. Note that 
each sequence in the set can be regarded as a polyphase sequence which has a 
length of some multiple of L and is normalized to have energy L, though strictly 
speaking, the sequences are not polyphase except when K = 2. In the latter 
case, the sequence set is identical to (6.5) with yi = X\ and = X2-
Clearly, from (6.6), we have the autocorrelation upper bound, for L > 100, 
max | C “ T ) | < 0.49\/L. (6.12) 
1<T<SL—1 
lAs pointed out by Dr. Mark S. F. Yau, this factor can be improved to 2.244 if, for even 
length L, we append a one to the sequences in the construction for length L 1. It is then 
easy to see that Qimn) < 1.122\/L + 1-
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Without loss of generality, consider 0 < r < BL — 1. Then, for any k, I e 
{0 1 , … BL — 1} the absolute aperiodic crosscorrelation between yk and yi is 
1 inin(lfc|L,mL-T)-l 
r _ 1 • ^ ±((<+T)2+g(t+T))/2 
- - 7 7 7 Z^ ^\k\L 
y! kl t=o 
1 inin(|fc|L,K|L-T)-l 
1 • , (/ A : ) f 2 + Z + 2 T ) ) 
= " 7 7 7 Z^ 
yf Kl t=0 
1 ))2 
J kl t=o 
Put f{x) = |/ + in Theorem 5.13 and choose a = 1 
and 
_ l±k 
Then we have | / | < BL, X < 2/L and A'^ < B^L, It then follows, for L > 8 
(such that A < 1/4), 
|Cfc /(T)| < y/m\CkAr)\ 
< + + 2 + bVZ 
= 3 + 1 / ^ 7 1 + 1 ^ + 2 (6.13) 
Thus bounds (6.12) and (6.13) together with (6.3) implies 
= o(vT) 
for any fixed K. This settles the sequence design problem for any K. 
It is instructive to compare the bound (6.13) ioi K = 2 with bounds (6.7) 
and (6.8). In this case, the right-hand-side becomes 5.243\/T + 4 which is less 
than 5 times greater than the effectively best possible bounds. 
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However, the usefulness of our construction of sequence set depends heavily 
on how to formulate what the "best" sequence set is. For example, if we ask the 
following problem, 
Given a fixed L, what is the order of C(inin) in terms of K? 
then (2.10) implies the order of C( is at least 0(1), and (6.4) implies an 
0{'\/K) upper bound, whereas the construction here merely gives an 0{K) upper 




A unified construction of perfect polyphase sequences has been proposed, which 
not only unifies all previous construction known to us, but is also able to generate 
all perfect polyphase sequences in Table 3.1 obtained by exhaustive searches. 
This gives strong empirical support for the existence of a "universal" formulation 
of perfect polyphase sequences. It is of great theoretical interest to find if there 
are perfect sequences of longer length or larger alphabet which cannot be derived 
from our unified construction. Since it is our belief that such "universal" theory 
does exist, we raise a conjecture on the combination of length and alphabet size 
for which the perfect sequences can exist. This new conjecture has been shown 
to be stronger than several classical conjectures and open problems like the non-
existence of Barker sequences, perfect binary sequences, circulant Hadamard 
matrices, and the generalized bent functions in the sense that the correctness of 
the former will give answer to the latter problems. We believe that the conjecture 
reveals the pattern behind these famous open problems, and thus sheds light on 
new directions to approach them. 
113 
Chapter 1 Conclusion 
Our unified construction is also of great practical interest since polyphase 
sequences have been used in pulse compression radars. In addition, its intimate 
relationship with generalized bent functions implies a unified construction of 
bent functions. Therefore, our result are also very useful for the spread spectrum 
multiple access systems employing generalized bent sequences, which can be 
derived from generalized bent functions. These bent sequences are famous for 
their potential applications in spread spectrum multiple access systems since 
they can give rise to a large set of signature sequences with a small alphabet, a 
low peak periodic correlation and a large linear span. 
For many practical applications, it is the aperiodic (instead of the periodic) 
correlation properties of sequences that matter. Yet these aperiodic correlation 
results are very rare. We have obtained some analytic results on the aperiodic 
autocorrelation of a new class of pulse compression codes — the generalized 
P3/P4 codes. As suggested by its name, these new codes include the famous P3 
and P4 codes as special cases. The analysis is based on a sophisticated division 
of the autocorrelation expression into two cases such that the asymptotic peak 
sidelobe can be determined. Also, to simplify implementation and to reduce 
phase tracking errors, the alphabet size of a polyphase code is desired to be 
as small as possible while maintaining its low autocorrelation. The even-odd 
transformation is introduced that switches a sequence into another with their 
respective periodic and odd autocorrelation magnitudes equal. It can therefore 
convert perfect sequences into odd perfect ones and vise versa, while keeping 
their aperiodic autocorrelation unchanged. Its application to P4 codes of even 
length has discovered new codes having half the alphabet size, but with the same 
aperiodic autocorrelation characteristics. 
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In general, aperiodic correlations of sequences have the form of partial ex-
ponential sums. These exponential sums are usually very difficult to handle. 
This fact partially explains why the aperiodic correlation results are so rare. 
Yet, some exponential sums like Gauss sums are more well-studied due to their 
/ 
connections with certain classical problems in analytic number theory. Aware 
of these exponential sum results, upper bounds on the aperiodic correlation of a 
proposed set of sequences are obtained. It turns out for a fixed number of such 
sequences of energy L, its peak aperiodic correlation is 0{y/L). Together with 
the Welch bound, the minimax aperiodic correlation is proved to be 0{y/L). 
This has settled a 13-year old open problem of McEliece. 
Finally, we remark that the mathematical tools and methods used to obtain 
our periodic and aperiodic correlation results are very different. The former 
allows us to use Fourier transform, finite field and the theory of congruential 
equations, while the latter depends on very limited results on exponential sums. 
However, the aperiodic correlation results are more useful from the practical 
point of view. Hence, it is our hope that in the future the study of exponential 
sums can be encouraged from the engineering applications like the sequence 
design for radars and asynchronous spread spectrum multiple access systems. 
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