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Abstract
We prove that for any classical, compact, simple, connected Lie group G, the G-invariant orbital measures
supported on non-trivial conjugacy classes satisfy a surprising L2-singular dichotomy: Either μk
h
∈ L2(G)
or μk
h
is singular to the Haar measure on G. The minimum exponent k for which μk
h
∈ L2 is specified; it de-
pends on Lie properties of the element h ∈ G. As a corollary, we complete the solution to a classical problem
– to determine the minimum exponent k such that μk ∈ L1(G) for all central, continuous measures μ on G.
Our approach to the singularity problem is geometric and involves studying the size of tangent spaces to
the products of the conjugacy classes.
© 2009 Elsevier Inc. All rights reserved.
MSC: 43A80; 22E30; 58C35
Keywords: Compact Lie group; Conjugacy class; Orbital measure; Singular measure; Tangent space
1. Introduction
In contrast to the situation for compact abelian groups, it has long been known that if G is
a compact, connected, simple Lie group and μ is any central, continuous measure on G, then
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by Ragozin in [17] who proved that one could take k to be the dimension of the group G and
speculated that the dimension of G was not sharp. In a series of papers (see [5–11]) by the authors
(with various coauthors) the number k was reduced to O(rankG) for all such groups, and the
sharp exponent was determined to be rankG+ 1 for the groups of Lie type An in [5] and rankG
for Lie type Cn, n = 3, and Dn in [6].
Our method to determine the sharp exponent actually showed that the G-invariant orbital
measures, μ, supported on the conjugacy classes of minimal (non-trivial) dimension satisfy a
surprising “L2-singular dichotomy”:
Either μk ∈ L2(G) or μk is singular to Haar measure on G.
In [7] we verified that the L2-singular dichotomy continued to hold for certain other orbital
measures in SU(n). These examples inspired us to conjecture that the dichotomy might hold for
all orbital measures.
In this paper we develop a new and more direct approach to studying the singularity problem.
As a result we can now prove
Theorem. The L2-singular dichotomy holds for all orbital measures in all the classical compact
connected simple Lie groups.
In fact, in Theorem 9.1 we specify the exponent where the change occurs. If μ is supported
on the conjugacy class containing the torus element h, then the minimal exponent k such that
μk ∈ L2 depends on the combinatorial structure of the annihilating roots of h.
As a consequence, we are able to complete the solution to Ragozin’s problem for the clas-
sical compact Lie groups: μk ∈ L1(G) for all central, continuous measures μ if and only if
k  2 rankG when G is of Lie type Bn and k = 4 (= rankG + 1) when G is of type C3. This
was left open in [6] and can be found in Corollary 9.2.
The approach we had taken in our earlier papers to establish the singularity of μk was indirect.
We first determined when sums of adjoint orbits in the Lie algebra had measure zero and then
transferred the results from the Lie algebra to products of conjugacy classes in the Lie group
via the exponential map. This strategy enabled us in [8] to show that the L2-singular dichotomy
was true for orbital measures supported on conjugacy classes which had the same dimension as
a preimage adjoint orbit (under the exponential map) in the Lie algebra of the Lie group.
However, this approach did not allow us to resolve the dichotomy question for many orbital
measures, including those supported on the minimal dimension conjugacy classes in the Lie
groups of type Bn or C3, in part because the exponential map is not a local diffeomorphism if
the conjugacy class is of smaller dimension than any preimage adjoint orbit. Thus a new method
to study the singularity question was critical to proving our theorem. As well as being stronger,
our new method is more unified than the previous approach and recovers the singularity results
of [5–8].
Products of submanifolds in Lie groups and convolutions of measures supported on subman-
ifolds have been studied by a number of authors. For example, Ricci and Stein in [19] and [20]
obtain smoothness properties of convolutions of measures supported on manifolds whose prod-
uct has non-empty interior. In particular, they prove that if the surface measure, μ, of a compact
submanifold satisfies μk ∈ L1, then the density function of μk satisfies a Lipschitz condition and
thus μk ∈ L1+ε for some ε > 0. But there was no suggestion in their proof that ε could be as large
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be useful in studying Ragozin’s problem, but their approach seems more complicated. In [21],
Ricci and Travaglini study the Lp-improving behavior of regular orbital measures. Our results
yield an extension of this. Our work also generalizes, in spirit, the work of Ragozin [18], which
built upon classical work of Dunkl [4], and established that μ ∗μ ∈ L2(Rn) whenever μ was the
surface measure on a sphere in Rn, n 3.
In the next section we will expand on the background to the problem and outline the organi-
zation of the paper.
2. Background and organization of the paper
2.1. Notation
Let G be a compact, connected, simple Lie group with finite center Z(G) and Lie algebra g
(which we view as an algebra over R). Following Ragozin, our Lie algebras are right-invariant
vector fields. We let T denote a maximal torus of G and let t denote its Lie algebra. The expo-
nential map maps g onto G and G acts on its Lie algebra by the adjoint map, Ad(·).
Given h ∈ G, we let Ch denote the conjugacy class containing h,
Ch =
{
ghg−1: g ∈ G}.
Every conjugacy class contains an element in the torus of the Lie group. Conjugacy classes are
submanifolds of proper dimension and thus have Haar measure zero. Of course, if h ∈ Z(G)
then Ckh (the k-fold product of Ch) is a singleton for all k; these trivial conjugacy classes are not
of interest to us.
For any h ∈ G, the orbital measure, μh, supported on Ch, is the G-invariant measure defined
by ∫
G
f dμh =
∫
G
f
(
ghg−1
)
dmG(g) for f continuous,
where mG is the Haar measure on G. Orbital measures are singular probability measures and
are continuous (non-atomic) measures if and only if h /∈ Z(G). They are also central measures,
meaning they commute with all other measures under convolution.
2.2. Ragozin’s result and known improvements
Using geometric methods, Ragozin [17] proved that if k = dimG, then μ1 ∗ · · · ∗μk ∈ L1(G)
for all central, continuous measures μj . He conjectured that k = dimG could be replaced by
k = dimG/min(dimCh) where the minimum is taken over all h /∈ Z(G).
Put
k(G) =
⎧⎨⎩
n if G is of type An−1,Cn for n > 3,Dn
2n if G is of type Bn
4 if G is of type C3.
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for the classical, compact, connected simple Lie groups.
Theorem 2.1.
(i) (See [11, Proposition 5.1].) μkh ∈ L2(G) for all h /∈ Z(G) if and only if k  k(G).
(ii) (See [11, Proposition 5.2].) μ1 ∗ · · · ∗ μk ∈ L1(G) if μj are continuous, central measures
on G for j = 1, . . . , k and k  k(G). If hj /∈ Z(G), then the Haar measure of Ch1 · · ·Chk is
positive if k  k(G).
(iii) (See [5, Corollary 3.7], [6, Corollaries 6.2, 6.9].) If G is Lie type An,Cn for n = 3, or Dn,
and dimCh is minimal, then μk(G)−1h is singular to Haar measure.
This gave the sharp answer to Ragozin’s problem and established the L2-singular dichotomy
for orbital measures supported on the minimal dimension conjugacy classes in the groups of Lie
types An, Cn with n = 3, and Dn. One of the contributions of this paper is to prove that (iii)
continues to be true for the minimal dimension conjugacy classes in C3 and Bn.
The sharp L2 results for convolution powers of orbital measures (in the sense of (i)) were
obtained in [11] using the Weyl character formula and Plancherel’s theorem. The fact that μ1 ∗
· · ·∗μk(G) ∈ L1(G) for all central continuous measures μj can be derived from this. (See also [9,
Theorem 11].) The measure of Ch1 · · ·Chk is positive if k  k(G) since it supports the absolutely
continuous measure μh1 ∗ · · · ∗μhk .
The proof that μk(G)−1h is singular to Haar measure can be found in [5] for type An and in [6]
for Cn, n = 3 and Dn. The strategy used in both papers was to take H ∈ g such that expH = h
and consider the adjoint orbit generated by H ,
OH =
{
Ad(g)H : g ∈ G}⊆ g.
The adjoint orbit is of interest because Ch = exp(OH ). More generally, it is known [2] that Ckh ⊆
exp((k)OH ) for all k, where (k)OH ⊆ g denotes the k-fold sum of OH . Since the exponential
map is smooth it follows that if (k)OH has measure zero, the same must be true for Ckh and
this implies μkh is a singular measure. Using geometric and algebraic methods we were able to
show that for the Lie algebras of type An−1, Bn, Cn or Dn, the Lebesgue measure of (k)OH
is positive for all H = 0 if and only k  n and the orbits of minimal dimension are the sharp
examples.
These methods were further refined in [8] where we proved that the L2-singular dichotomy
holds for all the continuous orbital measures supported on conjugacy classes which have the
same dimension as a preimage adjoint orbit. This includes all the continuous orbital measures on
SU(n).
2.3. Contributions and organization of this paper
However, with this indirect approach to address the singularity question it was not possible
to obtain the sharp answer to Ragozin’s problem for the groups C3 and Bn, or to resolve the
dichotomy question for many orbital measures in the classical Lie groups other than SU(n).
The fundamental difficulty is that one cannot conclude that the measure of the n-fold product
of the conjugacy class is positive from the knowledge that the measure of the n-fold sum of
S.K. Gupta, K.E. Hare / Advances in Mathematics 222 (2009) 1521–1573 1525the preimage orbit is positive when the exponential map is not a local diffeomorphism on the
orbit.1
In this paper we develop a method for studying the measure of products of conjugacy classes
directly. More specifically, we show that the rank of the differential of the product map on the
k-fold Cartesian product of Ch is less than the dimension of the group (for suitable choices
of k), and this implies mG(Ckh) = 0. This new approach is more technical because the image of
the differential of the product map is a complicated vector space that is not in the Lie algebra.
However, in addition to being more powerful, this method is also more unified than the type-by-
type analysis carried out in [6].
Our paper is organized as follows: In Sections 3 and 4 we present an abstract develop-
ment of the set-up for our new approach, finding suitable bases for the tangent spaces to Ch
at generic points and a description of a subspace of the Lie algebra with the same dimension
as the image of the differential of the product map. We then focus specifically on the classical
Lie groups and Section 5 summarizes general facts about these groups which we will need. In
Section 6 we study the singularity problem for an important class of orbital measures. We are
able to deduce the singularity property for most of the orbital measures by comparing with this
special class. A key unifying idea is a general, technical result about unitary matrices, Proposi-
tion 6.1.
We obtain the solution to the problem for the minimal dimension conjugacy class in Bn from
this work. However, more refined analysis is needed for the minimal dimension conjugacy class
in C3 and this is done in Section 7. Our combinatorial approach to the L2 problem is outlined in
Section 8. Finally, in Section 9 we state and prove our main theorem, the L2-singular dichotomy
for all continuous orbital measures in all the classical compact Lie groups. In particular, we
specify the exponent where the change occurs for each orbital measure. The exponent depends
on the Lie type of the set of annihilating roots of any torus element generating the conjugacy
class. The sharp answer to Ragozin’s problem follows as a corollary of our main theorem and is
detailed in Section 9.3.
3. Roots, type and tangent spaces
As our primary interest is in the classical Lie groups, throughout the paper we will assume G
is a linear group. Then the adjoint map is given by
Ad(g)X = gXg−1 for g ∈ G and X ∈ g
and the Lie bracket is given by [X,Y ] = XY − YX for X,Y ∈ g.2
3.1. Root systems
We let Φ denote the set of roots of the complexification of the Lie algebra g with respect to
the complexified torus of g and write Φ+ for the positive roots.
1 In fact, it need not be. For instance, in type Bn , m((n)O) > 0 for all non-trivial orbits, but there are conjugacy classes
in the group with mG(Cn) = 0. For more details see Remark 6.2.
2 Our custom will generally be to write capital letters for elements of the Lie algebra g and small letters for elements
of the Lie group G.
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[H,Eα] = iα(H)Eα for all H ∈ t
where α(H) ∈ R. For each such root vector, Eα , there is a unique choice of
REα = Eα +E−α ∈ g
and
IEα = i(Eα −E−α) ∈ g,
such that
Eα = 12 (REα − iIEα).
We call REα and IEα the real and imaginary parts of Eα , respectively. Note that E−α =
1
2 (REα + iIE−α) is a root vector associated with the root −α.
Roots also act on the torus of the Lie group by the rule α(h) ≡ α(H) mod 2π where H is any
element in t with expH = h.
Roots and their root vectors are a very important concept in this paper. We refer the reader
to [12,13,22–24] for further information about Lie groups/algebras and their root systems.
3.2. Annihilating roots and type
We will say that the root α annihilates h ∈ T if α(h) ≡ 0 mod (2π) and we will write Ah for
the real and imaginary parts of the associated root vectors,
Ah = {REα, IEα: α ≡ 0 mod 2π}.
We will denote by Nh the set of positive, non-annihilating roots of h,
Nh =
{
α ∈ Φ+: α(h) = 0 mod 2π}
and let Nh be the set of real and imaginary parts of the non-annihilating root vectors,
Nh = {REα, IEα: α ∈ Nh}.
The vectors in Nh (respectively Ah), are linearly independent and all together with t span g. (In
this paper, span will always mean span over R.)
The set of annihilating roots is always a subroot system of Φ and thus will have a Lie type.
By the type of an element h we mean the type of its set of annihilating roots. Every conjugacy
class contains a torus element and all torus elements in a given conjugacy class are of the same
type, so we can also speak of the type of a conjugacy class.
Finally, by the rank of an element or conjugacy class, we will mean the rank of the set of
annihilating roots.
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all roots, thus the set of annihilating roots of an element h is proper precisely when h /∈ Z(G).
The set of annihilating roots is empty when the element is regular. These elements are dense in
the group.
3.3. Tangent spaces to conjugacy classes
Given a conjugacy class, Ch, and any g ∈ Ch, we denote the tangent space to Ch at g by
Tg(Ch). Of course, if h ∈ Z(G), then the conjugacy class is trivial. More generally, it is known
[16, VI.4] that the dimension of the conjugacy class Ch is the number of roots that do not anni-
hilate h, i.e.,
dimCh = 2|Nh| = |Nh|,
and, for any g ∈ Ch,
Tg(Ch) =
{[X,g]: X ∈ g}
where [X,g] = Xg − gX.
Similarly, the dimension of the orbit OH ⊆ g is the number of non-annihilating roots of H
and the tangent space to OH at Z ∈ OH is
TZ(OH ) =
{[X,Z]: X ∈ g}.
If expH = h, then dimOH  dimCh and strict inequality is possible. An example is given in
Remark 6.2.
Motivated by the analogous result for TH (OH ) [6, Proposition 2.1], we have the following
description of a basis for Th(Ch).
Proposition 3.1. A basis for the tangent space of Th(Ch) is given by
B = {[h,REα], [h, IEα]: α ∈ Nh}
= {[h,X]: X ∈ Nh}.
Proof. Since dim(Th(Ch)) = 2|Nh|, it is enough to prove that B is a linearly independent set.
Note that B is linearly independent if and only if
B ′ = Bh−1 = {Ad(h)REα −REα,Ad(h)IEα − IEα: α ∈ Nh}
is a linearly independent set.
Pick H ∈ t such that h = exp(H). For α ∈ Nh,
Ad(h)Eα = Ad
(
exp(H)
)
Eα = exp(adH)Eα = exp
(
iα(H)
)
Eα.
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Ad(h)REα −REα =
(
cosα(H)− 1)REα + sinα(H)IEα
and
Ad(h)IEα − IEα = − sinα(H)REα +
(
cosα(H)− 1)IEα.
Since α(H) = 0 mod 2π for all α ∈ Nh, it follows that B ′ is linearly independent. 
Corollary 3.2. Suppose {Eα}α∈Nh are the root vectors associated with the non-annihilating roots
of h. Then
span
{
REα − Ad(h)REα, IEα − Ad(h)IEα: α ∈ Nh
}= span{Nh}.
Using analyticity arguments, the proposition above can be generalized to describe bases of
the tangent space at points in an open dense subset of Ch (see Corollary 3.4 below). But, first,
we need a stronger version of Proposition 3.1.
Some further notation: We will denote by
C
q
h ≡ Ch × · · · ×Ch (q times) ⊆ G× · · · ×G
the q-fold Cartesian product of the conjugacy class Ch (to distinguish the Cartesian product from
the product Cqh ⊆ G).
Proposition 3.3. For each positive integer q there exists an open dense subset Dq of Cqh such thatfor all (g1, . . . , gq) ∈ Dq and for all r = 1, . . . , q we have
Tgr (Ch) = span
{[
Ad
(
g−1r−1 · · ·g−11 h−1
)
X,gr
]
: X ∈ Nh
}
(where Ad(g−1r−1 · · ·g−11 h−1) = Ad(h−1) if r = 1).
Proof. Let g1, . . . , gq ∈ Ch and for notational convenience put g0 = h. For α ∈ Φ+ let gα =
span{REα, IEα}, so g = t ⊕∑α gα . Let X ∈ g be given by
X = T +
∑
α∈Φ+
(aαREα + bαIEα) for T ∈ t, aα, bα ∈ R.
The orthogonal projection of X onto span{Nh} is the element∑
α∈Nh
(aαREα + bαIEα)
which we will identify with the (real) 2|Nh| – row vector {(aα, bα)}α∈N .h
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Ad
(
g−1r−1 · · ·g−10
)
X,gr
]
: X ∈ Nh
}
is linearly independent for each r = 1, . . . , q.
A simple calculation shows that[
Ad
(
g−1r−1 · · ·g−10
)
X,gr
]= g−1r−1 · · ·g−10 (X − Ad(g0 · · ·gr−1grg−1r−1 · · ·g−10 )X)g0 · · ·gr−1gr ,
hence it suffices to prove that{
X − Ad(g0 · · ·gr−1grg−1r−1 · · ·g−10 )X: X ∈ Nh}
is linearly independent for all r = 1, . . . , q.
In the special case that g1 = · · · = gq = h, then
X − Ad(g0 · · ·gr−1grg−1r−1 · · ·g−10 )X = X − Ad(h)X,
and we saw in the proof of Proposition 3.1 that when X ∈ Nh, then X − Ad(h)X ∈ span Nh.
Form the square matrix, Mh, whose rows are the row vectors identified with the projection
of X − Ad(h)X onto span Nh. The proof of Proposition 3.1 implies that Det(Mh) = 0. Further,
for each r = 1, . . . , q consider the square matrix, Mg1,...,gr , whose rows are given by the vectors
identified with the projection of X − Ad(g0 · · ·gr−1grg−1r−1 · · ·g−10 )X onto span Nh for X ∈ Nh.
Let f :Cqh → R be given by
f (g1, . . . , gq) =
q∏
r=1
Det(Mg1,...,gr ).
Note that f is an analytic function on the manifold Cqh and
f (h, . . . , h) = (DetMh)q = 0.
Consequently, there exists an open dense set in Cqh on which f does not vanish and this is the set
Dq with the required properties. 
This set Dq will be important in the singularity arguments.
Similar, but easier, arguments give the following corollary which is in the spirit of [6, Propo-
sition 2.2].
Corollary 3.4. For an open dense set of vectors g ∈ Ch, the collection
Bg =
{[X,g]: X ∈ Nh}
is a basis of Tg(Ch).
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In [5–8] we proved that the measure of the q-fold sum of an adjoint orbit OH was zero (for
suitable q) by showing that the rank of the addition map S : OqH → (q)OH ⊆ g was less than
dimg. Since the range of the differential of S at (X1, . . . ,Xq) ∈ OqH is the sum of the tangent
spaces to OH at Xi , i.e., the vector space
∑q
i=1 TXi (OH ), this strategy reduced the problem to
establishing that dim(
∑q
i=1 TXi (OH )) < dimg.
Motivated by this, our approach to prove that Cqh has zero Haar measure (and therefore μqh is
a singular measure since it is supported on Cqh ) will be to study the product mapping F : Cqh → G
defined by
F(g1, . . . , gq) = g1 · · ·gq.
We will want to prove that it has rank less than dim G for all (g1, . . . , gq) ∈ Cqh.
To calculate rankF we study its differential,
(dF )(g1,...,gq ) : Tg1(Ch)× · · · × Tgq (Ch) → Tg1···gq (G).
The differential satisfies a ‘product rule’: Given Y1, . . . , Yq ∈ g, we have
(dF )(g1,...,gq )
([Y1, g1], . . . , [Yq, gq ])
= [Y1, g1]g2 · · ·gq + g1[Y2, g2]g3 · · ·gq + · · · + g1 · · ·gq−1[Yq, gq ]. (1)
Indeed, consider the curve
γ (t) = (exp(tY1)g1 exp(−tY1), . . . , exp(tYq)gq exp(−tYq)) for t ∈ R.
For each t ∈ R, γ (t) ∈ Cqh,
dγ
dt
∣∣∣∣
t=0
= ([Y1, g1], . . . , [Yq, gq ])
and
dF ◦ γ
dt
∣∣∣∣
t=0
= [Y1, g1]g2 · · ·gq + g1[Y2, g2]g3 · · ·gq + · · · + g1 · · ·gq−1[Yq, gq ].
We will denote the image of the differential of F at (g1, . . . , gq) by Wg1,...,gq ,
Wg1,...,gq = (dF )(g1,...,gq )
(
Tg1(Ch)× · · · × Tgq (Ch)
)
= span{g1 · · ·gr−1[Y,gr ]gr+1 · · ·gq : Y ∈ g, r = 1, . . . , q}. (2)
With this notation, the rank of F at (g1, . . . , gq) is dimWg1,...,gq .
Calculating the rank of F using the formula given in (1) seems to be very difficult, in part
because the expressions, [Y1, g1]g2 · · ·gq + · · · + g1 · · ·gq−1[Yq, gq ], are not even in the Lie
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something more manageable.
Lemma 4.1. Suppose that dim(Wh,g2,...,gq ) < dimG for all g2, . . . , gq ∈ Ch. Then
dim(Wg1,...,gq ) < dimG for all g1, . . . , gq ∈ Ch. Therefore, rankF < dimG at all points in the
domain of F .
Proof. For fixed g1, . . . , gq, Y1, . . . , Yq put
U = [Y1, g1]g2 · · ·gq + g1[Y2, g2]g3 · · ·gq + · · · + g1 · · ·gq−1[Yq, gq ].
Let g ∈ Ch and consider
Ad(g)U = [Ad(g)Y1,Ad(g)g1]Ad(g)g2 · · ·Ad(g)gq
+ Ad(g)g1
[
Ad(g)Y2,Ad(g)g2
]
Ad(g)g3 · · ·Ad(g)gq
+ · · · + Ad(g)g1 · · ·Ad(g)gq−1
[
Ad(g)Yq,Ad(g)gq
]
.
Choose g ∈ G such that Ad(g)g1 = h. Set Ad(g)Yl = Y ′l for each l = 1, . . . , q and Ad(g)gl =
g′l for l = 2, . . . , q . Then
Ad(g)U = [Y ′1, h]g′2 · · ·g′q + h[Y ′2, g′2]g′3 · · ·g′q + · · · + hg′2 · · ·g′q−1[Y ′q, g′q].
By hypothesis dim(Wh,g′2,...,g′q ) < dimG, thus we can conclude that
dim(Wg1,g2,...,gq ) < dimG. 
Our next result is the key lemma which makes the computation of dim(Wg1,...,gq ) practical. We
will continue to use the notation Dq for the open dense subset of Cqh identified in Proposition 3.3.
Lemma 4.2. Let q = 2,3, . . . and (g2, . . . , gq) ∈ Dq−1. Let V ′h,g2,...,gq denote the subspace of g
given by
V ′h,g2,...,gq
= span{X − Ad(h)X,X − Ad(hg2 · · ·gr−1grg−1r−1 · · ·g−12 h−1)X: X ∈ Nh, r = 2, . . . , q}.
Then
dim(Wh,g2,...,gq ) = dim
(
V ′h,g2,...,gq
)
.
Proof. Put g1 = h. For X ∈ Nh put X(1) = X and define X(r) = Ad(g−1r−1 · · ·g−11 )X for r  2.
By Proposition 3.3, a basis for Tgr (Ch) is given by{[
X(r), gr
]
: X ∈ Nh
}
,
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Wg1,...,gq = span
{
g1 · · ·gr−1
[
X(r), gr
]
gr+1 · · ·gq : X ∈ Nh, r = 1, . . . , q
}
.
Consider
Vg1,...,gq = g−1q · · ·g−11 Wg1,...,gq .
Clearly, dimVg1,...,gq = dimWg1,...,gq . Furthermore,
g−1q · · ·g−11
(
g1 · · ·gr−1
[
X(r), gr
]
gr+1 · · ·gq
)
= Ad(g−1q · · ·g−1r )(X(r) − Ad(gr)X(r))
= Ad(g−1q · · ·g−11 )(X − Ad(g1 · · ·gr−1grg−1r−1 · · ·g−11 )X),
consequently, dimV ′g1,...,gq = dimVg1,...,gq . 
We make one more simplification. When we write Zh⊥ we mean the projection of the subspace
Z onto the orthogonal complement of span Nh in g. Note that since dimCh = card(Nh),
dim(span Nh)⊥ = dim
(
span{T ,REα, IEα: T ∈ t, α /∈ Nh}
)
= dimG− dimCh. (3)
Lemma 4.3. Let (g2, . . . , gq) ∈ Dq−1. Then
dimV ′h,g2,...,gq = dimV ′′h,g2,...,gq + dimCh
where
V ′′h,g2,...,gq =
(
span
{
Ad
(
hg2 · · ·gr−1grg−1r−1 · · ·g−12 h−1
)
X: X ∈ Nh, r = 2, . . . , q
})
h⊥ .
Proof. By Corollary 3.2
span
{
X − Ad(h)X: X ∈ Nh
}= span{Nh}. 
5. Basic facts about the classical Lie groups
For the remainder of the paper we will focus specifically on the classical, compact, connected,
simple Lie groups G, those of Lie type An, Bn, Cn or Dn. These groups have rank n and their
dimensions are (n+ 1)2 − 1, n(2n+ 1), n(2n+ 1) and n(2n− 1) respectively.
Let F = R, C or H, where H ={α + iβ + jγ + kφ: α,β, γ,φ ∈ R} is the set of quaternions.
Note that C embeds in H by taking the quaternions with j , k coordinates 0 and that for q ∈ H,
q = α − iβ − jγ − kφ. We should point out that the quaternions are not a field and the multipli-
cation is not commutative.
We denote by Mn(F) the n× n matrices with entries in F.
Our models of the classical, compact, connected Lie groups will be the special orthogonal,
special unitary and symplectic groups:
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{
g ∈ Mn(C): gg∗ = g∗g = I, detg = 1
}
Type Bn: SO(2n+ 1) =
{
g ∈ M2n+1(R): ggt = gtg = I, detg = 1
}
Type Cn: Sp(n) =
{
g ∈ Mn(H): gg∗ = g∗g = I
}
Type Dn: SO(2n) =
{
g ∈ M2n(R): ggt = gtg = I, detg = 1
}
.
The torus in SU(n) or Sp(n) is the subgroup of diagonal matrices of the form
diag
(
eiθ1, . . . , eiθn
)
where θl ∈ [0,2π).
The torus in SO(2n) or SO(2n+ 1) consists of the block diagonal matrices with 2 × 2 blocks of
the form
Al =
[
cos θl − sin θl
sin θl cos θl
]
(and 1 in the (2n + 1,2n + 1) position for SO(2n + 1)). It is convenient to identify the torus of
each of these groups with [0,2π)n via the natural identification:
diag
(
eiθ1, . . . , eiθn
)↔ (θ1, . . . , θn) for SU(n) or Sp(n)
or
diag
(
A1, . . . ,An, (1)
)↔ (θ1, . . . , θn) for SO(2n) or SO(2n+ 1).
Their Lie algebras are, respectively,
su(n) = {A ∈ Mn(C): A = −A∗, Tr(A) = 0}
so(2n+ 1) = {A ∈ M2n+1(R): A = −At}
sp(n) = {A ∈ Mn(H): A = −A∗}
so(2n) = {A ∈ M2n(R): A = −At}.
The Lie algebras have the same dimensions as the corresponding Lie groups.
We denote by Elm the n × n matrix with 1 in entry (l,m) and 0 else, except we make the
convention that if G = SU(n), by Ell we mean Ell − Enn. As we will use them frequently, we
will put
Rlm = Elm −Eml
Ilm = i(Elm +Eml)
Jlm = j (Elm +Eml)
Klm = k(Elm +Eml).
(Of course, the latter two are only of interest in the case Sp(n).)
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root vectors for the classical Lie groups. These are summarized below. For more details we again
refer the reader to [12,13,22–24]. Note that when we write em we mean the linear functional
acting on the torus (as identified with Rn) by em(θ1, . . . , θn) = iθm.
(A) Type An−1, n− 1 1:
The set of roots Φ = {±(el − em): 1 l < m n}.
Elm is a root vector for the root el − em.
The real and imaginary parts of the root vectors satisfy the following conditions for 1 l <
m n:
REel−em = Elm −Eml = Rlm
IEel−em = i(Elm +Eml) = Ilm.
(B) Type Bn, n 2: Φ = {±es,±(el ± em): 1 s  n, 1 l < m n}.
For 1  s  n and 1 l < m n, the real and imaginary parts of the root vectors are given
by
REes = R2s−1,2n+1 IEes = R2s,2n+1
REel−em = R2l−1,2m−1 +R2l,2m IEel−em = R2l,2m−1 −R2l−1,2m
REel+em = R2l−1,2m−1 −R2l,2m IEel+em = R2l,2m−1 +R2l−1,2m.
(C) Type Cn, n 3: Φ = {±2es,±(el ± em): 1 s  n, 1 l < m n}.
For 1  s  n and 1 l < m n, the real and imaginary parts of the root vectors are given
by
RE2es = jEss IE2es = kEss
REel−em = Rlm IEel−em = Ilm
REel+em = Jlm IEel+em = Klm.
(D) Type Dn, n 4: Φ = {±(el ± em): 1 l < m n}.
The real and imaginary parts of the root vectors are given by REel±em and IEel±em, as in
type Bn.
The following simple lemma allows us to transfer conclusions about one group of a given
type, to another.
Lemma 5.1. Suppose G1 and G2 are compact groups with G1 ≈ G2/F where F is a finite
normal subgroup of G2. Let π denote the quotient map. Then mG2(Ckg) = 0 if and only if
mG1(C
k
π(g)) = 0.
Proof. One can easily see that Ckπ(g) = π(Ckg) and π−1(Ckπ(g)) = CkgF . As Haar measure is
translation invariant and F is finite, the result holds. 
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connected, covering group by a finite normal subgroup, there is no loss of generality in assum-
ing the classical group G is one of SU(n), SO(n) or Sp(n) when studying the question of the
zero/non-zero measure of powers of conjugacy classes.
6. r-Free letters class
6.1. Definition of r-free letters class/element
We will be able to deduce most of the necessary singularity results by studying the singularity
problem for a special class of orbital measures which we call the r-free letters class. These are
the measures, μhr , where hr ∈ T is an r-free letter element. By this we mean that either G is of
type Xn and hr is of type Xn−r where r > 0 and X = A,B,C,D; or G is of type Bn, hr is of
type Dn−r and r  0.
The goal of this section is to prove that μQhr is singular to the Haar measure on G for Q =
[n−1
r
] in the former case and Q = [ 2n−12r+1 ] in the latter.
In most cases, the singularity of μQhr , when hr is the same type as G but rank n − r, can be
derived from the arguments given in [8, Section 4]. But this method does not work when G is
type Bn and hr is type Dn−r or G is type C3 and hr is type C2. In contrast, the new approach
taken in this paper handles all the r-free letters cases essentially simultaneously. Our arguments
rely heavily upon some elementary facts about matrices (Proposition 6.1).
In Section 9 of our paper we will show that this choice of Q is maximal; in fact, we prove
there that μQ+1hr ∈ L2(G).
Throughout this section we will let
F(G,hr) =
⎧⎪⎪⎨⎪⎪⎩
{n− r + 1, . . . , n} if G = SU(n) or Sp(n)
{2(n− r)+ 1, . . . ,2n}
{ if G = SO(2n)
or G = SO(2n+ 1) and hr is type Bn−r
{2(n− r)+ 1, . . . ,2n+ 1} if G = SO(2n+ 1) and hr is type Dn−r
and we refer to F(G,hr) as the free letter indices. The reason for the “free letter” terminology
and the choice of F(G,hr) will become apparent later.
Up to a Weyl conjugate, the r-free letters elements, hr ∈ T, are the matrices described below,
where we have made the usual identification of T with [0,2π)n. We also record the set of non-
annihilating roots, the associated root vectors and the dimension of the conjugacy class generated
by hr .
(A) G = SU(n), type An−1:
Up to a Weyl conjugate, any r-free letter element hr is of type An−1−r and has the form (with
our identification of T with [0,2π)n)
hr = (α, . . . , α,αn−r+1, . . . , αn) ∈ SU(n)
with α,αn−r+1, . . . , αn all distinct. The set of positive, non-annihilating roots, Nhr , and dimen-
sion of its conjugacy class, Chr , are
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{
el − em: m ∈ F
(
SU(n),hr
)
, l < m
}
dimChr = (2n− r − 1)r.
The real and imaginary parts of the root vectors associated with the non-annihilating roots are
Nhr =
{
Rlm, Ilm: m ∈ F
(
SU(n),hr
)
, l < m
}
= {Rlm, Ilm: n− r < m n, l < m}.
(B) G = SO(2n+ 1), type Bn:
(i) Up to a Weyl conjugate, hr of type Bn−r is given by
hr = (0, . . . ,0, αn−r+1, . . . , αn) ∈ SO(2n+ 1)
with αn−r+1, . . . , αn non-zero and distinct. The positive, non-annihilating roots and dimension
of the conjugacy class are
Nhr = {em, el ± em: l < m, n− r < m n}
dimChr = (2n− r)2r.
The real and imaginary parts of the root vectors associated with the non-annihilating roots are
the matrices{
R2l−1,2m−1 ±R2l,2m,R2l,2m−1 ±R2l−1,2m,Rs,2n+1: l < m, n− r < m n, s > 2(n− r)
}
,
but we prefer to take
Nhr =
{
Rlm: m ∈ F
(
SO(2n+ 1), hr
)
, l < m or l = 2n+ 1}
= {Rlm,Rm,2n+1: 2n− 2r < m 2n, l < m}
where we understand that (l,m) = (2t −1,2t). There is no harm in doing this since these vectors
are also linearly independent and span the same vector space as the real and imaginary parts of
the root vectors associated with the non-annihilating roots.
(ii) Up to a Weyl conjugate, hr of type Dn−r is given by
hr = (π, . . . , π,αn−r+1, . . . , αn) ∈ SO(2n+ 1)
with αn−r+1, . . . , αn = 0, π and distinct. The positive, non-annihilating roots and dimension of
the conjugacy class are
Nhr = {es, el ± em: l < m,n− r < m n, 1 s  n}
dimChr = 2
(
2nr + n− r2 − r).
We take
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{
Rlm: m ∈ F
(
SO(2n+ 1), hr
)
, l < m
}
= {Rlm,Rs,2n+1: 2n− 2r < m 2n, l < m, s  2n}
where, again, we understand that (l,m) = (2t − 1,2t).
We remark that when r = 0 we have h0 = (π, . . . , π),
Nh0 = {em: 1m n}
and
Nh0 = {Rm,2n+1: 1m 2n}.
Ch0 is the minimal dimension conjugacy class in Bn and has dimension 2n. For more discussion
on this interesting conjugacy class see Remark 6.2.
(C) G = Sp(n), type Cn:
There are two choices, up to a Weyl conjugate, for hr of type Cn−r . They are
hr = (0, . . . ,0, αn−r+1, . . . , αn) ∈ Sp(n)
or
hr = (π, . . . , π,αn−r+1, . . . , αn) ∈ Sp(n)
with αn−r+1, . . . , αn all distinct and not equal to 0 or π . The non-annihilating roots and dimen-
sion of its conjugacy class are
Nhr =
{
2em, el ± em: m ∈ F
(
Sp(n),hr
)
, l < m
}
dimChr = (2n− r)2r.
The real and imaginary parts of the root vectors associated with the non-annihilating roots are
Nhr =
{
Rlm, Ilm, Jlm,Klm, jEmm, kEmm: m ∈ F
(
Sp(n),hr
)
, l < m
}
.
(D) G = SO(2n), type Dn:
There are also two choices, up to a Weyl conjugate, for hr of type Dn−r . These are
hr = (0, . . . ,0, αn−r+1, . . . , αn) and
hr = (π, . . . , π,αn−r+1, . . . , αn)
with αn−r+1, . . . , αn = 0 ( = π, respectively) and distinct. The non-annihilating roots and dimen-
sion of the conjugacy class are
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dimChr = (2n− r − 1)2r.
The root vectors associated with the non-annihilating roots are
Nhr =
{
Rlm: m ∈ F
(
SO(2n),hr
)
, l < m
}
= {Rlm: 2n− 2r < m 2n, l < m}
with (l,m) = (2t − 1,2t).
6.2. Elementary matrix results
We continue to let F = R, C or H and consider g ∈ Mη(F). Later we will let η = n,2n or
2n+ 1 depending on the group type.
If g ∈ Mη(H) we can write g = A + jB, where A,B ∈ Mη(C), and this representation is
unique. Define Ψ (g) = [A −B
B A
] ∈ M2η(C). The map Ψ is an injective, algebra homomorphism.
Moreover, it is known that g is invertible if and only if Ψ (g) is invertible and that if g is invert-
ible, then (Ψ (g))−1 ∈ rangeΨ . In particular, g is singular if and only if detΨ (g) = 0. Always
detΨ (g) is real valued. For proofs of these facts see [1]. We define detg = degΨ (g).
Given any complex matrix A, we write Aadj for the classical adjoint matrix of A and recall
that if A is invertible, then A−1 det(A) = Aadj. It follows that if g ∈ Mη(H) is invertible, then
(Ψ (g))adj detΨ (g) ∈ rangeΨ . Clearly the same is true if g is not invertible. Put
Φ(g) = Ψ−1((Ψ (g))adj detΨ (g)).
When g ∈ Mη(C), we will put
Φ(g) = gadjdetg.
Since Ψ is a homomorphism, it follows that in either case,
Φ(g) = g−1|detg|2
if g is invertible and Φ(g) = 0 otherwise. (But we prefer to write in this fashion for then it is
clear that the entries of Φ(g) are real analytic functions in the entries of g.)
Now fix m ∈ {1, . . . , η}. Given g ∈ Mη(F), let g(m) denote the matrix obtained from g by
deleting the m’th row and column and form Φ(g(m)). Although Φ(g(m)) ∈ Mη−1(F), we find it
helpful to label the rows and columns by the indices 1, . . . ,m− 1,m+ 1, . . . , η.
For a vector w = (w1, . . . ,wm−1,wm+1, . . . ,wη) ∈ Fη−1 we also define
Sm(w) =
η∑
l=1; l =m
(wlElm −wlEml) ∈ Mη(F). (4)
With this notation we have the following results.
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(a) Let g ∈ Mη(F) and m,s,p, q ∈ {1, . . . , η}, m = s.
(i) Define w = w(g,m, s) by w = (w1, . . . ,wm−1,wm+1, . . . ,wη) ∈ Fn−1 where
wl = wl(g,m, s) =
(
Φ
(
g(m)
))
ls
.
If p,q = m,s, then (
gSm(w)g
∗)
pq
= 0
and if F = C (or H) and β = i (or β = i, j, k), then(
gSm(βw)g
∗)
pq
= 0.
(ii) Define w = w(g,m) ∈ Fn−1 by
wl = wl(g,m) =
η∑
v=1;v =m
gvm
(
Φ
(
g(m)
))
lv
.
Assume p,q = m. Then (
gSm(w)g
∗)
pq
= 0
and if F = H and β = i, j, k, then(
gSm(βw)g
∗)
pq
= −2∣∣detg(m)∣∣2(gβEmmg∗)pq.
(b) Let g,h ∈ Mη(F) and m, t,p, q ∈ {1, . . . , η}. Define w = w(g,h,m, t), w′ = w′(g,h,
m, t) ∈ Fn−1 by
wl = wl(g,h,m, t) =
η∑
v=1;v =m
hvt
(
Φ
(
g(m)
))
lv
∣∣deth(t)∣∣2
and
w′l = w′l (g,h,m, t) = wl(h,g, t,m).
If p,q = t,m, then (
gSm(w)g
∗ + hSt (w′)h∗
)
pq
= 0.
If, in addition, F = C (or H) and β = i (or β = i, j, k), then(
gSm(βw)g
∗ + hSt (−βw′)h∗
)
pq
= 0.
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otherwise equals |detg(m)|2(g(m))−1. We will give the proof of (b) to demonstrate the idea. First,
note that
(
gSm(w)g
∗)
pq
=
η∑
u,v=1
gpu
(
Sm(w)
)
uv
g∗vq
=
∑
u =m
gpu
(
Sm(w)
)
um
g∗mq +
∑
v =m
gpm
(
Sm(w)
)
mv
g∗vq
=
∑
u =m
gpuwugqm −
∑
v =m
gpmwvgqv.
If either g(m) or h(t) is not invertible, then wu = 0 and hence (gSm(w)g∗) = 0. So assume
otherwise. Then
wu =
∑
v =m
hvt
(
g(m)
)−1
uv
∣∣detg(m)∣∣2∣∣deth(t)∣∣2
and therefore∑
u =m
gpuwu gqm =
∑
v =m
∑
u =m
gpu
(
g(m)
)−1
uv
hvt
∣∣detg(m)∣∣2∣∣deth(t)∣∣2gqm.
But since p = m, gpu = g(m)pu for any u = m, hence∑
u =m
gpu
(
g(m)
)−1
uv
= δpv
and therefore ∑
u =m
gpuwu gqm =
∑
v =m
δpvhvt
∣∣detg(m)∣∣2∣∣deth(t)∣∣2gqm
= hptgqm
∣∣detg(m)∣∣2∣∣deth(t)∣∣2.
Similarly, ∑
v =m
gpmwvgqv = gpmhqt
∣∣detg(m)∣∣2∣∣deth(t)∣∣2.
Thus (
gSm(w)g
∗)
pq
= (hptgqm − gpmhqt )
∣∣detg(m)∣∣2∣∣deth(t)∣∣2
and similarly
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hSt (w
′)h∗
)
pq
= (gpmhqt − hptgqm)
∣∣detg(m)∣∣2∣∣deth(t)∣∣2.
Summing the two gives zero.
If β = i (or j, k), then βwl = −wlβ , thus
Sm(βw) = −
η∑
l=1; l =m
(wlβElm + βwlEml).
The same reasoning shows that(
gSm(βw)g
∗)
pq
= (−hptβgqm − gpmβhqt )
∣∣detg(m)∣∣2∣∣deth(t)∣∣2
and (
hSt (−βw′)h∗
)
pq
= (gpmβhqt + hptβgqm)
∣∣detg(m)∣∣2∣∣deth(t)∣∣2.
Again, the sum is zero. 
6.3. Singularity result for r-free letters class
Fix h = hr ∈ T, an r-free letter element. Set η = n if G = SU(n) or Sp(n), η = 2n if G =
SO(2n), and η = 2n+ 1 if G = SO(2n+ 1).
We introduce some auxiliary vector subspaces of g for the purposes of this section. Put
U(G,h) =
{
span Nh if G = SU(n) or Sp(n)
span{Nh,R2l−1,2l : l = n− r + 1, . . . , n} if G = SO(2n) or SO(2n+ 1)
and
W(G,h) =
{
span{Ah, iEll : l  n− r} if G = SU(n) or Sp(n)
span{Ah,R2l−1,2l : l  n− r} if G = SO(2n) or SO(2n+ 1).
(We remind the reader of our convention that in SU(n), by ‘iEll’ we mean i(Ell −Enn).)
Since g = span Nh ⊕ span Ah ⊕ t and the torus t consists of the matrices iEll in SU(n) or
Sp(n) and the matrices R2l−1,2l in SO(2n) or SO(2n+ 1), an equivalent description of W is
W(G,h) =
{ {U(G,h), iEll : l ∈ F(G,h)}⊥ if G = SU(n) or Sp(n)
U(G,h)⊥ if G = SO(2n) or SO(2n+ 1)
where the orthogonal complement is taken inside g (in the natural way). Note that
dimW(G,h) =
{dimG− dimCh − r if G = SO(2n), SO(2n+ 1) or Sp(n)
dimG− dimCh − r + 1 if G = SU(n).
Lemma 6.2. Suppose the η × η matrix X ∈ W(G,h). If Xpq = 0 for all p,q /∈ F(G,h), then
X = 0.
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W
(
SU(n),h
)= span{Elm, iEmm: l = m n− r}.
When G is Sp(n),
Ah = {Rlm, Ilm, Jlm,Klm, jEll, kEll : l = m n− r}
so that again
W
(
Sp(n),h
)= span{Elm,βEmm: l = m n− r, β = i, j, k}.
In either case, if Xpq = 0 for all p,q  n − r , then X = 0. Since F(G,h) = {n − r + 1, . . . , n}
the result follows.
When G is SO(2n) or G = SO(2n+ 1) and h is type Dn−r , then
W(G,h) = span{Rlm: l < m 2(n− r)}.
The result follows directly from the observation that p,q /∈ F(G,h) if and only if p,q 
2(n− r).
If G is SO(2n + 1) but h is type Bn−r , then W(SO(2n + 1, h)) contains, in addition, the
matrices Rl,2n+1 for l  2(n − r). But in this case the complement of F(G,h) is {1, . . . ,2(n −
r)} ∪ {2n+ 1} and so again the result is immediate. 
Remark 6.1. This is one reason we view 2n + 1 as a “free letter” when h is type Dn−r in
SO(2n + 1), but not when h is type Bn−r . The next lemma is further justification for this termi-
nology.
We remind the reader of the matrix Sm(w) defined in (4): For w ∈ Fη−1,
Sm(w) =
η∑
l=1; l =m
(wlElm −wlEml) ∈ Mη(F).
Lemma 6.3. If m ∈ F(G,h), the matrix Sm(w) ∈ U(G,h).
Proof. When G = SU(n) or Sp(n), then w = (wl) with wl = al + ibl or wl = al + ibl +jcl +kdl
with al, bl, cl, dl ∈ R. Hence (say G = Sp(n))
wlElm −wlEml
= al(Elm −Eml)− bli(Elm +Eml)− clj (Elm +Eml)− dlk(Elm +Eml)
= alRlm − blIlm − clJlm − dlKlm.
Since Rlm, Ilm, Jlm,Klm ∈ Nh whenever m ∈ F(G,h), it follows that Sm(w) ∈ U(G,h).
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Sm(w) =
η∑
l=1; l =m
wlRlm.
If η = 2n, then when m ∈ F(h) and l = m, either Rlm ∈ Nh, or (l,m) = (2t −1,2t), in which
case Rlm is a torus element. But the definition of U(SO(2n),h) includes these torus matrices, so
Sm(w) ∈ U(SO(2n),h).
The argument for η = 2n+ 1 is similar. The distinction between h of type Dn−r and h of type
Bn−r comes from the fact that Rl,2n+1 ∈ Nh for all l  2n when h is type Dn−r , but only for
l > 2(n − r) when h is type Bn−r . Thus S2n+1(w) ∈ U(SO(2n + 1), h) in the former case, but
not the latter. 
We introduce further notation. Let U = U(G,h). Given any (fixed) p2, . . . , pQ ∈ Mη(F) we
consider the mapping
Lp2,...,pQ = L : UQ−1 ⊆ gQ−1 → Mη(F)
defined by
L(X2, . . . ,XQ) = p2X2p∗2 + · · · + pQXQp∗Q
for (X2, . . . ,XQ) ∈ UQ−1. Let P denote the projection of g onto W(G,h). Put
Tp2,...,pQ = T = P ◦L. (5)
Our proof for the singularity of μQh will be seen to follow from the abstract theory of Section 4
and a suitable bound on the rank of the operator T . To find a bound it will be sufficient to identify
a suitable number of vectors in its nullspace. The elementary linear matrix results of the previous
section will be helpful in doing this.
We refer the reader to the statement of Proposition 6.1 for the definitions of w(pl,m),
w(pl,m, s) and w(pl1,pl2,m, t). Given a matrix M , we will write MΔl for the element of
(Mη(F))
Q−1 which is the matrix M in position l and the matrix 0 else for l = 2, . . . ,Q. To
simplify notation we will use the abbreviations
Slm = Sm
(
w(pl,m)
)
Δl
Sl,βm = Sm
(
βw(pl,m)
)
Δl
Sl,βm,s = Sm
(
βw(pl,m, s)
)
Δl
S
l1,l2,β
m,t = Sm
(
βw(pl1,pl2,m, t)
)
Δl1 + St
(
βw(pl2,pl1 , t,m)
)
Δl2 .
(For example, Slm is the element of (Mη(F))Q−1 which is the matrix Sm(w(pl,m)) in position l
and is the zero matrix otherwise.) Our previous lemma implies that when m,s, t ∈ F(G,h) these
elements of (Mη(F))Q−1 belong to U(G,h)Q−1.
1544 S.K. Gupta, K.E. Hare / Advances in Mathematics 222 (2009) 1521–1573We also recall that when G = Sp(n) and m ∈ F(G,h), then jEmm, kEmm ∈ U(Sp(n),h).
Thus if we put
βElmm = βEmmΔl,
then this also belongs to UQ−1.
Our matrix results yield the following information about the null space, Null(T ), of T in terms
of this notation.
Lemma 6.4.
(a) Let G = SU(n), SO(2n) or SO(2n+ 1). Then
Null(T ) ⊇ {Sl1m,Sl1,βm,s , Sl1,l2,βm,t } (6)
for m,s, t ∈ F(G,h), m = s; β = 1 (and i if G = SU(n)); l1, l2 ∈ {2, . . . ,Q} and l1 = l2.
(b) If G = Sp(n) then
Null(T ) ⊇ {Sl1m,Sl1,βm,s , Sl1,l2,βm,t ,2∣∣detp(m)l1 ∣∣2γEl1mm + Sl1,γm } (7)
for m,s, t ∈ F(G,h), m = s; β = 1, i, j, k; γ = j, k; l1, l2 ∈ {2, . . . ,Q} and l1 = l2.
Proof. Basically, this is a consequence of Proposition 6.1 and Lemma 6.2. For instance, Propo-
sition 6.1(a-i) implies that the matrix L(Sl,βm,s) vanishes at all coordinates other than m,s (for the
choices of β that are appropriate for the group G). In particular, if m,s ∈ F(G,h), then L(Sl,βm,s)
vanishes at all coordinates p,q /∈ F(G,h). But then Lemma 6.2 ensures that P ◦L(Sl,βm,s) = 0.
The other cases follow similarly.
In the case G = Sp(n), the extra null space vectors arise from linear dependencies coming
from the root vectors associated with the non-annihilating long roots, the matrices γEmm, for
m ∈ F(G,h) and γ = j, k, as established in Proposition 6.1(a-ii). 
A very important part of our argument is to prove that these vectors, which we have shown
are in Null(T ), are linearly independent for a suitable choice of p2, . . . , pQ.
Lemma 6.5. There is a choice of p2, . . . , pQ ∈ G for which the set of vectors specified in (6) or
(7) is linearly independent.
Proof. We will construct a suitable point p = (p2, . . . , pQ). To do this it is helpful to describe
an alternate way to label the indices of η × η matrices.
To simplify notation, put R = |F(G,h)| and note that the definition of Q ensures that
RQ < η. Indeed, RQ < n if G = SU(n) or Sp(n) and RQ < 2n if G = SO(2n) or SO(2n + 1).
Partition the indices 1, . . . , (Q − 1)R into Q − 1 blocks of size R, which we label as
blocks 2, . . . ,Q. It is important to observe that the indices in F(G,h), as well as index 2n+ 1 if
G = SO(2n + 1), are not in any of these blocks. We will label the R indices in block l as (l,m)
where m ∈ F(G,h), in the natural way. It is convenient to denote as block 0 the R free letter
indices and to label these indices as (0,m) for m ∈ F(G,h).
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not include all indices in {1, . . . , η}, but any that are excluded are unimportant for our argument.)
For example, if m is a free letter index, then row or column m is referred to as (0,m). If matrix
entry (j, k) is labeled in this block notation as ((l1,m1), (l2,m2)), this means j is the m1’th entry
in block l1 and k is the m2’th entry in block l2.
Fix a, b ∈ R \ {0} with a2 + b2 = 1. We define pl ∈ Mη(F) by the following rules:
• We will put (pl)uu = b if u belongs to block 0 or block l. All other diagonal entries will be 1.
• For the non-diagonal entries we will put
(pl)uv = a if u = (l,m) and v = (0,m) for some m ∈ F(G,h)
(pl)uv = −a if u = (0,m) and v = (l,m) for some m ∈ F(G,h)
and all other non-diagonal entries will be zero.
Clearly pl is a special orthogonal matrix and therefore belongs to G.
We continue to use the notation p(m) and Φ(p(m)) (for a free letter index m) defined at the
beginning of Section 6.2. Although these matrices are of size η − 1 × η − 1, we prefer to label
the rows and columns by {1, . . . ,m − 1,m + 1, . . . , η}, as we did earlier, and to use the block
addressing described above. Thus we are omitting row and column (0,m).
It is easy to check that p(m)l is invertible and so
Φ
(
p
(m)
l
)= (p(m)l )−1∣∣detp(m)l ∣∣2.
As |detp(m)l |2 is a positive constant, its precise value will be irrelevant.
We will leave it to the reader to verify that
(
p
(m)
l
)−1
uv
=
{−1/b if u = v = (l,m)
(p
(m)
l )uv else.
Any element belonging to U(G,h) can be written uniquely as
∑
u =m,m∈F cumXum where
cum ∈ R and Xum ∈ Nh (and Xum = R2l−1,2l for l > n − r if G = SO(η)). We will call cum the
Xum coordinate of the element. Given Y = (Yl) ∈ UQ−1, we will call Yl , the l’th factor of Y , and
say that the Xum coordinate of Yl , is the (l,Xum) coordinate of Y .
To show that the set of vectors in (6) or (7) are linearly independent it is helpful to determine
their non-zero coordinates. Consider first Slm = Sm(w(pl,m))Δl for m ∈ F(G,h), l = 2, . . . ,Q.
Of course, Slm is non-zero only in the l’th factor. Also, as all entries of pl are real,
Sm
(
w(pl,m)
)= ∑
u =m
wu(pl,m)Rum
where we recall that
wu(pl,m) =
∑
(pl)vm
(
Φ
(
p
(m)
l
))
uv
.v =m
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of u,m the term wu(pl,m) is non-zero. Since m is a free letter index, the definition of pl implies
that (pl)vm = 0 only if v = (l,m) or (0,m). But for such v and u = m, (Φ(p(m)l ))uv = 0 only if
u = (l,m). Thus only the (l,R(l,m),(0,m)) coordinate of Slm is non-zero.
Next, consider Sl,βm,s = Sm(βw(pl,m, s))Δl where m = s ∈ F(g,h), β = 1, (i, j, k), l =
2, . . . ,Q. Again, Sl,βm,s is non-zero only in factor l. By definition
Sm
(
βw(pl,m, s)
)= −∑
u =m
wu(pl,m, s)βum
where here βum is one of −Rum, Ium, Jum or Kum, depending on whether β = 1, i, j, k, and
wu(pl,m, s) =
(
Φ
(
p
(m)
l
))
us
.
Reasoning in a similar fashion to above, one can see that Sl,βm,s is non-zero only in coordinates (l,
βu,(0,m)) for u = (l, s) or (0, s).
Finally, the non-zero coordinates of Sl1,l2,βm,t are found only in the l1 and l2 factors and we have
non-zero entries only at (l1, βu,(0,m)) when u = (l1, t), (l2, t) and (0, t) and at (l2, βu,(0,t)) when
u = (l1,m), (l2,m) and (0,m).
Now suppose that some linear combination of the vectors in (6) add to zero, say
0 =
∑
m∈F, l=2,...,Q
almS
l
m +
∑
m =s∈F, l=2,...,Q,β=1,(i)
bl,βm,sS
l,β
m,s +
∑
m,t∈F,β,l1 =l2
c
l1,l2,β
m,t S
l1,l2,β
m,t .
Temporarily fix m,s, t ∈ F(G,h), m = s and l1 < l2. The only term in this sum which is non-
zero in coordinate (l2, β(l1,m),(0,t)) is Sl1,l2,βm,t . Thus cl1,l2,βm,t = 0. Of the remaining terms, only Sl,βm,s
is non-zero on coordinate (l, β(l,s),(0,m)) so we can conclude that all bl,βm,s = 0. Finally, we argue
that alm = 0 since only Slm is non-zero on (l, R(l,m),(0,m)).
When G = Sp(n) we must consider, in addition, the vectors
D
l,γ
m = 2
∣∣detg(m)∣∣2γElmm + Sl,γm
with γ = j, k. Dl,γm is the only vector in (7) that is non-zero in coordinate (l, γEmm). Conse-
quently, if some linear combination of the vectors in (7) add to zero, the coefficients of the vectors
D
l,γ
m must be zero. Thus if we adjoin the vectors Dl,γm to the list from (6) the resulting set, (7), is
still linearly independent. 
Corollary 6.6. For almost all (p2, . . . , pQ) ∈ GQ−1, the kernel vectors specified in (6) or (7) are
linearly independent.
Proof. This follows by an analyticity argument. Since the coordinates of the matrices pl1 and
Φ(p
(m)
l2
) are real analytic functions in the entries of p = (p2, . . . , pQ), the coordinates of the
vectors in (6) or (7) are real analytic functions in p.
Consider them as the column vectors of a matrix. The fact that the collection of vectors is
linearly independent for some choice of p ensures that a suitable square submatrix has non-zero
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it does not vanish identically on the connected set GQ−1, it is non-zero on a dense set. Hence the
kernel vectors are linearly independent on a dense set. 
Proposition 6.7. Suppose G = SU(n), SO(2n + 1), Sp(n) or SO(2n) and h = hr is an r-free
letter element. Let
Q(G,hr) = Q =
{[ 2n−1
2r+1
]
if hr is type Dn−r and G = SO(2n+ 1)[
n−1
r
]
otherwise.
There is an open dense set DQ−1 ⊆ CQ−1h such that for all (g2, . . . , gQ) ∈ DQ−1
dim
(
(dF )(hr ,g2,...,gQ)
(
Thr (Chr )× · · · × TgQ(Chr )
))
< dimG.
Proof. Fix h = hr . Suppose (g2, . . . , gQ) ∈ DQ−1 where DQ−1 is the open dense subset of CQ−1h
obtained in Proposition 3.3. Let p = (p2, . . . , pQ) where we put
pj = hg2 · · ·gj−1gjg−1j−1 · · ·g−12 h−1 ∈ Ch. (8)
We will write V (p,h) for the vector space
V (p,h) = (span{Ad(p2)X, . . . ,Ad(pQ)X: X ∈ Nh})h⊥ (9)
where we remind the reader that the notation (·)h⊥ denotes the projection onto the orthogonal
complement of span Nh. Observe that V (p,h) is the vector space V ′′h,p2,...,pQ in the notation
of Lemma 4.3. It follows from Lemmas 4.2 and 4.3 that the desired result will be established
provided we can prove that
dimV (p,h) < dimG− dimCh (10)
for all (g2, . . . , gQ) ∈ DQ−1.
In fact, we can define V (p,h) by (9) for any p = (p2, . . . , pQ) ∈ GQ−1 and we will actually
prove that dimV (p,h) < dimG− dimCh holds for all such p.
We do this by studying the operator T defined in (5). Since U(G,h) ⊇ span Nh and
(span Nh)⊥ = W(G,h)⊕W ′ where dimW ′ = r (or r − 1 when G = SU(n)), it follows that
dimV (p,h)
{
rankT + r if G = SO(2n), SO(2n+ 1) or Sp(n)
rankT + r − 1 if G = SU(n).
Thus it will be enough to prove that for all p2, . . . , pq ∈ G,
rankT <
{dimG− dimCh − r if G = SO(2n), SO(2n+ 1) or Sp(n)
dimG− dimCh − r + 1 if G = SU(n). (11)
Of course,
rankT = (Q− 1)dimU(G,h)− NullityT
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dimU(G,h) =
{dimCh if G = SU(n) or Sp(n)
dimCh + r if G = SO(2n) or SO(2n+ 1).
First assume that G = SU(n). Corollary 6.6 implies that for a dense set of p,
NullityT  r(Q− 1)+ r(Q− 1)2(r − 1)+ 2
(
Q− 1
2
)
r2
= r(Q− 1)(rQ− 1).
If we set Q = n−1
r
− θ where 0 θ < 1, a computation shows
rankT − (dimG− dimCh − r + 1)
 (Q− 1)dimCh − r(Q− 1)(rQ− 1)− dimG+ dimCh + r − 1
= Q(2n− r − 1)r − r(Q− 1)(rQ− 1)− (n2 − 1)+ r − 1
= −1 − 2θr − θ2r2 < 0.
This establishes (11) for a dense set of p. But rank is a lower semicontinuous, integer-valued
function, hence it follows that rankT < dimG− dimCh − r + 1 everywhere. In particular,
dimV (p,h) < dimG− dimCh (12)
for all (g2, . . . , gQ) ∈ DQ−1 as we needed to show.
The other cases are similar using the calculations that for almost all p:
NullityT 
⎧⎪⎪⎨⎪⎪⎩
r(Q− 1)(2rQ− 1) if G = Sp(n)
2r2Q(Q− 1)
{ if G = SO(2n)
or G = SO(2n+ 1) and h is of type Bn−r
(2r + 1)2Q(Q− 1)/2 if G = SO(2n+ 1) and h of type Dn−r .

Theorem 6.8. Suppose G = SU(n), SO(2n+ 1), Sp(n) or SO(2n) and h = hr is an r-free letter
element. Let
Q(G,hr) = Q =
{[ 2n−1
2r+1
]
if hr is type Dn−r and G = SO(2n+ 1)[
n−1
r
]
otherwise.
The Haar measure of CQh is zero and μQh is singular to Haar measure on G.
Proof. Consider the product map F : CQh = Ch × · · · ×Ch → G given by
F(g1, . . . , gQ) = g1 · · ·gQ.
The previous proposition shows that the image of (dF )h,g2,...,gQ has dimension less than the
dimension of G on a dense set of (g2, . . . , gQ) ∈ CQ−1. Since rank is a lower semicontinuoush
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g = (h, g2, . . . , gQ).
By Lemma 4.1 it follows that rankF < dimG at all points of its domain. Hence by Sard’s
theorem ([14, p. 286] or [15, p. 57]) the measure of the image of F is zero. But the image is the
set CQh .
The measure, μQh , is singular since it is supported on C
Q
h , a set of measure zero. 
Corollary 6.9. Let g ∈ T and suppose there is an r-free letter element, hr, such that Ng ⊆ Nhr .
Let Q be as in the theorem. Then mG(CQg ) = 0 and μQg is a singular measure.
Proof. We will show that this follows from the proof of the previous theorem and proposition.
Given p = (p2, . . . , pQ) ∈ GQ−1, define
V 0g (p) =
(
span
{
Ad(p2)X, . . . ,Ad(pQ)X: X ∈ Ng
})
h⊥r
V (p,hr) =
(
span
{
Ad(p2)X, . . . ,Ad(pQ)X: X ∈ Nhr
})
h⊥r
and
V (p,g) = (span{Ad(p2)X, . . . ,Ad(pQ)X: X ∈ Ng})g⊥.
Since Ng ⊆ Nhr , we see that V 0g (p) ⊆ V (p,hr) and V (p,g) = V 0g (p). As noted in (3),
dimG− dimChr = dim(span Nhr )⊥.
In the proof of Proposition 6.7 we actually showed
dimV (p,hr) < dimG− dimChr .
Thus V (p,hr), and therefore also V 0g (p), is a proper subspace of (span Nhr )⊥. That certainly
implies V (p,g) is a proper subspace of (span Ng)⊥. Hence
dimV (p) < dimG− dimCg
and, as explained in the proof of the previous proposition and theorem, this is enough to obtain
the desired conclusion. 
Corollary 6.10. The L2-singular dichotomy holds for the minimal dimension orbital measure
in SO(2n + 1). Indeed, if h generates the minimal dimension conjugacy class, then μ2nh ∈
L2(SO(2n+ 1)) and μ2n−1h is singular.
Proof. As noted in Theorem 2.1(i), μ2ng ∈ L2(SO(2n + 1)) for all g not in the center of
SO(2n + 1). The minimal dimension conjugacy class in SO(2n + 1) is generated by the 0-free
letter element, h0, of type Dn (in G of type Bn) and the theorem says μ2n−1h0 is singular. 
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all except the short roots of Bn annihilate h0. In contrast, the smallest orbit in so(2n + 1) has
dimension 4n − 2. The elements H ∈ t with expH = h0 (and expOH = Ch0) are of the form
H = diag(A1, . . . ,An,0) where
Al =
[
0 mlπ
−mlπ 0
]
with ml an odd integer. All such choices for H have the property that if α is the root ej ± ek , then
sinα(H) = 0, but α(H) = 0 for at least one choice of sign. Thus the Jacobian of the exponential
map vanishes at any such H and the exponential map is not a local diffeomorphism on OH .
When all ml are equal, the orbit OH has minimal dimension among all such choices, and its
dimension is n2 + n as the roots {±(ej − ek): 1 j < k  n} are the annihilators of H .
In fact, the only element in the Lie algebra which is annihilated by (at least) all the roots other
than the short roots is the zero element. Of course, the zero element is annihilated by all roots, so
no orbit can have the same non-annihilating roots as the element h0.
In our previous papers, we obtained results about the zero measure of (appropriate) products of
conjugacy classes by proving that the corresponding sum of orbits in the Lie algebra had measure
zero and then transferring the results from the Lie algebra to the Lie group via the exponential
map. Because the exponential map is not a local diffeomorphism on the orbits above, this method
is not adequate to resolve the sharp singularity problem for the conjugacy class Ch0 . In fact, it was
shown in [6, Theorem 6.6] that if OH is any non-trivial adjoint orbit in so(2n+ 1), then (n)OH
has positive measure and yet our theorem implies that mG(C2n−1h0 ) = 0. Thus the exponential
map is not positive measure preserving.
7. The minimal dimension conjugacy class in C3
When G is type Cn the minimal dimension conjugacy classes are those of type Cn−1 × C1.
Their preimage orbits are type Cn−1 and have dimension two greater than the original conjugacy
classes. Despite this difference of two, for the case n  4 we were still able to determine the
maximal exponent k such that k-fold products of these conjugacy classes have measure zero by
using the method of studying the (larger) preimage orbits. (See [6, Corollary 6.9]. The answer is
k = n− 1, the same as for the larger conjugacy classes of type Cn−1.)
However, this approach was not successful for the case n = 3. In C3 the torus elements
h = diag(1,1,−1) and −h = diag(−1,1,1)
generate isomorphic conjugacy classes of minimal dimension. The positive, non-annihilating
roots of h are
Nh = {e1 ± e3, e2 ± e3}
and the real and imaginary parts of the associated root vectors can be taken to be
Nh =
{
El3 −E3l , β(El3 +E3l ): l = 1,2, β = i, j, k
}
.
Thus h (and −h) are of type C2 ×C1 and generate conjugacy classes of dimension 8.
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positive, non-annihilating roots of H are
{±2e3,±(e1 ± e3),±(e2 ± e3)},
so H is type C2 and generates an orbit of dimension 10. This is the minimal dimension of any
orbit in the Lie algebra of type C3. Notice that if α is the root vector e3, then α(H) = 0, but
sinα(H) = 0. Consequently, the Jacobian of the exponential map vanishes at H , so the expo-
nential map is not a local diffeomorphism on OH . In fact, all the preimages of h are vanishing
points of the Jacobian of the exponential map.
In [6, Theorem 6.6] it is shown that m((k)OH ) > 0 if and only if k  3, which implies that
mG(C
2
h) = 0. The fact that mG(C2h) = 0 can also be derived from the results of the previous
section. Just consider the 1-free letter element h1 = diag(1,1, eiθ ), where θ = 0,π , of type C2
(in C3). By Theorem 6.8 the measure of C2h1 is zero and since Nh ⊆ Nh1 , it follows from Corol-
lary 6.9 that the same is true for mG(C2h). We also know mG(C4h) > 0 since it is known that
μ4h ∈ L2 (Theorem 2.1(i)). However, this leaves open the question of the measure of C3h . The
goal of this section is to prove mG(C3h) = 0.
This is actually the last step needed to complete the proof that the L2-singular dichotomy
holds for all minimal dimension orbital measures in all the compact, classical Lie groups. We
refer the reader to Section 9.3 where this is explained and the answers are summarized.
The overall approach to proving mG(C3h) = 0 will be similar to the approach of the previous
section, but we have to work harder. As we explain in Theorem 7.3, it is helpful to study the
vector space V = V (g,g′), defined for g,g′ ∈ Ch by
V (g,g′) = (span{Ad(g)X,Ad(g′)X: X ∈ Nh})h⊥ . (13)
(We continue to use the notation (·)h⊥ to denote the projection onto the orthogonal complement
of span Nh.) Our strategy will be to show that for all g,g′ ∈ Ch,
dimV (g,g′) < dimC3 − dimCh = 13
and we will do this by finding four linearly independent relations among the 16 spanning vectors.
One major difference between this problem and the problem studied in the previous section is
that if we allow generic g1, g2 ∈ Sp(3), then we can have dimV = 13. This means that specific
properties of the conjugacy class need to be used to find enough linear dependencies among the
spanning vectors.
First, we record some elementary properties of Ch which will be helpful in doing this.
Lemma 7.1. Suppose g = (glm) ∈ Ch, say g = f hf ∗ for f ∈ Sp(3). Then
(i) glm = −2fl3fm3 if l = m and gll = 1 − 2|fl3|2,
(ii) g11 + g22 + g33 = 1,
(iii) −g33 = g11g22 − |g12|2 ∈ R,
(iv) g is Hermitian.
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glm =
3∑
t=1
flthttf
∗
tm
= fl1f ∗1m + fl2f ∗2m − fl3f ∗3m.
We obtain (i) from the fact that ff ∗ = f ∗f = I .
(ii) and (iii) follow from (i) as the columns of f are orthonormal. Since h has real entries, g
is Hermitian. 
Given g,g′ ∈ Ch and l = 1,2, put
ω =
(
g22 −g12
−g12 g11
)
and ω′ =
(
g′22 −g′12
−g′12 g′11
)
and define
ul = −g33
(
g′33
)2 2∑
t=1
g′t3ωlt and u
′
l = −g′33g233
2∑
t=1
gt3ω′lt .
If we let g(3) denote the 2×2 matrix with the 3rd row and column of g removed, one can check
that ωg(3) = g(3)w = −g33I2×2 and −g33 = detg(3), with the usual definition of determinant for
a 2 × 2 matrix.
The next lemma is in the spirit of the elementary matrix results of Section 6.2.
Lemma 7.2.
(i) For g ∈ Sp(3) and s, t ∈ {1,2} or s = t = 3,
(
Ad(g)
2∑
l=1
(g3lg33El3 − g33g3lE3l )
)
st
=
(
g
( 2∑
l=1
(g3lg33El3 − g33g3lE3l )
)
g∗
)
st
= 0.
(ii) For g,g′ ∈ Ch, put γ = 1 or γ = γ1 + γ2 where γs = gs3g′s3. Let
S =
2∑
l=1
γ ulEl3 − γ ulE3l and S′ =
2∑
l=1
γ u′lEl3 − γ u′lE3l .
If s, t ∈ {1,2} or s = t = 3, then
(
gSg∗ + g′S′g′∗)
st
= 0.
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g
( 2∑
l=1
(g3lg33El3 − g33g3lE3l )
)
g∗
)
st
= (gs1g31 + gs2g32)g33gt3 − gs3g33(g31gt1 + g32gt2). (14)
If s = t = 3, this is obviously 0 as g33 commutes with all quaternions, being real. If s, t = 3, then
by orthogonality
gs1g31 + gs2g32 = −gs3g33
g31gt1 + g32gt2 = −g33gt3.
Combining these observations we see that if s, t ∈ {1,2}, then
(14) = −gs3g33g33gt3 + gs3g33g33gt3 = 0.
(ii) Substituting in for ul gives
(
gSg∗
)
st
=
2∑
l=1
gslγ ul gt3 −
2∑
l=1
gs3γ ulgtl
=
2∑
l=1
gslulγ gt3 −
2∑
l=1
gs3γ ulgtl
= −(g′33)2g33
( 2∑
m=1
2∑
l=1
gslωlmg
′
m3γ gt3 − gs3
2∑
m=1
2∑
l=1
γ g′m3ωlmgtl
)
.
From the definition of w and Lemma 7.1(iii) we have
−g33
2∑
l=1
g1lωl1 = −g33(g11ω11 + g12ω21)
= −g33(g11g22 − g12g12) = g233.
More generally,
−g33
2∑
l=1
gslωlm =
{0 if (s,m) = (1,2) or (2,1)
g233 if s = m ∈ {1,2}.
Also,
2∑
ωlmgtl =
2∑
gtlωlm.l=1 l=1
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(
gSg∗
)
st
= g233
(
g′33
)2(
g′s3γ gt3 − gs3γ g′t3
)
.
Similarly,
(
g′S′g′∗
)
st
= g233
(
g′33
)2(
gs3γ g′t3 − g′s3γ gt3
)
and therefore, for all choices of γ, (gSg∗ + g′S′g′∗)st = 0.
For s = t = 3 we need to do further analysis. First, note that
(
gSg∗
)
33 = −g33
(
g′33
)2( 2∑
m=1
( 2∑
l=1
g3lωlm
)
g′m3γ g33 − g33
2∑
m=1
γ g′m3
( 2∑
l=1
ωlmg3l
))
.
Now
2∑
l=1
g3lωlm =
{
g31g22 − g32g12 if m = 1
−g31g12 + g32g11 if m = 2.
From the orthogonality relations we obtain
−g32g12 = g31g11 + g33g13
= g31(g11 + g33).
Thus (ii) of Lemma 7.1 yields
g31g22 − g32g12 = g31(g22 + g11 + g33) = g31
and similarly, −g31g12 + g32g11 = g32.
Hence (gSg∗)33 can be simplified to
(
gSg∗
)
33 = g233
(
g′33
)2 2∑
m=1
(−g3mg′m3γ + γ g′m3g3m)
= g233
(
g′33
)2 2∑
m=1
(−gm3g′m3γ + γ gm3g′m3 )
= g233
(
g′33
)2 2∑
m=1
(−γmγ + γ γm).
Similarly,
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g′S′g′∗
)
33 = g233
(
g′33
)2 2∑
m=1
(−g′3mgm3γ + γ gm3g′3m)
= g233
(
g′33
)2 2∑
m=1
(−γmγ + γ γm).
For the choices γ = 1 and γ = γ1 + γ2 it can easily be seen that(
gSg∗
)
33 +
(
g′S′g′∗
)
33 = 0. 
Theorem 7.3. Suppose h ∈ Sp(3) is of type C2 × C1. Then mG(C3h) = 0 and μ3h is singular to
Haar measure.
Proof. We will continue to use the notation defined earlier in the section. There is no loss of
generality in assuming h = diag(1,1,−1).
Let F : C3h → G be given by
F(g1, g2, g3) = g1g2g3.
As we saw in the proof of Theorem 6.8, it is enough to prove that the rank of F at (h, g2, g3) is
less than dim Sp(3) at a dense set of g = (g2, g3) ∈ Ch ×Ch.
If we take g,g′ ∈ Ch and let V (g,g′) be the vector space defined in (13), then in the notation
of Lemma 4.3,
V (g,g′) = V ′′h,g2,g3
where g2 = h−1gh, g3 = g−12 h−1g′hg2 ∈ Ch. As explained in Proposition 6.7, it is enough to
show that for almost all (g, g′) ∈ Ch ×Ch,
dimV (g,g′) < dim Sp(3)− dimCh = 13.
To establish this we will exhibit four linearly independent vectors, v(l) = (e(l), f (l)) ∈ R16, l =
1,2,3,4, where
e(l) = (e(l)m,β : m = 1,2, β = 1, i, j, k)
f (l) = (f (l)m,β : m = 1,2, β = 1, i, j, k)
and
2∑
m=1
(
e
(l)
m,1Ad(g)(Em3 −E3m)+
∑
β=i,j,k
e
(l)
m,βAd(g)β(Em3 +E3m)
+ f (l)m,1Ad(g′)(Em3 −E3m)+
∑
f
(l)
m,βAd(g
′)β(Em3 +E3m)
)
h⊥
= 0. (15)β=i,j,k
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z = R(z)+ iI (z)+ jJ (z)+ kK(z)
with R(z), I (z), J (z), K(z) real, then
zEl3 − zE3l = R(z)(El3 −E3l )− I (z)i(El3 +E3l)
− J (z)j (El3 +E3l)−K(z)k(El3 +E3l).
Since (span Nh)⊥ is spanned by E12 − E21, β(E12 + E21), βEll for l = 1,2,3, β = i, j, k, this
observation, together with Lemma 7.2(i), shows that
(
g33
2∑
m=1
(
R(g3m)Ad(g)(Em3 −E3m)− I (g3m)Ad(g)i(Em3 +E3m)
− J (g3m)Ad(g)j (Em3 +E3m)−K(g3m)Ad(g)k(Em3 +E3m)
))
h⊥
=
(
g33Ad(g)
2∑
m=1
(g3mEm3 − g3mE3m)
)
h⊥
=
(
Ad(g)
2∑
m=1
(g3mg33Em3 − g33g3mE3m)
)
h⊥
= 0.
In other words, if e(1)m,1 = R(g3m), e(1)m,i = −I (g3m), e(1)m,j = −J (g3m), e(1)m,k = −K(g3m) and
f
(1)
m,β = 0 for all m,β , then v(1) = (e(1), f (1)) satisfies (15). Similarly, by defining v(2) by in-
terchanging the roles of g,g′, putting e(2) = 0 and f (2)m,1 = R(g′3m), etc. we obtain a second
vector satisfying (15).
Lemma 7.2(ii) provides two more vectors satisfying (15): Put γ = γ1 + γ2 with γs = gs3g′s3,
then define v(3) = (e(3), f (3)) and v(4) = (e(4), f (4)) with
e
(3)
m,1 = R(um) e(3)m,β = −β(um) f (3)m,1 = R
(
u′m
)
f
(3)
m,β = −β
(
u′m
)
e
(4)
m,1 = R(γ um) e(4)m,β = −β(γ um) f (4)m,1 = R
(
γ u′m
)
f
(4)
m,β = −β
(
γ u′m
)
for m = 1,2, β = I, J,K.
Now suppose we can find one pair, g,g′ ∈ Ch, such that the four corresponding vectors, v(l),
l = 1, . . . ,4, are linearly independent. An analyticity argument would imply that for almost all
g,g′ ∈ Ch × Ch the corresponding vectors v(1), . . . , v(4) are linearly independent and hence for
almost all g,g′, dimV (g,g′) 16−4 = 12. As in the proof of Theorem 6.8 this would complete
the proof.
So it remains only to establish the linear independence of the four vectors at one pair, g,g′.
For this one could take
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[1 0 0
0 k/
√
2 j/
√
2
0 j/
√
2 k/
√
2
]
b =
[
i/
√
2 0 j/
√
2
0 1 0
j/
√
2 0 i/
√
2
]
g = (ab)h(ab)∗ =
[ 0 −i/√2 −1/√2
i/
√
2 1/2 i/2
−1/√2 −i/2 1/2
]
and
g′ = (ba)h(ba)∗ =
[ 1/2 k/√2 −k/2
−k/√2 0 1/√2
k/2 1/
√
2 1/2
]
.
Since a, b ∈ Sp(3), we have g,g′ ∈ Ch.
It can be checked that
v(1) =
(−1√
2
,0,0,0,0,
1
2
,0,0,08
)
v(2) =
(
08,0,0,0,−12 ,
1√
2
,0,0,0
)
v(3) = 1
16
(
0,−1,0, 1
2
,0,0,
1√
2
,0,0,0,
1√
2
,0,0,−1
2
,0,1
)
v(4) = 1
16
(
3
4
√
2
,0,
−1
4
√
2
,0,0,−1
4
,0,−1
4
,0,
1
4
,0,
1
4
,
−3
4
√
2
,0,
−1
4
√
2
,0
)
and it is easy to see that these four vectors are linearly independent. This completes the proof of
the theorem. 
Corollary 7.4. The L2-singular dichotomy holds for the minimal dimension orbital measure in
type C3.
Proof. We have already remarked that it is known that μ4g ∈ L2 for all g /∈ Z(Sp(n)) (Theo-
rem 2.1(i)) and the previous theorem gives the singularity of μ3h for h generating the minimal
dimension conjugacy class. 
8. Combinatorial criterion for L2
In [8, Section 6] we developed a new method for studying the problem of proving a suitable
number of convolution powers of orbital measures belongs to L2. Previously, the approach we
had taken was to compare the rate of decay of the pointwise value of the characters with their
degree (cf. [11, Theorem 3.1]). This is relevant because for an orbital measure, μx ,
μ̂x(λ) = Trλ(x)/dλ for λ ∈ Ĝ,
and once estimates on the size of the Fourier transform are known, L2 results follow from the
Peter–Weyl theorem. Our new approach provides a way to directly bound the l2 norm of μ̂k by
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explain.
8.1. Criterion for belonging to L2
We begin by introducing new notation that will be used through the section. Let {α1, . . . , αn}
be a basis for a root system Φ of rank n and let {λ1, . . . , λn} be the fundamental dominant
weights, that is, the dual basis vectors which satisfy (αi, λj ) = δij .3 Given a set of l integers,
i1, . . . , il , satisfying
n i1 > i2 > · · · > il  1
and a subroot system Ψ of Φ , we will inductively define
Xj =
{
α ∈ Φ+ \
j−1⋃
k=1
Xk: (α,λij ) = 0
}
for j = 1, . . . , l
Bj = Bj (Ψ ) =
{
α ∈ Ψ+ \
j−1⋃
k=1
Bk: (α,λij ) = 0
}
for j = 1, . . . , l
and put
Gj = Xj \Bj .
We call Gj and Bj the ‘good’ and ‘bad’ roots, respectively, arising at step j relative to the given
set of indices. We will also write Xj ,Bj and Gj for the cardinalities of these sets. Whether we
mean the set or its cardinality should be clear from the context.
Let k(i1, . . . , il ,Ψ ) be the minimum integer k such that
l∑
j=1
(k − 1)Xj − kBj =
l∑
j=1
(k − 1)Gj −Bj > l/2.
With this notation we can now state the combinatorial criterion for μkx to belong to L2(G)
that was established in [8]. The proof of this theorem relies upon the Weyl character and degree
formulas, and the Peter–Weyl theorem.
Theorem 8.1. (See [8, Theorem 6.1].) Suppose G is a compact, connected, simple Lie group of
rank n, x ∈ T and Φ(x) is the set of annihilating roots of x. Let
k0(x) = max
{
k(i1, . . . , il ,Ψ )
}
where the maximum is taken over all l ∈ {1, . . . , n}, all sets of indices n i1 > i2 > · · · > il  1
and all subroot systems, Ψ, that are Weyl conjugate to Φ(x). Then μk0(x)x ∈ L2(G).
3 i, j, k are no longer quaternions.
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Theorem 8.1 shows it is important to determine the maximum value of k(i1, . . . , il ,Ψ ) taken
over all l ∈ {1, . . . , rankG}, indices i1 > i2 > · · · > il and subroot systems Ψ of a given type.
This analysis was carried out in [8, Section 6] for the subroot systems which were relevant to
studying the L2 problem for orbital measures supported on G-orbits in the Lie algebra. However,
there are additional subroot systems which need to be analyzed to address the problem for orbital
measures on the group. As we shall see later, it actually will be enough to study (in addition) the
subroot systems
Type DJ ×BK in G of Type BJ+K
Type DJ ×DJ in G of Type D2J and
Type CJ ×CK ×CL in G of Type CJ+K+L,
which we do in this section. Our typical strategy will involve an induction argument and counting.
8.2.1. DJ ×BK in BJ+K
Lemma 8.2. Suppose G is type Bn and that Ψ is a subroot system of type DJ ×BK with J K ,
J  2 and n = J + K . For any l ∈ {1, . . . , n} and any set of indices satisfying n  i1 > i2 >
· · · > il  1 we have
l∑
j=1
[
2n− 1
2K + 1
]
Gj −Bj > l2 .
Proof. The roots of a subroot system Ψ of type DJ ×BK are of the form{±(ei ± ej ): i, j ∈ J}∪ {±(ei ± ej ),±ej : i, j ∈ K}
where J,K are disjoint subsets of {1, . . . , n} of cardinalities J,K respectively.4 When K = 1
we simply mean the short root, ±ek , on the single letter k ∈ K, and we understand D2 (or D3)
= ±{ei ± ej : i, j ∈ J } with |J | = 2 (or 3).
Our proof will proceed by induction on J , assuming the results holds for subroot systems of
type DJ−1 ×BK with K  J − 1. The base case, D2 in B2, will be left for the reader.
There are two cases for the induction step.
Case 1. K < J .
Fix l and a set of indices n i1 > i2 > · · · > il  1. For m = 0, . . . , l, let
Km = (im+1, im] ∩K and Jm = (im+1, im] ∩ J,
where we put i0 = n and il+1 = 0. We will also write Km and Jm for the cardinality of these sets.
4 Again, it should be clear from the context whether we mean the set or its cardinality.
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2J = p(2K + 1)+ q for q = 0,1, . . . ,2K, p ∈ N.
Then
2n− 1
2K + 1 = p +
2K − 1 + q
2K + 1 ,
so [
2n− 1
2K + 1
]
=
{
p if q = 0,1
p + 1 if q  2.
(a) Assume q = 0,1. Since J > pK , we can choose an index s such that Js > pKs . Our
strategy will be to choose any letter j0 ∈ Js and consider the combinatorial criterion problem
with the root system Φ ′ consisting of all the roots in Φ on the letters {1, . . . , n} \ {j0} and Ψ ′
the subroot system Ψ ∩ Φ ′. This is a problem of type DJ\{j0} ×BK in type BJ+K−1 and so the
induction assumption will apply to it. We will explain how to use the induction hypothesis later
in the proof.
But, first, we count the total number of good and bad roots, arising at steps 1 through l, that
are not in Φ ′. Recall that the roots can be expressed in terms of the base {α1, . . . , αn} by the rules
ei − ej = αi + · · · + αj−1
ei + ej = αi + · · · + αj−1 + 2αj + · · · + 2αn−1 + 2αn
ei = αi + · · · + αn,
when i < j .
Suppose that s = 0. Then the good roots arising at steps 1 through l, not in Φ ′, are those of
the form
ej0 ± ek for k ∈ K \Ks
ej0 + ek for k ∈ Ks
and ej0
for a total of 2K −Ks + 1 ≡ g good roots. The bad roots are
ej0 ± ej for j ∈ J \ Js and ej0 + ej for j ∈ Js \ {j0},
for a total of 2J − Js − 1 ≡ b bad roots. Note that
pg − b = Js − pKs − q + 1 > 0.
If, instead, the only index with Js > pKs is s = 0, then
J − J0 =
l∑
Ji  p
l∑
Ki = p(K −K0).
i=1 i=1
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pg − b 0.
If j0 /∈ {i1, . . . , il} (as is the case, for example, when we take s = 0), then consider the combi-
natorial problem on the subroot system Ψ ′ in Φ ′, with the indices i1 > i2 > · · · > il partitioning
the letters {1, . . . , n} \ {j0}. If we denote by G′j and B ′j the good and bad roots arising at step j
of this problem, then it is clear that
l∑
j=1
Gj =
l∑
j=1
G′j + g
and
Bj =
l∑
j=1
B ′j + b.
The induction assumption implies that
l∑
j=1
[
2(n− 1)− 1
2K + 1
]
G′j −B ′j >
l
2
.
Thus
l∑
j=1
[
2n− 1
2K + 1
]
Gj −Bj =
[
2n− 1
2K + 1
]( l∑
j=1
G′j + g
)
−
(
l∑
j=1
B ′j + b
)

l∑
j=1
[
2(n− 1)− 1
2K + 1
]
G′j −B ′j + pg − b >
l
2
.
If j0 = is , but j0 > 1 and j0 − 1 /∈ {i1, . . . , il}, consider the combinatorial problem
(Ψ ′,Φ ′) with the indices i1 > · · · > is−1 > j0 − 1 > is+1 > · · · > il partitioning the letters
{1, . . . , n} \ {j0}. The reasoning is similar.
If both j0 and j0 − 1 are in the set {i1, . . . , il} then, instead, we consider the combinatorial
problem (Ψ ′,Φ ′), but with the l − 1 indices i1 > · · · > is−1 > is+1 > · · · > il. We still have∑
Gj =∑G′j + g and ∑Bj =∑B ′j + b, but now the sum ∑G′j (or ∑B ′j ) is over l − 1
indices rather than l. Thus the induction argument yields
l−1∑
j=1
[
2(n− 1)− 1
2K + 1
]
G′j −B ′j >
l − 1
2
.
But in this case s = 0, so pg − b > 0 and hence, being integer-valued, is at least one. Therefore
l∑[ 2n− 1
2K + 1
]
Gj −Bj > l − 12 + 1 >
l
2
.j=1
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nate j0, but rather directly count that G1 = 2K + 1 and B1 = 2(J − 1), which gives the desired
inequality, pG1 −B1 = 2 − q  1 > 1/2. This completes the argument when q = 0,1.
(b) Now assume q  2. In this case we pick s such that
Js Ks
2J
2K + 1
and again pick j0 ∈ Js . As noted above, if s = 0 then g = 2K − Ks + 1 and b = 2J − Js − 1.
Since p + 1 > 2J/(2K + 1), this gives
(p + 1)g − b > 2J
2K + 1 (2K −Ks + 1)− (2J − Js − 1)
= Js − Ks2J2K + 1 + 1 1.
If we must pick s = 0, then, as in the previous case, this implies
(2K + 1)(J − J0) < 2J (K −K0)
and hence
(p + 1)g − b > 2J
2K + 1 (2K − 2K0)− (2J − 2J0) > 0.
We complete the argument as in case (a).
This concludes the proof for type DJ ×BK with K < J .
Case 2. J = K.
Here we eliminate one of the letters in K and reduce the problem to one of type DJ ×BK−1.
To do this, just choose Ks  Js , with the strict inequality holding if possible. Pick any k0 ∈ Ks .
Count the number of good and bad roots involving the letter k0. If we have Ks > Js , then
g − b > 0. Otherwise we have g − b = 0, but then Ks = Js for each s. This means there are
at least two indices between each im, im+1 and so there is no loss of an index in the induction
step. 
8.2.2. CJ ×CK ×CL in CJ+K+L
Although one cannot have a root system of type CJ ×CK ×CL as the set of annihilating roots
of a torus element of G, it is still useful to analyze the combinatorial criterion for this type.
Lemma 8.3. Assume that J K  L 1, J,K  2 and J K +L. Suppose G is type Cn and
that Ψ is a subroot system of type CJ × CK × CL with n = J + K + L. For any l ∈ {1, . . . , n}
and any set of indices satisfying n i1 > i2 > · · · > il  1 we have
l∑
j=1
Gj −Bj > l2 .
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C1 = {±2eL}, for the reader.
Fix l and a set of indices n i1 > i2 > · · · > il  1. For m = 0, . . . , l, let
Jm = (im+1, im] ∩ J Km = (im+1, im] ∩K Lm = (im+1, im] ∩L.
We claim there is an index s with Js = 0 and Js − Ks − Ls  J − K − L. If not, then for all s
either Js = 0 or Js −Ks −Ls < J −K −L. Thus
J −K −L =
l∑
i=0
Ji −Ki −Li
=
l∑
i=0,Ji =0
Ji −Ki −Li −
l∑
i=0,Ji=0
Ki +Li
< (J −K −L)(# i: Ji = 0).
As there are certainly indices with Ji = 0, this implies that
J −K −L< (J −K −L)(# i: Ji = 0)
and since J −K −L 0, this is a contradiction.
Pick j0 from such a subset Js . The strategy will be to eliminate it and appeal to induction.
As before, we count the good and bad roots associated with j0. If s = 0, then the good roots are
ej0 ± ek with k ∈ K ∪ L \ (Ks ∪ Ls) and ej0 + ek with k ∈ Ks ∪ Ls . Bad roots are ej0 ± ej for
j ∈ J \ Js , ej0 + ej for j ∈ Js \ j0 and ej0 . Thus
g − b = 2(K +L− J )− (Ks +Ls − Js)
K +L− J  0.
One can similarly check that g − b 0 if s = 0.
When j0 = 1 = i1 (l = 1) we do not eliminate j0, but simply directly check that G1 −B1  1.
Otherwise, we appeal to the induction argument. There is only a loss of an index if Js = 1,
Ks = Ls = 0, but in this case one can see that g − b  1 if s = 0 and g − b  2 if s = 0. Now
complete the argument as in the previous lemma. 
Remark 8.1. One can also check directly that if G is type C4 and Ψ is type C2 ×C1 or G is C3
and Ψ is type C1 ×C1, then again ∑lj=1 Gj −Bj > l/2.
8.2.3. Dj ×Dj
Lemma 8.4. Let J  2. Suppose G is type Dn and that Ψ is a subroot system of type DJ × DJ
with n = 2J . Then for any l ∈ {1, . . . , n} and any set of indices satisfying n  i1 > i2 > · · · >
il  1 we have
l∑
j=1
Gj −Bj > l2 .
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∑l
j=1 Gj −Bj .
To do this counting, it will be helpful to identify the root system Dn with the subset B0n of Bn
consisting of all the roots except the short ones, i.e.,
B0n =
{±(ei ± ej ): 1 i < j  n}.
There is no harm in making this identification as far as the counting for the L2 combinatorial
criterion is concerned because if Ψ is a subroot system of Dn and i1 > · · · > il is a partition
of {1, . . . , n}, then if i1 = n − 1 the counting of the good and bad roots in Dn is the same as
counting in B0n , while if i1 = n − 1, counting in Dn is the same as counting the good and bad
roots corresponding to the subroot system w(Ψ ) in B0n where w is the Weyl element that is the
simple sign change, w(en) = −en, and we take the partition n = i′1 > i2 > · · · > il .
Suppose
Ψ = {±(ei ± ej ): i, j ∈ J}∪ {±(ei ± ej ): i, j ∈ K}
where J,K are disjoint subsets of {1, . . . , n} of the same cardinality, J = K = n/2. As in the
previous argument, for m = 0, . . . , l, let
Km = (im+1, im] ∩K and Jm = (im+1, im] ∩ J.
At step 1 the good roots are those of the form
ej + ek with j ∈ J1 ∪ · · · ∪ Jl and k ∈ K1 ∪ · · · ∪Kl
ej ± ek with j ∈ J1 ∪ · · · ∪ Jl and k ∈ K0 or j ∈ J0 and k ∈ K1 ∪ · · · ∪Kl.
The bad roots at step 1 are
ej + ek with j, k ∈ J1 ∪ · · · ∪ Jl or j, k ∈ K1 ∪ · · · ∪Kl
ej ± ek with j ∈ J1 ∪ · · · ∪ Jl and k ∈ J0 or j ∈ K0 and k ∈ K1 ∪ · · · ∪Kl.
Thus if we put (temporarily) x =∑li=1 Ji and y =∑li=1 Ki , then because J and K have the
same cardinality it follows that
G1 −B1
= xy + 2x(K − y)+ 2y(J − x)−
((
x
2
)
+
(
y
2
)
+ 2x(J − x)+ 2y(K − y)
)
= 3
2
(
l∑
i=1
(Ji −Ki)
)2
+ 1
2
l∑
i=1
(Ji +Ki).
The good roots that arise at step 2 are
ej − ek with j ∈ J2 ∪ · · · ∪ Jl and k ∈ K1 or j ∈ K2 ∪ · · · ∪Kl and k ∈ J1,
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ej − ek with j ∈ J2 ∪ · · · ∪ Jl and k ∈ J1 or j ∈ K2 ∪ · · · ∪Kl and k ∈ K1.
Thus
G2 −B2 = −
l∑
i=2
(Ji −Ki)(J1 −K1).
Similarly, for j = 3, . . . , l,
Gj −Bj = −
l∑
i=j
(Ji −Ki)(Jj−1 −Kj−1).
Thus
l∑
i=1
Gi −Bi
= 3
2
(
l∑
i=1
(Ji −Ki)
)2
+ 1
2
l∑
i=1
(Ji +Ki)−
l∑
j=2
(Jj−1 −Kj−1)
l∑
i=j
(Ji −Ki)
 1
2
(
l∑
i=1
(Ji −Ki)
)2
+ 1
2
l∑
i=1
(Ji +Ki)−
l∑
j=2
(Jj−1 −Kj−1)
l∑
i=j
(Ji −Ki).
Simplifying, it follows that
l∑
i=1
Gi −Bi  12
l∑
i=1
(Ji −Ki)2 + 12
l∑
i=1
(Ji +Ki).
But Ji + Ki  1 for all i. Thus 12
∑l
i=1(Ji + Ki)  l/2 and therefore
∑l
i=1 Gi − Bi  l/2.
The only way we could have equality would be if Ji −Ki = 0 and Ji +Ki = 1 for all i. But that
is not possible since Ji,Ki are non-negative integers. 
We also list for the reader the following combinatorial results that were established in [8] and
will also be needed later. Following [8] we write type SU(J ), rather than AJ−1.
Lemma 8.5. (See [8, Lemma 6.2].) Let n = J + K with J  max(K,2) and K  1. Let l ∈
{1, . . . , n} and take any set of indices satisfying n i1 > i2 > · · · > il  1.
(i) If G is type Cn and Ψ is a subroot system of type CJ ×CK with J +K  4, then
l∑
i=1
max
(
J
K
,2
)
Gj −Bj > l2 .
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is type SU(n− 1)), then
l∑
i=1
max
(
J
K
,2
)
Gj −Bj > l2 .
Lemma 8.6.
(i) (See [8, Lemmas 6.3, 6.4].) If Ψ is of type SU(J )×BK in Bn with K  0, or type SU(J )×
DK in Dn with K  2 or type SU(n− 1) in Dn, then ∑li=1 Gj −Bj > l2 .
(ii) (See [8, Lemma 6.4].) If Ψ is type SU(n) in Dn and n 5, then
∑l
i=1 2Gj −Bj > l2 .
9. L2-singular dichotomy
9.1. Type
We remind the reader that by the type of an element x ∈ T, we mean the Lie type of its
annihilating root system and that the non-central elements are characterized by the property that
their annihilating root systems are proper.
We find it helpful to make a slight modification in our terminology by saying that x is type
Ψ + r free if Ψ is a root system on r less letters than Φ . With this modification the r-free letter
elements discussed in Section 6 would be type An−r + r free when G is type An, type Bn−r + r
free or type Dn−r + r free when G is type Bn, etc. We also find it more descriptive to write type
SU(n), rather than type An−1.
We can enumerate all possible types by determining the annihilating roots for an arbitrary
x ∈ T. For more details we refer the reader to [8, Section 8.1] where this analysis was carried
out for elements in the torus of the Lie algebras. We recall that an element is regular if no roots
annihilate it. Any other element x ∈ T is one of the following types:
Type SU(J )× SU(L1)× · · · × SU(Lt )+ r free in G of type SU(n)
Type BJ ×DK × SU(L1)× · · · × SU(Lt )+ r free in G of type Bn
Type CJ ×CK × SU(L1)× · · · × SU(Lt )+ r free in G of type Cn
Type DJ ×DK × SU(L1)× · · · × SU(Lt )+ r free in G of type Dn
where, in all cases,
n = J +K +
t∑
i=1
Li + r,
with the understanding that: J,K,Li, r  0; if an index equals 0 then that factor is not present;
and D1, SU(1) are not permitted. As before, when we write C1 or B1 we mean a single long (or
short) root. C2, D2 and D3 have the obvious meaning.
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the torus element h given by
h = (0 (J times),π (K times),A+1 ,A−1 , . . . ,A+t ,A−t , b1, . . . , br) (16)
where A+i = (ai (L+i times)), A−i = (−ai (L−i times)); ±ai,±bi = 0, π and all distinct; and
L+i +L−i = Li .
Then h is of type BJ × DK × SU(L1) × · · · × SU(Lt ) + r free in the group G of type Bn.
The annihilating roots of h are
{±ei, ei ± ej : i, j ∈ J } ∪ {ei ± ej : i, j ∈ K} ∪
t⋃
l=1
Xl
where
Xl =
{
siei − sj ej : i, j ∈ L+l ∪L−l with si = 1 if i ∈ L+l , si = −1 if i ∈ L−l
}
and J,K,L1, . . . ,Lt are disjoint sets of cardinalities J,K,L1, . . . ,Lt , respectively, whose union
is {1, . . . , n− r}.
(b) If h is identified with the same vector in [0,2π)n, but belongs to the torus of Sp(n), then h
is of type CJ ×CK ×SU(L1)×· · ·×SU(Lt )+r free in the group G of type Cn. The annihilating
roots of h are
{±2ei, ei ± ej : i, j ∈ J } ∪ {±2ei, ei ± ej : i, j ∈ K} ∪
t⋃
l=1
Xl
where Xl,J,K, and Ll are as above.
9.2. Dichotomy theorem
We can now state the L2-singular dichotomy theorem. The formula which determines the
exponent where the change occurs depends upon the type of the element. For some types the
L2-singular dichotomy was proven in [8, Theorem 8.2] (see Remark 9.2), but we include these
types in the statement of the theorem below for completeness.
Theorem 9.1. Suppose G is a classical, compact, connected, simple Lie group and x is a non-
central, torus element in G. Then either μkx ∈ L2(G) or μkx is singular to Haar measure on G.
Moreover, if we let
k(x) = min{k: μkx ∈ L2},
then k(x) < ∞ and mG(Ckx) > 0 if and only if k  k(x).
If x is a regular element in any of these groups, then k(x) = 2.
Otherwise the value of k(x) is as specified below:
1568 S.K. Gupta, K.E. Hare / Advances in Mathematics 222 (2009) 1521–1573(A) G of type SU(n), n 2 and x of type SU(J ) × SU(L1) × · · · × SU(Lt ) + r free with J 
L1  · · · Lt : Then
k(x) =
⎧⎨⎩
[
n−1
n−J
]+ 1 if J >∑ti=1 Li + r
3 if r = 0, t = 1, J = L1
2 else.
(B) G of type Bn, n 2 and x of type BJ ×DK × SU(L1)× · · · × SU(Lt )+ r: Then
k(x) =
⎧⎪⎨⎪⎩
[
n−1
n−J
]+ 1 if J >K +∑ti=1 Li + r[ 2n−1
2(n−K)+1
]+ 1 if K  J +∑ti=1 Li + r
2 else.
(C) G of type Cn, n 3 and x of type CJ ×CK × SU(L1)× · · ·× SU(Lt )+ r free with J K:
Then
k(x) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
[
n−1
n−J
]+ 1 if J >K +∑ti=1 Li + r
4 if x is type C2 ×C1
3 if x is type CJ ×CJ
2 else.
(D) G of type Dn, n 4 and x of type DJ ×DK ×SU(L1)×· · ·×SU(Lt )+ r free with J K:
Then
k(x) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
[
n−1
n−J
]+ 1 if J >K +∑ti=1 Li + r
2 if J = 0, J K +∑ti=1 Li + r
2 if J = 0 and t  2 or r  1
3 (4) if x is type SU(n), n 5 (n = 4).
Remark 9.1. If x is a central element than the L2-singular dichotomy trivially holds since μx is
a point mass and hence all convolution powers are singular.
Remark 9.2. In [8] we studied the dichotomy problem for the G-invariant orbital measures on g.
(The orbital measure, μH , is the measure supported on the orbit containing H and defined by∫
g f dμH =
∫
G
f (Ad(g)H)dmG(g) for all f ∈ Cc(g).) Our method allowed us to deduce the
L2-singular dichotomy for those orbital measures μx on G for which there was some X ∈ g with
expX = x and having the same type as the element x (equivalently, dimCh = dimOX). (See
[8, Corollaries 8.3, 8.4].) We also determined the sharp exponent. This class of orbital measures
includes all orbital measures on SU(n), for instance, but it does not include those of type
BJ ×DK × SU(L1)× · · · × SU(Lt )+ r free in type Bn
CJ ×CK × SU(L1)× · · · × SU(Lt )+ r free in type Cn
DJ ×DK × SU(L1)× · · · × SU(Lt )+ r free in type Dn
when both J,K = 0.
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[9, Corollary 9].
The strategy we will employ for most of the types will be to check that the specified value
of k(x) is at least the value of k0(x) from the combinatorial criterion, Theorem 8.1. We will
frequently use the observation that if the annihilating root system of the given type is contained
in one of another type, then it clearly suffices to show that k(x) k0(y), where y is of the ‘larger’
type, and this we will typically establish by appealing to one of the lemmas in Section 8.
Throughout our proof we will let L =∑ti=1 Li + r . As it is the most complicated, we will
start with type Bn.
Case (B). G of type Bn:
If J >K+L, then the annihilating root system of type BJ ×DK ×SU(L1)×· · ·×SU(Lt )+r
free is contained in one of type BJ × BK+L and, as remarked above, it clearly suffices to check
the combinatorial criterion for the larger system. Of course, for counting the good and bad
roots, there is no difference between types BJ and CJ . It follows from these observations and
Lemma 8.5(i) that if n = J + (K +L) 4 and y is type BJ ×BK+L, then we have
k0(y)max
(
J
K +L,2
)
+ 1 = max
(
n
K +L,3
)
in Theorem 8.1. Consequently, μkx ∈ L2(G) provided k is any integer at least n/(K +L) and one
can verify that the least such integer is [ n−1
n−J ] + 1.
When n = 2 or 3 the only proper subroot system of Bn satisfying J > K + L is that of type
B2 + 1 free in Bn with n = 3, and it was already shown in [8, Theorem 8.2] that μ3x ∈ L2 in this
case.
If K  J +L, then we appeal to Lemma 8.2. The annihilating root system is contained in one
of type DK ×BJ+L and therefore k0(x) [ 2n−12(n−K)+1 ] + 1.
If L  J + K , then the annihilating system is contained in type SU(L) × BJ+K and by
Lemma 8.6(i), k0(x) = 2.
Otherwise J,K,L > 0 and we have J K +L, K  J +L and L J +K . The annihilating
root system is contained in one of type BJ × BK × BL, or equivalently, for counting purposes,
of type CJ ×CK ×CL. According to Lemma 8.3 we may take k0(x) = 2.
Cases (A) and (C). G of type SU(n) or Cn:
That μ4x ∈ L2 for x of type C2 ×C1 is implied by Theorem 2.1(i). The rest of the arguments
are similar to above.
Case (D). G of type Dn:
If J > K + L, it suffices to check the combinatorial criterion for the larger system,
DJ × DK+L. But compare the appropriate counting of good and bad roots with the counting
in CJ ×CK+L. The long roots in Cn are all bad roots, so the value of k0(x) can only be smaller
for type DJ × DK+L, than for type CJ × CK+L. So we can again appeal to Lemma 8.5(i) and
argue as for G of type Bn and J >K +L.
If L J +K , we appeal to Lemma 8.6(i) or (ii).
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k0(x) = 2 was shown to work for the combinatorial criterion in Lemma 8.4. Otherwise, L  1
and J,K  2. A comparison with type CJ ×CK ×CL shows we may take k0(x) = 2.
This completes the proof of the sufficiency of the exponent k(x) for the L2 problem.
Of course, the Haar measure of Ck(x)x is (strictly) positive since Ck(x)x supports the absolutely
continuous measure μk(x)x .
Next we will show that mG(Ck(x)−1x ) = 0 which obviously implies μk(x)−1x is singular to Haar
measure on G. If k(x) = 2 there is nothing to prove since any conjugacy class is a manifold
of proper dimension and hence has Haar measure zero. Otherwise, the strategy that we will use
most often in the arguments below will be to observe that the non-annihilating roots of x are
contained in the set of non-annihilating roots of a suitable free letter element and then appeal to
Theorem 6.8 and Corollary 6.9.
First, assume G is type Bn and x is type BJ × DK × SU(L1) × · · · × SU(Lt ) + r free with
J >K +L, say
x = (0 (J times),π (K times),A1, . . . ,At , b1, . . . , br)
as in Example 16(a). Put
h = (0 (J times), a1, . . . , aK+L)
where ±ai = 0,π and distinct. Then Nx ⊆ Nh and h is of type BJ + (K + L) free. By Theo-
rem 6.8 μkh is singular when k  [ n−1n−J ] and it follows from Corollary 6.9 that the same conclusion
is true for μkx .
The same reasoning applies in the analogous cases in the other types.
If, instead, x ∈ Bn is as above, but with K  J + L, then Nx ⊆ Nh where h is of type DK
in Bn. By Theorem 6.8 μkh is singular k  [ 2n−12(n−K)+1 ] and again appeal to Corollary 6.9.
If G is type Cn and x is of type CJ × CJ , we simply use a dimension argument. Since
|Nx | = 4J 2 and dimC2J = 8J 2 + 2J , we see that dimC2J > 2 dimTx(Cx) and this ensures that
mG(C
2
x) = 0. For x ∈ C3 of type C2 ×C1 we appeal directly to Theorem 7.3.
When x is type SU(n) in Dn with n 5 a dimension argument works. The root system SU(4)
in D4 is isomorphic to type D3 + 1 free in D4 and for this case the fact that μ3x is singular to
L1 can be seen from Theorem 6.8. See [8, Section 5] for more details. Finally, the fact that μ2x is
singular for x of type SU(J )× SU(J ) in SU(2J ) is established in [8, Section 5]. 
9.3. Minimal dimension conjugacy classes
We summarize here the complete answer to Ragozin’s L1 problem and the dichotomy for the
orbital measures supported on the minimal dimension conjugacy classes. Let
k(G) =
⎧⎨⎩
n if G is of type An−1,Cn for n > 3, or Dn
2n if G is of type Bn
4 if G is of type C3.
Notice that k(G) = rankG when G is type Cn, n = 3 or type Dn; rankG + 1 when G is type
An−1 or C3, and 2 rankG when G is type Bn.
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(i) μ1 ∗ · · · ∗μk ∈ L1(G) for all central, continuous measures μj on G if and only if k  k(G).
(ii) mG(Ch1 · · ·Chk ) > 0 for all hj /∈ Z(G) if and only if k  k(G).
(iii) μk(G)−1h is singular to Haar measure if Ch is the minimal dimension conjugacy class.
Proof. As noted in Theorem 2.1, this was already known for the minimal dimension conjugacy
classes in the groups of type An, Cn for n  4 and Dn. Moreover, the sufficiency of k(G) was
also known for all the classical groups.
So it only remains to establish that mG(Ck(G)−1h ) = 0 and that μk(G)−1h is singular for the
minimal dimension conjugacy classes/orbital measures in the groups of type Bn and C3. These
are generated by elements of type Dn in Bn and of type C2 ×C1 in C3 and their singularity results
were established in Sections 6 and 7 of this paper (see Corollary 6.10 and Theorem 7.3). 
We summarize the results by Lie group type in the chart below:
Type of G An Bn Cn, n = 3 C3 Dn
dimG n(n+ 2) n(2n+ 1) n(2n+ 1) 21 n(2n− 1)
rankG n n n 3 n
Type of minimal conj class An−1 Dn Cn−1 ×C1 C2 ×C1 Dn−1
min{dimCh: h /∈ Z(G)} 2n 2n 4n− 4 8 4n− 4
k(G) n+ 1 2n n 4 n
Remark 9.3. The answer of k(G) for Ragozin’s L1 problem is larger than Ragozin’s conjecture
of dimG/min(dimCh) in all cases [17] and, in some cases, larger than Dooley and Wildberger’s
speculation that the answer should be rankG [2].
Remark 9.4. In comparison, it was shown in [8, Theorem 8.2, Corollary 8.5] that μkH ∈ L2(g) for
all G-invariant orbital measures and the measure of (k)OH is positive for all non-trivial orbits,
OH , if and only if k  rank g if g is type Bn, Cn or Dn and rank g + 1 if g is type An.
9.4. Miscellaneous remarks
Of course Theorem 9.1 implies, in particular, that the singularity result in Section 6.3 for the
r-free letters case is sharp.
Corollary 9.3. Suppose hr ∈ G is an r-free letters element. Let
Q =
{[ 2n−1
2r+1
]
if hr is type Dn−r and G = SO(2n+ 1)[
n−1
r
]
otherwise.
Then μkhr is singular to Haar measure if and only if k Q.
In [19], Ricci and Stein proved that if μkx ∈ L1(G), then μkx ∈ Lp for some p > 1. Our meth-
ods show this is actually true for some p > 2.
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Proof. As explained in the proof of Corollary 8.6 of [8], if
l∑
j=1
(k − 1)Gj −Bj > l/2 (17)
for all indices satisfying rankG i1 > · · · > il  1 and all subroot systems of a given type (even
if k is not an integer) we can conclude that the fractional Fourier transform satisfies μ̂kx ∈ l2.
Since the strict inequality is satisfied by k(x), it must be the case that for some k < k(x) (non-
integer valued) inequality (17) holds for all of the finitely many choices of indices and subroot
systems of the same type as x.
Thus ̂μk(x)x ∈ lq for q = 2k/k(x) < 2 and by the Hausdorff–Young inequality μk(x)x ∈ Lp(G)
where p > 2 is the conjugate index to q . 
Remark 9.5. It is not the case, however, that μk(x)x ∈ Lp for all p > 2. Our reasoning above can
be used to show that μ2x ∈ L3−ε(SU(2)) for all ε > 0, but it follows from [18] that μ2x /∈ L3.
In [21] Ricci and Travaglini proved that if x is a regular element, then μx ∗ Lp ⊆ L2 if and
only if p  1 + rankG/(2 dimG − rankG). Since μk(x)x ∗ L1 ⊆ L2, an application of Stein’s
interpolation theorem (cf. [9, Corollary 12]) yields the following partial extension of their result.
Corollary 9.5. For any x /∈ Z(G), μx ∗Lp ⊆ L2 if p > 2 − 2/(k(x)+ 1).
To conclude, we remark that it is not true that μdimG ∈ L2 for all μ central and continuous.
To see this, let ls = {(cσ ): ‖cσ‖s ≡ (∑d2σ |cσ |s)s < ∞} and let L1c denote the central functions
in L1. If the statement was true, then whenever f ∈ L1c we would have f̂ ∈ l2d for d = dimG.
By the closed graph theorem, the map f → f̂ from L1c to l2d would be bounded and hence there
would exist a constant C such that ‖f̂ ‖2d  C‖f ‖1 for all f ∈ L1c . But this is clearly false; just
take a central bounded approximate identity {fα} in L1c .
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