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Abstract
We study the local-in-time regularity of the Brownian motion with respect to localized variants of modu-
lation spaces Mp,qs and Wiener amalgam spaces W
p,q
s . We show that the periodic Brownian motion belongs
locally in time to Mp,qs (T) and W
p,q
s (T) for (s − 1)q < −1, and the condition on the indices is optimal.
Moreover, with the Wiener measure μ on T, we show that (Mp,qs (T),μ) and (W
p,q
s (T),μ) form abstract
Wiener spaces for the same range of indices, yielding large deviation estimates. We also establish the end-
point regularity of the periodic Brownian motion with respect to a Besov-type space b̂sp,∞(T). Specifically,
we prove that the Brownian motion belongs to b̂sp,∞(T) for (s − 1)p = −1, and it obeys a large devia-
tion estimate. Finally, we revisit the regularity of Brownian motion on usual local Besov spaces Bsp,q , and
indicate the endpoint large deviation estimates.
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Modulation spaces were born during the early eighties in pioneering work of H.G. Feichtinger.
In subsequent fruitful collaborations with K. Gröchenig [17,18] they established the basic theory
of these function spaces, in particular their invariance, continuity, embeddings, and convolution
properties. In contrast with the Besov spaces, which are defined by a dyadic decomposition
of the frequency space, modulation spaces (and Wiener amalgam spaces) arise from a uni-
form partition of the frequency space. Their appeal is due to the fact that they can effectively
capture the time-frequency concentration of a distribution. Both modulation and Wiener amal-
gam spaces are modeled on Lebesgue or Fourier–Lebesgue spaces, but they are more flexible
in that they allow a separate control of the local regularity and the decay at infinity of a func-
tion. The central idea in this time-frequency analysis is to start with a function that is smoothly
localized by a so-called window function and then take its Fourier transform. The resulting
short-time Fourier transform (STFT) is also known, depending on its specific application and
up to some normalization, as the Gabor transform, ambiguity function, coherent state transform,
or Wigner distribution. Modulation spaces thus capture the joint time-frequency concentration
of a function by appropriate decay and integrability conditions on the STFT. They originate
in the early foundations of quantum mechanics and information theory. Engineers and physi-
cists have sensed a huge potential here before mathematicians did, and the past years are seeing
a resurgence in the applications of time-frequency analysis to signal analysis, image process-
ing, or information theory. Their rapid development was almost in sync with that of wavelet
theory. Grossmann and Morlet [23], for example, have realized early on that both the wavelet
transform and the STFT are special cases of square integrable representations. Unsurprisingly
perhaps, since the STFT is a joint representation of a function in both time and frequency, uncer-
tainty principles can be thought of as appropriate embeddings of modulation spaces; see Galperin
and Gröchenig’s article [20]. Returning to the original analogy with the Besov spaces and their
wavelet bases, modulation spaces do not admit orthonormal bases of time-frequency shifts, but
rather so-called frames of time-frequency shifts. Due to Daubechies’ insightful work [16], the
concept of frame has quickly become crucial in signal analysis. Within pure and applied math-
ematics, modulation spaces and Wiener amalgam spaces are nowadays present in investigations
that concern problems in numerical analysis, operator algebras, localization operators, Fourier
multipliers, pseudodifferential operators, Fourier integral operators, non-linear partial differen-
tial equations, and so on. The list is extensive, and we cannot hope to acknowledge here all those
who made the theory of modulation spaces such a successful story. Simply to give a flavor of
some of the recent works in partial differential equations employing these spaces, we mention
the contribution of Bényi, Gröchenig, Okoudjou and Rogers [2] on unimodular multipliers and
the phase-space concentration of the solutions to the free Schrödinger and wave equations, the
work on the well-posedness of non-linear (Schrödinger, Ginzburg–Landau, Klein–Gordon, KdV)
equations with rough data by Bényi and Okoudjou [3] and Wang et al. [52–55], or the articles of
Cordero and Nicola on Strichartz estimates and the Schrödinger equation with quadratic Hamil-
tonian [14,15].
This article lies at the interface between time-frequency analysis, probability theory, and
partial differential equations (PDEs). Its main aim is to serve as a first bridge between these
areas by specifically pointing out the role that the spaces of time-frequency analysis (mod-
ulation and Wiener amalgam) can play here. A central question in applied mathematics and
theoretical physics is how initial data are propagated by non-linear PDEs, and an important
issue is the existence of an invariant measure for the flow. Following Lebowitz, Rose, and
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on the 1-dimensional torus T. Such Gibbs measures can be regarded as weighted Wiener mea-
sures on T (that is, Brownian motions on T), which are supported on function spaces with low
regularity. Therefore, in constructing a flow on the support of the Gibbs measure, one is of-
ten forced to go beyond the usual Sobolev spaces, and cross over in the more exotic realm
of the variants of Fourier–Lebesgue spaces discussed above. For example, in the case of the
derivative non-linear Schrödinger equation (DNLS), the flow is not well defined in the classical
Hs(T) space for s < 1/2, yet almost sure global well-posedness can be established by employ-
ing Fourier–Lebesgue spaces FLs,q(T) for some s and q with (s − 1)q < −1; see the recent
work of Nahmod, Oh, Rey-Bellet, and Staffilani on DNLS [32]. See also the earlier works of
Bourgain on mKdV [4], Zakharov system [5], and Oh [34,37] for the use of Fourier–Lebesgue
spaces FLs,∞(T).
We will study the Brownian motion, which is arguably the most accessible continuous-time
stochastic process yet it plays a central role in both pure and applied mathematics. Its applica-
tions range from the study of continuous-time martingales, stochastic calculus to control theory
and financial mathematics. It is well known that the integral of a Gaussian white noise is rep-
resented through Brownian motion, and white noise is supported on functions of low regularity.
Thus, understanding the regularity of Brownian motion is a natural problem. In the context of the
classical function spaces of PDEs (Sobolev and Besov), the local regularity of the Brownian mo-
tion is well understood; see the works of Ciesielski [11,12] and Roynette [41]. These results are
summarized in Section 2.1. An extension to the vector valued setting can be found in Hyntönen
and Veraar’s paper [24]. Some immediate applications of Brownian motion regularity to stochas-
tic integrals and equations have appeared early on in the work of Ciesielski, Kerkyacharian, and
Roynette [13]. Schilling [44] has extended the local and global regularity properties in [13], as
well as the ones for sample paths of Feller processes. Interestingly, [44] presents a nice connec-
tion to the asymptotic behavior of the symbol of the pseudodifferential operator given in terms
of the infinitesimal generator of the Feller process. For a survey of recent advances in stochastic
calculus with respect to (fractional) Brownian motion and its connection to Malliavin calculus,
see Nualart’s article [33]. In this work, we establish the local regularity of the Brownian motion
on appropriate modulation spaces and Wiener amalgam spaces, and prove that it obeys so-called
large deviation estimates. For the “endpoint” results we appeal to a Besov-type space introduced
by Oh in a series of works that were concerned with the invariance of the white noise for the
KdV equation [35] and the stochastic KdV equation with additive space–time white noise [36].
Incidentally, our results also recover the regularity of the white noise by dropping one regularity
from the one of the Brownian motion. We also revisit the local regularity of Brownian motion
on the usual Besov spaces. A common thread throughout this work is the use of random Fourier
series.
1.1. Function spaces of time-frequency analysis
We start by recalling some basic definitions regarding the function spaces used throughout
this work; see, for example, Gröchenig’s book [21]. Given a (fixed, non-zero) window function
φ ∈ S(Rd), the short-time Fourier transform (STFT) Vφf of a tempered distribution u is
Vφu(x, ξ) = 〈u,MξTxφ〉 = F(uTxφ)(ξ) =
∫
d
e−iy·ξφ(y − x)u(y) dy.
R
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Rd
g(x)e−ix·ξ dx denotes the Fourier transform of a distribution g,
while, for x, ξ ∈ Rd , Mξg(x) = eix·ξ g(x), Txg(y) = g(y − x) denote the modulation and trans-
lation operators, respectively. F−1(g) =
̂
g will denote the inverse Fourier transform of g. For
s ∈ R, we let 〈ξ 〉s = (1 + |ξ |2)s/2.
The (continuous weighted) modulation space Mp,qs (Rd),1  p,q ∞, consists of all tem-
pered distributions u ∈ S(Rd) such that
Vφu(x, ξ)〈ξ 〉s ∈ LpxLqξ ,
and we equip the space Mp,qs (Rd) with the norm
‖u‖Mp,qs (Rd ) =
∥∥∥∥Vφu(x, ξ)〈ξ 〉s∥∥Lpx (Rd )∥∥Lqξ (Rd ) =
( ∫
Rd
〈ξ 〉sq
( ∫
Rd
∣∣Vφu(x, ξ)∣∣p dx)q/p dξ)1/q,
with the obvious modifications if p = ∞ or q = ∞. It is not hard to see that these spaces
are Banach spaces and two different windows yield equivalent norms. Moreover, the classical
Bessel potential spaces (or the usual L2-based Sobolev spaces) are particular cases of mod-
ulation spaces, M2,2s (Rd) = Hs(Rd), the duality and embeddings are natural (Mp,qs (Rd))′ =
M
p′,q ′
−s (Rd), M
p1,q1
s (R
d) ⊂ Mp2,q2s (Rd) for p1  p2 and q1  q2, while S(Rd) is dense in
M
p,q
s (R
d). The complex interpolation of these spaces is equally natural: (Mp1,q1s1 ,M
p2,q2
s2 )[θ] =
M
p,q
s , where 1/p = (1 − θ)/p1 + θ/p2,1/q = (1 − θ)/q1 + θ/q2 and s = (1 − θ)s1 + θs2.
Closely related to these spaces are the (continuous weighted) Wiener amalgam spaces
W
p,q
s (R
d) which are now equipped with the norm
‖u‖Wp,qs (Rd ) =
∥∥∥∥Vφu(x, ξ)〈ξ 〉s∥∥Lqξ (Rd )∥∥Lpx (Rd ) =
( ∫
Rd
( ∫
Rd
〈ξ 〉sq ∣∣Vφu(x, ξ)∣∣q dξ)p/q dx)1/p.
It is clear then that, in fact, Mp,q0 (R
d) = FWq,p0 (Rd). As such, completely analogous comments
to the one following the definition of modulation spaces hold for Wiener amalgam spaces as well.
For example, Wp1,q1s (Rd) ⊂ Wp2,q2s (Rd) for p1  p2 and q1  q2, S(Rd) is dense in Wp,qs (Rd),
and so on. Moreover, Mp,qs (Rd) ⊂ Wp,qs (Rd) for q  p, while the reverse inclusion holds if
p  q .
The (weighted) Fourier–Lebesgue spaces FLs,p(Rd) are defined via the norm
‖u‖FLs,p(Rd ) =
∥∥〈ξ 〉s û(ξ)∥∥
L
p
ξ (R
d )
=
( ∫
Rd
〈ξ 〉sp∣∣̂u(ξ)∣∣p dξ)1/p. (1.1)
For our purposes, we will use the following equivalent definitions for the norms of modulation
and Wiener amalgam spaces. Let ψ ∈ S(Rd) such that suppψ ⊂ [−1,1]d and ∑n∈Zd ψ(ξ −
n) ≡ 1. Then,
‖u‖ p,q d =
∥∥〈n〉s∥∥ψ(D − n)u∥∥ p d ∥∥ q d (1.2)Ms (R ) Lx (R ) n(Z )
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‖u‖Wp,qs (Rd ) =
∥∥∥∥〈n〉sψ(D − n)u∥∥

q
n(Z
d )
∥∥
L
p
x (R
d )
. (1.3)
Here, we denoted
ψ(D − n)u(x) = F−1(ψ(· − n)Fu(·))(x) = (2π)−d ∫
Rd
ψ(ξ − n)̂u(ξ)ei·ξ dξ.
Thus, the modulation norm in (1.2) can be spelled out, up to a (2π)−d factor, as( ∑
n∈Zd
( ∫
Rd
∣∣∣∣ ∫
Rd
ψ(ξ − n)̂u(ξ)eix·ξ dξ
∣∣∣∣p dx)q/p)1/q .
One should contrast these definitions with the one of Besov spaces. Let ϕ0, ϕ ∈ S(Rd) such that
suppϕ0 ⊂ {|ξ |  2}, suppϕ ⊂ { 12  |ξ |  2}, and ϕ0(ξ) +
∑∞
j=1 ϕ(2−j ξ) ≡ 1. With ϕj (ξ) =
ϕ(2−j ξ), j  1, we define the usual Besov space Bsp,q via the norm
‖u‖Bsp,q (Rd ) =
∥∥2jsq∥∥ϕj (D)u∥∥Lp(Rd )∥∥qj (N) =
(∑
j0
2sjq‖u ∗
̂
ϕj‖qLp(Rd )
)1/q
. (1.4)
Clearly, when q = ∞, the norm is modified into supj0 2sj‖u ∗
̂
ϕj‖Lp(Rd ). The embeddings
between Besov, Sobolev and modulation spaces are well understood. For example, with some
explicitly found indices s1(n,p, q), s2(n,p, q), we have Bsp,q(Rd) ↪→ Mp,q(Rd) if and only if
s  s1 and Mp,q(Rd) ↪→ Bsp,q(Rd) if and only if s  s2; see Sugimoto and Tomita [47], also
Okoudjou [38], Toft [49], and Kobayashi and Sugimoto [27].
As stated in the introduction, our goal is to investigate the local-in-time regularity of the Brow-
nian motion. Without loss of generality, we can restrict ourselves to study the periodic Brownian
motion; see Section 2.2. In Section 2.1, we first summarize some of the known regularity results
for Sobolev and Besov spaces. Then, in Section 2.2, we establish similar results for modulation
and Wiener amalgam spaces on the torus. We also observe that the same results can be obtained
on appropriately defined localized spaces, and that straightforward modifications allow us to ex-
tend them for the Brownian motion on the d-dimensional torus. Moreover, in Section 3, we will
do much more by showing a nice connection to abstract Wiener spaces, and, in particular, their
large deviation estimates. In Section 2.3, we reprove some known results for Besov spaces by
working, as for the other spaces of time-frequency analysis, on the Fourier side (compared to
previous proofs which were done on the physical side) and using a multilinear analysis argu-
ment. From this perspective, the use of Fourier–Wiener series (see (2.2) below) can be viewed
as a unifying theme of this article. Since we are only concerned with local regularity of (pe-
riodic) Brownian motions, we need a “localized” version of the time-frequency spaces defined
above. These localizations were first introduced and studied by Ruzhansky, Sugimoto, Toft, and
Tomita in [42]. Naturally, the spaces can be localized either in space (by multiplying an object
in the functional space by a smooth cutoff function) or in frequency (by multiplying the Fourier
transformation of an element in the functional space by a smooth cutoff). Proposition 2.1 and
Remark 4.2 in [42] show that the localized versions, say in space, of the Mp,qs , Wp,qs and FLq,s
2948 Á. Bényi, T. Oh / Advances in Mathematics 228 (2011) 2943–2981spaces coincide, with equivalence of norms. In particular, the modulation, Wiener amalgam, and
Fourier–Lebesgue spaces on the torus are all the same. Specifically, if for some ψ with compact
support in the discrete topology of Zd , we let
‖u‖Mp,qs (Td ) =
∥∥〈n〉s∥∥ψ(D − n)u∥∥
L
p
x (T
d )
∥∥

q
n(Z
d )
(1.5)
and
‖u‖Wp,qs (Td ) =
∥∥∥∥〈n〉sψ(D − n)u∥∥

q
n(Z
d )
∥∥
L
p
x (T
d )
, (1.6)
then, for all 1 p,q ∞, we have
M
p,q
s
(
Td
)= Wp,qs (Td)= FLs,q(Td)= Fqs .
We will also use the Fourier–Besov spaces b̂sp,q(Td). With the notation ϕj introduced above
for the classical Besov spaces, the Fourier–Besov space norm is defined by
‖u‖b̂sp,q (Td ) =
∥∥∥∥〈n〉sϕj (n)̂u(n)∥∥Lp(Zd )∥∥qj (N)
=
(∑
j0
( ∑
n∈Zd
〈n〉sp∣∣ϕj (n)̂u(n)∣∣p)q/p)1/q . (1.7)
Clearly, this norm is equivalent to(∑
j0
( ∑
|n|∼2j
2jsp
∣∣̂u(n)∣∣p)q/p)1/q . (1.8)
In particular, in our endpoint regularity analysis we will need the space b̂sp,∞(Td) defined via
‖u‖b̂sp,∞(Td ) = sup
j0
∥∥〈n〉sϕj (n)̂u(n)∥∥Lp(Zd ) ∼ sup
j0
( ∑
|n|∼2j
2jsp
∣∣̂u(n)∣∣p)1/p, (1.9)
where, for a given n ∈ Zd , |n| ∼ 2j denoted 2j−1 < |n|  2j . This space is well-suited for the
analysis of the white noise, since, in particular, for sp  −d , it contains its full support. For
d = 1, this analysis of the white noise was initiated by Oh in [35], while the natural extension to
any dimension d can be found in Veraar’s work [51]. Noting that the white noise is a derivative of
the Brownian motion, some of the results in [51] can be easily deduced from the ones presented
here; see Section 2.2. Lastly, note that Hausdorff–Young inequality immediately implies that
Bs
p′,∞(T
d) ⊂ b̂sp,∞(Td) for p > 2, and that the equality holds for p = 2, where Bsp′,∞(Td) is
the usual periodic Besov space and p′ = p/(p− 1) denotes the Hölder conjugate exponent of p.
Note also that FLs,p(Td) = b̂sp,p(Td) for p  1.
1.2. Brownian motion
Let T > 0 and (Ω,F ,Pr) be a probability space. We define the Rn-valued Brownian motion
(or Wiener process) as a stochastic process β : [0, T ] × Ω → Rn that satisfies the following
properties:
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(ii) β(t) has independent increments, and β(t) − β(t ′) has the normal distribution with mean 0
and variance t − t ′ (for 0 t ′  t).
Here, we abused the notation and wrote, for a given t ∈ [0, T ], β(t) :Ω → Rn, β(t)(ω) =
β(t,ω). This further induces a mapping Φβ from Ω into the collection of functions from [0, T ]
to Rn by (Φβ(ω))(t) = β(t)(ω). The law of the Brownian motion, that is, the pushforward
measure (Φβ)∗(Pr) on Borel sets in (Rn)[0,T ], is nothing but the classical Wiener measure. Re-
placing Rn with some other Banach space will take us into the realm of abstract Wiener spaces. It
is worth noting that, while there are several technicalities involved in properly defining a Wiener
measure in this general context, the same point of view as in the classical Rn case is employed.
2. Regularity of Brownian motion
In what follows, we first discuss some known results about the regularity of Brownian motion
on function spaces that are often used in PDEs, that is, Sobolev and Besov spaces. All spaces are
considered local-in-time.
2.1. Modulus of continuity
It is well known that β(t) is almost surely (a.s.) continuous. Moreover, we have Lévy’s theo-
rem for the modulus of continuity:
lim sup
t−t ′ε↓0
0t ′<t1
|β(t)− β(t ′)|√−2ε log ε = 1, a.s. (2.1)
It follows from (2.1) that the Brownian motion is a.s. locally Hölder continuous of order s for
every s < 1/2, and is a.s. nowhere locally Hölder continuous of order s for s  1/2; see Revuz
and Yor’s book [40].
Regularity on Sobolev spaces Hs(0,1) By definition of the Brownian motion, we have
E
[∣∣β(t)− β(t ′)∣∣2]= E[∣∣β(t − t ′)∣∣2]= ∣∣t − t ′∣∣,
where E denotes expectation. Thus, we have
E
[∥∥β(t)∥∥2
H˙ s (0,1)
]= E[ 1∫
0
1∫
0
|β(t)− β(t ′)|2
|t − t ′|1+2s dt
′ dt
]
=
1∫
0
1∫
0
1
|t − t ′|2s dt
′ dt
= 2
1∫
0
t∫
0
1
(t − t ′)2s dt
′ dt < ∞,
if and only if s < 12 . Hence, the Brownian motion β(t) belongs almost surely to H
s
loc for s <
1
2 .
Indeed, one can also show that β(t) /∈ Hs a.s. for s  1 .loc 2
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E
[∣∣β(t)− β(t ′)∣∣p]= Cp∣∣t − t ′∣∣ p2 ,
since β(t) − β(t ′) is a mean zero Gaussian with variance |t − t ′|. Then, by the characterization
of W˙s,p via the Lp modulus of continuity as in Tartar’s book [48], we have
E
[∥∥β(t)∥∥pW˙s,p(0,1)]= E
[ 1∫
0
1∫
0
|β(t)− β(t ′)|p
|t − t ′|1+sp dt
′ dt
]
∼
1∫
0
1∫
0
∣∣t − t ′∣∣−1−sp+ p2 dt ′ dt
= 2
1∫
0
t∫
0
∣∣t − t ′∣∣−1−sp+ p2 dt ′ dt < ∞,
if and only if s < 12 . Hence, the Brownian motion β(t) belongs almost surely to W
s,p
loc for s <
1
2 .
Regularity on Besov spaces Bsp,q(0,1) Ciesielski [11,12] and Roynette [41] proved that if
s < 12 , then the Brownian motion β(t) belongs a.s. to B
s
p,q(0,1) for all p,q  1, and that if
s > 12 , then β(t) /∈ Bsp,q(0,1) a.s. for any p,q  1. Regarding the endpoint regularity of the
Brownian motion, it was also shown that for s = 12 , the Brownian motion β(t) ∈ B
1
2
p,q(0,1) a.s.
if and only if 1 p < ∞ and q = ∞. Moreover, if the latter holds, there exists cp > 0 such that
‖β(t)‖
B
1
2
p,∞(0,1)
 cp a.s. The proof is based on the Schauder basis representation (or Franklin–
Wiener series) of the Brownian motion; see Kahane’s book [26].
In Section 2.3, we will present an alternate proof of these results which is of interest in its
own, by using random Fourier series (also referred to as Fourier–Wiener series; see (2.2) be-
low) and a careful multilinear analysis. It is worth noting that the independence on the index
p < ∞ of the regularity result on, say, Ws,ploc is unsurprising from the perspective of random
Fourier series. Without delving into technicalities, this follows essentially by observing that, if
F(t) =∑n1 cngn(ω)eint with gn an independent identically distributed sequence of complex-
valued Gaussian random variables, then F ∈ Lp if and only if the sequence (cn) ∈ 2; see Paley
and Zygmund [39], and also the recent paper by Ayache and Tzvetkov [1]. A more detailed dis-
cussion of the comparison between classical Besov spaces and Fourier–Besov spaces is given in
Section 2.2 after the statement of Theorem 2.1. We now turn our attention to the regularity of the
Brownian motion on modulation spaces. By contrast to the classical function spaces discussed
above, modulation spaces do capture the dependence of regularity on one of its defining indexes.
2.2. Fourier analytic representation
We are interested in the local-in-time regularity on modulation spaces Mp,qs (T) of the periodic
Brownian motion defined on the 1-dimensional torus. The case of the Brownian motion on the
d-dimensional torus Td is similar; see Remark 2.4. Moreover, we can obtain the regularity of the
Brownian motion on the real line as long as we replace the periodic modulation spaces Mp,q(T)
with the localized versions Mp,qs (I ), where I ⊂ R is any given bounded interval; see Remark 2.3
and Appendix B.
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loop, that is, satisfying both β(0) = β(2π) and ∫ 2π0 β(t) dt = 0. The case of a Brownian loop
with non-zero mean follows easily from the mean zero case through a translation by the mean
of the Brownian motion. Furthermore, if we let b(t) denote any (non-periodic) Brownian mo-
tion, and set β(t) = b(t) − tb(2π)/2π , then β(t) is periodic, and b(t) has the same regularity
as β(t).
Since, for almost every ω ∈ Ω , the Brownian motion β(t) represents a continuous (periodic)
function, to simplify the notation, we will simply write u in the following to denote this function
(for a fixed ω). It is well known [26] that u can be represented through a Fourier–Wiener series1
as
u(t) = u(t;ω) =
∑
n=0
gn(ω)
n
eint, (2.2)
where {gn} is a family of independent standard complex-valued Gaussian random variables, that
is, Regn and Imgn are independent standard real-valued Gaussian random variables. Note that
we are missing the linear term g0(ω)t in the Fourier–Wiener series representation since we are
only considering the (mean zero) periodic case. For the convenience of the reader, we present a
detailed derivation of (2.2) in Appendix A.
With the notation above, our result can be stated as follows.
Theorem 2.1. Let 1 p,q ∞.
(a) If q < ∞, then u ∈ Mp,qs (T) a.s. for (s−1)q < −1, and u /∈ Mp,qs (T) a.s. for (s−1)q −1.
(b) If q = ∞, then u ∈ Mp,∞s (T) a.s. for s < 1, and u /∈ Mp,∞s (T) a.s. for s  1.
Moreover,
(c) If q < ∞, then u ∈ b̂sp,q(T) a.s. for (s − 1)p < −1, and u /∈ b̂sp,q(T) a.s. for (s − 1)p −1.
(d) If q = ∞ and p < ∞, then u ∈ b̂sp,∞(T) a.s. for (s − 1)p  −1, and u /∈ b̂sp,∞(T) a.s. for
(s − 1)p > −1.
Note that, in our statements regarding the Fourier–Besov spaces b̂sp,q(T), the case p =
q = ∞ is already addressed by part (b), since b̂s∞,∞(T) = FLs,∞(T). We think of the case
in which (s − 1)p = −1 as an “endpoint” that makes the transition of regularity from FLs,p(T)
to b̂sp,∞(T). The case when (s − 1)p = −1 and p = 2 (that is, s = 1/2) corresponds to the
endpoint case for the usual Besov spaces.
It is also worthwhile to note that the Fourier–Besov spaces b̂sp,q(T) are more finely tuned for
this analysis than the regular Besov spaces because of their sensitivity to the value of p under
randomization. Roughly speaking, this is implied by the definitions of the two spaces: the b̂sp,q(T)
spaces use the Lpn norm on the Fourier side for each dyadic block, while the Bsp,q(T) spaces use
the Lpt norm on the physical side for each dyadic block. Now, in the case of regular Besov spaces,
the Lpt norms are equivalent under the expectation, that is, the L
p
t spaces are equivalent under
1 Henceforth, we drop a factor of 2π when it plays no role.
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other words, the Lpt part is “insensitive” to a finite p under randomization.
Remark 2.2. It is well known that the Gaussian part of the Gibbs measure for the Benjamin–Ono
equation corresponds to a (periodic) fractional Brownian motion having the Fourier–Wiener se-
ries representation
∑
n=0
gn(ω)
|n|1/2 e
int; see [50]. In general, the regularity of any (mean zero periodic)
fractional Brownian motion represented by
∑
n=0
gn(ω)
|n|α e
int is described by an analogous state-
ment to the one of Theorem 2.1. In this case, the only modifications are that for the Mp,qs (T)
regularity we require the condition (s − α)q < −1, while for b̂sp,q(T) we need (s − α)p < −1.
These modifications are straightforward consequences of the summability conditions appearing
in the proof of Theorem 2.1, and thus we omit the details. Note also that when α = 0 we recover
the regularity of the mean zero Gaussian white noise on T.
Remark 2.3. We can define the local-in-time versions of the functions spaces above in the fol-
lowing way. Given an interval I ⊂ R, we let Mp,qs (I ) denote the restriction of Mp,qs (R) onto I
via
‖u‖Mp,qs (I ) = inf
{‖v‖Mp,qs (R): v = u on I}.
The local-in-time versions of other function spaces can be defined in an analogous manner. With
this notation, we can show that, given a bounded interval I ⊂ R, Theorem 2.1 holds with the same
conditions on the indices for the Brownian motion b(t) (defined on the unbounded domain R)
on the spaces Mp,qs (I ), Wp,qs (I ), and b̂sp,q(I ). Clearly, b(t) is unbounded in any of M
p,q
s (R),
W
p,q
s (R), or b̂
s
p,q(R) a.s., since b(t) represents a.s. an unbounded function on R. Namely, this
unboundedness of the norms on R comes from the integrability condition rather than the differ-
entiability condition. The “equivalence” of the periodic function spaces (defined on T) and their
local-in-time versions (defined on some bounded interval I ) is proved in detail in Appendix B.
Remark 2.4. Theorem 2.1 can also be extended to the Brownian motion on the d-dimensional
torus Td . We simply need to modify the corresponding statements by imposing the inequality
(s − 1)q < −d when considering the regularity on Mp,qs (Td), or (s − 1)p < −d when consid-
ering the b̂sp,q(Td) regularity. Let us briefly indicate how these conditions arise. The periodic
Brownian motion on Td can be represented by
u(t) =
∑
n∈Zd\{0}
gn(ω)
|n| e
in·t , (2.3)
where {gn}n∈Zd\{0} is a family of independent standard complex-valued Gaussian random
variables; see [6,7]. Note that (2.3) corresponds to a typical element in the support of the
d-dimensional analogue of the Wiener measure μ defined in (3.3) and (3.5). Thus, in the proof
of Theorem 2.1, say in (2.4), we only need to change our summation ∑〈n〉(s−1)q over the lat-
tice Z (which requires (s − 1)q < −1 for convergence) to that over Zd to recover the correct
condition (s − 1)q < −d ; see also Remark 3.5. We note also that the regularity of the white
noise W(t) on Td in [51] can be deduced from the d-dimensional version of our Theorem 2.1
by simply dropping one regularity from that of the Brownian motion u(t). For example, we have
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also [35], and Remark 2.2. Finally, it is worth recalling that Brownian motion in higher dimen-
sions is commonly referred to as a Gaussian Free Field (GFF). The physics literature uses the
names massless free field or Euclidean bosonic massless free field. For a nice overview of GFF
and its applications, we refer the reader to Sheffield’s article [45]; see also Remark A.1.
Theorem 2.1 states that the Brownian motion belongs a.s. to Mp,qs (T), Wp,qs (T), and
FLs,q(T) for (s − 1)q < −1, and to b̂sp,q(T) for (s − 1)p < −1, and to b̂sp,∞(T) for (s −
1)p  −1. However, in applications, it is often very important to know how large the estimate
on the norm is likely to be; see the works by Bourgain [4–7], Burq and Tzvetkov [8,10], and
the second author [32,34,35,37]. The following theorem provides us with the desirable “large
deviation estimates”.
Theorem 2.5. There exists c > 0 such that for (sufficiently large) K > 0, the following holds:
(i) If (s − 1)q < −1, then Pr(‖u(ω)‖Mp,qs (T) > K) < e−cK
2
.
(ii) If (s − 1)p < −1, then Pr(‖u(ω)‖b̂sp,q (T) > K) < e−cK
2
.
(iii) If (s − 1)p = −1 (and q = ∞), then Pr(‖u(ω)‖b̂sp,∞(T) > K) < e−cK
2
.
Remark 2.6. We note that the same estimates in Theorem 2.5 hold for all K > 0 as long as
we replace the right-hand side by Ce−cK2 for an appropriate C. If we wish to “normalize” the
constant C so that it equals 1, we must select K > 0 sufficiently large so that Ce− c2 K2 < 1.
The proofs of parts (i) and (ii) in Theorem 2.5 rely on the theory of abstract Wiener spaces
and Fernique’s theorem. A detailed discussion of these proofs and the afferent technicalities is
given in Section 3.
Proof of Theorem 2.1. We begin by showing statements (a) and (b). Recall that we have
M
p,q
s (T) = Wp,qs (T) = FLs,q(T), where we defined the latter space via the norm:
‖u‖FLs,q (T) =
∥∥〈n〉s û(n)∥∥

q
n
.
We easily see that, with E denoting expectation, we have
E
[‖u‖qFLs,q (T)]=∑
n=0
〈n〉sq |n|−qE[|gn|q]∼∑
n=0
〈n〉(s−1)q < ∞ (2.4)
if and only if (s − 1)q < −1.
Let us now define
X
(q)
j (ω) := 2−j
∑
|n|∼2j
∣∣gn(ω)∣∣q . (2.5)
Then, X(q)j → cq := E|g1|q almost surely, since Y (q)j := 2−j
∑
1|n|2j−1 |gn|q → cq by the
strong law of large numbers, and X(q) = 2Y (q) − Y (q).j j+1 j
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‖u‖qFLs,q (T) =
∑
n=0
〈n〉sq |n|−q ∣∣gn(ω)∣∣q ∼ ∞∑
j=0
∑
|n|∼2j
〈n〉(s−1)q ∣∣gn(ω)∣∣q

∞∑
j=0
∑
|n|∼2j
〈n〉−1∣∣gn(ω)∣∣q ∼ ∞∑
j=0
X
(q)
j (ω) = ∞, a.s. (2.6)
Hence, when q < ∞, u ∈ FLs,q(T) a.s. for (s − 1)q < −1, and u /∈ FLs,q(T) a.s. for (s −
1)q −1.
Now, let q = ∞. Then, we have
‖u‖FLs,∞(T) = sup
n=0
〈n〉s |n|−1∣∣gn(ω)∣∣∼ sup
n=0
〈n〉s−1∣∣gn(ω)∣∣< ∞,
a.s. for s < 1 (i.e. “(s−1) ·∞ < −1”), since limn→∞ n−ε|gn(ω)| = 0 for any ε > 0. When s  1,
the continuity from below of the probability measure gives
Pr
(‖u‖FLs,∞(T) < ∞) Pr(sup
n
∣∣gn(ω)∣∣< ∞)= lim
K→∞ Pr
(
sup
n
∣∣gn(ω)∣∣<K)= 0.
Hence, u ∈ FLs,∞(T) a.s. for s < 1, and u /∈ FLs,∞(T) a.s. for s  1.
Regarding (c) and (d), recall that we defined b̂sp,q(T) via the norm in (1.7) and (1.8). First,
suppose (s − 1)p < −1. Then, for 1 p < ∞ and q  1, we have
E
[‖u‖p
b̂sp,q (T)
]
 E
[‖u‖p
b̂sp,1(T)
]

( ∞∑
j=0
( ∑
|n|∼2j
〈n〉sp|n|−pE[|gn|p]) 1p)p
∼
( ∞∑
j=0
( ∑
|n|∼2j
〈n〉(s−1)p
) 1
p
)p
∼
( ∞∑
j=0
2
(s−1)p+1
p
j
)p
< ∞. (2.7)
Also, when p,q < ∞, ‖u‖b̂sp,q (T) = ∞ a.s. for (s−1)p −1 by modifying the argument in (2.6).
When p = ∞ and s < 1, we have ‖u‖b̂s∞,q (T)  ‖u‖b̂sr,q (T) for r < ∞. Moreover, we can take r to
be sufficiently large such that (s−1)r < −1. Then, it follows from (2.7) that ‖u‖b̂s∞,q (T) < ∞ a.s.
For s  1, we have
‖u‖b̂s∞,q (T) ∼
∥∥∥ sup
|n|∼2j
〈n〉s−1|gn|
∥∥∥

q
j

∥∥∥∥2−j ∑
|n|∼2j
|gn|
∥∥∥∥

q
j
= ∞, a.s.,
as in (2.6). Hence, u ∈ b̂sp,q(T) a.s. for (s − 1)p < −1, while u /∈ b̂sp,q(T) a.s. for (s − 1)p −1
and q < ∞.
Finally, we consider the case q = ∞ and p < ∞. In the endpoint case (s − 1)p = −1, we
have
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b̂sp,∞(T)
∼ sup
j
∑
|n|∼2j
〈n〉(s−1)p∣∣gn(ω)∣∣p
∼ sup
j
2−j
∑
|n|∼2j
∣∣gn(ω)∣∣p = sup
j
X
(p)
j (ω) < ∞, a.s., (2.8)
where X(p)j is defined in (2.5). When (s − 1)p > −1, a similar computation along with the
convergence of X(p)j shows that u /∈ b̂sp,∞(T) a.s. 
2.3. Alternate proof for the Besov spaces
We close this section by providing a new (alternate) proof, via Fourier–Wiener series (2.2),
of the regularity results on Besov spaces that we exposed at the end of Section 2.1. We decided
to include this proof because random Fourier series are a unifying theme of this paper. Further-
more, our proof, which is done on the Fourier side, seems to complement nicely the existing one
using Franklin–Wiener series on the physical side [41]. For notational simplicity we write Bsp,q
for Bsp,q(T).
We begin by recalling the general Gaussian bound∥∥∥∥∑
n
cngn(ω)
∥∥∥∥
Lp(Ω)
 C√p‖cn‖l2n ; (2.9)
see the works of Burq and Tzvetkov [9], and Tzvetkov [50]. Also, see Lemma 3.11 below. Then,
we have, for 1 p < ∞ and 1 q ∞ (recall t ∈ T = R/2πZ),
E
[‖u‖Bsp,q ]= E∥∥∥∥∥∥∥∥ ∑
|n|∼2j
〈n〉s |n|−1gneint
∥∥∥∥
L
p
t
∥∥∥∥

q
j

∥∥∥∥∥∥∥∥∥∥∥∥ ∑
|n|∼2j
〈n〉s |n|−1gn(ω)eint
∥∥∥∥
Lp(Ω)
∥∥∥∥
L
p
t
∥∥∥∥
1j

∞∑
j=0
( ∑
|n|∼2j
〈n〉2(s−1)
) 1
2
< ∞
for 2(s − 1) < −1, i.e. s < 12 . When s < 12 and p = ∞, Sobolev’s inequality gives ‖〈∂t 〉su‖L∞ 
‖〈∂t 〉s+εu‖Lr , for small ε > 0 and large r such that s + ε < 12 and εr > 1. Then, the above
computation shows that ‖u‖Bs∞,q  ‖u‖Bs+εr,q < ∞ a.s. for s < 12 .
Suppose 2 p ∞. Then, for q < ∞ and s  12 , we have
‖u‖Bsp,q  ‖u‖Bs2,q ∼
∥∥∥∥( ∑
|n|∼2j
22(s−1)j |gn|2
) 1
2
∥∥∥∥

q
j
∼ ∥∥(2(2s−1)jX(2)j ) 12 ∥∥qj = ∞, a.s. (2.10)
since X(2)j defined in (2.5) converges to c2 > 0 a.s. It also follows from (2.10) that ‖u‖Bsp,∞ = ∞
a.s. for s > 12 when q = ∞. Now, let 1 p < 2, q < ∞, and s  12 . Then, we have
‖u‖qBsp,q  ‖u‖
q
B
1
2
∼
∑
Z
(q)
j (ω),1,q j
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X˜j (t,ω) := 2− j2
∑
|n|∼2j
gn(ω)e
int. (2.11)
Note that for each t ∈ T, X˜j (t,ω) is a standard complex Gaussian random variable. Thus, we
have E[‖X˜j (t,ω)‖L1t ] = ‖E|X˜j (t,ω)|‖L1t = 2πc1 > 0. In particular, we have(
E
[
Z
(q)
j
]) 1
q  E
[∥∥X˜j (t,ω)∥∥L1t ]= 2πc1. (2.12)
Also, by (2.9), we have E[|Z(q)j |2]  ‖‖X˜j (t,ω)‖L2qω ‖
2q
L1t
 C(2q)q < ∞. Hence, by Kol-
mogorov’s strong law of large numbers, we have Sm−E[Sm]
m+1 → 0 a.s., where Sm =
∑m
j=0 Z
(q)
j . It
follows from (2.12) that E[Sm]
m+1  (2πc1)q . This implies that Sm(ω) → ∞ a.s. in ω ∈ Ω . Hence,
we have
‖u‖Bsp,q  ‖u‖
B
1
2
1,q
=
(
lim
m→∞Sm
) 1
q = ∞, a.s.
For q = ∞ and s > 12 , we have
‖u‖Bsp,∞  ‖u‖Bs1,∞ ∼ sup
j
2(s−
1
2 )jZ
(1)
j (ω), (2.13)
where Z(1)j (ω) = ‖X˜j (t,ω)‖L1t . Note that E[Z
(1)
j ] = 2πc1 and E[|Z(1)j |2]  C < ∞ for all j .
This implies that there exist δ, ε > 0 and Ωj , j = 0,1, . . . , such that Z(1)j (ω) > δ for ω ∈ Ωj and
Pr(Ωj ) > ε. In particular, we have
∑
j Pr(Ωj ) = ∞. Then, by the Borel zero–one law,
Pr
([
Z
(1)
j (ω) > δ, infinitely often
])= 1. (2.14)
From (2.13) and (2.14), ‖u‖Bsp,∞ = ∞ a.s. for s > 12 .
Now, consider p = q = ∞ and s = 12 . We have
‖u‖
B
1
2∞,∞
= sup
j
∥∥X˜j (t,ω)∥∥L∞t  supj ∣∣X˜j (t∗j ,ω)∣∣,
where X˜j is defined in (2.11) and t∗j ’s are points in T. Recall that {X˜j (t∗j )}∞j=0 is a family of
independent standard complex-valued Gaussian random variables. Hence, supj |X˜j (t∗j ,ω)| = ∞
a.s. and thus ‖u‖
B
1
2∞,∞
= ∞ a.s.
Finally, we consider the case p < ∞, q = ∞ and s = 12 . First, assume p  2. Then, we have
‖u‖2
B
1
2
 ‖u‖2
B
1
2
= sup
j
X
(2)
j < ∞, a.s.p,∞ 2,∞
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‖u‖p
B
1
2
p,∞
∼ sup
j
∥∥∥∥2− j2 ∑
|n|∼2j
gne
int
∥∥∥∥p
L
p
t
(2.15)
only for p = 2k with k = 2,3, . . . since ‖u‖
B
1
2
p,∞
 ‖u‖
B
1
2
2k,∞
for p  2k.
When p = 4, we have∥∥∥∥2− j2 ∑
|n|∼2j
gne
int
∥∥∥∥4
L4t
= 2 · 2−2j
∑
|n1|,|n2|∼2j
|gn1 |2|gn2 |2 + 2−2j
∑
|nα |,|mβ |∼2j
nα =mβ
n1+n2=m1+m2
gn1gn2gm1gm2
− 2−2j
∑
|n|∼2j
|gn|4 =: I(2)j + II(2)j + III(2)j . (2.16)
Note that I(2)j = (X(2)j )2 → c22 and III(2)j = 2−jX(4)j → 0 a.s. by the strong law of large num-
bers, where X(p)j is defined in (2.5). Hence, it suffices to prove that supj |II(2)j | < ∞ a.s. By
independence of II(2)j and the Borel zero–one law, it suffices to show that∑
j
Pr
(∣∣II(2)j ∣∣>K)< ∞ (2.17)
for some K > 0. By Chebyshev’s inequality, we have
Pr
(∣∣II(2)j ∣∣>K)K−2E[∣∣II(2)j ∣∣2] C2K−22−j . (2.18)
Hence, (2.17) follows, and thus we have ‖u‖
B
1
2
4,∞
< ∞ a.s.
In order to estimate (2.15) for the general case p = 2k, we use an induction argument and
assume the existence of estimates for p = 2, . . . ,2(k − 1). We have∥∥∥∥2− j2 ∑
|n|∼2j
gne
int
∥∥∥∥2k
L2kt
= k! · 2−kj
∑
|nα |∼2j
k∏
j=1
|gnα |2 + 2−kj
∑
∗
k∏
α=1
gnα
k∏
β=1
gmβ + error terms
=: I(k)j + II(k)j + error terms, (2.19)
where ∗ = {nα,mβ : α,β = 1, . . . , k, |nα|, |mβ | ∼ 2j , nα = mβ, ∑nα =∑mβ}. Note that I(k)j
consists of the terms for which nα’s and mβ ’s form exactly k pairs (including higher multiplicity)
and that II(k)j consists of the terms with no pair. There are two types of error terms, which we call
of type (i) and type (ii):
(i) error(k)j (i): {nα}kα=1 = {mβ}kβ=1, and there exists at least one pair α, α˜ with α = α˜ such that
nα = nα˜ , i.e., nα’s and mβ ’s form exactly k pairs, but there exists at least “four of a kind”
(or higher order): nα = nα = mβ = mβ with α1 = α2 and β1 = β2.1 2 1 2
2958 Á. Bényi, T. Oh / Advances in Mathematics 228 (2011) 2943–2981(ii) error(k)j (ii): {nα}kα=1 = {mβ}kβ=1, but there exists at least one pair α, β such that nα = mβ .
i.e. nα’s and mβ ’s form exactly  pairs for some 1  k − 1.
As before, by the strong law of large numbers, I(k)j = (X(2)j )k → ck2 a.s. and the error terms of
type (i) go to 0 a.s. since each of them can be written as
2−(k−L)j
∏
: k=∑L=1 k
X
(2k)
j , L < k,
where each X(2k)j → c2k a.s. Hence, we have Pr(supj |error(k)j (i)| < ∞) = 1. As for the error
terms of type (ii), the worst ones can be written as
2−kj
∑
n
|gn|2
∑
∗∗
k−1∏
α=1
gnα
k−1∏
β=1
gmβ
where ∗∗ = {nα,mβ : α,β = 1, . . . , k − 1, |nα|, |mβ | ∼ 2j , nα = mβ, ∑nα = ∑mβ}. It is
basically a product of X(2)j (which converges to c2 a.s.) and II(k−1)j , i.e., the (k−1)-fold products
over frequencies {nα}k−1α=1 and {mβ}k−1β=1 containing no pair, which appeared at the k− 1 inductive
step. All the other error terms of type (ii) can be basically written as error()j (i) · II(k−)j for some
 = 1, . . . , k − 1. Hence, we have Pr(supj |error(k)j (ii)| < ∞) = 1.
Now, it remains to estimate II(k)j . As before, it suffices to show that∑
j
Pr
(∣∣II(k)j ∣∣>K)< ∞ (2.20)
for some K > 0. By Chebyshev’s inequality, we have
Pr
(∣∣II(k)j ∣∣>K)K−2E[∣∣II(k)j ∣∣2] CkK−22−j .
Hence, (2.20) follows, and thus we have ‖u‖
B
1
2
2k,∞
< ∞ a.s. This completes the proof.
3. Large deviation estimates
3.1. Abstract Wiener spaces and Fernique’s theorem
Let B denote any of the spaces Mp,qs (T), Wp,qs (T ), FLs,q(T), or b̂sp,q(T), and, as before,
let u be the mean zero complex-valued Brownian loop on T. While the previous section was
concerned with the question of B-regularity, i.e., whether or not u is in B , this section will be
concerned with the complementary topic of large deviation estimates on B . Specifically, we will
establish estimates of the form
Pr
(∥∥u(ω)∥∥ >K)< e−cK2, (3.1)B
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spaces and Fernique’s theorem play a crucial role in establishing estimates such as (3.1) on all
non-endpoint cases, see Proposition 3.6 below. In Section 3.2, we prove that the large deviation
estimate still holds for b̂sp,∞(T) in the endpoint case (s − 1)p = −1 even though Fernique’s
theorem is not applicable. We also discuss, in Section 3.3, the issue of deviation estimates in
the endpoint case of regular Besov spaces B
1
2
p,∞, 1 p < ∞. An alternate point of view can be
found in [24]. For non-endpoint deviation estimates on Bsp,q , the reader is referred to Roynette’s
work [41].
Recall that if u is the mean zero complex-valued Brownian loop on T, then we can expand it
in its Fourier–Wiener series as
u(x,ω) =
∑
n=0
gn(ω)
n
einx, x ∈ T, (3.2)
where {gn(ω)}n=0 is a family of independent standard complex-valued Gaussian random vari-
ables. This induces a probability measure on the periodic functions on T, namely the mean zero
Wiener measure on T, which can be formally written as
dμ = Z−1 exp
(
−1
2
∫
T
|ux |2 dx
)∏
x∈T
du(x), u mean 0. (3.3)
In the following, we use the theory of abstract Wiener spaces to provide the precise meaning of
expression (3.3). Let u(x) =∑n=0 ûneinx denote any periodic function on T with mean 0. We
define the Gaussian measure μN on C2N with the density
dμN = Z−1N exp
(
−1
2
∑
0<|n|N
|n|2 |̂un|2
) ∏
0<|n|N
dûn, (3.4)
where dûn denotes the complex Lebesgue measure on C and
ZN =
∫
C2N
exp
(
−1
2
∑
0<|n|N
|n|2 |̂un|2
) ∏
0<|n|N
dûn.
In our definition above, we have abused the notation and we denoted any generic periodic
function on T (not just the Brownian motion) by the letter u. The context, however, will make it
clear when we refer specifically to Brownian motion.
Note that the measure μN is the induced probability measure on C2N (that is, the 2N -dimen-
sional complex Gaussian or 4N -dimensional real Gaussian measure) under the map ω →
{gn(ω)/|n|}0<|n|N . Indeed, if we replace ûn by gn/|n| in (3.4), we have
dμN = Z˜N−1
∏
exp
(
−1
2
|gn|2
)
dgn,0<|n|N
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Z˜N =
∏
0<|n|N
∫
C
exp
(
−1
2
|gn|2
)
dgn = (2π)2N .
We would like to define the mean zero Wiener measure in (3.3) as a limit of the finite dimen-
sional Gaussian measures μN as N → ∞, i.e., we would like to define the Wiener measure μ
in (3.3) by
dμ = Z−1 exp
(
−1
2
∑
n=0
|n|2 |̂un|2
)∏
n=0
dûn, (3.5)
where
Z =
∫
exp
(
−1
2
∑
n=0
|n|2 |̂un|2
)∏
n=0
dûn.
Note that the expression in the exponent in (3.5) can be written as
−1
2
∑
n=0
|n|2 |̂un|2 = −12‖u‖H˙ 1 = −
1
2
〈|∂x |2−2s |∂x |su, |∂x |su〉L2 = −12 〈B−1s u,u〉H˙ s ,
where Bs = |∂x |2s−2.
It follows from the theory of Gaussian measures on Hilbert spaces that (3.5) defines a count-
ably additive measure on H˙ s if and only if Bs is of trace class, i.e., if
∑
n=0 |n|2s−2 < ∞, which
is equivalent to s < 12 ; see Zhidkov’s work [56]. This makes the Sobolev space Hs , s < 12 ,
a strong and natural candidate for the study of Brownian motion. Unfortunately, the spaces under
consideration are not Hilbert spaces in general. To deal with this issue, the concept of abstract
Wiener space comes to the rescue, since, roughly speaking, it provides us with a larger (Hilbert
or Banach) space, as an extension of H˙ 1, on which μ can be realized as a countably additive
probability measure.
In the following, we recall first some basic definitions from Kuo’s monograph [28]. Given
a real separable Hilbert space H with norm ‖ · ‖H , let F denote the set of finite dimensional
orthogonal projections P of H . Then, a cylinder set E is defined by E = {u ∈ H : Pu ∈ F } where
P ∈ F and F is a Borel subset of PH . We let R denote the collection of all such cylinder sets.
Note that R is a field but not a σ -field. Then, the Gaussian measure μ on H is defined by
μ(E) = (2π)− n2
∫
F
e−
1
2 ‖u‖2H du
for E ∈ R, where n = dimPH and du is the Lebesgue measure on PH . It is known that μ is
finitely additive but not countably additive on R.
A seminorm ||| · ||| in H is called measurable if, for every ε > 0, there exists Pε ∈ F such that
μ
(|||Pu||| > ε)< ε (3.6)
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not complete with respect to ||| · ||| unless H is finite dimensional. Let B be the completion of H
with respect to ||| · ||| and denote by i the inclusion map of H into B . The triple (i,H,B) is called
an abstract Wiener space. (The pair (B,μ) is often called an abstract Wiener space as well.)
Now, regarding v ∈ B∗ as an element of H ∗ ≡ H by restriction, we embed B∗ in H . Define
the extension of μ onto B (which we still denote by μ) as follows. For a Borel set F ⊂ Rn, set
μ
({
u ∈ B: ((u, v1), . . . , (u, vn)) ∈ F}) := μ({u ∈ H : (〈u,v1〉H , . . . , 〈u,vn〉H ) ∈ F}),
where vj ’s are in B∗ and (·,·) denotes the dual pairing between B and B∗. Let RB denote the
collection of cylinder sets {u ∈ B: ((u, v1), . . . , (u, vn)) ∈ F } in B .
Proposition 3.1. (See Gross [22].) μ is countably additive in the σ -field generated by RB .
In the context of our paper, let H = H˙ 1(T). Then, we have
Theorem 3.2. The seminorms ‖ · ‖Mp,qs (T), ‖ · ‖Wp,qs (T), and ‖ · ‖FLs,q (T) are measurable for
(s − 1)q < −1. Also, the seminorm ‖ · ‖b̂sp,q (T) is measurable for (s − 1)p < −1.
The proof of Theorem 3.2 follows closely the ideas from [35, Proposition 3.4]. For complete-
ness, we present it in detail at the end of this subsection.
Corollary 3.3. Let μ be the mean zero Wiener measure on T. Then, (Mp,qs (T),μ), (Wp,qs (T),μ),
and (FLs,q(T),μ) are abstract Wiener spaces for (s − 1)q < −1. Also, (̂bsp,q(T),μ) is an ab-
stract Wiener space for (s − 1)p < −1.
Remark 3.4. As we shall see later, condition (3.6) is not satisfied for the endpoint case b̂sp,∞(T)
with (s − 1)p = −1. Nevertheless, we can still establish a large deviation estimate using a dif-
ferent approach.
Remark 3.5. By making an analogous argument, we can define the mean zero Wiener measure
on Td , where a typical element on the support is represented by (2.3). Then, Theorem 3.2 and
Corollary 3.3 can be extended to Td . One simply needs to modify the conditions on the indices
to read either (s − 1)q < −d or (s − 1)p < −d depending on the space considered, that is,
modulation or Fourier–Besov, respectively.
Given an abstract Wiener space (B,μ), we have the following integrability result due to Fer-
nique [19].
Proposition 3.6. (See Theorem 3.1 in [28].) Let (B,μ) be an abstract Wiener space. Then,
there exists c > 0 such that
∫
B
ec‖u‖2B μ(du) < ∞. In particular, this implies the following large
deviation estimate: there exists c′ > 0 such that
μ
(‖u‖B K) e−c′K2, (3.7)
for sufficiently large K > 0.
2962 Á. Bényi, T. Oh / Advances in Mathematics 228 (2011) 2943–2981From Theorem 3.2 and Proposition 3.6, we obtain the following corollary.
Corollary 3.7. Let μ be the mean zero Wiener measure on T. Then, the large deviation es-
timate (3.7) holds for B = Mp,qs (T), Wp,qs (T), and FLs,q(T) with (s − 1)q < −1. Also,
(3.7) holds for B = b̂sp,q(T) with (s − 1)p < −1.
While Proposition 3.6 is not applicable to the endpoint case b̂sp,∞(T) with (s−1)p = −1 (see
Remark 3.4), we can still prove the following result.
Theorem 3.8. Let (s − 1)p = −1. Then,
μ
(‖u‖b̂sp,∞(T) K) e−cK2, (3.8)
for sufficiently large K > 0.
We prove Theorem 3.8 in Section 3.2. Theorem 3.8 also holds for the endpoint case of the
usual Besov spaces Bsp,∞, with s = 12 and p < ∞. However, the proof becomes rather cumber-
some for large values of p. Therefore, we will only map the proof of the large deviation estimates
for the Besov spaces with p  4; see Section 3.3.
For the proof of Theorem 3.2, we will need the following lemma from [37], which we now
recall.
Lemma 3.9. (See Lemma 4.7 in [37].) Let {gn} be a sequence of independent standard complex-
valued Gaussian random variables. Then, for M dyadic and δ < 12 , we have
lim
M→∞M
2δ max|n|∼M |gn|2∑
|n|∼M |gn|2
= 0 a.s.
With these preliminaries, we are ready to prove Theorem 3.2.
Proof of Theorem 3.2. First, note that ‖u‖Mp,qs (T) = ‖u‖Wp,qs (T) = ‖u‖FLs,q (T) = ‖u‖b̂sq,q (T).
Hence, it suffices to prove the result for b̂sp,q(T) with (s −1)p < −1 and any q ∈ [1,∞]. In view
of (3.6), it suffices to show that for given ε > 0, there exists large M0 such that
μ
(‖P>M0u‖b̂sp,q (T) > ε)< ε, (3.9)
where P>M0 is the Dirichlet projection onto the frequencies |n| >M0.
Since b̂sp,1(T) ⊂ b̂sp,q(T), it suffices to prove (3.9) for q = 1. If p < 2 with (s − 1)p < −1,
then by Hölder inequality, we have
∥∥〈n〉s û(n)∥∥

p
|n|∼2j

∥∥〈n〉− 2−p2p ∥∥

2p
2−p
|n|∼2j
∥∥〈n〉s+ 2−p2p û(n)∥∥
2|n|∼2j
∼ ∥∥〈n〉s+ 2−p2p û(n)∥∥
2 ,|n|∼2j
Á. Bényi, T. Oh / Advances in Mathematics 228 (2011) 2943–2981 2963where (s + 2−p2p − 1) · 2 < −1. Hence, it suffices to prove (3.9) for 2 p ∞ and q = 1 with
(s − 1)p < −1.
Now, we consider the case 2 p < ∞. In the following, we assume that u is of the form (3.2).
Fix K > 1 and δ ∈ (0, 12 ) (to be chosen later). Then, by Lemma 3.9 and Egoroff’s theorem, there
exists a set E such that μ(Ec) < 12ε and the convergence in Lemma 3.9 is uniform on E, i.e. we
can choose dyadic M0 large enough such that
‖{gn(ω)}|n|∼M‖∞n
‖{gn(ω)}|n|∼M‖2n
M−δ, (3.10)
for all ω ∈ E and dyadic M >M0. In the following, we will work only on E and drop ‘⋂E’ for
notational simplicity. However, it should be understood that all the events are under the intersec-
tion with E so that (3.10) holds.
Let {σj }j1 be a sequence of positive numbers such that ∑σj = 1, and let Mj = M02j
dyadic. Note that σj = C2−λj = CMλ0 M−λj for some small λ > 0 (to be determined later). Then,
from (3.2), we have
μ
(∥∥P>M0u(ω)∥∥b̂s
p,1(T)
> ε
)

∞∑
j=1
μ
(∥∥{〈n〉sn−1gn(ω)}|n|∼Mj ∥∥pn > σj ε). (3.11)
By interpolation and (3.10), we have
∥∥{〈n〉sn−1gn}|n|∼Mj ∥∥pn ∼ Ms−1j ∥∥{gn}|n|∼Mj ∥∥pn Ms−1j ∥∥{gn}|n|∼Mj ∥∥ 2p2n∥∥{gn}|n|∼Mj ∥∥ p−2p∞n
Ms−1j
∥∥{gn}|n|∼M∥∥2n
(‖{gn}|n|∼Mj ‖∞n
‖{gn}|n|∼Mj ‖2n
) p−2
p
M
s−1−δ p−2
p
j
∥∥{gn}|n|∼Mj ∥∥2n .
Thus, if we have ‖{〈n〉sn−1gn}|n|∼Mj ‖pn > σjε, then we have ‖{gn}|n|∼Mj ‖2n Rj where Rj :=
σj εM
α
j with α := −s + 1 + δ p−2p . With p = 2 + θ , we have α = −(s−1)p+δθ2+θ > 12 by taking δ
sufficiently close to 12 since −(s − 1)p > 1. Then, by taking λ > 0 sufficiently small, Rj =
σj εM
α
j = CεMλ0 Mα−λj  CεMλ0 M
1
2 +
j . By a direct computation in the polar coordinates, we
have
μ
(∥∥{gn}|n|∼Mj ∥∥2n Rj )∼
∫
Bc(0,Rj )
e−
1
2 |gn|2
∏
|n|∼Mj
dgn 
∞∫
Rj
e−
1
2 r
2
r2·#{|n|∼Mj }−1 dr.
Note that, in the inequality, we have dropped the implicit constant σ(S2·#{|n|∼Mj }−1), a surface
measure of the 2 · #{|n| ∼ Mj } − 1 dimensional unit sphere, since σ(Sn) = 2π n2 /Γ (n2 )  1.
By the change of variable t = M−
1
2 r , we have r2·#{|n|∼Mj }−2  r4Mj ∼ M2Mj t4Mj . Sincej j
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− 12
j Rj = CεMλ0 M0+j , we have M
2Mj
j = e2Mj lnMj < e
1
8 Mj t
2
and t4Mj < e
1
8 Mj t
2 for M0
sufficiently large. Thus, we have r2·#{|n|∼Mj }−2 < e 14 Mj t2 = e 14 r2 for r > R. Hence, we have
μ
(∥∥{gn}|n|∼Mj ∥∥2n Rj ) C
∞∫
Rj
e−
1
4 r
2
r dr  e−cR
2
j = e−cC2M2λ0 M1+j ε2 . (3.12)
From (3.11) and (3.12), we have
μ
(‖P>M0u‖b̂s
p,1(T)
> ε
)

∞∑
j=1
e−cC2M
1+2λ+
0 (2
j )1+ε2  1
2
ε
by choosing M0 sufficiently large as long as (s − 1)p < −1.
When p = ∞, we have s < 1. By repeating the computation with (3.10), we see that if we
have ‖{〈n〉sn−1gn}|n|∼Mj ‖∞n > σjε, then we have ‖{gn}|n|∼Mj ‖2n  Rj where Rj := σjεMαj
with α := −s + 1 + δ. Since −s + 1 > 0, we have α > 12 by taking δ sufficiently close to 12 . The
rest follows exactly as before. 
3.2. Large deviation estimates for b̂sp,∞(T) at the endpoint (s − 1)p = −1
Now, we show that the condition (3.6) actually fails for b̂sp,∞(T) for the endpoint case (s −
1)p = −1; see Remark 3.4. By the strong law of large numbers, X(p)j defined in (2.5) converges
a.s. to cp > 0. Then, by Egoroff’s theorem, there exists E with Pr(E) 12 such that Xj converges
uniformly to cp on E. Thus, given δ > 0, there exists J0 ∈ N such that Pr({ω: supjJ X(p)j (ω) >
cp − δ}) 12 for any J  J0. In view of (2.8), this shows that the condition (3.6) does not hold
once ε < cp . In particular, Proposition 3.6 does not hold automatically.
The remainder of this subsection is dedicated to the proof of Theorem 3.8 via a direct approach
that bypasses the assumption of abstract Wiener space. Specifically, we establish that, for some
c = c(p) and all sufficiently large K Kp , the large deviation estimate
Pr
(‖u‖b̂sp,∞(T) > K)< e−cK2, (3.13)
also holds in the endpoint case (s − 1)p = −1.
Let us first consider the case p  2. By Hölder inequality with 1
r
= 1
p
− 12 , we have∥∥2− jp |gn|∥∥p|n|∼2j  ∥∥2− jr ∥∥r|n|∼2j ∥∥2− j2 |gn|∥∥2|n|∼2j ∼ ∥∥2− j2 |gn|∥∥2|n|∼2j , (3.14)
i.e., we have ‖u‖b̂sp,∞(T)  ‖u‖
b̂
1
2
2,∞(T)
. Hence, we only need to consider the case p = 2 and s = 12 .
By definition of the norm, we have
Pr
(‖u‖
b̂
1
2
2,∞(T)
> K
)

∞∑
j=0
Pr
(
2−j
∑
j
|gn|2 >K2
)
. (3.15)|n|∼2
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distributed (i.i.d.) random variables is said to satisfy Cramér’s condition if there exists λ > 0 such
that
ϕ(λ) = E[eλ|ξ1|]< ∞.
If the condition holds, then we can define the Cramér transform
H(a) = sup
λ>0
{
aλ−ψ(λ)},
with ψ(λ) = lnϕ(λ), and, for a > E[ξ1], we have
Pr
(
1
N
N∑
n=1
ξn  a
)
 e−nH(a); (3.16)
see Shiryaev’s book [46]. With ξn = |gn|p (note that gn is complex-valued), we see that Cramér’s
condition is satisfied for p = 2. Indeed, when p = 2, we have
E
[
eλ|gn|2
]= 1
2π
∫
e(λ−
1
2 )|gn|2 dgn = 12π(1 − 2λ)
for λ < 12 . Then, H(a) = supλ>0{aλ + ln(1 − 2λ) + ln(2π)} has the maximum value a−22 +
ln 2
a
+ ln(2π) at λ = a−22a . Then, from (3.16), we have
Pr
(
2−j
∑
|n|∼2j
|gn|2 >K2
)
< e−c2jK2 . (3.17)
Hence, we have Pr(‖u‖
b̂
1
2
2,∞(T)
> K) < e−cK2 in view of (3.15). This proves (3.13) for p  2.
Note that the Cramér condition no longer holds for p > 2. Thus, we need another approach.
There are known large deviation results even when the Cramér’s condition fails; see, for ex-
ample, Saulis and Nakas’ work [43]. However, they do not seem to be directly applicable to
obtain (3.13). Instead, we use the hypercontractivity of the Ornstein–Uhlenbeck semigroup re-
lated to products of Gaussian random variables. For the following discussion, see the works of
Kuo [29], Ledoux and Talagrand [31], and Janson [25]. A nice summary is given by Tzvetkov
in [50, Section 3].
In our discussion, we will use the Hermite polynomials Hn(x). They are defined by
etx−
1
2 t
2 =
∞∑
n=0
Hn(x)
n! t
n.
The first three Hermite polynomials are: H0(x) = 1, H1(x) = x, and H2(x) = x2 − 1.
Now, consider the Hilbert space H = L2(Rm,μm) with dμm = (2π)−m2 exp(−|x|2/2) dx,
x = (x1, . . . , xm) ∈ Rm. We define a homogeneous Wiener chaos of order n to be an element of
the form
∏m
Hn (xj ), n = n1 + · · · + nm. Consider the Hartree–Fock operator L = − x · ∇ ,j=1 j
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of the Ornstein–Uhlenbeck semigroup S(t) = eLt , we have the following
Lemma 3.10. Fix q  2. Then, for every u ∈ H and t  12 log(q − 1), we have∥∥S(t)u∥∥
Lq(Rm,μm)
 ‖u‖L2(Rm,μm). (3.18)
Note that (3.18) holds, independent of the dimension m. It is known that the eigenfunction
of L with eigenvalue −n is precisely the homogeneous Wiener chaos of order n. Thus, we have
Lemma 3.11. Let F(x) be a linear combination of homogeneous chaoses of order n. Then, for
q  2, we have ∥∥F(x)∥∥
Lq(Rm,μm)
 (q − 1) n2 ∥∥F(x)∥∥
L2(Rm,μm)
. (3.19)
The proof is basically the same as in [50, Propositions 3.3–3.5]. We only have to note that
F(x) is an eigenfunction of S(t) = eLt with eigenvalue e−nt . Then, (3.19) follows from (3.18)
by evaluating (3.18) at time t = 12 log(q − 1).
Denote now by Kn the collection of the homogeneous chaoses of order n. Given a homoge-
neous polynomial Pn(x) = Pn(x1, . . . , xm) of degree n, we define the Wick-ordered monomial
:Pn(x): to be its projection onto Kn. In particular, we have :xnj : = Hn(xj ) and :
∏m
j=1 x
nj
j : =∏m
j=1 Hnj (xj ) with n = n1 + · · · + nm.
Since the Fourier coefficients of Brownian motion involve complex Gaussian random vari-
ables, let us consider the Wick ordering on them as well. Let g denote a standard complex-valued
Gaussian random variable. Then, g can be written as g = x + iy, where x and y are independent
standard real-valued Gaussian random variables. Note that the variance of g is Var(g) = 2. Next,
we investigate the Wick ordering on |g|2n for n ∈ N, that is, the projection of |g|2n onto K2n.
When n = 1, |g|2 = x2 + y2 is Wick-ordered into
:|g|2: = (x2 − 1)+ (y2 − 1)= |g|2 − Var(g).
When n = 2, |g|4 = (x2 + y2)2 = x4 + 2x2y2 + y4 is Wick-ordered into
:|g|4: = (x4 − 6x2 + 3)+ 2(x2 − 1)(y2 − 1)+ (y4 − 6y2 + 3)
= x4 + 2x2y2 + y4 − 8(x2 + y2)+ 8
= |g|4 − 4 Var(g)|g|2 + 2 Var(g)2,
where we used H4(x) = x4 − 6x2 + 3.
When n = 3, |g|6 = (x2 + y2)3 = x6 + 3x4y2 + 3x2y4 + y6 is Wick-ordered into
:|g|6: = (x6 − 15x4 + 45x2 − 15)+ 3(x4 − 6x2 + 3)(y2 − 1)
+ 3(x2 − 1)(y4 − 6y2 + 3)+ (y6 − 15y4 + 45y2 − 15)
= |g|6 − 9 Var(g)|g|4 + 18 Var(g)2|g|2 − 6 Var(g)3,
where we used H6(x) = x6 − 15x4 + 45x2 − 15.
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:|g|2n: = |g|2n +
n−1∑
j=0
aj |g|2j = |g|2n +
n−1∑
j=0
bj :|g|2j :. (3.20)
This follows from the fact that |g|2n, as a polynomial in x and y only with even powers, is
orthogonal to any homogeneous chaos of odd order, and it is radial, i.e., it depends only on
|g|2 = x2 + y2. Note that :|g|2n: can also be obtained from the Gram–Schmidt process applied
to |g|2k , k = 0, . . . , n with μ2 = (2π)−1 exp(−(x2 + y2)/2) dx dy.
With these preliminaries, we are ready to return to the proof of the large deviation esti-
mate (3.13) for p > 2. Given p > 2, choose k such that p  2k. As in (3.14), by Hölder inequality
with 1
r
= 1
p
− 12k , we have
∥∥2− jp |gn|∥∥p|n|∼2j  ∥∥2− j2k |gn|∥∥2k|n|∼2j , (3.21)
i.e., we have ‖u‖b̂sp,∞(T)  ‖u‖
b̂
1− 12k
2k,∞ (T)
for (s − 1)p = −1. Hence, it suffices to prove (3.13) for
p = 2k and s = 1 − 12k . Let
Fj (ω) = 2−j
∑
|n|∼2j
∣∣gn(ω)∣∣2k. (3.22)
Then, we have
Pr
(
sup
j
|Fj | >K2k
)

∞∑
j=0
Pr
(|Fj | >K2k).
Hence, it suffices to prove
∞∑
j=0
Pr
(|Fj | >K2k)< e−cK2 . (3.23)
By (3.20), write Fj as a linear combination of homogeneous chaoses of order 2,  = 0,1, . . . , k,
i.e., we have Fj =∑k=0 F ()j , where F ()j is the component of Fj projected onto K2. Then, it
suffices to prove
∞∑
j=0
Pr
(∣∣F ()j ∣∣> 1k + 1K2k
)
< e−cK2 (3.24)
for each  = 0,1, . . . , k. By choosing K sufficiently large, we see that (3.24) trivially holds for
 = 0, since F (0)j is a constant independent of j and thus the left-hand side of (3.24) is 0 for
large K . For  1, it follows from Lemma 3.11 that, for q  2,
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where the constants C and C′ are independent of j .
Let us now recall the following
Lemma 3.12. (See Lemma 4.5 in [50].) Suppose that we have, for all q  2,∥∥F(ω)∥∥
Lq(Ω)
 CN−αq n2
for some α,N,C > 0 and n ∈ N. Then, there exist c and C′ depending on C and n but indepen-
dent of α and N such that
Pr
(∣∣F(ω)∣∣> λ) C′e−cN 2αn λ 2n .
Thus, from (3.25) and Lemma 3.12 with n = 2, N = 2j , α = 12 , and λ = 1k+1K2k , we have
Pr
(∣∣F ()j ∣∣> 1k + 1K2k
)
< e−ck2
j
2 K
2k

< e−ck2
j
2 K2 .
This establishes (3.24), and hence (3.23) and (3.13).
Remark 3.13. With (s − 1)p = −1, we have
E
[‖uj‖pb̂sp,∞(T)]∼ E[X(p)j ]= cp,
where uj = P|n|∼2j u, and X(p)j is defined in (2.5). Also, note that
E[Fj ] = E
[
F
(0)
j
]= F (0)j = cp.
Hence, it follows from the above computation for  = 1, . . . , k that
Pr
(∣∣‖u‖b̂sp,∞(T) − c 1pp ∣∣>K)< e−cK2 , (3.26)
Pr
(∣∣‖P|n|2N u‖b̂sp,∞(T) − c 1pp ∣∣>K)< e−c2 Np K2 . (3.27)
In probability theory, large deviation estimates are commonly stated as in the estimates (3.26)
and (3.27). However, in applications to partial differential equations, it is more common to en-
counter these estimate in the form (3.7); see [4–8,10,32,34,35,37].
3.3. Large deviation estimates for B
1
2
p,∞
Lastly, we briefly discuss the large deviation estimates on the Besov spaces Bsp,q with the
endpoint regularity s = 1 , p < ∞, and q = ∞:2
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(‖u‖
B
1
2
p,∞
>K
)
< e−cK2 (3.28)
for some c = c(p) and all sufficiently large K Kp . For the non-endpoint result, the reader is
referred to [41].
For p  2, (3.28) follows from (3.13) once we note that ‖u‖
B
1
2
p,∞
 ‖u‖
B
1
2
2,∞
= ‖u‖
b̂
1
2
2,∞
. When
p > 2, (3.23) does not follow from (3.13) anymore. But, as in the proof of (3.13), it suffices to
consider only the case p = 2k, k  2. The proof for a general even index p involves lots of
unwieldy technicalities. In the following we will sketch the argument for p = 4.
When p = 4, we have
‖u‖4
B
1
2
4,∞
= sup
j
∥∥∥∥2− j2 ∑
|n|∼2j
gne
int
∥∥∥∥4
L4t
= sup
j
(
I(2)j + II(2)j + III(2)j
)
,
where I(2)j , II
(2)
j , and III
(2)
j are defined in (2.16). In the following, we treat them separately.
First, note that
{
ω: I(2)j (ω) > 2K
4}⊂ 2⋃
=1
{
ω: 2−j
∑
|n|∼2j
∣∣gn(ω)∣∣2 >K2}.
Then, from (3.17), we have
Pr
(
sup
j
I(2)j (ω) >K
4
)
< e−cK2 . (3.29)
Next, note that III(2)j (ω) >K
4 if and only if Fj (ω) > 2jK4, where Fj (ω) is defined in (3.22)
with k = 2. Hence, from (3.23), we have
Pr
(
sup
j
III(2)j (ω) >K
4
)
< e−cK2 . (3.30)
Lastly, by expanding the complex Gaussians into their real and imaginary parts, it is not
difficult to see that II(2)j is a homogeneous Wiener chaos of order 4 since each term in the sum
is a product of four independent real-valued Gaussian random variables. Then, it follows from
Lemma 3.11 that, for q  2,∥∥II(2)j ∥∥Lq(Ω)  Cq2∥∥II(2)j ∥∥L2(Ω) = C′2− j2 q2
where the constants C and C′ are independent of j . Thus, from Lemma 3.12, we have Pr(|II(2)j | >
K4) < e−c2
j
4 K2 . This immediately implies
Pr
(
sup
j
∣∣II(2)j (ω)∣∣>K4)< e−cK2 . (3.31)
The large deviation estimate (3.28) follows from (3.29), (3.30), and (3.31).
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timates on I(k)j and II
(k)
j follow easily as before. In particular, note that II
(k)
j is a homogeneous
Wiener chaos of order 2k. One can then estimate the error terms by a combination of the ar-
guments presented above. However, the actual computation becomes lengthy, and thus we omit
details.
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Appendix A. Brownian motion and Fourier–Wiener series
We present here a proof of the Fourier–Wiener series representation (2.2) of the mean zero
Brownian loop u(t) on [0,2π).
Let b(t) be the complex-valued Brownian motion on R+ and β(t) = b(t)− tb(2π)/2π be the
corresponding periodic Brownian loop on [0,2π). Then, for t ∈ [0,2π), we have
dβ = db − b(2π)
2π
dt. (A.1)
For t ∈ [0,2π), we write them in terms of the Wiener integrals:
b(t) =
∫
R+
χ[0,t) db
(
t ′
)
and β(t) =
2π∫
0
χ[0,t) db
(
t ′
)− b(2π)
2π
2π∫
0
χ[0,t) dt ′.
Given a (deterministic) periodic function f on [0,2π), we write f = f0 + f1 where f0 =
1
2π
∫ 2π
0 f (t) dt and f1 = f − f0. Note that
∫ 2π
0 f1(t) dt = 0.
Now, define a conjugate2 linear operator T :L2([0,2π]) → L2(Ω) given by
T (f )(ω) :=
2π∫
0
f (t) dβ(t;ω).
Then, from (A.1), we have
T (f ) =
2π∫
0
(f 0 + f 1)(t) db(t)− b(2π)2π
2π∫
0
(f 0 + f 1)(t) dt
=
2π∫
0
f 1(t) db(t)+ f 0
2π∫
0
db(t)− b(2π)f 0 =
2π∫
0
f 1(t) db(t),
2 Instead of a linear operator, we have a conjugate linear operator due to the complex-valued setting.
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is given by the Wiener integral of the mean zero part f 1. Hence, T (f ) is a Gaussian random
variable with mean 0 and variance 2‖f1‖2L2([0,2π]).3 Namely, we have∥∥T (f )∥∥
L2(Ω) =
√
2‖f1‖L2([0,2π]).
Moreover, T behaves like a (conjugate) unitary operator from L2([0,2π]) onto L2(Ω), that is
E
[
T (f )T (g)
]= 2〈f1, g1〉L2 . (A.2)
On the one hand, we have β(t) = T (χ[0,t)). On the other hand, we have
χ[0,τ )(t) =
∑
n∈Z
anen(t),
where en(t) = (2π)− 12 eint and an = einτ−1√2πin . Thus, we have
β(t) = T (χ[0,t)) =
∑
n=0
angn =
∑
n=0
gn√
2πin
eint −
∑
n=0
gn√
2πin
, (A.3)
where gn = T (en), n = 0, is a Gaussian random variable with mean 0 and variance 2‖en‖2L2 = 2.(Note that T (e0) = 0.) Moreover, they are mutually independent from (A.2) and orthogonality
of {en}. Hence, the original Brownian motion b(t) can be represented as
b(t) = g0t +
∑
n=0
gn√
2πin
eint −
∑
n=0
gn√
2πin
,
where g0 = b(2π)/2π is a Gaussian random variable with mean 0 and variance 2. Also, by
writing g0 = 12π
∫ 2π
0 db(t) a.s. and gn = 1√2π
∫ 2π
0 e
−int db(t) for n = 0, it follows that g0 is
independent from {gn}n=0.
Lastly, by subtracting the (spatial) mean of β(t) over [0,2π) from (A.3), we obtain the
Fourier–Wiener series representation of the mean zero periodic Brownian loop u(t):
u(t) =
∑
n=0
gn√
2πin
eint, (A.4)
which is (2.2) up to the constant factor √2πi.
Remark A.1. Recall the following definition [25]. A Gaussian field on a Hilbert space H is a
(conjugate) linear isometry (up to a multiplicative constant) of H into some Gaussian space. In
the previous discussion, we constructed such a conjugate linear isometry in a concrete manner.
3 The factor 2 appears since we are considering the complex-valued Brownian motion. See Kuo’s book [29] for prop-
erties of the (real-valued) Wiener integrals.
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In Remark 2.3, we defined the local-in-time versions of the time-frequency functions spaces
in the following way. Given an interval I ⊂ R, we let Mp,qs (I ) be the restriction of Mp,qs (R)
onto I via
‖u‖Mp,qs (I ) = inf
{‖v‖Mp,qs (R): v = u on I}. (B.1)
We define the local-in-time versions of other function spaces in an analogous manner.
In the following, we will show that, given a bounded interval I , Theorem 2.1 holds for the
Brownian motion b(t) on R in Mp,qs (I ), W
p,q
s (I ), and b̂sp,q(I ). Given the complex-valued Brow-
nian motion b(t) on R, it is known that
√
2ab(t/a) and b(t + t0) − b(t0), a = 0 and t0 ∈ R, are
also Brownian motions. Hence, it suffices to show that b(t) is bounded or unbounded a.s. in
M
p,q
s , W
p,q
s , and b̂sp,q restricted to some fixed bounded interval I .
We start by investigating the Brownian motion on local modulation spaces. We will repeatedly
use the following proposition, the proof of which is deferred to the end of this appendix.
Proposition B.1. Let f be a function on R, and φ be a smooth cutoff function supported on
[0,2π). Then, for 1 p,q ∞ and s ∈ R, we have
(a) ‖φf ‖FLs,q (T)  ‖f ‖Mp,qs (R), (B.2)
(b) ‖φf ‖Mp,qs (R)  ‖f ‖FLs,q (T). (B.3)
From [42], we have
‖f ‖Mp,qs (R) ∼ ‖f ‖Wp,qs (R), 1 p,q ∞, (B.4)
for any function f supported on a bounded interval I , where the implicit constant depends
on p, q , and |I |.
B.1. Boundedness of Brownian motion
Recall that we are free to select the fixed interval I . In this case, we take I = [ 12π, 32π). Let
φ be a smooth cutoff function supported on [ 14π, 74π) such that φ(t) = 1 on I . Also, let φ˜ be a
smooth cutoff function supported on [0,2π) such that φ˜(t) = 1 on suppφ. Note that φ = φφ˜.
Then, by Proposition B.1 (b), we have
‖f ‖Mp,qs (I )  ‖φf ‖Mp,qs (R) = ‖φφ˜f ‖Mp,qs (R)  ‖φ˜f ‖FLs,q (T)
 ‖f ‖FLs,q (T) ∼ ‖f ‖Mp,qs (T), (B.5)
where the first inequality follows from the definition of the localized space and the last inequality
follows from the boundedness of the multiplication by a smooth function (supported on [0,2π)).
By (B.4) and (B.5), we also have
‖f ‖ p,q  ‖f ‖FLs,q (T) ∼ ‖f ‖ p,q . (B.6)Ws (I) Ws (T)
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β(t) = b(t)− b
(
1
2
π
)
+ b(
3
2π)− b( 12π)
π
(
t − 1
2
π
)
.
Then, we have
‖b‖Mp,qs (I )  ‖β‖Mp,qs (I ) +Cω(I), (B.7)
where Cω(I) < ∞ a.s. Then, from Theorem 2.1 with (B.5) and (B.7), we have
‖b‖Mp,qs (I )  ‖β‖Mp,qs (I ) +Cω(I) ‖φβ‖Mp,qs (R) +Cω(I)
 ‖β‖Mp,qs (T) +Cω(I) < ∞, a.s.
for (s − 1)q < −1 with q < ∞ (and s < 1 when q = ∞). The same boundedness result holds
in Wp,qs (I ) under the same condition.
B.2. Unboundedness of Brownian motion
In the following, we establish unboundedness of the Brownian motion on R in the function
spaces restricted to bounded intervals on R. Due to the definition (B.1) of the function spaces
restricted to an interval, it is more difficult to establish a lower bound on the localized norms. (In
order to establish an upper bound on the localized norms, it suffices to show an upper bound on
a single representation—see (B.5), whereas we need to show that a uniform lower bound exists
for all representations in establishing a lower bound on the localized norms.) The trick we use is
the following. Given a periodic function of period T , we establish a lower bound on the norms
restricted to the interval of length 2T .
Take I = [0,π) such that 2I = [0,2π) = T. Let φ1 be a smooth cutoff function supported on
[ 12π − ε, 32π + ε) with φ(t) = 1 on [ 12π + ε, 32π − ε) for some small ε > 0 such that φ1 +φ2 ≡ 1
on T, where φ2(t) := φ1(t − π) on the periodic domain T. Also, let φ˜1 be a smooth cutoff
function supported on T such that φ˜1(t) = 1 on suppφ1. Note that φ1 = φ1φ˜1.
Let f be a periodic function of period π . Then, by Proposition B.1 (a), we have
‖f ‖Mp,qs (T) ∼ ‖f ‖FLs,q (T) =
∥∥(φ1 + φ2)f ∥∥FLs,q (T)  ‖φ1f ‖FLs,q (T) + ‖φ2f ‖FLs,q (T)
which is, noting that φ2(t)f (t) = φ1(t − π)f (t − π),
= 2‖φ1φ˜1f ‖FLs,q (T)  ‖φ˜1f ‖Mp,qs (R).
Let g be any function on R such that g = f on 2I = [0,2π). Then, we have φ˜1f = φ˜1g. By the
boundedness of the multiplication by a smooth function, we obtain
‖f ‖Mp,qs (T)  ‖φ˜1g‖Mp,qs (R)  ‖g‖Mp,qs (R),
for any extension g. Hence, we have
‖f ‖ p,q  ‖f ‖ p,q , (B.8)Ms (T) Ms (2I )
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obtain
‖f ‖Mp,qs (T)  ‖f ‖Mp,qs (2I )  ‖f ‖Mp,qs (I ) + ‖f ‖Mp,qs (I+π)  ‖f ‖Mp,qs (I ). (B.9)
By (B.4) and (B.9), we also have
‖f ‖Wp,qs (T)  ‖f ‖Wp,qs (I ), (B.10)
for a periodic function f of period π .
Now, let β(t) be the periodic part of b(t) on [0,π), i.e. β(t) = b(t)− tb(π)/π. Then, we have
‖b‖Mp,qs (I )  ‖β‖Mp,qs (I ) −Cω(I), (B.11)
where Cω(I) < ∞ a.s. Then, from Theorem 2.1 with (B.9) and (B.11), we have
‖b‖Mp,qs (I )  ‖β‖Mp,qs (I ) −Cω(I) ‖β‖Mp,qs (T) −Cω(I) = ∞, a.s.
for (s − 1)q −1 with q < ∞ (and s  1 when q = ∞). The same unboundedness result holds
in Wp,qs (I ) under the same condition.
A similar argument with the following proposition shows the boundedness or unboundedness
of the Brownian motion in b̂sp,q(I ) for any bounded interval I .
Proposition B.2. Let f be a function on R, and φ be a smooth cutoff function supported on
[0,2π). Then, for 1 p,q ∞ and s ∈ R, we have
(a) ‖φf ‖b̂sp,q (T)  ‖f ‖b̂sp,q (R), (B.12)
(b) ‖φf ‖b̂sp,q (R)  ‖f ‖b̂sp,q (T). (B.13)
We conclude this appendix and our paper by presenting the proofs of Propositions B.1 and B.2.
Proof of Proposition B.1. (a) First, recall the support function ψ in the definition of the modula-
tion spaces, i.e. ψ is a smooth cutoff function supported on [−1,1] such that∑n∈Z ψ(ξ −n) ≡ 1.
Now, let η(ξ) be a smooth cutoff function supported on [−2,2] such that η(ξ) = 1 on [−1,1].
Then, we have ψ(ξ)η(ξ) = ψ(ξ) for ξ ∈ R. For n ∈ Z, we let Tn and Mn denote the translation
and modulation operators respectively, that is, Tnη(ξ) = η(ξ −n) and Mnφ(y) = φ(y)einy . Then,
we have
φ̂f (n) =
2π∫
0
φ(y)f (y)e−iny dy =
∑
m∈Z
∫
R
ψ(D −m)f (y)Mnφ(y) dy
=
∑
m∈Z
∫
R
ψ(ξ −m)f̂ (ξ)M̂nφ(ξ) dξ =
∑
m∈Z
∫
R
ψ(ξ −m)f̂ (ξ)Tmη(ξ)M̂nφ(ξ) dξ
=
∑
m∈Z
∫
ψ(D −m)f (y)
̂
Tmη ∗Mnφ(y)dy.
R
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∣∣ ̂Tmη ∗Mnφ(x)∣∣= ∣∣∣∣∫
R
̂
η(x − y)eim(x−y)φ(y)einy dy
∣∣∣∣= ∣∣∣∣∫
R
̂
η(x − y)φ(y)ei(n−m)y dy
∣∣∣∣
 1〈n−m〉s+2
∣∣∣∣∫
R
1
〈x − y〉2 φ˜(y) dy
∣∣∣∣
for some φ˜ ∈ S(R). Thus, we have
∥∥ ̂Tmη ∗Mnφ∥∥Lp′ (R)  1〈n−m〉s+2 , m = n, (B.14)
where p′ is the Hölder conjugate exponent of p ∈ [1,∞]. By Hölder inequality and (B.14), we
have
∣∣φ̂f (n)∣∣= ∑
m∈Z
∥∥ψ(D −m)f ∥∥
Lp(R)
∥∥ ̂Tmη ∗Mnφ(y)∥∥Lp′ (R)

∑
m∈Z
1
〈n−m〉s+2
∥∥ψ(D −m)f ∥∥
Lp(R)
. (B.15)
By 〈n〉s  〈n−m〉s〈m〉s for s  0, (B.15) and Young’s inequality, we obtain
‖φf ‖FLs,q (T) =
∥∥〈n〉s φ̂f (n)∥∥
q (Z)

∥∥∥∥∑
m∈Z
1
〈n−m〉2 〈m〉
s
∥∥ψ(D −m)f ∥∥
Lp(R)
∥∥∥∥

q
n(Z)

∥∥〈n〉s∥∥ψ(D − n)f ∥∥
Lp(R)
∥∥

q
n(Z)
 ‖f ‖Mp,qs (R).
Next, assume s < 0. In this case, we have 〈n〉s〈n − m〉s  〈m〉s . By repeating the previous
argument, we have
‖
̂
Tmη ∗Mnφ‖Lp′ (R) 
1
〈n−m〉−s+2 , m = n.
Then, the rest follows as before.
(b) Recall that φ is a smooth cutoff function supported on [0,2π). Let n ∈ Z. Then, we have
ψ(D − n)(φf )(x) =
∫
R
ψ(ξ − n)φ̂f (ξ)eiξx dξ =
∫
R
ψ(ξ − n)
2π∫
0
φ(y)f (y)e−iξy dyeiξx dξ
=
2π∫
φ(y)f (y)
∫
ψ(ξ − n)eiξ(x−y) dξ dy0 R
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2π∫
0
f (y)φ(y)
̂
ψ(x − y)e−iny dy
= einx
2π∫
0
∑
m∈Z
f̂ (n−m)ei(n−m)yφ(y)
̂
ψ(x − y)e−iny dy
= einx
∑
m∈Z
f̂ (n−m)Fm(x), (B.16)
where f̂ (n−m) are the Fourier coefficients of f (as a function on T) at n−m and
Fm(x) =
∫
R
φ(y)
̂
ψ(x − y)e−imy dy.
First, we prove (B.3) for s  0. By Young’s inequality, we have
∥∥F0(x)∥∥Lp(R) = ∥∥∥∥∫
R
φ(y)
̂
ψ(x − y)dy
∥∥∥∥
L
p
x (R)
 1. (B.17)
For m = 0, by repeatedly integrating by parts as before, we obtain
∣∣Fm(x)∣∣ 1〈m〉s+2
∣∣∣∣∫
R
1
〈x − y〉2 φ˜(y) dy
∣∣∣∣
for some φ˜ ∈ S(R). Hence, by Young’s inequality, we have
∥∥Fm(x)∥∥Lp(R)  1〈m〉s+2 . (B.18)
From (B.16), (B.17), and (B.18), we have
∥∥ψ(D − n)f (x)∥∥
Lp(R)

∑
m∈Z
∣∣f̂ (n−m)∣∣ 1〈m〉s+2 . (B.19)
By 〈n〉s  〈n−m〉s〈m〉s for s  0, (B.19) and Young’s inequality, we obtain
‖φf ‖Mp,qs (R) =
∥∥〈n〉s∥∥ψ(D − n)f (x)∥∥
Lp(R)
∥∥

q
n(Z)

∥∥∥∥∑
m∈Z
〈n−m〉s∣∣f̂ (n−m)∣∣ 1〈m〉2
∥∥∥∥

q
n(Z)

∥∥〈n〉s f̂ (n)∥∥

q
n(Z)
= ‖f ‖FLs,q (T).
The modification for s < 0 follows as in part (a). 
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(and the Besov space), i.e. ϕ0, ϕ ∈ S(R) such that suppϕ0 ⊂ {|ξ |  2} and suppϕ ⊂ { 12 
|ξ | 2} with ϕ0(ξ)+∑∞j=1 ϕj (ξ) ≡ 1, where ϕj (ξ) = ϕ(2−j ξ).
Let η0(ξ) be a smooth cutoff function supported on {|ξ | 3} such that η0(ξ) = 1 on {|ξ | 2}.
For j  1, let ηj (ξ) = η(2−j ξ), where η is a smooth cutoff function supported on { 14  |ξ | 3}
such that η(ξ) = 1 on { 12  |ξ |  2}. Then, we have ϕj (ξ)ηj (ξ) = ϕj (ξ) for ξ ∈ R and j  0.
Also, recall the notation Mnφ(y) = φ(y)einy . Then, we have
∣∣φ̂f (n)∣∣= ∣∣∣∣∣
2π∫
0
φ(y)f (y)e−iny dy
∣∣∣∣∣=
∣∣∣∣∣
∞∑
j=0
∫
R
φ(y)ϕj (D)f (y)e
−iny dy
∣∣∣∣∣
=
∣∣∣∣∣
∞∑
j=0
∫
R
ϕj (ξ)f̂ (ξ)ηj (ξ)M̂nφ(ξ) dy
∣∣∣∣∣
∞∑
j=0
‖ϕj f̂ ‖Lpξ (R)‖ηj M̂nφ‖Lp′ξ (R). (B.20)
Since φ̂ ∈ S(R), we have
‖η0M̂nφ‖
L
p′
ξ (R)
=
(∫ ∣∣η0(ξ)φ̂(ξ − n)∣∣p′ dξ) 1p′  c0,n,
and
‖ηj M̂nφ‖
L
p′
ξ (R)
=
(∫ ∣∣η(2−j ξ)φ̂(ξ − n)∣∣p′ dξ) 1p′
 cj,n
( ∫
|ξ |∼2j
1
〈ξ − n〉2 dξ
) 1
p′
 cj,n, j  1,
where
cj,n =
⎧⎨⎩
1, |j − k| 2,
〈2j − n〉−2−s , |j − k| 3 and s  0,
〈2j − n〉−2+s |j − k| 3 and s < 0,
with |n| ∼ 2k. (B.21)
From (B.20), we have
‖φf ‖b̂sp,q (T) =
∥∥∥∥〈n〉s φ̂f (n)∥∥

p
|n|∼2k
∥∥

q
k

∥∥∥∥∥
∥∥∥∥∥2ks
∞∑
j=0
cj,n‖ϕj f̂ ‖Lpξ (R)
∥∥∥∥∥

p
|n|∼2k
∥∥∥∥∥

q
k
. (B.22)
The contribution from |j − k| 2 is easily estimated by

∥∥2ks‖ϕkf̂ ‖Lpξ (R)∥∥qk ∼ ‖f ‖b̂sp,q (R).
When j  k+3, we have cj,n ∼ 2−(2+s)j for |n| ∼ 2k . Then, the contribution to (B.22) in this
case is estimated by
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jk+3
cj,n‖ϕj f̂ ‖Lpξ (R)
∥∥∥∥

p
|n|∼2k
∥∥∥∥

q
k

∥∥∥∥∥∥2js‖ϕj f̂ ‖Lpξ (R)∥∥qj
∥∥∥∥( ∑
jk+3
2(k−j)sq ′2−q ′(2+s)j
) 1
q′
∥∥∥∥

p
|n|∼2k
∥∥∥∥

q
k
 ‖f ‖b̂sp,q (R)
(∑
k
∑
|n|∼2k
∑
jk+3
2(k−j)s2−(2+s)j
)
 ‖f ‖b̂sp,q (R),
where we used Hölder inequality in j in the first inequality.
When j  k−3, we have cj,n ∼ 2−(2+s)k for |n| ∼ 2k . Then, the contribution to (B.22) in this
case is estimated by∥∥∥∥∥∥∥∥2ks ∑
jk−3
cj,n‖ϕj f̂ ‖Lpξ (R)
∥∥∥∥

p
|n|∼2k
∥∥∥∥

q
k

∥∥∥∥∥∥2js‖ϕj f̂ ‖Lpξ (R)∥∥qj
∥∥∥∥( ∑
jk−3
2(k−j)sq ′2−q ′(2+s)k
) 1
q′
∥∥∥∥

p
|n|∼2k
∥∥∥∥

q
k
 ‖f ‖b̂sp,q (R)
(∑
k
∑
|n|∼2k
∑
jk−3
2(k−j)s2−(2+s)k
)
 ‖f ‖b̂sp,q (R).
Using (B.21), a similar computation yields (B.4) for s < 0.
(b) Consider again φ to be a smooth cutoff function supported on [0,2π). Then, we have
φ̂f (ξ) =
∫
R
φ(y)f (y)e−iξy dy
=
2π∫
0
φ(y)f (y)e−iny dy +
2π∫
0
f (y)φn,ξ (y)e
−iny dy
= φ̂f (n)+ φ̂n,ξ f (n), (B.23)
where φn,ξ (y) = φ(y)(e−i(ξ−n)y − 1).
First, we prove (B.13) for s  0. For n ∈ Z, let In = [n− 1, n+ 1]. Then, for ξ ∈ In, we have
∣∣φ̂n,ξ (m)∣∣=
∣∣∣∣∣
2π∫
0
φ(y)
(
e−i(ξ−n)y − 1)e−imy dy∣∣∣∣∣=
∣∣∣∣∫
R
φ(y)
(
e−i(ξ−n)y − 1)e−imy dy∣∣∣∣
= ∣∣φ̂(ξ − n+m)− φ̂(m)∣∣ sup
ζ∈[m−1,m+1]
∣∣∂ζ φ̂(ζ )∣∣|ξ − n| 〈m〉−2−s . (B.24)
Also, we have |φ̂(m)| 〈m〉−2−s .
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‖φf ‖b̂sp,q (R) =
∥∥2js∥∥ϕj (ξ)φ̂f (ξ)∥∥Lpξ (R)∥∥qj 
∥∥∥∥2js( ∑
|n|∼2j
∫
ξ∈In
∣∣φ̂f (ξ)∣∣p dξ) 1p ∥∥∥∥

q
j

∥∥∥∥2js( ∑
|n|∼2j
∣∣∣∣∑
m
f̂ (n−m)〈m〉−2−s
∣∣∣∣p) 1p ∥∥∥∥

q
j
. (B.25)
Note that, for |n| ∼ 2j , (i) |n−m| ∼ 2j implies |m| 2j , (ii) |n−m|  2j implies |m| ∼ 2j , and
(iii) |n−m|  2j implies |m|  2j . First, we consider the case (i). In this case, the contribution
to (B.25) is estimated by

∥∥∥∥2js∥∥f̂ (n)∥∥p|n|∼2j
( ∑
|m|2j
〈m〉−2−s
)∥∥∥∥

q
j
 ‖f ‖b̂sp,q (T).
Next, we consider the case (ii). By Hölder inequality, the contribution to (B.25) is estimated
by

∥∥∥∥2js∥∥f̂ (n)∥∥p|n|2j
( ∑
|m|∼2j
〈m〉−2−s
)∥∥∥∥

q
j

∥∥j 1q′ 2−j∥∥∥∥f̂ (n)∥∥

p
|n|∼2k
∥∥

q
k
∥∥

q
j
 ‖f ‖b̂sp,q (T).
Lastly, we consider the case (iii). In this case, we have |n − m| ∼ |m|. By Hölder inequality,
the contribution to (B.25) is estimated by

∥∥∥∥2js( ∑
|m|∼2k2j
2−(2+s)k
∥∥f̂ (n)∥∥

p
|n|∼2k
)∥∥∥∥

q
j

∥∥2ks∥∥f̂ (n)∥∥

p
|n|∼2k
∥∥

q
k
∥∥∥∥(∑
kj
2−(2+s)q ′k
) 1
q′
∥∥∥∥

q
j
 ‖f ‖b̂sp,q (T).
When s < 0, we can instead choose |φ̂n,ξ (m)|, |φ̂(m)| 〈m〉−2+s in (B.24). The modification is
straightforward, and thus we omit the details. 
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