Abstract. Brent's scheduling principle provides a general simulation scheme when fewer processors are available than specified by the fastest parallel algorithm. Such a scheme preserves, under slow-down, the actual number of executed operations, also called work. In this paper we take the complementary viewpoint, and rather than consider the work-preserving slow-down of some fast parallel algorithm, we investigate the problem of the achievable speedups of computation while preserving the work of the best-known sequential algorithm for the same problem. The proposed technique, eminently applicable to problems of matrix-computational flavor, achieves its result through the interplay of two algorithms with significantly different features. Analogous but structurally different "interplays" have been used previously to improve the algorithmic efficiency of graph computations, selection, and list ranking. We demonstrate the efficacy of our technique for the computation of path algebras in graphs and digraphs and various fundamental computations in linear algebra. Some of the fundamental new algorithms may have practical value; for instance, we substantially improve the algorithmic performance of the parallel solution of triangular and Toeplitz linear systems of equations and the computation of the transitive closure of digraphs.
1. Introduction. The main objective of parallel computation, which more sharply contrasts it against sequential computation, has traditionally been the minimization of computation time t, i.e., of the number of parallel steps required to solve a given problem. Another important criterion, however, is the size of the equipment, expressed as the number p of processors used in the computation. Assume, for simplicity, that a single parameter n characterizes the problem size. When is the chosen performance criterion, frequently the resulting algorithm running in time t(n) involves a very large number p(n) of processors (all assumed to be identical and capable of executing one arithmetic operation in unit time). It is reasonable to assume, however, that in general the number p of available processors will not match the requirements of the fastest algorithm for a given problem instance, i.e., p < p(n), which reflects the situation where the number of available processors is fixed and the choice of p is dictated by economic as well as engineering reasons.
Thus a typical situation is one where we have far fewer processors for use than are necessary to achieve the minimum computation time t(n); this situation is dealt with by means of a version of Brent's scheduling principle [Br74] , [KR90] , which embodies a general simulation scheme of a system with (n) processors by one with a fixed number p of processors, such that < p < p(n).
Specifically, let w(n) denote the total number of operations actually executed by the larger (faster) system in time (n). Then the smaller (slower) system can accomplish the same task in time
(1) A basic assumption for this simulation scheme is that the desired allocation of the p processors to their tasks may be done simply; as observed in [KR90] and illustrated below, such processor allocation is not always a straightforward matter.
This simulation scheme can be called work-preserving slow-down [PP92] , since, while the computation is slowed down (due to the limited resources), the total amount of actual work w(n) is preserved. Relation (1) shows that p and are essentially inversely proportional. It also shows that the computation time is just doubled if we balance the two terms in the fight-hand side of (1), i.e., if we choose p w(n)/t(n), so that for a constant penalty in computation time we may accrue a much more substantial equipment advantage. This point is illustrated by the following classical example.
Example. Summation of n numbers, al, a2
an. (For simplicity, let log n and log log n be positive integers.) The straightforward algorithm, allotting exactly one time unit to each execution of Step 3, uses (n) log n steps and n/2 processors" I. begin foreach n pardo aio := ai;
2. for h to do 3. foreach n pardo aih "= a2i-l,h-I + a2i,h-l;
4.
s :--ait 5. end
In this case, w(n) n 1. We may achieve balancing by slowing down the first log log n steps of loop 2-3, so that we use only nit(n) n/log n processors at these steps. At subsequent steps, these processors are fully adequate to simulate the original system with no slow-down.
Although this simulation implicitly refers to a PRAM model, the interpretation of"balancing" becomes more enlightening in the network model, where the system is a binary tree network of processors with n/(2 log n) leaves and (i) the input numbers are organized as log n wavefronts of n/log n items each, (ii) each wavefront is separately tallied by the network, and (iii) the global sum is accumulated at the root. In this case the alluded-to inverse proportionality of p and becomes explicit if one uses a variant of Brent's principle, where the work w(n) is replaced by the product p(n). t(n), called "cost" in [J92] . Note that p(n). t(n) is the number of executable operations if all processors are kept busy during (n) time steps, and correctly represents a cost, since it expresses the expected return on investment. If a computation C can be performed in time with sp processors (at a cost of tsp), each executing one arithmetic operation in unit time, then C can be performed in time st with p processors, for any s > 1. This statement is readily verified by noting that each time unit of the faster system can be simulated in s time units by the slower one. Note, however, that for p <_ p(n), work and cost are of the same order (see, e.g., [J92] ).
Brent's principle gives a straightforward general simulation scheme that preserves the work (or cost) of some parallel computation as we decrease the number p of deployed processors. However, frequently the work w(n) of the fast parallel algorithm is substantially larger than the work tOseq(n) of the best known sequential algorithm for the same problem instance,
tOseq(n) o(to(n)).
Therefore, for applications for which (2) holds, it is of interest to ask the symmetric question, which is the maximum number of processors that can be deployed while maintaining the same amount of work Wseq (n)? We expect, of course, that, if (2) holds, the maximum number of deployable processors will be o(p(n)), where p(n) is the number of processors used by the fastest algorithm. It is appropriate to call such an algorithmic technique "work-preserving speed-up," although it has been previously referred to as "supereffective slow-down," [PP92] tO contrast it against the "effective" slow-down achievable with Brent's simulation (which preserves but does not reduce the work).
As we shall show, for several important computational problems, the attainable workpreserving speed-ups, although not achieving the maximum, are still very substantial. The technique has been implicitly used in [BP90] for polynomial division and in [BP93] for computing modulo x n the square root (and similarly the mth root for any integer m > 2) of a polynomial p(x).
As we shall illustrate below, the technique involves the careful interplay of two algorithms for the given problem, which have markedly distinct features. Such a general approachmthe interplay of two algorithms to achieve performance improvements--is by no means new, and has appeared in various forms in the technical literature. The earliest instance was the adoption of an "inner/outer" algorithmic structure, frequently in the context of very-largescale-integration-circuit implementation. For example, for matrix multiplication, the outer structure is systolic (slow) and the inner structure is based on the three-dimensional meshof-trees (fast), i.e., a systolic algorithm involving matrix blocks, which are in turn multiplied with the fastest algorithm. Such approach provided AT2-optimal realizations over the entire spectrum of computation times [PV80] .
Another, more sophisticated instance of the methodology is the "accelerating cascade technique" proposed in [CV86] . Here two parallel algorithms are cascaded: the first is (work-) optimal but slow, the second is fast but not optimal. The objective is to use the first algorithm to reduce the problem size, so that the second algorithm can complete the task using no more than allowed for optimality. By this careful interplay, optimal work and time can be achieved for list-ranking [CV86] . The same strategy was applied in [SV81 to obtain a work/time-optimal algorithm for the maximum problem on a CRCW-PRAM. Our present approach, although belonging to this general methodology, does not adopt the slow-optimal/fast-suboptimal strategy. In a way, it is more akin to the outer/inner structure approach. Specifically, it adopts as an outer structure a sequential recursive algorithm, which typically reduces a problem of size s to a problem of size s 1. If such an algorithm exists, then, when several processors are available, the idea is to make them act on larger mathematical objects (rather than single entries), to which a fast algorithm is applicable (thus providing the inner structure). The objective is to carefully balance the respective works of the inner and outer structures. In contrast to "divide-and-conquer," and, with terminological analogy, this technique could be called "shrink-and-conquer."
We want to extend the outlined approach to some fundamental computations with matrices with further application to computational problems on graphs (represented as matrices). Our study shows that the work-preserving speed-up is possible for numerous parallel matrix computations that effectively extend the solution of a problem of size s to one of size ks for any positive integers s and k.
We demonstrate our techniques for only a few matrix computational problems, in particular, for the inversion and quasi-inversion of matrices and for solving systems of linear equations. These problems are fundamental and have numerous applications to computations for linear algebra (matrix inversion), to path algebras in graphs and digraphs (quasi-inversion), and to various areas of symbolic computations (structured linear systems). We believe that some of our algorithms have practical value. In particular, for computations in numerical linear algebra, such as solving triangular linear systems of equations (see 5, which can be read independently of 3 and 4 and from the second half of 2), these algorithms run faster than the known customary algorithms, even when the number of processors is reasonably bounded. Furthermore, our algorithms intensively use block matrix computations, which can be effectively implemented on loosely coupled multiprocessors.
We organize our paper as follows. After some definitions and preliminaries in 2 and 3, we show how to apply a work-preserving speed-up to quasi-inversion of matrices over the semirings and to their inversion over the fields. In 5, we treat the inversion of triangular matrices and the solution of triangular linear systems of equations. In 6 we consider the case of Toeplitz-like input matrices, having further extension to polynomial computations.
Appendix A contains some auxiliary material on basic properties of Toeplitz-like matrices.
2. Definitions and preliminary results. To have a machine-independent high-level presentation, we will assume the customary PRAM models of parallel computing [KR90] , [V90] . Under such models, each processor in each step performs at most one arithmetic operation. We shall adopt the "work-time framework" for evaluating algorithmic performance (see [J92] We will use some known facts about computations with matrices over the fields F and semirings R (also called dioids and path algebras). Over any field or semiring, we may compute an m x n by n x p matrix product within the following cost bounds: The algorithms supporting the bound co < 2.376 [CW90] , [P87] , [BP94] are not practical, unlike some algorithms supporting the bounds co < 2.81 and even co < 2.78, which have, or promise to have, some limited practical value [GL89] , [LPS92] . In the remainder of this paper, however, we shall assume that both inequalities (4) OA (y(n, q) log 2 n, M(n) log n), where M(n) is defined by (3), (4), q is the characteristic of F, and [log n/ log q] ifq >0,
?' (n, q) if q 0.
For the same computational problem, we have the following deterministic estimates:
Oa (log 2 n, n M (n)), 
S A22 + A21AAI2, 4. Work-preserving speed-up for matrix inversion and quasi-inversion. The fastest parallel algorithms that support the bounds (5), (7), and (9) are not efficient since Gaussian elimination over any field and its extensions to semirings [Ca79] , [PR89] support the bounds OA (n, n3). Next, we will demonstrate that matrix inversion and quasi-inversion lend themselves to work-preserving speed-ups.
Let us consider a semiring such that property (8) holds for n n matrices for any n (this implies that (9) is applicable). Let A be an n n matrix. As in the preceding section, we partition A as a 2 2 block matrix, where the upper-left block A II is an h x h matrix (h to be determined). The technique based on (13) and (14) reduces the computation of A* to the computation of A' S*, and six multiplications of pairs of rectangular matrices, whose dimensions never exceed n and one of which has at least one dimension equal to h. Therefore, these multiplications have global performance OA(lOgn, n2h) (see (3) and (4)).
If we explicitly compute Al and all matrix products we reduce the original problem to the (recursive) computation of S*. By (8), A is computed at the cost OA (log 2 h, h log h). Thus, the nonrecursive part of the computation satisfies the cost bound (15) Oa (max(log 2 h, log n), max(h log h, n2h)).
It follows that the performance of the global computation is obtained by multiplying by n/h each of the terms of (15). Next, we impose the condition h logh < n2h, which yields max(h 3 logh, n2h) n2h. If, specifically, we select h n/(logn) /2 (which satisfies the preceding condition), then we have (n/h) max(log 2 h, log n) (n/(n/(log n)/2)) log 2 n log 5/2 n and (n/h) max(h logh, n2h) (n/h)n2h n3, so that we arrive at the solution A* of the original problem with the following (work-optimal) performance"
Oa ((log n)5/2, n3).
The parallel algorithm that supports (15) is efficient, according to our definition, and still quite fast, for it fails to attain just by a factor O((logn) /2) the time of the fastest known algorithm for this problem (see (9)). Over the fields of characteristic q, a similar approach based on (5), (10)-(12) [where we choose h n/(logn) /2 (see (5)) as the dimension of block A I and where we precondition A to avoid the singularities] yields the bounds Oa ((log n)5/2'(n, q), n3) on the randomized complexity of the inversion of an n n matrix.
When we operate over the fields of characteristic 0, we deterministically ensure nonsingularity in all such recursive computations by using A n A OA (n /5 log 2 n, n3).
Note that (7), and consequently (17), are deterministic bounds. Again, we obtain an efficient algorithm, although in this case the speed-up falls substantially short, of the maximum (the attainable time is n /5 log 2 n, rather than log 2 n).
As an exercise, the reader may work out the extension of (15) Assume for convenience that n 2k, for an integer k, and that All is an (n/2) x (n/2) block and note that (19) reduces the inversion of A to the concurrent inversions of the halfsize matrices All and A22 and to two subsequent multiplications of (n/2) x (n/2) matrices. Recursively apply the same observations to invert All and A22. Using (3), (4), and Brent's principle, we obtain a fast and efficient Oa (log 2 n, n 3) algorithm.
We may now use this algorithm to achieve a work-preserving speed-up for the solution equations, and thereby solve the original system (20). However, to avoid the inefficiency deriving from the imbalance between the computation times of e and f given above (O (log 2 h) vs. O (log h)), we propose the following more efficient strategy. The computation is carried out as a sequence of n/(h log h) major iterations, each consisting of log h minor iterations, essentially as described above, the only difference being that the inversions of the log h diagonal blocks are carried out, concurrently, at the beginning of the major iterations, at the cost OA (log which leads to selecting h n 1/2 and to the estimate (22) Oa(n 1/2 logn, n2).
Note that the algorithm is efficient (the work equals n2), but we do not know how to avoid inefficiency if is polylogarithmic in n or even if n /4 (for example). Remark 3. We may obtain (theoretical) asymptotic improvements of the bounds (22) by applying the estimates of Remark 1. Then we just need to set h n /-and arrive at.
the bounds Oa (n log 2 n, n2), ot (o9 1), so that o9 < 2.378 implies that c < 0.28. Clearly, a polylogarithmic time bound is achieved only for ot 0 implied by the value o9 2.
6. Solving structured linear systems and further applications. In this section we will refer to computations over the complex field of constants, so that fast Fourier transform (FFT) on m points can be performed at the cost OA (log m, m log m). We will show a work-preserving speed-up for solving a linear system (20) in the special case where A denotes an n n Toeplitz or Toeplitz-like matrix represented by its displacement generator of length O (1).
We refer to Appendix A for the definition and basic properties of Toeplitz-like matrices and their displacement generators. By using these representations and their properties, one may devise two algorithms that compute a short displacement generator of the inverse of a nonsingular n n Toeplitz-like matrix A at the cost bounded by OA (n, n log 2 n), [BAS0] ,
[MS0], and OA (log 2 n, n 2 log n) [P92] , respectively.
Then, after this preprocessing stage and independent ofthe Vectorb, the solution x A-b to the linear system Ax b can be immediately computed at the cost OA (log n, n log n).
Adopting the latter of the two cited algorithms, one should proceed as in 4, noting, however, that the matrix AtIA, as well as the matrices AI A]-A2, A2 A22, and S of (10)- (12) are now Toeplitz-like matrices, to be represented in terms of their displacement generators of lengths O (1). Much less computational work is involved when operating with such matrices than when dealing with general matrices as in 4.
In this way, one will finally obtain an algorithm that computes A-b within the bounds (23) Oa(n -a log 2 n, n TM log n), for any a, 1/2 < a _< 1. For instance, (23) turns into Oa (n 1/2 log 2 n, n 3/2 log n) for a 1/2. To achieve this result, for a given a, one should choose as n n the size of the leading block A l in (10)- (12) These bounds can be immediately extended to the solution of linear systems with n n Hankel-like, Hilbert-like, and Vandermonde-like matrices (see [P90] ), to the evaluation of greatest common divisor and least common multiple of two polynomials of degrees O(n) (see [P92] ), and to several other fundamental computations with matrices and polynomials (see [BP94] [P92] , [P92a] ).
The n n matrix Z [zi,j], which is 0 everywhere except for all l's on the first subdiagonal, is called the n n lower shift (displacement) matrix. [P92] , [P93a] .
