This paper aims to develop models for foreseeing default risk of small and medium enterprises (SMEs) for one Tunisian commercial bank using two different methodologies (logistic regression and discriminant analysis). We used a database that consists of 195 credit files granted to Tunisian SMEs which are divided into five sectors "industry, agriculture, tourism, trade and services" for a period from 2012 to 2014. The empirical results that we found support the idea that these two scoring techniques have a statistically significant power in predicting default risk of enterprises. Logistic discrimination classifies enterprises correctly in their original groups with a rate of 76.7% against 76.4% in case of linear discrimination giving so a slight superiority to the first method.
Introduction
In most developing countries, the banking sector continues to play a leading role in promoting economic growth, and this in spite of efforts to boost their financial markets, which remained underdeveloped. Credit risk is among the most significant risks to which banks are exposed. This allowed the proliferation of risk management methods.
For banks, the big problem has become not only to decide whether to grant a loan or not but also to predict the probability of default of a borrower in case of a credit agreement. It is to anticipate, for a determinate period, the quality of the borrower (good or bad borrower) and its ability to repay its debt. When credit is granted, and regardless of the expected gain, it can be exposed to uncertainty of default. The credit institution is not always safe to recover its funds and is exposed to counter party risk.
The objective of this paper is to present models for predicting the probability of default of the counterparty based on the score method, which pits discriminant analysis against logistic regression. Credit scoring is a method that helps the bank to rationalize its process for credit granting decision. Its principle is to synthesize a set of financial ratios as one indicator able to distinguish between good and bad customers.
To reach this goal, we collected a data from 195 credit files granted to Tunisian SMEs which represent the principal sectors of the economy for a period from 2012 to 2014. In Tunisia, SMEs are the most dominant form of companies. They represent almost more than 80% of the total of companies. Moreover, SMEs are the engine of growth of the economy and the main source of job creation.
The remainder of the paper is organized as follows. In section 2 we present a literature review on credit scoring and default risk foresight. In section 3, we describe our research methodology and credit scoring model. Empirical investigation and results are given respectively in sections 4 and 5. Finally, section 6 is devoted to discussion.
Literature Review
Credit scoring is a statistical method for estimating the probability of default of the borrower using historical data and statistical data to reach a single indicator that can distinguish good borrowers from bad borrowers.
The score function is based on a method of financial analysis on financial ratios presented as a single indicator can distinguish between healthy and failing companies. linear discriminant analysis and Logit regression.
Mester (1997) defines credit score following, "credit scoring is a statistical method for estimating the probability of default of the borrower using historical data and statistical data to assess the credit risk of a loan applicant that process quantitative information of an individual or a business that the bank can use to classify borrowers".
In the same context, (Wallis, 2000) defines credit scoring as a method for estimating the interest, not the risk of a credit. When to (Thomas et al., 2002) , Credit Scoring is a set of decision models and underlying techniques that help in the decision granting consumer credits.
Credit scoring systems can beings found in many types of credit analysis from consumer loans to commercial loans where it is first to identify factors that determine the probability of default and weigh their weight in a quantitative score second (Saunders & Allen, 2002) . Berger et al. (2002) , Frame et al. (2001) , have focused on a new method of analyzing the hard information is the "Score" which facilitates the task of decision-making and even the accelerate hence when to them, the use of hard information is not new in concept but the novelty is reflected in the use of a new way of corporate risk calculation while based on the score.
The Credit Scoring uses quantitative measures of performance and characteristics of past loans to predict future performance of loans with similar characteristics. The Credit Scoring does not approve, or reject a loan application; it can predict the rather poor performance of probability of occurrence (default) as defined by the lender (Cairo Kossmann, 2003) . Young, Hunter, and Udell (2004) , consider that the bank uses the scores that represent the risk of borrowers for its decision to credit decision.
In the same context, (Berger & Frame, 2005) , interpreted that the use of a model "small business credit scoring" is essentially based on two categories of variables, variables relating to the contractor as "its income, default, past bankruptcies ... etc. " and variables related to the company said additional variables that are in the form of financial ratios.
When to (Anderson, 2007) , credit scoring is defined as the use of statistical models to transform the "qualitative and quantitative" data in the risk management of bank credit, credit scoring is then defined as the use statistical models to transform data (qualitative, quantitative) into measurable digital indicators for help to the decision to grant or credit rejection.
Tuffery (2007) develops new credit scoring prediction methodologies such as "neural networks, genetic algorithms by credit scoring ... etc. "From which he concluded that there are five types of score in literature namely" the appetite score, the risk score, the score granted, recovery of the attrition score and score. " Empirically, this new technique was born for the first time in the United States, and that developed subsequently in the rest of the country, allows synthesizing the credit risk also said the risk of some or against default.
Research Methodology

Credit Scoring Model
The scoring model aims to determine the impact of characteristics of borrowers on their luck to default. It produces scores which are probabilities measuring credit risk of potential borrowers.
From a set of "N" companies divided into two samples, one of failing companies and the other healthy companies are measured "K" ratios that lead to a variable "Z", and catch values by this variable must be as various possible a subset to another.
In order to calculate the probability of default, we will calculate the score in the first place based on our ratios that have been selected as the most discriminating.
The score is equal to:
(1)
 The coefficients ai … represents the weights associated with accounting and financial ratios (Xi).
When the score is high, it presents a satisfactory situation, and otherwise (low score), there is a risk of failure.
The scoring function has a resolving power between healthy and failing company, but that power is not absolute as there is an overlap between the two subsets.
The variable "Z" will therefore include ratios that we ensure the statistical independence.
The probability of default noted DP is presented as follows: 
Data Description
The main goal of our model is to allocate credit borrowers to two groups:"good credit" group that is likely to repay the financial obligation or "bad credit" group with a high risk of default on its financial obligations. Our sample consists of 195 SMEs using credit files distributed over five sectors of activity namely "agriculture, industry, services, tourism and trade."
For the first time, in this study employ a sample consisting of over 195 small and medium companies failed during the period 2012-2014.
Given the number of 195 SMEs, our sample is divided into two sub-samples which are distributed as follows: To estimate the bank debt, we will be able to formulate the hypotheses to be tested on Tunisian SMEs while providing a set of variables assumed as those having an impact on bank debt.
The credit risk analysis is based on various information about the borrower, which may be summarized as qualitative and quantitative data such as financial ratios, since access on qualitative data seems be difficult, our study will be only based on quantitative variables; hence it becomes necessary to make a wise choice of our financial ratios
The table below allows us to define the variables in our model, where each variable introduced in our model provides us with information. The descriptive statistics table presents the average of the different variables for different classes of the dependent variable; it allows us to show that the values of our twenty eight selected ratios are dispersed.
It is then observed that the values differ widely from one company to another, hence for example R1 (Ratio of value added), the values are spread out over an interval having a minimum of -81, 668 and maximum .296 318.
The wider dispersion was recorded at R28 (Net investment in fixed assets) of a minimum value of -4716.863 and
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Empirical Investigation
Discriminant Analysis
Discriminant Analysis (FDA) is a classical method developed by (Fisher, 1936) which can be explanatory as a predictive. This method allows to study the membership of a borrower group, such as «failing or healthy companies" and identify the characteristics of groups of borrowers based on the explanatory variables.
The discriminant function of our model is presented as follows:
Where:
 a1, a2…aN: The discriminant coefficients.
 X1, X2…XN: The discriminating variables.
The score "Z" allows us to synthesize the characteristics of the company with regard to the variable to explain this value allows us to predict the probability of default of each company.
Since Z is a failure score we have:
 Z score is high => The default risk is very low;
 Z-score is very low => The default risk is very high.
However,  A healthy companies is rated by "1";
 A failing companies is rated by "0".
To obtain an estimate of our model by a discriminant analysis, we mainly referring to an estimate through the software "SPSS.18".
From Analysis menu, we choose the procedure classification and discriminant analysis. Then we will define the qualitative criteria of healthy and failing firms by defining intervals with a minimum value equal to "0" for healthy businesses and a maximum value equal to "1" for failing companies. Once our summers have defined intervals, we will select our financial ratios as explanatory variables while choosing the step by step method.
However, we choose the means of Anova tests and Box as features and lambda Wilks' summary of steps "as the method and" Summary + Classification by elimination "as a classification.
Test of Equality of Group Means
To test the hypothesis of equality of mean vectors of the different classes "healthy firms and failing firms" we will proceed to the equality of means test groups presented in the table below.
The purpose of this test is to discriminate the ratios in order to select the variables that are considered the most discriminating between the groups from which the top three test beings are taken into account namely:
The Fisher test can indicate the existence or non-existence of a significant difference. More F statistic is higher; more the discriminating power of the variable is significant.
Wilks's Lambda Test
This test can prove the existence or non-existence of relationship between the dependent variable and the explanatory variables. The Wilks's Lambda test value is always between (0 and 1), a value of 1 means that the middle classes are equal and the most discriminating variable is one that has a lambda value and significance level close to 0.
A low value of Lambda is interpreted as low intra-group variation and therefore strong intergroup variations, hence a significant difference in the mean of classes.
Wilks's Lambda is calculated as follows: According to Wilks lambda value, only obtained variables are: settlement period of supplier credit, relative value of working capital, general liquidity.
In addition, the Wilks lambda value is equal to 1 for R4 and R17, from which one can conclude that the average classes are equal, with:
 R17: Dividend Distribution Capacity.
The lower value of Wilks Lambda was recorded at R20 "Working capital" with a 0873 value.
Signification
The test of the significance of each variable allows us to choose the variables:
R1: Ratio of the value added, R8: supplier credit settlement period, R9: Gross margin on revenues, R12: Gross Profitability of total assets, R13: Net Profitability of total assets, R18: Excess of insufficient capital, R19: Excess on insufficient current liabilities, R20: Working capital, R22: Liquidity in the broad sense, R23: Liquidity in the strict sense. Among the fundamental tests of discriminant analysis, we can cite the Box test of equality of covariance matrices of the groups. This test checks the null hypothesis of equal variance-covariance matrix, i.e. to verify that the variance-covariance matrix is identical from one indicator to another.
We can say that the covariance matrices for the different classes are not equal. To confirm this, we rely on the Box's test. The M must be the highest possible and the significance of the F test must tend to 0 because if it is greater than 0.05, the analysis is invalid.
 H1: meaning less than 0.05: Unequal variance covariance matrices intra classes.
The following table provides the covariance of the different explanatory variables for each class of the dependent variable According to the Box's test, we find that the level of significance is less than 0.05, so we reject the null hypothesis H0 of equal variance-covariance matrices intra classes and we accepts the hypothesis H1 of inequality variance-covariance matrices and therefore the condition is verified.
The analysis by the box test allows us to conclude that the test is considered good since he admits quite a high value of 443.163 and meaning Fisher ensured equal to 0.000, hence our discriminant analysis model is validated and the condition is verified.
Canonical Discrimination Function
The canonical correlation is root of the variance between groups divided on the total variance of the discriminant function. It measures the proportion of variation of the discriminant function due to the difference between the groups.
Zero correlation "equal to 0" indicates that the variation of the discriminant function is not due to the groups; so that a correlation equal to 1 means that any variation of the discriminant function is due to the groups.
When the overall correlation, it is measured by the following table which shows us the values that have been associated with various factors as well as the cumulative percentage of the discrimination, more canonical correlation, the higher the model is good. Note. The first1 canonical discriminant functions were used for analysis.
More canonical correlation is to 1, the more the model is better. In our case, the canonical correlation is equal to 44, 4%. This result is acceptable because this value confirms a significant discriminative power of the extracted discriminant function. In discriminant analysis, the number of Eigen values is equal to (k-1) with K: the number of classes which is equal to two classes in our model and therefore the number of Eigen values is equal to 1 or (2-1).
After reviewing the discriminatory power of the model, we will use the Wilks' lambda test to test the quality of the discriminant function.
Wilks Lambda Test
The Wilks' Lambda used to test the importance of the discriminant function by measuring differences discriminant function between groups. More lambda value is lower the more the model is good. The lambda value is equal to 0.803 with a chi-square test significant with a risk of 5%. More significance tends to 0, more our model is good
In our case, the model is good because the significance is equal to 0.000. This means that at the global level, the difference in the group means is significant.
The Score Function
The discriminating power is observed through the table "Standardized Canonical Discriminant Function Coefficients". Z is the linear combination of explanatory variables that allow us to better distinguish good borrowers from bad ones.
The higher the Z score, the higher default risks are low. The most discriminating variable is one that has the highest coefficient in absolute value. In our case it is the variable R20 "relative value of working capital."
In order to calculate the probability of default, we calculate the score in the first step based on our ratios that have been selected as the most discriminating.
Hence the score function is represented as follows: The variables that best discriminated between failing and healthy companies are represented as follows: Ratio 8, Ratio 20, and Ratio 22.
The Predictive Power of the Model
The predictive power of the model is provided by the "ranking results." The good overall clearance rate is the rate of borrowers highly ranked in their original group.
In other words, it is the sum of the number of enterprises of good borrowers classified by the model as good and bad borrowers classified by the model divided by the total number of the sample.
However, discriminant analysis was used to bring out the table 11 which is as follows:  74 companies are classified as "Good" (expected and observed).
 75 companies are classified as "Bad" (expected and observed).
Generally, the rate of correct classification is retained as the main criterion for assessing the effectiveness of the scoring function to rank borrowers. This This rate can dissect and (a failure is predicted successfully 76.5% while the failure is not predicted successfully 76.3 %.)
 The percentage of good borrowers is equal to (74/97) = 76.3%
 The percentage of bad borrowers is equal to (75/98) = 76.5%
As we know, the sample used to estimate the rate of correct classification directly affects the results. This rate is generally optimistic theory overestimates the real rate of correct classification Note. Canonical discriminant functions no standardized valued at group averages.
From Table 10 we find that each borrower can be classified according to the following decision rule for good and bad borrowers, where:
 If the score Zi> C, The company is classified as "healthy".
 If the score Zi <C, The company is classified as "failed".
 If the score Zi = C, The company is classified by random drawing of the group.
With C: midpoint of the segment joining the centroids of the two groups.
Each individual discriminating individual score is then compared the two average scores assigned to the group and it is the closest. To assign the company failed and healthy, one must determine a score that plays the role of border between the groups. If the groups are of equal size, the critical score is equal to the mean of the scores of the groups. If Zi score> 0, then the company is classified as "healthy".
Each company is classified according to the score of our scoring function; it is assigned to the group in which it obtains the highest score.
The allocation to groups will be based on comparison with a discriminant score "average" for each group. This score is calculated from the discriminant function, where it replaces the individual values by means of the independent variables for the group of which it is responsible.
Logistic Regression
Logistic regression or Logit model is used to study the relationship between a dependent variable and the explanatory variables. The goal of logistic regression is to test whether the global variable in the model has a significant explanatory power.
The logistic regression equation is shown as follows:
 B0 …..Bi: The coefficients representing the linear combination.
 Xi: measure the different variables that will allow for the probability of default.
 ξi: follows a logistics.
For a specification and estimation of the model using logistic regression through SPSS, we select from the "Analysis" menu, the procedure "Binary Logistic" of the "Regression" menu, selecting the options www.ccsenet.org/ijef
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Model Generation
The generation of models is represented through the following code table: Note. Variables entered in the step 1: RATIO1, RATIO2, RATIO3, RATIO4, RATIO5, RATIO6, RATIO7, RATIO8, RATIO9, RATIO10, RATIO11, RATIO12, RATIO13, RATIO14, RATIO15, RATIO16, RATIO17, RATIO18, RATIO19, RATIO20, RATIO21, RATIO22, RATIO23, RATIO24, RATIO25, RATIO26, RATIO27, and RATIO28.
The Wald test is used to select the different most significant variables to explain the dependent variable.
The software has selected nine variables that are significant and which calculate the probability of default on the repayment of a company "Ratios Value added, share of households, time settlement of supplier credits, net Return on equity, Value on the working Capital and general liquidity."
The variables that best discriminated between failing and healthy companies are represented as follows:
Ratio1, Ratio2, Ratio8, Ratio15, Ratio20, Ratio22, Ratio23, Ratio25, Ratio26.
Hence the score function is represented as follows:
Z= (-1,014) +0.01*ratio1 -0.09*ratio2 +0.0001*ratio8 +0.005*ratio15 + +0.019*ratio20 +0.007*ratio22-0.007*ratio23 -0.077*ratio25+0.004ratio26 4.2.3 Default Probability Estimation Using Logistic Regression DP= 1/ (1+e (-1,014) +0.01*ratio1 -0.09*ratio2 +0.0001*ratio8 +0.005*ratio15 + +0.019*ratio20 +0.007*ratio22-0.007*ratio23 -0.077*ratio25+0.004ratio26) )
Model Summary
The quality of the model is evaluated by the Log Likelihood. The objective is to minimize the error term. In this step, we can use the estimator of maximum likelihood through the following table:
www.ccsenet.org/ijef
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The quality of the model is evaluated by the -2log likelihood -2log. However, the log-likelihood value measures the explanatory power of the model .Both Pseudo R2 allow us to explain the percentage of the binary dependent variable that is explained by the variables.
The test represents the statistic "Cox & Snell" and "Negelkerke". Note that the statistics "Negelkerke" is an adjusted version of the "Cox & Snell." We note from this table that of these two indicators increase as the software proceeds with the introduction of a significant variable. In our model, these statistics rise from 35.9% and 47.9% respectively. 47.9% of company failure might be explained by the 9 variables in our model.
The selected explanatory variables are significant individually at the 5% threshold; they are useful and important in explaining and predicting the probability of default for new credit.
However, the overall significance of the model is also provided by "the Hosmer-Lemeshow test" (test adjustment).
This shows whether the specified model is good or bad. It is based on the following hypothesis:
 H0: Bad adjustment  H1: Good adjustment. Note. We find that, at the 5% threshold, the model adjustment is good because the probability (or significance) of the chi square to 8 degrees of freedom (ddI) is 0.011.
Predictive Power of the Model (Classification Performance)
The logistic regression was used to bring out the table is as follows: Note. The cut value is ,500. Table 15 shows the number of companies that are properly classified by the scoring function. For the "failing companies", 72 of them are properly classified (a rate of 74.2% correct classification), while 76 "healthy companies" are properly classified (a rate of correct classification of 79, 2%).
Results
Generally, the rate of correct classification is retained as the main criterion for assessing the effectiveness of the www.ccsenet.org/ijef
International Journal of Economics and Finance Vol. 8, No. 4; 2016 scoring function to rank borrowers. The model correctly predicts 76.7% of cases with a threshold of 0.5. This shows that the model has a statistically significant power.
The following table presents a comparison of good clearance rates: In general, there was slight performance logistics discrimination in relation to the linear discrimination. Indeed, the class discrimination logistics companies correctly in their original groups with a ratio of 76.7% against 76.4% in the case of linear discriminant. Using the two methods, we conclude that the best performing sector with the highest percentage of healthy companies and the lower of failing companies is services with an equal percentage was 81.25% by both methods allowing to show the ability of our two methods "discriminant analysis and logistic regression" to have similar results.
Our second area having the healthiest companies is that of the industry with 65.62% of healthy companies ranked among 32 companies to sector. When the agricultural sector which includes 27 companies, it is characterized as the most failed with 18 failing companies and only 7 healthy companies and thus with equal failure rates was 66.66%.
Discussion
In Tunisia, small and medium-sized companies continue to rely on bank lending given the inadequacy of their self-financing rate and the inaccessibility to new instruments of direct finance. The Tunisian banking sector continues also to build on credit as main activity and this in spite of the exhaustion of the principal factors that have long supported the banking intermediation. This activity carries risks especially credit risk. That is why, we presented in this paper models for assessing risk of default to help bankers in their decisions on the granting of credits.
To do this, we used the credit scoring method to properly predict the probability of default of the counterparty by comparing discriminant analysis and logistic regression.The empirical results found show that these two scoring techniques have a statistically significant power in foreseeing default risk of the firms, and credit scoring is important in the decision-making process for granting credit. Logistic discrimination classifies enterprises correctly in their original groups with a rate of 76.7% against 76.4% in case of linear discrimination giving so a slight superiority to the first method. 
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