Given n items, each having, say, a weight and a length, and n identical bins with a weight and a length capacity, the 2-Dimensional Vector Packing Problem (2-DVPP) calls for packing all the items into the minimum number of bins. The problem is NP-hard, and has applications in loading, scheduling and layout design. As for the closely-related Bin Packing Problem (BPP), there are two main possible approaches for the exact solution of 2-DVPP. The rst approach is based on lower bounds and heuristics based on combinatorial considerations, which are fast but in some cases not e ective enough to provide optimal solutions when embedded within a branch-and-bound scheme. The second approach is based on an integer programming formulation with a huge number of variables, whose linear programming relaxation can be solved by column generation, typically requiring a considerable time, but obtaining extensive information about the optimal solution of the problem. In this paper we rst analyze several lower bounds for 2-DVPP. In particular, we determine the worst-case performance of the continuous lower bound, and an upper bound on the worst-case performance of a class of lower bounding procedures derived from BPP. We also prove that the lower bound associated with the huge linear programming relaxation dominates all the other lower bounds we consider. We then introduce heuristic and exact algorithms, and report extensive computational results on several instance classes, showing that in some cases the combinatorial approach allows for a fast solution of the problem, while in other cases one has to resort to the huge formulation for nding optimal solutions. Our results compare favorably with previous approaches to the problem.
Introduction
Given n items, the j-th having a weight w j > 0 (j = 1; : : : ; n), and n identical bins of capacity c > 0, the Bin Packing Problem (BPP) calls for packing all the items into the minimum number of bins, subject to the capacity constraint. This problem is known to be NP-hard in the strong sense. Many heuristic algorithms for BPP have been proposed, and particular e orts have gone into studying their worst-case performance; for a survey DEIS, University of Bologna, Italy.
of these results see Co man, Garey and Johnson 5] . Lower bounding procedures and exact enumerative algorithms seem to have received signi cant attention only recently. A famous lower bound was introduced in the early sixties by Gilmore : : : ; c m > 0: the items have to be packed into the minimum number of bins so as to satisfy the capacity constraint for each dimension. Note that in m-DVPP each dimension is independent of the others, consequently this problem is di erent to the well-known mDimensional BPP, which requires packing hyperrectangles into hypercubes. As for BPP, di erent heuristic algorithms of the greedy type have been proposed for m-DVPP, and the worst-case performance of some of them has been analyzed (see Garey, Graham, Johnson and Yao 11] , Yao 29] , Fernandez de la Vega and Lueker 10], Maruyama, Chang and Tang 23]). Unlike BPP, for which even simple heuristic algorithms guarantee a good worst-case performance, no polynomial algorithm for m-DVPP is known that gives a solution value which is less than m times the optimum in the worst case. In particular, Fernandez de la Vega and Lueker 10] adapt their approximation scheme for BPP to m-DVPP, leading to an algorithm having a worst-case performance ratio of m + , for any xed > 0. The running time is linear in n, but, unfortunately, exponential in 1= 2 . Furthermore, one has to solve a linear program which is huge in size for small values. We are not aware of any exact algorithm for m-DVPP in the literature. This paper deals with the 2-DVPP. The problem was studied by Spieksma 24] , who mentions applications in loading, scheduling, and layout design, considers lower bounding and heuristic procedures, and uses them within a branch-and-bound scheme, giving computational results for instances with up to 100 items. Han, Diehr and Cook 18] present heuristic and exact algorithms for a variant of 2-DVPP, where the bins are not identical.
Let n be the number of items, N := f1; : : : ; ng represent the item set, and M := f1; : : : ; mg represent the set of available bins, assuming that m is not smaller than the optimal solution value (e.g., m = n). Moreover, let us denote the weight of item j, j 2 N, on the rst and the second dimension by w j and v j respectively, and the capacity of the bins on the rst and the second dimension by c and d respectively. Without loss of generality, we assume c = d = 1, and w j ; v j 1 for j 2 N, unless explicitly stated.
A signi cant di erence between BPP and 2-DVPP (and more generally m-DVPP) is that in BPP the items can be sorted according to their weights. This property allows one to develop dominance procedures which are of great help in reducing the size of a given BPP instance, and in pruning nodes in branch-and-bound algorithms (see 20] ). These procedures cannot be adapted to 2-DVPP. Nevertheless, it is sometimes convenient to have a criterion for sorting the items of a 2-DVPP instance according to their \size". This issue is discussed throughout the paper.
The paper is organized as follows. Section 2 presents two alternative integer programming formulations for 2-DVPP, that will be used in the remainder of the paper. In Section 3 we describe and analyze several lower bounds. In particular, we determine the worst-case performance of the continuous lower bound, and an upper bound on the worst-case performance of a class of lower bounding procedures derived from BPP. We also prove that the lower bound associated with a huge linear programming relaxation dominates all the other lower bounds we consider. In Sections 4 and 5 we deal with heuristic and exact algorithms, respectively. Finally, extensive computational experiments are reported in Section 6, showing that in some cases a combinatorial approach allows a fast solution of the problem, while in other cases one has to resort to a huge formulation for nding optimal solutions. Our results compare favorably with previous approaches to the problem. . On the other hand, the corresponding lower bound value is sometimes a long way from the optimum, as shown in the next section. Furthermore, the wide symmetry of the variables makes model (1){ (6) completely unusable for solving 2-DVPP instances with reasonable n values within a classical branch-and-bound algorithm based on LP relaxation.
An alternative ILP formulation of 2-DVPP, along the same line as the well-known Gilmore-Gomory formulation of the cutting stock problem 14], 15], is the following. Let S be the family of all the inclusion maximal item sets that t into a single bin, i.e., S := fS N : 
S integer; S 2 S (10) where S is a binary variable taking the value 1 if and only if S is packed into a bin. (It is easy to show that both this formulation and its linear programming relaxation (7){(9) are equivalent to their counterparts where S contains all the item sets that t into a single bin, and in constraints (8) the is replaced by =; see 3] .) The obvious disadvantage of this formulation is the possibly huge (exponential in n) number of variables: its LP relaxation (7){(9), which is known to be NP-hard (see e.g. 3]), can be solved by columngeneration techniques (as discussed in the next section), but this may take quite a long time. On the other hand, even if the corresponding LP solution tends to be widely fractional, the rounded-up LP solution value is usually equal to the integer optimum.
The spirit of our approach to 2-DVPP is to try to solve the problem to optimality, within a short computing time, without explicitly using formulation (7){(10). If we fail, i.e., the gap between the lower and upper bounds is not closed, we tackle the problem by rst computing a tight lower bound by solving the LP relaxation (7){(9), and then, if needed, by applying heuristic and exact algorithms based on this relaxation.
The dual of (7){(9) reads max X j2N j (11) subject to X j2S j 1; S 2 S (12) j 0; j 2 N (13) Due to the tightness of the relaxation, component j in an optimal solution gives reliable information about the \di culty" of packing item j. Since we sometimes need a criterion for sorting the items, these values would be particularly suitable for this purpose. Nevertheless, as long as this LP relaxation is not involved in the solution of the problem, as discussed above, we sort the items according to decreasing values of s j := w j + (1 ? )v j (j 2 N), where := P j2N w j = P j2N (w j + v j ). Because of its de nition, we call s j the surrogate weight of item j.
Lower Bounds
In the sequel, both a lower bounding procedure and the corresponding lower bound value are denoted by the same symbol. Moreover, given an item subset S N, we let L(S) denote lower bound L for the 2-DVPP instance corresponding to item set S. The worst-case performance ratio of lower bound L, WCPR(L), is de ned as the in mum of L=z OPT over all the 2-DVPP instances, where z OPT denotes the optimal solution value to the problem, see 20] .
The rst lower bound introduced by Spieksma 24] , called L C , is given by L C := max v j x ij 1; i = 1; : : : ; L C (16) x ij 0; i = 1; : : : ; L C ; j 2 N (17) Therefore, there exists a basic feasible solution (x ) to the above system, having at most n + 2L C nonzero components. From constraints (14) , for p (p n ? 2L C ) items, say j 1 ; : : : ; j p , one has x i;j k = 1 for some i, k = 1; : : : ; p. This gives a feasible packing of items j 1 ; : : :; j p into L C bins. The remaining items, at most 2L C , can be trivially packed into 2L C further bins, yielding a feasible solution using 3L C bins. This proves WCPR(L C ) 1=3. To see that the value 1=3 can be asymptotically achieved, consider the class of instances with n = 3s, w j = 1 2 + ; v j = 2 for j = 1; : : : ; 2s; w j = 0; v j = 1? for j = 2s + 1; : : : ; n, where s is an integer number and 1=(2s). For these instances, z OPT = 3s and L C = s + 1, therefore L C =z OPT = 1=3 + 1=(3s), which converges to 1=3 as s tends to in nity. 2
The following property can be derived from the proof of Therefore for no value of d is the lower bound obtained is better than 1=2 the optimum in the worst case.
In the sequel, we will often refer to the so-called compatibility graph associated with 2-DVPP, which is de ned as follows. ) time. The following two remarks about the structure of G will be used for proving some results. The rst one is a simple corollary of Theorem 4. An odd hole of G is a cycle C formed by an odd number of edges such that there is no edge in E n C joining two nodes visited by C. Remark 2 G contains no odd hole.
A K 3;3 is a graph of 6 nodes corresponding to two node-disjoint triangles, i.e., a graph with node set fj 1 ; j 2 ; j 3 ; j 4 ; j 5 ; j 6 g and edge set f(j 1 ; j 2 ); (j 2 ; j 3 ); (j 3 ; j 1 ); (j 4 ; j 5 ); (j 5 ; j 6 ); (j 6 ; j 4 )g.
Remark 3 G contains no K 3;3 . Proof. Suppose the claim is false, and let fj 1 ,j 2 ,j 3 ,j 4 ,j 5 ,j 6 g and f(j 1 ; j 2 ),(j 2 ; j 3 ), (j 3 ; j 1 ), (j 4 ; j 5 ),(j 5 ; j 6 ),(j 6 ; j 4 )g be the node set and the edge set of a K 3;3 of G, respectively. One can suppose without loss of generality that item pairs j 1 ; j 4 and j 2 ; j 5 are incompatible because of the rst dimension, i.e., w j 1 + w j 4 > 1 and w j 2 + w j 5 > 1, and also that w j 1 = maxfw j 1 ; w j 2 ; w j 4 ; w j 5 g. But then w j 1 + w j 2 > 1, contradicting the fact that (j 1 ; j 2 ) 2 E.
2
The second lower bounding procedure proposed in 24] computes L 1 (i.e., L d for d = 1) as described above, showing how to nd an inclusion maximal subset S which is in fact maximum. Since such a set corresponds to a stable set of G, the procedure proposed in 17] can be adapted to compute L 1 , see 24]. Clearly, L 1 can be a good lower bound only for instances with some \big" items, i.e., items whose weight, for at least one dimension, is greater than half the bin capacity. From the properties of bound L d it can be seen immediately that WCPR(L 1 ) = 0 and
The rst lower bounding procedure we propose computes L 2 (i.e., L d for d = 2) as de ned above. Clearly, if the maximum number of items in N that t into a bin is two, then an optimal solution to 2-DVPP can be e ciently determined by nding a maximum-cardinality (maximum, for short) matching of G. More precisely, let M E be a matching of G, i.e., for each i 2 N there exists at most one edge in M incident to i. For each edge (i; j) 2 M, nodes i and j are called matched, and i; j is called a matched pair. A feasible solution to 2-DVPP is then obtained by using one bin for packing the items corresponding to each matched pair, and one bin for each item whose corresponding node is not matched, the number of bins being n ? jMj. We then show a simple algorithm for computing a maximum matching of G in O(n Proof. Consider a maximum matching M of G where i is matched (such a matching exists from Lemma 1) and suppose (i; j) 6 2 M. Let (i; k) be the edge in M incident to i. If j is not matched, de ne a new maximum matching M 0 := M n f(i; k)g f(i; j)g. Otherwise, let (j; l) be the edge in M incident to j. We claim that (k; l) 2 E, i.e., objects k and l are compatible. Indeed w k + w l w k + w i 1 since (i; k) 2 E, and
is a maximum matching of G. 2
By iteratively applying Lemma 2, one can easily compute a maximum matching of G. The resulting procedure is described below. . Given an instance of 2-DVPP, we then compute the lower bound L 2 by heuristically determining an inclusion maximal subset S of items such that no more than two items in S can be contained in the same bin, and by solving to optimality, through the above procedure, the 2-DVPP instance corresponding to S.
More precisely, we initialize S := fj 2 N : w j > 1=3 and v j > 1=3g. We then consider the items in N n S in decreasing order of surrogate weights (as de ned in Section 2), and for each of them, say i, we ; v j = 1 3 for j = s + 3; : : : ; 2s + 2. The optimal value for parameter used in the de nition of the surrogate weights is 1=3 (see Section 2). Accordingly, S is constructed by inserting in turn items 3; : : : ; s + 2, and then 1 and 2. The corresponding L 2 value is s + 1, while the optimal solution value is clearly 2s, equal to bound L 1 . Nevertheless, in our computational experiments bound L 2 outperformed bound L 1 , yielding a better or equal value for almost all the instances tried, with a comparable computational e ort. The second new lower bounding procedure we propose, called L H , was inspired by the Martello-Toth lower bound L 2 for BPP (see 21]). Given a partition of the items into 3 subsets N 1 ; N 2 and N 3 , such that j 1 and j 2 are incompatible for all j 1 2 N 1 and j 2 2 N 2 , a valid lower bound is obtained as the sum of two lower bounds computed for the 2-DVPP instances with items in N 1 only, and items in N 2 only, respectively. The following theorem shows that bound L 1 yields the optimal solution value for one of these two instances.
Theorem 5 Given two 2-DVPP instances de ned by item sets N 1 and N 2 , such that for each pair j 1 2 N 1 , j 2 2 N 2 , j 1 and j 2 are incompatible, the computation of lower bound L 1 yields the optimal solution value for at least one of the two instances.
Proof. Consider the compatibility graph G = (N 1 N 2 ; E) associated with the instance de ned by item set N 1 N 2 , and let G(N 1 ) and G(N 2 ) be the subgraphs of G induced by item sets N 1 and N 2 , respectively. If either jN 1 j 2 or jN 2 j 2 the theorem is clearly true, so we assume in the following jN 1 j 3 and jN 2 j 3.
We rst claim that either G(N 1 ) or G(N 2 ) contains no triangle, i.e., no clique of size 3. Indeed, if this was false, since there is no edge connecting a node in N 1 with a node in N 2 , G would contain a K 3;3 , which is not possible by Remark 3.
So suppose, without loss of generality, that G(N 1 ) contains no triangle. In this case, the optimal solution value to the associated 2-DVPP instance is given by L 1 (N 1 ). Indeed, the optimal solution is given by L 2 (N 1 ), as at most 2 items can be packed into a single bin. Since the maximum size of a clique of G(N 1 ) is 2, L 2 (N 1 ) gives the minimum number of cliques into which node set N 1 can be partitioned. As G(N 1 ) is perfect (see Theorem 4), this number coincides with the maximum cardinality of a stable set of G(N 1 ), i.e., with L 1 (N 1 ). In both cases, it is easy to check that only ; pairs such that = minfw i ; 1 For the L 1 case, let S N correspond to a maximum stable set of the compatibility graph G. The solution j := 1 for j 2 S, j := 0 for j 2 N n S is feasible and has value jSj = L 1 .
The proof for L 2 is much more involved. The procedure that computes L 2 solves to optimality a 2-DVPP subinstance of the original instance where at most two items t into a bin. Let G be the compatibility graph associated with this subinstance. If G has isolated nodes, i.e., items exist incompatible with all the other items, it is easy to see that the family S contains inclusion maximal subsets of one item only, and the corresponding optimal variables in both (7){(10) and its LP relaxation take the value 1. These nodes, and the corresponding variables, can be removed, since they give the same contribution to both L B and L 2 . Hence we suppose that the compatibility graph G contains no isolated node. In this case, the family S of inclusion maximal item sets that t into a bin coincides with E, hence formulation (7){ (10) (24) is within 1/2 of the optimal value of (22){ (25) , and therefore that L B = L 2 = z OPT for this subinstance.
For any graph G, it has been shown (see, e.g., 13]) that there exists an optimal solution to (22){(24) such that i) each fractional entry of is equal to 1/2; ii) the connected components of the subgraph G of G obtained by removing from G all the edges in e 2 E such that e is integer, are either isolated nodes or odd cycles of G.
We rst show that each connected component of G which is not an isolated node can be assumed to be a triangle (i.e., an odd cycle of 3 edges) without loss of generality.
Consider a cycle C = fe 1 ; e 2 ; : : :; e k g of G , where k is odd, and suppose k 5: from Remark 2 it follows (see Figure 1 (a) ) that there exists an edge f 2 E n C such that C ffg de nes a triangle T and an even cycle D of G having f as the only common One can also assume without loss of generality that no pair of triangles T 1 ; T 2 in G is such that there exists an edge in E joining a node in T 1 to a node in T 2 (see Figure 1 (b)). Indeed, let T 1 := f(j 1 ; j 2 ); (j 2 ; j 3 ); (j 3 ; j 1 )g and T 2 := f(j 4 ; j 5 ); (j 5 ; j 6 ); (j 6 ; j 4 )g, and suppose (j 1 ; j 4 ) 2 E. Rede Finally, by the two properties shown above and by Remark 3, one can assume that G either contains no triangle, in which case is integer and the proof is complete, or contains exactly one triangle T = fe 1 ; e 2 ; e 3 g such that e 1 = e 2 = e 3 = 1=2. The integer solution I de ned by I e := e if e 2 E n T and e 1 := 1, e 2 := 1, e 3 := 0 is feasible for (22){(25) and its value is greater than that of by 1/2.
We complete the proof by showing that L B L H . Remember that L H is de ned as the sum of two lower bounds, chosen from among L C ; L 1 ; L 2 , computed on two item sets N 1 and N 2 such that no item in N 1 is compatible with any item of N 2 (and viceversa). Observe that one can construct a feasible dual solution to (11){(13) for the instance 
Heuristic Algorithms
The rst heuristic algorithms for 2-DVPP are a natural adaptation of the greedy heuristics for BPP. Among these, the most e ective ones consider the items sorted according to decreasing weights. As mentioned in the introduction, it is not clear how to sort the items according to their \dimension" in the 2-DVPP case, therefore di erent reasonable criteria are worth considering. The most popular greedy heuristic for BPP is First Fit Decreasing (F FD). FFD considers the items in decreasing order of weights; each item j is packed into the rst non-empty bin into which it ts, if no such bin exists a new bin is initialized to contain j. In 11] an adaptation of FFD to the 2-DVPP case is proposed, where the items are considered in decreasing order of maxfw j ; v j g values; the corresponding heuristic, called here 2F FD, can be implemented to run in O(n log n) time. In the iterative heuristic proposed in 24], here denoted by 2F FD , at each iteration an adaptation of FFD is applied, which considers the items in decreasing order of w j +v j values, where is a nonnegative parameter. In the rst iteration, the value of (say = 1) is given on input, and all the items are packed. At the end of each iteration, the solution is examined to decide which bins are \well-lled": the corresponding items are removed from the problem, and is updated (see 24], 23]). This heuristic requires O(n 2 log n) time. Another possible ranking we consider is the one given by the surrogate weights, as de ned in Section 2. The corresponding heuristic is called 2F FD , and requires O(n log n) time. We also consider the above adaptations to the famous Best Fit Decreasing (BF D) heuristic for BPP, that iteratively packs each item into the bin with minimal residual capacity into which it ts. This leads to algorithms 2BF D, 2BF D and 2BF D , with time complexities O(n log n), O(n log n 2 ) and O(n log n), respectively. We apply a simple exchange procedure to try to improve each of the heuristic solutions returned by the procedures above. This procedure, called 2REF , iteratively executes the following step.
The bin b in the current solution containing a set of items with minimum overall surrogate weight is considered. From this bin, we pick the item j with maximum surrogate weight s j , and pack j into another non-empty bin. We choose the bin where j can be packed by picking out a set S (possibly S = ;) of items with minimum overall surrogate weight P i2S s i , breaking ties in favor of the set with the largest cardinality. The items in S are then packed according to a BFD policy with respect to the surrogate weights. The step is complete when all the items in S have been packed, the complexity of each step being O(n log n).
Notice that the current solution after the application of a step might be better or worse than the one available before. In order to prevent cycling, we keep track of the exchanges made in one step so as to avoid doing the reverse move in the following steps, according to a tabu search policy. Extensive computational experiments have suggested stopping the procedure after 250 steps, since we observed that afterwards no improvement typically occurs.
Computational experience shows that the above mentioned greedy heuristics followed by the exchange procedure, together with lower bounds L C ; L 1 ; L 2 ; L H , often allow one to solve a 2-DVPP instance to proven optimality.
We now describe a more complex and time consuming heuristic, called H M , mainly intended to produce good solutions for the instances where the number of items packed into a bin is typically 2 or 3. We consider the compatibility graph G = (N; E) as de ned in the previous section. For each edge (i; j) 2 E let K ij := fk 2 N nfi; jg : w i +w j +w k 1 and v i + v j + v k 1g. Edge (i; j) is assigned the pro t p ij := s i + s j + max k2K ij s k (with max ; := 0), where is a suitably-de ned non-negative parameter, set to 0:5 in our implementation.
Iteratively, heuristic H M computes a maximum-pro t matching of G, considers the edge (i; j) in the matching with highest pro t, and packs into a single bin items i, j, and k := arg max k2K ij s k if K ij 6 = ;. The heuristic then tries to pack some of the remaining items into the bin, considering the items with larger surrogate weight rst. The packed items are removed from the problem, and the procedure is iterated until a feasible overall solution is found. The overall complexity of H M is O(n 4 ), since each computation of the pro t matrix and each solution of a matching require O(n 3 ) time in the worst case. After the rst step, each recomputation of the pro t matrix is done parametrically. In practice, the running time is much better than in the worst case.
The last heuristic algorithm we propose, H B , is based on the solution of the LP relaxation (7){(9). It is a classical diving heuristic, that iteratively solves the LP relaxation and xes the variable S with highest value in the LP solution to 1, until a feasible solution is found. The LP solutions are clearly computed parametrically. We observed that column generation is worth doing also after xing, since some variables with value 0, and therefore possibly not generated, in the rst LP are often needed to get very good solutions. The complexity of this heuristic is pseudo-polynomial, and in practice a signi cant fraction of the computing time is spent for the rst LP relaxation (7){(9). H B is far more time consuming than the other heuristics, but in most cases it nds better solutions.
Exact Algorithms
The enumerative scheme proposed by Spieksma 24] works as follows. One bin at a time is considered, and items are put in it (following a certain order) until no further item can be packed. Then a lower bound for the reduced instance is computed: if the incumbent solution cannot be improved, a backtracking is performed, otherwise a new (empty) bin is considered. The aim is nding a feasible solution of value k ? 1, where k is the best solution value found so far. If any is found, k is updated and the procedure is restarted. A simple dominance test is also applied.
In our implementation we initially tested two di erent branch-and-bound algorithms for 2-DVPP. In the rst one, called BB 1 , we generate son-nodes using the \item-by-item" branching scheme, considering an item not yet packed and putting it, respectively, in each non-empty bin into which it ts, and in a new (empty) bin. At each node of the branch-decision tree, we rst compute the lower bound l + maxfL C (R); L 1 (R); L 2 (R)g, where l is the number of bins that cannot contain any further item, and R is the instance composed by the items which have not been packed yet, and by \aggregate" items. For each used bin h which can contain some further item, an aggregate item n+h is de ned, with w n+h := P j2B h w j and v n+h := P j2B h v j , where B h is the set of items packed into bin h. Then we try to improve the incumbent solution by applying the six greedy algorithms 2F FD, 2F FD , 2F FD , 2BF D, 2BF D , and 2BF D , described in the previous section. In the second algorithm, called BB 2 , for each node of the tree we have a \current" bin. Son nodes are generated using the \bin-by-bin" branching scheme (similar to that proposed by Spieksma 24] ), putting, in turn, each unassigned item in this bin. At the root node, and when the current bin cannot contain any further items, we compute the lower bound l + maxfL C (R); L 1 (R); L 2 (R)g, where l is the number of bins used and R is the instance composed by the items which have not been packed, and we apply the greedy algorithms. In both algorithms, we use a depth-rst search scheme. Moreover, at the root node heuristic H M is also applied, and each heuristic algorithm is followed by procedure 2REF .
The behavior of these two algorithms is not quite satisfactory, since they can solve some instances quickly, but often require a very long computing time to terminate. As for BPP, the initial gap between the lower and upper bound values is typically very small (1 in many cases), but a huge number of branch decision nodes is required for closing this gap. Sometimes, the initial lower bound is equal to the optimum, and all the e ort is used in nding an optimal solution. A main problem of the above-described branch-andbound algorithms is that they do not try to explore the \most promising" solutions rst, but instead try to ll up the bins quite \blindly", exploring (at least partially) a number of \bad" solutions. This observation was the main inspiration for the development of a new branch-and-bound algorithm, described in the sequel.
The new branch-and-bound algorithm, called BB 3 , is intended to explore rst the solutions where the bins are lled-up as much as possible, with respect to the surrogate weights. More precisely, at each branch decision node, say N, we have a set R N of items still to be packed (R = N at the root node). We compute the lower bound l + maxfL C (R); L 1 (R); L 2 (R)g, where l is the level of N in the branch decision tree (see below), and apply the greedy algorithms. If the node is not fathomed, we branch ideally by considering all the possible inclusion maximal subsets S R that t into a bin. For each subset S, we pack the items in S into a bin and consider the corresponding subproblem, where R := R n S. Among these subproblems, those for which forbidding solution 1 , is solved. Given its solution 
This simple dominance test turns out to be very e ective in some cases, allowing for a very small number of backtrackings to each node before its fathoming. An exact algorithm very similar to BB 3 is a branch-and-price (see 1]) algorithm, called BP, based on the LP relaxation (7){(9). At each node, a lower bound is computed by solving (7){(9), amended by the branching constraints (see below). The tree exploration is of a depth-rst type. Again the branching scheme tries to ll up the bins as much as possible, here with respect to the item weights given by the optimal dual solution . This corresponds to setting up a bin with the items associated with a variable S with minimum reduced cost. The value of this minimum is 0 at optimality, and is attained at least by all variables with nonzero value in the primal solution. In order to break ties, we give priority to the variables with higher LP value. The set of subproblems generated from a node, in the order in which they are explorated, corresponds then to the variables in formulation (7){(10), ranked by low LP reduced costs and by high LP value when the reduced cost is 0. The dominance test described above (at the rst level) has then the form
where z is the optimal solution value to (7){(9), i.e., L B = dz e. In other words, the subproblems generated by xing to 1 a variable with reduced cost greater than 1?z =z T can be fathomed. Observe that, according to the branching rule and the depth-rst exploration, the rst \dive" of BP yields the heuristic solution provided by H B , which is therefore a variant of BP where no backtracking is allowed.
The computational results presented in the next section clearly show that BP is the most robust exact algorithm for the problem; on the other hand the time required to solve the LP relaxation (7){ (9) is quite large in some cases. The best alternative to BP is BB 3 , which is sometimes very fast, but which does not always terminate in a reasonable time. Therefore, we suggest an overall Hybrid approach for the solution of the problem, which applies, in turn, the following procedures: L C , L 1 , L 2 , the six greedy heuristics, procedure 2REF to each of the six solutions produced, H M followed by 2REF , BB 3 with time limit t BB 3 , L B , H B , and nally BP, stopping, of course, as soon as optimality is proven. The idea is to try to solve the problem quickly, and to resort to column generation if the attempt fails. As to the time limit t BB 3 , it can be tuned by observing the comparative performances of BB 3 and the algorithms based on column generation. In particular, since column generation takes longer as the number of items per bin increases, we propose to de ne t BB 3 as an increasing function of n and n=z, where z is an estimate of the optimal solution value. In our implementation we set t BB 3 := n 2 =2z, where z := maxfL C ; L 1 ; L 2 g.
Computational Results
We have implemented the lower bounding procedures of Section 3, and the heuristic and exact algorithms of Sections 4 and 5, respectively, in FORTRAN 77.
The 2-CKP instances we encounter both for solving the LP relaxation (7){(9), and for implementing the branching rule of algorithm BB 3 , are solved by using MartelloToth branch-and-bound algorithm TWOKP 22] . In the column generation phase, we initialize the incumbent solution value to 1, and interrupt the algorithm as soon as a solution of value greater than 1 (corresponding to a negative reduced cost variable) is found. For solving the 2-CKP further constrained by (30), we simply adapted procedure 2-CKP so as to fathom nodes where all the items in S k have the associated variable xed to 1.
We use algorithm SAP by Derigs 7] for the maximum-weight matching problems to be solved in algorithm H M . This algorithm computes a minimum-weight perfect matching of a graph with an even number of nodes. To ensure the existence of a perfect matching in our graph, we add a dummy node if the number of nodes is odd, and connect this dummy node to all the others with edges having pro t equal to 0.
The LP solver used for the LP relaxation (7){ (9) is CPLEX 3.0, which is a very fast and robust LP solver, capable of dealing with the degeneracy problems that sometimes arise in the solution of this relaxation.
We have tested our codes on ten classes of randomly-generated instances. In our implementation we considered integer values for the capacities and the weights. . For all the above classes, the two weights w j and v j associated with a given item j are generated according to independent distributions. In order to consider instances where a correlation exists, two new classes, Class 7 and Class 8, have been derived from the most di cult of the previous classes, namely Class 6. Accordingly, in both Classes 7 and 8 we set c = d = 150. In Class 7, for j 2 N, we generate w j uniformly random in 20; 100], and then v j uniformly random in w j ?10; w j + 10], so the two item weights are correlated. In Class 8, on the other hand, for j 2 N, we generate w j uniformly random in 20; 100] and then v j uniformly random in 110?w j ; 130?w j ], so the item weights are anti-correlated. Note that, by de nition, at most two items in this latter class can be packed together into a bin, so the corresponding instances are easy to solve by matching. We considered these instances anyway to show that some approaches have di culty in solving them to optimality. Instances in the last two classes are constructed in an arti cial way to make them di cult. In Class 9, item weights are generated as in Class 1, value L is computed as max In this way, either the optimal solution almost completely lls up all bins for at least one dimension, which is unlikely in practice, or lower bound L C is not equal to the optimal value, a substantial di erence with Class 1 instances. Moreover, analogously to Class 1, lower bounds L 1 and L 2 (and hence L H ) are typically not tight. Instances of Class 10 are generated similarly to those proposed by Falkenauer 9] for BPP: bin capacities c and d are both set to 100, the number n of items is a multiple of 3, and for k = For each class, we considered the values n = 25; 50; 100; 200 (for Class 10, n = 24; 51; 99; 201) and solved 10 instances for each n value. Computing times are given in Digital DECStation 5000/240 CPU seconds | this machine has approximately the same speed as a PC 486/100. Table 1 reports a comparison of the various lower bounding procedures. In the table, Column AvgSol gives the average value of the optimal (or best found) solution value. Moreover, for each lower bound we report the average computing time (time), the average percentage error with respect to the optimum (%err), and the number of instances for which the lower bound value is equal to the optimum (#opt). For the instances that we could not solve to optimality, we set the optimum to the best lower bound in the evaluation of entries %err and #opt. Finally, we give the number of instances for which we were able to compute L B within 100,000 CPU seconds (#end): if this number is less than 10, the values given in time and %err refer to the instances for which L B was computed. Bounds L C , L 1 and L 2 are very fast to compute. In particular, the time required for L C was less then one microsecond in almost all cases, while L 2 requires, on average, the same time as L 1 in almost all cases. The time required by L H never exceeded 10 minutes for our instances. The time spent in the computation of L B is typically quite large, and grows very fast with n: sometimes, we have not even been able to compute L B , giving up after 100; 000 CPU seconds. This is due to the di culty of the LP subproblems and 2-CKP instances to be solved. As one might expect, the time performance of the column generation approach is worse for the instances where many items t into a bin, see Classes 1, 4, 5 and 9. On the other hand, for all the instances for which we know the L B and optimal solution values (in particular, all the instances with n 100), these values coincide. As well as in Class 10, Lower bound L C gives the optimal solution value for all the instances in Classes 1, 4 and 5, where on average more than 3 items t into each bin in the optimal solution, and for a few instances in Class 7. Furthermore, L C is always equal to L B for the instances in Class 9 with n = 200, even if it is systematically worse for smaller values of n. L 2 yields consistently better values than L 1 , and is equal to the optimum for all the instances in Classes 3 and 8, and for most instances in Class 2, i.e., for all instances where on average 2 items or less t into a bin in the optimal solution. Lower bound L H was too seldom better than maxfL C ; L 1 ; L 2 g to justify the amount of time required for its computation.
Various heuristic algorithms are compared in Table 2 , where we give the same information as in Table 1 . For the instances that we could not solve to optimality, we set the optimum to the value of the best solution found in the evaluation of entries %err and #opt. Columns 2F FD and 2F FD give the results obtained by the corresponding heuristics, while column FFD ? 2REF gives the overall time required and the best result obtained by these two heuristics, each followed by the application of procedure 2REF . Similarly, columns GREEDY and GREEDY ? 2REF give the overall time required and the best solution obtained by applying the six greedy heuristics mentioned in Section 4, followed in the second case by procedure 2REF . Column H M ?2REF gives the results of procedure H M followed by procedure 2REF . We do not give the results obtained by applying procedure 2REF to the solutions provided by H B as we never obtained an improvement of these solutions. All greedy algorithms are very fast and give solutions which are, on average, of equivalent quality, with the exception of Class 8, where 2F FD is far better and always yields the optimal solution. The application of 2REF requires some time, but is justi ed by the fact that in some cases the nal solution is optimal, or at least improved. Heuristic H M requires a computing time which is comparable with that of GREEDY ? 2REF , and yields better solution values for the instances in Classes 6 and 7. As anticipated, H B yields typically better solutions than other heuristics, especially for big n values, with the exception of Class 8, but requires a considerable time, typically in between t L B and 3t L B , where t L B is the time spent in the computation of L B , see Table 1 . Table 3 gives the results of the various exact algorithms we have tried, each with a time limit of 10,000 CPU seconds. For BP, our code does not check this time limit before the computation of L B and H B is completed, but gives up anyway after 100,000 CPU seconds. Column Spieksma gives the results of the exact algorithm described in 24], for which we obtained the Pascal code from the author. The code was run on a PC Pentium 100, and the times converted into Digital DECStation 5000/240 CPU seconds by using a scaling factor of 2.3, according to a the relative speed of the two machines, which we evaluated by running the same FORTRAN code on both of them. For each algorithm, we give the number of instances solved (# opt) and the average computing time (time). For all algorithms but Spieksma, we also report the average number of branching nodes over the instances solved (nodes), and the number of instances for which branching was not required (# root). All average values are computed with respect to the instances solved. Whenever the problem was solved to optimality by applying all the lower bounding procedures with the exception of L B and all the heuristic algorithms with the exception of H B , the number of branching nodes was 1 for BB 1 , BB 2 and BB 3 . Similarly, the number of nodes was considered 1 for BP whenever the problem was solved to optimality by L B and H B . If no instance of a certain class for a given value of n was solved by an exact algorithm, we did not apply the algorithm for the next n value of the same class. Also, we could not try Spieksma's algorithm for n greater than 100, due to the memory restrictions of the Pascal compiler. BB 1 , BB 2 and BB 3 clearly outperform Spieksma. BB 3 is in most cases better than BB 1 and BB 2 , but still cannot solve many of the big instances in Classes 1, 6, 7, 9 and 10. All the instances with n up to 100 are solved to optimality by BP, although BP is often much slower than BB 3 for the instances the latter can solve. The time required by BP is essentially the same as that required by H B . Finally, in column Hybrid we report the results of the hybrid approach, showing that, on average, the results are signi cantly better than those of a pure column generation algorithm. We give the number of instances that were solved without using column generation (noCG). As a nal remark, we observe that instances in Classes 2, 3 and 8 with much more than 200 items can be solved by procedure Hybrid, without using column generation. For example, instances with 1000 items are systematically solved in less than one minute. By implementing D using red-black trees, see, e.g., 6], it takes O(log k) time both for searching for the rst element s with w s not greater than a given threshold, and for inserting/deleting an element, where k is the number of elements stored. Also, nding the predecessor of an element takes constant time. Since the number of searches, insertions and deletions during the procedure is O(n), the overall complexity is O(n log n).
