Incorrect Polling
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The Law of Averages
If you toss a coin a large number of times, which of the following statements is true?
If you get a lot of heads, then tails should start coming up.
The number of heads should gradually get closer to the number of tails.
The chance error -the difference between the number of heads and half the number of tossesincreases.
The difference between the percentage of heads and 50% decreases.
Borell Cantelli Lemma
The most famous theorem in probability theory! Theorem: If {A n , n ≥ 1} is a sequence of events such that
P (A n ) < ∞ then it follows that P (A n , i.o) = 0
Law of Large Numbers
Let X n be a sequence of random variables, and
Bernoulli (1713): Let X n be a Bernoulli distributed random variable. For ǫ > 0
Let X be a random variable and g(X) be any non-negative function. Then, for any r > 0:
Chebyshev Inequality
Proof:
Example
Let X be a random variable with mean E(X) = µ and variance V ar(X) = σ
Markov Inequality
Let X be a nonnegative random variable. Then for any value r > 0, it follows that
Proof: Straightforward consequence of Chebyshev's inequality.
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Chernoff Bounds
In a seminar paper in 1952, Chernoff introduced a powerful approach to proving concentration inequalities Chernoff bounds have been used widely in computer science (e.g., probabilistic algorithms, large graphs)
The most important example of a Chernoff bound is the Hoeffding inequality -p. 13/38
Let X i , 1 ≤ i ≤ n be a set of mutually independent random variables such that
Then, it follows that for any a > 0:
First, note a trivial consequence of the Markov inequality P (X > αE(X)) < 1 α Exponentiate what is to be proved and use Markov's inequality:
) < E(e λS n ) e λa for some arbitrary λ > 0 (to be selected later to tighten the bound)
Note that E(e λX i ) =
Hence, it follows that
because cosh(λ) < e λ 2 2 .
Finally, we get P (S n > a) < e nλ 2 2 e λa = e nλ 2 2
−λa
Crucial last step: optimize λ to tighten the bound.
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Chernoff's Method
Recap: here is what we have so far:
e λa = e nλ 2 2
−λa
Select λ > 0 to make bound as tight as possible.
Find the gradient
Putting this value of λ above, we get our final bound:
Proof Sketch
As before, we use Chernoff bounding method and Markov's inequality:
We also use the following inequality:
This follows from the convexity of the exponential function
We also tune λ above to tighten the bound as much as possible.
Union Bound
Given a set of (not necessarily independent) events
This is very useful in converting one-sided bounds into two-sided bounds.
Let X i , i = 1, . . . , n be i.i.d samples from a Bernoulli distribution with probability of success p.
In this special case, the Hoeffding inequality states that for any ǫ > 0 
Classification Error
Given a hypothesis h ∈ H approximating some true target function f , we can define its training errorǫ(h) on a dataset D asǫ
The true error of h given any (unknown) distribution P on the entire (unseen) data space X is given as
How does training error relate to true error? -p. 23/38
Generalization Error
From the Hoeffding inequality, it follows that
How do we generalize this over all possible hypotheses in our hypothesis space H?
For finite hypothesis spaces, we can use the union bound:
Let us define the event A i as the event that
So, the probability that some hypothesis in our space of hypotheses has unacceptable error is bounded by
Here, |H| = k (our space of hypotheses is finite).
Number of Examples Needed
If we set the reliability at 1 − δ, for some δ ∈ (0, 1), then equating δ = 2k e −2ǫ 2 n we can compute the number of examples needed for reliable learning as
Generalization Error bound
For fixed reliability 1 − δ, and hypothesis space H, we can compute the generalization error as |ǫ(h) −ǫ(h)| ≤ 1 2n ln 2|H| δ Note that this only holds for finite hypothesis spaces where |H| < ∞ For the infinite case, which is more common in machine learning, we need to introduce the concept of growth functions
Finding Consistent Hypotheses

Class
Example Complexity 
Structural Risk Minimization
With probability ≥ 1 − δ, the true error of a learned classifierĥ can be bounded as
This follows from the Hoeffding bound, because
If we switch from a less expressive H to a more expressive H', then the bias error due to the first term may reduce.
However, the variance error due to the second term increases!
Dichotomies
How do we extend the previous analysis to infinite spaces (e.g., hyperplanes, polynomial functions etc.)?
Let us assume a hypothesis h ∈ H maps each example x 1 , . . . , x n ∈ D to the set {−1, +1}.
The dichotomies defined by H on D are
The growth function m H (n) is defined as the maximum number of dichotomies generated by H on any dataset X of size n.
Examples of Growth Functions
Consider a dataset X of n points on a plane R 
Shattering and Breakpoints
A set X is said to be shattered by H if m H (n) = 2 n where |X| = n That is, the hypothesis space H produces all possible 2 n dichotomies on the dataset X of n examples.
If no dataset X of size n can be shattered, n is called a breakpoint for H. 
VC Dimension
The VC dimension (for Vapnik-Chervonenkis) V C(H) of a hypothesis space H is defined as the smallest n for which the growth function m H (n) = 2 n .
That is, the hypothesis space H produces all possible 2 n dichotomies on the dataset X of n examples.
If no dataset X of size n can be shattered, n is called a breakpoint for H.
Example: What is the breakpoint of the hypothesis space of perceptrons on the plane?
VC Bounds
Finite case: With probability ≥ 1 − δ, the true error of a learned classifierĥ can be bounded as 
Vapnik-Chervonenkis (VC) Theorem
We can now state the celebrated VC theorem, the most important theoretical result in machine learning! For any hypothesis space H, with VC dimension V C(H), given a classifierĥ that is found by training on a finite dataset X, its generalization error can be bounded with probability ≥ 1 − δ by
