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Following the work of Krumov et al. [Eur. Phys. J. B 84, 535 (2011)] we revisit the question
whether the usage of large citation datasets allows for the quantitative assessment of social (by
means of coauthorship of publications) influence on the progression of science. Applying a more
comprehensive and well-curated dataset containing the publications in the journals of the American
Physical Society during the whole 20th century we find that the measure chosen in the original
study, a score based on small induced subgraphs, has to be used with caution, since the obtained
results are highly sensitive to the exact implementation of the author disambiguation task.
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I. INTRODUCTION
Ever since the seminal work of Kuhn [1] it is widely
accepted that the institutional process of knowledge pro-
duction, i.e. science, cannot be fully described in purely
logical, content-related terms, but has a significant social
aspect to it. However, although the scientific community
provides a comprehensive bookkeeping of its efforts by
citing earlier work in new publications, only recently has
this information been made widely accessible in the form
of electronic datasets. With the aggregated citation in-
formation within a set of scientific publications at hand,
one might now be able to quantitatively assess the ex-
tent to which the social embedding of science influences
its structure and progression.
Traditionally, the focus of citation data analysis has
been on the single publication level; indeed, the most
prominent property of paper citation networks in which
the vertices represent papers while directed edges rep-
resent the citations between the publications has been
described by de Solla Price as early as 1965 [2]: The num-
ber of citations a paper receives (i.e., the corresponding
node’s in-degree) is broadly distributed, rendering highly
cited publications significantly more frequent than they
would be if scientists cited earlier work randomly. Sim-
ilar broad degree distributions have been found in net-
works describing, e.g., technical, social, or biological in-
teractions [3], and the question which might be the mu-
tual underlying process, led to a now well-studied model
class for network growth governed by a rich-get-richer ef-
fect, commonly referred to as preferential attachment [4–
11]. In more recent times, citation data itself has mainly
been used to quantify the assessment of scientific research
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thereby interpreting citations as indicators of impact or
assignment of credit. To this end, numerous quantitative
measures have been described which range from counting
direct citations to considering also indirect citation paths
[12–16] and some of which aim at the scholar [17, 18] or
the journal level [19]. Additionally, there have also been
structural investigations, e.g., regarding the community
level [20] or other topological properties such as the rich-
ness of feed-forward loops in citation networks [21].
Another line of research has considered the collabora-
tion network that can be constructed from citation data
given the authorship metadata. More precisely, in a coau-
thorship network vertices represent authors and are con-
nected by an undirected link if the two corresponding
authors have coauthored one or more papers together.
These networks have been investigated about a decade
ago [22, 23] with the main findings being the rather broad
degree distribution and the strong small-world effect, i.e.,
the short paths between scholars in the network. There
are also few approaches combining both citation and col-
laboration data, e.g., [24].
In this study we will construct a coauthorship network
from a citation dataset, while the actual citation infor-
mation is used to assess the success of the resulting links
in the network.
While there have been studies about large-scale prop-
erties of coauthorship networks such as path lengths or
community sizes and, of course, on the single-vertex
scale, following Krumov et al. [25] here the focus will
be on the intermediate level of small induced subgraphs
known from the investigation of network motifs which
originated in the biological context [26, 27] and whose
application has drawn some considerable criticism since
the null-model graph ensemble has to be chosen with
great care [28, 29]. Note, however, that throughout this
study score does not refer to the otherwise commonly
used z score, since we are not interested in subgraph fre-
quencies, but to the qm value that is defined below. We
will focus on the three- and four-node undirected induced
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2subgraphs shown in Fig. 1.
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FIG. 1. The subgraphs used in this study. In the bottom line
the minimum number of distinct papers required to build the
subgraph is given.
We construct the collaboration network from a cita-
tion dataset provided by the American Physical Society
(see Materials and Methods) by, first, identifying the ar-
ticles’ authors given in the article metadata. All author
instances (i.e., names in author lists) are then grouped
so that, ideally, all instances corresponding to the same
actual scholar are represented by a single vertex in the
network. There are different possible implementations
of this author disambiguation task which has become an
object of investigation in its own right [30, 31] with meth-
ods ranging from directly comparing the author names to
incorporating metadata or even citation data. While in
Krumov et al. one specific version has been used, here
we find that the score proposed to assess the correlation
between the collaboration pattern and the success of the
corresponding papers is very sensitive to the exact imple-
mentation of the author disambiguation. We stress that
this kind of ambiguity is not restricted to coauthorship
networks but is also present in other network applications
(see Sec. V). In the bibliography context, however, some
effects of disambiguation errors have been pointed out in
[32].
Furthermore, we show how the score is affected by the
exclusion of large collaborations when the length of the
author list above which papers are discarded is varied; in
[25] this value was fixed at a number of eight.
II. COMPUTATION
First, we review the computation of the score proposed
by Krumov et al. Two distinct authors who have coau-
thored are connected by an edge, e, that represents the
list of all their mutually published papers, P (e). Note
that by this procedure a single publication can be repre-
sented by many edges. In order to assess whether there
is a correlation between the collaboration structure on
the small subgraph scale and the scientific impact of the
publications contained in the subgraph’s edges the num-
ber of citations to those papers is used to, first, compute
the average number of citations to the papers of a single
edge
w2 = 〈c〉e = 1|P (e)|
∑
p∈P (e)
c(p) (1)
and then take the average over all edges of all instances
of a specific motif, Mm, i.e.,
qm =
1
Nm
∑
m′∈Mm
qm,m′ =
1
NmEm
∑
m′∈Mm
∑
e∈m′
〈c〉e (2)
where Nm = |Mm| gives the number of instances of the
subgraph of type m and Em yields the number of its
edges (e.g., for the box motif E5 = 4). A sketch of the
procedure is given in Fig. 2. If one now shuffles the cita-
tion numbers among all publications the qm is uniformly
distributed, indicating that the motif-scale collaboration
patterns in the given coauthorship network and the pa-
pers’ success are not correlated after reshuffling. With
the particular choice of (1) the motif scores are expected
to yield the average number of citations of all papers in
the network for every motif. The fact that this holds in
all our computations implies that we obtain proper aver-
ages of the often broadly distributed citation numbers. In
[25] alternative edge scores have been proposed but with
the current dataset (1) turns out to be the appropriate
choice. It is important to notice that the shuffling pro-
cedure only affects the citation data on the edges of the
otherwise fixed collaboration network, i.e., no topological
shuffling is applied.
Krumov et al. report considerably higher qm scores for
the four-node motif called Motif 5 in Fig. 1 which they
call the box motif. This subgraph stands out since it
needs four distinct publications to be constructed (while
e.g. the four-node clique, Motif 7, might contain only one
single mutually published paper) and there must not be
any other collaborations between the four authors than
in the author pairs corresponding to the four edges. The
box motif therefore is an anticlustered structure and con-
siderably fewer instances are found than of the other mo-
tif types. Again, we stress that we do not focus on motif
frequency.
In order to keep the network topology and the dynam-
ical quantity separated, in contrast to [25] we do not dis-
card edges which are composed only of papers that did
not receive any citation, but keep them in the network.
A. Maximum collaboration size
As mentioned above, in [25] all papers with more than
eight authors have been discarded. Here we allow for dif-
ferent values of the maximum collaboration size (MCS)
and investigate its influence on the qm score (Sec. IV A).
In terms of the social aspects encoded in a coauthorship
network the exclusion of very large collaborations can be
argued for since the thousands of links between their au-
thors will hardly represent the same degree of personal
connection as an edge between, e.g., two scholars pub-
lishing in a team of two.
3B. Author name disambiguation
While one of the more elaborate author disambiguation
schemes might have been used here, in order to assess the
sensitivity of the score proposed in [25] we instead chose
two versions of a very simple measure which consider
only the authors’ names as provided in the author lists
of the publications in the dataset [33]. In the all initials
(allINIT) disambiguation two author instance names are
considered identical if in addition to the surname all ini-
tials are compatible (meaning that J. Smith and John
Smith are merged). The second implementation requires
the full first name strings to match; we consider this strict
(STRICT) since it will separate author instances if the
first name is abbreviated in one and written out in the
other case like the ones from the above example. How-
ever, there are surnames common enough to be shared by
people with different given names; if these given names
have compatible initials the allINIT method will spuri-
ously merge them. In order to address this we apply
a third disambiguation which we will refer to as SPLIT:
We apply independently the allINIT and STRICT disam-
biguation to the same data and then track those allINIT
names that are split into more than two distinct authors
in the STRICT implementation. All papers with those
names among the authors are then filtered. On the re-
sulting dataset we then perform all remaining steps of
the calculation with the allINIT method applied. Note
that the result of this procedure depends on all previous
data filtering, especially the one according to the MCS,
so the number of remaining papers has to be compared
to the number of publications in the original data af-
ter discarding those with more than MCS authors. In
the cases shown here the data had been prepared with a
MCS value of 10 before the application of the SPLIT fil-
tering and we find that while for the merge of the journals
36% and in PRC 32% are filtered, in the remaining single
journal portions around 80% of the papers are kept. For
comparison, if one excluded all papers from the dataset
that had at least one author whose given name is only
provided in initialized form not only would over half of
the dataset be excluded, but also this filtering would be
biased against large collaborations since there name ab-
breviation is used to save printing space.
III. MATERIALS AND METHODS
The citation data used in this study is composed of all
APS journals published between July 1893 and Decem-
ber 2009 and the associated information about citations
between these papers, and may therefore be assumed to
cover many major 20th century contributions to physics.
The dataset can be requested at the American Physical
Society [34]. The data is provided in separate files corre-
sponding to the individual APS journals which empha-
size different topics; we chose to exclude Reviews of Mod-
ern Physics and the online-only journals Physical Review
da
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FIG. 2. (Color online) A sketch of the score computation.
Special Topics - Accelerators and Beams and Physics Ed-
ucation Research due to their considerably smaller size
compared to the remaining journals. These remaining
journals vary in size from Physical Review E with 35022
to Physical Review B with 133269 publications. In addi-
tion to extensive bibliographic metadata such as author-
ship, publication history, and PACS numbers the dataset
also provides article type tags, thereby allowing us to fil-
ter nonstandard material (i.e., those tagged comment, er-
ratum, reply, editorial, essay, publisher-note, retraction,
miscellaneous) and restrict our analysis to standard re-
search publications.
Since motif enumeration is computationally costly, for
most of the calculations the RANDESU algorithm as de-
scribed by Wernicke [35] is applied which instead of enu-
merating all subgraphs samples uniformly from the set
of all motifs. By performing duplicate runs of the motif
score computation with the same parameters we checked
that the scores are not sensitive to the sampling proce-
dure. For smaller networks the full enumeration is per-
formed by application of the ESU algorithm, presented
also in [35].
IV. RESULTS
We computed the qm score in both the single journal
portions and the whole APS dataset and found that the
shuffling of the citation frequencies among the papers in-
deed yields a uniform distribution of the scores. As men-
tioned above, in all cases the appropriate edge weight
to achieve this was w2 = 〈c〉e, i.e., the averaged cita-
tion frequency of all papers on the corresponding edge.
4In the following we show the influence of a variation of
the maximal number of authors above which a paper is
excluded from the data, as well as the sensitivity of the
qm score against different implementations of the author
disambiguation task.
A. MCS scan
In Fig. 3 the average network degree as a function
of the MCS value is shown for both the allINIT and
the STRICT disambiguation. Increasing the MCS value
translates into the introduction of new potential nodes
and edges to the network, and since a publication with
a authors can produce up to a(a − 1)/2 new edges 〈k〉
grows. Unlike PRA, PRB and PRE, the journals PRC,
PRD and PRL which feature larger collaborations do not
show a saturated average degree in the shown MCS inter-
val. The fact that the STRICT disambiguation results in
more distinct authors than the allINIT implementation
is reflected by the lower average degrees.
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FIG. 3. A scan of the MCS value translates to a variation of
the average degree.
Especially with the STRICT disambiguation scheme
we can reproduce the main finding of [25], the higher qm
score for the box motif, for small enough values of the
maximum collaboration size. Although in few journal
portions this result is rather robust, in most cases the
box motif signal tends to decrease with increasing MCS;
Fig. 4 shows two examples: In the merge of the journals
the box motif keeps the highest score in the given MCS
range, while in PRL the box motif signal not only gets
less pronounced but is lost at MCS ≈ 15.
B. Influence of the author disambiguation
The exact implementation of the author disambigua-
tion turned out to be crucial considering the qm distribu-
tion. From the network perspective it can be interpreted
as a local perturbation (as illustrated in the sketch in
Fig. 5) which strongly influences the qm scores computed
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FIG. 4. (Color online) Two example MCS scans (STRICT
disambiguation). The box motif signal is weaker for larger
MCS. The almost flat lines correspond to the averaged results
of 30 runs with shuffled citation counts.
on the few-node subgraph scale. While the SPLIT disam-
biguation shows a rather similar behavior to the STRICT
case (only PRA and PRL do not show a maximum score
for the box motif in the former case), by switching from
the STRICT to the allINIT disambiguation scheme the
qm score distribution can change qualitatively. For ex-
ample, the journal merge does not show the box motif
signal any longer and also in the case of PRB and PRE
shown in Fig. 5 the box motif scores are suppressed.
C. Distributions of the qm,m′ scores
The qm are averaged values over the qm,m′ scores of the
single instances of the specific motif type m and as such
are influenced of course not only by the top-ranked but
also by the motif instances with lowest scores. In Fig. 6
the distributions of the qm,m′ values for the different mo-
tif types are shown for the example of the PRB network
portion. In the depicted range the distributions can be
grouped according to the minimal number of distinct pa-
pers required to construct the specific motif (bottom row
in Fig. 1). In the box motif which requires the largest
minimum number of distinct papers very low qm,m′ scores
are suppressed while the three- and four-node cliques
which need only one mutual publication among the au-
thors often show very small scores. This is due to the
distribution of the citation counts used in the computa-
tion of the scores: The many poorly cited publications
can translate directly to low scores for cliques while it is
unlikely for the at least four edges of a box motif to exclu-
sively consist of poorly cited papers. Indeed, the qm,m′
distributions of the motif types 0, 4, 6 and 2, 3 which re-
quire the intermediate number of 2 and 3 edges, respec-
tively, is consistent with this interpretation. This renders
the investigation of the top motif instances according to
the qm,m′ scores less promising.
A paper with a authors contributes to a(a−1)/2 edges
which in turn may contribute to very many motif in-
stances. One corresponding effect can be seen when ex-
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FIG. 5. (Color online) The influence of the local topological
perturbation introduced by switching between the STRICT
(top) and the allINIT (bottom) disambiguation scheme for
the PRB and the PRE single journal portions. Again, the
almost flat lines correspond to the averaged results of 30 runs
with shuffled citation counts.
amining the top motif instances according to the qm,m′
scores: These lists can be dominated by highly-cited pub-
lications. For example, more than half of the top mo-
tifs in the PRA journal portion (SPLIT disambiguation,
MCS = 10) share the publication “Quantum computa-
tion with quantum dots” by DiVincenzo and Loss [36].
If one is not, however, interested in compiling lists of
top instances, but only in averaged values like the qm,
another approach might be used. The qm for a specific
motif type m can be rephrased as a weighted sum over
the citation counts of all papers that contribute to in-
stances of that motif; the weights, however, depend not
only on how often the paper contributes but also on the
numbers of other papers it shares its edges with:
qm =
∑
i∈P
ci
1
NmEm
∑
m′∈Mm
∑
e∈m′
1
|P (i)(e)| , (3)
|P (i)(e)| =∞ if i /∈ P (e)
with P being the set of all papers. A simple alternative
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FIG. 6. (Color online) Normalized frequency of the qm,m′
scores for the different motif types. The PRB journal portion
has been used with MCS = 10 and the SPLIT filtering has
been applied.
would be to set these weights to δi∈Mm/|Pm| where Pm
is the set of all papers that at least once contribute to a
subgraph instance of type m, i.e., to compute the average
citation frequency of the papers that contribute to the
motif type in question but consider each publication only
once.
Indeed, the box motif shows the highest average ci-
tation counts compared to the other motif types for all
single journals as well as the merge of all journals in-
dependently of the choice of the disambiguation scheme
and for MCS values not smaller than 5. In Fig. 7 these
citation averages are given for the example of the PRB
and the PRE data and an MCS value of 10 (compare to
Fig. 5). In the figure a box plot of the average of a ran-
dom sample of size |Mm| drawn from the citation distri-
bution is given, showing that the average citation count
for the box motif lies significantly above the sample av-
erage and is therefore not just due to the smaller sample
size. However, since uniform sampling assumes that ev-
ery paper is a part of every motif type with the same
probability, the sampling procedure might be refined to
incorporate the specific conditions imposed by the differ-
ent motif types. In a first estimation, we restricted the
samples for the box motif to those papers that have at
least two coauthors with at least degree 2 each (i.e., have
at least one other collaborator) for the case of the SPLIT
disambiguation. Although this increases the sample av-
erage, the measured average citation count is still several
(at least 5) standard deviations above the sample aver-
age.
V. DISCUSSION AND CONCLUSION
Motivated by the question to what extent small-scale
patterns of collaboration among scholars influence the
recognition of the resulting papers within the scientific
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Fig. 5 where also the allINIT and the STRICT disambiguation
is shown.
community (in terms of the number of citations the publi-
cations receive) we searched induced few-node subgraphs
(known from motif analysis) in a comprehensive cita-
tion dataset provided by the American Physical Society.
We then assigned a score to the detected subgraphs as
described in Krumov et al. [25] based on the citation
counts of the corresponding publications so that an av-
erage value, qm, for every subgraph type m can be com-
puted. It turns out that this score is sensitive to certain
details of the network aggregation from the data and the
main result of the aforementioned study [25], i.e., the
highest score for the anticlustered box motif, cannot be
seen clearly in all cases: For example, discarding differ-
ent amounts of the largest collaborations which translates
to a variation of the average network degree influences
the qm signature. A stronger effect can be seen when
the network is locally perturbed by changing the imple-
mentation of the author disambiguation task; in the all
initial method of author disambiguation the box-motif
score can be suppressed, while a stricter disambiguation
scheme yields a high score. Consequently, such a score
should be used with care. This result might be of inter-
est in other applications of few-node induced subgraph-
based scores to data which is incomplete or not unam-
biguously processed into a graph representation since it
highlights a possible difficulty on the motif scale in ad-
dition to the well-known problems concerning the proper
null-model selection in the usual motif-analysis. While
the ambiguity concerning whether two author names are
to be translated into one or two nodes is exclusive to
coauthorship networks, several other types of complex
networks have related underlying disambiguation tasks:
Enzyme-centric metabolic networks (where the nodes are
enzymes and a link represents common substrates and
products) can also be formulated on the level of reac-
tions (see, e.g., [29]); for many organisms, the enzyme
inventory of the genome is incomplete [37, 38] and the
enzyme-to-reaction mapping introduces similar issues as
the author disambiguation. On the basis of the present
investigation we expect that the topological properties of
enzyme-centric and reaction-centric metabolic networks
show similar differences as the coauthorship networks un-
der disambiguation schemes of different stringency. For
bacteria, transcriptional regulatory networks (where the
nodes are genes and a directed link from gene g1 to gene
g2 represents the regulation of a g2 by a transcription
factor produced by g1) are sometimes more adequately
described on the level of groups of genes, called oper-
ons, under common regulation (see, e.g., [39]). In eu-
karyotic organisms, attempts to apply this concept lead
to ambiguities [40], similar to those encountered in the
author disambiguation. In computational neuroscience,
the topology of cortical area networks is often analyzed
on the basis of “regions of interest” (ROI) from diffusion
spectrum imaging, rather than functionally defined cor-
tical areas [41]. Relating these ROI to the functional cor-
tical areas, and comparing results obtained with different
segmentations of the cerebral cortex, again, is compara-
ble to the author disambiguation task.
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