Introduction
In this paper, we propose three types of new Particle Swarm Optimization (PSO) method. PSO, one of global optimization methods, is known for its high searching ability and easy implement. However, it might be difficult to find the global optimum for optimization problems which have a lot of decision variables and local optima. Proposed models improve searching ability through such cases. One is a model with the nonlinear dissipative term to prohibit the search point's velocity being zero. The others are models with the nonlinear dissipative term with the pbest or the gbest information to disturb the search around them.
Proposed Models
The dynamics of a continuous time PSO model for an object function E : Ê n → Ê is written as the following equations.
where Ü p (t) shows the position of p-th searching point at t . Now we change the linear dissipative term a
dt into a nonlinear dissipative term which prohibits the search point's velocity being zero and introduce a state variable Ú p . Furthermore by making it discrete through Eular method, the following discrete time model is obtained.
where ri1, ri2 is uniform random numbers in [0, 1] . This model is called model.1. Other two proposed models are given the following nonlinear inertia weights λ.
model.2:
λ(Ü p (l p (k)) − Ü p (k)) = 1 − d1 + d1d0 exp − Ü p (l p (k))−Ü p (k) d2d0 · · · · · · · · · · · · · · · · · · · · · · · · · · (3) model.3: λ(Ü Q(k) (l o (k)) − Ü p (k)) = 1−d1 +d1d0 exp − Ü Q(k) (l o (k))−Ü p (k) d2d0 · · · · · · · · · · · · · · · · · · · · · · · · · · (4)
Compuational Results
The computational results for some benchmarks are shown in Table 1 . The convergence rate to global minimum, the mean value, the best value, the worst value, and standard deviation of the value of gbest through 100 trials by each model with 20 particles are shown in Table 1 . Optimization methods based on meta-heuristics are proposed as a class of global optimization methods, by which the global minimum can be obtained without trapping in local minima. Particle swarm optimization(PSO), which is one of those methods, is known for its high search ability and easy implement. However, it might be difficult to find the global optimum for optimization problems which have a lot of decision variables and local optima. In this paper, we propose three types of new PSO to clear the weak point. One is a model with the nonlinear dissipative term intoroduced by Fujita, Yasuda and Yokoyama (4) to prohibit the search point's velocity being zero. The others are models with the nonlinear dissipative term with the pbest or the gbest information to disturb the search around them.
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