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RESUMEN
Solucio´n de´bil a una ecuacio´n el´ıptica
con el (p,q)-Laplaciano y te´rmino no
lineal dependiente del gradiente
Jose´ Luis ACUN˜A GUILLERMO
04 Diciembre 2019
Orientador: Dr. Eugenio Cabanillas Lapa
Grado Obtenido: Magister en Matema´tica Aplicada
——————————————————————————————–
En e´sta tesis, estudiamos un problema el´ıptico no lineal con el (p,q)-Laplaciano y
que tiene un te´rmino convectivo (el te´rmino dependiente del gradiente). Probamos
que bajo condiciones adecuadas para el te´rmino convectivo, el problema posee una
solucio´n de´bil. Adema´s obtenemos un resultado de unicidad y presentamos un
algoritmo de aproximacio´n nume´rica.
PALABRAS CLAVES:
Ecuacio´n el´ıptica no lineal, solucio´n de´bil, (p,q)-Laplaciano, operadores
pseudomono´tonos.
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ABSTRACT
Weak Solution for Elliptic Equation
with (p,q)-Laplacian and Nonlinear
Term with Gradient Dependence
Jose´ Luis ACUN˜A GUILLERMO
December 04, 2019
Advisor: Dr. Eugenio Cabanillas Lapa
Obtained: Master in Applied Mathematics
——————————————————————————————–
In this thesis, we study a nonlinear elliptic problem driven by the (p,q)-Laplacian
with a convection term (the term depending on the gradient). We prove that under
suitable conditions on the convection term, the problem has a weak solution.
Furthermore a uniqueness results is achieved, and we present a numerical
algorithm.
KEYWORDS:
Nonlinear elliptic equation, weak solution, (p,q)-Laplacian, pseudomonotone
operators.
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Cap´ıtulo 1
Introduccio´n
Al estudiar feno´menos del mundo real, por ejemplo en disen˜o de reacciones qu´ımi-
cas (ver [15]) aparecen naturalmente ecuaciones denominadas sistemas de reaccio´n-
difusio´n del tipo
ut = div (K (u)∇u) + f (x, u,∇u) (1.1)
donde
K (u) =
(
|∇u|p−2 + µ |∇u|q−2
)
.
En estos modelos, u generalmente describe la concentracio´n, el primer te´rmino
de la derecha de (1.1) es la difusio´n, el coeficiente de difusio´n K (u) es la reaccio´n y
f se refiere a fuentes externas y procesos de perdida.
El estado estacionario asociado a (1.1) es una ecuacio´n el´ıptica del tipo (p, q)−Laplaciano
con te´rmino no lineal dependiente del gradiente.
∣∣∣∣∣∣
−∆pu− µ∆qu = f (x, u,∇u) en Ω
u = 0 en ∂Ω.
(1.2)
donde
∆pu = div
(
|∇u|p−2∇u
)
y µ ≥ 0.
Al no tener una estructura variacional, se presenta el incoveniente de obtener es-
timativas a priori usuales, adema´s de ser un obsta´culo a la aplicacio´n directa de
las principales te´cnicas variacionales utilizadas para hallar soluciones en problemas
el´ıpticos. La dificultad para obtener existencia de soluciones es au´n mayor si el ope-
rador asociado al sistema es la suma de dos operadores no lineales diferentes.
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Los sistemas el´ıpticos del tipo (p, q)−Laplaciano tambie´n aparecen en el mode-
lamiento de diversos feno´menos en Ciencias Aplicadas como Biof´ısica (ver [16]) y
F´ısica de Plasmas (ver [17]). T´ıpicamente en aplicaciones qu´ımicas y biolo´gicas, el
te´rmino f (x, u,∇u) en (1.1) tiene una forma polinomial con respecto a la concentra-
cio´n u. En este sentido la investigacio´n de los sistemas del tipo (p, q)−Laplaciano
con te´rmino no lineal dependiente del gradiente, como el considerado en nuestro
trabajo, es sumamente importante.
Nuestro objetivo consiste en probar resultados de existencia y unicidad de la
solucio´n de´bil del problema (1.1). Como las te´cnicas variacionales usuales no son
aplicables, as´ı que hemos optado por la aplicacio´n de una generalizacio´n de la teor´ıa
de operadores mono´tonos. Esta tesis se basa en el art´ıculo de D. Averna, D. Motrea-
nu, E. Tornatore [14]; explicamos en detalle la metodolog´ıa usada por los autores
en la resolucio´n de estos problemas, adicionalmente estudiamos condiciones para
obtener unicidad de la solucio´n y mostramos una aproximacio´n nume´rica.
Diversos autores han trabajado en la investigacio´n de (1.2). Cuando f (x, u,∇u) ≡
g (x, u) , es decir, cuando la fuente f no depende del gradiente, la ecuacio´n adopta
la forma
−∆pu− µ∆qu = g (x, u) . (1.3)
Cuando p = q, la ecuacio´n (1.3) se vuelve
−∆pu =
∧
g (x, u) ,
que ha sido investigada por ejemplo en [1] , [2] .
Si q = 2, la ecuacio´n (1.3) es del tipo:
−∆pu− µ∆u = g (x, u)
que para p ≥ 2 tiene un intere´s geome´trico y un significado f´ısico en la teor´ıa
de fluidos no Newtonianos, para p > 2 (medios dilatantes) , y para 1 < p < 2
(pseudopla´sticos) ver [3] , [4] . Tambie´n nos referimos a [5] para una aplicacio´n a las
ondas solitarias.
En general, para 1 < q, p 6= q, hay pocos trabajos. Por ejemplo en [6], se prueba
la existencia de soluciones no triviales, para g (x, u) que decae polinomialmente en
R
N .
2
En [7], se tiene un resultado similar, pero con la no linealidad de g (x, u) del
tipo co´ncavo-convexo, en dominios acotados; en [8] los autores prueban existencia y
unicidad con g (x, u) de exponente cr´ıtico, para un dominio acotado.
Tambie´n podemos mencionar [9], [10], [11] para resultados similares a los men-
cionados.
Pocos autores han investigado la ecuacio´n (1.2), cuando la fuerza externa tiene
la forma f = f (x, u,∇u) , esto es, que depende de u y ∇u (para p 6= q). En [12] los
autores, usando la teor´ıa del grado para un tipo especial de operadores mono´tonos
(”quasimono´tonos”) demuestran la existencia de soluciones de´biles en espacios de
Sobolev de exponente variable.
La estructura de nuestro trabajo es como sigue. En el cap´ıtulo II presentamos
los resultados ba´sicos del ana´lisis funcional, teor´ıa de la medida, espacios de So-
bolev y la teor´ıa generalizada de operadores mono´tonos. En particular probamos
un teorema importante sobre operadores pseudomono´tonos: El Teorema de Bre´zis
(3.0.1). El cap´ıtulo III es el corazo´n del trabajo, aqu´ı exponemos en detalle el teore-
ma fundamental de existencia de la solucio´n de´bil del problema (1.2), v´ıa la teor´ıa
de operadores pseudomono´tonos. Tambie´n probaremos la unicidad de la solucio´n.
Conclu´ımos la tesis con el cap´ıtulo IV, bosquejando un algoritmo de aproximacio´n
nume´rica de la solucio´n de (1.2).
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Cap´ıtulo 2
Preliminares
2.1. Espacio de Banach
Definicio´n 2.1.1. Una sucesio´n {un}n≥1 en un espacio normado (V, ‖‖V ) es lla-
mado sucesio´n de Cauchy, si para ε > 0, existe un entero N , tal que se cumple
‖um − un‖V < ε para m,n > N. Decimos que V es completo y ademas, un espacio
de Banach, si para cada sucesio´n de Cauchy en V converge a algu´n l´ımite en V.
Definicio´n 2.1.2. Sean (V, ‖‖V ) y (W, ‖‖W ) dos espacios normados sobre el mismo
cuerpo. Decimos que el operador A : V −→ W es acotado si lleva conjuntos acotados
de V en conjuntos acotados de W.
Definicio´n 2.1.3. Sean (V, ‖‖V ) y (W, ‖‖W ) dos espacios normados, entonces el
operador A : V −→ W es compacto si
A es continuo
A lleva conjuntos acotados U ⊂ V en conjutos relativamente compactos, i.e.
A (U) es compacto.
Definicio´n 2.1.4. Sean (V, ‖‖V ) y (W, ‖‖W ) dos espacios normados sobre el mismo
cuerpo. Decimos qu la aplicacio´n lineal L : V −→ W es acotado si existe una
constante M > 0 tal que
‖L (v)‖W ≤M ‖v‖V ∀v ∈ V (2.1)
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Observacio´n 1. Es fa´cil probar que una aplicacio´n L : V −→ W es acotada si y
so´lo s´ı es continua. Denotemos L (V,W ) como el espacio de las aplicaciones lineales
y acotadas de V a W. Para cada L ∈ L (V,W ) , sea
‖L‖L(V,W ) = ı´nf {c ≥ 0 : ‖L (v)‖W ≤ c ‖v‖V , ∀v ∈ V }
Proposicio´n 2.1.1. ‖.‖L(V,W ) es una norma en L (V,W ) .Ademas, si (W, ‖.‖W ) es
un espacio de Banach, entonces
(
L (V,W ) , ‖.‖L(V,W )
)
es tambie´n un espacio de
Banach.
Definicio´n 2.1.5. Sea V un espacio normado. Definimos el dual de V (tambie´n
espacio normado, denotado por V ∗) que es el espacio de la funcionales lineales y
acotadas en V tal que
f : V −→ R es lineal y ‖f‖V ∗ = sup
‖x‖≤1
{|f (x)|} <∞ (2.2)
Podemos ver que V ∗ := L (V,R), donde f : (V, ‖.‖V ) −→ (R, |.|) .
Definicio´n 2.1.6. Sea V un espacio normado y sea V ∗ su correspondiente espacio
dual. El doble dual V ∗∗ es el dual de V ∗, con la norma
‖g‖V ∗∗ := sup
f∈V ∗,‖f‖V ∗≤1
{|〈g, f〉|} ∀g ∈ V ∗∗
Hay una inyeccio´n cano´nica J : V −→ V ∗∗ definida como sigue: dado v ∈ V, la
aplicacio´n f 7−→ 〈f, v〉 es un funcional lineal continuo en V ∗, por eso es un elemento
de V ∗∗, el cual es denotado por Jv. Luego, tenemos
〈Jv, f〉V ∗∗,V ∗ = 〈f, v〉V ∗,V ∀v ∈ V, ∀f ∈ V
∗
Como |Jv (f)| ≤ ‖f‖V ∗ ‖v‖V se tiene
‖Jv‖V ∗∗ ≤ ‖v‖V
Por el teorema de extensio´n de Hahn-Banach, tenemos que para cualquier v ∈ V,
podemos encontrar f ∈ V ∗ tal que ‖f‖V ∗ = 1 y f (v) = ‖v‖V . As´ı, J es una
isometr´ıa. Si J es surjectivo, decimos que V es reflexivo.
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2.1.1. Topolog´ıa de´bil
Definicio´n 2.1.7. La topolog´ıa de´bil es la topolog´ıa inicial de un espacio normado
con respecto a su dual continuo V ∗. Es decir, es la topolog´ıa ma´s fuerte en V que
hace que los elementos de V ∗ sean continuos.
Para f ∈ V ∗
ϕf : V
v
−→
7−→
R
ϕf (v)=〈f,v〉
tenemos as´ı una familia de aplicaciones {ϕf}f∈V ∗ . Denotemos con ̺ (V, V
∗) = τW
la topolog´ıa de´bil (es decir, la menos fina que hace continuas a los ϕf ) generada por
las {ϕf}f∈V ∗
2.1.2. Convergencia de´bil
Definicio´n 2.1.8. Sea V un espacio normado y (xν)ν≥1 una sucesio´n en V y x ∈ V.
Decimos que (xν)ν≥1 converge de´bilmente a x (en V ) denotado
xν ⇀ x
si:
〈f, xν〉 −→ 〈f, x〉 , ∀f ∈ V
∗ ( en R)
Teorema 2.1.1 (Kakutani). Sea V un espacio de Banach. Entonces V es reflexivo
si y so´lo s´ı
BV = {u ∈ V : ‖u‖ ≤ 1}
es compacta en la topolog´ıa de´bil.
Teorema 2.1.2 (Eberlein-
`
Smulian). Un espacio de Banach V es reflexivo si y so´lo
s´ı cada sucesio´n acotada en V tiene una subsucesio´n el cual converge de´bilmente
a un elemento en V.
2.2. Teor´ıa de Distribuciones
Dados
α = (α1, α2, ..., αn) ∈ N
n, z = (z1, z2, ..., zn) ∈ R
n
Denotamos
|α| = α1 + α2 + ...+ αn, z
α = zα11 z
α2
2 ...z
αn
n
6
Dα =
∂|α|
∂xα11 ∂x
α2
2 ...∂x
αn
n
= Derivada de orden α
Observacio´n 2.
Si α = (0, 0, 0, ..., 0) entonces D0u = u, para toda funcio´n u.
Si α = (0, ..., 0, 1︸︷︷︸
i
, ..., 0) denotamos Di =
∂
∂xi
derivada parcial con relacio´n a
la variable xi.
D (Ω) es llamado el espacio vectorial de la funciones de prueba.
Definicio´n 2.2.1. Una distribucio´n sobre Ω, es una forma lineal T : D (Ω) −→ R,
y continua en el sentido de la convergencia definida en D (Ω) .
T es continua, equivale a que si
ϕν −→ 0 en D (Ω) , entonces 〈T, ϕν〉 −→ 0 en R.
Denotamos por
D
′ (Ω) = {T distribucio´n sobre Ω}
el cual es un espacio vectorial.
Definicio´n 2.2.2 (Convergencia).
Tν −→ 0 en D
′ (Ω) si 〈Tν , ϕ〉 −→ 0 en R, ∀ϕ ∈ D (Ω)
2.2.1. Derivada de una distribucio´n
Definicio´n 2.2.3. La derivada de orden α de T es el funcional lineal DαT definida
por
〈DαT, ϕ〉 = (−1)α 〈T,Dαϕ〉 , ∀ϕ ∈ D (Ω)
2.3. Espacios de Lebesgue
Los espacios de Lebesgue y sus resultados asociados desempen˜ara´n un papel
destacado en este trabajo, ya que es un concepto esencial en el marco de los espacios
de Sobolev.
2.3.1. Espacios Medibles
Definicio´n 2.3.1. Un σ−a´lgebra en un conjunto Ω es una familia ξ de subconjuntos
de Ω que satisface las siguientes propiedades:
(a) φ, Ω ∈ ξ.
(b) Sea A ∈ ξ, entonces AC := Ω− A ∈ ξ.
(c) Si An ∈ ξ para todo n ∈ N, entonces
∞⋃
n=1
An ∈ ξ.
En este caso, el par (Ω, ξ) es llamado espacio medible. Cada elemento de σ−a´lge-
bra es llamado conjunto medible.
Definicio´n 2.3.2 (Medida). Una medida en un espacio medible (Ω, ξ) es una fun-
cio´n λ : ξ −→ [0,∞[ que satisface las siguientes condiciones:
(a) λ (φ) = 0.
(b) Si (An)
∞
n=1 es una sucesio´n de conjuntos disjuntos dos a dos de ξ, entonces
λ
(
∞⋃
n=1
An
)
=
∞∑
n=1
λ (An)
La medida λ es finita si λ (Ω) < ∞, y se dice que es σ−finita si existen conjuntos
(An)
∞
n=1 en ξ tales que Ω =
∞⋃
n=1
An y λ (An) < ∞ para todo n. La terna (Ω, ξ, λ)
es llamado espacio de medida.
Definicio´n 2.3.3. Sea (Ω, ξ, λ) un espacio de medida con Ω ⊂ RN , y λ denota la
medida de Lebesgue. Para 1 ≤ p <∞, sea
Lp (Ω) =

f : Ω −→ R, f es medible y

∫
Ω
|f |p dλ


1
p
<∞

 .
Con norma definida por
‖f‖Lp(Ω) =

∫
Ω
|f |p dλ


1
p
y
L∞ (Ω) = {f : Ω −→ R, f es medible ∃C tal que |f (x)| ≤ C c.s. en Ω} ,
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con norma definida por
‖f‖∞ = ı´nf {α > 0, λ ({x ∈ Ω : |f (x)| ≥ α})} .
Se puede demostrar que Lp (Ω) y L∞ (Ω) son espacios normados.
Teorema 2.3.1 (Fisher-Riesz). Lp (Ω) es un espacio de Banach para 1 ≤ p ≤ ∞.
Demostracio´n.- Ver [1]
Teorema 2.3.2. Lp (Ω) es reflexivo para cualquier 1 < p <∞.
Demostracio´n.- Ver [1]
Teorema 2.3.3. Lp (Ω) es separable para cualquier 1 ≤ p <∞.
Demostracio´n.- Ver [1]
Teorema 2.3.4 (Representacio´n Riesz). Sea φ ∈ (Lp (Ω))∗, donde 1 < p < ∞.
Entonces, existe un unico u ∈ Lp
′
(Ω) (donde p′ es la conjugada de p, 1
p
+ 1
p′
= 1)
tal que
〈ψ, f〉 =
∫
Ω
ufdλ ∀f ∈ Lp (Ω) y ‖u‖Lp′ (Ω) = ‖ψ‖(Lp(Ω))∗
Demostracio´n.- Ver [1]
Observacio´n 3. Este resultado puede ser usado para probar la existencia de una
isometr´ıa entre (Lp (Ω))∗ y Lp
′
(Ω) , asi podemos identificar estos dos espacios
normados
(
(Lp (Ω))∗ = Lp
′
(Ω)
)
. Usando el Teorema de representacio´n de Riesz,
podemos tambie´n identificar (L1 (Ω))
∗
con L∞ (Ω)
(
(L1 (Ω))
∗
= L∞ (Ω)
)
.
2.4. Algunos resultados sobre convergencia
Proposicio´n 2.4.1.
i) Cualquier sucesio´n convergente tambie´n converge en medida casi siempre.
ii) Cualquier sucesio´n convergente en L1 (Ω) tambie´n converge en medida.
iii) Cualquier sucesio´n convergente en medida, admite una subsucesio´n convergen-
te casi siempre.
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Proposicio´n 2.4.2. Cada sucesio´n convergente un −→ u en L
p (Ω) tiene una sub-
sucesio´n que converge puntualmente unk (x) −→ u (x) para casi todo punto x ∈ Ω.
Adema´s, existe un h ∈ Lp (Ω) , donde h (x) ≥ 0 y |unk (x)| ≤ h (x) para casi todo
punto x ∈ Ω.
Demostracio´n.- Ver [1]
Teorema 2.4.1. Sea (X, ξ, λ) un espacio de medida. Un conjunto Y ⊂ L1 (Ω) es
llamado uniformemente integrable si para cada ε > 0 existe un correspondiente δ > 0
tal que ∣∣∣∣∣∣
∫
E
fdλ
∣∣∣∣∣∣ < ε (2.3)
cuando f ∈ Y y λ (E) < δ.
Demostracio´n.- Ver [22]
2.4.1. Teorema de convergencia de Vitali
Teorema 2.4.2. Sea (X, ξ, λ) un espacio de medida. Si
λ (X) <∞,
{fn}n≥1 es uniformemente convergente,
fn (x) −→ f (x) casi siempre, cuando n −→∞,
|f (x)| <∞ casi siempre,
entonces f ∈ L1 (X) y
l´ım
n−→∞
∫
X
|fn − f | dx = 0. (2.4)
Demostracio´n.- Ver [22]
2.5. Espacios de Sobolev
Los espacios de Sobolev, que se presenta a continuacio´n, tiene una gran importan-
cia en el desarrollo de la investigacio´n para probar la existencia de soluciones de´biles
para los problemas de valor de frontera el´ıpticos que describiremos. Sea Ω ⊂ RN un
dominio abierto y Γ := ∂Ω la frontera.
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2.5.1. Derivada De´bil
Consideremos el multi-indice α, supongamos que u, v ∈ L1loc (Ω) y∫
Ω
u (x)∇αψ (x) dx = (−1)|α|
∫
Ω
v (x)ψ (x) dx para todo ψ ∈ C∞c (Ω)
Entonces v es la αth−derivada de´bil de u en Ω y lo denotamos con ∇αu.
Para mostrar que la derivada cla´sica de u es tambe´n derivada de´bil, asumiremos
que u es suave. Entonces por integracio´n por partes tenemos∫
Ω
u (x)∇αψ (x) dx =
∫
Ω
(−1)|α|∇αu (x)ψ (x) dx, para cada ψ ∈ C∞c (Ω) .
A continuacio´n, se proporciona una definicio´n general de Espacio de Sobolev,
consideraremos solo el caso para k =1
Definicio´n 2.5.1. Para 1 ≤ p ≤ ∞ y k ∈ N, definimos el espacio de sobolev como:
W k,p (Ω) = {u ∈ Lp (Ω) : ∇αu ∈ Lp (Ω) para todo |α| ≤ k } (2.5)
Si u ∈ W k,p (Ω) entonces se define su norma
‖u‖Wk,p(Ω) =


( ∑
|α|≤k
‖∇αu‖pLp(Ω)
) 1
p
si 1 ≤ p < +∞
ma´x
|α|≤k
‖∇αu‖L∞(Ω) si p = +∞
(2.6)
Definicio´n 2.5.2. El espacio W k,p0 (Ω) es la clausura de C
∞
c (Ω) en W
k,p (Ω) , con
respecto a la norma ‖.‖Wk,p(Ω) , donde 1 ≤ p <∞
Observacio´n 4. Si p = 2 entonces Hk (Ω) = W k,2 (Ω)
Las siguientes son propiedades de la derivada de´bil.
Supongamos que u, v ∈ W k− |α|,p (Ω) y |α| ≤ k. Se sigue entonces que
∇αu ∈ W k− |α|,p (Ω) y ∇β (∇αu) = ∇α+βu para todo multi-indice α y β, donde
|α|+ |β| ≤ k.
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Para cada λ1, λ2 ∈ R se sigue que λ1u+ λ2v ∈ W
k,p (Ω) y
∇α (λ1u+ λ2v) = λ1∇
αu+ λ2∇
αv, donde |α| ≤ k.
Si O es un subconjunto abierto de Ω entonces, u ∈ W k,p (O) .
Si ψ ∈ C∞c (Ω) , entonces ψu ∈ W
k,p (Ω) y
∇α (ψu) =
∑
β≤α

 α
β

∇βψ∇α−βu (Fo´rmula de Leibniz) ,
donde

 α
β

 = α!
β!(α−β)!
.
Teorema 2.5.1. El espacio de Sobolev W 1,p (Ω) es un espacio de Banach para
1 ≤ p ≤ ∞.
Teorema 2.5.2. El espacio de SobolevW 1,p (Ω) es uniformemente convexo (reflexivo)
para 1 < p <∞.
Teorema 2.5.3. El espacio de Sobolev W 1,p (Ω) es separable para 1 ≤ p <∞.
Teorema 2.5.4. Sea Ω un abierto, bie´n regular de RN , m > 0, 1 ≤ p <∞. Entonces
para todo J ≥ 0, se verifican:
Si m < n
p
entonces W J+m,p (Ω) →֒ W J,q (Ω), p ≤ q ≤ np
n−p
≡ p∗.
Si m = n
p
entonces W J+m,p (Ω) →֒ W J,q (Ω) , p ≤ q ≤ +∞.
Si m > n
p
entonces W J+m,p (Ω) →֒ CJβ (Ω)
CJβ (Ω) =
{
u : Ω −→ R, u ∈ CJ (Ω) tal que ma´x
|α|≤J
sup
x∈Ω
|Dαu (x)| <∞
}
.
Teorema 2.5.5. (Rellich-Kondrachov) Sea Ω un abierto, bie´n regular de RN , m > 0,
1 ≤ p <∞, entonces:
W 1,p (Ω)
C
→֒ Lq (Ω) , ∀q ∈ [1, p∗[ , 1
P ∗
= 1
p
− 1
N
, p < N.
W 1,p (Ω)
C
→֒ Lq (Ω) , ∀q ∈ [1,+∞[ , p = N.
W 1,p (Ω) →֒ C
(
Ω
)
, p > N.
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2.6. Operadores Mono´tonos
La teor´ıa de los operadores mono´tonos representa, adema´s de los me´todos varia-
cionales, un me´todo esencial anal´ıtico funcional para la investigacio´n de soluciones de
ecuaciones no lineales. Comenzamos con el caso ma´s simple. Un operador mono´tono
en R es cualquier funcio´n no decreciente f : R −→ R, y un operador estrictamente
mono´tono es una funcio´n creciente.
Teorema 2.6.1. Sea f una funcio´n real, mono´tona continua en un intervalo (a, b)
[−∞ ≤ a < b ≤ +∞]. Entonces la ecuacio´n
f (x) = y
tiene una solucio´n para todo y ∈ (A,B) , donde
A = l´ım
x−→a+
f (x) y B = l´ım
x−→b−
f (x)
Si la funcio´n f es estrictamente mono´tona entonces la solucio´n es u´nica.
A
B
f(x)=y
a x b
f
Este es un resultado ba´sico del A´nalisis Real, por lo que obviamos su demostra-
cio´n.
El teorema implica
Corolario 2.6.1.1. Sea f : R −→ R, una funcio´n mono´tona continua que satisface
l´ım
x−→−∞
f (x) = −∞, l´ım
x−→+∞
f (x) = +∞ (2.7)
Entonces la ecuacio´n f (x) = y tiene una solucio´n para y ∈ R.
Demostracio´n: Es una consecuencia inmediata del teorema (2.6.1) tomando
A = l´ım
x−→a+
f (x) y B = l´ım
x−→b−
f (x) . 
Observacio´n 5.
a) Siempre que existan los l´ımites A, B, se puede omitir la suposicio´n de monoton´ıa.
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b) A fin de generalizar la condicio´n de monoton´ıa
x1 < x2 =⇒ f (x1) ≤ f (x2)
al caso multidimensional reescribiremos la desigualdad anterior en la forma
(f (x1)− f (x2)) (x1 − x2) ≥ 0. (2.8)
La condicio´n (2.7) puede ser reescrita en la forma
l´ım
|x|−→∞
f (x) x
|x|
=∞,
y es llamado la condicio´n de coercividad, juega un rol importante en la prueba de
teoremas de existencia.
Definicio´n 2.6.1. La aplicacio´n f : RN −→ RN es llamada:
i) mono´tona si
(f (x1)− f (x2)) (x1 − x2) ≥ 0, ∀ x1, x2 ∈ R
N ; (2.9)
ii) estrictamente mono´tona si
(f (x1)− f (x2)) (x1 − x2) > 0, ∀ x1, x2 ∈ R
N , x1 6= x2, (2.10)
iii) coerciva si
l´ım
|x|−→∞
〈f (x) , x〉
RN
|x|
RN
= +∞ (2.11)
Teorema 2.6.2. Sea f : RN −→ RN continua, mono´tona y coerciva entonces
f
(
R
N
)
= RN .
Es decir, dado y ∈ RN , existe x ∈ RN : f (x) = y.
Ahora veremos los resultados anteriores en un contexto general, es decir, en
espacios de Banach (de dimensio´n finita o infin´ıta).
Definicio´n 2.6.2. Sea V un espacio de Banach, V ∗ su dual (algebraico y topolo´gico)
y sea
A : V −→ V ∗
un operador dado (eventualmente no lineal)
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A es continua si y so´lo s´ı un −→ u implica Aun −→ Au.
A es de´bilmente continua si un ⇀ u implica Aun ⇀ Au.
A es demicontinua si y so´lo s´ı un −→ u implica Aun ⇀ Au.
A es hemicontinua si so´lo s´ı la funcio´n real
t −→ 〈A (u+ tv) , w〉
es continua en [0, 1], ∀u, v, w ∈ V .
A es fuertemente continua si y so´lo s´ı un ⇀ u implica Aun −→ Au.
A es acotado si lleva conjuntos acotados en conjuntos acotados, es decir
|u|V ≤ K1 =⇒ |Au|V ′ ≤ K2
para algunos K1, K2 > 0.
A es coercivo si l´ım
|u|−→+∞
〈Au,u〉
|u|V
= +∞.
Definicio´n 2.6.3 (Operadores Mono´tonos). Sea A : V −→ V ∗, entonces
i) A es mono´tono si 〈Au− Av, u− v〉 ≥ 0, ∀ u, v ∈ V u 6= v.
ii) A es estrictamente mono´tono si 〈Au− Av, u− v〉 > 0, ∀ u, v ∈ V u 6= v.
iii) A es fuertemente mono´tono si hay una constante C > 0 tal que
〈Au− Av, u− v〉 ≥ C ‖u− v‖2 , ∀u, v ∈ V
iv) A es uniformemente mono´tono si
〈Au− Av, u− v〉 ≥ a (‖u− v‖) ‖u− v‖ , ∀u, v ∈ V
donde a : [0,+∞〉 −→ [0,+∞〉 es estrictamente creciente con a (0) = 0 y
a (s) −→ +∞, cuando s −→ +∞.
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2.7. Operadores Pseudomono´tonos
Existe una gran clase de ecuaciones diferenciales parciales cuasilineales, que no se
incluyen en las condiciones del Teorema de Minty Browder. Por lo que, se introdujo
una nocio´n ma´s de´bil de operador mono´tono, esto es el operador pseudomono´tono,
con el objetivo de probar la existencia de soluciones para el tipo de ecuaciones
diferenciales parciales mencionadas.
Definicio´n 2.7.1. Sea A : V −→ V ∗ operador en un espacio real Banach reflexivo
V. El operador A satisface las condiciones (M) , (S)+ , (S) , (S)0 y (S)1 si y so´lo
s´ı , para n −→∞, se cumple lo siguiente:
(i) Condicio´n (M) :
un ⇀ u, Aun ⇀ b, l´ım ı´nf
n−→∞
〈Aun, u〉 ≤ 〈b, u〉
implica Au = b
(ii) Condicio´n (S)+ :
un ⇀ u, l´ım sup
n−→∞
〈Aun − Au, un − u〉 ≤ 0 implica un −→ u
(iii) Condicio´n (S) :
un ⇀ u, l´ım
n−→∞
〈Aun − Au, un − u〉 = 0 implica un −→ u
(iv) Condicio´n (S)0 :
un ⇀ u, Aun ⇀ b, l´ım
n−→∞
〈Aun, u〉 = 〈b, u〉
implica un −→ u
(v) Condicio´n (S)1 :
un ⇀ u, Aun −→ b, implica un −→ u
Se observa que:
(S)+ =⇒ (S) =⇒ (S)0 =⇒ (S)1 (2.12)
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Definicio´n 2.7.2. Sea A : V −→ V ∗ operador en un espacio real Banach reflexivo
V.
(i) El operador A es llamado pseudomono´tono si y so´lo s´ı
un ⇀ u y l´ım
n−→∞
sup 〈A (un) , un − u〉 ≤ 0
implica
〈A (u) , u− v 〉 ≤ l´ım
n−→∞
ı´nf 〈A (un) , un − v〉 ∀v ∈ V
(ii) El operador A satisface la condicio´n (P ) si y so´lo si
un ⇀ u, implica l´ım sup
n−→∞
〈Aun, un − u〉 ≥ 0
Lema 2.7.1. Sea V un espacio de Banach reflexivo, entonces para cada operador
pseudomono´tono A : V −→ V ∗, entonces tambie´n A es operador demicontinuo.
Demostracio´n: Sea (uν)ν∈N ⊂ V un sucesio´n tal que uν −→ u. Como A es ope-
rador pseudomono´tono, {A (uν)}ν∈N es tambie´n una sucesio´n acotada, y as´ı cualquier
subsucesio´n de {A (uν)}ν∈N tambie´n es acotada. Siendo V espacio de Banach reflexi-
vo se cumple que V ∗ tambie´n es Banach reflexivo. Por (2.1.2) (T-Eberlein-Smulian)
se obtiene una subsucesio´n convergente de´bilmente el cual denotaremos por facilidad
{A (uν)}ν , es decir A (uν)⇀ f, para algu´n f ∈ V
∗.
Como
0 ≤ |〈A (uν) , uν − v〉 − 〈f, uν − v〉|
= |〈A (uν)− f, uν − v〉|
≤ ‖A (uν)− f‖V ∗ ‖uν − v‖V
donde ‖A (uν)− f‖V ∗ es acotado y ‖uν − v‖ −→ 0.
Entonces
l´ım
ν−→+∞
〈A (uν) , uν − u〉 = 〈f, u− u〉 = 0
y por ser A pseudomono´tono se tiene
〈A (u) , u− v〉 ≤ l´ım ı´nf
ν−→+∞
〈A (uν) , uν − v〉 = 〈f, u− v〉 (2.13)
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para cualquier v ∈ V.
Se ha probado que cualquier subsucesio´n de {A (uν)}ν∈N tiene una subsucesio´n que
converge de´bilmente a A (u) = f, y as´ı toda la sucesio´n {A (uν)}ν∈N converge
de´bilmente a A (u) . Por lo tanto, se prueba que A es un operador demicontinuo.

2.7.1. Desigualdad de Tartar
Proposicio´n 2.7.1. Para todo x, y ∈ RN
〈
|x|p−2 x− |y|p−2 y, x− y
〉
RN

 ≥ cp |x− y|
p , si p ≥ 2 ,
≥ ep |x− y|
2 (|x|+ |y|)p−2 , si 1 < p < 2,
(2.14)
donde cp, ep son constantes positivas y dependen de p.
Demostracio´n: Sea p ≥ 2, consideremos
I (p) =
〈
|x|p−2 x− |y|p−2 y, x− y
〉
Luego,
I (p) =
〈
|x|p−2 x− |y|p−2 y, x− y
〉
=
〈 1∫
0
d
ds
|sx+ (1− s) y|p−2 (sx+ (1− s) y) ds, x− y
〉
=
1∫
0
(p− 2) |sx+ (1− s) y|p−4 |〈sx+ (1− s) y, x− y〉|2 ds
+
1∫
0
|sx+ (1− s) y|p−2 |x− y|2 ds
Por otro lado, siendp p ≥ 2, se tiene
1∫
0
(p− 2) |sx+ (1− s) y|p−4 |〈sx+ (1− s) y, x− y〉|2 ds ≥ 0
luego
I (p) ≥
1∫
0
|sx+ (1− s) y|p−2 |x− y|2 ds
Supongamos que |x| ≥ |y − x| .
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En la expresio´n
|sx+ (1− s) y| = |x− (1− s) (x− y)|
≥ ||x| − (1− s) |x− y||
≥ s |x− y|
Luego
〈
|x|p−2 x− |y|p−2 y, x− y
〉
≥ |x− y|2
1∫
0
|sx+ (1− s) y|p−2 ds
≥ |x− y|2
1∫
0
sp−2 |x− y|p−2 ds
= |x− y|p
1∫
0
sp−2ds
=
1
p− 1
|x− y|p
Tomando extremos se tiene〈
|x|p−2 x− |y|p−2 y, x− y
〉
≥ c1 |x− y|
p
donde c1 =
1
p−1
es constante positiva pues p ≥ 2.
Ahora, si |x| < |y − x| se tiene lo siguiente
〈
|x|p−2 x− |y|p−2 y, x− y
〉
≥ |x− y|2
1∫
0
|sx+ (1− s) y|p−2 ds
= |x− y|2
1∫
0
(
|sx+ (1− s) y|2
) p
2
|sx+ (1− s) y|2
ds
Ademas
|sx+ (1− s) y| = |(1− s) (y − x) + x|
≤ (1− s) |y − x|+ |x|
< (2− s) |y − x|
En la expresio´n anterior, se tiene
|x− y|2
1∫
0
(
|sx+ (1− s) y|2
) p
2
|sx+ (1− s) y|2
ds ≥ |x− y|2
1∫
0
(
|sx+ (1− s) y|2
) p
2
(2− s)2 |y − x|2
ds
≥
1
4
1∫
0
(
|sx+ (1− s) y|2
) p
2 ds
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Para aplicar la desigualdad de Holder, consideremos q′ = p
2
≥ 1 y 1
q
+ 1
q′
= 1
1∫
0
|sx+ (1− s) y|2 ds ≤


1∫
0
1qds


1
q


1∫
0
(
|sx+ (1− s) y|2
) p
2 ds


2
p
=


1∫
0
(
|sx+ (1− s) y|2
) p
2 ds


2
p
⇒ elevando a la p/2 los extremos se tiene
1∫
0
(
|sx+ (1− s) y|2
) p
2 ds ≥

 1∫
0
|sx+ (1− s) y|2 ds


p
2
Y as´ı
|x− y|2
1∫
0
(
|sx+ (1− s) y|2
) p
2
|sx+ (1− s) y|2
ds ≥
1
4
1∫
0
(
|sx+ (1− s) y|2
) p
2 ds
≥
1
4

 1∫
0
|sx+ (1− s) y|2 ds


p
2
Ademas
|sx+ (1− s) y|2 = s2 |x|2 + 2s 〈x, y〉 − 2s2 〈x, y〉+ |y|2 − 2s |y|2 + s2 |y|2
Reemplazando
1∫
0
|sx+ (1− s) y|2 ds =
1∫
0
[
s2 |x|2 + 2s 〈x, y〉 − 2s2 〈x, y〉+ |y|2 − 2s |y|2 + s2 |y|2
]
ds
=
1
3
|x|2 +
1
3
〈x, y〉+
1
3
|y|2
Entonces,
|x− y|2
1∫
0
(
|sx+ (1− s) y|2
) p
2
|sx+ (1− s) y|2
ds ≥
1
4

 1∫
0
|sx+ (1− s) y|2 ds


p
2
≥
1
4
(
1
3
|x|2 +
1
3
〈x, y〉+
1
3
|y|2
) p
2
=
1
4
1
3
p
2
(
|x|2 + 〈x, y〉+ |y|2
) p
2
Tambie´n
−〈x, y〉 ≤ |〈x, y〉| ≤ |x| . |y| ≤
1
2
|x|2 +
1
2
|y|2
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Por eso
|x|2 + |y|2 + 〈x, y〉 =
1
4
(
|x|2 + |y|2
)
+
1
4
(
|x|2 + |y|2
)
+
1
2
(
|x|2 + |y|2
)
+ 〈x, y〉
≥
1
4
(
|x|2 + |y|2
)
−
1
2
〈x, y〉
=
1
4
|x− y|2
Finalmente
|x− y|2
1∫
0
(
|sx+ (1− s) y|2
) p
2
|sx+ (1− s) y|2
ds ≥
1
4
(
1
3
) p
2 (
|x|2 + 〈x, y〉+ |y|2
) p
2
≥
1
4
(
1
3
) p
2
(
1
4
|x− y|2
) p
2
=
(
1
4
) p+2
2
(
1
3
) p
2
|x− y|p
Haciendo c2 =
(
1
4
) p+2
2
(
1
3
) p
2 ≥ 0 tenemos
I (p) ≥ c2 |x− y|
p
Para cp = mı´n {c1, c2} . Note que cp > 0 y
〈
|x|p−2 x− |y|p−2 y, x− y
〉
≥ cp |x− y|
p
para todo x, y ∈ RN . 
Proposicio´n 2.7.2. Sean A,B : V −→ V ∗ operadores en el espacio real Banach V.
Entonces:
(a) Si A es mono´tono y hemicontinuo, entonces A es pseudomono´tono.
(b) Si A es fuertemente continuo, entonces A es pseudomono´tono.
(c) Si A es demicontinuo con (S)+ , entonces A es pseudomono´tono.
(d) Si A es continuo y dimV <∞, entonces A es pseudomono´tono.
(e) Aditividad. Si A y B son pseudomono´tonos entonces A+B es pseudomono´tono.
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(f) Si A es mono´tono y hemicontinuo y B es fuertemente continuo, entonces A+B
es pseudomono´tono.
(g) Si A es mono´tono y B es fuertemente continuo, entonces A+B satisface (P ) .
Demostracio´n.- Ver [17]
2.8. Propiedades de las aplicaciones del tipo (S+)
Proposicio´n 2.8.1. Sea V un espacio de Banach reflexivo, C ⊂ V no vac´ıo y
A : C → V ∗.
(a) Sea A : C → V ∗ un operador (S+) y λ > 0, entonces λA : C → V
∗ tambie´n es
un operador (S+) .
(b) Sea A : C → V ∗ un operador (S+) y B : C → V
∗ operador demicontinuo y
(S+) entonces A+B : C → V
∗ es un operador (S+) .
(c) Sea A : C → V ∗ un operador (S+) y B : C → V
∗ operador mono´tono, entonces
A+B : C → V ∗ es un operador (S+) .
(d) Sea A : C → V ∗ un operador (S+) y B : C → V
∗ completamente continuo (i.e.
si uν ⇀ u en V entonces B (uν)→ B (u) en V
∗) entonces A+B : C → V ∗ es
un operador (S+)
Demostracio´n.- Ver [2]
A seguir veremos algunos ejemplos de operadores pseudomono´tonos
que facilitara´n nuestro trabajo.
Ejemplo 1 (De la implicacio´n (a)). Sea Ω abierto, acotado y bie´n regular de RN ,
1 < p < +∞. Definamos el operador
A : W 1,p0 (Ω)
u
−→
7−→
W−1,p
∗
(Ω)
Au
Au : W 1,p0 (Ω)
v
−→
7−→
R
〈Au,v〉
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〈Au, v〉 =
〈
−
N∑
i=1
∂
∂xi
(∣∣∣∣ ∂u∂xi
∣∣∣∣p−2 ∂u∂xi
)
, v
〉
Este operador
Au =
N∑
i=1
∂
∂xi
(∣∣∣∣ ∂u∂xi
∣∣∣∣p−2 ∂u∂xi
)
, p ≥ 2
es llamado el operador Pseudo Laplaciano.
Sea ϕ ∈ C∞0 (Ω) : u ∈ W
1,p
0 (Ω)
〈Au, ϕ〉 =
〈
−
N∑
i=1
∂
∂xi
(∣∣∣∣ ∂u∂xi
∣∣∣∣p−2 ∂u∂xi
)
, ϕ
〉
Como C∞0 (Ω) es denso W
1,p
0 (Ω)
〈Au, ϕ〉 =
N∑
i=1
∫
Ω
∣∣∣∣ ∂u∂xi
∣∣∣∣p−2 ∂u∂xi . ∂ϕ∂xidx, ∀ϕ ∈ C∞0 (Ω) , ∀u ∈ W 1,p0 (Ω)
Por densidad y continuidad se tiene
〈Au,w〉 =
N∑
i=1
∫
Ω
∣∣∣∣ ∂u∂xi
∣∣∣∣p−2 ∂u∂xi . ∂w∂xidx, , ∀u, w ∈ W 1,p0 (Ω)
E´ste operador esta´ bien definido, u, v ∈ W 1,p0 (Ω)
|〈Au, v〉| =
∣∣∣∣∣∣
N∑
i=1
∫
Ω
∣∣∣∣ ∂u∂xi
∣∣∣∣p−2 ∂u∂xi . ∂v∂xidx
∣∣∣∣∣∣
≤
N∑
i=1
∫
Ω
∣∣∣∣ ∂u∂xi
∣∣∣∣p−1
∣∣∣∣ ∂v∂xi
∣∣∣∣ dx
≤
N∑
i=1

∫
Ω
∣∣∣∣ ∂u∂xi
∣∣∣∣(p−1)p
′
dx

1/p
′
∫
Ω
∣∣∣∣ ∂v∂xi
∣∣∣∣p dx

1/p Por Holder continuo
≤
N∑
i=1
∣∣∣∣ ∂u∂xi
∣∣∣∣p−1
p
∣∣∣∣ ∂v∂xi
∣∣∣∣
p
≤
(
N∑
i=1
∣∣∣∣ ∂u∂xi
∣∣∣∣p
p
)p−1( N∑
i=1
∣∣∣∣ ∂v∂xi
∣∣∣∣
)1/p
Por Holder discreto
= |∇u|p−1p |∇v|p
= |u|p−1
W 1,p0 (Ω)
|v|W 1,p0 (Ω)
<∞
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A es operador acotado
pues ∀B ⊆ W 1,p (Ω) , B acotado, entonces A (B) es acotado.
Del resultado anterior se tiene
|〈Au, v〉| ≤ |u|p−1W 1,p |v|W 1,p
y
|Au|W−1,p′ = sup
v∈W−1,p
′
v 6=0
|〈Au, v〉|
|v|
≤ |u|p−1W 1,p
Existe un M > 0
|〈Au, v〉|W−1.p′ ≤M |u|
p−1
W 1,p0 (Ω)
y as´ı A es acotado.
A es operador mono´tono
Para u, v ∈ W 1,p0 (Ω)
〈Au− Av, u− v〉 = 〈Au, u− v〉 − 〈Av, u− v〉
=
N∑
i=1
∫
Ω
∣∣∣∣ ∂u∂xi
∣∣∣∣p−2 ∂u∂xi
(
∂u
∂xi
−
∂v
∂xi
)
dx−
N∑
i=1
∫
Ω
∣∣∣∣ ∂v∂xi
∣∣∣∣p−2 ∂v∂xi
(
∂u
∂xi
−
∂v
∂xi
)
dx
=
N∑
i=1
∫
Ω
(∣∣∣∣ ∂u∂xi
∣∣∣∣p−2 ∂u∂xi −
∣∣∣∣ ∂v∂xi
∣∣∣∣p−2 ∂v∂xi
)(
∂u
∂xi
−
∂v
∂xi
)
dx
Por la desigualdad de Tartar (2.7.1)
≥ cp
N∑
i=1
∫
Ω
∣∣∣∣ ∂u∂xi − ∂v∂xi
∣∣∣∣p dx = cp |u− v|pW 1,p0 (Ω)
⇒
〈Au− Av, u− v〉 ≥ cp |u− v|
p
W 1,p0 (Ω)
≥ 0
Es decir, A es mono´tono.
A es hemicontinuo
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Probaremos que la aplicacio´n t 7−→ 〈A (u+ tv)〉 es continuo de [0,1] a R,
∀u, v, w ∈ W 1,p0 (Ω) .
En efecto, dados u, v, w ∈ W 1,p0 (Ω) y t ∈ R
〈A (u+ tv) , w〉 =
N∑
i=1
∫
Ω
∣∣∣∣ ∂u∂xi + t ∂v∂xi
∣∣∣∣p−2
(
∂u
∂xi
+ t
∂v
∂xi
)
∂w
∂xi
dx.
Observe que:
∣∣∣∣ ∂u∂xi + t ∂v∂xi
∣∣∣∣p−2
(
∂u
∂xi
+ t
∂v
∂xi
)
∂w
∂xi
≤ 2p−3
(∣∣∣∣ ∂u∂xi
∣∣∣∣p−2 + tp−2
∣∣∣∣ ∂v∂xi
∣∣∣∣p−2
)(
∂u
∂xi
+ t
∂v
∂xi
)
∂w
∂xi
y ∣∣∣∣∣
∣∣∣∣ ∂u∂xi + t ∂v∂xi
∣∣∣∣p−2
(
∂u
∂xi
+ t
∂v
∂xi
)
∂w
∂xi
∣∣∣∣∣ =
∣∣∣∣ ∂u∂xi + t ∂v∂xi
∣∣∣∣p−2
∣∣∣∣ ∂u∂xi + t ∂v∂xi
∣∣∣∣
∣∣∣∣ ∂w∂xi
∣∣∣∣
=
∣∣∣∣ ∂u∂xi + t ∂v∂xi
∣∣∣∣p−1
∣∣∣∣ ∂w∂xi
∣∣∣∣
Sea t −→ t0 en [0, 1]
∣∣∣∣ ∂u∂xi + t ∂v∂xi
∣∣∣∣p−2
(
∂u
∂xi
+ t
∂v
∂xi
)
∂w
∂xi
−→
∣∣∣∣ ∂u∂xi + t0 ∂v∂xi
∣∣∣∣p−2
(
∂u
∂xi
+ t0
∂v
∂xi
)
∂w
∂xi
c.s. en Ω
Las funciones del segundo miembro de la desigualdad anterior son integrables, luego
por el Teorema de Convergencia Dominada de Lebesgue se tiene
l´ım
t−→t0
〈A (u+ tv) , w〉 = 〈A (u+ t0v) , w〉
Y as´ı, el operador A es hemicontinuo.
Por la proposicio´n (2.7.2 a. ), el operador A es pseudomono´tono. (Es decir, el ope-
rador pseudoLaplaciano es pseudomono´tono). .
Ejemplo 2. Consideremos el espacio de Sobolev W 1,p0 (Ω) provisto de la norma
‖u‖ := ‖∇u‖Lp(Ω) .
Definamos el operador p-Laplaciano negativo
−△p : W
1,p
0 (Ω) −→
(
W 1,p0 (Ω)
)∗
= W−1,p
′
(Ω) ,
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donde Ω ⊂ RN abierto acotado con frontera bie´n regular con p > 2, p′ > 0 tal que
1
p
+ 1
p′
= 1.
Para u ∈ W 1,p0 (Ω) :
A = −△p : W
1,p
0 (Ω) −→ W
−1,p′ (Ω)
u 7→ Au = −△pu = −div
(
|∇u|p−2∇u
)
donde
〈Au, v〉 =
∫
Ω
|∇u|p−2∇u∇vdx.
Afirmacio´n 1. El operador A : W 1,p0 (Ω) −→ W
−1,p′ (Ω) esta´ bie´n definido.
En efecto, para u, v ∈ W 1,p0 (Ω) se tiene
|〈Au, v〉| =
∣∣∣∣
∫
Ω
|∇u|p−2∇u∇vdx
∣∣∣∣
≤
∫
Ω
∣∣|∇u|p−2∇u∇v∣∣ dx
=
∫
Ω
|∇u|p−1 |∇v| dx
≤
(∫
Ω
∣∣|∇u|p−1∣∣ pp−1 dx) p−1p (∫
Ω
|∇v|p dx
) 1
p
= |∇u|p−1p |∇v|p
= ‖u‖p−1
W 1,p0 (Ω)
‖v‖W 1,p0 (Ω)
<∞, u, v ∈ W 1,p0 (Ω)
Observacio´n 6. Si p > 1, q > 1 y 1
p
+ 1
q
= 1 entonces las aplicaciones
s 7−→ |s|p−2 s
r 7−→ |r|q−2 r
son inversas.
Aplicando la desigualdad de Tartar para si = |ri|
q−2 ri se obtiene
∣∣|r2|q−2 r2 − |r1|q−2 r1∣∣ ≤ c1 |r2 − r1|q−1 , 1 < q ≤ 2 (2.15)
∣∣|r2|q−2 r2 − |r1|q−2 r1∣∣ ≤ c2 |r2 − r1| ∣∣|r2|q−1 − |r1|q−1∣∣ q−2q−1 , si q > 2 (2.16)
Afirmacio´n 2. El operador −△p es continuo.
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Sean u1, u2 ∈ W
1,p
0 (Ω) , entonces dado φ ∈ W
1,p
0 (Ω) con ‖φ‖ ≤ 1 se tiene
|(△pu2 −△pu1)φ| =
∣∣∣∣∣∣
∫
Ω
(
|∇u2|
p−2∇u2 − |∇u1|
p−2∇u1
)
.∇φ dx
∣∣∣∣∣∣
≤
∫
Ω
∣∣|∇u2|p−2∇u2 − |∇u1|p−2∇u1∣∣ |∇φ| dx
≤

∫
Ω
∣∣ |∇u2|p−2∇u2 − |∇u1|p−2∇u1∣∣ pp−1 dx


p−1
p

∫
Ω
|∇φ|p dx


1
p
por la desigualdad de Holder para p−1
p
+ 1
p
= 1
≤

∫
Ω
∣∣∣∣c |∇u2 −∇u1|p−1︸ ︷︷ ︸
∣∣∣∣
p
p−1
dx


p−1
p
‖φ‖W 1,p0 (Ω)
y por la expresio´n (2.16) se tiene
=

∫
Ω
c
p
p−1 |∇u2 −∇u1|
p dx


p−1
p
=
(
c
p
p−1
) p−1
p



∫
Ω
|∇u2 −∇u1|
p dx

1/p


p−1
=c |∇u2 −∇u1|
p−1
p
≤c ‖u2 − u1‖
p−1
W 1,p0 (Ω)
u1, u2 ∈ W
1,p
0 (Ω) .
Afirmacio´n 3. El operador A = −△p es mono´tono.
Sean u, v ∈ W 1,p0 (Ω) , p > 2
〈Au− Av, u− v〉 =
∫
Ω
(
|∇u|p−2∇u− |∇v|p−2∇v
)
∇ (u− v) dx
=
∫
Ω
(
|∇u|p−2∇u− |∇v|p−2∇v
)
(∇u−∇v) dx
=
∫
Ω
〈
|∇u|p−2∇u− |∇v|p−2∇v,∇u−∇v
〉
RN
dx
≥
∫
Ω
cp |∇u−∇v|
p dx
desigualdad de Tartar, p > 2
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= cp ‖u− v‖
p
W 1,p0 (Ω)
≥ 0
y as´ı A es mono´tono.
Afirmacio´n 4. El operador A = −△p es hemicontinuo.
Para cada u, v, w ∈ W 1,p0 (Ω) probaremos que la aplicacio´n
t 7−→ 〈A (u+ tw) , v〉
es continua de [0, 1] a R. Adema´s, para un −→ u en W
1,p
0 (Ω) se tiene que
〈Aun, v〉 −→ 〈Au, v〉
pues A es operador continuo.
En efecto, sean u, v, w ∈ W 1,p0 (Ω) , t ∈ R y supongamos t −→ t0
〈A (u+ tw) , v〉 =
∫
Ω
|∇ (u+ tw)|p−2∇ (u+ tw)∇vdx (2.17)
|∇ (u+ tw)|p−2∇ (u+ tw)∇v ≤ 2p−3
(
|∇u|p−2 + tp−2 |∇w|p−2
)
∇ (u+ tw)∇v
(2.18)
y ∣∣|∇ (u+ tw)|p−2∇ (u+ tw)∇v∣∣ = |∇ (u+ tw)|p−1 |∇v| (2.19)
Como t −→ t0 en [0, 1] se tiene
|∇ (u+ tw)|p−2∇ (u+ tw)∇v −→ |∇ (u+ t0w)|
p−2∇ (u+ t0w)∇v
casi siempre en Ω, luego∫
Ω
∣∣|∇ (u+ t0w)|p−2∇ (u+ t0w)∇v∣∣ dx = ∫
Ω
|∇ (u+ t0w)|
p−1 |∇v| dx (2.20)
≤

∫
Ω
∣∣|∇ (u+ t0w)|p−1∣∣ p−1p dx


p−1
p

∫
Ω
|∇v|p dx


1
p
∈ L1 (Ω) (2.21)
por Holder.
De los resultados (2.21), (2.18) y por el Teorema de la Convergencia Dominada de
Lebesgue se obtiene
l´ım
t−→t0
〈A (u+ tw) , v〉 = 〈A (u+ t0w) , v〉 (2.22)
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es decir
〈−△p (u+ tw) , v〉 −→ 〈−△p (u+ t0w) , v〉 (2.23)
as´ı el operador −△p es hemicontinuo.
Finalmente, en este ejemplo 2, por Proposicio´n (2.7.2) , siendo −△p monoto´no
y hemicontinuo se verifica que −△p es un operador Pseudomono´tono. .
Proposicio´n 2.8.2. El operador −△p satisface la condicio´n (S)+.
Demostracio´n: Considere el operador
J : W 1,p0 (Ω) −→ R / J (u) =
1
p
∫
Ω
|∇u|p dx
(i) J ∈ C1
(
W 1,p0 (Ω) ,R
)
(ii) ∀u, v ∈ W 1,p0 (Ω)
〈J ′ (u) , v〉 =
∫
Ω
|∇u|p−2∇u∇vdx
(iii) Considere
L ≡ J ′ : W 1,p0 (Ω) −→ W
−1,p′ (Ω) ,
1
p
+
1
p′
= 1
Se va a verificar que L satisface la condicio´n (S)+ es decir si
uγ ⇀ u en W
1,p
0 (Ω) y l´ım
γ−→+∞
sup 〈Luγ − Lu, uγ − u〉 ≤ 0
entonces
uγ −→ u en W
1,p
0 (Ω)
En efecto, siendo L estrictamente mono´tono, se tiene
0 < 〈Luγ − Lu, uγ − u〉
0 ≤ l´ım
γ−→+∞
〈Luγ − Lu, uγ − u〉
0 ≤ l´ım
γ−→+∞
ı´nf 〈Luγ − Lu, uγ − u〉
Y as´ı, de la hipo´tesis y el resultado anterior
l´ım
γ−→+∞
〈Luγ − Lu, uγ − u〉 = 0
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Por demostrar que:
uγ −→ u en W
1,p
0 (Ω)⇐⇒ ‖uγ − u‖W 1,p0 (Ω)
−→ 0, si γ −→ +∞
⇐⇒
∫
Ω
|∇uγ −∇u|
p dx −→ 0, si γ −→ +∞
Para p ≥ 2 y la desigualdad de Tartar
c1
∫
Ω
|∇uγ −∇u|
p dx ≤
∫
Ω
〈
|∇uγ|
p−2∇uγ − |∇u|
p−2∇u, ∇uγ −∇u
〉
RN
dx
=
∫
Ω
(
|∇uγ|
p−2∇uγ − |∇u|
p−2∇u
)
. (∇uγ −∇u) dx
= 〈Luγ − Lu, uγ − u〉 −→ 0, γ −→ +∞
Si 1 < p < 2 y la desigualdad de Tartar
c2
∫
Ω
|∇uγ −∇u|
p dx ≤ c2
∫
Ω
|∇uγ −∇u|
p (|∇uγ|+ |∇u|)
p(2−p)
2
(|∇uγ|+ |∇u|)
p(2−p)
2
dx
= c2
∫
Ω
|∇uγ −∇u|
p
(|∇uγ|+ |∇u|)
p(2−p)
2
. (|∇uγ|+ |∇u|)
p(2−p)
2 dx
por desigualdad de Holder, 1
2/p
+ 1
2/(2−p)
= 1
≤

∫
Ω
∣∣∣∣∣ |∇uγ −∇u|
p
(|∇uγ|+ |∇u|)
p(2−p)
2
∣∣∣∣∣
2
p
dx


p
2

∫
Ω
∣∣∣( |∇uγ|+ |∇u|) p(2−p)2 ∣∣∣ 22−p dx


2−p
2
=

∫
Ω
|∇uγ −∇u|
2
(|∇uγ|+ |∇u|)
2−pdx


p
2

∫
Ω
| |∇uγ|+ |∇u| |
p dx


2−p
2
De la desigualdad de Tartar
≤

∫
Ω
〈
|∇uγ|
p−2∇uγ − |∇u|
p−2∇u, ∇uγ −∇u
〉
RN
dx


p
2

∫
Ω
| |∇uγ|+ |∇u| |
p dx


2−p
2
=

∫
Ω
(
|∇uγ|
p−2∇uγ − |∇u|
p−2∇u
)
(∇uγ −∇u) dx


p
2

∫
Ω
| |∇uγ|+ |∇u| |
p dx


2−p
2
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De la hipo´tesis
uγ ⇀ u en W
1,p
0 (Ω) =⇒ ∃K > 0 : |∇uγ|p ≤ K
=⇒
∫
Ω
|∇uγ|
p dx ≤
∼
K
Adema´s, |x+ y|p ≤ 2p−1 (|x|p + |y|p) , ∀x, y ∈ R
≤

∫
Ω
(
|∇uγ|
p−2∇uγ − |∇u|
p−2∇u
)
(∇uγ −∇u) dx


p
2

∫
Ω
2p−1 (|∇uγ|
p + |∇u|p) dx


2−p
2
= (〈Luγ − Lu, uγ − u〉)
p
2

2 (p−1)(2−p)2

∫
Ω
|∇uγ|
p dx+
∫
Ω
|∇u|p dx


2−p
2


≤ (〈Luγ − Lu, uγ − u〉)
p
2
( ∼
K + ‖u‖p
W 1,p0 (Ω)
) 2−p
2
−→ 0, si γ −→ +∞
Y as´ı ∫
Ω
|∇uγ −∇u|
p dx −→ 0, si γ −→ +∞
=⇒ ‖∇uγ −∇u‖Lp(Ω) −→ 0
=⇒ uγ −→ u en W
1,p
0 (Ω) .
Finalmente, eso verifica que L ≡ −∆p satisface la condicio´n (S)+ . 
Definicio´n 2.8.1 (Operador de Nemytskij). Sea Ω ⊂ RN , N ≥ 1, un conjunto
medible no vacio, y sea f : Ω × Rm −→ R, m ≥ 1, y u : Ω −→ Rm una funcio´n
dada. Entonces el operador de Nemytskij F asigna u 7−→ f o u; i.e., F esta dado
por
Fu (x) = (fog) (x) = f (x, u (x)) para x ∈ Ω
2.9. Funcio´n Carathe´odory
Definicio´n 2.9.1. Sea Ω ⊂ RN , N ≥ 1, un conjunto medible no vacio, y sea
f : Ω× R× Rm −→ R, m ≥ 1. La funcio´n f es llamada funcio´n Carathe´odory si
las siguientes dos condiciones se cumplen:
(i) Si para cada (s, ξ) ∈ R× Rm la funcio´n
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x 7−→ f (x, s, ξ) es medible Lebesgue en Ω.
(ii) Si para casi todo x ∈ Ω
(s, ξ) 7−→ f (x, s, ξ) es continua en R× Rm.
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Cap´ıtulo 3
Resultado Principal
Un resultado importante para lograr nuestro objetivo, que es probar la existencia
de soluciones de´biles del problema (1.2) es el Teorema de Bre´zis, para operadores
pseudomono´tonos.
Teorema 3.0.1 (De Bre´zis). Sea V un espacio de Banach, separable y reflexivo.
Para cualquier A : V −→ V ∗, un operador pseudomono´tono y coercivo entonces
es surjectivo. Es decir, para cualquier f ∈ V ∗, existe al menos una solucio´n de la
ecuacio´n
A(u) = f (3.1)
Demostracio´n:
• Vamos ahora a aplicar el ”me´todo de Galerkin”para demostrar la existencia de
solucio´n de´bil de (3.1).
Como V es separable, entonces existe una base hilbertiana (wν)ν∈N de V, tal que
Vm = [w1, w2, ..., wm] el espacio generado por {w1, w2, ..., wm} tal que V =
⋃
m Vm.
Determinaremos una funcio´n ( si fuera posible) una funcio´n um ∈ Vm que tiene la
forma
um =
m∑
i=1
ξmi wm
que satisface las ecuaciones de Galerkin
um ∈ Vm : 〈A(um)− f, wi〉 = 0, i = 1, 2, ...,m. (3.2)
Primero veamos la existencia de soluciones del sistema aproximado
g(cm) = 0 en Rm,
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donde cm := (cm1 , c
m
2 , ..., c
m
m) ∈ R
m y g := (g1, g2, ..., gm) : R
m −→ Rm definida por
gi : R
m −→ R
cm 7−→ gi(c
m)
y gi(c
m) := 〈A(um)− f, wi〉 , i = 1, 2, ...m.
Afirmacio´n 1. Las funciones coordenadas gi son continuas.
En efecto, sea la sucesio´n convergente xl −→ x en Rm donde yl =
m∑
i=1
xliwi y
y =
m∑
i=1
xiwi, entonces yl −→ y en V. Desde A es acotado se tiene que la sucesio´n
(A(ul))l∈N es acotado en V
∗. Como V ∗ es tambie´n reflexivo, se tiene que A(yl)⇀ ψ
por (2.1.2) (T-Eberlein-Smulian). Por lo tanto, 〈A(yl), yl − y〉 −→ 0, y teniendo en
cuenta que el operador A es pseudomono´tono, resulta
〈A(y), y − v〉 ≤ l´ım inf
l−→+∞
〈A(yl), yl − v〉
= l´ım
l−→+∞
〈A(yl), yl − v〉
= 〈ψ, y − v〉 ,
entonces 〈A(y), y − v〉 − 〈ψ, y − v〉 ≤ 0 y as´ı 〈A(y)− ψ, y − v〉 ≤ 0 ∀v ∈ V .
Sea v = y − w, donde w ∈ V se tiene 〈A(y)− ψ,w〉 ≤ 0, ∀w ∈ V
⇔ 〈A(y)− ψ,w〉 = 0, ∀w ∈ V ⇔ A(y) = ψ.
Por lo tanto,
gi
(
xl
)
= 〈A (yl)− f, ξi〉 −→ 〈A (y)− f, ξi〉 = gi (x)
y as´ı se ve que cada funcio´n coordenada gi es continua, por lo tanto la aplicacio´n
g : Rm −→ Rm es continua.
Afirmacio´n 2. El sistema aproximado (3.2) (ecuaciones de Galerkin) tiene una
solucio´n aproximada um ∈ Vm tal que ‖um‖ ≤ R1, donde R1 > 0 es una constante
independiente de m ∈ N.
En efecto, este resultado se obtiene usando la continuidad de g y la coercividad de
A.
Es decir, {um}m ⊂ V sucesio´n de solucio´n aproximada de Galerkin tal que um ∈ V
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y ‖um‖ ≤ R1 de aqu´ı ‖A (um)‖V ∗ ≤ M, para algu´n M > 0, pues A es acotado.
As´ı tenemos
〈A(um)− f, v〉 = 0, ∀v ∈ Vm (3.3)
• Como la sucesio´n {um}m es acotada en V, por (2.1.2) (T-Eberlein-Smulian), existe
una subsucesio´n
(
unj
)
j
∈ V tal que unj ⇀ u en V.
Eso quiere decir que
〈
A
(
umj
)
, umj
〉
=
〈
f, umj
〉
−→ 〈f, u〉
Sea un v ∈ V. Por la densidad de
⋃
m
Vm en V , existe w
ε ∈
⋃
m
Vm tal que
‖v − wε‖ < ε, luego
wε ∈ ∪mVm ⇐⇒ ∃mε ∈ N tal que w
ε ∈ Vmε
Para j suficientemente grande podemos tener mj > mε el cual implica que
wε ∈ Vmε ⊂ Vmj y as´ı por (3.3) se cumple que〈
A
(
umj
)
− f, wε
〉
= 0.
Luego entonces
〈
A
(
umj
)
− f, v
〉
=
〈
A
(
umj
)
− f, v − wε
〉
≤
∥∥A (umj)− f∥∥V ∗ ‖v − wε‖V
≤
(∥∥A (umj)∥∥V ∗ + ‖f‖V ∗) ‖v − wε‖V
≤ (M + ‖f‖V ∗) ε
Para v = umj − u se tiene〈
A
(
umj
)
, umj − u
〉
=
〈
A
(
umj
)
+ f − f, umj − u
〉
=
〈
A
(
umj
)
− f, umj − u
〉
+
〈
f, umj − u
〉
.
Tomando limite superior
l´ım sup
j−→+∞
〈
A
(
umj
)
, umj − u
〉
≤ (M + ‖f‖V ∗) ε
y as´ı para ε arbitrario se tiene l´ım sup
j−→+∞
〈
A
(
umj
)
, umj − u
〉
≤ 0, ademas siendo el
operador A pseudomono´tono tenemos
〈A (u) , u− v〉 ≤ l´ım
j−→+∞
ı´nf
〈
A
(
umj
)
, umj − v
〉
.
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Si tomamos v ∈
⋃
m
Vm, para j suficentemente grande se tiene que v ∈ Vmj , y as´ı
〈A (u) , u− v〉 ≤ l´ım
j−→+∞
ı´nf
〈
A
(
umj
)
, umj − v
〉
= 〈f, u− v〉 ∀v ∈
⋃
m
Vm
Lo que se quiere es verificar que el resultado anterior se cumpla ∀v ∈ V. Sea
v ∈ V y ε > 0, entonces ∃wε ∈
⋃
mVm tal que ‖v − w
ε‖ < ε. Entonces
〈A (u)− f, u− v〉 = 〈A (u)− f, u− wε〉+ 〈A (u)− f, wε − v〉
≤ (‖A (u)‖V ∗ + ‖f‖V ∗) ε.
Para ε arbitrario, se sigue que 〈A (u)− f, u− v〉 ≤ 0 ∀v ∈ V . Quiere decir que
si tomamos ∀w ∈ V, y haciendo v = u − w se tendra´ 〈A (u)− f, w〉 ≤ 0, ∀w ∈ V,
con lo cual concluimos que
A (u) = f

3.1. Formulacio´n variacional del problema
Sea r ∈ [1,+∞[ , y r′ su conjugada de Sobolev tal que 1
r
+ 1
r′
= 1, ademas p∗ es
el exponente cr´ıtico de Sobolev donde p∗ = pN
N−p
si N > p.
Consideremos el espacio de Sobolev W 1,p0 (Ω) provisto de la norma ‖u‖ := |u|Lp(Ω)
∀u ∈ W 1,p0 (Ω) . El operador
−∆p : W
1,p
0 (Ω) −→
(
W 1,p0 (Ω)
)∗
= W−1,p
′
(Ω)
En el ana´lisis de la solucio´n de´bil del nuestro problema (1.2), sea λ1,p el primer
autovalor del operador −∆p en el espacio W
1,p
0 (Ω) el cual se define
λ1,p = ı´nf
u∈W 1,p0 (Ω),u 6=0
|∇u|pLp(Ω)
|u|pLp(Ω)
. (3.4)
En la parte derecha de la ecuacio´n (1.2), f(x, u, ξ) satisface las siguientes hipo´tesis:
(H1) Existen constantes a1 ≥ 0, a2 ≥ 0, α ∈ [0, p
∗ − 1[, β ∈
[
0, p
(p∗)′
[
y una funcio´n
σ ∈ Lγ
′
(Ω) donde γ ∈ [1, p∗[, tal que
|f (x, s, ξ) | ≤ σ (x) + a1 |s|
α + a2 |ξ|
β casi siempre en Ω, ∀ (s, ξ) ∈ R× RN ;
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(H2) tambien existen constantes d1 ≥ 0, d2 ≥ 0, donde λ
−1
1,pd1 + d2 < 1, y una
funcio´n ω ∈ L1 (Ω) , tal que
f (x, s, ξ) s ≤ ω (x) + d1 |s|
p + d2 |ξ|
p casi siempre en Ω, ∀ (s, ξ) ∈ R× RN .
Considerar el problema de hallar una funcio´n u : Ω→ R tal que∣∣∣∣∣∣
−∆pu− µ∆qu = f (x, u,∇u) en Ω
u = 0 en ∂Ω.
(3.5)
donde Ω ⊂ RN es un subconjunto no vac´ıo, abierto y acotado con frontera ∂Ω,
con µ ∈ [0,∞[, 1 < q < p, donde el operador p;Laplaciano se define como ∆pu =
div
(
|∇u|p−2∇u
)
y similarmente el operador q;Laplaciano es ∆qu = div
(
|∇u|q−2∇u
)
.
Multiplicamos la ecuacio´n (3.5) por una funcio´n v suficientemente regular e in-
tegrando sobre Ω.∫
Ω
(−∆pu) vdx+
∫
Ω
(−µ∆qu) vdx =
∫
Ω
f (x, u,∇u) vdx (3.6)
Aplicando el Teorema de Green e imponiendo la condicio´n v |Γ= 0 se tiene∫
Ω
|∇u|p−2∇u∇vdx+ µ
∫
Ω
|∇u|q−2∇u∇vdx =
∫
Ω
f (x, u,∇u) vdx (3.7)
Con esto definimos el concepto de solucio´n de´bil del problema (3.5).
Definicio´n 3.1.1. Decimos que u : Ω→ R es solucio´n de´bil de (3.5) si
(i) u ∈ W 1,p0 (Ω)
(ii) u satisface la ecuacio´n (3.7), ∀v ∈ W 1,p0 (Ω).
Observacio´n 7. Cada te´rmino en (3.7) esta´ bie´n definido.
(a)
∣∣∣∣∣∣
∫
Ω
|∇u|p−2∇u∇vdx
∣∣∣∣∣∣ ≤
∫
Ω
|∇u|p−2 |∇u| |∇v| dx ≤
∫
Ω
|∇u|p−1 |∇v| dx
por desigualdad de Holder, 1
(p−1)/p
+ 1
p
= 1
≤

∫
Ω
∣∣|∇u|p−1∣∣ pp−1 dx


p−1
p

∫
Ω
|∇v|p dx


1
p
≤ |∇u|p−1p |∇v|p
≤ ‖u‖p−1
W 1,p0 (Ω)
‖v‖W 1,p0 (Ω)
<∞
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(b)
∣∣∣∣∣∣µ
∫
Ω
|∇u|q−2∇u∇vdx
∣∣∣∣∣∣ ≤ µ
∫
Ω
|∇u|q−1∇vdx, µ ≥ 0
por desigualdad de Holder, 1
q/(q−1)
+ 1
q
= 1
≤ µ

∫
Ω
∣∣|∇u|q−1∣∣ qq−1 dx


q−1
q

∫
Ω
|∇v|q dx


1
q
= µ |∇u|q−1q |∇v|q
≤ µ ‖u‖q−1
W 1,q0 (Ω)
‖v‖W 1,q0 (Ω)
para 1 < q < p, se tiene W 1,p0 (Ω) →֒ W
1,q
0 (Ω) , ‖u‖W 1,q0 (Ω)
≤ ‖u‖W 1,p0 (Ω)
≤ µ ‖u‖p−1
W 1,p0 (Ω)
‖v‖W 1,p0 (Ω)
<∞
(c) Por desigualdad de Holder, la hipo´tesis (H1) y 1 < γ < p∗∣∣∣∣∣∣
∫
Ω
f (x, u,∇u) vdx
∣∣∣∣∣∣ ≤

∫
Ω
|f (x, u,∇u)|γ
′
dx

1/γ
′
∫
Ω
|v|γ dx

1/γ
≤

Cγ ∫
Ω
(
|σ (x)|γ
′
+ |u (x)|αγ
′
+ |∇ (x)|βγ
′
)
dx

1/γ
′
∫
Ω
|v|γ dx

1/γ
αγ′ < p∗ → γ′ < p
∗
α
βγ′ < p∗ → γ′ < p
∗
β

⇒ γ′ < mı´n
{
p∗
α
, p
∗
β
}
1 < γ < p∗ → 1
γ
+ 1
γ
′ = 1⇒ γ
′
= γ−1
γ
1
p∗
< 1
γ
< 1→ −1 < − 1
γ
< − 1
p∗
→ 0 < 1−
1
γ︸ ︷︷ ︸ < 1− 1p∗
→ 1
γ
′ < 1− 1p∗ → γ
′
> p
∗
p∗−1
Basta elegir
p∗
p∗ − 1
< γ
′
< mı´n
{
p∗
α
,
p∗
β
}
(3.8)
≤ (Cγ)
1/γ′


∫
Ω
|σ (x)|γ
′
dx
︸ ︷︷ ︸
(i)
+
∫
Ω
|u (x)|αγ
′
dx
︸ ︷︷ ︸
(ii)
+
∫
Ω
|∇ (x)|βγ
′
dx
︸ ︷︷ ︸
(iii)


1/γ′
∫
Ω
|v|γ dx


︸ ︷︷ ︸
<∞
1/γ
Por (3.8) se tiene que cada te´rmino es finito.
38
Observacio´n 8. Adema´s, se prueba que
f (x, u,∇u) ∈ Lr
′
(Ω) , ∀u ∈ W 1,p0 (Ω) , (3.9)
para algu´n r ∈ [1, p∗[ , de acuerdo a la condicio´n (H1) y propiedad de inmersio´n de
Sobolev.
Teorema Principal
Ahora ya estamos listos para enunciar y probar el resultado central de nuestro
trabajo.
3.2. Existencia de la solucio´n
Teorema 3.2.1. Suponiendo que las condiciones (H1) y (H2) se cumplen, entonces
el problema (3.5) tiene una solucio´n de´bil u ∈ W 1,p0 (Ω) , donde el para´metro µ ≥ 0.
Demostracio´n: En la existencia de la solucio´n del problema (3.5) se utiliza la
teor´ıa de operadores Pseudomono´tonos.
Para ello construimos el operador A : W 1,p0 (Ω) −→ W
−1,p′ (Ω) definido por
Au = −∆pu− µ∆qu−N (u) (3.10)
Au : W 1,p0 (Ω)
v
→
7→
R
〈Au,v〉
〈Au, v〉 = 〈−∆pu− µ∆qu−N (u) , v〉
=
∫
Ω
|∇u|p−2∇u.∇vdx+ µ
∫
Ω
|∇u|q−2∇u.∇vdx−
∫
Ω
f (x, u,∇u) vdx
donde N : W 1,p0 (Ω) −→ W
−1,p′ (Ω) es el operador de Nemytskii asociado a f.
N : W 1,p0 (Ω)
u
→
7−→
W−1,p
′
(Ω)
N(u)=f(x,u,∇u)
Del resultado en la ecuacio´n (3.9) se tiene que
N (u) ∈ W−1,p
′
(Ω) ∀u ∈ W 1,p0 (Ω)
De la hipo´tesis (H1), denominada as´ı como la condicio´n de crecimiento para f
tenemos que
A : W 1,p0 (Ω) −→ W
−1,p′ (Ω)
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es un operador acotado, el cual significa que lleva conjuntos acotados en conjuntos
acotados.
Afirmacio´n 5. El operador A definido en (3.10) es pseudomono´tono.
En efecto, sea {uν} ⊂ W
1,p
0 (Ω) tal que
uν ⇀ u y l´ım sup
ν−→+∞
〈Auν , uν − u〉 ≤ 0
Veamos el caso cuando N > p. De la hipo´tesis (H1) conseguimos que: γ < p∗,
p∗
p∗−α
< p∗, p
p−β
< p∗, donde p∗ es el exponente cr´ıtico de Sobolev, p∗ = pN
N−p
si
N > p, y p∗ =∞ si N ≤ p. En efecto:
para γ ∈ [1, p∗[ entonces 1 ≤ γ < p∗, adema´s por Teorema de Rellich-
Kondrachov de la inmersio´n compacta se tiene
W 1,p0 (Ω) ⊂ W
1,p (Ω)
c
→֒ Lγ (Ω) ⇒
uν −→ u en L
γ (Ω) (3.11)
para α ∈ [0, p∗ − 1[⇐⇒ 0 ≤ α < p∗ − 1→ 1 < p∗ − α→ 1
p∗−α
< 1 → p
∗
p∗−α
< p∗
⇒ W 1,p0 (Ω) ⊂ W
1,p (Ω)
c
→֒ L
p∗
p∗−α (Ω) ⇒
uν −→ u en L
p∗
p∗−α (Ω) . (3.12)
para β ∈
[
0, p
(p∗)′
[
⇔
0 ≤ β < p(p
∗−1)
p∗
→ β
p∗−1
< p
p∗
→ β < p(p
∗−1)
p∗
→ p− β > p− p(p
∗−1)
p∗
→
p− β > p
[
1− p
∗−1
p∗
]
→ p−β
p
> p
∗−p∗+1
p∗
→ p
p−β
< p∗
⇒ W 1,p0 (Ω) ⊂ W
1,p (Ω)
c
→֒ L
p
p−β (Ω) ⇒ uν −→ u en L
p
p−β (Ω) .(3.13)
Con estos resultados de convergencia fuerte y la hipo´tesis (H1), se tiene
l´ım
ν−→+∞
∫
Ω
f (x, uν ,∇uν) (uν − u) dx ≤ l´ım
ν−→+∞
∣∣∣∣∣∣
∫
Ω
f (x, uν ,∇uν) (uν − u) dx
∣∣∣∣∣∣
≤ l´ım
ν−→+∞
∫
Ω
|f (x, uν ,∇uν)| . |uν − u| dx
≤ l´ım
ν−→+∞
∫
Ω
(
σ (x) + a1 |uν |
α + a2 |∇uν |
β
)
|uν − u| dx
40
≤ l´ım
ν−→+∞
∫
Ω
σ (x) |uν − u | dx+ l´ım
ν−→+∞
∫
Ω
a1 |uν |
α |uν − u| dx+ l´ım
ν−→+∞
∫
Ω
a2 |∇uν |
β |uν − u| dx
= l´ım
ν−→+∞
∫
Ω
σ (x) |(uν − u)| dx
︸ ︷︷ ︸
I1
+ l´ım
ν−→+∞
∫
Ω
a1 |uν |
α |uν − u| dx
︸ ︷︷ ︸
I2
+ l´ım
ν−→+∞
∫
Ω
a2 |∇uν |
β |uν − u| dx
︸ ︷︷ ︸
I3
Analizando cada te´rmino
*) Para I1, donde σ ∈ L
γ′ (Ω) , 1
γ
+ 1
γ′
= 1, la convergencia (3.11) y desigualdad
de Sobolev.
I1 ≤ l´ım
ν−→+∞
∫
Ω
|σ (x)| |(uν − u)| dx ≤ l´ım
ν−→+∞

∫
Ω
|σ (x)|γ
′
dx


1
γ′

∫
Ω
|uν − u|
γ dx


1
γ
= l´ım
ν−→+∞
|σ|Lγ′ (Ω) |uν − u|Lγ(Ω) = 0
**) Para I2, α ∈ [0, p
∗ − 1[ , 1
( p
∗
p∗−α)
+ 1
( p
∗
α )
= 1, la convergencia (3.12) y
desigualdad de Sobolev.
I2 = l´ım
ν−→+∞
∫
Ω
a1 |uν |
α |uν − u| dx
≤ l´ım
ν−→+∞
a1

∫
Ω
||uν |
α|
p∗
α dx


1
(p∗/α)

∫
Ω
|uν − u|
p∗
p∗−α dx


1
( p
∗
p∗−α)
= l´ım
ν−→+∞
a1

∫
Ω
|uν |
p∗ dx


α
p∗

∫
Ω
|uν − u|
p∗
p∗−α dx


1
( p
∗
p∗−α)
= l´ım
ν−→+∞
a1 |uν |Lp∗ (Ω) |uν − u|
L
p∗
p∗−α (Ω)
= 0
***) Para I3, β ∈
[
0, p
(p∗)′
[
, 1
( pp−β )
+ 1
( pβ )
= 1, la convergencia (3.13) y desigualdad
de Sobolev.
I3 = l´ım
ν−→+∞
∫
Ω
a2 |∇uν |
β |uν − u| dx
≤ l´ım
ν−→+∞
a2

∫
Ω
∣∣∣|∇uν |β∣∣∣ pβ dx


1
( pβ )

∫
Ω
|uν − u|
p
p−β dx


1
( pp−β )
= l´ım
ν−→+∞
a2 |∇uν |
β
Lp(Ω) |uν − u|L
p
p−β (Ω)
= l´ım
ν−→+∞
a2 |uν |
β
W 1,p0 (Ω)
|uν − u|
L
p
p−β (Ω)
= 0
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Y as´ı, de los resultados obtenidos se observa que cada sumando I1, I2 y I3 tiende a
cero
l´ım
ν−→+∞
∫
Ω
f (x, uν ,∇uν) (uν − u) dx = 0 (3.14)
De la ecuacio´n (3.7) aplicado a uν donde v = uν − u se tiene∫
Ω
|∇uν |
p−2∇uν .∇ (uν − u) dx+ µ
∫
Ω
|∇uν |
q−2∇uν .∇ (uν − u) dx
−
∫
Ω
f (x, uν ,∇uν) (uν − u) dx = 0
Tomando en cuenta (3.10) y (3.14) podemos inferir
l´ım sup
ν−→+∞
〈Auν , uν − u〉 = l´ım sup
ν−→+∞
〈−∆puν − µ∆quν −N (uν) , uν − u〉
= l´ım sup
ν−→+∞

∫
Ω
|∇uν |
p−2∇uν .∇ (uν − u) dx+ µ
∫
Ω
|∇uν |
q−2∇uν .∇ (uν − u) dx
tiende a cero︷ ︸︸ ︷
−
∫
Ω
f (x, uν ,∇uν) (uν − u) dx ] ≤ 0
Considerando los extremos
l´ım sup
ν−→+∞
〈−∆puν − µ∆quν , uν − u〉 ≤ 0
Luego, el operador −∆p−µ∆q cumple la condicio´n (S)+ en el espacioW
1,p
0 (Ω) debido
a la propiedad (2.8.1c.) y as´ı pasamos de la convergencia de´bil a la convergencia
fuerte uν −→ u en W
1,p
0 (Ω). Eso asegura que A(uν) −→ A(u) en W
−1,p′(Ω) y esto
garantiza que el operador A es pseudomono´tono.
Afirmacio´n 6. El operador A es coercivo, es decir
l´ım
‖u‖→+∞
〈Au, u〉
‖u‖
= +∞
En efecto, de la ecuacio´n (3.4)
λ1,p ≤
|∇u|pLp(Ω)
|u|pLp(Ω)
, ∀u ∈ W 1,p0 (Ω) , u 6= 0
λ1,p |u|
p
Lp(Ω) ≤ |∇u|
p
Lp(Ω) , ∀u ∈ W
1,p
0 (Ω)
− |u|pLp(Ω) ≥ −
1
λ1,p
|∇u|pLp(Ω) (3.15)
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Y por la hipo´tesis (H2) tenemos
〈Au, u〉 =
∫
Ω
|∇u|p−2∇u.∇udx+ µ
∫
Ω
|∇u|q−2∇u.∇udx−
∫
Ω
f (x, u,∇u) udx
=
∫
Ω
|∇u|p dx+ µ
∫
Ω
|∇u|q dx−
∫
Ω
f (x, u,∇u) udx
= |∇u|pLp(Ω) + µ |∇u|
q
Lq(Ω) −
∫
Ω
f (x, u,∇u) udx
︸ ︷︷ ︸
(♦)
Analizando en (♦), para ω ∈ L1 (Ω) y λ−11,pd1 + d2 < 1
f (x, u,∇u) .u ≤ ω (x) + d1 |u (x)|
p + d2 |∇u (x)|
p
⇒
−
∫
Ω
f (x, u (x) ,∇u (x)) .u (x) dx ≥ −
∫
Ω
ω (x) dx−
∫
Ω
d1 |u (x)|
p dx−
∫
Ω
d2 |∇u (x)|
p dx
≥ −
∫
Ω
|ω (x)| dx− d1 |u|
p
p − d2 |∇u|
p
p
≥ − |ω|L1(Ω) − d1 |u|
p
p − d2 |∇u|
p
p
por la ecuacio´n (3.15)
≥ − |ω|L1(Ω) −
d1
λ1,p
|∇u|pp − d2 |∇u|
p
p
≥ − |ω|L1(Ω) −
(
d1 + d2.λ1,p
λ1,p
)
|∇u|pp
Tomando extremos
〈Au, u〉 ≥ |∇u|pLp(Ω) + µ |∇u|
q
Lq(Ω) − |ω|L1(Ω) −
(
d1 + d2.λ1,p
λ1,p
)
|∇u|pp
≥
(
1−
d1 + d2.λ1,p
λ1,p
)
|∇u|pp − |ω|L1(Ω)
=
(
1−
d1 + d2.λ1,p
λ1,p
)
‖u‖p
W 1,p0 (Ω)
− |ω|L1(Ω)
=⇒
−
|ω|L1(Ω)
‖u‖W 1,p0 (Ω)
+
(
1−
d1 + d2.λ1,p
λ1,p
)
‖u‖p−1
W 1,p0 (Ω)
≤
〈Au, u〉
‖u‖W 1,p0 (Ω)
, para u 6= 0, u ∈ W 1,p0 (Ω)
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⇒ Tomando l´ımite
− l´ım
‖u‖−→+∞
|ω|L1(Ω)
‖u‖W 1,p0 (Ω)︸ ︷︷ ︸
−→ 0
+
(
1−
d1 + d2.λ1,p
λ1,p
)
︸ ︷︷ ︸
>0
l´ım
‖u‖−→+∞
‖u‖p−1︸ ︷︷ ︸
−→ +∞
≤ l´ım
‖u‖−→+∞
〈Au, u〉
‖u‖
⇒
l´ım
‖u‖−→+∞
〈Au, u〉
‖u‖
= +∞
Se sigue que el operador A es coercivo.
As´ı, hemos demostrado que el operador A : W 1,p0 (Ω) −→ W
−1,p′ (Ω) es pseudo-
mono´tono, acotado y coercivo, por lo tanto, aplicando el teorema (3.0.1) , existe al
menos un elemento u ∈ W 1,p0 (Ω) tal que Au = 0, es decir u es una solucio´n de´bil
del problema (3.7), el cual completa la prueba de existencia. 
3.3. Unicidad de la solucio´n
En la unicidad de la solucio´n del problema (3.5) se necesita hipo´tesis fuertes (ver
[19] para el caso en el que f no dependa del gradiente ∇u). Las hipo´tesis son:
(U) (a) existe una constante b1 ≥ 0 tal que
(f (x, s, ξ)− f (x, t, ξ)) (s− t) ≤ b1 |s− t|
2 c.t.p x ∈ Ω, ∀ξ ∈ RN , ∀s, t ∈ R;
(U) (b) existe una funcio´n r ∈ Lδ (Ω) , con δ ∈ [1, p∗[ , y una constante b2 ≥ 0 tal que
la funcio´n f (x, s, .)− r (x) es lineal y
|f (x, s, ξ)− r (x)| ≤ b2 |ξ| c.t.p x ∈ Ω, ∀ (s, ξ) ∈ R× R
N .
Teorema 3.3.1. Supongamos que se cumplen las hipo´tesis (H1), (H2), (U) (a) y
(U) (b).
(i) Si p = 2 > q > 1 y b1λ
−1
1,2+b2λ
− 1
2
1,2 < 1, entonces la solucio´n del problema (3.5)
es u´nica para cada µ > 0.
(ii) Si p > q = 2, entonces la solucio´n del problema (3.5) es u´nica para cada
µ > b1λ
−1
1,2 + b2λ
− 1
2
1,2 .
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Demostracio´n:
Considerando que se verifican (H1) y (H2), aplicando el teorema (3.2.1 ) existe
u1 ∈ W
1,p
0 (Ω) solucio´n de´bil del problema (3.5 ) para cada µ > 0.
−∆pu1 − µ∆qu1 = f (x, u1,∇u1)
Suponiendo que u2 ∈ W
1,p
0 (Ω) es otra solucio´n del problema (3.5 ).
−∆pu2 − µ∆qu2 = f (x, u2,∇u2)
Restando las ecuaciones se tiene
(−∆pu1 − µ∆qu1)− (−∆pu2 − µ∆qu2) = f (x, u1,∇u1)− f (x, u2,∇u2)
(−∆pu1 +∆pu2) + µ (−∆qu1 +∆qu2) = f (x, u1,∇u1)− f (x, u2,∇u2)
Aplicando este resultado a la funcio´n (u1 − u2) ∈ W
1,p
0 (Ω)
〈−∆pu1 +∆pu2 + µ (−∆qu1 +∆qu2) , u1 − u2〉 = 〈f (x, u1,∇u1)− f (x, u2,∇u2) , u1 − u2〉
(3.16)
i) Para el caso p = 2 en la ecuacio´n anterior
〈−∆pu1 +∆pu2, u1 − u2〉+ 〈µ (−∆qu1 +∆qu2) , u1 − u2〉
= 〈f (x, u1,∇u1)− f (x, u2,∇u2) , u1 − u2〉
〈−∆u1 +∆u2, u1 − u2〉︸ ︷︷ ︸
(I)
+ 〈µ (−∆qu1 +∆qu2) , u1 − u2〉︸ ︷︷ ︸
(II)
(3.17)
= 〈f (x, u1,∇u1)− f (x, u2,∇u2) , u1 − u2〉︸ ︷︷ ︸
(III)
Revisando en cada caso, empezamos con (I)
〈−∆u1 +∆u2, u1 − u2〉 =
∫
Ω
|∇ (u1 − u2)|
2 dx (3.18)
= |∇ (u1 − u2)|
2
2 (3.19)
Para el sumando (II) con µ > 0, p = 2 > q > 1, con −∆q operador mono´tono
〈µ (−∆qu1 +∆qu2) , u1 − u2〉 ≥ 0 (3.20)
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Ahora veamos (III)
〈f (x, u1,∇u1)− f (x, u2,∇u2) , u1 − u2〉 =
∫
Ω
(f (x, u1,∇u1)− f (x, u2,∇u2)) . (u1 − u2) dx
=
∫
Ω
f (x, u1,∇u1) . (u1 − u2) dx−
∫
Ω
f (x, u2,∇u2) . (u1 − u2) dx
Sumando y restando ∫
Ω
f (x, u2,∇u1) . (u1 − u2) dx
a la expresio´n anterior y agrupando convenientemente
=
∫
Ω
(f (x, u1,∇u1)− f (x, u2,∇u1)) . (u1 − u2) dx
︸ ︷︷ ︸
parte 1
+
∫
Ω
(f (x, u2,∇u1)− f (x, u2,∇u2)) . (u1 − u2) dx
︸ ︷︷ ︸
parte 2
En la parte 1 aplicamos la hipo´tesis (U) (a) , existe una constante b1 ≥ 0 tal que∫
Ω
(
f
(
x, u1︸︷︷︸,∇u1
)
− f
(
x, u2︸︷︷︸,∇u1
))
. (u1 − u2) dx
≤
∫
Ω
b1 |u1 (x)− u2 (x)|
2 dx c.t.p. x ∈ Ω, ∇u1 ∈ R
N
≤b1 |u1 − u2|
2
2
Entonces∫
Ω
(
f
(
x, u1︸︷︷︸,∇u1
)
− f
(
x, u2︸︷︷︸,∇u1
))
. (u1 − u2) dx ≤ b1 |u1 − u2|
2
L2(Ω) (3.21)
As´ı mismo, en la parte 2, de la condicio´n (U) (b) existe una funcio´n r ∈ Lδ (Ω) y
una constante b2 ≥ 0 tal que
T (θ) = f (x, u2, θ)− r (x) , es lineal para θ ∈ R
N
T (α (ξ − η)) = f (x, u2, α (ξ − η))− r (x) , α ∈ R, ∀ξ, η ∈ R
N
αT (ξ − η) = αf (x, u2, ξ − η)− r (x)
= α (f (x, u2, ξ)− r (x)− f (x, u2, η) + r (x))− r (x)
= α (f (x, u2, ξ)− f (x, u2, η))− r (x)
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Haciendo α = u1 (x)− u2 (x) ∈ R en la expresio´n anterior
(f (x, u2,∇u1)− f (x, u2,∇u2)) . (u1 (x)− u2 (x))
= (u1 (x)− u2 (x)) .f (x, u2,∇u1 −∇u2)
= (u1 (x)− u2 (x)) .f (x, u2,∇ (u1 − u2))
= f (x, u2, (u1 (x)− u2 (x)) .∇ (u1 − u2))− r (x)
Adema´s, sabiendo que: u (x) . ∂
∂x
u (x) = 1
2
∂
∂x
(u (x))2 .
Luego
(u1 (x)− u2 (x)) .∇ (u1 − u2) = (u1 (x)− u2 (x)) .
(
∂
∂x1
(u1 − u2) , ....,
∂
∂xN
(u1 − u2)
)
=
(
(u1 (x)− u2 (x))
∂
∂x1
(u1 − u2) , ...., (u1 (x)− u2 (x))
∂
∂xN
(u1 − u2)
)
=
(
(u1 (x)− u2 (x))
∂
∂x1
(u1 − u2) , ...., (u1 (x)− u2 (x))
∂
∂xN
(u1 − u2)
)
=
(
1
2
∂
∂x1
(u1 − u2)
2 , ....,
1
2
∂
∂xN
(u1 − u2)
2
)
=∇
(
1
2
(u1 − u2)
2
)
entonces
(u1 (x)− u2 (x)) .∇ (u1 − u2) = ∇
(
1
2
(u1 − u2)
2
)
Reemplazando se tiene
f (x, u2, (u1 (x)− u2 (x)) .∇ (u1 − u2))−r (x) = f
(
x, u2,∇
(
1
2
(u1 − u2)
2
))
−r (x)
Retomando la parte 2∫
Ω
(f (x, u2,∇u1)− f (x, u2,∇u2)) . (u1 − u2) dx =
∫
Ω
(
f
(
x, u2,∇
(
1
2
(u1 − u2)
2
))
− r (x)
)
dx
≤
∫
Ω
b2
∣∣∣∣∇
(
1
2
(u1 − u2)
2
)∣∣∣∣ dx
=b2
∫
Ω
|u1 (x)− u2 (x)| . |∇ (u1 − u2)| dx
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Por desigualdad de Holder
≤b2

∫
Ω
|u1 (x)− u2 (x)|
2 dx


1
2

∫
Ω
|∇ (u1 − u2)|
2 dx


1
2
≤b2 |u1 − u2|L2(Ω)︸ ︷︷ ︸ |∇ (u1 − u2)|L2(Ω)
como por hipo´tesis λ1,p |u|
p
Lp(Ω) ≤ |∇u|
p
Lp(Ω) , ∀u ∈ W
1,p
0 (Ω) entonces para
p = 2, se tiene λ1,2 |u|
2
L2(Ω) ≤ |∇u|
2
L2(Ω) , ⇒ sacando ra´ız cuadrada
|u1 − u2|L2(Ω) ≤ λ
− 1
2
1,2 |∇ (u1 − u2)|L2(Ω) ,
reemplazando en la desigualdad anterior
≤b2λ
− 1
2
1,2 |∇ (u1 − u2)|L2(Ω) . |∇ (u1 − u2)|L2(Ω)
=b2λ
− 1
2
1,2 |∇ (u1 − u2)|
2
L2(Ω)
Y as´ı∫
Ω
(f (x, u2,∇u1)− f (x, u2,∇u2)) . (u1 − u2) dx ≤ b2λ
− 1
2
1,2 |∇ (u1 − u2)|
2
L2(Ω) (3.22)
De los resultados (3.18), (3.20), (3.21) y (3.22) reemplazando en la ecuacio´n (3.17)
|∇ (u1 − u2)|
2
L2(Ω) ≤b1 |u1 − u2|
2
L2(Ω) +
∫
Ω
(
f
(
x, u2,∇
(
1
2
(u1 − u2)
2
))
− r (x)
)
dx
≤b1 |u1 − u2|
2
L2(Ω) + b2λ
− 1
2
1,2 |∇ (u1 − u2)|
2
L2(Ω)
≤b1λ
−1
1,2 |∇ (u1 − u2)|
2
L2(Ω) + b2λ
− 1
2
1,2 |∇ (u1 − u2)|
2
L2(Ω)
≤
(
b1λ
−1
1,2 + b2λ
− 1
2
1,2
)
|∇ (u1 − u2)|
2
L2(Ω)
entonces
|∇ (u1 − u2)|
2
L2(Ω)
(
1− b1λ
−1
1,2 − b2λ
− 1
2
1,2
)
︸ ︷︷ ︸
>0
≤ 0
⇒ |∇ (u1 − u2)|
2
L2(Ω) = 0 ⇒ ∇ (u1 − u2) = 0 ⇒ u1 − u2 = 0 ⇒ u1 = u2.
ii) Para el caso p > q = 2, y usando algunos resultados de la parte i)
〈−∆pu1 +∆pu2 + µ (−∆qu1 +∆qu2) , u1 − u2〉 = 〈f (x, u1,∇u1)− f (x, u2,∇u2) , u1 − u2〉
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〈−∆pu1 +∆pu2, u1 − u2〉︸ ︷︷ ︸+ 〈µ (−∆qu1 +∆qu2) , u1 − u2〉 = 〈f (x, u1,∇u1)− f (x, u2,∇u2) , u1 − u2〉
como el operador −∆p es mono´tono entonces
µ
∫
Ω
|∇ (u1 − u2)|
2 dx ≤ 〈−∆pu1 +∆pu2, u1 − u2〉︸ ︷︷ ︸+µ
∫
Ω
|∇ (u1 − u2)|
2 dx
=〈f (x, u1,∇u1)− f (x, u2,∇u2) , u1 − u2〉
⇒ µ |∇ (u1 − u2)|
2
L2(Ω) ≤ 〈f (x, u1,∇u1)− f (x, u2,∇u2) , u1 − u2〉
µ |∇ (u1 − u2)|
2
L2(Ω) ≤
∫
Ω
(f (x, u1,∇u1)− f (x, u2,∇u2)) . (u1 − u2) dx
de (3.21) y (3.22) se tiene
≤ b1λ
−1
1,2 |∇ (u1 − u2)|
2
L2(Ω) + b2λ
− 1
2
1,2 |∇ (u1 − u2)|
2
L2(Ω)
entonces con µ > 0
µ |∇ (u1 − u2)|
2
L2(Ω) ≤
(
b1λ
−1
1,2 + b2λ
− 1
2
1,2
)
|∇ (u1 − u2)|
2
L2(Ω)(
µ− b1λ
−1
1,2 − b2λ
− 1
2
1,2
)
|∇ (u1 − u2)|
2
L2(Ω) ≤ 0
Para µ−b1λ
−1
1,2−b2λ
− 1
2
1,2 > 0 se concluye que u1 = u2, y eso demuestra que la solucio´n
del problema (3.5) tiene solucio´n u´nica. 
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Cap´ıtulo 4
Algoritmo de Aproximacio´n
Nume´rica de la Solucio´n
En este cap´ıtulo, implementaremos un algor´ıtmo nume´rico para nuestra ecuacio´n
(3.5), con µ = 0, p = q = 4, f (x, u,∇u) = |u|3 u y Ω = ]0, 1[ × ]0, 1[ .
Aplicaremos el me´todo de Newton-Raphson para resolver la ecuacio´n
〈J ′ (u) , u〉 = 0, ∀u ∈ W 1,p0 (Ω)
donde
J :W 1,p0 (Ω)−→R
u 7−→J (u)=
1
4
∫
Ω
|∇u|4 dx−
1
5
∫
Ω
|u|5 dx
es el funcional de energ´ıa asociado a nuestro problema (particularizado)
∣∣∣∣∣∣
−∆4u = |u|
3 u en Ω
u = 0 en Γ
(4.1)
El me´todo de Newton-Raphson es una de las herramientas ma´s efectivas para hallar
las ra´ıces de la ecuacio´n h (x) = 0, mediante las aproximaciones sucesivas
xn+1 = xn −
h (xn)
h′ (xn)
(4.2)
El siguiente teorema nos muestra condiciones suficientes para el cual el Me´todo
de Newton converge a la solucio´n de la ecuacio´n h (x) = 0.
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4.0.1. Newton-Raphson
Teorema 4.0.1. (Teorema 2.6 ver [21])
Sea f ∈ C2 ([a, b]) . Si p ∈ [a, b] es tal que f (p) = 0 y f ′ (p) 6= 0, entonces existe
δ > 0 tal que el me´todo de Newton genera una sucesio´n (pn)n≥1 que converge a p
para cualquier aproximacio´n inicial p0 ∈ [p− δ, p+ δ] .
Demostracio´n.- Ver [21]
En relacio´n a (4.1) usaremos el me´todo de Newton para hallar los puntos cr´ıticos
del funcional J , esto es, resolveremos la ecuacio´n
0 = 〈J ′ (u) , u〉 =
∫
Ω
|∇u|4 dx−
∫
Ω
|u|5 dx, en Ω = ]0, 1[× ]0, 1[
por medio de la aproximacio´n (4.2).
Para esto usaremos una malla regular Ω ⊆ Ω, y representremos con u un arreglo
de nu´meros reales coincidiendo con u sobre Ω.
4.1. Algoritmo
1. Definir la regio´n Ω y el taman˜o de paso δ.
2. Inicializar u0 con una aproximacio´n inicial adecuada.
3. Inicio bucle i = 0 hasta n ( nu´mero de nodos de la malla) .
Inicio bucle j = 0 hasta n.
3.1 Calcular J ′ (u (i, j)) , J ′′ (u (i, j)) .
3.2 Evaluar
un+1 (i, j) = un (i, j)− δ
J ′ (u (i, j))
J ′′ (u (i, j))
,
repita el paso (3.2) hasta que se cumplan los criterios de convergencia
∣∣un+1 (i, j)− un (i, j)∣∣ ≈ 0.
Fin de bucle i
Fin de bucle j
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Cap´ıtulo 5
Conclusiones
1) En el presente trabajo se ha usado una generalizacio´n de la teor´ıa de opera-
dores mono´tonos, para probar la existencia de solucio´n de´bil de una ecuacio´n
el´ıptica no lineal con un te´rmino de fuerza no lineal convectivo, lo que muestra
la gran aplicabilidad de esta teor´ıa a la resolucio´n de ecuaciones en derivadas
parciales no lineales. En este sentido, una primera conclusio´n al respecto es
la eficacia de esta metodolog´ıa en la prueba de existencia de soluciones para
problemas el´ıpticos no lineales. Por ejemplo; adaptar la metodolog´ıa estudiada
para resolver problemas del tipo (p(x),q(x))-Laplaciano, un operador en espa-
cios de Sobolev de exponente variable con la fuente convectiva en los espacios
mencionados: ∣∣∣∣∣∣
−∆p(x)u− µ∆q(x)u = f (x, u,∇u) en Ω
u = 0 en ∂Ω.
donde −∆p(x)u = div
(
|∇u|p(x)−2∇u
)
2) Se ha impuesto condiciones adecuadas de crecimiento y de monoton´ıa sobre el
te´rmino convectivo no lineal, adema´s, de restringir los coeficientes de mono-
ton´ıa y cremiento (b1, b2) relacionados con el primer autovalor λ1 (del −∆p)
para obtener resultados de unicidad. Consideramos que estas condiciones pue-
den ser generalizadas o debilitadas en un trabajo posterior. As´ı, la unicidad
depende de la relacio´n entre los para´metros involucrados en el te´rmino con-
vectivo y el primer autovalor del operador −∆p.
3) No se ha investigado las propiedades asinto´ticas del problema cuando el para´me-
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tro µ −→ 0 o cuando µ −→ +∞, pero es posible demostrar que existe los
puntos de convergencia que son soluciones del problema cuando µ = 0.
4) Se puede ampliar el estudio implementando la metodolog´ıa del trabajo a otro
tipo de problemas similares, por ejemplo; con el bilaplaciano ∆2p + ∆
2
q con
te´rmino convectivo adecuado, estudiar problemas similiares pero con condicio´n
no homoge´nea y condicion de Dirichlet - Newman en la frontera, problemas
el´ıpticos de transmisio´n, etc.
5) Se ha elaborado una aplicacio´n para hallar los puntos cr´ıticos del funcional de
energ´ıa del problema usando el me´todo de Newton-Raphson para obtener la
aproximacio´n a dichos puntos cr´ıticos, proponiendo un algoritmo nume´rico.
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