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Abstract
This paper is concerned with the numerical solution of model-based, Bayesian
inverse problems. We are particularly interested in cases where the cost of each
likelihood evaluation (forward-model call) is expensive and the number of un-
known (latent) variables is high. This is the setting in many problems in com-
putational physics where forward models with nonlinear PDEs are used and the
parameters to be calibrated involve spatio-temporarily varying coefficients, which
upon discretization give rise to a high-dimensional vector of unknowns.
One of the consequences of the well-documented ill-posedness of inverse prob-
lems is the possibility of multiple solutions. While such information is contained
in the posterior density in Bayesian formulations, the discovery of a single mode,
let alone multiple, is a formidable task. The goal of the present paper is two-
fold. On one hand, we propose approximate, adaptive inference strategies using
mixture densities to capture multi-modal posteriors, and on the other, to ex-
tend our work in [1] with regards to effective dimensionality reduction techniques
that reveal low-dimensional subspaces where the posterior variance is mostly
concentrated. We validate the model proposed by employing Importance Sam-
pling which confirms that the bias introduced is small and can be efficiently
corrected if the analyst wishes to do so. We demonstrate the performance of
the proposed strategy in nonlinear elastography where the identification of the
mechanical properties of biological materials can inform non-invasive, medical di-
agnosis. The discovery of multiple modes (solutions) in such problems is critical
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in achieving the diagnostic objectives.
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1. Introduction
Model-based (or model-constrained), inverse problems appear in many scien-
tific fields and their solution represents a fundamental challenge in the context of
model calibration and system identification [2]. Bayesian formulations offer a rig-
orous setting for their solution as they account for various sources of uncertainty
that is unavoidably present in these problem. Furthermore, they possess a great
advantage over deterministic alternatives as apart from point-estimates, they
provide quantitative metrics of the uncertainty in the unknowns encapsulated in
the posterior distribution [3].
An application of particular, but not exclusive, interest for this paper involves
the identification of the mechanical properties of biological materials, in the
context non-invasive medical diagnosis (elastography). While in certain cases
mechanical properties can also be measured directly by excising multiple tissue
samples, non-invasive procedures offer obvious advantages in terms of ease, cost
and reducing risk of complications to the patient. Rather than x-ray techniques
which capture variations in density, the identification of stiffness, or mechanical
properties in general, can potentially lead to earlier and more accurate diagnosis
[4, 5], provide valuable insights that differentiate between modalities of the same
pathology [6], monitor the progress of treatments and ultimately lead to patient-
specific treatment strategies.
All elastographic techniques consist of the following three basic steps [7]
: 1) excite the tissue using a (quasi-)static, harmonic or transient source, 2)
(indirectly) measure tissue deformation (e.g. displacements, velocities) using
an imaging technique such as ultrasound [8], magnetic resonance [9] or optical
tomography [10], and 3) infer the mechanical properties from this data using a
suitable continuum mechanical model of the tissue’s deformation. Perhaps the
most practical such imaging technique due to its lower relative cost and increased
portability is ultrasound elasticity imaging [11, 12]. The pioneering work of
Ophir and coworkers [8] followed by several clinical studies [13, 14, 15, 16] have
demonstrated that the resulting strain images typically improve the diagnostic
accuracy over ultrasound alone. Furthermore, technological advances have led
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to ultra-portable ultrasound transducers, attachable to smartphones/tablets [17,
18]. As the rate of data acquisition increases and the cost decreases, it becomes
increasingly important to develop tools that leverage the capabilities of physics-
based models in order to produce quickly and accurately diagnostic estimates
as well as quantify the confidence in them. Apart from breast cancer, there is
a wealth of evidence indicating the potential of elastography-based techniques
in detecting a variety of other pathologies such as prostate [19, 20] and liver
cancer [21], characterizing blood clots [22], brain imaging [23], atherosclerosis
[24], osteopenia [25].
In this paper we advocate a probabilistic, indirect or iterative procedure (in
contrast to direct elastography [26]) which admits an inverse problem formu-
lation and involves the discrepancy between observed and model-predicted dis-
placements [27, 28, 29, 30, 7]. . Several other problems which involve complex
forward models (i.e. expensive likelihood) and the identification of spatially vary-
ing model parameters share similar characteristics such as permeability estimation
for soil transport processes that can assist in the detection of contaminants, oil
exploration and carbon sequestration [31, 32, 33]
The solution of such model calibration problems in the Bayesian framework
is hampered by two main difficulties. The first affects the computational effi-
ciency of such methods and stems from the poor scaling of traditional Bayesian
inference tools, with respect to the dimensionality of the unknown parameter
vector - another instance of the curse-of-dimensionality. In problems such as the
one described above, the model parameters of interest (i.e. material properties)
exhibit spatial variability which requires fine discretizations in order to be cap-
tured. This variability can also span different scales [34, 35]. Standard Markov
Chain Monte Carlo (MCMC, [36]) techniques require an exorbitant number of
likelihood evaluations (i.e. solutions of the forward model) in order to converge
[37, 38, 39, 40]. As each of these calls implies the solution of very large sys-
tems of (non)linear, and potentially transient, equations, it is generally of interest
to minimize their number particularly in time-sensitive applications. Advanced
sampling schemes, involving adaptive MCMC [41, 42, 43] and Sequential Monte
Carlo (SMC, [44, 35, 45]) exploit the physical insight and the use of multi-fidelity
solvers in order to expedite the inference process. Nevertheless, the number of
forward calls can still be in the order of tens of thousands if not much more.
Several attempts have also been directed towards using emulators or surrogates
or reduced-order models of various kinds [46, 47, 48, 49, 50, 51] but such a task
is severely hindered by the high- dimensionality. The use of first and second-
order derivatives has also been advocated either in a standard MCMC format
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or by developing advanced sampling strategies. These are generally available by
solving appropriate adjoint problems which are well-understood in the context
of deterministic formulations [52, 53, 54, 55, 56]. More recent treatments, at-
tempt to exploit lower-dimensional structure of the target posterior by identifying
subspaces where either most of the probability mass is contained [1] or where
maximal sensitivity is observed [57, 58, 59, 60]. This enables inference tasks that
are carried out on spaces of significantly reduced dimension and are not ham-
pered by the aforementioned difficulties. Generally all such schemes construct
such approximations around the MAP point by employing local information (e.g.
gradients) and therefore are not suitable for multi-modal or highly non-Gaussian
posteriors.
The latter represents the second challenge that we attempt to address in
this paper. That is, the identification of multiple posterior modes. In the
context of elastography, multi-modality can originate from anisotropic material
[61], wrong/missing information from images/measurements [62] or the ima-
gaing modality employed [63]. In all cases, each mode in the posterior can lead
to different diagnostic conclusions and it is therefore very important to identify
them and correctly assess their posterior probabilities. The majority of Bayesian
strategies for the solution of computationally intensive inverse problems operates
under the assumption of a unimodal posterior or focuses on the approximation
of a single mode of the posterior. Some numerical inference tools based on SMC
or other tempering mechanisms [64, 65, 66] have been developed but require
a very large number of forward model calls particularly when the dimension of
unknowns increases. We note finally that the treatment of multi-modal densities
in high-dimensions has attracted significant interest in atomistic simulation in
the context of free energy computations [67, 68] but in such problems (apart
from other distinguishing features) the cost per density evaluation (i.e. one MD
time-step) is smaller than in our setting.
In this paper we propose a Variational Bayesian (VB) strategy that extends
our previous work [1]. Therein we have shown how accurate approximations of the
true posterior can be attained by identifying a low-dimensional subspace where
posterior uncertainty is concentrated. This has led to computational schemes
that require only a few tens of forward model runs in the problems investigated.
Nevertheless, our previous work was based on the assumption of a unimodal
posterior which we propose overcoming in this paper by employing a mixture
of multivariate Gaussians. Such mixtures have been employed in various statics
and machine learning applications (e.g. speaker identification [69], data cluster-
ing [70]) and in combination with Variational Bayesian inference techniques as
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well [71, 72, 73]. Nevertheless, all these problems were characterized by inex-
pensive likelihoods, relatively low-dimensions and multiple data/measurements.
In contrast to that, the inverse problems considered here are based on a sin-
gle experiment and a single observation vector. Furthermore, we propose an
adaptive algorithm based on information-theoretic criteria for the identification
of the number of the required mixture components (section 2). We present
the parametrization of the proposed model in section 2 where we also discuss
a Variational-Bayesian Expectation-Maximization [72] scheme for performing in-
ference and learning. In section 3 we present numerical illustrations involving a
simple toy-example and an example in the context of elastography.
2. Methodology
This section discusses the methodological framework advocated. We begin
(Section 2.1) with a generic presentation of the forward model and in particular
with models arising from the discretization of nonlinear PDEs such as in our
motivating application of nonlinear elastography. In Section 2.2 we present a
Bayesian mixture model that can identify lower-dimensional subspaces where
most of the posterior mass is concentrated as well as accounts for multiple modes.
The prior assumptions for the model parameters are summarized in Section 2.3. In
Section 2.4 we discuss a Variational Bayesian Expectation-Maximization scheme
for computing efficiently approximations to the posterior for a fixed number of
mixture components, and in Section 2.5 we discuss a scheme for determining
the appropriate number of such components. Finally, in Section 2.6 we discuss
how to assess the accuracy of the approximation computed as well as a way to
correct for any bias if this is deemed to be necessary.
2.1. Forward model - Governing equations
Canonical formulations of model-based, inverse problems postulate the exis-
tence of a forward model that typically arises from the discretization of governing
equations, such as PDEs/ODEs, and which can be expressed in the residual form
as follows:
r(u; Ψ) = 0. (1)
The residual vector r : Rn × RdΨ → Rn depends on the state vector u ∈ Rn
(forward-problem unknowns) and Ψ ∈ RdΨ , the vector of unobserved (latent)
model parameters (inverse-problem unknowns). The aforementioned equation is
complemented by a set of (noisy) observations/measurements yˆ ∈ Rdy which
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pertain to the model output Y (u(Ψ)) = y(Ψ):
yˆ = y(Ψ) + noise. (2)
The unknowns Ψ in the problems considered arise from the discretization of
spatially varying parameters and we refer to them as material parameters in view
of the biomechanics applications discussed in Section 3.2. Throughout this work
we assume that the noise term pertains only to measurement/observation errors
which we model with a zero-mean, uncorrelated Gaussian vector z ∈ Rdy :
yˆ = y(Ψ) + z, z ∼ N (0, τ−1Idy). (3)
The precision τ of the observation noise will be assumed unknown and will be
inferred from the data along with Ψ. Other noise distributions (e.g. to account
for faulty sensors) can be readily considered [74]. We note that the difference
between observations and model predictions would in general contain model errors
arising from the discretization of the governing equations and/or the inadequacy
of the model itself to capture the underlying physical process. While the former
source can be reduced by considering very fine discretizations (at the cost of
increasing the dimensionality of the state vector u and potentially Ψ), the latter
requires a much more thorough treatment which exceeds the scope of this work
[75, 76, 77, 78, 79, 80, 81].
In the traditional route, the likelihood p(yˆ|Ψ, τ), implied by Equation (3):
p(yˆ|Ψ, τ) ∝ τ dy/2e− τ2 ||yˆ−y(Ψ)||2 . (4)
is complemented by priors pΨ(Ψ) and pτ (τ) which, with the application of the
Bayes’ rule, lead to the definition of the posterior density p(Ψ, τ |yˆ) which is
proportional to:
p(Ψ, τ |yˆ) ∝ p(yˆ|Ψ, τ) pΨ(Ψ) pτ (τ). (5)
The intractability of the map y(Ψ) precludes the availability of closed-form so-
lutions for the posterior and necessitates the use of various sampling schemes
such as those discussed in the introduction. This task is seriously impeded by a)
the need for repeated solutions of the discretized forward problem (Equation (1))
each of which can be quite taxing computationally, b) the high dimensionality of
the vector of unknowns Ψ which hinders the efficient search (e.g. by sampling) of
the latent parameter space and further increases the computational burden. The
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goal of the proposed Variational Bayesian scheme is to alleviate these difficulties
by proposing adequate approximations and dimensionality-reduction techniques
that are seamlessly integrated in the inference framework. Furthermore, we at-
tempt to overcome well-known limitations that have to do with the multimodality
of the posterior and which further exacerbate these problems. Multimodality is
inherently related to the ill-posedness of inverse problems and its potential can
increase when the dimension of the vector of unknowns increases and/or the
noise is amplified.
2.2. Bayesian Mixture Model
In this section and in view of the aforementioned desiderata we introduce the
augmented formulation of the Bayesian inverse problem.
• In order to capture multiple modes of the posterior (if those are present) we
introduce the discrete, latent variable s which takes integer values between
1 and S. The latter represents the number of modes identified, each of
which will be modeled with a multivariate Gaussian. The cardinality of the
model i.e. S is learned in a manner that is described in the sequel.
• In order to identify a lower-dimensional representation of the unknowns Ψ,
we define the latent variables Θ ∈ RdΘ such that dΘ  dΨ. The premise
here is that while Ψ is high-dimensional, its posterior can be adequately
represented on a subspace of dimension dΘ that captures most of the
variance. As we have argued in [1] these latent variables can give rise to a
PCA-like representation of the form:
Ψ = µ+WΘ + η (6)
where µ ∈ RdΨ is the mean vector and the columns of the orthogonal
matrix W ∈ RdΨ×dΘ (W TW = Idy) span the aforementioned subspace
with reduced coordinates Θ. The vector η ∈ RdΨ captures the residual
variance (noise) that complements the main effects.
In view of the multimodal approximation and since each mode implies a
different mean and a different lower-dimensional subspace (Figure 1), we
advocate in this work S expansions of the form:
Ψs = µs +W sΘ + η, s = 1, 2, . . . , S (7)
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Figure 1: Illustration of the multimodal representation for S = 2 in 2D i.e. when
Ψ = {Ψ(1),Ψ(2)}.
where the notation Ψs implies the representation of Ψ within mode s.
As with multiple modes there can also be multiple subspaces where the
variance is concentrated, so it is necessary/important to distinct the W s.
In principle, the dimension dΘ of the reduced subspaces can also vary with
s but we do not consider this here for simplicity of notation.
For reasons that will become apparent in the following, we distinguish between
latent variables: s, Θ, η and τ , and model parameters: µ = {µj}Sj=1, W =
{W j}Sj=1. We seek point estimates for the latter and (approximations) of the
actual (conditional) posterior for the former. The discussion thus far suggests
that that the likelihood of Equation (4) takes the form:
p(yˆ|s,Θ,η, τ,µs,W s) ∝ τ dy/2e−
τ
2
||yˆ−y(µs+W sΘ+η)||2 . (8)
A graphical illustration of the proposed probabilistic generative model proposed
is in Figure 2.
Following the standard Bayesian formalism, one would complement the afore-
mentioned likelihood with priors on the model parameters p(µ,W ) and the latent
8
Θ yˆ s
η τ
µ1,W 1 µS,W S...
Figure 2: Graphical representation of the proposed generative probabilistic model.
Circles denote random variables, solid rectangles, model parameters and arrows
denote dependencies [82].
variables p(Θ,η, s, τ), in order to obtain the joint posterior (given S):
p(s,Θ,η, τ,µ,W |yˆ) ∝ p(yˆ|s,Θ,η, τ,µs,W s) p(Θ,η, s, τ) p(µ,W ).
(9)
We discuss the specific form of the priors (and associated hyperparameters) in
Subsection 2.3 as well as the inference/learning strategy we propose in 2.4. We
note at this stage however, that given this posterior, one would obtain a mixture
representation of the unknown material parameters Ψ, as implied by Equation
(7). In particular, given values for (µ,W ) = {µj,W j}Sj=1, it immediately
follows that the posterior p(Ψ|µ,W , yˆ) (given S) of Ψ is:
p(Ψ|µ,W , yˆ,T ) = ∑Ss=1 ∫ p(Ψ, s,Θ,η, τ, |µ,W , yˆ) dΘ dη dτ
=
∑S
s=1
∫
p(Ψ|s,Θ,η, τ,µs,W s) p(s,Θ,η, τ, |µ,W , yˆ) dΘ dη dτ
=
∑S
s=1
∫
δ(Ψ− (µs +W sΘ + η)) p(s,Θ,η, τ, |µ,W , yˆ) dΘ dη dτ
(10)
where the conditional posterior p(s,Θ,η, τ, |µ,W , yˆ) is found from Equation
(9). We discuss in Section 2.4 how the posterior on the latent variables is
approximated as well as the values (point estimates) for the model parameters
µ,W are computed.
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2.3. Priors
We assume that, a priori, the precision τ of the observation noise is indepen-
dent of the remaining latent variables Θ,η, s i.e.:
p(Θ,η, s, τ) = p(Θ,η, s) pτ (τ). (11)
In particular, we employ:
• a Gamma prior on τ : We employ a (conditionally) conjugate Gamma prior:
pτ (τ) ≡ Gamma(a0, b0). (12)
We use a0 = b0 = 0 which results in a non-informative Jeffreys’ prior that
is scale-invariant.
• We assume that Θ and η are a priori, conditionally independent i.e. that
p(Θ,η, s) = p(Θ,η|s)ps(s) = pΘ(Θ|s)pη(η|s)ps(s). We discuss each of
these terms below:
– We assume that each component s is, a priori, equally likely, which
implies:
ps(s) =
1
S
, s ∈ [1 : S]. (13)
Hierarchical priors can be readily be adopted (e.g. [72]) but we con-
sider here the simplest possible scenario. An interesting extension
would involve infinite models with Dirichlet Process priors [83, 84]
which would enable the number of components S to be automat-
ically determined. In this work, a less elegant, but quite effective
adaptive scheme for determining S is proposed in Section 2.5.
– A Gaussian prior on Θ:
The role of the latent variables Θ is to capture the most significant
variations of Ψs around its mean µs. By significant we mean in this
case the directions along which, the largest posterior uncertainty is
observed. Naturally these are closely related to the matrices W j
and represent the reduced coordinates along the subspace spanned
by their column vectors. We assume therefore that, a priori, these are
independent, have zero mean and follow a multivariate Gaussian:
pΘ(Θ|s) = N (0,Λ−10,s) (14)
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where Λ0,s = diag(λ0,s,i), i = 1, ..., dΘ express prior variances along
each of the latent principal directions.
– A Gaussian prior on η:
As the role of the latent variables is to capture any residual variance
(that is not accounted for by Θ), we assume that, a priori, η can
be modeled by a multivariate Gaussian that has zero mean and an
isotropic covariance:
pη(η|s) = N (0, λ−10,η,sIdΨ). (15)
For the model parameters µ,W , we assume that, a priori, the parameters
associated with each component j = 1, . . . , S are independent. In particular:
• Prior on each µj for j ∈ 1 : S:
In general such priors must encapsulate not only the information/beliefs
available a priori to the analyst but also reflect the physical meaning of the
parameters Ψ. We are motivated by applications in elastography where
the goal is to identify inclusions that correspond to tumors and generally
have very different properties from the surrounding tissue ([85, 86]). The
vector Ψ represents the spatial discretization of the material parameters i.e.
each of its entries corresponds to the value of the material parameter at a
certain point in the physical domain. This structure is inherited by µj and
for this reason we employ a hierarchical prior that penalizes jumps between
neighboring locations (on the spatial domain) [87] in a manner controlled
by appropriately selected hyperparameters. The model was discussed in
detail in [1] and is included for completeness in Appendix B.
• Prior specification on each W j for j ∈ 1 : S:
We require that each W j is orthonormal i.e. W
T
jW j = IdΘ , where IdΘ
is the dΘ−dimensional identity matrix. This is equivalent to employing a
uniform prior on the Stiefel manifold VdΘ(RdΨ).
2.4. Variational Approximation
We note that inference (exact or approximate) for all the model parame-
ters described previously would pose a formidable task particularly with regard
to µ and W which scale with dΨ  1. For that purpose, we advocate a
hybrid approach whereby Maximum-A-Posteriori (MAP) point estimates of the
high-dimensional parameters T = (µ,W ) = {µj,W j}Sj=1 are obtained and the
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posterior of the remaining (latent) variables s,Θ,η, τ is approximated. To that
end we make use of the Variational Bayesian Expectation-Maximization scheme
(VB-EM, [72, 1]) which provides a lower bound F on the log of the marginal
posterior of T = (µ,W ). This can be iteratively maximized by a generalized
coordinate ascent (Figure 3) which alternates between finding optimal approxi-
mations q(s,Θ,η, τ) of the exact (conditional) posterior p(s,Θ,η, τ |yˆ,T ) and
optimizing with respect to T .
q(Θ,η, τ, s)
T x
x
F(T , q(Θ,η, τ, s))
Figure 3: Schematic illustration of the advocated Variational Bayesian
Expectation-Maximization (VB-EM, [72]).
On the basis of the discussion above and the separation between latent vari-
ables (s,Θ,η, τ) and model parameters T , we can rewrite Equation (9) (for a
given S) as follows:
p(s,Θ,η, τ,T |yˆ) = p(yˆ|s,Θ,η, τ,T ) ps(s) pΘ(Θ|s) pη(η|s) pτ (τ) pT (T )
p(yˆ)
.
(16)
We note that both sides of the equation above depend implicitly on S i.e. the
total number of components in the model. This is especially important for the
model evidence term p(yˆ) which we discuss in Section 2.5. We nevertheless omit
S from the expressions in order to simplify the notation.
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Furthermore the conditional posterior of (s,Θ,η, τ) given T is:
p(s,Θ,η, τ |T , yˆ) = p(s,Θ,η, τ,T |yˆ)
p(T |yˆ) (17)
where p(T |yˆ) is the (marginal) posterior of the model parameters T .
For an arbitrary density q(Θ,η, τ, s) and by employing Jensen’s inequality, it
can be shown that [1]:
log p(T |yˆ) = log∑Ss=1 ∫ p(T ,Θ,η, τ, s|yˆ) dΘ dη dτ
= log
∑S
s=1
∫
q(Θ,η, τ, s)p(T ,Θ,η,τ,s|yˆ)
q(Θ,η,τ,s)
dΘ dη dτ
≥∑Ss=1 ∫ q(Θ,η, τ, s) log p(T ,Θ,η,τ,s|yˆ)q(Θ,η,τ,s) dΘ dη dτ
= F(q(Θ,η, τ, s),T ).
(18)
We note here that the variational lower bound F has a direct connection with
the Kullback-Leibler (KL) divergence between q(Θ,η, τ, s) and the (conditional)
posterior p(Θ,η, τ, s|T , yˆ). In particular, if we denote by Eq[.] expectations with
respect to q, then:
KL (q(Θ,η, τ, s)||p(Θ,η, τ, s|yˆ,T )) = −Eq
[
log p(Θ,η,τ,s|yˆ,T )
q(Θ,η,τ,s)
]
= −Eq
[
log p(T ,Θ,η,τ,s|yˆ)
p(T |yˆ) q(Θ,η,τ,s)
]
= log p(T |yˆ)−F(q(Θ,η, τ, s),T ).
(19)
The Kullback-Leibler divergence is by definition non-negative and becomes zero
when q(Θ,η, τ, s) ≡ p(Θ,η, τ, s|yˆ,T ). Hence, for a given T , constructing a
good approximation to the conditional posterior (in the KL divergence sense)
is equivalent to maximizing the lower bound F(q(Θ,η, τ, s),T ) with respect
to q(Θ,η, τ, s). Analogously, maximizing F with respect to T (for a given
q(Θ,η, τ, s) leads to (sub-)optimal MAP estimates [1]. This suggests an iterative
scheme that alternates between:
• VB-Expectation step: Given the current estimate of T , find the q(Θ,η, τ, s)
that maximizes F .
• VB-Maximization step: Given the current q(Θ,η, τ, s), find T that max-
imizes F .
As in standard EM schemes [88], relaxed versions of the aforementioned partial
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optimization problems can be considered that improve upon the current F rather
than finding the optimum at each iteration.
Using Equation (16), the lower bound F can be expressed as:
F(q(Θ,η, τ, s),T ) =Eq
[
log
p(yˆ|s,Θ,η, τ,T ) ps(s) pΘ(Θ|s) pη(η|s) pτ (τ) pT (T )
p(yˆ) q(Θ,η, τ, s)
]
=Eq
[
log
p(yˆ|s,Θ,η, τ,T ) ps(s) pΘ(Θ|s) pη(η|s) pτ (τ)
q(Θ,η, τ, s)
]
+ log pT (T )− log p(yˆ)
=Fˆ(q(Θ,η, τ, s),T ) + log pT (T )− log p(yˆ).
(20)
We will omit the term − log p(yˆ) as it does not depend on q nor T . It is apparent
that the challenging term in Fˆ involves the likelihood, i.e.:
Fˆ(q(Θ,η, τ, s),T ) = Eq
[
log p(yˆ|s,Θ,η,τ,T ) ps(s) pΘ(Θ|s) pη(η|s) pτ (τ)
q(Θ,η,τ,s)
]
= Eq
[
dy
2
log τ − τ
2
||yˆ − y(µs +W sΘ + η)||2
]
+Eq
[
log ps(s) pΘ(Θ|s) pη(η|s) pτ (τ)
q(Θ,η,τ,s)
]
.
(21)
The intractability of the map y(.) precludes an analytic computation of the
expectation with respect to q, let alone the optimization with respect to this.
While stochastic approximation techniques in the context of VB inference have
been suggested [89] to carry out this task, these would require repeated forward
solves (i.e. evaluations of y(.)) which would render them impractical. For that
purpose, as in our previous work [1], we invoke an approximation by using a
first-order Taylor series expansion of y (given s) at µs i.e.:
y(µs +W sΘ + η) = y(µs) +Gs (W sΘ + η) +O(||W sΘ + η||2) (22)
where Gs =
∂y
∂Ψ
|Ψ=µs is the gradient of the map at µs. We will discuss rigorous
validation strategies of the approximation error thus introduced in Section 2.6.
Truncating Equation (22) to first-order, the term ||yˆ− y(µs +W sΘ + η)||2 in
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the exponent of the likelihood becomes:
||yˆ − y(µs +W sΘ + η)||2 = ||yˆ − y(µs)−GsW sΘ−Gsη||2
= ||yˆ − y(µs)||2 − 2(yˆ − y(µs))TGsW sΘ
+W TsG
T
sGsW s : ΘΘ
T
−2ηTGTs (yˆ − y(µs)−GsW sΘ)
+ηTGTsGsη.
(23)
We introduce a second approximation in terms of the family of q’s over which
we wish to optimize by using a mean-field decomposition ([90, 91]) of the form:
q(Θ, s, τ) ≈ q(Θ,η, s)q(τ)
= q(Θ,η|s)q(s) q(τ)
≈ q(Θ|s)q(η|s)q(s)q(τ).
(24)
In the first line, τ is assumed to be a posteriori independent of the remaining
latent variables on the premise that the measurement noise precision is deter-
mined by the experimental conditions and is not directly dependent on the latent
variables. In the the third line, we assume that Θ and η are conditionally in-
dependent given s1. The latter assumption is justified by the role of Θ and η
in the representation of Ψ (Equation (7)) expressing the main effects around
the mean and the residual “noise” respectively. As such, it is also reasonable to
assume that the means of Θ and η are zero a posteriori i.e. Eq(Θ|s)[Θ] = 0
and Eq(η|s)[η] = 0. Furthermore we employ an isotropic covariance for η i.e.
Eq(η|s)[ηηT ] = λ−1η,sIdΨ where λ
−1
η,s represents the (unknown) variance.
If we denote the expectations with respect to q(τ), q(Θ|s) and q(η|s) with
1This implies that Θ and η are actually dependent as one would expect.
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< . >τ , < . >Θ|s and < . >η|s, then Equation (21) becomes 2:
Fˆ(q(Θ,η, τ, s),T ) = dy
2
< log τ >τ (< log p(yˆ|s,Θ,η, τ,T ) >)
−<τ>τ
2
∑
s q(s)||yˆ − y(µs)||2
+ < τ >τ
∑
s q(s)(yˆ − y(µs))TGsW s < Θ >Θ|s (= 0 since < Θ >Θ|s= 0 )
−<τ>τ
2
∑
s q(s)W
T
sG
T
sGsW s :< ΘΘ
T >Θ|s
+ < τ >τ
∑
s q(s) < η >
T
η|s G
T
s (yˆ − y(µs)) (= 0 since < η >η|s= 0 )
− < τ >τ
∑
s q(s) < η >
T
η|s G
T
sGsW s < Θ >Θ|s (= 0 since < η >η|s= 0 )
−<τ>τ
2
∑
s q(s)G
T
sGs :< ηη
T >η|s
+
∑
s q(s) log
1
S
(< log ps(s) >)
+(a0 − 1) < log τ >τ −b0 < τ >τ (< log pτ (τ) >)
+
∑
s q(s)(
1
2
log |Λ0,s| − 12Λ0 :< ΘΘT >Θ|s) (< log pΘ(Θ|s) >)
+
∑
s q(s)(
dΨ
2
log λ0,η,s − λ0,η,s2 I :< ηηT >η|s) (< log pη(η|s) >)−∑s q(s) ∫ q(Θ|s) log q(Θ|s) dΘ (− < log q(Θ|s) >)
−∑s q(s) ∫ q(η|s) log q(η|s) dΘ (− < log q(η|s) >)
−∑s q(s) log q(s) (− < log q(s) >)
− < log q(τ) >τ . (− < log q(τ) >)
(25)
Despite the long expression, the optimization of Fˆ in the VB-Expectation
step can be done analytically and we find that the optimal q (given T ) is:
qopt(Θ|s) ≡ N (0,Λ−1s )
qopt(η|s) ≡ N (0, λ−1η,sIdΨ)
qopt(τ) ≡ Gamma(a, b)
(26)
where:
Λs = Λ0,s+ < τ >τ W
T
sG
T
sGsW s (27)
λη,s = λ0,η,s +
1
dΨ
< τ >τ trace(G
T
sGs) (28)
a = a0 + dy/2 (29)
2we omit constants that do not affect the optimization.
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b = b0+
1
2
S∑
s=1
q(s)
(||yˆ − y(µs)||2 +W TsGTsGsW s : Λ−1s + λ−1η,s trace(GTsGs)) .
(30)
Furthermore, for the latent variable s we find that:
qopt(s) ∝ ecs (31)
where:
cs =
1
2
log
|Λ0,s|
|Λs| +
dΨ
2
log
λ0,η,s
λη,s
− < τ >τ
2
||yˆ − y(µs)||2 (32)
and < τ >τ= Eq(τ)[τ ] =
a
b
. The normalization constant for q(s) can be readily
found by imposing the condition
∑S
s=1 q
opt(s) = 1 which yields:
qopt(s) =
ecs∑
s′ e
cs′
. (33)
While the optimal q′s are inter-dependent, we note in the expression above that
the posterior probability of each mixture component s, as one would expect,
increases as the mean-square error ||yˆ−y(µs)||2 gets smaller. More interestingly
perhaps, qopt(s) increases as the determinant of the posterior precision matrix Λs
decreases i.e. as the posterior variance associated with the reduced coordinates Θ
of component s increases. The same effect is observed for the posterior residual
variance λ−1η,s. This implies that, ceteris paribus, mixture components with larger
posterior variance will have a bigger weight in the overall posterior.
For the optimal qopt (given T ) in the equations above, the variational lower
bound Fˆ takes the following form (terms independent of qopt or T are omitted
- for details see Appendix A):
Fˆ(qopt,T ) =
S∑
s=1
qopt(s)
(
− < τ >τ
2
||yˆ − y(µs)||2 +
1
2
log
|Λ0,s|
|Λs| +
dΨ
2
log
λ0,η,s
λη,s
− log qopt(s)
)
+ a log(< τ >τ )
(34)
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and
F(qopt,T ) = Fˆ(qopt,T ) + log pT (T ) (35)
where Z(a, b) = Γ(a)
ba
is the normalization constant of a Gamma distribution
with parameters a, b. This can be computed at each full iteration of VB-EM in
order to monitor convergence.
While it is difficult again to gain insight in the expression above due to
the inter-dependencies between the various terms, we note that the smaller the
mean-square error of ||yˆ − y(µs)||2 becomes (i.e. the better the mean µs is
able to reproduce the measurements), the more the lower bound increases. In
addition we can see that the lower bound increases as the variance of the mixture
components Λ−1s , λ
−1
η,s gets larger, meaning the more variance they can capture.
For the VB-Maximization step, it can be readily established from Equation
(25) that the optimization of F with respect to µ (given q) involves the following
set of uncoupled optimization problems [1]:
max
µj
Fµj = −
< τ >
2
||yˆ − y(µj)||2 + log p(µj), j = 1, . . . , S. (36)
Since the objectives are identical for each j, we can deduce that µj should
correspond to (different or identical) local maxima of F . This implies that in the
posterior approximation constructed, each Gaussian in the mixture is associated
with a (regularized - due to the prior) local optimum in the least-square solution of
the inverse problem. The search for multiple local optima, and more importantly
their number, is discussed in the next section.
The determination of the optimal µj is performed using first-order derivatives
of
∂Fµj
∂µj
. Since log p(µj) and its derivative
∂ log p(µj)
∂µj
are analytically unavailable,
we employ an additional layer (inner loop) of Expectation-Maximization to deal
with the hyperparameters in the prior of µj. The details were discussed in [1]
and are included in Appendix B for completeness.
Considering the computational cost of these operations, we point out that
the updates of µj are the most demanding as they require calls to the forward
model to evaluate y(µ
(n)
j ) and the derivatives G
(n)
j =
∂y
∂Ψj
|
Ψj=µ
(n)
j
. For the
computation of the derivatives Gj we employ the adjoint formulations which
offer great savings when dΨ  1 and dΨ  dy [92]. As discussed in detail in
[1], the latter condition can be removed as long as a direct solver is used for
the solution of the forward problem. In this case, the cost of the solution of the
adjoint equations is even less that that of the forward solution.
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The remaining aspect of the VB-Maximization step, involves the optimiza-
tion with respect to the W (given q). As with µ, it suffices to consider only the
the terms in Equation (25) that depend on W (which we denote by FWj) and
which again lead to a set of S uncoupled problems:
max
W j
FWj = −
< τ >
2
W TjG
T
j GjW j : Λ
−1
j + log p(W j), j = 1, . . . , S. (37)
The first term prefers directions corresponding to the smallest eigenvectors of
GTj Gj, where Gj =
∂y
∂Ψj
|Ψj=µj is the gradient of the map at µj. As discussed
previously in Section 2.3, the prior p(W j) enforces the orthogonality of the
basis vectors in W j. To solve this constrained optimization problem, we use
the iterative algorithm of [93], which employs a Cayley transform to enforce the
constraint. It makes use of first-order derivatives of FWj and as such does not
required any additional forward model runs.
With regards to the number of columns dΘ in W j (which is equal to the
dimension of Θ), we assume that this is the same across all mixture components
S. We had developed an information-theoretic criterion in [1] which can also be
employed here. This allows the adaptive determination of dΘ by measuring the
information gain, here denoted by I(dΘ, j) for each mixture component j, that
each new dimension in Θ furnishes. When these fall below a threshold Imax (in
our examples we use Imax = 1%) i.e.:
I(dΘ) = max
j
I(dΘ, j) ≤ Imax (38)
we assume that the number of Θ is sufficient. A detailed discussion on the
estimation of dΘ using the information gain criteria I(dΘ, j) is given in Appendix
C and [1].
Following the previous discussion in Equation (10), we note that once the
(approximate) posterior q(Θ,η, τ, s) and the optimal model parameters T have
been computed, we obtain a multimodal posterior approximation for the material
parameters Ψ, which is given by:
p(Ψ|µ,W , yˆ,T ) = ∑Ss=1 ∫ δ(Ψ− (µs +W sΘ + η)) p(s,Θ,η, τ, |µ,W , yˆ) dΘ dη
≈∑Ss=1 ∫ δ(Ψ− (µs +W sΘ + η)) q(s,Θ,η, ) dΘ dη
=
∑S
s=1 q(s)
∫
δ(Ψ− (µs +W sΘ + η)) q(Θ,η|s) dΘ dη
=
∑S
s=1 q(s) qs(Ψ) = q(Ψ)
(39)
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where each component in the last mixture is given by:
qs(Ψ) =
∫
δ(Ψ− (µs +W sΘ + η)) q(Θ,η|s) dΘ dη
≡ N (µs,Ds), (40)
i.e. a multivariate Gaussian with mean µs and covariance Ds where:
Ds = W sΛ
−1
s W
T
s + λ
−1
η,sIdΨ . (41)
Based on Equation (39), one can evaluate the posterior mean and covariance
of Ψ as follows:
Eq[Ψ] = E [Eq[Ψ|s]] = E [µs] =
∑S
s=1 q(s)µs
Covq[Ψ] = Eq[ΨΨ
T ]− Eq[Ψ]ETq [Ψ] = E
[
Eq[ΨΨ
T |s]]− Eq[Ψ]ETq [Ψ]
=
∑S
s=1 q(s)(Ds + µsµ
T
s )−
(∑S
s=1 q(s)µs
)(∑S
s=1 q(s)µs
)T
=
∑S
s=1 q(s)Ds +
∑S
s=1 q(s)µsµ
T
s −
(∑S
s=1 q(s)µs
)(∑S
s=1 q(s)µ
T
s
)
.
(42)
Posterior moments of any order or posterior probabilities can be readily computed
as well.
Note that if Λ−1s is diagonalized, e.g. Λ
−1
s = U sΛˆ
−1
s U
T
s where Λˆ
−1
s is
diagonal and U s contains the eigenvectors of Λ
−1
s then:
Ds = W sU sΛˆ
−1
s U
T
sW
T
s + λ
−1
η,sIdΨ
= Wˆ sΛˆ
−1
s Wˆ
T
s + λ
−1
η,sIdΨ .
(43)
Each Wˆ s is also orthogonal and contains the dΘ principal directions of pos-
terior covariance of Ψs. We see therefore, that in the VB-E step, it suffices
to consider an approximate posterior q(Θ|s) with a diagonal covariance, e.g.
Λs = diag(λs,i), i = 1, ..., dΘ. As a consequence the update equation for Λs
(Equation (27)) reduces to:
λs,i = λ0,s,i+ < τ >τ w
T
s,iG
T
sGsws,i (44)
where ws,i is the i
th column vector of W s.
We note that in all the aforementioned expressions we assumed that the
number of components S is given and fixed. Nevertheless, if for some s, qopt(s)
is zero (or negligible), the corresponding component will have no (posterior)
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contribution. In Algorithm 1 we summarize the main steps of the algorithm for
a fixed S. Steps 5 − 7 correspond to the aforementioned VB-Expectation and
steps 2 and 4 to the VB-Maximization step. In the next section we discuss an
adaptive strategy for determining S.
Algorithm 1 Algorithm for fixed S
1: while Fµ in Equation (36), has not converged do
2: For j = 1 : S: Optimize µj using Equation (36)
3: while F in Equation (35), has not converged do
4: For j = 1 : S: Optimize W j using Equation (37)
5: For s = 1 : S: Update q(Θ|s) ≡ N (0,Λ−1s ) using Equation (44)
6: For s = 1 : S: Update q(η|s) ≡ N (0, λ−1η,sIdΨ) using Equation (28)
7: Update q(τ) ≡ Gamma(a, b) and q(s) using Equations (29, 30, 33)
8: end while
9: end while
2.5. Finding the required number of mixture components S
A critical component of the framework proposed is the cardinality S of the
model i.e. the number of modes in the approximation of the posterior. The mean
µj of each Gaussian component is optimal when it corresponds to a local max-
imum of the objective in Equation (36), but suboptimal solutions can be found
by using suboptimal µj. A consistent way of carrying out this model selection
task, within the advocated Bayesian framework, is to compute or approximate
the model evidence term p(yˆ) in Equation (16) for various values of S. This
can be followed by selecting the one that gives the largest p(yˆ) or performing
model averaging with probabilities proportional to these terms for each values of
S [94, 72]. Nevertheless computing p(yˆ) is impractical as it requires integrat-
ing over all parameters including the high-dimensional T i.e. a fully Bayesian
treatment of the µ and W . In the formulation presented thus far however, we
computed point estimates by maximizing the variational bound F to the log
posterior p(T |yˆ) (Equation (18)). One might be inclined to compute this F
(assuming it is a good approximation of p(T |yˆ)) for different values of S and
use it to identify the optimal S. We note though that such terms are not com-
parable as they depend on the number of parameters in T which changes with
S. As a result such comparisons would be meaningless. One could potentially
employ one of the well-known approximate validation metrics, e.g. AIC or BIC,
which penalize the log posterior (p(T |yˆ) or F) with the number of parameters,
but these are known to be only in limiting cases valid for large data [72, 95].
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Furthermore, we note that if two components (S = 2) with the same µ1 = µ2
(and as a result G1 = G2, and W 1 = W 2, Λ1 = Λ2) are considered, then
q(s = 1) = q(s = 2) = 1
2
. Even though a mixture of these two identical
components gives rise to a single Gaussian (Equation (40)), it is obvious that
the second component provides no new information regarding the posterior. This
is because the posterior p(s|yˆ) (and its approximation q(s)) accounts for the
relative plausibility (as compared to the other components) that the component
s could have given rise to a Ψ (that in turn gave rise to y(Ψ)) that matches the
observations yˆ. Hence s is in a sense a hyper-parameter in the prior specification
of Ψ. For this purpose, we propose an adaptive algorithm (Algorithm 2) that
proposes new components (component birth) and removes those (component
death) that do not furnish new information.
Algorithm 2 Adaptive algorithm for the determination of appropriate S
1: Initialize with S = S0 (e.g. S0 = 1), L = 0, iter = 0 and call Algorithm 1.
2: while L < Lmax do
3: iter ← iter + 1
4: (Component Birth) Propose ∆S new mixture components and initialize
µj for j = S + 1, . . . , S + ∆S according to Equation (45)
5: Call Algorithm 1
6: (Component Death) Delete any of the new components that satisfy the
component death criterion in Equation (46)
7: Compute q(s) of surviving components (Equation (33)), remove any com-
ponents with q(s) < qmin
3and update S
8: if None of the ∆S new components remain active then
9: L← L+ 1;
10: else
11: L← 0;
12: end if
13: end while
We discuss in detail the steps above that contain new features as compared
to Algorithm 1:
• Steps 2 and 8-12:
The overall algorithm is terminated when Lmax successive attempts to add
3Throughout this work we use qmin = 1× 10−3.
22
new mixture components have failed (in all examples discussed Lmax = 3).
L counts the number of successive failed attempts to add new components
and iter the total number of component birth attempts. During each
of those, ∆S new mixture components are proposed (component birth)
and optimized. Since the µ-updates of each mixture component imply a
certain number of forward model solutions, the termination criterion could
be alternatively expressed in terms of the maximum allowable number of
such forward calls. 4
• Step 4 (Component Birth):
Given S mixture components, we propose the addition of ∆S new compo-
nents. Their means µjnew , for jnew = S + 1, . . . , S + ∆S are initialized by
perturbing the mean of one of the pre-existing S components as follows:
We pick the mixture component jparent ∈ 1, . . . , S that has the smallest
contribution in the lower bound Fˆ in Equation (35) and therefore provides
the worst fit to the data 5. We initialize µjnew randomly as follows:
µjnew = µjparent +W jparentΘ + αη (45)
where Θ is sampled from the posterior q(Θ|s = jparent) and η is sampled
from q(η|s = jparent). The role of α is to amplify the perturbations. The
value of α = 10 was used throughout this work. Very large α increase the
possibility of finding a new mode but increase the number of µ−updates
and therefore the number of forward model calls. The remaining model
parameters for each new component are initialized based on the parent and
are updated with according to the VB-EM scheme discussed in Step 5.
• Step 5:
Whereas the VB-EM scheme discussed in the previous section has to be
run every time new components are proposed (i.e. S changes), we note
here that the updates for the pre-existing components require only very few
new (if any) forward-model runs. This is because updates for pre-existing
µj (Equation (36)) are only required if < τ > changes. While < τ > is
affected by all components S (old and new, Equation (30)), it generally
4See Figure 6 where for iter = 2, none of the ∆S = 3 mixture components survive. Here
L increases from 0 to 1.
5If a specific mixture component has already been used as a parent in a previous unsuccessful
attempt, the next worst mixture component is used.
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does not change significantly after the first few components.
• Step 6 (Component Death):
We employ an information-theoretic criterion that measures the discrep-
ancy (’similarity distance’) djold,jnew between a new component jnew ∈
{S+1, . . . , S+∆S} and an existing one jold ∈ {1, . . . , S}. If this is smaller
than a prescribed threshold dmin, for any of the existing components jold,
then the component jnew is removed as the two mixture components are
too close to each other. In other words, the component death criterion
may be stated as:
if ∃jold such that djold,jnew < dmin. (46)
Throughout this work, we use dmin = 0.01
6 and define djold,jnew as follows:
djold,jnew =
KL(qjold||qjnew)
dΨ
(47)
where the KL divergence between two multivariate Gaussians qjold(Ψ) and
qjnew(Ψ) (Equation (40)) can be analytically computed as:
KL(qjold(Ψ)||qjnew(Ψ)) = 12 log |Djnew |+ 12D−1jnew : Djold
+1
2
(µjold − µjnew)TD−1jnew(µjold − µjnew)
−1
2
log |Djold | − dΨ2 .
(48)
We note that such a discrepancy metric takes into account the whole dis-
tribution and not just the locations of the modes µjold , µjnew . The denom-
inator dΨ of the KL divergence normalizes it with respect to the number
of dimensions and therefore djold,jnew is the average KL divergence over
the dΨ dimensions. Consequently dmin expresses the minimum acceptable
averaged KL distance per dimension.
In Figure 4 we plot for illustration purposes the contour lines of the KL
divergence of various one-dimensional Gaussians N (µ, σ2) (as a function
of their mean µ and variance σ2) with respect to the standard Gaussian
N (0, 1). We note that other distance metrics, e.g. by employing the Fisher
information matrix, could have equally been used.
6Nevertheless, as shown in the numerical examples, a much lower value of dmin = 10
−8
would have yielded identical results.
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Figure 4: Contour lines of the KL-divergence between N (0, 1) and N (µ, σ2)
with respect to µ, σ2. Any Gaussian with (µ, σ2) within the yellow line, would
be be deleted according to the criterion defined.
We can take advantage of the low-rank decomposition Ds in Equation
(41) in order to efficiently compute the inverse of D−1jnew as:
D−1s = (W sΛ
−1
s W
T
s + λ
−1
η,sIdΨ)
−1
= λη,sIdΨ − λ2η,sW s (Λs + λη,sI)−1︸ ︷︷ ︸
diagonal
W Ts . (49)
Similarly, the determinants can be readily computed as:
|Ds| = |W sΛ−1s W Ts + λ−1η,sIdΨ|
= |Λs + λη,sI| |Λ−1s | λ−dΨη,s . (50)
2.6. Validation - Combining VB approximations with Importance Sampling
The framework advocated is based on two approximations: a) linearization
of the response (Equation (22)) and, b) the mean-field decomposition of the
approximating distribution (Equation (24)). This unavoidably introduces bias
and the approximate posterior will deviate from the exact. In order to assess
the quality of the approximation but also to correct for any bias in the poste-
rior estimates, we propose using Importance Sampling (IS) [96]. In particular,
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we employ the approximate conditional posterior q as the Importance Sampling
density. Since the performance of IS can decay rapidly in high dimensions [72]
and due to the fact that η has a negligible effect in the inferred posterior, we
propose using p(Θ, s|yˆ,T ) as the target density. According to Equation (17):
p(Θ, s|yˆ,T ) = ∫ p(Θ, s, τ |yˆ,T ) dτ
∝ ∫ p(yˆ|s,Θ, τ,T )pτ (τ) pΘ(Θ|s)ps(s) dτ
∝ ∫ τ dy/2e− τ2 ||yˆ−y(µs+W sΘ)||2pτ (τ) dτ pΘ(Θ|s)ps(s)
= Γ(a0+dy/2)
(b0+
||yˆ−y(µs+W sΘ)||2
2
)a0+dy/2
pΘ(Θ|s)ps(s)
(51)
where the Gamma prior pτ (τ) is from Equation (12) and MAP estimates of
µ,W are used. In cases where non-conjugate priors for τ are employed, the IS
procedure detailed here has to be performed in the joint space (Θ, s, τ).
Given M samples (Θ(m), s(m)) drawn from the mixture of Gaussians q(Θ, s)
in Equation (26) and Equation (33), IS reduces to computing the unnormalized
weights w(m) as follows:
w(m) =
p(Θ(m), s(m)|yˆ,T )
q(Θ(m), s(m))
. (52)
With w(m) (asymptotically) unbiased estimates, the expectations of any inte-
grable function g(Ψ) with respect to the exact posterior can be computed as:
E[g(Ψ)] =
∑S
s=1
∫
g(µs +W sΘ) p(Θ, s|yˆ,T ) dΘ
=
∑S
s=1
∫
g(µs +W sΘ)
p(Θ,s|yˆ,T )
q(Θ,s)
q(Θ, s) dΘ
=
∑M
m=1 wˆ
(m)g(µs +W sΘ
(m))
(53)
where the wˆ(m) are the normalized IS weights (
∑M
m=1 wˆ
(m) = 1):
wˆ(m) =
w(m)∑M
m′=1 w
(m′)
. (54)
In the following examples we employ estimators such as these to compute the
asymptotically (as M → ∞) exact posterior mean (i.e. g(Ψ) = Ψ), posterior
variances as well as posterior quantiles.
Furthermore in order to assess the overall accuracy of the approximation and
to provide a measure of comparison with other inference strategies (past and
future), we report the (normalized) Effective Sample Size (ESS). This measures
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the degeneracy in the population of samples as quantified by their variance [97]:
ESS =
1
M
(
∑M
m=1 w
(m))2∑M
m=1(w
(m))2
=
1
M
1∑M
m=1(wˆ
(m))2
. (55)
The ESS takes values between 1/M and 1 [96]. If q(Θ, s) coincides with the
exact posterior then all the importance weights w(m) are equal (wˆ(m) = 1/M)
and the ESS attains its maximum value of 1. On the other hand, if q(Θ, s)
provides a poor approximation then the expression for the ESS is dominated
by the largest weight w(m) and yields ESS = 1/M → 0 (as M → ∞). The
normalized ESS can be compared with that of MCMC [98]:
ESSMCMC =
1
1 + 2
∑M
k=1(1− kM )ρ(k)
→ 1
1 + 2
∑∞
k=1 ρ(k)
(56)
where ρ(k) is the autocovariance between MCMC states that are k steps apart.
Finally, we note that if there are additional modes in the exact posterior that
have not been discovered by q(Θ, s), the ESS could still be misleadingly large
(for large but finite sample sizes M). This however is a general problem of Monte
Carlo-based techniques i.e. they cannot reveal (unless M →∞) the presence of
modes in the target density unless these modes are visited by samples.
3. Numerical Illustrations
We consider two numerical illustrations. The primary goal of the first example
is to provide insight into the adaptive search algorithm for determining S and
for that reason we analyse a one-dimensional, multimodal density. The second
example pertains to the motivating application of elastography. We demonstrate
how the proposed framework can reveal the presence of multiple modes and, when
justified, can identify low-dimensional approximations for each of these modes
with a limited number of forward calls. An overview of the most important
quantities/dimensions of the following two examples is contained in Table 1.
3.1. Toy Example
Our goal in this first example is solely to illustrate the features and capa-
bilities of the adaptive search algorithm for determining the number of mixture
components S. For that purpose we selected a one-dimensional example (in
order to remove any effects from the dimensionality reduction) that can be semi-
analytically investigated and exhibits a multimodal posterior. We assume that
27
Example 1 Example 2
Dimension of observables: dy 1 5100
Dimension of latent variables: dΨ 1 2500
Dimension of reduced latent variables: dΘ 1 11
No. of forward calls < 200 < 1200
Table 1: Summary of the number of observables, forward calls and the dimen-
sionality reduction in the following two examples.
the model equation is of the form:
y(Ψ) = Ψ3 + Ψ2 −Ψ, Ψ ∈ R (57)
and is depicted in Figure 5. Let Ψexact = 0.8 be the reference solution for which
y(Ψexact) = 0.352. With the addition of noise it is assumed that the actual
measurement is yˆ = 0.45. This is shown with a horizontal line in Figure 5, where
for yˆ = 0.45 three modes for Ψ exist. The Gaussian prior on the Ψ has zero
mean and a variance of λ0 = 1× 10−10.
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Figure 5: Polynomial y = Ψ3 + Ψ2 − Ψ. It can be seen that that for the
measurement at yˆ = 0.45 three possible solutions exist.
As this is a one-dimensional example, the dimensionality reduction aspects
are invalid and η, in Equation (7), is also unnecessary. We initialize the adaptive
Algorithm 2 with S0 = 4 and propose/add ∆S = 3 components at each iteration
iter. We summarize the results produced by successive iterations in Figure 6.
Two mixture components are identified at initialization (out of the S0 = 4
proposed). Proposed components at subsequent iterations that do not survive
are marked with a red cross.
Table 2 contains the values of the normalized KL-based discrepancy metric
(Equation (47)) for all pairs of the 6 mixture components at iter = 2 (Figure 6).
As it can be seen by the values, components 4, 5 and 6 satisfy the component
death criterion (Equation (46)) and are therefore removed.
The three components that persist have the following posterior probabilities:
q(s = 1) = 0.24, q(s = 2) = 0.50, q(s = 3) = 0.26. (58)
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initialize values
s=1
µ = 0.84
s=2
µ = −0.37
s=3
µ = 0.84
s=4
µ = −0.37
s=1
µ = 0.84
s=2
µ = −0.37
s=3
µ = −0.37
s=4
µ = −1.74
s=5
µ = −1.74
s=1
µ = 0.84
s=2
µ = −0.37
s=3
µ = −1.74
s=4
µ = −1.74
s=5
µ = −0.37
s=6
µ = −1.74
s=1
µ = 0.84
s=2
µ = −0.37
s=3
µ = −1.74
s=4
µ = 0.84
s=5
µ = −0.37
s=6
µ = 0.84
s=1
µ = 0.84
s=2
µ = −0.37
s=3
µ = −1.74
s=4
µ = −0.37
s=5
µ = −0.37
s=6
µ = −1.74
iter
0
1
2
3
4
L
0
0
1
2
3
Figure 6: Evolution of Algorithm 2 for Example 1 with S0 = 4 and ∆S = 3.
Green boxes correspond to surviving mixture components, whereas the ones that
are deleted are marked with a red cross. The rows are numbered based on iter
and the value of L is reported on the right. The mean µj of each component is
also reported in each box.
The Gaussians (Equation (39)) associated with each component are:
q(Ψ|s = 1) = N (0.84, 0.00135)
q(Ψ|s = 2) = N (−0.37, 0.00590)
q(Ψ|s = 3) = N (−1.74, 0.00162).
(59)
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s=1 s=2 s=3 s=4 s=5 s=6
s=1 0 61.97 824 824 61.97 824
s=2 0 188.4 188.4 1.2× 10−10 188.4
s=3 0 2.3× 10−09 51.59 2.3× 10−09
s=4 0 51.59 2.3× 10−09
s=5 0 188.4
Table 2: Normalized KL divergence (Equation (47)) between each pair of mixture
components. Pairs which are very similar (see also the means in Figure 6) have
a very small KL divergence (shown in bold).
The algorithm terminates after L = Lmax = 3 unsuccessful, successive proposals
(at iter = 4) and the overall cost in terms of forward calls (i.e. evaluations of
y(Ψ) and its derivative) was 200. Since forward model calls are required everytime
any µj is updated (Equation (36)), we plot the evolution of F (Equation (35))
with respect to the total number of µ-updates (including those for components
that end up being deleted) in Figure 7.
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Figure 7: Evolution of F (Equation (35)) over the number of µ updates (which
is equal to the number of forward calls) for Example 1. Each color corresponds
to a different value of iter. The number of µ updates associated with mixtures
that are subsequently deleted, is also included.
To validate the results we carry out Importance Sampling as described in
Section 2.6. The Effective Sample Size (Equation (55)) was ESS = 0.96 which is
very close to 1. In Figure 8 the approximate posterior (Equation (40)) is compared
with the exact posterior (IS), and excellent agreement is observed. One can see
that not only the locations (mean) and the variances of the mixture components
but also their corresponding probability weights are captured correctly.
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Figure 8: Exact (IS) and approximated (VB) posterior probability distribution,
which show excellent agreement.
For comparison purposes, and as the cost per forward model evaluation in this
problem is negligible, we also performed random-walk MCMC with a Gaussian
proposal density with standard deviation 0.35 that yielded an average acceptance
ratio of 20%. The results are depicted in Figure 9. The corresponding ESS was
ESSMCMC = 1 × 10−3, i.e. roughly 1000 times more expensive (in terms of
forward model evaluations) than the proposed strategy.
(a) Normalized histogram. (b) Ψ over different samples
(part of it).
(c) Autocovariance.
Figure 9: Left: Posterior distribution obtained with random walk MCMC with
106 MCMC samples which coincides with Figure 8. Middle: Evolution of the
state Ψ per MCMC step. Right: Normalized autocovariance which decays slowly
and results in a small ESS.
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3.2. Elastography
In the motivating problem of nonlinear elastography, we simulate a scenario
of applying a quasi-static pressure (e.g. with the ultrasound wand) and using
the pre- and post-compression images to infer the material properties of the
underlying tissue. We consider a two-dimensional domain Ω0 = [0, 50] × [0, 50]
shown in Figure 10. The governing equations consist of the conservation of linear
momentum7:
5 · (FS) = 0 in Ω0 (60)
where F = I +∇u is the deformation map, u is the displacement field and S
is the second Piola-Kirchhoff stress. We assume Dirichlet boundary conditions
along the bottom boundary (Figure 10) i.e.:
u = 0 on x1 = [0, 50], x2 = 0 (61)
and the following Neumann conditions on the remaining boundaries:
FS ·N =
[
0
−100
]
, on x1 = [0, 50], x2 = 50
FS ·N = 0 on x1 = 0 and x1 = 50, x2 ∈ [0, 50].
(62)
A nonlinear, elastic constitutive law (stress-strain relation) is adopted of the form:
S =
∂U
∂E
(63)
where E = 1
2
(F TF − I) is the Lagrangian strain tensor and U(E, ψ) is the
strain energy density function which depends (apart from E) on the the material
parameters. In this example we employ the St. Venant-Kirchhoff model [99, 100,
101] that corresponds to the following strain energy density function U :
U =
νψ
2(1 + ν)(1− 2ν) [tr(E)]
2 +
ψ
2(1 + ν)
tr(E2). (64)
The St. Venant-Kirchhoff model is an extension of the linear elastic material
model to the nonlinear regime i.e. large deformations. In this example ν =
0.3 and the Young modulus ψ is assumed to vary in the problem domain i.e.
ψ(x). In particular we assume the presence of two inclusions (tumors, Figure
7Dependencies on the spatial variables x ∈ Ω0 have been suppressed for simplicity.
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10). In the larger, elliptic inclusion the Young modulus is ψ = 50000 (red), in
the smaller, circular inclusion ψ = 30000 (yellow/orange) and in the remaining
material ψ = 10000 (blue). The contrast ψinclusion
ψmatrix
≈ 4 − 5 coincides with
experimental evidence on actual tissue [85, 86]. We generate synthetic data yˆ
by using a 100×50 mesh and collecting the displacements at the interior points.
These are in turn contaminated by zero mean, isotropic, Gaussian noise resulting
in a signal-to-noise-ratio (SNR) of 1000. The forward solver used in the solution
of the inverse problem consists of a regular grid with 50× 50 quadrilateral finite
elements. We assume that within each finite element, ψ is constant, resulting in
a 2500 dimensional vector of inverse-problem unknowns Ψ. We note that in the
discretized form, the resulting algebraic equations are nonlinear (geometric and
material nonlinearities) and the state vector (forward-problem unknowns) i.e. the
displacements are of dimension 5100.
x1
x2
pressure
(a) Problem configuration. (b) Reference configuration of ψ in the
log scale.
Figure 10: Problem and reference configuration.
As in [1] for each mixture component we employ an adaptive learning scheme
for the reduced coordinates Θi which are added one-by-one in such a way that
they have a posteriori progressively smaller variances. For that reason we define
the prior precisions λ0,s,i such that they are gradually larger. Given λ0,s,1, which
is assumed to be the same for all mixture components s, we define the prior
precisions as follows [1]:
λ0,s,i = max(λ0,s,1, λs,i−1 − λ0,s,i−1), i = 2, 3, . . . , dΘ (65)
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where λs,i−1 corresponds to the posterior precision for the previous reduced co-
ordinate Θi−1 of the same component s. This implies that, a priori, the next
reduced coordinate will have at least the precision of the previous one as long as it
is larger than the threshold λ0,s,1. For the prior of η we use λ0,η,s = maxi(λ0,s,i)
as η represents the residual variance which is a priori smaller than the smallest
variance of the reduced coordinates Θ. The results presented in the following
were obtained for λ0,s,1 = 1 for all s and the material parameters are plotted in
log scale.
The algorithm is initialized with four components i.e. S0 = 4, and ∆S =
3 new components are proposed at each iteration iter (Algorithm 2). Figure
11 depicts the mean µ1 identified upon convergence (iter = 0) of an active
component. Furthermore, it shows three perturbations, obtained according to
Equation (45), which were used as initial values for the means of the ∆S = 3
new components proposed at iter = 1.
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(a) µ1 = µparent (b) µ2
(c) µ3 (d) µ4
Figure 11: In a) the converged µ1 is depicted and in b), c) and d) three pertur-
bations (Equation (45)) used to initialize the means for the ∆S new proposed
components (in log scale).
Figure 12 depicts the evolution of the variational lower bound F , (Equation
(35)) per µ-update i.e. per call to the forward model solver. In total the
algorithm performed iter = 24 iterations which entailed proposing S0 + 24 ×
∆S = 76 new mixture components (until L = Lmax = 3 was reached). For each
of the 76 mixture components, the number of required forward calls ranged from
7 to 34. The total number of such calls was 1200.
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Figure 12: Evolution of F (Equation (35)) over the number of µ updates (which
is equal to the number of forward calls) for Example 2. Each color corresponds
to a different value of iter. The number of µ updates associated with mixtures
that are subsequently deleted, is also included.
Upon convergence, seven (S = 7) distinct mixture components were identi-
fied, which jointly approximate the posterior. The mean µj of each component
is shown in Figure 13 where the posterior responsibilities q(s) are also reported.
The numbering of the components relates to the order in which they were found
by the algorithm. We observe that all mixture components identify the bulk of the
two inclusions and most differences pertain to their boundaries (see also Figures
23, 24, 25). The shape of the boundaries has been found to play a defining role
in distinguishing between malignant and benign tumors and metrics have been
developed that provide a good diagnostic signature using this information [102].
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Apart from the seven active components, the means of two additional mixture
components (s = 8, s = 9) which were deactivated (based on the “Component
Death” criterion in Algorithm 2), are shown.
q(s = 1) = 0.318 q(s = 2) = 0.156 q(s = 3) = 0.213
q(s = 4) = 0.011 q(s = 5) = 0.092 q(s = 6) = 0.160
q(s = 7) = 0.049 s = 8: deactivated s = 9: deactivated
Figure 13: Posterior mean µj for various mixture components in log scale and
their posterior probabilities q(s = j). The most active components are 1 and 3.
Mixture components 8, 9 are very similar to mixture components 4, 2 respectively
and are therefore deleted/deactivated (based on “Component Death” criterion
in Algorithm 2, see also Table 3).
In Table 3, we also report the (normalized) KL-divergence between all pairs of
these nine components. One notes that component 8 was deleted because it was
too similar to component 4 (from Equation (47) d4,8 = 0.33 × 10−2 < dmin =
0.01) and component 9 was too similar to component 2 (d2,9 = 0.56× 10−2 <
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dmin = 0.01).
s=1 s=2 s=3 s=4 s=5 s=6 s=7 s=8 s=9
s=1 0 12.05 9.87 14.33 17.10 16.96 15.02 14.82 12.50
s=2 0 16.46 15.86 21.18 19.72 16.88 16.54 0.56
s=3 0 11.06 16.43 17.23 17.06 11.45 18.16
s=4 0 12.74 12.80 16.31 0.33 16.68
s=5 0 12.62 17.99 13.73 23.47
s=6 0 11.13 13.25 20.52
s=7 0 16.72 19.51
s=8 0 18.44
Table 3: Normalized KL divergences (Equation (47)) between all pairs of the
mixture components. All values shown should be multiplied with ×10−2.
With regards to the covariance of each mixture component and the identifi-
cation of the lower-dimensional subspaces, we employ the information-theoretic
criterion previously discussed in order to adaptively determine the number of
reduced-dimensions dΘ. To that end we use the relative information gains
I(dΘ, j) (Equation (38), see also Appendix C) which are for the three most
active mixture components depicted in Figure 14). We note that I(dΘ, j) drops
to relatively small values after a small number of reduced coordinates (with
dΘ = 8, it drops to 1%). In the following results we used dΘ = 11. We discuss
in Section 3.3 the behavior of the proposed scheme in cases in which the problem
is not amenable to such a dimensionality reduction.
q(s = 1) = 0.318 q(s = 3) = 0.213 q(s = 6) = 0.160
Figure 14: Information gain I(dΘ, j) for three mixture components (see also
Appendix C).
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We defer further discussions on the individual mixture components in order
to discuss the overall approximate posterior. The posterior mean and standard
deviation of the mixture of Gaussians (Equation (42)) are shown in Figure 15.
As expected, the posterior variance is largest at the boundaries of the inclusions.
Mean of the mixture Standard deviation of the mixture
Figure 15: Approximate posterior mean and posterior standard deviation as com-
puted from the mixture of Gaussians in Equation (42) (in log scale).
Figure 16 depicts the posterior mean and 1%− 99% credible intervals along
the diagonal of the problem domain i.e. from (0, 0) to (50, 50). We note that
the posterior quantiles envelop the ground truth.
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Figure 16: Posterior mean and credible intervals corresponding to 1% and 99%-
(dashed lines), along the diagonal from (0, 0) to (50, 50).
For validation purposes we performed Importance Sampling as described in
Section 2.6 in order to assess the overall accuracy of the approximation (a
total of M = 5000 were generated). The Effective Sample Size (Equation
(55)) was ESS = 0.48 which indicates that the identified mixture of low-
dimensional Gaussians provides a very good approximation to the actual poste-
rior. In comparison, MCMC simulations performed using a Metropolis-adjusted
Langevin scheme (MALA, [98]) exhibited very long correlation lengths resulting
in ESSMCMC < 10
−3 8.
In Figures 17 and 18, the approximate posterior mean and standard deviation
are compared with the (asymptotically) exact values estimated by IS. Furthermore
in these figures we plot the posterior mean and standard deviation found solely on
8Due to the computational expense, the MALA simulation results were actually obtained
on a coarser discretization of the forward problem resulting in only 100 unknowns (in contrast
to the 2500 in the target problem). The step sizes in the proposals were adapted to ensure
that, on average, 60% of the moves were accepted [38]. The resulting ESSMCMC was 10
−3.
While additional fine-tuning could improve upon this, we doubt that, for the actual problem
which has 25 times more unknowns, it will ever reach the ESS of the proposed approximation.
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the basis of the most prominent mixture component i.e. s = 1. While, visually,
the differences in the mean are not that striking (they are primarily concentrated
at the boundaries of the inclusions), we observe that the posterior variance is
clearly underestimated by a single component. In terms of the Euclidean norm
(across the whole problem domain), we obtained that ||µ1−µIS ||||µmixture−µIS || = 5 where
µIS is the exact mean obtained with IS and µmixture is the approximate mean
obtained from the mixture of Gaussians in Equation (42). Similarly for the
standard deviation, we obtained that ||σ1−σIS ||||σmixture−σIS || = 6 where σ1,σ,σIS are
the vectors of standard deviation across the whole problem domain, obtained
with a single component, the mixture and IS respectively.
Figure 19 offers another view of the results along the diagonal of the problem
domain and compares also the 1% and 99% credible intervals where again very
good agreement with the (asymptotically) exact values found with IS is observed.
µ1 µmixture µIS
Figure 17: Comparison of the posterior mean found with a single mixture com-
ponent (µ1, left), with that found with a mixture of Gaussians (µmixture, middle)
and the exact mean estimated with IS (µIS, right). Depictions are in log scale.
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σ1 σmixture σIS
Figure 18: Comparison of the standard deviation of Ψ found with a single mixture
component (σ1, left), with that found with a mixture of Gaussians (σmixture,
middle) and the exact values estimated with IS (σIS, right). Depictions are in
log scale.
Figure 19: Posterior mean and credible intervals along the diagonal cut from(0, 0)
to (50, 50) for mixture of Gaussians. Comparing the results with the results
obtained by Importance Sampling (IS), we can see that they fit well to each
other.
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It is interesting to contrast this with Figure 20 which depicts the posterior
along the same diagonal of the problem domain computed solely from each of
the most prominent components i.e. from qs(Ψ) for s = 1, 3, 6. We note again
that away from the boundaries, strong similarities are observed but none of the
components by itself can fully capture or envelop the ground truth (compare also
with Figure 16).
q(s = 1) = 0.318 q(s = 3) = 0.213 q(s = 6) = 0.160
Figure 20: Posterior mean and 1%−99% credibility intervals (dashed lines) along
the diagonal cut from (0, 0) to (50, 50) for different mixture components.
We provide further details on the most prominent mixture components i.e.
1, 3 and 6. Figure 21 depicts the posterior standard deviation of Ψ as computed
by using each of these components individually i.e. from qs(Ψ) in Equation (40)
for s = 1, 3, 6. All components yield small variance for the surrounding tissue
and the interior of the inclusions while the posterior uncertainty is concentrated
on the boundaries of the inclusions.
q(s = 1) = 0.318 q(s = 3) = 0.213 q(s = 6) = 0.160
Figure 21: Standard deviation for selected mixture components in log scale.
Figure 22 depicts the first four columns (basis vectors) ofW s for s = 1, 3 and
the corresponding posterior variances λ−1s,i . The third column is perhaps the most
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informative, showing the differences between these vectors. These differences are
most pronounced around the inclusions but, most importantly, reveal that the
posterior variance is concentrated along different subspaces for different mixture
components (see also Figure 1). We note also with regards to q(η|s) i.e. the
posterior of the residual noise in the representation of the unknowns, that, for
all mixture components i.e. s = 1, . . . 7, λ−1η,s was found approximately the same
and equal to 4× 10−3, which is one or two orders of magnitude smaller than the
variance associated with Θ and has as a result a minimal overall influence.
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Mixture comp. 1 Mixture comp. 3 ∆ (Mixture 1 - 3)
(a) λ−11 = 9.885× 10−1 (b) λ−11 = 9.920× 10−1
(c) λ−12 = 9.328× 10−1 (d) λ−12 = 9.785× 10−1
(e) λ−13 = 5.269× 10−1 (f) λ−13 = 9.344× 10−1
(g) λ−14 = 7.823× 10−2 (h) λ−14 = 2.822× 10−1
Figure 22: The first few basis vectors of W s for mixture components s = 1
and s = 3 are shown in the first and second column. In the third column, the
difference between the basis vectors in the first two columns, is plotted. The
differences are more pronounced in the vicinity of the boundary of the inclusions.
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In order to gain further insight we provide inference results along the boundary
of the elliptical inclusion. In particular we consider the elements along the black
line in Figure 23 and pay special attention to the elements marked with yellow
stars from 1 to 4. We have purposely selected the black line to lie partly in
the interior and partly in the exterior of the inclusion. In Figure 24, we plot the
posterior mean along this black line (including credible intervals corresponding
to 1% and 99%) as obtained exclusively from one of the three most prominent
components (from qs(Ψ) in Equation (40) for s = 1, 3, 6) as well as by the
mixture of Gaussians (Equation (39)). As it can now be seen more clearly, the
individual components are only partially capable of capturing the ground truth. At
times, points are misclassified in terms of whether they belong to the inclusion or
not. On the other hand, the approximation provided by the mixture of Gaussians,
averages over the individual components and leads to a posterior mean that is
closer to the ground truth. More importantly, and especially in the regions where
transitions from the inclusions to the surrounding tissue are present, the posterior
uncertainty is larger to account for this ambiguity.
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Figure 23: Posterior statistics for the elements along the black line are provided
in Figure 24, starting at the magenta star and proceeding anti-clockwise around
the inclusion. Posterior statistics for the elements marked by yellow stars (1− 4)
are supplied in Figure 25. The background shows the ground truth in log scale.
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Mixture component 1
Mixture component 3
Mixture component 6
Mixture of Gaussians
Figure 24: Posterior statistics along the black line of Figure 23. The ground
truth is indicated by a black, dashed line. The posterior means are drawn with a
green line — and credible intervals corresponding to 1%, 99% percentiles in red
- - -.
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In Figure 25 we plot the posterior statistics for the elastic modulus of the
elements 1 through 4 marked by yellow stars in Figure 23. The ground truth
values are indicated with red rhombuses. We note that each of the mixture
components gives rise to a Gaussian with, in general, a different mean/variance.
These Gaussians reflect the uncertainty of the material properties at these points
and are synthesized in the mixture. Interestingly, at element 4 which is further
away from the boundary, all mixture components give rise to Gaussians with very
similar means and variances, yielding a unimodal posterior when combined in the
mixture.
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Selected parameter 1 Selected parameter 2
Selected parameter 3 Selected parameter 4
Figure 25: Posterior probability densities of the log of the elastic modulus,
log(Ψ), of the elements 1 through 4 marked by yellow stars in Figure 23. The
ground truth values are indicated with red rhombuses. The probability densities
(Gaussians) associated with each of the 7 mixture components are multiplied by
the corresponding posterior probabilities q(s) and are shown by different colors.
The combined, mixture of Gaussian is plotted in with a blue line.
Apart from the posterior probability distributions of the material parameters,
we note also that noise precision was treated as an unknown and its (approximate)
posterior was computed via Variational inference (Equation (26)). This is plotted
in Figure 26.
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Figure 26: Approximate posterior q(τ) of the noise precision τ . The ground truth
is indicated with the red rhombus
3.3. Other examples/configurations
The previous results have demonstrated the capability of the proposed method
not only to identify multiple modes but also to learn, for each mode, a different
lower-dimensional subspace where posterior uncertainty is concentrated. There
are of course problems where the posterior is either unimodal (or at least one
mode is much more prominent than the rest) or such that the posterior variance
is distributed equally over a large number of dimensions (i.e. the posterior is
not amenable to dimensionality reduction). In the context of the elastography
problems examined the former scenario can take place when the noise in the data
is relatively low. Then the data provide very strong evidence that preclude or
make the presence of multiple modes of comparable significance unlikely. The
second scenario can appear when the available data is limited and/or very noisy.
In this case, even if the posterior consists of a single mode, it is very likely that
a large number of directions (if not all) will be characterized by large posterior
variance as the signature of the data is very weak. In the following two subsections
we examine such settings in order to demonstrate the ability of the proposed
framework to adapt and provide good approximations even though these might
consist of a single mode or they do not encompass any significant dimensionality
reduction.
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Example 2a: Only dimensionality reduction
We consider the same problem (i.e. the same material properties and forward
model) but instead contaminate the data with much less noise resulting in a SNR
of 1 × 104 (in contrast to 1 × 103 previously). In such a case a single mixture
component is found. Despite multiple proposals (a total of 100 were attempted)
the identified components are either deleted because they violate the KL-based
similarity criterion (Equation (46)) or they have negligible posterior probability
q(s)  qmin = 10−3. The Gaussian identified has a mean that is extremely
close to the ground truth as it can be seen in Figure 27. The posterior variance
across the problem domain is much smaller than in the previous setting (Figure
27) and is, as expected, due to the low levels of noise, concentrated along very
few dimensions. Hence, the information gain metric I(dΘ) decays extremely
rapidly and we can adequately approximate the posterior with less than 5 reduced
coordinates Θ (Figure 27).
Posterior mean (S = 1) Posterior standard deviation
(S = 1)
Information gain
Figure 27: Example 2a: On the left panel, the posterior mean of the material
parameters is plotted and in the middle panel the posterior standard deviation
(in log scale). The right panel depicts the information gain as a function of dΘ.
Example 2b: Only multimodality
We consider again the same problem (i.e. the same material properties and
forward model) but instead contaminate the data with much more noise resulting
in a SNR of 5 × 102 (in contrast to 1 × 103 previously) and assume that only
half of the displacements are available i.e. dy = 2550 (in contrast to dy = 5100
before). The proposed algorithm was employed and identified 21 active mixture
components (in contrast to the 7 before). The means µj of all these components
are depicted in Figure 28) where the posterior probabilities q(s) are also reported.
As expected, the presence of more noise and the reduction in the available data
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have lead to more modes in the posterior.
q(s = 1) = 0.00409 q(s = 2) = 0.0276 q(s = 3) = 0.0698 q(s = 4) = 0.0893
q(s = 5) = 0.0095 q(s = 6) = 0.104 q(s = 7) = 0.00777 q(s = 8) = 0.00606
q(s = 9) = 0.0247 q(s = 10) = 0.00276 q(s = 11) = 0.107 q(s = 12) = 0.0523
q(s = 13) = 0.0267 q(s = 14) = 0.0462 q(s = 15) = 0.0868 q(s = 16) = 0.101
q(s = 17) = 0.222 q(s = 18) = 0.0017 q(s = 19) = 0.0032 q(s = 20) = 0.0053 q(s = 21) = 0.0032
Figure 28: Example 2b: Posterior mean µj and posterior probabilities q(s = j)
of each of the S = 21 mixture components identified (in log scale).
Moreover, as one would expect, none of these modes is particularly amenable
to dimensionality reduction as the posterior variance is large and distributed along
multiple dimensions. In fact by employing the information gain metric (Figure
55
29) we found that for most modes at least dΘ ≈ 750 reduced coordinates were
necessary to represent the variance accurately.
q(s = 6) = 0.104 q(s = 11) = 0.107 q(s = 17) = 0.222
Figure 29: Information gain I(dΘ, j) for the 3 (out of the 21) mixture components
with the largest posterior probability q(s).
Nevertheless, the posterior mean estimated from the mixture of these 21
Gaussians (Equation (42)) is very close to the ground truth, see Figure 30. Un-
derstandably however, the posterior variance across the problem domain (Figure
30) is much larger.
Posterior mean (S = 21) Posterior standard deviation (S = 21)
Figure 30: Example 2b: On the left panel, the posterior mean of the material
parameters is plotted and in the right panel the posterior standard deviation (in
log scale).
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4. Conclusions
We presented a novel Variational Bayesian framework for the solution of high-
dimensional inverse problems with computationally-demanding forward models
and high-dimensional vector of unknowns. The strategy advocated addresses
two fundamental challenges in the context of such problems. Firstly, the poor
performance of existing inference tools in high-dimensions by identifying lower
dimensional subspaces where most of the posterior variance is concentrated.
Secondly, it is capable of capturing multimodal posteriors by making use of a
mixture of multivariate Gaussians. Each of the Gaussians is associated with a
different mean and covariance and provides an accurate local approximation. We
validated the proposed strategy with Importance Sampling and as demonstrated
in the numerical examples, the bias introduced by the approximations is small
and can be very efficiently corrected (i.e. with very few forward model calls).
In the context of the motivating application, i.e. static, nonlinear elastogra-
phy, it was shown that the multimodal approximation computed can provide a
more accurate picture to the analyst or medical practitioner from which better
diagnostic decisions can be drawn. In particular, the model proposed can better
capture the spatial heterogeneity of material parameters which is a strong indica-
tor of malignancy in tumors [102]. This is especially manifested in the boundaries
of the inclusions (tumors) which can be better classified as well as in quantifying
their effect in the results.
The method advocated is applicable to other problems characterized by high-
dimensional vectors of unknowns such as those involving spatially varying model
parameters. It does not make use of any particular features of the forward model
solver and requires the computation of first-order derivatives which can be han-
dled with an adjoint formulation. While the number of forward model solutions,
which is the primary metric of computational efficiency in our setting, increases
with the number of identified posterior modes and depends on the stopping crite-
ria employed, we have demonstrated that a few hundred forward calls are usually
enough in the applications of interest. Furthermore, our algorithm is readily able
to handle unimodal posteriors as well as densities which are not amenable to
dimensionality reductions (e.g. due to large noise or sparse data).
We finally note that a restriction of the uncertainty quantification strategy
proposed pertains to the forward model itself. Another source of uncertainty,
which is largely unaccounted for, is model uncertainty. Namely, the parameters
which are calibrated, are associated with a particular forward model (in our case a
system of (discretized) PDEs) but one cannot be certain about the validity of the
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model employed. In general, there will be deviations between the physical reality
where measurements are made, and the idealized mathematical/computational
description. A critical extension therefore, particularly in the context of biomed-
ical applications, would be in the direction of identifying sources of model error
and being able to quantify them in the final results.
Appendix A. Variational lower bound
The lower bound from Equation (25) combined with the optimal probability
distributions qopt, Equation (26), is:
Fˆ(qopt(Θ,η, τ, s),T ) = dy
2
< log τ >τ (< log p(yˆ|s,Θ,η, τ,T ) >)
−<τ>τ
2
∑
s q
opt(s)||yˆ − y(µs)||2
−<τ>τ
2
∑
s q
opt(s)W TsG
T
sGsW s :< ΘΘ
T >Θ|s
−<τ>τ
2
∑
s q
opt(s)GTsGs :< ηη
T >η|s
+
∑
s q
opt(s) log 1
S
(< log ps(s) >)
+(a0 − 1) < log τ >τ−b0 < τ >τ (< log pτ (τ) >)
+
∑
s q
opt(s)(1
2
log |Λ0,s|−12Λ0 :< ΘΘT >Θ|s) (< log pΘ(Θ|s) >)
+
∑
s q
opt(s)(dΨ
2
log λ0,η,s−λ0,η,s2 I :< ηηT >η|s) (< log pη(η) >)−∑s qopt(s)12 |Λs| (− < log qopt(Θ|s) >)
−∑s qopt(s)dΨ2 log λη,s (− < log qopt(η|s) >)−∑s qopt(s) log qopt(s) (− < log qopt(s) >)
−(a− 1) < log τ >τ+b < τ >τ + logZ(a, b) (− < log qopt(τ) >)
(A.1)
where Z(a, b) = Γ(a)
ba
is the normalization constant of a Gamma distribution
with parameters a, b.
Certain terms become constants and can be neglected. By reformulating, we
can derive (see also Equation (29), Equation (27), Equation (28)):
((a0 − 1) + dy
2
− (a− 1)) < log τ >τ = (a0 + dy
2
− a) < log τ >τ= 0 (A.2)
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−1
2
∑
s
qopt(s)((< τ >τ W
T
sG
T
sGsW s + Λ0) :< ΘΘ
T >Θ|s)
= −1
2
∑
s
qopt(s)Λs : Λ
−1
s
= −dΨ
2
(A.3)
−1
2
∑
s
qopt(s)(< τ >τ G
T
sGs :< ηη
T >η|s +λ0,η,sI :< ηηT >η|s)
= −1
2
∑
s
qopt(s)λη,sλ
−1
η,sdΨ
= −dΨ
2
.
(A.4)
−b0 < τ >τ +b < τ >τ + logZ(a, b)
= −b0 < τ >τ +ba
b
+ log(
Γ(a)
ba
)
= −b0 < τ >τ +a+ log(Γ(a))− a log(b)
= −b0 < τ >τ +a+ log(Γ(a))− a log( a
< τ >τ
)
= −b0 < τ >τ +a+ log(Γ(a))− a log(a) + a log(< τ >τ )
∝ a log(< τ >τ )
(A.5)
as a from Equation (29) is constant, b0 = 0 and < τ >τ=
a
b
.
Therefore Equation (A.1) becomes (neglecting constant terms and including
Equation (30)):
Fˆ(qopt(Θ,η, τ, s),T ) =
∑
s
qopt(s)[−< τ >τ
2
||yˆ − y(µs)||2
+
1
2
log
|Λ0,s|
|Λs| +
dΨ
2
log
λ0,η,s
λη,s
− log qopt(s)]
+ a log(< τ >τ ).
(A.6)
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Appendix B. Hierarchical prior specification and Maximization for µ
If dL is the total number of neighboring pairs and km and lm the entries of
µj forming the neighboring pair m, then we define a prior:
p(µj,km − µj,lm|φj,m) =
√
φj,m
2pi
e−
φj,m
2
(µj,km−µj,lm )2 . (B.1)
The hyperparameter φj,m > 0 controls the strength of the penalty i.e. small
values of φj,m induce a weaker penalty and vice versa [103]. In summary, by
aggregating all neighboring pairs we obtain an improper prior of the form:
p(µj|Φj) ∝ |Φj|1/2e−
1
2
µTj L
TΦjLµj (B.2)
where L the dL× dΨ denotes the Boolean matrix that gives rise to the vector of
all dL jumps (such as the one in Equation (B.1)) when multiplied with µj, and
Φj = diag(φj,m) the diagonal dL×dL matrix containing all the hyperparameters
φj,m associated with each of these jumps.
We use a conjugate hyperprior for Φj, a product of Gamma distributions:
p(Φj) =
dL∏
m=1
Gamma(aφ, bφ). (B.3)
The independence of the Φj in the prior is motivated by the absence of correlation
(a priori) with respect to the locations of the jumps. We use aφ = bφ = 0 which
results in an Automatic Relevance Determination (ARD, refs) hyperprior.
Due to the analytical unavailability of log p(µj) and its derivatives
∂ log p(µj)
∂µj
,
we employ an Expectation-Maximization scheme which we describe briefly here
for completeness [104, 88]. Proceeding as in Equation (18) i.e. by making use of
Jensen’s inequality and an arbitrary distribution q(Φj) we can bound log p(µj)
as follows:
log p(µj) = log
∫
p(µj|Φj)p(Φj) dΦj
log
∫ p(µj |Φj)p(Φj)
q(Φj)
q(Φj) dΦj
≥ ∫ q(Φj) log p(µj |Φj)p(Φj)q(Φj) dΦj
= Eq(Φj)[log p(µj|Φj)] + Eq(Φj)[log p(Φj)q(Φj) ].
(B.4)
This inequality becomes an equality only when q(Φj) ≡ p(Φj|µj) i.e. it is the
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actual posterior on Φj given µj. The latter can be readily established from Equa-
tions (B.1) and (B.3), from which it follows that p(Φj|µj) =
∏dL
m=1Gamma(aφj,m , bφj,m)
with:
aφj,m = aφ +
1
2
, bφj,m = bφ +
1
2
(µj,km − µj,lm)2. (B.5)
This suggests a two-step procedure for computing log p(µj) and
∂ log p(µj)
∂µj
for
each µj:
(E-step) Find p(Φj|µj) =
∏dL
m=1Gamma(aφj,m , bφj,m) from Equation (B.5)
(M-step) Find log p(µj) and
∂ log p(µj)
∂µj
from Equation (B.4) for q(Φj) ≡ p(Φj|µj)
as follows:
log p(µj) = Eq(Φj)[log p(µj|Φj)] = −12µTj LT < Φj > Lµj
∂ log p(µj)
∂µj
= ∂
∂µj
Eq(Φj)[log p(µj|Φj)]
= Eq(Φj)[
∂
∂µj
log p(µj|Φj)]
= −LT < Φj > Lµj
(B.6)
where < Φj >= Eq(Φj)[diag(φj,m)] = diag(
aφj,m
bφj,m
).
The determination of the derivatives of
∂Fµj
∂µj
requires also Gj =
∂y
∂Ψj
|Ψj=µj ,
which depends on µj. To avoid second-order derivatives and their high compu-
tational costs we linearize Equation (36) and assume that Gj remains constant
in the vicinity of the current guess.9 In particular, we denote µ
(n)
j the value of µj
at iteration n. Then to find the increment ∆µ
(n)
j , we specify the new objective
9We only linearize Equation (36) [1] for the purpose of updating the µj .
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F (n)µj (∆µ(n)j ) as follows:
F (n)µj (∆µ
(n)
j ) =Fµj(µ
(n)
j + ∆µ
(n)
j ) + log p(µ
(n)
j + ∆µ
(n)
j )
=− < τ >
2
|yˆ − y(µ(n)j + ∆µ(n)j )|2
− 1
2
(µ
(n)
j + ∆µ
(n)
j )
TLT < Φj > L(µ
(n)
j + ∆µ
(n)
j )
≈− < τ >
2
|yˆ − y(µ(n)j )−G(n)j ∆µ(n)j |2
− 1
2
(µ
(n)
j + ∆µ
(n)
j )
TLT < Φj > L(µ
(n)
j + ∆µ
(n)
j ).
(B.7)
We note that there is no approximation of the p(µj) prior term. By keeping only
the terms depending on ∆µ
(n)
j in the Equation above we obtain:
F
(n)
µj (∆µ
(n)
j ) = −<τ>2 (∆µ(n)j )T (G(n)j )TG(n)j ∆µ(n)j + < τ > (yˆ − y(µ(n)j ))TG(n)j ∆µ(n)j
−1
2
(∆µ
(n)
j )
TLT < Φj > L ∆µ
(n)
j
−(µj (n))TLT < Φj > L ∆µ(n)j .
(B.8)
This is concave and quadratic with respect to the unknown ∆µ
(n)
j . The maximum
can be found by setting
∂F
(n)
µj
(∆µ
(n)
j )
∂∆µ
(n)
j
= 0 which yields:
(< τ > (G
(n)
j )
TG
(n)
j +L
T < Φj > L)∆µ
(n)
j =< τ > (yˆ−y(µ(n)j ))TG(n)j −LT < Φj > Lµ(n)j .
(B.9)
Appendix C. Determination of required number of basis vectors - Adap-
tive learning
An important question is how many basis vectors in W j ∈ RdΨ×dΘ should be
considered for a mixture component j. We use an information-theoretic criterion
[1] that measures the information gain of the approximated posterior to the prior
beliefs. Specifically, if pdΘ(Θ|s) (Equation (14)) and qdΘ(Θ|s) (Equation (26))
denote the dΘ−dimensional prior and posterior for a given s = j, we define the
quantity I(dΘ, s) as follows:
I(dΘ, s) =
KL(pdΘ(Θ|s)||qdΘ(Θ|s))−KL(pdΘ−1(Θ|s)||qdΘ−1(Θ|s))
KL(pdΘ(Θ|s)||qdΘ(Θ|s))
(C.1)
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which measures the (relative) information gain from dΘ− 1 to dΘ reduced coor-
dinates. When the information gain falls below a threshold Imax, we assume that
the information gain is marginal and the addition of reduced coordinates can be
terminated. For all mixture components we consider the same dΘ, chosen from
the mixture component that requires the largest dΘ. Therefore dΘ is determined
when the information gain with respect to all mixture components falls below
the threshold Imax, (in our examples we use Imax = 1%):
max(I(dΘ, s = 1), I(dΘ, s = 2), ..., I(dΘ, s = S)) ≤ Imax. (C.2)
The KL divergence between the two Gaussians, pdΘ(Θ|s) = N (0,Λ−10,s) and
qdΘ(Θ|s) = N (0,Λ−1s ), where Λ−10,s and Λ−1s are diagonal, as described in Sec-
tion 2.4, Equation (44), is given by:
KL(pdΘ(Θ|s)||qdΘ(Θ|s)) =
1
2
dΘ∑
i=1
(− log( λs,i
λ0,s,i
) +
λs,i
λ0,s,i
− 1) (C.3)
and (Equation (C.1)) becomes:
I(dΘ, s) =
∑dΘ
i=1(− log( λs,iλ0,s,i ) +
λs,i
λ0,s,i
− 1)−∑dΘ−1i=1 (− log( λs,iλ0,s,i ) + λs,iλ0,s,i − 1)∑dΘ
i=1(− log( λs,iλ0,s,i ) +
λs,i
λ0,s,i
− 1) .
(C.4)
Naturally, one could consider different values of dΘ for each mixture component
which could lead to additional savings.
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