Abstract. We consider an on-line scheduling problem, where jobs arrive one by one to be scheduled on two identical parallel processors with preemption. The objective is to minimize the machine completion time vector with respect to the lp norm. We present a best possible deterministic on-line scheduling algorithm along with a matching lower bound.
1.
Introduction. The problem we are interested in can be formally stated as follows. We are given two identical parallel processors M 1 and M 2 . A set of jobs J = {J 1 , . . . , J n } with processing times x 1 , · · · , x n arrive one by one in a sequence. Whenever a job is coming, it is allocated with one or several non-overlapping time slots with preemption being allowed, to possibly different processors. Such an allocation is called a (feasible) schedule. The objective is to find a schedule which minimizes the l p norm of machine's completion times, i.e.,
where L 1 and L 2 are the completion times of the last job on M 1 and M 2 , respectively. In an on-line setting, a job becomes known and available for scheduling only when its predecessors in the sequence have already been scheduled and such scheduling is irrevocable. The off-line version of problem, where the full information (number of jobs and sizes of jobs) on all the jobs is known in advance, can be denoted as P 2|pmtn|l p using the three-field notation in [7] . l p norm is more appropriate than the l ∞ norm (i.e., the make-span) when we study the average behavior of the machine completion time. Consider the case where the processing time represents the machine disk access frequency. Define the load on a disk (or the completion time of the disk) to be the sum of processing times assigned to it. If we want to minimize the maximum delay of an access request to the disk, it is equivalent to minimizing the maximum load on a disk. This corresponds to the l ∞ norm (makepsan). However, the more appropriate goal would be to minimize the average delay of all access requests [5] . This is equivalent to minimizing the l p norm of the load vector for some p > 1.
Previous research on l p norm has been focused on the nonpreemptive case, where each job has to be assigned to a single time slot. Nevertheless, almost all practical systems, like schedulers in various computer operating systems, utilize preemption to improve the response time, i.e., reduce the average delay experienced by any request. Therefore, allowing preemption in scheduling policies will be of great practical significance. However, allowing parallelism at the same time, i.e., preempted parts of the same job can be scheduled in parallel on different processors, leads to trivial solution for l p norm. So we focus on the non-parallel case where preempted parts of the same job must be allocated into non-overlapping time slots, possibly on different processors. This motivates us to investigate the problem defined in the beginning.
We will measure the quality of an on-line algorithm ON , one for the on-line scheduling problem, by its competitive ratio r ON , which is defined to be the supremum of ratio C ON /C OF F over all problem instances, where C ON and C OF F denote respectively the l p norm of machine completion time vector of the on-line schedule constructed by ON and that of the corresponding (off-line) optimal schedule.
To our best knowledge, there is no previous discussion in the literature on preemptive scheduling with respect to l p norm. In the following we will only review the results for the nonpreemptive case, and further restrict us on the on-line setting. The reader is referred to [1, 2, 3] and the references therein for results regarding the off-line case.
Chandra and Wong [5] initialize the study of l p norm. They investigate the performance of the greedy algorithm on sorted jobs, i.e., the jobs arrives in nonincreasing processing time order. The greedy algorithm always assigns the first unassigned job on the minimum load machine. Lin et al [6] recently prove that the greedy algorithm is best possible for two processors on sorted jobs. Avidor et al. [4] give the exact performance of the greedy algorithm on unsorted jobs. For l 2 norm, the competitive ratio of the greedy algorithm is 4/3 for any number of machines divisible by 3 but strictly less than 4/3 in all the other case. For general l p , the competitive ratio turns out to be 2 − Θ(ln p/p). Lin et al [6] recently give a randomized lower bound for two processors.
In this paper, we are concerned with developing a best possible deterministic on-line algorithms for P 2|pmtn, on − line|l p . The rest of the paper is organized as follows. We describe the algorithm and analysis in Section 2, and conclude the paper with some open questions in Section 3.
Algorithm and Analysis. Denote two intervals
The following properties for ϕ and φ, which are easy to prove by examining the first derivatives, will be useful hereafter.
, and achieves its minimum value at (µ − 1)/(2µ − 1). (2): φ(µ, t) is decreasing for t ≤ 1/2, increasing for t > 1/2, and achieves its minimum value at 1/2.
We establish two important lemmas first.
Lemma 2.2. The following equations system has a unique solution (µ, t) such that µ ∈ U and t ∈ T .
Proof. Solving ϕ(µ, t) − φ(µ, t) = 0, we get
Obviously, the right hand side is non-negative for any µ ∈ U , so we can choose the positive root
Take any µ ∈ U , then µ ≤ 1 +
We are done with the proof if we can show that there is a unique µ ∈ U . First notice that t p is a nondecreasing function of µ by checking the first derivative, which is nonnegative:
We can define a function of µ based on ϕ(µ, t):
We claim ξ(u) is nonincreasing for µ ∈ U . In fact, the sum of the first two terms
is a nonincreasing function of t for any fixed µ. Combining with the fact that t and µ p−1 are both nondecreasing for µ ∈ U , we know that ξ(µ) is a nonincreasing function for µ ∈ U .
Notice that t = 0 at µ = 1, and t = 1/2 at µ = (1 + p−1
. Now we can conclude that there is a unique µ ∈ U since ξ(u) is nonincreasing for µ ∈ U with opposite signs on the two boundaries. This completes the proof of the lemma.
From now on, denote (µ * , t * ) to be the unique solution of the system (1) We are now ready to present our main result of this paper. Proof. We first devise an on-line algorithm with the claimed ratio. For simplicity, we will identify a job with its length whenever there is no confusion. We introduce some notations first. In any on-line algorithm, after scheduling some jobs, let L i (i = 1, 2) be the workload on M i prior to the new incoming job x. Thus L = L 1 + L 2 is the total workload before x, and the objective value
(since there is no simultaneous idle time). Without loss of generality, we can always assume L 1 ≤ L 2 . Denote C OP T to be the optimal off-line objective prior to x, then for any job z prior to x
Define the following two functions
The following simple facts, which will be used shortly, are easy to show.
Fact 2.5.
(1): f (x) is a concave function of x, and achieves its maximum at
) is a convex function of x, and achieves its minimum at
We will show the following algorithm H achieves the claimed ratio p √ α.
Algorithm H:: When a new job x arrives, do the following:
Step 1.: Solve the following mathematical program with a single variable y:
Step 2.: Let y * be an optimal solution. Assign y * and x − y * to M 1 and M 2 respectively.
Observe that the generated schedule by algorithm H is feasible at any time due to the constraint (8). It is easy to see algorithm H maintains the following variant at any stage:
We now show H is p √ α-competitive. This will be done by induction on the number of jobs. It is trivial when there is no job scheduled. Suppose H is p √ α-competitive after scheduling some jobs and prior to x. We show this is still true after scheduling x by H.
The rest of the argument will be based on the following idea. We are done if we can show either
bound of the optimal offline value in this case; or (2) 
is always a lower bound for the optimal offline value (see (4)).
We consider two cases: Case 1.: Equation (6) is tight, i.e., satisfied as equality, in the optimal solution y * . Obviously we can assume L + x > 0 to exclude the trivial case. Let
p to the left side of (6) gives ϕ(µ * , λ) = 0 (recall the definition of ϕ in (1)).
By the definition of (µ * , t * ), and the proof of Lemma 2.3, we know λ = t * is the only root of ϕ(µ * , λ) = 0. Therefore 3. Final Remarks. We present a best possible deterministic on-line scheduling algorithm along with a matching lower bound. There are some open questions related to this problem besides the aforementioned conjecture. It is nontrivial to us whether the techniques here can be applied to solve the problem for more than two processors. Investigating the tightness of the randomized lower bound given in [6] is also challenging.
