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Zero temperature parallel dynamics for infinite range spin glasses and neural networks E. Gardner (1) , B. Derrida (2) and P. Mottishaw (2) (1) Department of Physics, University of Edinburgh, Edinburgh EH9, 3JZ, U.K. (2) Abstract. 2014 We present the results of analytical and numerical calculations for the zero temperature parallel dynamics of spin glass and neural network models. We use an analytical approach to calculate the magnetization and the overlaps after a few time steps. For the long time behaviour, the analytical approach becomes too complicated and we use numerical simulations. For the Sherrington-Kirkpatrick model, we measure the remanent magnetization and the overlaps at different times and we observe power law decays towards the infinite time limit. When one iterates two configurations in parallel, their distance d(~) in the limit of infinite time depends on their initial distance d(0). Our numerical results suggest that d(~) has a finite limit when d(0) ~ 0. This result can be regarded as a collective effect between an infinite number of spins. For the Little-Hopfield model, we compute the time evolution of the overlap with a stored pattern. We find regimes for which the system learns better after a few time steps than in the infinite time limit.
J. Physique 48 (1987) [6] . These metastable states are responsible for remanence effects [7] , very slow relaxations and sensitivity to initial conditions. They are also at the origin of all optimization problems [8] . At the moment one knows, at least in infinite ranged models, how to compute the number of metastable states [6, 11] . However much less is known about the sizes and the shapes of their basins of attraction which play a crucial role in zero temperature dynamics [3, 11, 12] . Even the characterization of these sizes and shapes is not easy.
In the present work, we will develop an approach to zero temperature dynamics. This paper will treat only parallel dynamics because it simplifies our calculations but we think that some of our results could be generalized to serial dynamics. We The remanent magnetization depends strongly on the size N ( Fig. 1) whereas at short times, the size dependence of mN (t ) is much weaker. This makes the analysis of the long time behaviour of the magnetization rather difficult. The following two attempts were made : The estimation of i3 is not easy either, because one needs to take the limit N -+ oo. For short times t, this is not very hard because mN (t ) does not vary much with N but for t -+ oo, this is more difficult (see Table I and Fig. 1 The long time behaviour is much easier to study when one considers the time evolution of qn(t,t -2). In the limit t-+ oo, qN(t,t-2)-+ 1 independent of N. So the problem we had because of the N-dependence of the remanent magnetization is not present here. In figure 2 we show log (1 -qN (t, t -2 ) ) versus log t for N = 100 and N = 400. We see for each size two regimes. figure 2 we see that, the range on which (4.5) holds increases with N and therefore (4.5) is probably valid at all times in the thermodynamic limit. The I result (4.5) is compatible with the power law (4.3) and the estimate 0.5 , /3 0.7 since one has always (3.6) (Fig. 4) (Fig. 4a) , a = 0.4 (Fig. 4b) , a = 0.9 (Fig. 4c) . The points are the results of numerical simulations and the curves were obtained from equations (3.14) and (3.15) . For a = 0.1 (Fig. 4a) , the system learns. For a = 0.4, the system goes towards the pattern for the first time steps if m° is small enough but does not learn in the long time limit (the dashed straight line is m' = m?). For a = 0.9 (Fig. 4c) 
