Abstract. Let X be a h-homogeneous zero-dimensional compact Hausdorff space, i.e. X is a Stone dual of a homogeneous Boolean algebra. It is shown that the universal minimal space M (G) of the topological group G = Homeo(X), is the space of maximal chains on X introduced in [Usp00]. If X is metrizable then clearly X is homeomorphic to the Cantor set and the result was already known (see [GW03] ). However many new examples arise for non-metrizable spaces. These include, among others, the generalized Cantor sets X = {0, 1} κ for non-countable cardinals κ, and the corona or remainder of ω, X = βω \ ω, where βω denotes the Stone-Čech compactification of the natural numbers.
Introduction
The existence and uniqueness of a universal minimal G dynamical system, corresponding to a topological group G, is due to Ellis (see [Ell69] , for a new short proof see [GL11] ). He also showed that for a discrete infinite G this space is never metrizable, and the latter statement was generalized to the locally compact non-compact case by Kechris, Pestov and Todorcevic in the appendix to their paper [KPT05] . For Polish groups this is no longer the case and we have such groups with M(G) being trivial (groups with the fixed point property or extremely amenable groups) and groups with metrizable, easy to compute M(G), like M(G) = S 1 for the group G = Homeo + (S 1 )
( [Pes98] ) and M(G) = LO(ω), the space of linear orders on a countable set, for S ∞ (ω)
([GW02]).
Following Pestov's work Uspenskij has shown in [Usp00] that the action of a topological group G on its universal minimal system M(G) (with card M(G) ≥ 3) is never 3-transitive so that, e.g., for manifolds X of dimension > 1 as well as for X = Q, the Hilbert cube, and X = K, the Cantor set, M(G) can not coincide with X. Uspenskij proved his theorem by introducing the space of maximal chains Φ(X) associated to a compact space X. In [GW03] the authors then showed that for X the Cantor set and G = Homeo(X), in fact, M(G) = Φ. It turns out that this group G is a closed subgroup of S ∞ (ω) and in [KPT05] Kechris, Pestov and Todorcevic unified and extended these earlier results and carried out a systematic study of the spaces M(G)
for many interesting closed subgroups of S ∞ .
In the present work we go back to [GW03] and generalize it in another direction.
We consider the class of h-homogeneous spaces X and show that for every space in this class the universal minimal space M(G) of the topological group G = Homeo(X)
is again Uspenskij's space of maximal chains on X. If X is metrizable then clearly X is homeomorphic to the Cantor set and the result of [GW03] is retrieved (although even in this case our proof is new, as we make no use of a fixed point theorem).
However, many new examples arise when one considers non-metrizable spaces. These include, among others, the generalized Cantor sets X = {0, 1} κ for non-countable cardinals κ, and the widely studied corona or remainder of ω, X = βω \ ω, where βω denotes the Stone-Čech compactification of the natural numbers. As in [GW03] the main combinatorial tool we apply is the dual Ramsey theorem. (1) A zero-dimensional compact Hausdorff topological space X is called h-homogeneous if every non-empty clopen subset of X is homeomorphic to the entire space X.
(2) A Boolean algebra B is called homogeneous if for any nonzero element a of B the relative algebra B|a = {x ∈ B : x ≤ a) is isomorphic to B.
Using Stone's Duality Theorem (see [BS81] IV §4) a zero-dimensional compact Hausdorff h-homogeneous space X is the Stone dual of a homogeneous Boolean Algebra, i.e.
any such space is realized as the space of ultrafilters B * over a homogeneous Boolean algebra B equipped with the topology given by the base N a = {U ∈ B * : a ∈ U}, a ∈ B. Here are some examples of h-homogeneous spaces (see [ŠR89] ):
(1) The countable atomless Boolean algebra is homogeneous. It corresponds by Stone duality to the Cantor space K = {0, 1} N .
(2) Every infinite free Boolean algebra is homogeneous. These Boolean algebras correspond by Stone duality to the generalized Cantor spaces, {0, 1} is not hard to see that in Y the clopen sets are of the form L = a∈A {a} × C a for some A ⊂ ω, where for all a ∈ A, C a is non-empty and clopen
These facts imply in a straightforward manner that X is h-homogeneous. In [DM78] it is pointed out that under MA X is not homeomorphic to ω * . Thus under ¬ CH+MA, this example provides another weight c h-homogeneous space.
(5) Let κ be a cardinal. By a well-known theorem of Kripke ( [Kri67] ) there is a homogeneous countably generated complete Boolean algebra, the so called collapsing algebra C(κ) such that if A is a Boolean algebra with a dense subset of power at most κ, then there is a complete embedding of A in C(κ).
(6) It is not hard to check that the product of any number of h-homogeneous spaces is again h-homogeneous.
1.2. The universal minimal space. A compact Hausdorff G-space X is said to be minimal if X and ∅ are the only G-invariant closed subsets of X. By Zorn's lemma each G-space contains a minimal G-subspace. These minimal objects are in some sense the most basic ones in the category of G-spaces. For various topological groups G they have been the object of intensive study. Given a topological group G one is naturally interested in describing all of them up to isomorphism. Such a description is given (albeit in a very weak sense) by the following construction: as was mentioned in the introduction one can show there exists a minimal G-space M(G) unique up to isomorphism such that if X is a minimal G-space then X is a factor of M(G), i.e., there is a continuous G-equivariant mapping from M(G) onto X. M(G) is called the universal minimal G-space. Usually this minimal universal space is huge and an explicit description of it is hard to come by.
1.3. The space of maximal chains. Let K be a compact Hausdorff space. We denote by Exp(K) the space of closed subsets of K equipped with the Vietoris topology.
A chain is maximal if it is maximal with respect to the inclusion relation.
One verifies easily that a maximal chain in Exp(K) is a closed subset of Exp(K), and that Φ(K), the space of all maximal chains in Exp(K), is a closed subset of
is a compact space. Note that a G-action on K naturally induces a G-action on Exp(K) and Φ(K). This is true in particular for
As the G-space Φ(M(G)) contains a minimal subsystem it follows that there exists an injective continuous G-equivariant mapping f :
By investigating this mapping Uspenskij in [Usp00] showed that for every topological group G, the action of G on the universal minimal space M(G) is not 3-transitive.
As a direct consequence of this theorem only rarely the natural action of the group G = Homeo(K) on the compact space K coincides with the universal minimal Gaction (as is the case for X = S 1 ). In [Gut08] it was shown that for G = Homeo(X),
where X belongs to a large family of spaces that contains in particular the Hilbert cube, the action of G on the universal minimal space M(G) is not 1-transitive.
It is easy to see that every c ∈ Φ(K) has a first element F which is necessarily of the form F = {x}. Moreover, calling x r(c) the root of the chain c, it is clear that the map π : Φ(K) → K, sending a chain to its root, is a homomorphism of dynamical systems. 
The relation is given by refinement: α β (α β ) iff for any B ∈ β (B ∈β), there is A ∈ α (A ∈α) so that
where the ordering of indices is given by the lexicographical order on the indices of α and β (α ∨β = {A ∩ B : A ∈α, B ∈β}). It is convenient to introduce the notations
This action commutes with the action of G, i.e. σgβ = gσβ for any σ ∈ S k and g ∈ G. Notice that one can identifyD k = D k /S k .
Partition Homogeneity. Let us introduce a new definition:
Definition 2.1. A zero-dimensional compact Hausdorff space X is called partitionhomogeneous if for every two finite ordered clopen partitions of the same cardinality,
Proposition 2.2. Let X be an infinite zero-dimensional compact Hausdorff space.
X is h-homogeneous iff X is partition-homogeneous.
. Assume now X is partition-homogeneous. Let A = X be a clopen set in X. We distinguish between two cases:
(1) A is a singleton. As X is partition-homogeneous there exists h ∈ Aut(X) with hA = A c and hA c = A. We conclude X is a two point space contradicting the assumption that X is infinite.
(2) A is not a singleton. Because X is a compact Hausdorff zero-dimensional space we can find disjoint clopen sets
3. Basic properties of h-homogeneous spaces 3.1. Induced orders. Let X be a compact Hausdorff zero-dimensional h-homogeneous space and denote G = Homeo(X). As X is either trivial or infinite, we will assume from now onward, w.l.og. that X is infinite. Let υ ∈ Φ(X) and D ⊂ X a closed set. 
The maximal element of υ that is contained in D.
Definition 3.1. Let υ ∈ Φ(X) andα = {A 1 , A 2 . . . , A m } ∈D. Define < υ|α =< υ , the induced order onα by υ:
Similarly for υ ∈ Φ(X) and α ∈ D, define the induced order < υ|α =< υ|t(α) . Denote by
. . , A m ) where i < j if and only if
Proof. Let D ⊂ X be clopen so that r(υ) ∈ D, then it is easy to see that
and in particular has a root
. Let i 1 be such that r(υ) ∈ A i 1 . Inductively let i k+1 be such
This implies both that < υ is a linear order and
3.2. Minimality and proximality of natural actions. The basis for the Vietoris topology for the compact Hausdorff space Exp(X) is given by open sets of the form:
where A i ⊂ X is clopen. It is easy to see that a basis of clopen neighborhood of a maximal chain υ ∈ Φ(X) is given by
where α = (A 1 , A 2 . . . , A n ) ∈ D and
The following lemma is straightforward:
Lemma 3.4. Let α = (A 1 , A 2 . . . , A n ) ∈ D and υ ∈ Φ(X). Let < υ|α be the induced order of υ on α, then υ ∈ U α if and only if < υ =<, where < is the usual order on {1, 2 . . . , n}. In particular υ ∈ U t * υ (α) .
Theorem 3.5.
(1) The system (X, G) is minimal.
(2) The system (X, G) is extremely proximal; i.e. for every closed set ∅ = F X there exists a net {g i } i∈I in G such that we have lim i∈I g i F = {x 0 } for some point x 0 ∈ X (see [Gla74] ).
(3) The minimal system (X, G) is not isomorphic to the universal minimal system
Proof.
(1) Since X is h-homogeneous, then by Proposition 2.2, G acts transitively on non-trivial (i.e. not ∅, X) clopen sets. Since G acts transitively on the above mentioned basis, it follows that for every U ∈ U we have ∪{α(U) : α ∈ G} = X. This property is equivalent to the minimality of the system (X, G).
(2) Fix some x 0 in X such that x 0 ∈ F . For an arbitrary basic clopen neighbor-
is the required net.
(3) As the system (X, G) is certainly 3-transitive this claim follows from Uspenskij's theorem [Usp00] . For completeness we provide a direct proof. Suppose (X, G) is isomorphic to the universal minimal G system. Let Y ⊂ Φ be a minimal subset of Φ. Then, by the coalescence of the universal minimal system (every G-endomorphism φ : (M(G), G) → (M(G), G) (which is necessarily onto) is an isomorphism, see [GL11] and [Usp00]), the restriction π : Y → X, sending a chain to its root, is an isomorphism. Fix c 0 ∈ Y and let p 0 ∈ X be its root; i.e. π(c 0 ) = p 0 . Let H = {α ∈ G : αp 0 = p 0 }, the stability group of p 0 . Since π is an isomorphism we also have H = {α ∈ G : αc 0 = c 0 }. Choose F ∈ c 0 such that {p 0 } F X and let p 0 = a ∈ F (recall X is infinite).
Choose a clopen partition of (P, A, B) of X with B ∩ F = ∅, P ∩ F = ∅ and A∩F = ∅. Using the fact that X is partition homogeneous, one can find g ∈ G so that gP = P , gA = B and gB = A. One redefines g so that g |P = Id. As g(A ∪ P ) ∩ A = ∅, we have F \ gF = ∅. As gA = B we have gF \ F = ∅.
Conclude that F and gF are not comparable. On the other hand g(p 0 ) = p 0 means g ∈ H whence also gc 0 = c 0 . In particular gF ∈ c 0 and as c 0 is a chain one of the inclusions F ⊂ gF or gF ⊂ F must hold. This contradiction shows that (X, G) cannot be the universal minimal G-system.
be the induced order of υ on α. Let σ ∈ S n be such that for any i < j,
As X is partition homogeneous we can choose g ∈ G so that
< be the usual order on {1, 2 . . . , n}. Inductively we will construct g ∈ G so that < gυ 1 |α =< gυ 2 |α =<. Using Lemma 3.4, this implies gυ 1 ∈ U α and gυ 2 ∈ U α .
As U α is arbitrary, this establishes proximality. Indeed let g 1 ∈ G so that
It is easy to see that g = g n has the desired properties. Proposition 4.2. The topology on ω * is not an order topology.
Proof. Assume for a contradiction that the topology on ω * is an order topology associated with a linear order <. As ω * has no isolated points we can find (with no loss of generality) an increasing bounded sequence of points p 1 < p 2 < p 3 < · · · < b. By compactness this sequence admits a least upper bound
It is easy to check that p = lim k→∞ p k , so that the set {p k : k = 1, 2, . . . } ∪ {p} is a closed subset of ω * . However, it is well known that the remainder ω * has no nontrivial converging sequences; e.g. one can use the fact that the closure of the set 
There is a natural
with the product topology. This is a G-space under the action gω(β) = ω(g −1 β) for any ω ∈ Ω k , β ∈ D k and g ∈ G.
Set T k = {1, −1} S k . We refer to the elements of T k as tables.
equipped with the product topology. This is a G-space under the action · :
There is a natural family of homeomorphisms π c :
, (also denotedω when no confusion arises) where
is defined after Definition 3.1). In order for π c to be a G-homeomorphism we need to equipΩ k with a different G-action than the natural G-action mentioned above. Namely
where ρ c : G ×Ω k → S k is defined uniquely by the equation: 
Proof. By definition we have gh
This implies
.
Taking the inverses we get ρ c (gh
Note that in the end of Section 3 of [GW03] it was mistakenly claimed that g 
We denote by Π by:
Notice γ β is naturally ordered and
We denote byΠ are introduced. We will introduce a generalized family but using a different description.
Definition 4.6. Let β ∈ D and c ∈ Φ(X), define the β-ratio of c, to be the unique element θ β (c) ∈ S k so that:
Lemma 4.7. The following holds:
(1) θ β (c) = θ gβ (gc) for c ∈ Φ(X), g ∈ G and β ∈ D.
(2) θ σ −1 t * c (β) (c) = σ for σ ∈ S k ,β ∈D and c ∈ Φ(X).
(1) By definition θ gβ (gc)gβ = t * gc (gβ). By Lemma 3.2, gt * c (β) = t * gc (gβ) and therefore one has θ gβ (gc)gβ = gt * c (β). As the G and S k actions commute it implies θ gβ (gc)β = t * c (β). By definition θ β (c)β = t * c (β) and we conclude θ β (c) = θ gβ (gc).
Lemma 4.8. φ T : Φ(X) → Ω k is continuous and G-equivariant.
Proof. We start by showing that φ T is continuous. Let n ∈ N, ǫ 1 , ǫ 2 , . . . ǫ n ∈ {±1},
(β) . By Lemma 3.4 c 1 ∈ U so U = ∅. We claim φ T (U) ⊂ V . Indeed let c 2 ∈ U and fix i. By assumption c 2 ∈ U t * c 1
calculations we have just performed for any γ α,ξ 1 =t(t * c 0
. This implies there exists T ∈ T k such that for anyξ ∈D k ,υ(ξ) = T , i.e.ν =ω T defined above. We conclude Σ = φ T (Φ(X)).
4.6.
Calculation of the universal minimal space. We now proceed as in [GW03] . Proof. This follows from Proposition 3.4 of [Pes98] where it is shown that under the same conditions the greatest ambit of H is zero-dimensional.
We now give the proof of Theorem 4.1:
Proof. The proof is a reproduction of the proof appearing in [GW03] 
