We study a class of one dimensional particle systems with binary interactions of Bird type, which includes Kac's simplified model of the Boltzmann equation and some kinetic models for the evolution of wealth distribution. We obtain explicit rates of convergence, as the total number of particles goes to ∞, for the Wasserstein distance between the law of a particle and its limiting law, which depend linearly on time. The proof is based on a novel coupling between the particle system and a suitable system of non-independent nonlinear processes, as well as on recent sharp estimates for empirical measures.
Introduction and main result
The kinetic equation We consider the collection (P t ) t≥0 of probability measures on R, solution of the following nonlinear kinetic-type equation:
Here Q + is a generalized Wild convolution, which associates with every measure µ on R a new measure Q + (µ) given by φ(u)Q + (µ)(du) = 1 2 E(φ(Lu + Rv) + φ(Lv +Ru))µ(dv)µ(du),
for all bounded measurable functions φ, where (L, R,L,R) is a given random vector in R 4 (with known distribution) and E denotes the expectation with respect to it.
Equations (1)- (2) describe the behaviour of an infinite number of objects or "particles" subject to binary interactions. The state of each particle is characterized by a scalar u ∈ R, and P t (du) represents the proportion of particles in state u at time t ≥ 0. The microscopic binary interactions, which occur randomly at constant rate, are heuristically described as follows: when a particle at state u interacts with a particle at state v, their states change according to the rule (u, v) → (Lu + Rv,Lv +Ru).
This model is a generalization of Kac's one dimensional simplification of the (more realistic) Boltzmann equation for a spatially homogeneous dilute gas in R 3 , in which the interacting objects represent actual physical particles. Specifically, in Kac's model introduced in [13] , the state of a particle is its one dimensional velocity, and the interactions correspond to random exchanges of velocities that occur at binary collisions that preserve kinetic energy, so that L = cos θ = L, R = − sin θ = −R, with θ randomly chosen in [0, 2π). We refer the reader to [16] and the references therein for historical background on Kac and Boltzmann's equations. A further source of models of the type described by equations (1)- (2) is the kinetic description of the evolution of the wealth distribution in a simplified economy, studied for instance in [15] (see also the references therein). In that setting the state of a particle represents the wealth of an economic agent, and the binary interactions correspond to trades or economic exchanges between them. Early versions of that model assumed
for some p ≥ 1 (notice that in Kac's model (4) is satisfied with p = 2). In the case p = 1, for non-negative L, R,L andR condition (4) can be seen as exact conservation of total wealth in each interaction. The weaker condition
interpreted as conservation of wealth only in the mean (so that risky trades with possible gain or loss of total wealth in each interaction are allowed) has also been considered, in order to obtain wider classes of equilibrium distributions for the nonlinear dynamics (see [15] , [2] ). As a slight generalization of these conditions, we will typically assume that
This condition is natural since, from the point of view of a given particle, the distribution Λ = 1 2 (Law(L, R)+Law(L,R)) suffices to describe its evolution: at each pair interaction a sample (ξ, ζ) is taken fromΛ and one particle's state u is updated according to the rule u → ξu + ζv, where v is the state of the other particle in the interaction.
Particle system and propagation of chaos In order to rigorously justify the interpretation of the model (1)- (2) as representing the evolution of an infinite number of interacting particles or agents, one can (and we will shortly) define a finite system of N of such particles, which we denote (X t ) = (X 1 t , . . . , X N t ), starting independently with common law P 0 and such that at each binary interaction the states of both particles are modified according to the rule (3) . In the terminology of particle approximations of the Boltzmann equation, a particle system with such (true) binary interactions is called of Bird type, as opposed to particle systems of Nanbu type, in which only one particle changes its state after interaction with some other. Convergence of such a particle system, more precisely of its empirical measures
towards the solution (P t ) t≥0 of the nonlinear evolution (1) as N goes to infinity, has been studied in more general frameworks and from several points of view (see for instance [10] , [16] and the references therein). Since the particles are exchangeable, the convergence of the empirical measure to P t for large N , as a random variable in the space of probability measures in R endowed with the weak topology, is equivalent to the property of propagation of chaos of X t with respect to P t (see [19] for background): for every fixed k ∈ N, the joint law of X 1 t , . . . , X k t converges weakly to P ⊗k t as N goes to ∞. That is, when N is large, any fixed number of particles of the system behaves at time t approximately like independent random variables of law P t . This property was introduced and first established by Kac himself [13] for the particle system bearing his name, and is nowadays know to hold for a large class of particle models, under general mild assumptions. Following ideas pioneered by Tanaka in the case of the Boltzmann equation (see [20] and [21] ), it is also possible to establish the convergence of the pathwise law of a particle to the law of the so-called nonlinear process (see below its description, and refer to [19] , [10] and references therein for general background).
Typically, weak convergence results are not sufficiently informative, and one looks for quantitative rates of convergence, with an explicit dependence on both the number of particles N and time t. For instance, in [10] the authors obtain an explicit rate in total variation distance on the path space between the law of one particle and the law of the nonlinear process. However, due to the generality of their hypotheses and the strong pathwise distance they use, the convergence rate depends exponentially on the length of the time interval that is considered. In presence of additional conditions preventing some moments of the system from growing with time (such as condition (6) in the case p = 1) one would expect to obtain rates that depend reasonably on t.
In that direction, the general theory developed in [16] provides a framework and a methodology to establish quantitative (in t and N ) propagation of chaos estimates and could possibly be applied in the present framework. Their approach however does not provide information on the way in which the particles trajectories get closer to those of the limiting processes. In [8] , motivated by the numerical approximation of the Boltzmann equation for hard spheres, hard potentials and Maxwellian gases, a pathwise coupling argument was developed for Nanbu particle systems, generalizing a coupling construction based on optimal transport developed in [5] . That pathwise approach however does not readily extend to the particle systems of Bird type we are interested in, which provide a physically more transparent description of the relevant interaction phenomena.
Before stating our main result, we remark that most of the discussion and results that follow can be extended to variants of the models considered here in which infinitely many jumps are allowed on finite time intervals. For instance, Kac's model without cutoff can be similarly dealt with, though with different degrees of additional technicalities according to the singularity of the cross section (see [4] for a probabilistic description and pathwise interpretation of the model in the non-cutoff case). For simplicity of the exposition and to avoid further technical issues, we restrain ourselves to models with finite jump rates on finite intervals (in particular, well posedness of equation (1) is standard).
Main result
In this article we will study the Bird-type N -particle system X = (X 1 , . . . , X N ) (described above and to be defined shortly) and its propagation of chaos property, under condition (6) and in the cases p = 1 and p = 2. Our main goal is to obtain rates of convergence, as N → ∞, for the Wasserstein distance W p (see (16) for its definition) between the law of one particle (resp. k particles) at each time t and its limiting law P t (resp. P ⊗k t ), with estimates that depend explicitly on N and t and grow reasonably fast as function of t.
In the case p = 2, besides condition (6), we will work under the assumption
which, together with (6) ensure that the second moment of any particle is preserved in time. This condition is certainly satisfied in Kac's model. In all the sequel, P(R) denotes the space of probability measures in R (endowed with the weak topology). Define M q (µ) = |u| q µ(du) the absolute q-moment of µ ∈ P(R), and
This quantity plays an important role in [15] , since, when q * is non-trivial (that is, p < q * < ∞), it corresponds to the Pareto index of the stationary distribution of P t . It is also important because the moments of order q < q * of P t can be controlled uniformly in time (see Lemma 5 below). We can now state in a simplified form our main result:
, assume also that E(LR +LR) = 0 and q * > 2. Let (P t ) t≥0 be the unique solution of (1) . Then
• for any q ∈ {1} ∪ (1, q * ) and any γ < (2 + 1/q) −1 in the case p = 1, or
• for any q ∈ (2, q * ), q = 4 and for γ = min(1/3,
there exists a constant C, depending on p, q, γ and some moments of P 0 and (L, R,L,R) of order at most q, such that:
See Theorem 7 for a refined and more general version that also provides a trajectorial convergence estimate, among other extensions. Let us remark that the power γ in Theorem 1 is a consequence of recent results from [12] and [7] , which provide sharp quantitative estimates in Wasserstein distance for the empirical measures of exchangeable or i.i.d. collections of random variables (and improve or extend a classic result found in [18] ).
Remark 2.
If the stronger condition (4) is satisfied, then
for all q > p, and the value of q * will depend only on the finiteness of the moments of P 0 . For instance, in the case p = 1, if P 0 has finite moments of all orders, then q * = ∞ and Theorem 1 provides a rate of almost N −1/2 for W 1 . In the case p = 2, for instance in Kac's model, if P 0 has finite moment of order 4 + ε, then q * > 4 and we obtain a rate of N −1/3 for W 2 2 . To our knowledge, this article provides the first quantitative propagation of chaos result for kinetic equations modeling wealth distribution. Indeed, one of the original motivations of this work is to study not only the wealth distribution of the population as a whole, but also the time evolution of a single individual. Following well established probabilistic ideas, the proof of Theorem 1 will therefore be based on the construction of a coupling between each of the particles and the so-called nonlinear process, the time marginal laws of which satisfy (1). We next recall the nonlinear process and discuss the novelty of the general coupling construction that we shall introduce in order to deal with Bird-type particle systems.
Nonlinear process and idea of the coupling Consider a process defined by the following nonlinear martingale problem: to find a probability measure P , on the Skorohod space of càdlàg trajectories D(R + , R), such that for each bounded and measurable function φ the following is a P -martingale:
where
for u ∈ R and µ a probability measure on R, and Z is the canonical process in D(R + , R). Under mild assumptions, it can be shown that this martingale problem has a unique solution (see for instance [10] ). Taking P -expectation in (8) it follows that its marginals (P t ) t≥0 solve (1) (this justifies the notation P used for its pathwise law). A càdlàg process having law P will be called a nonlinear process; it represents the trajectory of any fixed particle in the (infinite) population subject to the random interactions described above in (3) . Recall also that, the collection of marginals (P t ) t≥0 solving (1) being given and uniquely determined, one can construct the solution P of the nonlinear martingale problem as follows: consider a Poisson point measure
, and define (V t ) t≥0 to be the unique solution starting with law P 0 of the stochastic equation
It is not hard to see that such a jump process V exists and it is uniquely defined. Classically, using Itô's formula (and uniqueness for the linearized version of equation (1)) its law is easily seen to solve the nonlinear martingale problem, as desired.
To prove our results, we will couple the Bird particle system X t with a system U t = (U 1 t , . . . , U N t ) where each U i is a copy of the nonlinear process V , constructed in such a way that it remains close to X i . To achieve this, we will use techniques of optimal coupling inspired in those used in [5] and [8] , in order to carefully choose the jumps of the nonlinear process U i as similar as possible to those of the particle X i . However, contrary to those papers which deal with Nanbu-type particle systems (in which each randomness source acts on the trajectory of only one of the particles), ensuring closeness of X i and U i simultaneously for all i = 1, . . . , N will imply that the processes U 1 , . . . , U N are not independent. Therefore, to obtain the desired estimates we will need, in a second step, to "decouple" the system U t as N goes to infinity, which we will be able to do with estimates that are uniform in time.
Let us point out that the coupling construction we will introduce can in principle be replicated in higher dimensions, and with more general interaction rules, which is why we preferred to avoid the use of specific one-dimensional features in its construction. We therefore expect that these techniques could be applied in physically more relevant situations, hopefully including (at least some instances of) the Boltzmann equation. Also, we think it should be possible to adapt this coupling construction in order to quantitatively study "Bird-type" Brownian particle approximations of a certain Gaussian white-noise driven nonlinear process, associated with the Landau equation arising in the grazing collisions limit of the Boltzmann equation. That process was studied in [9] , [11] , and a particle approximation result with a "Nanbu type" Brownian particle system was proved in [5] , by means of a coupling construction based on optimal transport. The corresponding particle system of Bird-type is studied in [3] using the functional tools developed in [16] , but there seems to be so far no suitable coupling argument available in order to deal with such class of particle systems. 1
Plan of the paper In Section 2 we give the explicit construction of the particle system X t , and more importantly, we couple it with the system U t = (U 1 t , . . . , U N t ) of dependent nonlinear processes that we will use throughout the rest of this article. In Section 3 we state and prove Theorem 7, which covers the statement of Theorem 1. The proof of some intermediate lemmas, including statements of Section 2 and the "decoupling" of the process U t , is left for the final Section 4.
Construction of the particle system and the nonlinear processes
The particle system Let us fix the number of particles N ∈ N. Although most of the subsequent objects will depend on N , for notational simplicity we will not make this dependence explicit. We will define both the particle system X and the nonlinear processes U by means of integral equations driven by the same Poisson point measure. To this end, let us first introduce the function i : [0, N ) → {1, . . . , N } given by i(ρ) = ρ + 1, and the set
Note that |C| = N (N − 1), see Figure 1 . Also, denote η = (ξ, ζ,ξ,ζ) a generic point in
In words, N picks atoms in [0, ∞) at constant rate of N/2, and for each such atom it also independently samples a tuple (ξ, ζ,ξ,ζ) from Λ and a pair (ρ, σ) uniformly on C. We will use (ρ, σ) to choose the indices of the particles that interact at each jump. Consider also N independent random variables (X 1 0 , . . . , X N 0 ) =: X 0 , independent from N , each having distribution P 0 . Finally, set F = (F t ) t≥0 to be the complete right continuous filtration generated by X 0 and N . We denote P and E the probability and expectation in the corresponding probability space.
The particle system X = (X 1 , . . . , X N ) is defined as the solution, starting from X 0 , of the following integral equation:
Here a ij (η, u, v) is the vector of R N whose i-th and j-th components are (ξ − 1)u + ζv and (ξ − 1)v +ζu, respectively, and which equals 0 in the other components. Given the timely ordered atoms (t n , η n , ρ n , σ n ) n≥0 of N (that is, t n ≤ t n+1 for all n ≥ 0), a solution of this equation can be constructed as follows: recursively define X tn as
where (i, j) = (i(ρ n ), i(σ n )), and set X t = X tn for all t ∈ (t n , t n+1 ). Uniqueness for (11) also holds, since there is no possible choice in this construction. Thus, the system X is what we want it to be: at rate N/2 we choose two distinct indices i = i(ρ) and j = i(σ), and then we update the particles X i and X j according to the rule described in (3) . The fact that we use continuous variables (ρ, σ) to choose the indices (i, j) (instead of a discrete pair chosen uniformly from the set {1, . . . , N } 2 \ {i = j}) will be crucial to define our system U of N nonlinear processes.
The coupling with the nonlinear processes From (11) it follows that for any i = 1, . . . , N , the process X i satisfies
where N i is defined as
Clearly,
. In other words, N i selects only the atoms of N that produce a jump of X i , that is, the atoms in which i(ρ) = i or i(σ) = i, see Let us examine the expression (13) in more detail. First note that since τ is chosen uniformly in A i , the variable X i(τ ) t − corresponds to a sample from the (random) probability measure
Thus, from the point of view of the process X i , the dynamics is as follows: at rate 1, a number
t − is sampled from the measure X i t − , and then the value of process is updated according to the rule X i t − → ξX i t − + ζv, where (ξ, ζ) is chosen with lawΛ. Comparing (9) and (13), the key observation is the following: if for each jump time t one replaces X i(τ ) t − in (13) with a realization v of the law P t (dv), the resulting process has law P . In view of this, we would like to define a system of non-independent nonlinear processes U = (U 1 , . . . , U N ) using this idea, but in such a way that U i remains close to X i in some optimal sense. In doing this, some measurability issues need to be taken into account.
Lemma 3 (coupling).
For every p ≥ 1 and i ∈ {1, . . . , N } there exist a measurable mapping For simplicity, in our notation we have not made explicit the dependence of Π i t on p (however, see Remark 11) . Now, we can define U i as the solution to
where N i is the same Poisson point measure of (13) . The proof of Lemma 3 will imply that the mapping
above is measurable with respect to the product of the predictable sigma field (in (t, ω) ) and the Borel sigma field of R 2 ×[0, N ). This ensures that the integral in (15) has the usual properties of integrals with respect to Poisson point processes.
We summarize our construction in the following Thus, the system U = (U 1 , . . . , U N ) is indeed a tuple of N nonlinear processes. However, as we already mentioned, they are not independent, since N i and N j share a portion of N , namely, the atoms of N whose coordinates (ρ, σ) Figure  2 . In particular, whenever such an atom occurs the processes U i and U j jump simultaneously, using a single realization of (L, R,L,R), and samples of P t that also are correlated.
Proof of the main result
In this section we will prove Theorem 7, which is a stronger and more general version of Theorem 1. The additional features are:
Convergencence of the law of k particles: given k ∈ {1, 2, . . .} fixed, we will prove that the joint law of X 1 t , . . . , X k t converges, as N → ∞, towards P ⊗k t , measured in Wasserstein distance W p . Recall that for probability measures µ and ν on R k , W p p (µ, ν) is defined to be the cost of the optimal transfer plan between µ and ν, that is,
where the first infimum is taken over all measures π on R k ×R k whose marginals are µ and ν, and the second infimum is taken over all random vectors θ and ϑ such that Law(θ) = µ and Law(ϑ) = ν (see for instance [22] for backgroud on Wasserstein distances). Following [12] , we will use the normalized distance d k,p on R k , given by
Convergence of the empirical measure:
the empirical measure of the particle system at time t, which is expected to be aproximated by P t for large N . We will quantify the latter by providing an explicit upper bound for EW p p (X t , P t ).
Trajectorial convergence: we will also study the convergence of the law of one particle of the system towards P as a process, using the uniform distance between trajectories. Specifically, given T > 0 and p ≥ 1, we will obtain estimates for W T,p , the p-Wasserstein distance of probability measures on the Skorohod space of càdlàg trajectories with respect to the supremum norm. That is,
for all Q and R probability measures on D([0, T ], R), where the infimum is taken over all processes Y and Z such that Law(Y ) = Q and Law(Z) = R.
Inelastic interactions: condition (6) corresponds to elastic interactions in the mean. We will work under the more general assumption
When this is a strict inequality, we will say that the model is inelastic, in which case the interactions between particles produce a loss of energy (or wealth) on average, see for instance the inelastic Kac model in [17] . Assuming finite p-moment of P 0 , this implies that P t converges exponentially fast to δ 0 in W p distance, and the same is expected to happen for the law of the particles, so our study somewhat trivializes. However, our calculations naturally include this condition; moreover, the estimates obtained in this case are uniform in time. We thus state our results assuming (18) , that is, including both the elastic and inelastic cases.
In order to obtain good rates of convergence with respect to N and to obtain uniform-in-time estimates in the inelastic case, it is convenient to introduce, as in [15] , the concave function
Thus, q * = sup{q : M q (P 0 ) < ∞, χ q > 0}. Assuming (18) and M p (P 0 ) < ∞, the concavity of χ q implies that either q * ∈ [p, ∞] or q = −∞. Also, define for all q ∈ {p} ∪ (p, q * )
Note that if χ p = 0, thenχ p,q = 0 for all such q, so this function is meaningful only in the case χ p > 0, where it will be useful in order to obtain uniform estimates. Finally, put
To avoid trivial situations, in all what follows we will assume that the model is nondegenerate, that is, E(|R| + |R|) > 0, or equivalently, χ R p > 0. This means that the system produces at least some effective interactions.
Before stating and proving our results, let us first state two lemmas that constitute our basic tools; they will be proven in Section 4. The first one provides uniform bounds for the moments of P t ; it can be seen as a version of Theorem 3.2 in [15] :
Lemma 5 (moment bounds). For p = 1 or p = 2, assume χ p ≥ 0 and M p (P 0 ) < ∞. If p = 2, assume also that E(LR +LR) = 0. Then for any q ∈ {p} ∪ (p, q * ) there exists a constant C, depending on q and some moments of P 0 and (L, R,L,R) of order at most q, such that
The second lemma is fundamental in our developments since it decouples the non-independent nonlinear process uniformly in time, even in the case χ p = 0: Lemma 6 (decoupling). For p = 1 or p = 2, assume χ p ≥ 0 and M p (P 0 ) < ∞. If p = 2, assume also that E(LR +LR) = 0. Then there exists a constant C, depending only on the p-moment of P 0 and (L, R,L,R), such that for all k = 2, . . . , N and t ≥ 0,
We are now ready to state and prove our main result in its full generality:
Theorem 7. For p = 1 or p = 2, assume χ p ≥ 0 and M p (P 0 ) < ∞. If p = 2, assume also that E(LR +LR) = 0 and q * > 2. Let (P t ) t≥0 be the unique solution of (1). Then
Remark 8.
• Note that in the case p = 1 it suffices to have finite first moment of P 0 to obtain a propagation of chaos result of order almost N −1/3 ; any additional finite q-moment of P 0 can be used to improve the rate on N , as long as χ q > 0. However, in the case p = 2 it is required that M q (P 0 ) < ∞ and χ q > 0 at least for some q > 2. In absence of this additional moment condition, the bound (31) below gives a good intermediate result.
• The rate N −γ with γ < (2 + 1/q) −1 in the case p = 1 comes from Theorem 1.2 of [12] , whereas the value γ = min(1/3, q−2 2q−2 ) in the case p = 2 comes from Theorem 1 of [7] . On the other hand, the dependence on t results of our estimates, which rely on Gronwall's lemma.
• The restriction q = 4 in the case p = 2 comes from Theorem 1 of [7] . As the authors mention, the case q = 4 would produce additional logarithmic terms, which in our case translates to a rate of order N −1/3 times a logarithmic function of N .
• In the elastic case (that is, χ p = 0 =χ p,q ), (i) and (ii) give estimates that grow linearly with time (in the case p = 2 both sides are squared). The estimate of (iii) gives CN −γ T (1+T ) p on the right side; the additional T factor is natural for a distance in the space of trajectories in [0, T ].
• As stated in Remark 2, if P 0 has finite moment of order 4 + ε, for Kac's model we obtain
This result is to be compared with quantitative rates for the Nanbu system associated with Kac's model, which are found for instance in the proof of Proposition 6.2 of [6] . The authors state there a W 2 2 convergence rate that also depends quadratically on t and is optimal on N , in the sense that it is equal to the W 2 2 rate of convergence of the empirical measure of an i.i.d. sample towards their common law. The latter is of order N −1/2 , according to Theorem 1 of [7] . Thus, working with the Bird particle system seems to produce a slower rate of convergence. An interesting question is whether this difference is intrinsically related to the type of binary interactions (Bird or Nanbu) in the system, or if it is a mere consequence of the techniques used in our proof.
Proof of Theorem 7.
We first treat the case p = 1. Thus, we work with the processes U i solution of (15) using the functions Π i t of Lemma 3 with p = 1. Let us prove (i) first. We estimate the quantity f t = E|X 1 t − U 1 t | which provides an upper bound for W 1 (Law(X 1 t ), P t ). Using (13) and (15), for all 0 ≤ s ≤ t we have
Note that the integrand is a predictable function of the atom of N 1 at time r. Recall that the intensity of
By the compensation formula, f → f t is absolutely continuous and we obtain
where in the last step we have used the fact that when τ is uniform in
is an optimal coupling between P s and x 1 . We deduce that for almost all t ≥ 0
As done for X i , define
The triangle inequality for W 1 gives us
where the last inequality comes from the fact that (X
) is a coupling between X 1 t and U 1 t when τ is uniformly chosen in A 1 , and from the exchangeability of (X i , U i ) i=1,...,N . Putting this together with (21), we obtain
Next, we need an estimate for EW 1 (U 1 t , P t ). Since the system (U 2 , . . . , U N ) is exchangeable, using a recent result of Hauray & Mischler (Theorem 1.2 of [12] ), we obtain the following: for each q > 0 and each γ < (2 + 1/q) −1 , there exists a constant C q,γ such that
Now, Lemma 6 in the case p = 1 and k = 2 implies 
since f 0 = 0. Bounding e −χ 1 (t−s) ≤ e − 1 qχ 1,q (t−s) gives (i) in the case p = 1 and k = 1. From this and Lemma 6, the case k ≥ 2 follows:
We now prove (ii): as in (22) we have
where the last inequality comes from (i) in the case k = 1, and from (24) (with U t and N in place of U 1 t and N − 1) together with Lemma 6 in the case k = 2. From the previous inequality, (ii) follows; moreover, the same estimate is also valid for EW 1 (X 1 t , P t ). Finally, we prove (iii): from (19) , discarding the negative term in the integral, we have
With the same argument that produced the term W 1 (X 1 r , P r ) in (20) , the conclusion follows taking expectations and using the previous estimates for E|X 1 t − U 1 t | and EW 1 (X 1 t , P t ). This concludes the case p = 1. Now we treat the case p = 2. The proof is similar to the previous case, with adaptations where required. We work with the processes U i solution of (15) using the functions Π i t of Lemma 3 with p = 2. As before, to prove the case k = 1 we want to estimate f t = E(X 1 t − U 1 t ) 2 . We proceed as in (19) : from (13) and (15), we have for all 0 ≤ s ≤ t
Taking expectations, the last term in the integral vanishes thanks to condition E(LR+LR) = 0. As in (20)- (21), this yields
Defining g t = EW 2 2 (U 1 t , P t ) and using the triangle inequality of W 2 we have
where in the last inequality the term f t is obtained with the same argument as in (22) , and the term f
comes from Cauchy-Schwarz inequality. From this and (28) we obtain
Using a version of Gronwall's lemma (see e.g. Lemma 4.1.8 of [1] ) together with Jensen's inequality, we obtain
Now, we need an estimate for g t = EW 2 2 (U 1 t , P t ). Unfortunately, we do not have at our disposal a result similar to (24), which is valid only for W 1 . To bypass this, we will make use of the following lemma (proved in Section 4); it has the spirit of (24) in the sense that it will allow us to work with W 2 2 (Law(
, but at the price of the extra term ε n,2 (P t ).
Lemma 9.
Let Y = (Y 1 , . . . , Y m ) be an exchangeable random vector, and let µ be a probability measure on R. Then, for any n ≤ m, n ∈ N, we have ) and µ = P t , we obtain
Putting this into (30) gives
Given q ∈ (2, q * ), q = 4, from Theorem 1 of [7] we know that ε n,2 (P t ) ≤ CM 2/(P t )n −η , where η = min(1/2, q−2 q ). Choosing n = N 1/(1+η) and using Lemma 5 with p = 2 yields
qχ 2,q (t−s) gives (i) in the case p = 2 and k = 1. The case k ≥ 2 follows as in (26).
Finally, (ii) and (iii) in the case p = 2 follow from (29) and (27) with a similar argument as in the case p = 1. This concludes the proof.
Remark 10.
In the case χ p > 0 and q ∈ (p, q * ), slightly sharper estimates can be obtained by using e −χp(t−s) ≤ e −χp,q(t−s) and evaluating the integral in (25) and in (32).
Proof of intermediate lemmas
Proof of Lemma 3. For y ∈ R n , write y = n −1 n j=1 δ y j . The mapping (t, y) → (P t , y) from R + × R n to P(R) × P(R) is continuous when P(R) is endowed with the weak topology (weak continuity of t → P t is clear from the pathwise properties of the nonlinear process). Thus, thanks to a measurable selection result (see for instance Corollary 5.22 of [22] ), there exists a measurable mapping (t, y) → π t,y such that π t,y ∈ P(R × R) is an optimal transference plan between P t and y. We now define
for t ≥ 0, y ∈ R n and any Borel set B ⊆ R. We claim that G is a probability kernel from R + ×R n into R. Indeed, it suffices to show that for every such B the mapping (t, y) → π t,y (B × {y 1 }) is measurable, which in turn follows from the measurability of (t, y) → (π t,y , y) and the identity
where (D ε ) ∈N is a measurable partition of R with diam(D ε ) ≤ ε. Now, with the kernel G one can associate a measurable mapping g :
whenever θ is a uniform random variable in [0, 1] (see for instance Lemma 3.22 of [14] ). We now put
where x (ij) ∈ R N −1 denotes the vector x with its i coordinate removed, with the j coordinate in the first position, and the remaining coordinates in positions 2, . . . , N − 1 in increasing order. We now show that when τ is uniform in A i , Π i t (x, τ ) and x i(τ ) have joint distribution π t,x i , where x i = (N − 1) −1 j =i δ x j . Denoting P i the law of this random variable τ and using the fact that g(t, x (ij) , θ) has law π t,x i (du × {x j } | R × {x j }) when θ is uniform in [0, 1], we have for every fixed measurable set B ⊆ R and every j = i:
where the quotient in the last line equals 1. This shows that (Π i t (x, τ ), x i(τ ) ) has distribution π t,x i and concludes the proof of the existence of Π i t . It remains to show that E 
where we have again used the fact that g(t,
when θ is uniform in [0, 1] . From the exchangeability of Y , it is clear that the last expression has the same distribution, for all j = i. Thus, its expected value must be the same for all j = i, and since
the conclusion follows.
Remark 11. Since we are working on R, the increasing coupling between P t and x i is in fact an optimal coupling (see for instance Theorem 6.0.2 in [1] ), which allows for a simpler proof of Lemma 3. However, we opted to give a proof that remains valid on R d with the hope that this coupling can be used in a more general setting.
Remark 12.
By continuity of t → P t , the mapping (t, ω) → (P t , X t − (ω)) is predictable with respect to (F t ) and by the measurable selection result used in the previous proof, (t, ω) → (π t,X i t − (ω) , X t − (ω)) is also predictable. As a consequence, the randomization
Proof of Lemma 4. Existence and uniqueness for (15) are obtained with a construction similar to (12) . To show that U i is a nonlinear process, defineÑ i (dt, dξ, dζ, dv) to be the point measure on R + × R 2 × R whith atoms (t, ξ, ζ, Π i t (X t − , τ )) for every atom (t, ξ, ζ, τ ) of N i ; since the dependence on X is predictable, one can use the compensation formula to compute the Laplace functional ofÑ i and conclude thatÑ i is a Poisson point measure with intensity dtΛ(dξ, dζ)P t (dv) (see the end of the proof of Lemma 6 for a similar argument in a more general setting). Then, (9) is satisfied for V = U i with M =Ñ i , implying that Law(U i ) = P .
We now prove that the collection (X, U ) = (( (11) and (15) we obtain the following equation:
where, for x, y ∈ R N , b ij (t, η, ρ, σ, x, y) is the (R × R) N -vector given by
Now, consider a permutation α of the indices {1, . . . , N }, and denote α(x) the vector x with its coordinates permuted according to it, that is, α(x) = x α( ) for all 1 ≤ ≤ N . From the definition of Π i t given by (33), it follows that for any i = j and any θ ∈ [0, 1),
Using this, a routine computation shows that the system α(X, U ) of permuted pairs also satisfies (35), with a permutation of the i.i.d. collection (X 1 0 , X 1 0 ), . . . , (X N 0 , X N 0 ) as initial condition. We conclude that α(X, U ) has the same law as (X, U ).
Proof of Lemma 5.
Call h t (q) = |u| q P t (du). We first prove the statement for case p = 1. Assume that q ∈ {1} ∪ (1, q * ) is an integer. Using (1)- (2) Note that h t (ε) ≤ h t (1) ε ≤ Ce −εχ 1 t , thanks to Jensen's inequality. This and the fact that the property is true for the integers, allow us to use induction again and conclude the proof in the case p = 1. In the case p = 2, the additional condition E(LR +LR) = 0 together with the inequality h t (q) ≤ h t (2) q/2 for q ∈ (0, 2) allow us to apply induction starting at q = 2, and the previous argument goes through.
Proof of Lemma 6. Let us first prove the case p = 1. Given k ∈ {2, . . . , N } fixed, we will construct k independent nonlinear processes V 1 , . . . , V k such that E|U i t − V i t | is small. To achieve this, we will decouple U 1 , . . . , U k by replacing the shared atoms of N 1 , . . . , N k with new, independent atoms. To this end, let M be an independent copy of N (also independent from X 0 ), enlarging the probability space if necessary, and define for each i ∈ {1, . . . , k} 
with V i 0 = U i 0 . Clearly, V 1 , . . . , V k are nonlinear processes, and we need to show that they are independent. This does not follow directly from the independence of the M i 's since there is a dependence on X in (38). Thus, we will need some further analysis to conclude this independence, which we postpone until the end of this proof.
Assuming (1 − E|L|), which can be assumed non-negative without loss of generality (if not, exchange the roles of (L, R) and (L,R)). From the previous inequality and from Lemma 5 in the case q = 1, it follows that for almost all t ≥ 0,
