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Introduction 
In recent years considerable effort has been devoted to the 
solution of a range of optimization problems called programming 
problems. In this paper we restrict our attention to a special 
class of these, linear programming problems. The objective is to 
find a set of r non- negative real values for variables x . satis-
J 
fying: 
r 
a .. x . lJ J b. l i 1, . . . , m (l.l) 
r 
which maximize a linear form ~c. x ., where the a . . , b. and c. j =l J J lJ l J 
are real constants. These are nlinearn as both the constraints on 
the variables and the function to be maximized are linear in the 
variables x .• 
J 
A large number of important problems of industry 
and government can be cast into this form. One example concerns 
the short run operation of a firm . We assume that a manager has 
i 
available m limited factors of production and can produce r products. 
If a .. gives the amount of factor i required to produce a unit of lJ 
output j, x. the amount of output j produced, and c. the profit on 
J J 
a unit of output j, then the manager 1 s short run problem can be 
stated: 
ii 
r 
Z a .. X . < b. i l, . . ,m (2.1) 
j=l lJ J l 
x. > 0 j l, . . ,r (2 . 2) 
J -
r 
Maximize L C . X . (2.3) 
j=l J J 
The ith constraint in (2 .1) says that no more than b. of resource 
l 
i is available and the constraints of (2 . 2) say that negative pro-
duction is not allowed . The use of the linear programming technique 
as a means of solving such practical problems has speeded its 
development . 
A satisfactory solution to the linear programming problem was 
first presented by George Dantzig (published in Chapter XXI of 
Koopman's Activity Analysis of Production and ~llocation (l)) in 
l95i. He developed a finite iterative process called the simplex 
method for finding an optimal solution. We will first consider the 
development of this method . At the same time D. H. Gale, H. W. Kuhn, 
and A. W. Tucker (2 ) showed that' with each linear programming problem 
there was a closely associated problem called the dual . The close 
relation between a two person zero sum game and duality in linear 
programming will be used as a means of introducing this section of 
the paper. The duality theorem of linear programming, which estab-
lishes the relation between the original problem (called the 
primal) and the dual, will be stated and the content of the proof 
in (2) presented . 
iii 
The remaining sections of this paper will be devoted to appli-
cation of duality theory and extensions to some nnon-linearn 
problems. From its inception linear programming has been a highly 
practical mathematical tool . Its early development by Dantzig was 
supported by the U. S. Air Force, which sought a means of control-
ling some of its complex activities . Its usefulness stems from 
the fact that it serves as a good model for a var iety of real 
world situations. Additionally, linear programming has proved 
quite valuable in economic theory . It is hoped that the latter 
part of this paper will indicate the variety of problems to which 
this technique applies. 
I 
The Simplex Method 
The problem as stated above can be transformed into one in 
which each constraint in (1.1) is replaced by an equality. We first 
:insure b. > 0 (by multiplying by -1 if necessary) and then replace 
l- r r 
constraints of form ~ak. x . > bk by ~ ak. x .- x k = bk j =l J J j =l J J r + 
r 
and those of form z j=l a .x . < b eJ J e + X r + e b e The 
variables added to the latter are called slack variables and to the 
former, surplus variables. If the value of c. corresponding to a 
J 
slack or surplus variable is zero then the linear form to be maximized 
remains unchanged. If a total of n - r slack and surplus variables 
are added, then a set of nag-negative x1 , • • xn satisfying the 
equalities and maximizing ~c .x . will provide a solution to the j=l J J 
original problem and conversely. Hence a linear programming problem 
can be written in the short form: 
Maximize 
Subject to 
and 
z 
x > o 
AX = R 
where Pis a row vector (c1 , ••• en)' X a column vector 
(3 .1) 
(3 . 2 ) 
( 3 . 3) 
[x1 , ••• xn]' R a column vector [b1 , .•• bm] and A an m x n 
matrix (a . . ). The vector R is often called the requirements vector lJ 
II 
and the vector P, the pricing vector. X~ 0 means each component 
is non-negative. (Notation: row vectors will be indicated by ( ), 
column vector by [ ], matrices by upper case letters A through N, 
vectors by barred upper case letters P through z, and scalars by 
lower case letters. The zero vector is 0.) We make the further 
assumption that n > m and the rank of A is m (i.e. there are no 
redundant constraints). This will later be shown to be no actual 
restriction. 
It is not difficult, but important to notice that the solu-
tions to (3.2) and (3. 3) form a convex set. If AX1 = R, AX2 R 
with X1 ~ O, X2 ~ O, then for 0 S AS 1, A(AX1 + (1 - A)X2 ) 
A( AX1) + (1 - A) AX2 = AR + (1 A)R = R, and AX1 + (1 - A)X2 ~ o. 
This convex set, formed by the intersection of the m hyperplanes 
n 
~ a .. x. = b. and the closed half spaces x. > o, inn dimensional j=l lJ J l J -
space, is called the set of feasible solutions. A level curve 
of the function to be maximized can be thought of as a hyperplane 
in n space, PX ~ z, with normal P, where z is considered constant. 
If every point of PX = z is moved in the direction of Pt (t means 
transpose) by the same amount, then for this set of points, 
-(- -t) ,-,2 P X + ~P = z + ~ P > z. That is, the value of z is increased 
by moving the hyperplane parallel to itself in the direction of 
Pt. Roughly speaking, to maximize z, we move the hyperplane paral-
lel to itself in the direction of Pt as far as we can while at the 
same time requiring at least one point of the convex set of feasible 
solutions to be in the hyperplane. If we assume that the set of 
feasible solutions is bounded, intuition indicates at least one 
III 
"corner" or extreme point of this set i s optimal. Suppose we could 
show that the set of feasible solutions is a convex polyhedron 
(i.e. a convex combination of a finite number of extreme points). 
k 
Then if x~·: were optimal x-:: = L ex. T. ' where T. are the extreme 
i =l l l l 
k 
points,ex. > 0, and~ ex. = 1. If the value P · T is the greatest 
l - i=l l m 
value assumed by the functional at an extreme point then we have: 
k k 
=L ex .cr 
i=l l 
T.) < Z ex . (P 
l - i=l l 
=PT 
m 
As X* is optimal, the extreme point Tm is also, or in other words , 
at least one extreme point is optimal. 
Dantzig (1), Charnes (3) and others showed that the extreme 
points of the set of feasible solutions could be characterized 
algebraically. If the columns of the matrix A are denoted 
v1 , •.• ,Vn' a basis B = (V. , ... ,V. ) is a matrix composed J1 Jm 
of m linearly independent columns of A. A basic solution to (3.3) 
is a vector X for which AX = R and only the variables corresponding 
to the vectors of a basis can assume non-zero values. Specifically, 
if B is the basis above, the vector XB = -1-= B R 
contains all the non-zero variables of a basic solution X. If 
further, the components of XB are non-negative, the basic solu-
tion is called feasible. Of course the matrix B-l is uniquely 
determined by the basis B and thus a basic solution is fully deter-
mined by the selection of the basis vectors. Suppose now that the 
IV 
variables are labeled so that the first k entries of X, assumed 
to be an extreme point, are the positive variables. Then 
k 
If L "A.v. 
i=l l l 
k 
E. 
i=l 
x.v. 
l l 
= R 
0 and "A. ¥ 0 for some i, then for 
l 
xl = X + E [ Al' • • Ak' 0 ' • • 0 J ' x2 = X - E[ ~' • Ak' 0 ' • • 0 J ' 
xl x2 
we have AX1 = R, AX2 = R, 2 + ~ = X and clearly for sufficiently 
small E>O, the entries in xl and x2 will be non-negative. In this 
case the solution would not be an extreme point. Thus, the k vee-
tors corresponding to variables at a positive level are linearly 
independent. If k = m the extreme point is a basic feasible solu-
tion. If k < m we may add sufficient independent vectors at a 
zero level to form a basic feasible solution, but these vectors 
may not be unique. In this latter case the basic feasible solution 
is called degenerate, and several degenerate basic feasible solutions 
may correspond to the same extreme point. It is impossible that 
k >mas then the k, m-dimensional vectors v. would be dependent. 
l 
Thus, each extreme point is a basic feasible solution. 
This conclusion provides quite a bit of useful information. 
As the number of sets of m linearly independent columnsofA is 
finite, the number of basic feasible solutions, and hence the 
number of extreme points of the set of feasible solutions is fin-
ite. With the aid of the theorem from convex set theory, that 
every closed bounded convex set with a finite number of extreme 
points is a convex polyhedron, we can conclude that at least one 
extreme point is optimal . Additionally, to optimize z, no more 
than m of the variables x. need be different from zero. Thus, 
J 
for instance, the manager of the firm in the example above, need 
produce no more than m products (the number of resources) to 
optimize his profit. 
The converse of the statement shown in the preceding para-
v 
graphs can also be shown to be true, namely that each basic feasible 
solution is an extreme point (Charnes (3)) of the set of feasible 
solutions . Thus, we need only test the basic feasible solutions 
to find an optimal solution . However, as the finding of each of 
these solutions may be a lengthy process, Dantzig proposed a method 
of moving from one basi c feasible solution to another by replacing 
one vector of the current basis by a vector not in the basis and 
at the same time insuring that z does not decrease. Geometrically 
this means moving from one extreme point along an edge of the con-
vex polyhedron to an adjacent extreme point. Intuitively, if it 
is impossible to increase the value of z by moving to an adjacent 
extreme point, then this value is optimal as illustrated in the two 
dimensional diagram below . This will be shown to be the case 
generally . 
Figure l 
VI 
If we were assured that there was a one-to-one correspondence 
between basic feasible solutions and extreme points we should be 
able to show that the present extreme point is opti mal or increase 
the value of z by moving t o an adjacent extreme point by replacing 
one of the vectors in the current basis. If the objective function 
z actually increased at each iteration no basis could be repeated 
and an optimal solution could be found in a finite number of steps. 
However, as we have seen, several degenerate basic feasible solu-
tions may correspond to the same extreme point, and our method of 
replacing one vector of the basis might allow a 11 loop 11 of several 
degenerate basic feasible solutions with the same value of z to 
occur . To circumvent this difficulty Dantzig, Orden, and Wolfe(4) 
generalized t he problem (3-l-3-3) by replacing the s calars x. by 
J 
the m + l component row vector variables X. and the vector R by 
J 
the matrix M=(R, TI1 , • Tim) where Tik is the kth unit column vector 
in m-space. The row vectors X. form an n x m + 1 matrix 
J 
K = [ X1 , • • • Xn ]. The generalized problem becomes: 
n 
Maximize lexicographically 
Subject to 
and 
Z= L j=l 
x. >-: o 
J ~ 
AK = M 
c.x. 
J J 
(4.1) 
(4.2) 
(4 . 3) 
(A vector X. is lexicographically positive (~ 0) if and onl y if 
J 
its first non-zero component is positiveJ 
What has been gained by this maneuver? We have actually 
replaced the original problem by a perturbation of it, although 
VII 
this is qui te well hidden . Consider any basic feasibl e solution 
to the generalized problem K = [ X1 , • • Xm, 0, 0, • • 0 ] = [ K1 , 0 ], 
where we assume the basis for this solution is B = (V1 , ... Vm)' 
a non-singular matrix composed of the first m columns of A. we· 
have AK = BK1 = M = (R, TI1 , •. Tim). If we write the components 
of X. = ( x . , x . , • x . ) , then for any E > 0 each row vector J J Jl J m 
2 m 
of K defines a real number X/E) = xj + E xj 1 + E xj 2 + • • • +E xjm ' 
such that for X(E) = [x1(E), ..• xm(E), 0 , •• 0], AX(E) = 
R + E TI1 + • • + Emu • The condition that X . >- o insures that m J---
x.(E) > 0 forE sufficiently small, as the sign of the latter J -
depends only on the first non-zero entry of X. for sufficiently 
J 
small E > 0 . As BK1 = M and M has rank m, K1 must have rank m also, 
which means that X . ):- 0 
J 
j = 1, . . • m and therefore x .(E) > 0. 
J 
Thus each basic feas ible solution t o the general ized problem defines 
a non- degenerate basic f easible solution for Ea sufficiently small posi-
tive number to: AX(E) R + EUl + . . Emu (5 . 1) m 
X(E) > 0 (5.2) 
n 
Maximize L c .x . (E) Z (E) (5 . 3) 
. 1 J J J= 
where as above X(E) = [x1 (E), .• xn(E)]. The converse of this 
statement is also true and fairly evident . Solving the generalized 
problem is equivalent to solving the perturbed problem for which 
degeneracy does not exist . For the basic feasible sol ution given 
above Z = (~c . x ., 
J J 
X . defines x . (E) . 
J J 
~c . x. 1 , •. ~c .x. ) which defines z(E) just as J J J Jm 
If this value of z(E) is not optimal for the 
perturbed problem) it should be possi ble to move to an adjacent 
VIII 
extreme point increasing the value of z(E) as degeneracy does not 
exist, which means for sufficiently small E > 0 increasing the 
value of Z. To find an optimal value of z we maximize z(E) and 
letting E --7 0 we find an optimal value for the original problem. 
For the generalized problem we maximize Z lexicographically and 
we find a solution to the original problem in the first components 
of the X. and an optimal value of z in the first component of 
J 
Z max. 
Dantzig's method proceeds from one basic feasible solution 
for the generalized problem to another by removing one vector 
from the original basis and replacing it by another. At each itera-
tion Z is increased lexicographically. Let us see how this is 
done. Suppose K = [ K1 , 0, ] is a basic feasible solution, where as 
above we can assume the first m columns of A are the basis B. Then 
any column in A may be written as a linear combination of the 
m 
columns in B, VK = BYK = ~ Viy ik where YK = [ y1 , • Ymk] 
for K = 1, ••• n. Furthermore, it is useful to let PB be a row 
vector giving the values of c. associated with the columns of B 
J 
(in this case PB = (c1 , .•• em)), and define zj = PBYK. Consider 
a new solution to the generalized problem B(K1 - YkQ) + VKQ = M, 
where g is a lexicographically positive row vector. Explicitly 
this solution has components (denoted by primes): 
T T T 
x. = x. - yikg i = l, . . m, ~ = g and x. = 0 all other i. l l m l 
The new value of z is z'= Z. c. ex . - yikQ) + cKQ = z (zK - cK)Q. 
i=l l l 
Thus to increase Z we must choose a vector VK for which zK - ~ < 0. 
Two cases arise: (l) If y.k< 0 for all i, the new solution will be 
l -
IX 
feasible for 8 with arbitrary positive components. In this case 
Z and hence z are unbounded. (2) If yik > 0 for at least one value 
of i, we can proceed to a new basic feasible solution by driving 
one of the old vector variables to zero, (i.e. X. - y .k8 = 0 
l l 
for some i) while requiring the other basic vector variables to 
remain lexicographically positive. This is done by choosing g to 
be the lexicographic minimum of X. /y. k for all y . k > 0. The 
l l l 
minimum is unique or else two r ows of K1 would be proportional. 
If the minimum occurs for i = r we obtain a new basic feasible 
solution: 
_, 
-! -! 
X· l 
xr 
= x. - y --
l ik Yrk i = 1, . • , m ~= x. = 0 l all other i. 
_! 
Note that Xr = 0 . -' - xr The function Z has the new value Z = Z- ( zK- ~) --
T 
As we have assumed zK - cK < 0, Yrk > 0, and Xr>- o, we have z >- z. 
The other case to be considered is zK- cK~ 0 for all VK not 
in the basis. From the formula indicating how Z changes when moving 
from one basic feasible solution to another it is fairly clear that 
this is the optimizing condition. To see this algebraically, 
"' "' consider a solution [ x1 , . . Xn] = K and the original basic feasible 
solution K1,above. 
Yrk 
(Note that the 
V. are columns, 
-l X. are rows.) 
l 
Multiplying by the rows of B-l = ~' ~ gives 
n-m 
"-' 
+Z:co:l 
- "-' 
xl = xl Vm+K~Xm+K K=l 
n-m 
x x +Lc~ - "-' = Vm+K)Xm+K m m K=l 
Multiplying by c1 , ••. em and summing yields 
m n-m m 
= 'V" c . )t . + ~p . y X K = "V' c . X . ~ J J B m+K m+ ~ J J j=l K=l j=l 
As z - c > 0 and X K 2:::::0 the value of Z for the basic 
m+K m+K m+ 
feasible solution is at least as great lexicographically as the 
value for any other solution. Note that for VK in the basis 
z -K ~ = 0 
X 
Thus we see that if we are at a basic feasible solution for 
the generalized problem, three possibilities exist: 
(1) ZK - CK < 0 for some VK not in the basis and yik < 0 
i = 1, . . . m (i.e. an unbounded solution exists). 
(2) ZK - cK < 0 for some VK not in the basis and yik > 0 
for at least one i. (A new basic feasible solution can be 
_! -found with Z >- Z). 
the solution is optimal. 
XI 
As there are only a finite number of linearly independent sets of 
m vectors V. and because we could not repeat a basis if Z increases 
J 
lexicographically at each iteration, the existence of a basic 
feasible solution will guarantee that Z is maximized in a finite 
number of steps. In general it is not easy to find an initial 
basic feasible solution. When the Simplex method is employed it 
is generally necessary to assume that the vectors vl, ..• vn 
include TI1 , •• Tim. If we take v1 = TI1 , ••• Vm =Tim , then 
as R > 0, the matrix (R, TI1 , • . Tim) will be a basic feasible 
solution to the generalized problem with B = (TI1 , .. Tim). If we 
ignore the zero vectors and assume x1 , .. x with v. x1 + m Jl m 
V. X = M is optimal, then Z will have first component ~c. x . 
J m m i=l J i l 
where the x. are the first components of the X. as before. If 
l l 
there were a solution to the original problem X* = [x£, .•• x~] 
n m 
with L c .x•': > Z c. x., then consider: j=l J J i=l Ji l 
x •': = ( xl -::' 1, o, . . O) 1 
. 
xm 
--;': 
= (X ;': o, 1) 
m ' 
. . . 
0 ) K = 1, .. n - m 
n Z v. x. -:: = a x ··: + • • • + u x ··: + • • • + v x* = c R, u1 , i=l l l 1 1 m m n n 
(6.1) 
Thus (6.1) would be feasible for the generalized problem with a 
larger value of Z than the value assumed optimal. Thus the first 
components of x. above form an optimal basic feasible solution to 
l m 
the original problem with max z =~c. x . as anticipated. 
i=l Ji l 
U )= M 
m 
XII 
Although the requirement that the ma trix A include the vectors 
. • ij 
m 
seems restrictive, it actually is not. Charnes (3) 
first suggested replacing the original problem (3.l-3. 3) by the 
augmented problem: 
maximize (-k, -k, P) [X , X] z* 
a (7.l) 
subject to: (I , A) [X , X] R 
m a (7.2) 
and x > 0 X> o. a (7. 3) 
where X = [ x ., •• x ]. An immediate basic feasible solution 
a al am 
to the generalized problem is available, namely (R, I ) . k is 
m 
assumed to be positive constant sufficiently large that inclusion 
of any x . at a positive level in a solution will insure a smaller 
al 
value of z* (and hence of Z) than any solution for which all X . = 0. 
al 
(That such a k exists is clear if X is bounded). The simplex method 
is applied to the augmented problem and we find an optimal solution 
in a finite number of iterations. Three possibilities arise: 
(l) All vectors in the optimal basis are legitimate (belong to A). 
In this case we have found an optimal solution to the original problem. 
(2) Artificial vectors occur in the optimal basis at a positive level . 
In this case no basic feasible solution exists for the original prob-
lem or the simplex procedure would have determined an optimal solu-
tion with all x . = 0. As we have indicated that the set of feasi-
al 
ble solutions is a convex polyhedron, it has extreme points if it 
is not the null set. Hence there must be no feasible solution in 
this case . 
(3) Artificial vectors occur in the optimal basis at a zero level. 
We have a degenerate basic feasible solution to the original problem. 
XIII 
It can be shown (Hadley (5)), that in this case either the arti-
f icial vectors may be replaced by legitimate vectors at a zero level 
or one or more of the original constraints was redundant. 
Dantzig (1) showed that all information of interest about a 
basic feasible solution could be written in tabular form as shown 
below. The tableau displays a basic feasible solution for which 
the vectors (v. , V. , • • V. ) 
J1 Jz Jm 
B form the basis. If we assume that 
the first m columns of A are the unit vectors as above, then the 
-1 basic solution to the generalized problem is K1 = B M 
(B-1R, B-lu1 , •• B-lum) = (B-
1R, Y1 , .. Ym) as YK = B-
1
vK. Thus 
for this solution X. = (x ., y. 1 , ••• Y· ) and the vector variables l l l lm 
will be found in the ith row and under x, v1 , • V in the simplex m 
tableau. It can also be shown that Z = (z, z1 , •• zm) so that Z 
will be in the same columns and in the last row of the simplex 
tableau providing the value of c . associated with each unit vector 
J 
is zero (i . e . if the unit vectors are slack vectors) . If the vector 
v. is replaced by VK to obtain a new basic feasible solution, by 
J r 
writing the columns of A in terms of the new basis vectors it can 
easily shown that the scalars of interest transform according to: 
I X I X r r 
x. x . - yyik i :f r i 1, . . . m X l l r Yrk rk 
I . Yrj Yrj 
Y· .= Y·. - y Yik i :f r i 1, . . . m Yrj lJ l J rk Yrk 
I Yrj I X 
z. c . ( z . - c.) - (zK - cK) z z - _'£_(z -c ) J J J J Yrk Yrk K K 
If we write xi = yiO i = l, • •. m; z = Ym + 10' zK - cK = Ym + 10, 
the transformation of all quantities of t he simplex tableau is given 
by: 
T Yrj y .. = y .. - yik i = 1, m + 1 i -:f r lJ lJ YrK 
j o, . n 
Standard Simplex Tableau 
Prices of Vectors in X 
Vectors in Basis 
Basis 
c. v. xl Jl : Jl 
c. v. X . 
J· : Ji l l 
c. v. X 
Jr ·J r 
. r 
c . v. X 
Jm Jm m 
z 
Formally the steps of the simplex method are: 
XIV 
v. 
J 
y ..• lJ 
y .. 
rJ 
• y .• 
mJ 
z. - c. 
J J 
Ym + lj 
(1) Select zK - cK < 0 so that zK - cK = min zj - cj for all 
z. - c.< 0*. If z . - c.> 0 all j the present solution is opti-
J J J J -
mal . If there is a tie select the vector with lowest subscript to 
enter the basis . 
i = 1, .. m then z and Z are unbounded. (2) 
( 3) 
If yik < 0 
If yik > 0 for at least one value of i we can find the lexi-
cographic minimum 
x . 
x. 
of _2_ for 
yik 
yik > 0. This can be done by computing 
min l y > 0 If a tie occurs 
. y "k ik • 
y .l 
we compute min _2_ for the tied 
i yik l l 
vectors, etc. Ultimately we will find the lexicographic minimum as 
X. = (x., y. 1 , l l l • y . ). The vector to be removed in V. where r is lm Jr 
the subscript of this minimum. 
* . Thls is done in order to make the increase in z substantial at each 
iteration. It is a compromise between a nmaximum ascentn method which 
would require computing (zK - cK) xr for each zK - cK < 0 and choos-
Yr k 
VK arbitrarily from those vectors for which zK - cK < 0 . 
XV 
(4) VK is inserted by the use of the above transformation, a new 
basic feasible solution is found, and the iteration completed. The 
transformation is actually quite simple and schematically appears 
in form: 
>, ~£· R._ To find Y·. move in row of y .. t o column J..] lJ 
of vector to be entered to find Yi k; then 
' 
in this column to yrk in row of vector to 
Ji<:-------1' 
X 
jrk. be r emoved, and finally in this row to 
in the original column . Performing the 
indicated operations yields y ..• lJ 
A simple example to illustrate the theory is: 
Maximize 
Subject to: x4 + x5 < 2 
3x4 - x5 < 0 
2x4 - x5 < o 
Adding slack variables we have x4 + x5 
3x4 - x5 
2 
0 
x3 + 2x4 - x5 0 
Yrj 
vl = [1, o, o], v 2 = [o, 1, 0], v 3 = [0, o, 1], v4 [1, 3, 2L v5 = 
[1, -1, -1]. An initial solution is x1 = 2, x2 = o, x3 = o, x4 = o, 
x5 = o, and assuming c1 = c2 = c3 = o, z4 - c4 = - 4, z5 - c5 =- -3, 
z = o. Tables I - IV below give the iterations required to solve 
this problem. In the first table we see that ve~tor v4should be 
xl x2 1 
entered into the basis. As --- = (2 , 1, O, 0), --- = -3 (o, O, 1, 0), X Y14 Y24 
3 1 
=- (0, o, o, 1), the lexicographic minimum occurs for x3;y34 y 34 2 
~ 
~ 
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and vector v 3 is removed from the basis. In the first three itera-
tions the value of z is unchanged (we remain at the same extreme 
point), but Z has the values (o, o, o, o), (o, o, o, 2 ), (o, o, l0,-13). 
In the final table we see 
Table I ~ Table II ~ 
X vl v2 v 3 v4 v5 X vl v2 v3 v4 v5 
vl 2 1 0 0 1 1 vl 2 1 0 -1/2 0 3/ 2 
v2 0 0 1 0 3 -1 ~ v2 0 0 1 - 3/ 2 0 1/2 
v 3 0 0 0 1 2 -1 v4 0 0 0 1/2 1 -1/2 
0 0 0 0 - 4 - 3 0 0 0 2 0 - 5 
Table III~ Table IV 
X vl v2 v3 v4 v5 X vl v2 v3 v4 v5 
vl 2 1 - 3 4 0 0 v 3 1/2 1/4 -3/ 4 1 0 0 
v5 0 0 2 - 3 0 1 v5 3/ 2 3/ 4 -1/4 0 1 0 
v4 0 0 1 -1 1 0 v4 1/2 1/4 1/4 0 0 1 
0 0 10 -13 0 0 13/ 2 13/ 4 1/4 0 0 0 
that z .- c.> 0 f or all j. Thus the optimal solution is x3 1/2 , J J 
x4 = 1/2, x5 = 3/ 2 and z = 13/ 2 . 
In practice step (3) of the simplex method is replaced by (3r): 
Find the minimum over i for x . j y.k for all y .k > 0 and r emove V. 
l l l J i 
with this subscript. If a tie occurs determine the vector to be 
removed arbitrarily among the tied vectors. Thus z 1 = z - xr / Y rk ( 2K - c K) 
will not decrease, but the possibility of ncycling,n--the repeating 
of several bases in an unending loop with z unchanged,--is not 
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excluded. Some examples of cycling have been contrived (Beale (10)), 
but in practice, although degeneracy is a common occurrence, cycling 
does not seem to arise and a great dea1 of computing is saved. 
However, the choice of the vector to be removed by the criterion in 
(3) above insures that a maximum for Z and hence for z (if it exists) 
will be obtained in a finite number of steps. 
As a final consideration concerning the simplex method we 
observe that the solution to the problem: minimize PX = z subject 
to AX = R and X> 0 can be found by maximizing -z = (-P)X and 
changing the sign of the solution . The steps in the simplex method 
appli ed to this problem are: 
(la) Select - zK - ( -cK) < 0 or zK - cK > 0 with maximum absolute 
value . If - z. - (-c.) > 0 or z . -c. < 0 all j, a maximal value 
J J - J J -
of -z or a minimal value of z has been obtained. 
(2a) If yik ~ 0 for all i, -z has an unbounded maximum and hence z 
an unbounded minimum . 
(3a) and (4a) are the same as before. Steps (la) - (4a) determine 
an iterative procedure for minimi zing z in a finite number of 
steps. 
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The Dual Linear Programming Problem 
It was demonstrated early in the development of linear program-
ming (Dantzig (D), Dorfman ( 6)) that the two person, zero sum game 
could be reduced to a linear programming problem. In such a game 
player I has n strategies and player II m strategies, such that if 
player I plays strategy j and player II strategy i, the payoff to 
I is e ... The payoff matrix is defined to be: lJ 
jw . . • eln 
E I 
\ erril? e mn 
where for simplicity it is assumed that all e .. > 0. To maximize lJ 
his winnings player I will not choose to play a single strategy 
k, for player II is assumed wise enough to restrict I 1 s winnings 
to min e .k. He will instead 
. l 
l 
The vector X= [x1 , •. xn]' 
play strategy j with probability x .• 
n J 
~ x . = 1, X~ 0 is called a mixed j=l J 
strategy. Utilizing the mixed strategy X, the expected winnings for 
n 
player I has lower bound m1 =min ~e .. x. > 0. Player I attempts i j=l lJ J 
to f ind a set of xj which maximize m1 , or find the largest m1 for 
which 
x. 
n 
-~ ~ X. 
/]:1 J 1 X>O 
Letting t. = _l, this can be written as a linear programming problem 
J ml 
forT= [t1 , ••• , tn]: 
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n 
Minimize L t . 
j==l J 
1 
, subject to ET > [1, ••• 1], T > 0 
ml ~
Player II on the othermhand chooses V == (v1 , 
to minimize m2 max Z v. e .. , his expected j i==l l lJ 
is to find the smallest m2 > 0 for which 
m 
m entries 
m 
••• v), _2v.==l 
m i==l l 
losses. His problem 
. .2 :v. 1 v > 0 
i == l l 
m 
,w ) 
m 
Maximize~w. == 1 , subject to WE< (1, ••• 1), W > 0 
i==l l m2 '-.-.. ·-
n entries 
The problems (8.1) and (8 . 2) can be written succinctly: 
-t- subject ET > T , T> 0 Min 1 T, to 
n - m 
Max l twt, subject to Ei:wt< T , wt > o 
m - n -
(8.1) 
(8. 2) 
(8 . 1) 1 
(8 . 2 ) 1 
wher e Jk is a column vector with k entries all 1. The fundamenta l 
theorem of game theory first proved by John von Neumann, asserts 
that ' optimal vector solutions T* and (W*)t exist with T t · T* 
n 
T tW*t . These two problems are closely related in form. (8 . 2) 1 is 
m 
obtained from (8.1) 1 by using the transpose of the matrix for the 
original constraints, reversing the direction of the inequalities, 
using the transpose of the original pricing vector as requirements 
vector and the transpose of the requirements vector as pricing vector, 
and changing from a minimization to a maximization problem. Making 
similar changes to (8.2) 1 will retrieve the original problem. This 
pair of linear programming problems is an example of dual linear 
programming problems. We shall see that, in general, dual linear 
XX 
programming problems have optimizing values which are equal . The 
theory of the simplex method is very useful in demonstrating this 
result. 
Formally, given the linear programming problem: 
Maximize PX = z, subject to AX < R , X>O (9.1) 
the dual is: 
Minimize WR = g subject to WA > P W>O 
Any maximization problem can be cast into the form (9.1) by 
n n 
replacing constraints of form 
-.::::--; 
L.-_a .. x . > b. by,2-:(-a .. )x. <- b. 
n 
~ 
and an equality L aK .x. j=l J J 
n 
and): (-ak .) x . :: -bk. j =l J J 
. 1 lJ J - l . 1 lJ J J= J= 
by two 
n 
inequalities Lak .x . :: ~ j=l J J 
P, R, X and A are as above except that we 
l 
cannot require that R have non-negative components. All the theory 
of the simplex method still applies i f R has negative entries; it is 
just slightly more difficult to find an initial basic feasible solu-
tion. W is a row vector (w1 , .. wm) . The constraints for these 
two problems can be written in the shorthand form : 
w. 
l 
w 
m 
> 
a .. lJ 
a . 
mJ 
c. 
J 
a. b. ln l 
a b 
mn m 
c 
n 
Inner products of the row of x 1 s with the rows of A give the con-
straints of the original problem (hereafter called the primal) and 
XXI 
inner products of the column of w1 s with the columns of A give the 
constraints of the dual . If (9 . 2) is written as a maximization 
problem : 
t t t-t t Max (-R )W subject to -A W < -P , 
its dual is 
which reduces to 
Max PX subject to AX < R x > o 
That is, the dual of the dual is the primal, as one would expect 
in a dual relation. 
The duality theorem states that g* W*R is an optimal solu-
tion for (9.2) if and only if this same scalar value is taken on 
by the functional PX for some feasible X* > 0 for the primal 
problem. For two arbitrary feasible solutions to the primal and 
dual X and W, AX~ Rand W ~ 0 yield .WAX < WR and WA > P and X> 0 
yield WAX ~ PX. Combining these results, we have PX < WR for 
arbitrary feasible X and W. Thus if W*R = PX* g*, this scalar 
must be an optimizing value for both problems. The proof of the 
converse, first presented by Gale , Kuhn, and Tucker (2), was based 
on a theorem of J. Farkas published in 1901. This states that in 
order that UT > 0 hold for all TI satisfying UA ~ 0, it is necessary 
and sufficient that T = AX for some X > 0. Here we consider 
TI (u1 , • urn)' T = [t1 , • tm]' X= [x1 , ••• xn]' and 
A an m x n matrix (a .. ). This theorem has a geometric inter-lJ 
pretation which renders it highly plausible . If the columns of A 
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are written vl, vn, then these span a polyhedral cone c: ' 
given by all positive linear combinations of these vectors . The 
set of all IT such that UV. > o, j = 1, •. n is called the cone J -
C (J+ ' polar to , written l/ and can be thought of as all vectors 
which make a nonobtuse angle with every vector in (3 T is a 
vector which makes a non-obtuse angle with every vector in the 
polar cone C+· The question is, where does T lie? In a two dimen-
sional example given in the diagram below, vl and v2 span the poly-
hedral cone G which is shaded in . The normals to vl and v2 
(N1 and N2_) span the c+ polar cone . It is intuitively clear that 
T could not lie to the right of v1 or a vector near N1 woul d not 
make a non-obtuse angle with it, nor could it lie to the left of 
v 2 or a vector near N2 would not make a non-obtuse angle with it. 
Thus T lies in C The statement of the theorem above is that in 
m dimensions this result is valid , T lies in the cone ~ or is 
a positive linear combination of the columns of A. 
' 
' 
_, 
N'--'' :~.. 
Figure 2 
Assuming that there is an optimal solution to the dual (9.2) 
with g = g~, W = W*, we have W*R = g* for W*A > P and WR > g* for 
all other W > o, WA > P. 
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Consider the matrix 
all' aln 1 0 0 
H 0 1 0 ( -~ Im+l) 
aml a 0 0 0 mn 
-c -c 0 0 1 1 1 
and TI (W, w 1 ), T = [R, -g* ] . What are the consequences of m+ 
UH > 0 . There are two cases to be considered. If w 1 > o, we m+ 
can multiply by a suitable positive real to make wm+l 1. Then 
we have WA - P ~ 0, W ~ 0 and we can conclude UT WR - g* > 0 . 
If w 1 = 0 then WA > 0 and W > 0 . I f it were the case that . m+ 
UT < 0 then WR < 0. We could then form W* + W, which would have 
the properties (W* + W)R < g* , W* + W > 0, (W* + W)A ~ P and g* 
would not be minimal . Hence UH > 0 implies UT ~ 0 and the theorem 
mentioned in the previous paragraph applies . Writing 
•• X ' xsl' .•• X 1] = [X, X' X 1] = x · we have HX* n sm+ s sm+ 
AX + Xs = Rand -PX + x 1 = -g* . Thus AX < R and PX > g* = sm+ 
W*R, or PX = g* = W*R, and the duality theorem is true . 
The use of the simplex method applied to the primal problem 
allows a simpler constructive proof that the existence of an opti-
mal solution to the primal guarantees the existence of an optimal 
solution to the dual with the same optimizing value (Dantzig, 
Orden (7)) . If m slack variables are added to the primal : 
Max PX, subject to AX < R, X > 0 
we obtain 
T or 
R, X> o, x > o 
s 
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where we can let the ith slack variable be x . and X = [x , •• x ] . 
Sl s sl sm 
We know that an optimal solution t o the problem guarantees an opti-
mal basic feasible 9olution . Let this be X* = B-l R with basis 
B = (V. , • V. ) , P B = (c. , • • c. ) , and z* PBX*. As this 
Jl Jm Jl Jm 
solution is optimal we know zK- cK ~ 0 for each column of (A, Im) . 
As zK = PBYK = PBB-lyK , we have (PBB-1 )vK ~ cK' K = 1, • • n 
and (PBB-1 )'IT. > 0, i = 1, ·. . m. The f irst of these two sets of 
l-
- -1 inequalities states that for W* = PBB , W*A > P and the second 
that W*I 
As g(W* ) 
W* > o. Thus W* is a feasible solution for the dual . 
W*R = (PBB- 1 )R = PBX* = z*, it is a minimal solution 
for the dual . We can even find the vector W* = (w1*, ••• wm*) 
in the optimal tableau for the primal problem in the last or 
zK - cK row, under the unit vectors TI1 , .. Tim . The slack 
variable x . is assigned price c . = 0 and corresponds to vector 
Sl Sl 
IT . • Thus in the optimal tableau under TI., z . - c . 
l l Sl Sl 
W*U. = w.* . 
l l 
At this point it is possible to see that the dual might be 
useful in reducing the labor required to solve a linear program-
ming problem . Consider the problem: 
(10 . 1) 
minimize 3x1 + 4x2 g 
2x1 + x 2 > 1 
To solve t his problem directly by the application of the simplex 
method, two slack vectors, two surplus vectors, and two artificial 
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vectors woul d have to be added . A basis would be a 4 x 4 matrix . 
Converting the problem t o the dual we have: 
l~ 1 1 :J tl ( :) Maximize -t + 2t - 7t3 + t 4 < 1 2 -1 - 3 t 2 tl::: 0 t 2::: 0 t 3 ::: 0 t 4 ::: 0 
t 3 
t 4 
Adding two slack vectors gives V1 [1, oJ, v2 = [1, -lJ, 
v 3 = [ 1, - 3], v4 = [ 2, 1], v5 = [1, o], v6 = [0, 1] . An initial 
basic feasible solution is t5 = 3 t 6 = 4 as shown in Table I 
below. One iteration produces a maximal solution to the dual . We 
see that the optimal solution to (10.1) is given in the last 
entries of the columns under the unit vectors v 5 and v 6 in Table 
2 . For the optimal solution, xl 2 x2 = 0 and g = 6. The size 
of a basis for t he dual problem is 2 X 2 . In general if the 
number of variables is considerably smaller than the number of 
constraints, it appears wi se to convert to the dual problem, 
which will have a basis with as many vectors as the primal has 
variables . 
Table I Table II 
X vl v2 v3 v4 v5 v6 X vl v2 v3 v4 v5 v6 
~ v5 3 1 1 1 2 1 0 v2 3 1 1 1 2 1 0 
v6 4 0 -1 - 3 1 0 1 v6 7 1 0 - 2 3 1 1 
0 1 -2 7 -1 0 0 6 3 0 9 3 2 0 
t 
There are a number of other interesting and useful properties 
of the dual probl ems (9 .1) and (9. 2 ) above which have been investi-
gated by many authors (eg . Goldman and Tucker (8)). It can be 
"I 
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shown that if either problem has an unbounded solution the other 
has no solution. We have seen that for feasible X and W , 
PX < WR • Suppose, for example (9.1) had an unbounded solution. 
Then for a feasible w1 , w1R would be a bound for z contradicting 
our hypothesis . It can, however, be the case that neither problem 
has a solution. Consider the problem: 
X -1 x2 < 2 
(11.1) 
- 2x1 + 2x2 < - 5 
and its dual : 
w -1 2w2 > 4 
(11. 2) 
- wl + 2w2 > -1 
~ 
~ 
Figure 3 
A feasible solution to (11.1) would have to lie in both shaded 
sections of the x1 - x2 plane above , and a feasibl e solution to 
(11. 2 ) in both shaded sections of the w1 - w2 plane . 
Another property of the dual problems (9.1) and (9. 2 ) is 
called complementary slackness . Suppose that the constraints of 
t he primal and dual are written in pairs as indicated: 
X > 0 
n 
n 
L a .. x . < b1 j=l lJ J 
n 
.2---:.a .x . < b 
a=l mJ J m 
m 
La.lw . > cl 
. 1 l l l= 
m 
Za. w. > c i=l ln l 
wl > 0 
w > 0 
m-
n 
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The property of complementary slackness requires that in no pair 
of these constraints wi l l both inequalities hold strictly for 
optimal solutions X* and W* to the primal and dual. Consider, 
as above , adding m slack vectors to the primal problem obtaining 
AX+ I X = R. For optimal solutions [Xt X *] , W* we have : 
m s s 
AX* + I X * R 
m s 
and multiplying by W* ~ 0 
W*AX + W*X * W*R 
s 
However as we know PX* < W*AX* < W*R and that PX* W*R for t wo 
optimal solutions, it must be the case that W*AX = W*R and: 
m 
W*X * = L :w .*x* . = 0 S . l l Sl l = 
As w.* > 0 x* . > 0 it cannot be the case that both the ith l Sl-
slack variable fGr the primal and the ith dual variable are 
positive in any pair of optimal solutions . This shows the 
property of complementary slackness holds in the last m con-
straints above . That the condition holds for the first n 
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constraints is shown similarly. 
The notion of complementary slackness allows some geometrical 
insight into the relation between the primal and dual problems. 
An example (similar to that given in Lemke (9)) best illustrates 
this relationship. 
Primal Dual 
- ---
xl + 4x2 - X 3 < 2 wl:::: 0 
2x1 + x2 - x3 < 1 w2 :::: 0 
xl :::: 0 wl + 2w2 > 1 
x2 > 0 4w1 + w2 > 2 
x3 :::: 0 - wl - w2 > - 3 
Max x1 + 2x2 - 3x3 Min 2w1 + w2 
The vectors TI1 = [1, o], TI2 = [o, 1], v1 = [1, 2], v2 = [ 4, 1], 
v3 = [-1, -1] which f orm the columns of (Im' A) become normals 
to the half spaces, whose intersection defines the set of feasible 
solutions for the dual. R = [ 2 , 1] becomes the normal to the 
hyperplane which acts as functional for the dual. If it is assumed 
that degeneracy does not occur (as in this case), a basic f easible 
solution to the primal has two variable s at a positive level. The 
corresponding dual constraints hold as equalitie s. A basic f easi-
ble solution can be thought of as corre sponding to the point of 
intersection of the hyperplanes represented by these equalities. 
In the diagram below points A, B, C, D correspond to basic feasible 
solutions to the primal. Points D, E, G, H, I are extreme point 
(basic feasible) solutions for the dual, but the last f our do not 
correspond to feasible points f or the primal. The point D is 
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optimal as it corresponds to a basic feasible solution for both 
the primal and dual. Points F and J are neither feasible for 
the dual nor correspond to basic feasible solutions for the 
primal. 
Figure 4 
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A Computational Application of Duality 
As an example of the value of duality, let us consider the 
problem of changing the requirements vector R after finding an 
optimal solution to: 
Max PX = z, subject to AX < R, X> 0 (12.1) 
Such problems are quite common. For instance, the restrictions 
on the availability of factors of production i n the manager's 
problem mentioned above (the b.) might change from time period l . 
to time period, while the a .. which gave the amount of resource lJ 
i required to manufacture product j, might remain constant. If 
R is replaced by R1 , three possibilities could arise. The new 
problem might have an unbounded solution, no solution, or an 
optimal solution. Let us consider the first of these possibilities. 
If there is an optimal solution to the original problem then there 
is a feasible solution to the dual. Changing the requirements 
vector of the original problem will alter only the pricing vector 
of the dual and hence there will still be a feasible solution to 
the dual. Thus the new problem cannot have an unbounded solution. 
The only question is whether R1 is in the polyhedral cone spanned 
by the columns of A. If it is, there is a feasible and hence optimal 
solution to the new problem; if not, there is no solution. It is 
interesting in this connection, to note that the "optimality" of 
a basic solution depends on zk- ck = PBB- 1Vk- ck~o for all vk, 
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and that this is independent of the requirements vector . The 
existence of a feasible optimal basic solution, requires that 
one such basic solution be feasible. -1-Thus, if B R is optimal 
-1-for (12.1), B R1 is 11optimal 11 for the altered problem, but not 
necessarily feasible. In this section, we shall see how duality 
can be used to develop a means of moving from a basic non-feasible 
but 11optimal 11 solution to an optimal feasible solution if it 
exists. 
Tne notion that the zk - ck are independent of the require-
ments vector led Lemke (9) to a new method for solving the linear 
programming problem (12.1) called the dual simplex algorithm . 
The idea is that we begin with a non-feasible basic solution to 
the problem for which zk - ck :::_ 0 for all k, and by replacing a 
vector in the basis, move to another basic solution for which 
zk - ck:::_ 0 . If no basis need be repeated, then a fea sible optimal 
solution (if it exists) would be obtained in a finite number of 
steps. Suppose B = (vl' v ) is the basis for a basic (but m 
not necessarily feasible) solution X= B-1R =~1 , X J for m 
which zk - ck > 0 all k . We can think of this, as above, as 
corresponding to a basic feasible solution for the dual formed 
the intersection of the m hyperplanes WV = c1 , ' wv = c . m m 
- - -1 Hence W = PBB As WR - -1- --= PBB R = PBX' the basic solution X is 
optimal if it is feasible. If not, Lemke demonstrated that W 
is not optimal for the dual. Assuming dual degeneracy does not 
exist (the point W does not lie on any hyperplane WVk = ck for 
Vk not in the basis B), the simplex method applied to the dual 
by 
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should allow us to move to an adjacent extreme point (for the dual) 
decreasing the value WR . This new point, say w1 , again is the 
intersection of m hyperplanes whose normals are m linearly inde-
pendent columns of A, where some vector in basis B has been replaced 
by another column of A. Again this basis, B1 , defines a basic 
- -1-
solution x1 = B1 R which will be optimal if it is feasible as 
g(W1 ) = z(X1 ). Continuing in this manner we find either an opti-
mal solution to the dual and primal in a finite number of steps 
as no basis can be repeated, or else an indication of an unbounded 
solution to the dual and no solution to the primal. For example 
in figure 4 the point I corresponds to a non-feasible basic solution 
with basis (TI1 ,v3 ) . By replacing v3 by V2 we move to point H, 
which corresponds to another such solution (basis CTI1 ,v2 )). Replacing 
TI1 by V1 we move to point D which is optimal for the dual and 
corresponds to an optimal basic feasible solution for the primal. 
Without going through the derivation we will state Lemke 1 s 
rules for determining which vector is to leave the basis B = CV1 , .. ,Vm) 
and which vector is to enter in the dual simplex algorithm. These 
rules may be found by direct application of the simplex method to 
the dual problem. 
(l) Select V to be removed as the vector for which 
r 
xr = min x . for x . < 0 . 
l l l 
(2) If y . > 0 all j the dual has an unbounded solution and 
rJ -
the primal no solution. 
(3) Otherwise select Vk to enter basis as vector having 
z. - c. 
max J J for y . < 0 . 
J y rj rJ 
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(4) The same transformation is used in replacing vr by vk 
as in the simplex method. 
A major difficulty with the dual simplex method is finding an 
initial basic solution. Nevertheless the method is useful, 
particularly in the situation in which a linear programming problem 
has been solved and the requirements vector is changed from 
R to R1 . As B-l is a va ilable in the optimal simplex tableau 
-~ (under the unit vectors), B R1 may be easily computed. If 
this is feasible (no component is negative) it is an optimal 
solution for the modified problem . If not, we have a basic solution 
for which zk - ck ~ 0 a ll k with which to begin the dual simplex 
algorithm . The problem of degeneracy may be handled by a perturbation 
as in the simplex method. 
As a numerical example, suppose an optimal tableau for some 
linear programming problem is given in Table I below, where 
v 6 ,v7 ,v8 are unit vector s TI1 ,TI2 ,TI3 . If R is replaced by R1 =[ 1,4,1] 
then Table II defines a basic solution to the new problem. This 
table is exactly the same as Table I except that ilie X column is 
given by -1-B R1 , where B is the optimal basis for the original 
problem. As the second component of this basic solution is 
negative, the solution is not feasible . However, one iteration 
using the dual simplex algorithm produces the feasible optimal 
solution given in Table III . 
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Table I 
PB X vl v2 v3 v4 v5 v6 v7 VB 
2 vl 3 1 0 0 -1 0 0.5 0.2 -1 
4 v2 1 0 1 0 2 1 -1 0 0.5 
1 v3 7 0 0 1 -1 -2 5 -0 . 3 2 
17 0 0 0 2 1 2 0.1 2 
Table II 
X vl v2 v3 v4 v5 v6 v7 VB 
vl 0.3 1 0 0 -1 0 0.5 0 . 2 -1 
v2 -0 . 5 0 1 0 2 1 -1 0 0 . 5 
v3 4.4 0 0 1 -1 -2 5 -0 . 3 2 
3 . 0 0 0 0 2 1 2 0 . 1 2 
Table III 
X vl v2 v3 v4 v5 v6 v7 VB 
vl 0 . 05 1 0.5 0 0 0.5 0 0.2 -0 . 75 
v6 0.5 0 -1 0 -2 - 1 1 0 -0 . 5 
v3 1.9 0 5 1 9 3 0 -0.3 4.5 
2 . 0 0 2 0 6 3 0 0.1 3 
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Linear Programming and the Firm 
The most important applications of linear programming 
have been in economics. Both practical and theoretical economic 
problems have been illuminated by the application of this 
technique. Dorfman, Samuelson, and Solow have written a .lengthy 
volume (12) devoted solely to such applications. The linear pro -
gramming approach to the firm has been mentioned in the intro-
duction and alluded to in the body of this paper. We consider 
here in more detail the meaning of the simplex method and the dua.l 
problem in this context. Much of the economics presented here 
is based on Chapters 6 and 7 of the above mentioned text (12). 
The firm is considered to be a controlling unit which seeks to 
optimize its net revenue inflow over a period of time. It has 
available to it a number of 11activities, 11 which Dorfman, et al, 
define as 11a set of ratios obtaining among rates of consumption 
of various inputs and rates of production of various outputs. 111 • 
The firm 1 s area of choice is to determine at what level these 
activities will be operated subject to various economic restrictions. 
Implicit in the use of the linear programming model are the assump-
tions that the number of activities or alternative ways of producing 
1. Dorfman, Samuelson, Solow, Linear Programming and Economic 
Analysis, McGraw- Hill, 1958, p. 132 
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available to a firm is finite, and that by increasing the .level 
of an activity a proportionate increase in consumption and 
production will result. Although in any actual situation 
these assumptions are only approximately true, we could not 
expect that reality would be described exactly by the mode.l. 
Never the1ess, the description of the position of a firm is suf-
ficiently accurate that in many cases the results of the appli-
cation of linear programming are valuable. 
As an example of the above consider a soup manufacturer 
who makes four brands of his product (A,B,C,D) uti1izing three 
machine processes (mixing, canning, and crating). Assuming a 
fixed time period (say a month), four activities could be defined 
as the manufacture of 5,000 cans of each type of soup. Four 
other activities would be the sale of 5,000 cans of each soup . 
Three additional nactivitiesn will be needed - the lea ving idle 
of l % of mixing, canning, or crating capacity . The table below 
indicates the consumption, production and net revenue resulting 
from operating each of these activities at a unit level . The 
market price of each soup has been assumed to be .20, and the 
production of soup is expressed in do1lar value . A positive 
entry means an item has been consumed, and a negative, indicates 
production. An activity vector for the first activity would be 
V1 = [ -l0,0,0,0,5,lO,lO], indicating that to produce 5,000 cans 
of soup A would require 5% of mixing capacity, 10% of canning 
capacity, and 10% of crating capacity. Note that to produce 
5,000 cans of soup B requires $200 worth of soup A, and that such 
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interaction can be handled by the linear programming method. 
The last three activity vectors are of course the slack vectors 
mentioned above . 
Activities 
Item Unit l 2 3 4 5 6 7 8 9 10 ll 
Soup A 
Soup B 
Soup C 
Soup D 
Mixing 
canning 
$100 -10 2 0 0 10 0 0 0 
$100 0 -10 0 0 0 10 0 0 
$100 0 0 -10 3 0 0 10 0 
1% capacity 0 0 0 -10 0 0 0 10 
1% capacity 5 10 20 10 0 0 0 0 
1% capacity 10 15 10 15 0 0 0 0 
1% capacity 10 10 10 .10 0 0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
1 0 0 
0 l 0 
Crating 0 0 l 
Direct Costs $100 
Net Revenue $100 
8 
- 8 
5 
-7 
6 
-6 
3 0 0 0 0 
-6 10 10 10 10 
0 
0 
0 
0 
If X = [ x1 , . x1 1 ] gives the levels at which the firm operates 
each activity and A = (Vl' vll) the problem may be written: 
Maximize - 8x1 - 7x2 - 6x3 - 6x4 + lOx 5 + lOx6 + lOx7 + lOx8 (13.1) 
Subject to AX= [o,o,o,O,lOO,lOO,lOO] (13.2) 
And X > 0 ( 13 . 3 ) 
The vector X quite naturally defines a program for the firm. The 
first four constraints of (13 . 2) say that all soup produced is 
either sold or used in the production of other types of soup. The 
last three constraints state that no machine process may be used 
in excess of its capacity. The linear form (13.1), of course, 
gives the net revenue resulting from a particular program X. 
0 
0 
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The constraints in the example above are of only two types. 
Additional constraints might be used to reflect a large variety 
of conditions such as limitations on the supply of commodities, 
quality requirements for a certain output, sales requirements for 
a particular product, financial limitations and many others. It 
is evident that the actual problems of industry can only be 
handled by the use of computers. It should also be noted that 
in the example we assume gross unit revenue and unit direct costs 
to be constants. In economic terms, the first assumption means 
that the firm is operating in a purely competitive economy. The 
sales value of its product is determined by the market, and the 
firm cannot influence it by restricting or increasing its 
production. The second assumption is that marginal direct costs 
(the direct cost of increasing the level of the ith activity by 
one unit) are constant. The linear programming model thus has 
flexibility in that a wide variety of restrictions on production 
can be taken into account. However, quite binding assumptions 
are made about the economy in which the firm is operating. 
Let us now consider what occurs in the use of the simplex 
method. We find a basic feasible solution, and then for each 
activity not in the basis zk - ck is computed. What does this 
quantity mean? As Vk = BYk' the vector Yk gives the levels at 
which the activities presently scheduled for use would have to be 
operated to produce an effect equal to the kth acti vity operated 
at the unit level. Thus PBYk = zk gives the net revenue added 
by operating these activities at those levels . If zk < ck, we have 
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seen that, barring degeneracy, the vector vk may be entered into 
the basis and net revenue increased. Tnat is, if the net revenue 
for a unit of the kth activity is greater than the net revenue 
resulting from its equivalent in terms of activities presently 
proposed for use, it will be substituted for these activities. 
The kth activity is substituted to the greatest extent possible, 
while a feasible program is maintained, i.e. until one of the 
basis activities is driven to the zero level. A new basic 
solution is found and the process repeated. When it is no longer 
possible to find an excluded activity which wi ll produce a unit 
net revenue greater than that produced by its equivalent in 
terms of basis activities (i.e. zk :::_ ck all k), the present 
solution is optimal. 
Turning to the meaning of the dual, suppose the firm's 
problem is as stated in (2 .1- 2 .3 ) . That is, the vector R 
gives the limitations on the supply of certain factor s of pro-
duction and the a .. the amount of factor i required to operate lJ 
the jth activity at the unit level. The dual is: 
Minimize WR (14.1) 
Subject to WV . > c. 
J J 
J = l, . . n (14 . 2) 
and W > 0 (14. 3) 
As c. has dimension of value (dollars) per unit of activity 
J 
j and a .. has dimension of units of factor i per unit of activity lJ 
J. w. should be in terms of units of value (dollars ) per unit 
' l 
of factor i. In other words w. is a 11 price 11 of the ith resource. 
l 
The constraints of (14.2) state that the net revenue produced by 
XL 
operating the jth activity at the unit level should be no greater 
than the cost of the resources required by that activity, valued 
by the wi. In (14.3) we see that these prices are non-negative. 
The function WR gives the total value of available resources 
priced by thew .. Thus in the dual we seek to find a set of 
l 
non-negative prices for the factors of production which will 
minimize the value of factors available, subject to the 
condition that the unit net revenue produced by an activity is 
no greater than the value of factors used by that activity . 
Our knowledge of the properties of the dual problem should 
allow us to characterize these prices. We know that in an 
optimal tableau for the primal problem we will find (the 
ith entry of the solution for the dual) in the last row of the 
optimal tableau in the column forTI .. The activity TI. corresponds 
l l 
to leaving idle one unit of the ith factor of production. In 
the last row of the simplex tableau, as we have seen, we find the 
negative of the gain which would result if one unit of an activity 
were substituted for its equivalent in terms of basis vectors. 
Thus w.* = z . - c . gives the reduction in optimal net revenue 
l Sl Sl 
which would result from reducing the availability of factor i 
by one unit . The w. -:: are actually opportunity costs or in economic 
l 
terms give the marginal revenue product for factor i . They are 
also called variously shadow prices, imputed values or inferred 
prices . These prices have nothing to do with the actual costs 
of the factors of production. To see this clearly, suppose the 
ith factor is not fully utilized in an optimal solution to the 
XLI 
production (primal) problem . Then as the ith primal constraint 
holds as an inequality, we know by complementary slacknes s that 
the ith dual variable (w.*) is zero . In other words the 
l 
marginal revenue product of a factor not fully used is zero . 
As a final consideration of the dual problem we shall indicate 
how management may use these shadow prices as a method of cost 
accounting (see Ch. 13 Hadley (5)). Suppose a large firm has 
several production locations, each of which having activities 
capable of producing several products, uti.lizing resources 
centrally supplied. Addi tional.ly, suppose that linear programming 
has been used by higher management to solve the overall production 
problem . For several reasons, mamagement may not want to control 
production by fiat, but rather allow local plant managers to 
make decisions about which products should be produced and how 
resources should be utilized. Nevertheless, it wishes to maxi-
mize net revenue inflow. Suppose the scarce resources are valued 
by the solution to the dual and a manager is paid c. for each 
J 
unit of production of activity j . A local manager, in attempting 
to maximize his own paper profit will find that for each activity, 
z. -c. = WV. -c.> 0, where WV. gives the cost of operating 
J J J J- J 
the ith activity at the unit level . The best he can do is to 
break even, that is, use those activities for which z. - c . = 0. 
J J 
But assuming there is a unique non-degenerate optimal solution to 
the production problem, these will just be the activities in the 
optimal solution. Thus, if it is further required that all 
XLII 
scarce resources be fully utilized, the local managers will 
independently decide to operate their branches in such a way that 
overall profit is maximized. As a consequence, the firm can 
at the same time realize economies resulting from decentralized 
control. 
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Generalizations 
A more general statement of the static programming problem 
(a fixed time period assumed) is given by: 
optimize: z(x1 , X ) r (15 .1 ) 
subject to: fi(xl, X ) < 0 i = 1, m (15.2) r 
and: x. > 0 j = 1, r (15 . 3) J 
Here the economist assumes that the f . and z are differentiable 
l 
functions and that the set of feasible points is convex. The 
x. can be thought of again as measuring the levels at which 
l 
certain activities are operated. Li near programming problems 
are a subclass of this genera l set of problems, in which the 
function to be optimized and the constraints on the variables 
are linear . As soon as the linearity assumptions are discarded, 
difficulties in obtaining practical solutions arise. Suppose 
only the function z becomes non-linear. Then as indicated in 
2 2 Figure 5, the minimizing value of z(x1 , x2 ) = x1 + x2 , for 
instance, need not occur at an extreme point of the set of 
feasible solutions. It is even possible that the optimizing 
p 
Figure 5 
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value occur at an interior point of the convex set, and con-
sideration of boundary points may not be sufficient either. 
An attack on such general problems is considered beyond the 
scope of this paper. In Kuhn and Tucker (14) the classical 
method of Lagrange multipliers is used to handle some non-
linear programming problems. One class of such problems can 
be approximated by linear programming methods and we now consider 
these. 
Suppose we have the problem: 
n 
Minimi ze "' c. (x . ) = z L J J j=l 
Subject to AX = R, 
(16.1) 
x > o (16. 2) 
and it is given that c.(x.) is a twice differentiable function 
J J 
II 
with c. (x . ) 
J J 
> 0 and c.(O) = 0 
J 
Cd i 
I 
I 
(Chapter 12 Hadley (5)) . 
Figure 6 
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As indicated in Figure 6, real va lues d .. may be used to divide lJ 
the x. axis into a set of intervals (where we can assume that 
J 
we know a bound on the var iables x.) . A new set of var iables 
J 
0 < x .. < d .. - d. 1 . can be def i ned . Furthermore, in the i th lJ - lJ l- J 
(l) (2) - (2) interval we let c.(x.) .~ f.. x .. +f.. where c.(d. 1 . )- f .. J J lJ lJ lJ J l- J lJ 
- (l) (2) c.(d .. )- f.. (d .. - d . 1 .) +f ... That is, in each interval J lJ lJ lJ l- J lJ 
the function c . (x . ) is approximated by the line segment . If 
J J 
it were true that xk. = 0 unless x . . for i < k are at their J lJ 
upper limits, then x. could be written ?'= x . . , and c . (x.) J l lJ J J 
approximated by ~ f. ~l)x . .. l lJ lJ 
Suppose (16 .1 - 16 . 2) is replaced by 
M. . . ....... "iL"' f (l) lnlmlze ,.c.,.. ~ • • X .. J l lJ lJ 
Subject to a 11 c.-} xil ) + 
a l ("J: X. l) + m 1 1 
+ a . ln 
+ a 
mn 
c>-: x. ) l ln 
c>.... x . ) l ln 
x .. < d .. lJ 
x .. > 0 lJ 
lJ 
= 
= 
b. l 
b 
m 
- d. l' l - . J 
As the second derivative is positive the slope of each c . (x.) 
J J (l) (l) (l) is increasing. Hence, 0 < f lj < f 2j < . . < fkj as these 
are the slopes of the line segments indicated. Observing the 
function to be minimized, it is clear that in an optimal solution 
each xij will be at its upper limit for i < k before xkj becomes 
positive. Thus this linear programming problem can be used to 
provide an approximate solution to the original problem. As the 
~ ( l) intervals can be made sufficiently small that 4- f. . x .. will l lJ lJ 
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approximate c.(x.) to arbitrary accuracy, it can be shown that 
J J 
the linear programming problem provides a solution to 16.1 - 16.2 
to an arbitrary degree of accuracy. 
Dynamic programming problems, which require the optimi-
zation of a function over time, form the other important class 
of programming problems. Some dynamic problems can be 
converted to linear programming problems by introducing new 
variables for each time period. As the simplest example of 
a linear model of production over time, the Ramsey model 
considers a single product used at time t to produce itself 
at time t + 1. The relation: Output (t) = Consumption (t + 1) 
+ Product available for production (t + 1) can be translated 
into the relation: 
c(t + 1) + x(t + 1) :S, ax(t) (all t) 
The value a is a technological constraint used to indicate that 
one unit of the product at a given time period can be used 
to produce a units of the product in the next time period . 
The < sign indicates that total production at time t might 
not be utilized at time t + 1 through oversight, laziness or 
some other reason. A typical problem would be to assign a 
value v(i) per unit consumption at time i and then maximize 
the value of consumption over n time periods. An initia.l 
stock of the good g must be assumed to obtain any production 
at all. 
The problem in linear programming terms can be written: 
n 
Maximize ~l c(i)v(i) 
Subject to: 
X(O) + 
-ax(O) + x (l) 
-ax(n-2) + x(n-1) 
c(O) 
+ c(l) 
+ c(n-1) 
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::_g 
< 0 
< 0 
and x(O) ~ 0, . x (n-1) ~ 0, c (O) ~ 0, c(n-1) > 0 
An initial ba sic feasible solution c(O) = g, c(l) = 
c(n- 1) = 0 is available to begin the simplex method. The example 
is not only intended to show that the linear programming technique 
is useful here, but also to indicate that the simplest dynamic 
problem requires a large number of variables when t is not small. 
As this is the case, it is not surprising that more complex 
dynamic problems yield linear programming problems too large even 
for computers . Considerable work has been done in this area 
(Bellman (15)), both in the linear and non-linear cases. Contin-
uing effort is being exerted to find pra cticable means for 
dealing with these important problems. 
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Abstract of Thesis 
Ma thematical Methods of Linear Programming 
by 
Richard A. Groeneveld 
A complex modern society has presented its managers with 
the need to solve a variety of optimization problems. The 
desire to run a firm in such a way that profit is maximized, 
to schedule bombing runs to inflict a maximum of damage on 
an opponent consistent with acceptable losses, or to choose 
an assignment of available personnel which optimizes efficiency 
are typical examples. Such problems are called programming 
problems. The unifying idea here is that the limited resources 
(e . g . factors of production, planes, or personnel) which are 
available for use may be combined in a large (generally inf inite ) 
number of ways. The object is to choose from these possibilities 
the combination or combinations which wi ll optimize a measure 
of the effectiveness of the enterprise . Mathematica lly, the 
programming problem is stated: 
Optimize 
Subject to 
and 
z(x1 , x2 , 
fi(xl, 
x 1 ::_ 0, 
X ) 
r 
X ) {<=>}b. 
r - l 
X > 0 r-
i = 1, .. m 
The real var iables x . give the leve l at which nactivitiesn or 
l 
departments of the enterprise are utilized. The f. give the 
l 
amount of resource i consumed by utilizing a particular 
program and hence the inequalities are restrictions on the 
availability of resources . The function z to be optimized 
measures the effectiveness of any particular program. 
An attack on the general programming problem is not 
attempted here. Rather, attention is limited to a subclass 
of these problems in which the functions in the constraints 
and the function to be optimized are linear in the variables 
xl, 
. ' 
X The problem can then be stated: 
r r 
Optimize f=r c. x . J J r 
Subject to 1-. a .. x . ( ~=::_ } b. i = 1, m J=I lJ J l 
and x . > 0 j = 1, n J -
Such problems are called linear programming problems . Much 
of the initial work in the formulation of the linear program-
ming problem and its solution was sponsored by the U.S. Air 
Force, which sought a means of better controlling its complex 
and far flung organization. George Dantzig while employed by 
this service, did much of the early work in this area for 
Project SCOOP (Scientific Computation of Optimal Programs) . 
The results were first published in 1951 in Chapter XXI of 
Activity Analysis of Production and Allocation (Ed. T. C. 
Koopmans) . He developed an iterative method for determining 
an optimal solution to a linear programming problem in a finite 
number of steps . Although certain mathematica l difficulties 
were encountered, these were overcome, and this method, called 
the simplex method will produce an optimizing solution if it 
exists, or an indication of one of the other two possibilities, -
no solution or an unbounded solution. 
At the same time that Dantzig published his results and 
in the same volume, D. H. Gale, H. W. Kuhn, and A. W. Tucker 
showed that with each linear programming problem there was a 
closely associated problem called the dual. They were the 
first to prove the duality theorem of linear programming 
which establishes the relation between the original (primal) 
problem and the dual. The dual problem may at times be util-
ized in reducing the labor required to solve the primal 
problem. C. E. Lemke 1 s dual simplex algorithm is considered 
in this connection. If the dual were only of mathematica l 
interest, its importance might have been overlooked. However, 
the dua l problem has an economic interpretation which is 
important in its own right. It provides a solution to a pricing 
problem, by determining the marginal revenue product of each 
scarce resource . This is an important concept in economics and 
these prices have practical potential as a means of cost accounting. 
The linear programming method can also be extended to certain 
non-linear and dynamic (changing with time) problems. In the 
former case the non-linear functions are approximated by linear 
functions over a restricted range , and the resulting problem is 
solved as a linear programming problem. In the latter case, a 
new variable is assigned for each time period considered. In 
some instances the dynamic problem can then be written in linear 
programming form. In both of these cases practical difficulties 
i n computation often arise, because the number of variables 
involved becomes large. 
