Overview
Brands are viewed as one of the most valuable marketing assets and are a core concept in marketing. Research on brands over the last 70 years covers many topics including brand management, brand extensions, umbrella brands, positioning, and the role of brands in consumers' lives. Today, research on brands continues to be a vibrant area of study with recent contributions linking brands to stock market reactions (Cao and Sorescu 2013) and global venture success (Steenkamp and Geyskens 2014) .
Because of their centrality, brands have been studied from multiple perspectives (e.g., strategic and behavioral). Each has shed light on specific elements of brands and developed its own measures and scales to characterize brands. These measures and scales include (1) the four pillars of the BrandAsset Valuator (BAV) tool of Young and Rubicam (Y&R) measuring brand equity via its perceived strength and emotional capital (Mizik and Jacobson 2008, Stahl et al. 2012) ; (2) the Interbrand ranking that assesses brand equity based on the price premium of branded products (Ailawadi et al. 2003) ; (3) brand personality traits (Aaker 1997) ; (4) brand identity and its role in consumers expression of self-worth (Fournier 1998 , Shachar et al. 2011 ); (5) satisfaction, loyalty, and other customer relationship management (CRM)-related measures (Oliver 1999 ); and (6) the characteristics introduced by Rogers (1995) for understanding the diffusion of innovation (such as complexity and perceived risk) that were used both in the context of product categories as well as brands.
The focus of each perspective on its own measures has certainly advanced our understanding of brands. However, it seems likely that a comprehensive and integrative approach that will rely on all of these measures and scales can yield some new insights. Indeed, such an approach was proven effective in understanding brands role in simulating word of mouth (Lovett et al. 2013) .
To encourage research taking the comprehensive and integrative approach to brands and to facilitate cross-perspective research, we provide a unique database on brand characteristics. The data set contains 136 measures of brand characteristics for a cross section of almost 700 top national U.S. brands across 16 product and service categories measured by 2010 (available as supplemental material at http://dx .doi.org/10.1287/mksc.2014.0861). These characteristics include the Y&R BAV pillars, brand personality components, Rogers' attributes, satisfaction, and many other characteristics such as age and type of good. The data come from market research companies, as well as from our own data collection. Parts of this data set were used in Lovett et al. (2013) . Here we describe the
Data Set Description
The data set contains multiple characteristics for 697 major U.S. national brands (both corporate and product) from 16 broad product categories. Since the data set was originally used in the context of word of mouth, the brands are selected to have large volumes of word-of-mouth mentions off-line and over the Internet. However, this list of brands is consistent with other lists used by brand research agencies such as Young and Rubicam or Interbrand. For example, 92 brands of Interbrand's top global 100 list for 2009 are part of our data set. Note that oil and tobacco categories are not included in the data set. Table 1 displays the distribution of brands across categories.
The data have three main sources. Figure 1 displays the sources and the variables extracted from each:
1. Young and Rubicam's BrandAsset Valuator. The BAV consulting group of Young and Rubicam conducts a quarterly survey among a representative panel of the U.S. population (17,000 individuals, where each respondent answers on 250 brands each quarter). The survey measures a broad array of perceptions and attitudes for a large number of brands. The data set provided here includes information on 629 of the 697 brands and describes the most recent data point that was available at the end of the second quarter of 2010. The data set also contains a separate file with the quarterly information for quarter 1 of 2008 to quarter 2 of 2010. While some brands were measured in each one of the quarters, others were measured in only a subset-e.g., Circuit City was measured in only 5 out of 10 quarters. The opening worksheet in the quarterly data file shows the data availability for each brand for each of the 10 quarters. Included are not only the values of the specific questions in the Y&R BAV survey, but also of the four pillars of brand equity that Y&R BAV constructs from them. More details on the measures can be found at http://bavconsulting.com/. 2. Survey. We developed a survey to measure additional characteristics. The survey was administered online to a representative sample of the U.S. population via the platform of Decipher, Inc., during SeptemberOctober 2010. We collected data from 4,769 respondents, and each brand was evaluated by at least 35 respondents. Respondents were screened to ensure a high level of brand familiarity. Hence, although the overall sample is representative of the U.S. population, the brand ratings are representative of those familiar with the brand. The variables measured in this survey include product involvement and brand familiarity, excitement, complexity, visibility, and perceived risk. We used existing measurement scales whenever possible. An annotated version of this questionnaire, plus a description of the quotas and response rates, is described in the supplementary material.
3. Secondary data, Interbrand, and the American Customer Satisfaction Index. For the remaining measures in the database, we use various secondary data sources. From Interbrand we use the list of brands that were ranked in the top 100 places in 2009. From the American Customer Satisfaction Index (ACSI) we use the measure of brand-level satisfaction. We determine other variables such as the age of the brand, whether it is a premium or a value brand, or whether it is a product or a service from the business press and industry reports or based on independent judges. We next provide a detailed description of each brand characteristic, the scale, the measures, and the source used to collect it. The first worksheet of the data file contains a dictionary with all of the variable names and a brief description of each of them. 7. Stature, Strength, and Overall Asset. The scores of the four pillars are combined into three scores termed stature, strength, and overall asset. See the data files for details.
8. The items that created the pillars. These are the individual items that make up Energized_Differentiation and Esteem. Note, that due to quota weighting issues, the score of the pillars cannot be derived directly from the items in the data set (i.e., averaging the items for Energized_Differentiation for a brand is not necessarily equal to the Energized_Differentiation score).
9. Brand image. Respondents were asked to check whether they can associate the brand with 40 attributes, such as arrogant, authentic, friendly, etc. For each item, the data set contains the percentage of respondents who checked this attribute with respect to the brand. Then, these 40 attributes are factor analyzed into eight brand personality factors, which are also part of the data set. These traits are cutting-edge, classic, superior, chic, customer-centric, outgoing, no-nonsense, and distant. The exact factor analysis coefficients are proprietary to Young and Rubicam.
10. Loyalty. This is a set of 18 attributes that capture brand attitudinal loyalty. For each item, the data set contains the percentage of respondents who checked this attribute with respect to the brand.
Data from Our Survey
11. Involvement-survey questions Q2-Q4. We use the involvement scale of Ratchford (1987) . This is a three-item, five-point scale, which asks about the importance of the purchase decision, the amount of thought invested in the decision, and the risk of making the wrong decision. For simplicity, and since there is not much variability in involvement levels of different brands within a category, involvement was measured at the category level. Therefore, the involvement score is the same for all of the brands in a category.
12. Familiarity-Q5. This single item familiarity question asks to what extent the respondent is familiar with the brand.
13. Complexity-Q6_1-Q6_5. These five items form a measure based on Moore and Benbasat (1991) and Speier and Venkatesh (2002) .
14. Visibility-Q6_6-Q6_10. This variable comes from the observability construct of Rogers (1995) using a five-item, five-point scale based on Moore and Benbasat (1991) .
15. Perceived risk-Q6_11-Q6_13. These items are based on Rogers' (1995) definition of perceived risk as the functional, financial, and emotional uncertainty associated with the product. We use the full three-item scale of Ostlund (1974) .
16. Excitement-Q7_1-Q7_11. These items come from Aaker's (1997) excitement scale.
17. Competence-Q7_12-Q7_20. These items come from Aaker's (1997) competence scale.
Data from Secondary Sources
18. Category. Brands are classified into 16 categories as depicted in Table 1 . This classification is based in principle on identifying the industry the brand belongs to. In case of multiple possible categories, the largest share of business for the brand was chosen. The KellerFay Group, a market research company involved in linking us to the data set, performed the classification task.
19. Type of good. We used the classification of Nelson (1974) and Laband (1986) to divide the brands into search, experience, and credence goods. Using the definitions from the literature, two independent judges separately classified the subcategories. 20. Premium/value. Each brand was classified as one of the following: premium, value, or middle. Two independent judges classified the brands relative to the product type (e.g., Clinique was evaluated relative to beauty products, and Hilton with respect to other hotels). The intercoder agreement was 70%, and the judges resolved all disagreements by consensus. In formulating these classifications, the judges used secondary data on various aspects such as the brand's price relative to the price of other brands in the category.
21. Product/service. Two independent judges classified each brand on the list into one of the following: product, service, or mix, if the brand offers a mix of a product and a service. The intercoder agreement was 82%, and the judges resolved all disagreements by consensus.
22. Internet brand. Seventeen of the brands on our list such as eBay, Amazon, Expedia, and Google are Internet-based services. We provide a binary variable for whether the brand is an Internet brand or not. Intercoder agreement was 100%.
23. Age. We define age as the time (in years) elapsed from the commercial launch of the brand to the reference date, August 1, 2010. We obtained the data from brand publications and from historical business and press data.
24. Newness relative to the product type. We define newness as the time interval (in years) between the U.S. national commercial launch of the first brand of this product type to the brand's commercial launch. For example, the toothpaste brand Crest was introduced in 1955, but the first U.S. national commercial toothpaste brand dates back to 1800 with a brand called Crème Dentifrice. Therefore its relative newness is 155 years. Classification was done relative to the product type.
25. Interbrand top list. Based on Interbrand's list of top 100 brands for 2009, we code a binary variable indicating whether the brand is on the list or not.
26. Satisfaction ACSI -The American Customer Satisfaction Index is a standard measure of satisfaction for American corporate brands (Fornell et al. 1996) , collected each quarter using 250 customer telephone interviews per brand on a rolling set of brands with each receiving at least one measure each year. Of our list of brands, 209 have an ACSI score (with Heinz having the highest score and Charter Communications having the lowest). The data set contains the average ASCI index for 2008-2010. Next, we describe the data and correlations among the variables.
Descriptive Statistics
This section provides a brief view into the rich detail and variation available in the data set by presenting descriptions of some of the variables. Although we cannot feasibly present all of the variables, we select some of the main variables that we think are likely to be of interest to users of this data set. Table 2 presents the descriptive statistics of these variables, and Table 3 contains the category averages. We point to a few interesting patterns in these data. From Table 3 , we see high usage and consideration for food, department stores, and household products. The last two categories also enjoy high brand strength and stature. Also interesting is the low satisfaction for service categories such as health, telecom, and travel relative to that of goods categories. Financial services score high on complexity and low on esteem, whereas technology, which is also perceived as complicated, is highly esteemed by respondents. Table 4 contains correlations for these same variables. As expected, usage is highly correlated with consideration and familiarity, and also with the Y&R BAV pillars. It is interesting to see its negative correlation with risk and complexity, a correlation that might stem either because less used brands are perceived as risky and complex, or the other way around-their risk and complexity leads to lower usage. Other interesting correlations include the positive correlations of risk and complexity, and the negative correlations between risk and satisfaction, as well as the Y&R BAV pillars.
As mentioned above, for the Y&R BAV, data are available for 10 quarters. To illustrate the nature of variation in the data, we focus on the brands that are available across all 10 quarters. Figure 2 describes the car, food and dining, and household product categories. It depicts the category average over time for the four Y&R BAV pillars. As the figure indicates, time variation is not large, and only the knowledge pillar shows any systematic pattern (decline). Table 5 presents the descriptive statistics for the four Y&R BAV pillars and the eight Y&R BAV personality factors. We present standard summary statistics as well as the mean squared errors (MSEs) from a variable-by-variable analysis of variance (ANOVA) containing brand and time factors. As the mean squared error measures (significance in parentheses) indicate, both factors are significant, suggesting both sources of variation are present. More importantly, brand plays a much larger role than time in explaining the variation. In fact, for most variables, brand dwarfs time, suggesting cross-sectional variation is much more important than time variations. We also conducted an unreported ANOVA including category and category * time interactions. The category by time interactions were not significant, suggesting that the time trends are relatively similar across categories.
Potential Research Questions
This data set can be used on its own or with other data to shed light on managing and building brands as (Lovett et al. 2013 ), but they might also be related to other aspects of social networks (such as the speed that information diffuses through social networks or the effectiveness of seeding).
3. Brand networks. It was recently shown that brands exist as part of a network in which purchasing one is related to another not just due to substitution effects (e.g., Oestreicher-Singer et al. 2013) . One could examine whether the nature of such networks and the connections within it are related to brand characteristics.
4. Marketing activities and market outcomes. Research on the relationship between marketing activities and market outcomes has a long history. With this data set one could study whether the relationship depends on brand characteristics. For example, a study of the efficiency of a certain advertising campaign, or a brand promotion, on sales, might benefit from including brand characteristics (e.g., type of good, age, differentiation, and visibility) as either moderators or controls.
5. The interdependence of brand characteristics. As illustrated above, there are some interesting relationships among the different characteristics. The data can assist in directing and testing theories about these relationships. 6. Substitution based on brand characteristics. In typical models in marketing, products and brands are mapped into categories based on functional characteristics of the product, and brand substitution is measured based on purchases. Our data enable a different means of exploring competition by using brand characteristics to define the similarity of brands within a category. For example, are brands with similar complexity scores perceived as closer substitutes than brands that differ in their complexity? If two brands are perceived as high on excitement, do they compete more intensely with each other than with less exciting brands?
7. The role of satisfaction. The satisfaction-loyalty connection has been explored in the CRM literature (e.g., Richins 1983) . This connection might depend on brand characteristics (e.g., for exciting brands, high satisfaction might convert more or less easily into an actual purchase or retention).
8. Brand characteristics and brand loyalty. Brand loyalty, both in terms of retention and attitude, is considered to be a desired outcome in the CRM literature. Our data can be used to test to what extent it depends on the brand characteristics versus the firm's CRM policy (e.g., are brands with certain characteristics more robust to service failures?; does retention rate or repeat purchase depend on the brand's level of differentiation or esteem?).
9. Brand characteristics and the financial value of the brand. Assessing the financial value of brands has a long tradition with various methodologies. Both the cross-sectional and the longitudinal data can be leveraged to shed new light on this question.
10. The evolution of brand perception. Using our time varying data for the Y&R BAV variables, as well as additional data collection on the other variables, one can study the evolution of brand perceptions over time.
Limitations
To some degree the data set arrives with an expiration date. For all research questions that require additional data sources (e.g., point 2 above), the brand data set is useful only if these other data are available for a similar time period. Otherwise, the measures of brand perceptions may have changed and may be less relevant. Of course, (1) in many cases it is easy to collect data that describe things as they were in 2010 (e.g., for the purpose of point 1 above), (2) there are many research questions that do not require additional data sources (e.g., point 5 above), and (3) in some cases having data from 2010 is an advantage (e.g., point 9 above).
In addition, one other important limitation is the sample selection. The set of brands is made up of large, widely known brands and lacks smaller, lesser-known brands. Although in some competitive settings (e.g., telecom and computers) the data include all of the major players, for other settings the data may be sparse. This could limit the usefulness of the data set (without further data collection) for some purposes.
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