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TWO DIMENSIONAL SCHRO¨DINGER OPERATORS WITH
POINT INTERACTIONS: THRESHOLD EXPANSIONS, ZERO
MODES AND Lp-BOUNDEDNESS OF WAVE OPERATORS
HORIA D. CORNEAN, ALESSANDRO MICHELANGELI, AND KENJI YAJIMA
Abstract. We study the threshold behaviour of two dimensional Schro¨dinger
operators with finitely many local point interactions. We show that the re-
solvent can either be continuously extended up to the threshold, in which case
we say that the operator is of regular type, or it has singularities associated
with s or p-wave resonances or even with an embedded eigenvalue at zero,
for whose existence we give necessary and sufficient conditions. An embedded
eigenvalue at zero may appear only if we have at least three centres.
When the operator is of regular type we prove that the wave operators are
bounded in Lp(R2) for all 1 < p < ∞. With a single center we always are in
the regular type case.
1. Introduction and main results
Let Y = {y1, . . . , yN} be N points in the plane R2 with 1 ≤ N <∞. Let T0 be
the densely defined non-negative symmetric operator in the Hilbert space L2(R2)
defined by
T0 : = −∆
∣∣∣
C∞
0
(R2\Y )
, ∆ = ∂2/∂x21 + ∂
2/∂x22, x = (x1, x2) ∈ R2.
A Schro¨dinger operator on R2 with point interactions at Y is any selfadjoint ex-
tension of T0. In this paper we are concerned with local point interactions at Y
which are parametrized by the interaction strengths α = (α1, . . . , αN ) ∈ RN . The
corresponding operators are denoted by Hα,Y and are defined via the resolvent
equation:
(Hα,Y − z2)−1 − (H0 − z2)−1 =
N∑
j,k=1
{Γα,Y (z)}−1jk Gz(· − yj)⊗ Gz(· − yk), (1)
where z ∈ C+ = {z ∈ C : ℑz > 0}; more details on the right hand side of (1) are
given next. Gz(x) is the convolution kernel of (−∆− z2)−1 in L2(R2):
Gz(x) = 1
(2π)2
∫
R2
eixξdξ
ξ2 − z2 (2)
and, in terms of the Hankel function of the first kind (see e.g. (10.8.2) of [3]),
Gz(x) = i
4
H
(1)
0 (z|x|) (3)
where
i
4
H
(1)
0 (z) =
(
− 1
2π
log
(z
2
)
+
i
4
− γ
2π
)
J0(z)
− 1
2π
( 1
4z
2
(1!)2
−
(
1 +
1
2
) (14z2)2
(2!)2
+
(
1 +
1
2
+
1
3
)(14z2)3
(3!)2
− · · ·
)
, (4)
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and J0(z) is the 0-th order Bessel function
J0(z) =
∞∑
k=0
(−1)k
(k!)2
(z2
4
)k
. (5)
Γα,Y (z) is the N×N matrix whose (j, k)-entry is the function of z ∈ C+ \{0} given
by
Γα,Y (z)jk =
(
αj +
1
2π
log
(z
2
)
− i
4
+
γ
2π
)
δjk − Gz(yj − yk)δˆjk, (6)
where δjk is the Kronecker delta, δˆjk = 1− δjk and γ the Euler constant.
The following facts are well known (see [2], pp. 163-165).
(1) The equation (1) defines a unique selfadjoint operator Hα,Y in L
2(R2) with
domain{
u(x) = v(x) +
N∑
j,k=1
[Γα,Y (z)
−1]jkv(yk)Gz(x− yj) : v ∈ H2(R2)
}
(7)
which is independent of z ∈ C+ whenever Γα,Y (z)−1 exists.
(2) Given z, the function v ∈ H2(R2) of (7) is uniquely determined by u ∈
D(Hα,Y ) and
(Hα,Y − z2)u = (−∆− z2)v.
(3) Hα,Y is a real local operator, viz. Hα,Y u is real if u is real, and if u = 0 in
an open set U , then Hα,Y u = 0 in U .
(4) The spectrum of Hα,Y consists of an absolutely continuous part [0,∞)
denoted in short with AC, and at most N non-positive eigenvalues. Positive
eigenvalues and singular continuous spectrum are absent.
(5) Hα,Y is a rank N perturbation of −∆ and, by virtue of Kato-Birman-
Rosenblum theorem ([9]), the wave operators W± defined as the strong
limits in L2(R2),
W± = lim
t→±∞
eitHα,Y e−itH0 (8)
exist and are complete in the sense that Range W± = L
2
ac(Hα,Y ), the AC
subspace of L2(R2) for Hα,Y . Hence
W ∗±W± = 1, W±W
∗
± = Pac(Hα,Y ),
where Pac(Hα,Y ) is the orthogonal projection onto L
2
ac(Hα,Y ). The wave
operators satisfy the intertwining property
f(Hα,Y )Pac(Hα,Y ) =W±f(H0)W± (9)
for any Borel function f on R.
The Hankel function has the following integral representation
Gz(x) = (i/4)H(1)0 (z|x|) =
eiz|x|
2
3
2π
∫ ∞
0
e−tt−
1
2
(
t
2
− iz|x|
)− 1
2
dt, (10)
see formula (3) on page 168 of Watson([13]). From (10), we see that for any c > 0,
Gz(x) = eiz|x|ω(z|x|), |∂αλω(λ)| ≤ Cα〈λ〉−
1
2
−|α|, λ ∈ R, |λ| ≥ c, (11)
viz. (1 − χ(λ))ω ∈ S− 12 (R) (i.e. the space of one dimensional symbols of order
−1/2) whenever χ ∈ C∞0 (R) is such that χ(λ) = 1 near λ = 0. Also, for purely
imaginary z = ia ∈ C+ with a > 0 we have that Gia(x) is positive, hence Γα,Y (ia)
is real and symmetric.
If σ ∈ R, let L2σ = L2σ(R2, 〈x〉2σdx) be the weighted L2 space and Bσ =
B(L2σ, L
2
−σ) the Banach space of bounded operators from L
2
σ to L
2
−σ.
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Let E ⊂ i[0,∞) denote the finite set of square roots of negative eigenvalues of
Hα,Y . Let σ > 1/2 and z ∈ C+ \ E . The celebrated Agmon-Kuroda theory [1, 10]
of limiting absorption principle for (−∆− z2)−1 and the properties of the Hankel
function (4), (11), imply that theBσ-valued analytic function (Hα,Y −z2)−1 admits
a boundary value (Hα,Y −λ2)−1 for λ ∈ R\{0} which is locally Ho¨lder continuous.
However, it can be singular at λ = 0. We shall show that (Hα,Y − λ2)−1 can
either be continuously extended to the whole closed half plane C
+
, in which case
we say Hα,Y is of regular type, or it has singularities of one of the three kinds
associated with resonances of s-wave or p-wave types or zero energy eigenvalue. In
the regular case we then show that the wave operators are bounded in Lp(R2) for
all 1 < p < ∞. We write λ instead of z when we want to emphasize that λ is in
C
+ \ {0} not only in C+.
For stating our main results we need some more notation. We introduce the
vectors
Ĝλ,Y (x) =
Gλ(x − y1)...
Gλ(x− yN)
 , Ĝ0,Y (x) =
G0(x − y1)...
G0(x− yN)
 ,
where G0(x) is the Green function of the 2-dimensional −∆:
G0(x) = − 1
2π
log |x|, (−∆)−1u(x) =
∫
R2
G0(x− y)u(y)dy,
so that the right hand side of (1) may be expressed as
D(λ, x, y) = 〈Ĝλ,Y (x),Γα,Y (λ)−1Ĝλ,Y (y)〉, (12)
where 〈a,b〉 =∑ ajbj (without complex conjugation). Also:
e =
1√
N
1ˆ, 1ˆ =
1...
1
 , P = e⊗ e, S = 1− P. (13)
Moreover, D˜ = D(α, Y ) and G1(Y ) are N ×N real symmetric matrices given by
D˜ =
(
δjkαj +
δˆjk
2π
log |yj − yk|
)
, G1(Y ) = −
( δˆjk
4N
|yj − yk|2
)
. (14)
For an integral operator K, we denote by K(x, y) its integral kernel and we often
identify K with K(x, y). We will use the function
g(λ) = − 1
2π
log
(λ
2
)
+
i
4
− γ
2π
(15)
which appears in front of J0(z) in (4) as one of the scales for the asymptotic
expansions as λ→ 0, the other being λ. We have for small |λ||x| that
Gλ(x) = g(λ) +G0(x) +O(λ2|x|2g(λ|x|)). (16)
The representation of any point x ∈ R2 in polar coordinates will be x = rω,
where r ≡ |x| > 0 and ω ∈ S1. For u, v ∈ L2(R2), u⊗v denotes the rank-1 operator
f 7→ u〈v, f〉, where 〈·, ·〉 is the usual scalar product in L2(R2), anti-linear in the
first entry and linear in the second. The notation 〈f, g〉 will also be used whenever
the dual product is meaningful, say for f ∈ S and g ∈ S ′. For the Fourier transform
in Rd we use the convention
(Ff)(ξ) ≡ f̂(ξ) = 1
(2π)d/2
∫
Rd
e−ixξf(x) dx .
We often write f 6| · | g when |f | 6 |g|. When not specified otherwise, C denotes
a universal positive constant and 1 is the identity operator on the space that is
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clear from the context. Since the centres Y and the strengths α will be fixed
throughout the paper, we shall often omit them from the notation whenever we
think no confusion can occur.
Here is our first main result.
Theorem 1.1. Let σ > 1. Then, as a Bσ-valued function of λ ∈ C+ \ {0}, the
resolvent (HY,α − λ2)−1 satisfies the following properties:
(1) The linear map SD˜S in SCN is non-singular if and only if (HY,α− λ2)−1
can be extended to a continuous function on C
+
and
(HY,α − λ2)−1(x, y)
= G0(x− y)−N−1
(〈Gˆ0,Y (x), 1ˆ〉+ 〈1ˆ, Gˆ0,Y (y)〉)−N−2〈1ˆ, D˜1ˆ〉
+
〈
[SD˜S]−1S(Gˆ0,Y (x) −N−1D˜1ˆ), S(Gˆ0,Y (y)−N−1D˜1ˆ)〉+O(g(λ)−1)
where O(g(λ)−1) satisfies ‖O(g(λ)−1)‖Bσ ≤ C|g(λ)−1| as λ→ 0.
(2) Suppose that KerSCN SD˜S 6= 0 and let T be the orthogonal projection in
SCN onto KerSCN SD˜S. Then rankT D˜2T ≤ 1. Moreover,
(a) If T D˜2T is non-singular in TCN , then rankT = 1 and, if we write
T = f ⊗ f , f = t(f1, . . . , fN) and 〈f , D˜2f〉 = γ−20 , γ0 > 0, then
(HY,α − λ2)−1 = γ−20 g(λ)ϕ⊗ ϕ+O(1) (λ→ 0), (17)
where ϕ(x) ∈ R satisfies −∆ϕ(x) =∑Nj=1 fjδ(x− yj) and as |x| → ∞
ϕ(x) =
〈
f , Gˆ0,Y (x) − D˜1ˆ
N
〉
= b +
a1x1 + a2x2
|x|2 +O
( 1
|x|2
)
(18)
where a1, a2 are real constants and
b = −N−1〈f , D˜1ˆ〉 6= 0. (19)
(b) If T D˜2T is singular in TCN , then T D˜2T = 0 and T D˜ = D˜T = 0. If
TG1(Y )T is non-singular in TCN , then
(HY,α − λ2)−1(x, y)
= −(Ngλ2)−1〈T Gˆ0,Y (x), [TG1(Y )T ]−1T Gˆ0,Y (y)〉+O(λ−2).
= −(Ngλ2)−1
n∑
j=1
ϕj(x)ϕj(y) +O(λ
−2) (λ→ 0), (20)
where n = rankT , (aj1, aj,2) 6= 0, j = 1, . . . , n are real constants and,
as |x| → ∞
ϕj(x) =
aj1x1 + aj2x2
|x|2 +O(|x|
−2). (21)
(c) Both above operators T D˜2T and TG1(Y )T are singular in TCN if and
only if Hα,Y has an eigenvalue at zero. More precisely, let T1 denote
the orthogonal projection onto KerTG1(Y )T and denote by:
G2(Y ) = −
(
δˆjk
8πN
|yj − yk|2 log
( e
|yj − yk|
))
. (22)
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Then T1G2(Y )T1 is non-singular in T1CN and
(HY,α − λ2)−1(x, y)
= −(Nλ2)−1〈T1Gˆ0,Y (x), [T1G2(Y )T1]−1T1Gˆ0,Y (y)〉+O(λ−2g−1) (23)
= −(Nλ2)−1
m∑
j=1
ψj(x)ψj(y) +O(λ
−2g−1), λ→ 0, (24)
where m = rankT1G2(Y )T1 and ψ1, . . . , ψm are zero energy eigenfunc-
tions of Hα,Y .
We say that Hα,Y is of regular type in the case (1) and that Hα,Y has zero
energy resonance of s-wave type in the case (2.a) and p-wave type in the case (2.b).
Note that in all cases the leading term as λ→ 0 of (Hα,Y −λ2)−1 is an operator of
finite rank. The behaviours of ϕ(x) in the s-wave resonance or ϕ1(x), . . . , ϕn(x) in
the p-wave resonance case are similar to the corresponding resonance functions of
Schro¨dinger operators with regular very short range potentials (cf. [8], [5]).
Remarks.
(1) If N = 1, Hα,Y is always of regular type. This directly follows from (1) where
the logλ singularity cancels identically.
(2) Let N = 2. Then:
(i) Hα,Y is of regular type if and only if α1 + α2 6=π−1 log |y1 − y2|.
(ii) Hα,Y has a resonance of s-wave type if and only if
α1 + α2 = π
−1 log |y1 − y2| and(
α1 − (2π)−1 log |y1 − y2|
)2
+
(
α2 − (2π)−1 log |y1 − y2|
)2
> 0.
(iii) Hα,Y has a resonance of p-wave type if and only if
α1 = α2 = (2π)
−1 log |y1 − y2|.
(iv) Hα,Y cannot have a zero energy eigenvalue.
(3) If N ≥ 3, we shall prove that both T D˜2T and TG1(Y )T can be singular and a
zero eigenvalue can exist. A similar argument also applies to the three dimensional
case, thus the statement on the absence of zero eigenvalue for point interactions in
[2] is incorrect.
More precisely, we have the following result:
Proposition 1.2. Let N ≥ 3. Assume that a = t(a1, . . . , aN ) ∈ RN \ {0} satisfies
N∑
j=1
aj = 0,
N∑
j=1
ajyj = 0, and D˜a = 0. (25)
Then the function
ψ(x) = −
N∑
j=1
aj
2π
log |x− yj | (26)
belongs to the domain of Hα,Y and Hα,Y ψ = 0. Moreover, the converse is also
true: any eigenfunction which obeys Hα,Y ψ = 0 must be of the form (26) where
a ∈ RN \ {0} obeys (25).
For N = 3 and y1, y2, y3 ∈ R2 which are collinear or for N ≥ 4 and arbitrary
y1, . . . , yN ∈ R2, there exists a ∈ RN \ {0} which satisfies the first two equations
of (25). Then we can always find α such that D˜a = 0 and, hence, Hα,Y has an
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eigenvalue at zero. We will also prove in Lemma 3.1 that a zero mode (if it exists)
is always non-degenerate when N ≤ 4 and we conjecture that this is always true.
The third main result of our paper is the following theorem:
Theorem 1.3. Suppose that Hα,Y is of regular type. Then the wave operators W±
are bounded in Lp(R2) for 1 < p <∞.
It has been long known (see [7]) that the wave operators for one dimensional
Schro¨dinger operators with point interactions are bounded in Lp(R1) for all 1 <
p <∞ and, in three dimensions it was recently shown ([4]) that they are bounded
in Lp(R3) if and only if 3/2 < p < 3. Thus, there is a sharp contrast between
the results in dimensions one or two compared to dimension three. We also
note that for Schro¨dinger operators with multiplicative short-range potentials it
has been recently proved [6] that the wave operators remain bounded in Lp(R2)
for all 1 < p < ∞ even when there is an s-wave resonance or an eigenvalue at
threshold.
The intertwining property (9) reduces the mapping properties of the AC part
of the functions f(Hα,Y ) of Hα,y to that of f(H0) and there is a large body of
literature on the Lp mapping properties of the wave operators (for this we refer to
the reference of [4, 14]). The same intertwining property (9) and the well known Lp-
Lq estimates for the free propagator imply the corresponding property of e−itHα,Y .
We write ‖u‖p = ‖u‖Lp(R2) for 1 ≤ p ≤ ∞ and p′ is the dual exponent of p defined
by 1/p+ 1/p′ = 1.
Corollary 1.4. For any 2 ≤ p <∞, there exists a constant Cp such that
‖e−itHα,Y Pac(Hα,Y )u‖p ≤ Cp|t|1/p−1/2‖u‖p′, u ∈ Lp(R2) ∩ L2(R2). (27)
An immediate corollary of the Lp-Lq estimates (27) are the Strichartz estimates
in two dimensions: We say (p, r) is a 2-dimensional Strichartz exponent if it satisfies
1
p
+
1
q
=
1
2
, 2 < q ≤ ∞.
Corollary 1.5. Suppose that Hα,Y is of regular type. Let (p, q) and (s, r) be 2-
dimensional Strichartz exponents. Then there exists a constant C > 0 such that:(∫
R
‖e−itHα,Y u‖qLp(R2)dt
)1/q
6 C‖u‖2,∥∥∥∥∫ t
0
e−i(t−s)Hα,Y Pac(Hα,Y )u(s) ds
∥∥∥∥
Lq(Rt,Lp(R2x))
6 C‖u‖Ls′(Rt,Lr′(R3x)) .
For more about Schro¨dinger operators with point interactions we refer to the
monograph [2], while for Lp boundedness of wave operators we refer to our previous
papers [4, 14] and references therein.
The structure of the remaining text is as follows:
• In Section 2 we give a detailed analysis of the behaviour of Γ(λ)−1 near
λ = 0 and we classify its possible singularities.
• In Section 3 we prove both Theorem 1.1 and Proposition 1.2, results which
completely characterize the threshold behaviour of the class of zero point
interactions we consider here.
• Finally, in Section 4 we give the proof of Theorem 1.3 concerning the Lp
boundedness of wave operators.
Acknowledgements: K.Y. acknowledges the support by JSPS grant in aid for
scientific research No. 16K05242. H.C. acknowledges financial support from the
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2. The small λ behaviour of Γ(λ)−1
We begin with the study of the small λ behaviour of Γ(λ)−1. In this section,
the notation O(g(λ)jλk), j ∈ Z and k ∈ N, represents a scalar or a matrix-valued
function which has an asymptotic expansion when λ→ 0 as
O(g(λ)jλk) = Cjg(λ)
jλk + Cj−1g(λ)
j−1λk + · · · mod O(λk+1) (28)
which may be differentiated term by term. For simplicity, we will often omit the
variable λ from various functions and write e.g. g for g(λ), F for F (λ) and so on.
The expression
(
ajk
)
will denote an N ×N matrix with entries ajk.
We shall repeatedly use the following lemma due to Jensen and Nenciu ([8]) in
the case when H is finite dimensional.
Lemma 2.1. Let A be a closed operator in a Hilbert space H and S a projection.
Suppose A + S has a bounded inverse. Then, A has a bounded inverse if and only
if
B = S − S(A+ S)−1S
has a bounded inverse in SH and, in this case,
A−1 = (A+ S)−1 + (A+ S)−1SB−1S(A+ S)−1. (29)
From (4) and (5) and the definition (15) of g(λ), we have as λ→ 0 that
i
4
H
(1)
0 (λ) = g(λ)−
1
4
g(λ)λ2 − 1
8π
λ2 +O(λ4g(λ)) (30)
and, for j 6= k,
− Gλ(yj − yk) = −g(λ) + 1
2π
log |yj − yk|
+
λ2
4
g(λ)|yj − yk|2 + λ
2
8π
|yj − yk|2 log
( e
|yj − yk|
)
+O(λ4g). (31)
It follows from (6) and (31) that as λ→ 0
Γ(λ) = −g(λ)
1 · · · 1... . . . ...
1 · · · 1
+ D˜ + g(λ)λ2( δˆjk
4
|yj − yk|2
)
+
λ2
8π
(
δˆjk|yj − yk|2 log
( e
|yj − yk|
))
jk
+O(λ4g)
= −Ng
(
P −N−1g(λ)−1D˜ + λ2G1(Y ) + λ2g(λ)−1G2(Y ) +O(λ4)
)
=: −Ng(λ)A(λ), (32)
where D˜ and G1(Y ) are defined in (14) and G2(Y ) in (22).
We apply Lemma 2.1 to the pair consisting of the operator A appearing in (32)
and S = 1− P in the space H = CN . For simplicity we write
F (λ) = −N−1g(λ)−1D˜ (33)
so that as λ→ 0
A(λ) + S = 1 + F (λ) +R1 +O(λ
4),
R1 = R1(λ, Y ) = λ
2G1(Y ) + λ2g(λ)−1G2(Y )
(
= O(λ2)
)
.
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For small 0 < λ < λ0, the inverse (1 + F )
−1 exists and
(1 + F )−1 = 1− F + · · ·+ (−F )n−1 +O(g−n), λ→ 0. (34)
Moreover, A(λ) + S is invertible and
(A+ S)−1 = (1 + F )−1
(
1 + (R1 +O(λ
4))(1 + F )−1
)−1
= (1 + F )−1 − (1 + F )−1R1(1 + F )−1 +O(λ4)
= (1 + F )−1 −R2 +O(λ2g(λ)−2), (35)
where
R2 = λ
2G1(Y ) + λ2g−1(N−1G1(Y )D˜ +N−1D˜G1(Y ) + G2(Y ))
(
= O(λ2)
)
. (36)
From (35) we have
B = S(1− (A+ S)−1)S = S
(
F (1 + F )−1 +R2 +O(λ
2g−2)
)
S. (37)
2.1. The case when SD˜S is invertible in SCN . Suppose that SD˜S is invertible
in SCN . Since
F (1 + F )−1 = F − F 2 + F 3 − · · · = −N−1g−1D˜ +O(g−2),
by absorbing R2 +O(λ
2g−2) of (37) into O(g−2) we have:
B = S
(
−N−1g−1[SD˜S] +O(g−2)
)
S. (38)
Thus, B is invertible in SCN for small |λ| > 0 and
B−1 = −Ng(λ)S[SD˜S]−1S + SO(1)S. (39)
Combining (29), (35) and (39), we see that
A−1 = (1 + F )−1
−Ng(1 + F )−1S
(
[SD˜S]−1 +O(g−1)
)
S(1 + F )−1 +O(gλ2). (40)
Lemma 2.2. Γ(λ)−1 is bounded as λ → 0 if and only if SD˜S is non-singular in
SCN . In this case,
Γ(λ)−1 = −N−1g−1(1 + F )−1
+ (1 + F )−1S
(
[SD˜S]−1 +O(g−1)
)
S(1 + F )−1 +O(λ2) (41)
= [SD˜S]−1 +O(g−1). (42)
There exists a constant λ0 > 0 such that all entries of Γ
−1(λ) satisfy
∂ℓλ[Γ
−1(λ)]jk≤| · | Cλ−ℓ, ℓ = 0, 1, . . . 0 < |λ| < λ0. (43)
Proof of the ”if” part. We substitute (40) for A in Γ−1(λ) = −N−1g−1A−1 and
pick up the leading (bounded) term. Recall that the asymptotic expansion for (28)
may be differentiated term by term and
(d/dλ)jO(g−1)≤| · | Cλ−j , j = 0, 1, . . . .
This proves (43) by virtue of (42).
The proof of the ”only if” part of Lemma 2.2 can be completed only when we
finish proving all other lemmas in this section.
As we shall see in Section 4, (43) is sufficient for studying the Lp boundedness
of the wave operators, however, we need the more detailed structure (41) and (42)
in Section 3 for studying the behavior of (Hα,Y − λ2)−1 as λ→ 0.
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2.2. The case when SD˜S is singular in SCN . Suppose that the leading term
SD˜S in (38) is singular in SCN . We expand (1 + F )−1 in (37) up to the order
O(g−3) as
F (1 + F )−1 = −N−1g−1D˜ +N−2g−2D˜2 −N−3g−3R3, R3 = O(1), (44)
where the defnition of R3 = R3(λ) should be obvious (see (34)). We introduce the
operator
B = −N−1g−1(SD˜S −N−1g−1SD˜2S + S(N−2g−2R3 +NgR2)S) (45)
(recall from (36) that R2 = O(λ
2)). In order to find the small λ behaviour of
B−1 in SCN we introduce the pair (A1, T ) where
A1 = SD˜S +N−1g−1SD˜2S − S(N−2g−2R3 +NgR2)S (46)
and T is the orthogonal projection in SCN onto KerSD˜S. Then we again apply
Lemma 2.1 to the the pair (A1, T ). Since (SD˜S + T )−1 is invertible in SCN and
A1 = SD˜S +O(g(λ)−1), then A1 + T is also invertible for small 0 < |λ| and
(A1 + T )
−1
= (SD˜S + T )−1(1 + (N−1g−1SD˜2S + SO(g−2)S)(SD˜S + T )−1)−1
= (SD˜S + T )−1 −N−1g−1(SD˜S + T )−1SD˜2S(SD˜S + T )−1 + SO(g−2)S.
Since TS = ST = T and T (SD˜S + T )−1 = (SD˜S + T )−1T = T , the operator B1
which corresponds to B when A1 = A satisfies
B1 : = T − T (A1 + T )−1T = N−1g−1T D˜2T + TO(g−2)T. (47)
Here we state the following lemma:
Lemma 2.3. The matrix T D˜2T has rank 1. It is singular in TCN if and only if
D˜T = T D˜ = 0 and, if it is non-singular, then dimTCN = 1.
Proof. Choose an orthonormal basis {e2, . . . , eN} of SCN so that {e, e2, . . . , eN}
is an orthonormal basis of CN = 〈e〉 ⊕ SCN , where 〈e〉 denotes the linear span of
e. Let K denote the matrix of SD˜S. Let
M =
(
a ta
a K
)
(48)
be the block matrix representation of D˜ in this basis with respect to the decompo-
sition CN = 〈e〉 ⊕ SCN . Then
M2 =
(
a2 + |a|2 ata+ taK
aa+Ka a⊗ a+K2
)
.
We identify T with its matrix. Since T projects onto the kernel of SD˜S in SCN ,
T D˜2T has the matrix representation Ta⊗Ta with respect to the basis {e2, . . . , eN}
and has rank 1. It follows that T D˜2T is singular in TCN if and only if T D˜2T =
(D˜T )∗(D˜T ) = 0 or D˜T = T D˜ = 0 and if it is non-singular, it must be that
dimTCN = 1. 
(a) The case when T D˜2T is non-singular in TCN = KerSD˜S. If T D˜2T is
non-singular in TCN , then dimTCN = 1 by virtue of Lemma 2.3; equation (47)
implies that B1 is invertible in TC
N and
B−11 = NgT [T D˜2T ]−1T +O(1). (49)
Then, by virtue of Lemma 2.1, A1 is invertible in SC
N and
A−11 = (A1 + T )
−1 + (A1 + T )
−1TB−11 T (A1 + T )
−1. (50)
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Since (A1 + T )
−1 is bounded as λ → 0 and (A1 + T )−1T = T (A1 + T )−1 =
T +O(g−1), we conclude from (49) and (50) that in the space SCN
A−11 = NgT [T D˜2T ]−1T +O(1). (51)
Thus, B = −N−1g−1A1 is invertible in SCN and
B−1 = −NgA−11 = −N2g2T [T D˜2T ]−1T +O(g). (52)
Lemma 2.4. Suppose SD˜S is singular in the space SCN and let T be the orthogonal
projection onto the kernel of SD˜S in SCN . Suppose that T D˜2T is non-singular in
TCN . Then, T D˜2T has rank 1 and Γ(λ)−1 has log singularities as λ → 0. More
precisely,
Γ(λ)−1 = −N−1g−1(1 + F )−1
+Ng(1 + F )−1
(
T [T D˜2T ]−1T + TO(g−1)T
)
(1 + F )−1 +O(λ2g) (53)
= Ng[T D˜2T ]−1 +O(1). (54)
Proof. We combine (52) with (32), (29) and (35). Recalling that (A + S) = (1 +
F )−1 +O(λ2) and (1 + F )−1 = 1 +O(g−1), we obtain the above result. 
(b) The case when T D˜2T is singular in TCN but TG1(Y )T is non-singular.
If T D˜2T is singular in TCN , then, by virtue of Lemma 2.3, T D˜ = D˜T = 0 and
R3T = TR3 = 0, see (44) for the definition of R3. Define
L = SD˜S +N−1g−1SD˜2S − SN−2g−2R3S,
so that TL = LT = 0 and, by virtue of (46),
A1 = L+ SNgR2S.
Recall that R2 = λ
2G1(Y )+λ2g−1(N−1G1(Y )D˜+N−1D˜G1(Y )+G2(Y )) (see (36)).
It follows that in the direct sum decomposition of SCN = (1 − T )CN ⊕ TCN ,
L+ T =
(
L⊥ 0
0 T
)
= L⊥ ⊕ T
where L⊥ is the part of L in (1 − T )CN and
(L⊥)−1 = {(1− T )SD˜S(1− T )}−1 +O(g−1).
It follows that
(A1 + T )
−1 = (L+ T + SNgR2S)
−1
= (L⊥ ⊕ T )−1 − (L⊥ ⊕ T )−1(SNgR2S)(L⊥ ⊕ T )−1 +O(λ4g2). (55)
Define
R4(Y ) : = N
−1G1(Y )D˜ +N−1D˜G1(Y ) + G2(Y ).
Then the operator B1 = T − T (A1 + T )−1T of (47) is given as
B1 = −TNgλ2
(
G1(Y ) + g−1R4(Y ) +O(λ2g2)
)
T
= −TNgλ2
(
G1(Y ) + g−1G2(Y ) +O(λ2g2)
)
T (56)
where we used (36), the identity T (L⊥ ⊕ T )−1 = 0⊕ 1 and that D˜T = T D˜ = 0 in
the final step.
If TG1(Y )T is non-singular in TCN , we see from (56) that B1 is invertible in
TCN for small 0 < |λ| and
B−11 = −N−1g−1λ−2T [TG1(Y )T ]−1T +O(λ−2g−1).
TWO DIMENSIONAL POINT INTERACTIONS 11
We again apply Lemma 2.1 to A1, B1 and T and use (55) for (A1 + T )
−1. Then,
since (A1 + T )
−1 = O(g(λ)) as λ→ 0,
A−11 = (A1 + T )
−1 − (A1 + T )−1TB−11 T (A1 + T )−1
= N−1g−1λ−2T [TG1(Y )T ]−1T +O(λ−2g−1)
and
B−1 = −Ng(λ)A−11 = −λ−2T [TG1(Y )T ]−1T + SO(λ−2g−1)S.
By using (35), we have proved the following lemma:
Lemma 2.5. Suppose that SD˜S is singular in the space SCN and T D˜2T = 0.
Suppose further that TG1(Y )T is non-singular in TCN . Then, as λ→ 0 we have:
Γ(λ)−1 = −N−1g−1(1 + F )−1 +N−1g−1λ−2
× (1 + F )−1S
(
T [TG1(Y )T ]−1T +O(g−1)
)
S(1 + F )−1 +O(g−1) (57)
= N−1g−1λ−2T [TG1(Y )T ]−1T +O(λ−2), (58)
where we wrote ST = T for simplicity in (58).
(c) The case when both T D˜2T and TG1(Y )T are singular in TCN . We note
the identity
G2(Y ) = 1
2π
G1(Y ) + G˜2(Y ), where G˜2(Y ) =
( δˆjk
8πN
|yj − yk|2 log |yj − yk|
)
. (59)
Lemma 2.6. Suppose that both T D˜2T and TG1(Y )T are singular. Let T1 be
the orthogonal projection onto KerTG1(Y )T in TCN . Then both T1G2(Y )T1 and
T1G˜2(Y )T1 are non-singular in T1CN .
Proof. Define the N ×N matrix M by
M =
(
δˆjk|yj − yk|2 log(|yj − yk|2)
)
.
Due to the presence of T1, it suffices to show that T1MT1 is non-singular in T1C
N .
Because all the matrices we worked with until now were real and symmetric, we
may choose their eigenvectors to be real. Thus the matrices of T1 and of T1MT1
are also real and self-adjoint. Hence we can choose the eigenvectors of T1MT1 to
be real. Let f = T1f be a normalized real eigenvector of T1MT1 associated with
the smallest eigenvalue. We show that necessarily 〈f,Mf〉 > 0, hence T1MT1 is
positive definite and non-singular on the range of T1.
For f = t(f1, . . . , fN ) ∈ T1CN , define the function
F (λ) =
∑
1≤j 6=k≤N
fjfk|yj − yk|2 log(|yj − yk|2 + λ), λ ≥ 0.
We want to show that F (0) > 0. We observe that F (λ) is smooth for λ ≥ 0 and
that limλ→∞ F (λ) = 0 because
∑
1≤j 6=k≤N fjfk|yj − yk|2 = 〈f , T1G1(Y )T1f〉 = 0
for f ∈ T1Cn and
F (λ) =
∑
1≤j 6=k≤N
fjfk|yj − yk|2
(
log(|yj − yk|2 + λ)− log λ
)
.
We will prove that F ′(λ) < 0 for all λ > 0, which implies F (0) > limλ→∞ F (λ) = 0
and finishes the proof. In order to do that, we compute
F ′(λ) =
N∑
j,k=1
fjfk
|yj − yk|2
|yj − yk|2 + λ = −
N∑
j,k=1
fjfk
λ
|yj − yk|2 + λ.
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For t > 0 we have the identity:
e−t(|yj−yk|
2+λ) =
e−λt
4πt
∫
R2
eip(yj−yk)e−p
2/(4t)dp,
and also:
1
|yj − yk|2 + λ = limn→∞
∫ n
n−1
e−t(|yj−yk|
2+λ)dt.
Thus,
F ′(λ) = −λ lim
n→∞
∫ n
n−1
dt
e−λt
4πt
∫
R2
dp e−p
2/(4t)
∣∣∣∣∣∣
N∑
j=1
eip·yjfj
∣∣∣∣∣∣
2
≤ 0.
The above inequality is in fact strict for every λ > 0, since F ′(λ) = 0 for some
λ > 0 would imply
∑N
j=1 e
ip·yjfj = 0 for all p ∈ R2, which is equivalent with
f1 = · · · = fN = 0. 
For studying B−11 of (56), we let A2 be the linear operator in TC
N inside the
parenthesis of (56):
A2 = T
(G1(Y ) + g−1G2(Y ) + O(λ2g2))T, (60)
and apply Lemma 2.1 once again to the pair (A2, T1).
The inverse (A2 + T1)
−1 exists in TCN for small 0 < |λ| and, omitting the
variable Y ,
(A2 + T1)
−1 = (TG1T + T1)−1
− g−1(TG1T + T1)−1TG2(Y )T (TG1T + T1)−1 +O(g−2).
We need to consider the invertibility of
B2 = T1 − T1(A2 + T1)−1T1.
Since T1TG1T = TG1TT1 = 0 and T1(TG1T + T1)−1 = (TG1T + T1)−1T1 = T1, we
have B2 = −g−1T1G˜2(Y )T1+O(g−2). Because T1G˜2(Y )T1 is non-singular in T1CN
by virtue of Lemma 2.6, B−12 exists for small |λ| > 0 and
B−12 = −gT1[T1G˜2(Y )T1]−1T1 +O(1).
Then, by virtue of Lemma 2.1, A−12 also exists for small |λ| > 0 and
A−12 = (A2 + T1)
−1 − (A2 + T1)−1T1B−12 T1(A2 + T1)−1
= gT1[T1G˜2(Y )T1]−1T1 +O(1)
where we used (A2 + T1)
−1 = O(1) and (A2 + T1)
−1T1 = T1(A2 + T1)
−1 = T1 +
O(g−1) in the second step. Thus, we have
B−11 = −T−1N−1g(λ)−1A−12
= −T−1N−1λ−2T1[T1G˜2(Y )T1]−1T1T +O(λ−2g(λ)−1). (61)
Then, exactly as in the case (b), we have
A−11 = T
−1N−1λ−2T1[T1G˜2(Y )T1]−1T1T +O(λ−2g(λ)−1)
and
B−1 = −Ng(λ)A−11 = T−1N−1λ−2T1[T1G˜2(Y )T1]−1T1T +O(λ−2g(λ)−1).
Repeating the argument in the last part of the proof of Lemma 2.2, we prove the
following lemma:
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Lemma 2.7. Suppose that T D˜2T = 0 and TG1(Y )T are both singular in TCN .
Let T1 be the projection to KerTG1(Y )T in TCN . Then T1G˜2(Y )T1 is non-singular
in T1C
N and, as λ→ 0 we have:
Γ(λ)−1 = −N−1g−1(1 + F )−1 −N−1λ−2(1 + F )−1
× S
(
T1[T1G˜2(Y )T1]−1T1 + O(g−1)
)
S(1 + F )−1 +O(1) (62)
= −Nλ−2T1[T1G˜2(Y )T1]−1T1 +O(g−1λ−2) (63)
where in (63) the first T1 should be considered as a linear map from T1C
N into CN
and the last one from CN into T1C
N .
3. Proof of Theorem 1.1 and Proposition 1.2
We start with Proposition 1.2 because it is strongly related to the part (2)(c) of
Theorem 1.1 and it completely characterizes the zero modes of Hα,Y .
3.1. Proof of Proposition 1.2. We first show that ψ in (26) belongs to the
domain of Hα,Y and satisfies Hα,Y ψ = 0. It is obvious that ψ ∈ L2loc(R2). For large
|x| we have
log |x− yj | = log |x| − x · yj|x|2 +O(|x|
−2)
and (25) implies that ψ(x) behaves like |x|−2 at infinity hence it is square integrable.
We next show ψ ∈ D(Hα,Y ). Let µ ∈ C+ be such that Γα,Y (µ) is invertible and
define the vector
vµ(x) := ψ(x) −
N∑
j=1
ajGµ(x− yj) =
N∑
j=1
aj
(
− 1
2π
log |x− yj| − Gµ(x− yj)
)
.
Clearly, vµ ∈ H2(R2) because the logarithmic singularities of ψ are removed. More-
over, we have:
vµ(yk) =
N∑
j=1
aj
(
δˆjk(−(2π)−1 log |yk − yj | − Gµ(yk − yj)) + δjk
2π
(log(µ/2i) + γ)
)
=
N∑
j=1
[Γα,Y (µ)]kjaj ,
where we used the fact that D˜a = 0. Thus we have:
ψ(x) = vµ(x) +
N∑
j,k=1
[Γα,Y (µ)]
−1
jk vµ(yk)Gµ(x− yj)
which (see (7)) shows that ψ belongs to the domain of Hα,Y . By computing the
distributional Laplacian of vµ we obtain:
(−∆− µ2)vµ = µ2
N∑
j=1
aj
2π
log |x− yj | = −µ2ψ = (Hα,Y − µ2)ψ,
which confirms that Hα,Y ψ = 0.
We now prove the converse. Assume that ψ is in the domain of Hα,Y and
Hα,Y ψ = 0. Let µ be such that Γα,Y (µ) is invertible, viz. µ ∈ C+ \ E , E ⊂ i[0,∞)
being the square roots of negative eigenvalues of Hα,Y . Then there must exist a
function vµ ∈ H2(R2) such that
ψ(x) = vµ(x) +
N∑
j,k=1
[Γα,Y (µ)]
−1
jk vµ(yk)Gµ(x− yj). (64)
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Define a = t(a1, . . . , aN ) by
aj =
N∑
k=1
[Γα,Y (µ)]
−1
jk vµ(yk), j = 1, . . . , N.
The vector a must be independent of µ because all its components can be directly
expressed in terms of ψ by using (16) in (64):
aj = −2π lim
x→yj
ψ(x)(log |x− yj|)−1, j = 1, . . . , N.
Since (Hα,Y − µ2)ψ = (−∆− µ2)vµ, we have the equation
−∆vµ(x) = −µ2
N∑
j
ajGµ(x− yj).
In momentum coordinates we have:
vˆµ(p) = −µ
2
2π
N∑
j=1
aj
e−ip·yj
p2(p2 − µ2) .
Since vµ ∈ L2(R2) \ {0}, a must obey the first two equations of (25).
We now show that if we take µ = iλ with sufficiently small λ > 0 and µ→ 0, then
‖vµ‖H2 → 0, hence vµ(x) → 0 uniformly. Since a satisfies the first two equations
of (25) this would imply
lim
µ→0
Γα,Y (µ)a = D˜a = 0
and the desired identity
ψ(x) = − 1
2π
N∑
j=1
aj log |x− yj |.
To show that ‖vµ‖H2 → 0 we first observe the trivial estimate
‖∆viλ‖ = ‖λ2∆(−∆+ λ2)−1ψ‖ ≤ λ2‖ψ‖.
In momentum coordinates we have that
vˆiλ(p) = λ
2(p2 + λ2)−1ψˆ(p)≤| · | ψˆ(p) and lim
λ→0
vˆiλ(p) = 0 if p 6= 0.
It follows by the dominated convergence theorem,
‖viλ‖L2(R2) → 0 (λ→ 0).
Hence ‖viλ‖H2 → 0 as λ→ 0. This finishes the proof of Proposition 1.2.
Lemma 3.1. Let N ≤ 4 and assume that Hα,Y has an embedded eigenvalue at
zero. Then the eigenvalue is non-degenerate.
Proof. We know that we need at least N = 3 in order to have a zero mode. Without
any loss of generality, up to a translation, a scaling and a relabelling, we may always
assume that y1 = 0, |y2| = 1, and 1 ≤ |yj | for all j ≥ 3.
If N = 3 then y2 and y3 must be linearly dependent, otherwise the first two
constraints of (25) impose a = 0 and no zero mode can exist. If y2 and y3 are
collinear then up to a translation, a scaling and a relabelling we may assume that
y2 and y3 have the same direction and |y1| = 0 < |y2| = 1 < |y3|. We write
a2 = −|y3|a3 and a1 = −a2 − a3 = (|y3| − 1)a3. Thus all the compatible a’s
belong to an one-dimensional subspace generated by the vector with components
a1 =
t(|y3| − 1,−|y3|, 1). Now from the equation D˜a1 = 0 we can find the right
combination of α’s (uniquely determined by |y3|) for which a zero mode can exist.
Thus if a zero mode exists, it must be non-degenerate.
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Now let N = 4. We know that y2, y3 and y4 are linearly dependent. There are
two possibilities: either these three vectors are all collinear or they are not.
If they are not collinear, for example y2 and y3 are linearly independent, then
given any a4 ∈ R we may uniquely determine a2 and a3 from the equation a2y2 +
a3y3 = −a4y4 and also a1 = −a2 − a3 − a4. Thus we are again in a situation in
which the compatible a’s form an one-dimensional family. As in the N = 3 case, if
a zero mode exists, it must be unique.
Let us now assume that all four points are collinear. We may also assume without
loss of generality that y2, y3 and y4 have the same direction and
|y1| = 0 < |y2| = 1 < |y3| < |y4|.
Then we have a2 = −a3|y3| − a4|y4| and a1 = (|y3| − 1)a3 + (|y4| − 1)a4. This
time, the family of compatible a’s is two dimensional, generated by the following
two linearly independent vectors:
a1 =
t(|y3| − 1,−|y3|, 1, 0) and a2 = t(|y4| − 1,−|y4|, 0, 1).
To each generator we can separately find some α’s for which a zero mode would
exist, but we want to see if we can find one joint α for which both equations D˜a1 = 0
and D˜a2 = 0 are simultaneously satisfied. By solving for α in both equations we
obtain four compatibility relations involving |y3| and |y4|. The one involving α1
imposes the condition:
log |y3|
|y3| − 1 =
log |y4|
|y4| − 1 .
But the function (log t)/(t− 1) is strictly decreasing if t ∈ (1,∞), hence the above
equality cannot hold true. Thus the zero mode is unique if it exists. 
Remark. If N ≥ 5, the family of a’s which are compatible with the first two
equations in (25) is always at least two dimensional. The compatibility relations
(only involving the y’s) which are obtained from the condition that the α’s must
be the same, are much more complicated. Nevertheless, they can always be written
as an equation of the type F (y3, ..., yN ) = 0 where F : R
N−2 7→ RN is a rather
complicated function; here y1 = 0 and y2 =
t(1, 0) are fixed and no two y’s can
coincide. We conjecture that no degeneracy is possible when N ≥ 5.
3.2. Proof of Theorem 1.1: preliminaries. We will study the operator
D(λ) = (Hα,Y − λ2)−1 − (H0 − λ2)−1 = 〈Ĝλ,Y (x),Γα,Y (λ)−1Ĝλ,Y (y)〉 (65)
when λ ∈ C+ \{0} converges to zero, by using the results of Section 2. Our results
will be stated for λ > 0, however, they hold for λ ∈ C+ \ {0} with the same proof.
As before, we identify operators with their integral kernels.
We define
R0(λ, x) = Gλ(x) − g(λ|x|) = Gλ(x)− g(λ)−G0(x)
and use the vector notation
R̂0,Y (λ, x) =
R0(λ, x− y1)...
R0(λ, x− yN )
 , ĝλ = g(λ)1ˆ
so that
Ĝλ,Y (x) = gˆ(λ) + Ĝ0,Y (x) + R̂0,Y (λ, x). (66)
By virtue of (30) for the Hankel function for small λ, we have for any constant
C1 > 0 and for an arbitrary small 0 < δ that
R0(λ, x)≤| · | Cδ|λ|x||δ, |λ|x|| < C1, (67)
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and from (11) for large λ that
Gλ(x)≤| · | C|λ|x||−1/2, |λ|x|| ≥ C1. (68)
We take a cut-off function χ ∈ C∞0 (R2) such that
χ(x) = 1, for |x| ≤ 1 and χ(x) = 0, for |x| ≥ 2
and define for λ > 0
χλ(x) = χ(λx), Ĝ≤λ,Y (x) = χλ(x)Ĝλ,Y , Ĝ≥λ,Y (x) = (1− χλ(x))Ĝλ,Y ,
and likewise for other functions. To shorten the formulas, we often omit the
variables from various functions.
Lemma 3.2. For any λ0 > 0 and σ > 1, there exists C > 0 such that the following
estimates are satisfied for 0 < λ < λ0:
‖Ĝ≥λ,Y ‖L2
−σ
≤ Cλσ−1, ‖Ĝ≥0,Y ‖L2
−σ
≤ Cλσ−1〈g(λ)〉. (69)
‖Ĝ≤λ,Y ‖L2
−σ
≤ C〈g(λ)〉, ‖Ĝ≤0,Y ‖L2
−σ
≤ C. (70)
For any 0 < δ < σ − 1, there exists C > 0 such that for 0 < λ < λ0
‖R̂0,Y (λ, x)‖L2
−σ
≤ Cλδ. (71)
Proof. By virtue of (68), we have for σ > 1 and for small 0 < λ < λ0 that
‖Ĝ≥λ,Y ‖L2
−σ
≤ Cλ− 12
(∫
|x|≥Cλ−1
|x|−1−2σdx
)1/2
= Cλσ−1.
‖Ĝ≥0,Y ‖L2
−σ
≤ C
( ∫
|x|≥Cλ−1
(log |x|)2
|x|2σ dx
)1/2
= Cλσ−1 logλ.
This proves (69). The first of the following estimates is obvious and the second
follows from (67): (∫
|x|≤λ−1
|Ĝ0,Y (x)|2〈x〉−2σdx
)1/2
≤ C <∞,( ∫
|x|≤λ−1
|Ĝλ,Y (x)|2〈x〉−2σdx
)1/2
≤ C〈g(λ)〉.
This yields (70). By virtue of (67), we have for any 0 < δ < σ − 1 that(∫
R2
|R̂≤0,Y (λ, x)|2〈x〉−2σdx
)1/2
≤ Cλδ
(∫
|x|≤λ−1
|x|2δ〈x〉−2σdx
)1/2
≤ Cλδ. (72)
Estimate (69) implies ‖R̂≥0,Y (λ)‖L2
−σ
≤ Cλδ for any 0 < δ < σ− 1, which completes
the proof of the lemma. 
We will now study D(λ) of (65) in the space Bσ = B(L
2
σ(R
2), L2−σ(R
2)), σ > 1.
Note that L2σ(R
2) ⊂ L1(R2) when σ > 1.
We begin with studying the contribution to D(λ) of −N−1g−1(1 + F )−1 which
is the common first term in the right hand sides of the first formulas for Γ(λ) in
Lemmas 2.2, 2.4, 2.5 and 2.7.
Lemma 3.3. Let σ > 1. Then, as a Bσ-valued function of λ > 0 we have
−N−1g−1〈Ĝλ,Y (x), (1 + F )−1Ĝλ,Y (y)〉 (73)
= −g −N−1(〈Gˆ0,Y (x), 1ˆ〉+ 〈1ˆ, Gˆ0,Y (y)〉+N−1〈1ˆ, D˜1ˆ〉)+O(g−1), (74)
where O(g−1) is such that ‖O(g−1)‖Bσ ≤ C|g(λ)|−1 as λ→ 0.
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Proof. We substitute Ĝλ,Y (x) = Ĝ≥λ,Y (x)+ Ĝ≤λ,Y (x) and likewise for Ĝλ,Y (y) in (73).
Then, (69) and (70) imply that as λ→ 0
(73) = −N−1g−1〈Ĝ≤λ,Y (x), (1 + F )−1Ĝ≤λ,Y (y)〉+O(λδ) (75)
for any 0 < δ < σ − 1. Multiplying (67) by χλ(x) we have
Ĝ≤λ,Y (x) = χλ(x)gˆ(λ) + Ĝ≤0,Y (x) + R̂≤0,Y (λ, x),
and likewise for Ĝ≤λ,Y (y) which we insert in the right of (75). This produces nine
terms out of which five contain R̂≤0,Y (λ, x) or R̂
≤
0,Y (λ, y) and, by virtue of (70) and
(71), they are bounded by Cλδ, δ < σ − 1 in Bσ. We collect them into O(g−1) of
(74). Moreover, we trivially have
‖N−1g(λ)−1〈Ĝ≤0,Y (x), (1 + F (λ))−1Ĝ≤0,Y (y)〉‖Bσ ≤ C〈g(λ)〉−1
and we include this too into O(g−1). Thus, we only have the following three terms
Z1, Z2 and Z3 to deal with.
Z1 = −N−1g−1〈χλ(x)gˆ, (1 + F )−1χλ(y)gˆ〉, (76)
Z2 = −N−1g−1〈Ĝ≤0,Y (x), (1 + F )−1χλ(y)gˆ〉, (77)
Z3 = −N−1g−1〈χλ(x)gˆ, (1 + F )−1Ĝ≤0,Y (y)〉. (78)
We have by using that ‖1− χλ‖L2
−σ
≤ Cλσ−1 for 0 < λ < C1
Z1 = −N−1g−1〈gˆ, (1 + F )−1gˆ〉χλ ⊗ χλ
= −N−1g−1
(
〈gˆ, gˆ〉 − 〈gˆ, F gˆ〉+ 〈gˆ, F 2(1 + F )−1gˆ〉
)
χλ ⊗ χλ
=
(
−g −N−2〈1ˆ, D˜1ˆ〉
)
(1 ⊗ 1) +O(g−1). (79)
In a similar fashion we have
Z2 = −N−1〈Ĝ0,Y (x), 1ˆ〉+O(g−1), (80)
Z3 = −N−1〈1ˆ, Ĝ0,Y (y)〉+O(g−1). (81)
The combination of (79), (80) and (81) concludes the proof of Lemma 3.3. 
The following corollary shows that the sum of the first term and the contribution
by the common first term −N−1g−1(1 +F )−1 of Γ(λ) in the Lemmas 2.2, 2.4, 2.5,
and 2.7 to the second term on the right of
(Hα,Y − λ2)−1 = Gλ(x− y) + 〈Ĝλ,Y (x),Γ(λ)−1Ĝλ,Y (y)〉 (82)
is bounded in Bσ:
Corollary 3.4. Let σ > 1. Then as λ→ 0,
Gλ(x− y)−N−1g−1〈Ĝλ,Y (x), (1 + F )−1Ĝλ,Y (y)〉
= G0(x− y)−N−1
(〈Gˆ0,Y (x), 1ˆ〉+ 〈1ˆ, Gˆ0,Y (y)〉+N−1〈1ˆ, D˜1ˆ〉)+O(g−1) (83)
which is bounded in Bσ as λ→ 0.
Proof. Substitute Gλ(x − y) = g(λ) + G0(x − y) + O(λ2g(λ)|x − y|2). Then (83)
immediately follows Lemma 3.3. 
The second terms in the first formulas for Γ(λ) in Lemmas 2.2, 2.4, 2.5, and
2.7 are all sandwiched by (1 + F )−1S and S(1 + F )−1 and, for studying their
contributions to D(λ, x, y), we use the following lemma. Recall that T is a linear
map defined in SCN and if we identify T with 0PCN ⊕ T , then TS = ST = T .
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Lemma 3.5. Let σ > 1 and 0 < δ < σ − 1. Then, there exists λ0 > 0 such that
for 0 < λ < λ0 the following estimates are satisfied for some constant C > 0:
‖S(Ĝλ,Y − Ĝ0,Y )‖L2
−σ
(R2) ≤ Cλδ , (84)
‖S(1 + F )−1Ĝλ,Y − S(Ĝ0,Y +N−1D˜1ˆ)‖L2
−σ
≤ C〈g〉−1 (85)
In particular, the L2−σ(R
2)-valued analytic functions SĜλ,Y and S(1 + F )−1Ĝλ,Y
of λ ∈ C+ have continuous extensions to the closure C+.
Proof. Since Sgˆ = 0, we have S(Ĝλ,Y − Ĝ0,Y ) = SR̂0,Y (λ, x) and (84) follows from
(71). We write
S(1 + F )−1Ĝλ,Y = S(Ĝλ,Y − F Ĝλ,Y + F 2(1 + F )−1Ĝλ,Y ) (86)
and, on the right hand side, we substitute (66) for first two Ĝλ,Y , F = −N−1g−1D˜
in the second term, use Sgˆ = 0 and arrange so that in the formula below the terms
in the first line are independent of λ, while those in the second line are bounded
by C〈g(λ)−1〉 in L2−σ as λ→ 0:
(86) = S(Ĝ0,Y +N
−1D˜1ˆ
+N−1g−1D˜Ĝ0,Y + R̂0,Y (λ) + FR̂0,Y (λ) + F 2(1 + F )−1Ĝλ,Y ).
This proves (85). 
We now start proving each statement of Theorem 1.1 separately. By virtue
of Corollary 3.4, we only have to study 〈Ĝλ,Y (x),Γ(λ)−1Ĝλ,Y (y)〉 when Γ(λ)−1 is
replaced by the second terms in the first formulas for Γ(λ) in Lemmas 2.2, 2.4, 2.5,
and 2.7 for the corresponding cases.
3.3. Proof of Theorem 1.1(1).
. We use Lemma 2.2. When Γ(λ)−1 is replaced by (41), 〈Ĝλ,Y (x),Γ(λ)−1Ĝλ,Y (y)〉
becomes
〈S(1 + F )−1SĜλ,Y (x),
(
[SD˜S]−1 +O(g−1)
)
S(1 + F )−1SĜλ,Y (y)〉+O(λ2g)
where we used that ‖Ĝλ,Y ‖L2
−σ
≤ C〈g〉 to obtain the term O(λ2g). Statement (1)
immediately follows by applying Lemma 3.5.
3.4. Proof of Theorem 1.1(2).
Proof of statement (2-a). We apply Lemma 2.4 and Corollary 3.4. Replacing Γ(λ)−1
in 〈Ĝλ,Y (x),Γ(λ)−1Ĝλ,Y (y)〉 by (53) produces
〈(1+F )−1SĜλ,Y (x), T
(
g[T D˜2T ]−1+O(1)
)
T (1+F )−1SĜλ,Y (y)〉+O(λ2g3). (87)
Thus, if T = f⊗ f with normalized f ∈ CN and 〈f , D˜2f〉 = γ−20 , γ0 > 0 then Lemma
3.5 implies that
(87) = γ20gϕ(x)ϕ(y) +O(1), ϕ(x) = 〈Ĝ0,Y (x) +N−1D˜1ˆ, f〉
Here f1 + · · ·+ fN = 0 as f = (f1, . . . , fN) ∈ SCN and
〈f , Gˆ0,Y (x)〉 = − 1
2π
∑
fj log(|x− yj|) = − 1
2π
∑
fj
(
log(|x− yj |)− log |x|
)
=
∑
fj
(∫ 1
0
(x− θyj)yj
2π|x− θyj |2 dθ
)
=
∑
fj
yj · x
|x|2 +O(|x|
−2). (88)
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In the matrix representation of D˜ in Lemma 2.3, e is represented by
(
1
0
)
and 1ˆ by(√
N
0
)
. It follows that D˜1ˆ is given by the vector
(
a
a
)
. Then, T D˜1ˆ = Ta which
does not vanish as T D˜2T is non-singular in TCN (see the proof of Lemma 2.3).
Hence 〈D˜1ˆ, f〉 6= 0 and this proves statement (2-a).
Proof of statement (2-b). We use Lemma 2.5 and Corollary 3.4. As before, we only
have to study
N−1g−1λ−2〈(1 + F )−1SĜλ,Y (x), T [TG1(Y )T ]−1TS(1 + F )−1Ĝλ,Y (y)〉 (89)
and the remainder is of order O(λ−2g−2). We diagonalize the symmetric matrix as
T [TG1(Y )T ]−1T =
n∑
j=1
ajfj ⊗ fj , n = rankT ,
where aj ∈ R \ {0} and fj ∈ TCN , j = 1, . . . , N can be chosen to be real. Then,
Lemma 3.5 implies
(89) = N−1g−1λ−2
n∑
j=1
ajϕj(x)ϕj(y), ϕj(x) = 〈fj , Gˆ0,Y (x) +N−1D˜1ˆ〉.
Here 〈fj , N−1D˜1ˆ〉 = 0 since D˜fj = 0,
ϕj(x) = 〈fj , Gˆ0,Y (x)〉 =
N∑
k=1
fjk log(|x− yk|) = −2
N∑
k=1
fjk
yk · x
|x|2 +O(|x|
−2).
We must have that
∑
fjkyk 6= 0 for j = 1, . . . , n because for every real vector
f ∈ TCN we have:
〈TG1(Y )T f , f〉 = − 1
4π
N∑
j,k=1
|yj − yk|2fjfk = 1
2π
( N∑
j=1
fjyj
)2
> 0 (90)
where we use the assumption that TG1(Y )T is non-singular.
Proof of statement (2-c). We use Lemma 2.7. As in the proof of statement (2-b),
we only need to study
−N−1λ−2〈Gˆ0,Y (x), T1[T1G2(Y )T1]−1T1Gˆ0,Y (y)〉 (91)
and the remainder is O(λ−2g−1). If we diagonalize
T1G˜2(Y )T1 =
m∑
j=1
ajaj ⊗ aj , m = rankT1,
then we have
(91) = −N−1λ−2
n∑
j=1
ajψj(x)⊗ ψj(y), ψj(x) = 〈aj , Gˆ0,Y (x)〉.
Here we have aj =
t(aj1, . . . , ajN ) ∈ T1CN ⊂ TCN ⊂ SCn, hence,
aj1 + · · ·+ ajN = 0, D˜aj = 0, aj1y1 + · · ·+ ajNyN = 0
where the last equation is the result of (90) and 〈TG1(Y )T f , f〉 = 0 for f ∈ T1CN .
It follows from Proposition 1.2 that ψj(x), j = 1, . . . ,m are all eigenfunctions of
Hα,Y with eigenvalue zero. This completes the proof of Theorem 1.1. 
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4. Proof of Theorem 1.3
We only prove the theorem for W+. The complex conjugation u 7→ Cu = u then
gives the proof for W− = C∗W+C. In what follows we assume Hα,Y is of regular
type and the results of Lemma 2.2 are satisfied.
4.1. Stationary representation of the wave operators. We use the stationary
representation of W+ as in the three dimensional case (see [4]). We need some
preparation. We set
D∗ = {u ∈ S(R2) | uˆ ∈ C∞0 (R2 \ {0})}. (92)
Lemma 4.1. For every n ∈ N, D∗ is a dense subspace of Lp(Rn) for all 1 < p <∞.
Proof. It suffices to show that having fixed f ∈ S(Rn), then for every ε > 0 there
exists a u ∈ D∗ such that ‖f − u‖p < ε. Take a χ ∈ C∞0 (Rn) with 0 ≤ χ ≤ 1 such
that χ(ξ) = 1 for |ξ| < 1 and χ(ξ) = 0 for |ξ| ≥ 2 and set χρ(ξ) = χ(ξ/ρ). If we
define u = (1− χρ(D))χN (D)f ∈ D∗ then
‖f − u‖p ≤ ‖f − χN (D)f‖p + ‖χρ(D)f‖p
and it suffices to show that ‖(χN (D)− 1)f‖p → 0 as N →∞ and ‖χρ(D)f‖p → 0
as ρ→ 0. To see ‖(χN (D)− 1)f‖p → 0 as N →∞, we write
(χN (D)− 1)f(x) = (2π)−1
∫
Rn
(
Nn(F−1χ)(N(x− y))f(y)− f(x)
)
dy
= (2π)−1
∫
Rn
(F−1χ)(y)(f(x+N−1y)− f(x))dy
= (2π)−1
∫
Rn
N−1y(F−1χ)(y) ·
(∫ 1
0
∇f(x+ θN−1y)dθ
)
dy
and apply Minkowski’s inequality to obtain
‖(χN(D) − 1)f(x)‖p ≤ (2π)−1N−1‖|y|(F−1χ)‖1‖∇f‖p. (93)
For the second limit we apply Young’s inequality and obtain
‖χρ(D)f‖p = (2π)−1‖(F−1χρ) ∗ f‖p ≤ (2π)−1ρn(1−1/p)‖(F−1χ)‖p‖f‖1.

We define the operator Ωjk, j, k = 1, . . . , N such that (Ωjku)(x) for u ∈ D∗ is
given by
1
πi
lim
δ↓0
∫ +∞
0
λ e−δλ(Γα,Y (λ)−1)jk G−λ(x)
(∫
R2
(Gλ(y)− G−λ(y))u(y)dy) dλ .
Then the following lemma may be proved by repeating line by line the proof of
Proposition 3.2 of [4] for the corresponding formula in three dimensions.
Lemma 4.2. Let (Tx0f)(x) := f(x− x0) be the translation operator by x0. Then,
for u, v ∈ D∗,
(W+α,Y u, v) = (u, v) +
N∑
j,k=1
(TyjΩjkT
∗
yk
u, v) . (94)
In order to prove our theorem it suffices to show that
‖Ωjku‖p ≤ C‖u‖p, u ∈ D∗, j, k = 1, . . . , N (95)
for any 1 < p < ∞ and for a constant C independent of u. We first remark here
that the damping factor e−δλ in the definition of Ωjku is unnecessary. To see this
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we first note that (ξ2 − z2)−1 has a limit in S ′(R2) as z → −λ+ i0, λ > 0 and, for
v ∈ D∗:∫
R2
v(x)G−λ(x)dx = lim
ε↓0
〈
v,G−λ+iε
〉
= lim
ε↓0
1
2π
(
v,F∗(ξ2 − (−λ+ iε)2)−1)
= lim
ε↓0
1
2π
(Fv, (ξ2 − (λ− iε)2)−1) = lim
ε↓0
1
2π
∫
R2
vˆ(ξ)
ξ2 − λ2 + iεdξ. (96)
Then, as a function of λ∫
R2
(Gλ(y)− G−λ(y))u(y)dy
= lim
ε↓0
1
2π
∫
R2
( 1
η2 − λ2 − iε −
1
η2 − λ2 + iε
)
uˆ(η)dη =
i
2
∫
S1
uˆ(λω)dω (97)
is of class C∞0 ((0,∞)). Then we have:
(Ωjku)(x) =
1
πi
∫ +∞
0
λ(Γα,Y (λ)−1)jk G−λ(x)
(∫
S1
uˆ(λω)dω
)
dλ . (98)
4.2. Decomposition of the operator Ωjk. For simplicity we define for j, k =
1, . . . , N
Γ˜jk(λ) = [Γα,Y (|λ|)−1]jk.
We let Γ˜jk(|D|) and K be the operators defined for u ∈ D∗ respectively by
Γ˜jk(|D|)u(x) = 1
2π
∫
R2
eixξ Γ˜jk(|ξ|)(Fu)(ξ)dξ, (99)
Ku(x) =
1
πi
∫ +∞
0
G−λ(x)λ
(∫
S1
(Fu)(λω)dω
)
dλ .
Lemma 4.3. For every j, k = 1, . . . , N the operator Ωjk is the product of Γ˜jk(|D|)
and K:
(Ωjku)(x) =
(
K ◦ Γ˜jk(|D|)
)
u(x), u ∈ D∗. (100)
Proof. We may write the right hand side of (98) in the form
1
πi
∫ +∞
0
λG−λ(x)
(∫
S1
[Γα,Y (λ)
−1
]jk(Fu)(λω)dω
)
dλ.
Here [Γα,Y (λ)
−1
]jk(Fu)(λω) = F(Γ˜jk(D)u)(λω) by the definition of Γ˜jk(|D|). The
lemma follows. 
4.3. Estimate of Ku. In what follows we shall prove that both K and Γ˜jk(|D|),
j, k = 1, . . . , N are bounded operators from Lp(R2) to itself for 1 < p < ∞. We
deal with K first.
Lemma 4.4. For any 1 < p <∞, there exists a constant C > 0 such that
|〈v,Ku〉| ≤ C‖u‖p‖v‖p′ , u, v ∈ D∗
and K extends to a bounded operator from Lp to itself.
Proof. Let u, v ∈ D∗. Define a signed measure µu on (0,∞) by
µu(E) =
∫
λ∈E
(∫
S1
uˆ(λω)dω
)
λdλ
for Borel sets E of (0,∞). The measure µu is supported on a compact subset of
(0,∞) and
(v,Ku) =
1
πi
∫
R2
v(x)
(∫ ∞
0
G−λ(x)µu(dλ)
)
dx.
22 H.D. CORNEAN, A. MICHELANGELI, AND K. YAJIMA
Changing the order of integration by using Fubini theorem, we have
(v,Ku) =
1
πi
∫ ∞
0
(∫
R2
v(x)G−λ(x)dx
)
µu(dλ). (101)
Since the limit as ε→ 0 converges uniformly on compact sets of λ in (96), we may
change of order of the limit and the integral in (101) and, applying Fubini’s theorem
again we have
(v,Ku) = lim
ε↓0
∫ ∞
0
(
1
2π2i
∫
R2
vˆ(ξ)dξ
ξ2 − λ2 + iε
)
µu(dλ)
= lim
ε↓0
1
2π2i
∫
R2
vˆ(ξ)
(∫ ∞
0
µu(dλ)
ξ2 − λ2 + iε
)
dξ. (102)
Here the inner integral in (102) is equal to∫ ∞
0
(∫
S1
uˆ(λω)
ξ2 − λ2 + iεdω
)
λdλ =
∫
R2
uˆ(η)
ξ2 − η2 + iεdη
and, Fubini’s theorem and the change of variables (ξ, η) to (ξ + η, η) imply
(v,Ku) = lim
ε↓0
1
2π2i
∫
R4
vˆ(ξ)uˆ(η)
ξ2 − η2 + iεdξdη = limε↓0
1
2π2i
∫
R4
vˆ(ξ + η)uˆ(η)
ξ2 + 2ξη + iε
dηdξ.
Substituting
1
ξ2 + 2ξη + iε
= −i
∫ ∞
0
eit(ξ
2+2ξη+iε)dt
and using Fubini’s theorem once more yield
(v,Ku) = lim
ε↓0
−1
2π2
∫ ∞
0
e−εt
{∫
R2
eitξ
2
(∫
R2
ei2tξη vˆ(ξ + η)uˆ(η)dη
)
dξ
}
dt. (103)
Apply Parseval identity to the inner most integral and change variables (x, ξ) →
(x, (y − x)/2t). Then the function inside {· · · } becomes∫
R2
eitξ
2
(∫
R2
eixξv(x)u(x+ 2tξ)dx
)
dξ =
∫
R4
ei(y
2−x2)/4tv(x)u(y)t−2dxdy.
Introduce this identity in (103) and change t→ 1/4t:
(v,Ku) = lim
ε↓0
−2
π2
∫ ∞
0
e−ε/4t
(∫
R2
e−itx
2
v(x)dx
)(∫
R2
eity
2
u(y)dy
)
dt. (104)
Now we introduce the spherical mean:
Mu(r) =
1
2π
∫
S1
u(rω)dω, r > 0, (105)
define Nu(r) = Mu(
√
r) for r > 0 and Nu(r) = 0 for r ≤ 0 and let R be the
restriction operator to the positive half line:
(Rf)(r) =
{
f(r), r > 0,
0, r ≤ 0.
Using polar coordinates, we then have∫
R2
eity
2
u(y)dy = 2π
∫ ∞
0
eitr
2
Mu(r)rdr
= π
∫
R
eitrNu(r)dr =
√
2ππ(F∗Nu)(t),
where F is the one dimensional Fourier transform and, likewise∫
R2
eitx
2
v(x)dx =
√
2ππ(F∗Nv)(t).
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Since (F∗Nu)(t), (F∗Nv)(t) ∈ L2(R), the limit as ε → 0 in (104) can be trivially
taken and Parseval’s identity implies
(v,Ku) = −4π
∫ ∞
0
(F∗Nv)(t)(F∗Nu)(t)dt
= −4π(F∗Nv,RF∗Nu) = −4π(Nv,FRF∗Nu).
As is well known, the operator
u(x) 7→ (FRF∗u)(x) = i
2π
∫
R
u(y)
x− y − i0dy
is bounded in Lp(R) for any 1 < p <∞. Thus Ho¨lder’s inequality implies
(v,Ku)≤| · | C
(∫ ∞
0
|Mv(
√
r)|p′dr
)1/p′ (∫ ∞
0
|Mu(
√
r)|pdr
)1/p
≤ C‖v‖Lp′(R2)‖u‖Lp(R2).
This completes the proof. 
Remark. Equation (104) and the argument following it imply that
Ku(x) = lim
ε↓0
2i
π2
∫
R2
u(y)dy
x2 − y2 − iε .
4.4. Proof of Theorem 1.3, the case N = 1. Thanks to Lemmas 4.3 and 4.4,
it suffices to prove that Γ˜jk(|D|), j, k = 1, . . . , N are bounded from Lp(R2) to itself
for 1 < p <∞. We recall Mikhlin’s multiplier theorem ([11]):
Lemma 4.5. Let k > n/2 be an integer. Suppose m ∈ Ck(Rn \ {0}) and
∂αξ m(ξ)≤| · | Cα|ξ|−|α|, |α| ≤ k. (106)
Then, the Fourier multiplier m(D) by m(ξ) defined by
m(D)u(x) =
1
(2π)n/2
∫
Rn
eixξm(ξ)Fu(ξ)dξ
is bounded from Lp(Rn) to itself for all 1 < p <∞.
When N = 1 we have for λ > 0 that
Γ˜(λ) = Γ(λ)
−1
=
(
α+
1
2π
log
(λ
2
)
− i
4
+
γ0
2π
)−1
.
It is obvious that Γ˜(λ) ∈ C∞((0,∞)) and
Γ˜(ℓ)(λ)≤| · |Cℓλ−ℓ, ℓ = 0, 1, . . . , (107)
which implies
∂αξ Γ˜(|ξ|)≤| · |Cℓ|ξ|−|α|, |α| ≥ 0.
Hence, Lemma 4.5 implies Γ˜(|D|) is bounded from Lp(R2) to itself for any 1 < p <
∞. This completes the proof of Theorem 1.3 for the case N = 1.
24 H.D. CORNEAN, A. MICHELANGELI, AND K. YAJIMA
4.5. Proof of Theorem 1.3, the case N ≥ 2. For N ≥ 2, Γ(λ) has the form
Γ(λ) = {α} − g(λ)− J(λ), J(λ) =
(
Gλ(yj − yk)δˆjk
)
.
where {α} is the diagonal matrix with entries α1, . . . , αN and g(λ) is the scalar
matrix g(λ)1. Thus, for N ≥ 2, Γ(λ) contains the term Gλ(yj − yk) which is
oscillatory for large λ. This prevents to directly apply Lemma 4.5 to Γ˜jk(|D|) and
we need to split it into the low and high energy parts and treat them differently.
Recall (11) that
Gλ(x) = eiλ|x|ω(λ|x|) (108)
where ω(λ) satisfies for λ > c > 0, c being any positive number,
∂ℓλω(λ)≤| · |Cℓ〈λ〉−
1
2
−ℓ, ℓ = 0, 1, 2 . . . . (109)
Low energy estimate of Γ˜(|D|). If Hα,Y is of regular type, then Lemma 2.2
shows that
(
(Γ(λ)−1
)
jk
satisfies (43) hence, so does Γ˜jk(λ), j, k = 1, . . . , N . It
follows that if χ ∈ C∞0 (R1) is such that χ(λ) = 1 for |λ| ≤ λ0/2 and χ(λ) = 0 for
|λ| ≥ λ0, λ0 being as in (43), then χ(|ξ|)Γ˜jk(|ξ|) satisfies the condition of Lemma
4.5 and χ(|D|)Γ˜jk(|D|) is bounded from Lp(R2) to itself for all 1 < p <∞.
High energy estimate of Γ˜(|D|). Thus, the proof of Theorem 1.3 will be com-
pleted if we prove (1−χ(|D|))Γ˜jk(|D|) is also bounded from Lp(R2) to itself for all
1 < p <∞. We use the following result due to Peral ([12], page 139).
Lemma 4.6 (Peral). The translation invariant Fourier integral operator
(Tf)(x) =
1
(2π)n/2
∫
Rn
eixξ+i|ξ|
ψ(ξ)
|ξ|b fˆ(ξ)dξ, (110)
where ψ(ξ) ∈ C∞(Rn) is such that ψ(ξ) = 0 in a neighbourhood of ξ = 0 and
ψ(ξ) = 1 for |ξ| ≥ 2, is bounded in Lp(Rn) if and only if∣∣∣∣1p − 12
∣∣∣∣ ≤ bn− 1 . (111)
Lemma 4.7. Let χ ∈ C∞0 (R) be as above. Then, we may write
(1− χ(λ))Γ˜(λ) = (Φjk(λ) + Ljk(λ))jk, (112)
where Φ = (Φjk) and L = (Ljk) satisfy the following properties:
(1) For j, k = 1, . . . , N , Φjk(λ) is of the form
Φjk(λ) =
M∑
ℓ=1
eiaℓλbℓ(λ), (113)
where a1, . . . , aM > 0 are constants and b1, . . . , bM are symbols of order
−1/2 on R (which, of course, depend on j, k but we suppress such depen-
dence as the argument will be the same for all j, k).
(2) For j, k = 1, . . . , N , Ljk(λ) satisfy
∂ℓλLjk(λ)≤| · |Cℓ〈λ〉−2, ℓ = 0, 1, · · · . (114)
Proof. Since (1−χ(λ))Γ˜(λ)jk is smooth, it suffices to prove that the decomposition
(112) is possible for λ≫ 1. As ({α} − g(λ))−1 → 0 as λ→∞ and
∂ℓλJjk(λ) ≤ Cℓ〈λ〉−
1
2 , ℓ = 0, 1, . . . (115)
for large λ by virtue of (108), we may write
(1− χ(λ))Γ˜(λ) = (1− χ(λ))({α} − g(λ))−1(1− ({α} − g(λ))−1J(λ))−1,
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which implies
∂ℓλ(1− χ(λ))Γ˜(λ)jk ≤ Cℓ, ℓ = 0, 1, . . . . (116)
We expand
(
1− ({α} − g)−1J)−1 and define Φ(λ) and L(λ) as
Φ(λ) = (1 − χ(λ))
3∑
k=0
({α} − g(λ))−1
(
J(λ)({α} − g(λ))−1
)k
,
L(λ) = (1− χ(λ))Γ(λ)−1({α} − g(λ))−4J(λ)4.
Then we have (1 − χ(λ))Γ˜(λ)−1 = Φ(λ) + L(λ) and the entries of Φ(λ) satisfy the
property (113) for large λ > 0. The entries of L(λ) satisfy (114) by virtue of (116)
and (115) which implies J(λ)4 and its derivatives are bounded by 〈λ〉−2 . The
lemma follows. 
We have
(1− χ(|D|))Γ˜jk(|D|) = Φjk(|D|) + Ljk(|D|).
Then by virtue of (113) Lemma 4.6 with b = 1/2 and n = 2 implies Φjk(|D|)
is bounded from Lp(R2) to itself; Mikhlin’s Lemma 4.5 shows that the operator
Ljk(|D|) is bounded from Lp(R2) to itself by virtue of (114). This concludes the
proof of Theorem 1.3 also for N ≥ 2.
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