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.2012.07.0Abstract A Taylor collocation method has been developed to solve the systems of high-order lin-
ear differential–difference equations in terms of the Taylor polynomials. Using the Taylor colloca-
tion points, this method transforms differential–difference equation systems and the given
conditions to matrix equations with unknown Taylor coefﬁcients. By means of the obtained matrix
equation, a new system of equations corresponding to the system of linear algebraic equations is
gained. Hence, by ﬁnding the Taylor coefﬁcients easily, Taylor polynomial solutions are obtained.
To illustrate the pertinent features examples are presented and results are compared. All numerical
computations have been performed on the computer algebraic system Maple 9.
 2012 Ain Shams University. Production and hosting by Elsevier B.V.
All rights reserved.1. Introduction
Many real life phenomena in biosciences, economics, engineer-
ing, etc. can be modeled by differential–difference equations
and their systems [1]. Systems of high order linear differen-
tial–difference equations are usually difﬁcult to solve analyti-
cally; so there are particular methods that have been
presented for numerical solutions of the mentioned systems.
In recent years, systems of high order differential equations
have been solved by using such as variational iteration method
[2], differential transformation method [3], Adomian decompo-l.com (E. Go¨kmen), msezer@
Shams University.
g by Elsevier
y. Production and hosting by Elsev
05sition method [4], differential transform method [5], lineariz-
ability criteria [6], decomposition method [7], homotopy
analysis method [8], and homotopy perturbation method [9].
Besides, to solve the systems of linear integral and integro-dif-
ferential equations, variational iteration method [10], Haar
functions method [11], Tau method [12] differential transform
method [13], an efﬁcient algorithm [14], and homotopy pertur-
bation method [15] have been used.
In addition to these methods, systems of linear differential,
integral and integro-differential equations were solved using
the Taylor collocation method, the Chebyshev collocation
method and the Legendre collocation method by research
group around Sezer [16–20].
Since the beginning of 1994, Taylor, Chebyshev, Legendre
collocation and matrix methods have been used by Sezer
et al. [18–24] to solve differential, difference, integral, inte-
gro-differential, delay differential equations and their systems.
Also, S. Yu¨zbası et al. adapted the matrix method for the
Bessel polynomials. Recently, they have been used the Besselier B.V. All rights reserved.
118 E. Go¨kmen, M. Sezermatrix method to ﬁnd approximate solutions of linear differen-
tial–difference equations and their systems [24–28].
In this study, by modifying and developing matrix and col-
location methods studied in [16–28], we present a new method
to ﬁnd the approximate solutions of systems of linear high-or-






PrjiðtÞyðrÞi ðktþ lÞ ¼ fjðtÞ; j ¼ 1; 2; . . . ; k ð1Þ





n ðaÞ þ bnrjyðjÞn ðbÞ þ cnrjyðjÞn ðcÞ ¼ knr; ð2Þ
a 6 c 6 b; r ¼ 0; 1; 2; . . . ;m 1; n ¼ 1; 2; . . . ; k
where yi(t) is an unknown function, the known functions P
n
jiðtÞ
and fj(t) are deﬁned on interval a 6 t 6 b, and also arj, brj, crj
and knr are appropriate constants.
Our main purpose is to ﬁnd the approximate solutions of










¼ 1; 2; . . . ; k; a 6 t 6 b: ð3Þ
where yin, (n= 0, 1, . . . , N and i= 1, 2, . . . , k) are unknown
coefﬁcients, N is any positive integer such that NP m.
2. Fundamental relations
Functions deﬁned by Eq. (3) can be written in the matrix forms
yiðtÞ ¼ TðtÞAi; i ¼ 1; 2; . . . ; k ð4Þ





i ðtÞ ¼ TðtÞBrAi ð6Þ
where
TðtÞ ¼ ½1 ðt cÞ ðt cÞ2    ðt cÞN
Ai ¼ ½yi0 yi1 yi2    yiNT
B ¼
0 1 0 0 . . . 0
0 0 2 0 . . . 0








0 0 0 0 . . . N
0 0 0 0 . . . 0
26666666664
37777777775
By putting tﬁ kt+ l in the relation (4) we obtain the matrix
form
yiðktþ lÞ ¼ Tðktþ lÞAi: ð7Þ
The relation between the matrix T(kt+ l) and T(t) is
Tðktþ lÞ ¼ TðtÞBðk; lÞ ð8Þ












































and for k „ 0, and l= 0,
Bðk; 0Þ ¼
ðkÞ0 0    0






0 0    ðkÞN
2666664
3777775:
By differentiating both side of (8) with respect to t and using
the relation (6) we get
y
ðrÞ
i ðktþ lÞ ¼ TðtÞBðk; lÞBrAi i ¼ 1; 2; . . . ; k: ð9Þ























TðtÞ 0 . . . 0






0 0 . . . TðtÞ
266664
377775
Bðk; lÞ 0 . . . 0










Br 0 . . . 0
















or brieﬂyyðrÞðktþ lÞ ¼ TðtÞeBðk; lÞeBrA r ¼ 0; 1; 2 . . . ;m ð10Þ
where
TðtÞ ¼
TðtÞ 0 . . . 0






0 0 . . . TðtÞ
266664
377775; eBðk;lÞ ¼
Bðk;lÞ 0 . . . 0










Br 0 . . . 0















377775:3. Method of solution
First, we can write the system (1) in the matrix formXm
r¼0
PrðtÞyðrÞðktþ lÞ ¼ fðtÞ; ð11Þ
where
PrðtÞ ¼
Pr11ðtÞ Pr12ðtÞ . . . Pr1kðtÞ






























Taylor collocation method for systems of high-order linear differential–difference equations with variable coefﬁcients 119To obtain the Taylor polynomial solutions of system (11) in
the form (3), we compute the Taylor coefﬁcients by means of
the collocation points deﬁned by
tl ¼ aþ b a
N
l; l ¼ 0; 1; . . . ;N ð12Þ
where a 6 t 6 b and a= t0 < t1 <   < tn = b.
Let us substitute the collocation points (12) into the matrix
Eq. (11). Thus, we obtain the matrix form in the formXm
r¼0
PrY
ðrÞ ¼ F; ð13Þ
where
Pr ¼
Prðt0Þ 0    0























Using the relation (10) and the collocation points (12), we have
yðrÞðktl þ lÞ ¼ TðtlÞeBðk; lÞeBrA l ¼ 0; 1; 2; . . . ;N:
This system can be written as
YðrÞ ¼ TeBðk; lÞeBrA ð14Þ
where
T ¼ ½Tðt0Þ Tðt1Þ    TðtNÞT
TðtrÞ ¼
TðtrÞ 0    0






0 0    TðtrÞ
266664
377775





A ¼ F: ð15Þ
Brieﬂy, the fundamental matrix Eq. (15) corresponding to Eq.
(1) can be expressed in the form
WA ¼ F; ð16Þ
which corresponds to a linear system of k(N+ 1) algebraic
equations in k(N+ 1) the unknown Taylor coefﬁcients such
that
W ¼ ½wpq ¼
Xm
r¼0
PrTeBðk; lÞeBr; p; q
¼ 1; 2; . . . ; kðNþ 1Þ: ð17Þ
Similarly, we can get the matrix form of the conditions. Using

































Dm1;jyðjÞðaÞ þ Km1;jyðjÞðbÞ þ Lm1;jyðjÞðcÞ ¼ km1
where
Drj ¼
a1rj 0    0






0 0    akrj
2666664
3777775; Krj ¼
b1rj 0    0






0 0    bkrj
2666664
3777775; Lrj ¼
c1rj 0    0




























































Substituting the matrices y(j)(a), y(j)(b), y(j)(c) which depend on
the Taylor coefﬁcient matrix A, into Eq. (18) and simplifying
the result we obtain
Xm1
j¼0
½DjTðaÞ þ KjTðbÞ þ LjTðcÞeB jA ¼ k: ð19Þ




½DjTðaÞ þ KjTðbÞ þ LjTðcÞ eBj ;
then the matrix form of the conditions becomes
VA ¼ k: ð20Þ
Consequently, replacing the rows of the matrix V and k, by the
last rows of the matrix W and F, respectively, we have
WA ¼ F; ð21Þ
120 E. Go¨kmen, M. Sezerwhere
W ¼
w1;1 w1;2 . . . w1;kðNþ1Þ










wkðNmþ1Þ;1 wkðNmþ1Þ;2 . . . wkðNmþ1Þ;kðNþ1Þ
v1;1 v1;2 . . . v1;kðNþ1Þ





vmk;1 vmk;2 . . . vmk;kðNþ1Þ
266666666666666666666664
377777777777777777777775
;F ¼ ½f1ðt0Þ f2ðt0Þ    fkðt0Þ f1ðt1Þ    fkðtNmÞ k10 k11    k1;m1 k20    kk;m1T:Hence, Taylor coefﬁcients can be simply computed and the
solution of system (1), under the mixed conditions (2), is
obtained.4. Accuracy of solution
We can easily check the accuracy of the method. Since
truncated Taylor series (3) is the approximate solution of
(1), when the function yi,N(t), i= 1, 2, . . . , k, and its deriv-
atives, are substituted in (1), the resulting equation must be
satisﬁed approximately; that is, for t= tq 2 [a,b], q= 0,1,






PrjiðtqÞyðrÞi ðktq þ lÞ  fjðtqÞ

 ﬃ 0; j
¼ 1; 2; . . . ; k; ð20Þ
and EjðtqÞ 6 10kqðkq positive integer).
If max 10kq ¼ 10kðk positive integer) is prescribed, then
the truncation limit N is increased until the difference Ej(tq)
at each of the points becomes smaller than the prescribed







PrjiðtqÞyðrÞi ðktq þ lÞ  fjðtqÞ ﬃ 0; j
¼ 1; 2; . . . ; k:Table 1 Numerical results of solutions y1(t) of Example 3.
ti Exact solutions Transform method [5] Be
y1ðtiÞ ¼ eti  1 N= 6, y1,6(ti) N
0 0 0 0
0.2 0.1812692469220 0.165693777778 0
0.4 0.3296799539643 0.278471111111 0
0.6 0.4511883639059 0.349692000000 0
0.8 0.5506710358827 0.384369777778 0
1 0.6321205588285 0.398611111111 05. Numerical examples
In this section, several numerical examples are given to illus-
trate the accuracy and effectiveness properties of the method
and all of them were performed on the computer using a pro-
gram written in Maple 9. We have presented with tables and
ﬁgures, the values of exact solutions and the absolute error
functions ei,N(t) = Œyi(t)  yi,N(t)Œ, i= 1, 2, . . . , k, at selected
points of the given interval.
Example 1. Let us ﬁrst consider the linear system with variable
coefﬁcients
2ty01ðtþ 1Þ  3y1ðtþ 1Þ þ y2ðtþ 1Þ ¼ 0
2ty02ðtþ 1Þ þ y1ðtþ 1Þ  3y2ðtþ 1Þ ¼ 0with conditions
y1ð2Þ ¼ 1; y2ð2Þ ¼ 1
forN= 2and 0 6 t 6 5, the collocation points are calculated as
t0 = 0, t1 = 5/2, t2 = 5, and the above system can be written as
3 1 2t 0
1 3 0 2t













The fundamental matrix equation of this system is
ðP0TeBð1; 1Þ þ P1TeBð1; 1ÞeBÞA ¼ F
Following the procedure in Section 3, we ﬁnd the matrices in
Eq. (19) for N= 2 as
W ¼
3 3 3 1 1 1

















1 2 4 0 0 0














and then the Taylor coefﬁcient matrix is obtained as
A ¼ ½1  2 1  1 2  1T:
Hence, we have the approximate solutions
y1ðtÞ ¼ ðt 1Þ2; y2ðtÞ ¼ ðt 1Þ2;ssel method [25] Present method







Table 2 Numerical results of solutions y2(t) of Example 3.
ti Exact solutions Transform method [5] Bessel method [25] Present method
y1ðtiÞ ¼ 2 eti N= 6, y2,6(ti) N= 6, y2,6(ti) N= 6, y2,6(ti) N= 10, y2,10(ti)
0 1 1 1 1 1
0.2 1.18126924692202 1.18359546667 1.18126927538 1.1812692753815 1.1812692469213
0.4 1.32967995396436 1.34654720000 1.32967997178 1.3296799717860 1.3296799539623
0.6 1.45118836390597 1.50568720000 1.45118837657 1.4511883765828 1.4511883639045
0.8 1.55067103588278 1.68261546667 1.55067106942 1.5506710694503 1.5506710358860
1 1.63212055882856 1.91250000000 1.63211987225 1.6321198722569 1.6321205588410
Table 3 Numerical results of absolute error functions e1,N(t) for N= 6, 8, 10 of y1(t) of Example 3.
ti Transform method [5] Bessel method [26] Present method
e1,6(ti) e1,6(ti) e1,6(ti) e1,8(ti) e1,10(ti)
0 0 0 0 0 0
0.2 1.5575e002 2.8460e008 2.845945e008 3.437e011 8.6e013
0.4 5.1209e002 1.7820e008 1.782165e008 3.836e011 2.07e012
0.6 1.0150e001 1.2668e008 1.267680e008 5.040e011 1.37e012
0.8 1.6630e001 3.3538e008 3.356743e008 7.267e011 3.31e012
1 2.3351e001 6.8657e007 6.865716e007 1.26584e009 1.242e011
Table 4 Numerical results of absolute error functions e2,N(t) for N= 6, 8, 10 of y2(t) of Example 3.
ti Transform method [5] Bessel method [26] Present method
e2,6(ti) e2,6(ti) e2,6(ti) e2,8(ti) e2,10(ti)
0 0 0 0 0 0
0.2 2.3262e003 2.8460e008 2.84595e008 3.43e011 0.7e012
0.4 1.6867e002 1.7820e008 1.78216e008 3.84e011 2.1e012
0.6 5.4499e002 1.2668e008 1.26768e008 5.03e011 1.5e012
0.8 1.3194e001 3.3538e008 3.35675e008 7.27e011 3.2e012
1 2.8038e001 6.8657e007 6.865717e007 1.2659e009 1.24e011
Taylor collocation method for systems of high-order linear differential–difference equations with variable coefﬁcients 121which are exact solutions.
Example 2. Let us consider the initial value problem deﬁned in
3 6 t 6 4
y01ðt 1Þ þ y02ðt 1Þ ¼ 2t; y1ð0Þ ¼ 0
y01ðt 1Þ  y03ðt 1Þ ¼ 2t 1; y2ð0Þ ¼ 0
y01ðt 1Þ þ y3ðt 1Þ ¼ t 1; y3ð0Þ ¼ 0










where N= 3, c= 0, a=  3, b= 4 and k= 3. For this sys-






375; P1ðtÞ ¼ 1 1 01 0 1
1 0 0
264




and the Taylor collocation points are obtained as
t0 ¼ 3; t1 ¼ 2=3; t2 ¼ 5=3; t3 ¼ 4Following the procedure in Section 3, we ﬁnd the matrices in
Eq. (19) as
W¼
0 1 8 48 0 1 8 48 0 0 0 0
0 1 8 48 0 0 0 0 0 1 8 48























































1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0


















and then the Taylor coefﬁcients matrix
A ¼ ½0 0 1 0 0 2 0 0 0  1 0 0T
Figure 1 Comparison of the absolute errors functions e1,N(t) for
N= 6, 8, 9.
Figure 2 Comparison of the absolute errors functions e2,N(t) for
N= 6, 8, 9.
Table 6 Numerical results of the absolute error function
e1,8(t) in the different intervals for Example 3.
ti Present method
e1,8(ti) in [0,1] e1,8(ti) in [1,3] e1,8(ti) in [2,5]
0 0 0 0
0.2 3.437e011 0.328203e006 0.38648148e004
0.4 3.836e011 0.696805e006 0.64842987e004
0.6 5.040e011 0.566291e006 0.67259605e004
0.8 7.267e011 0.110589e006 0.46476664e004
1 1.26584e009 0.122400e006 0.12661370e004
Table 7 Numerical results of absolute error function e2,8(t) in
the different intervals for Example 3.
ti Present method
e2,8(ti) in [0,1] e2,8(ti) in [1,3] e2,8(ti) in [2,5]
0 0 0 0
0.2 3.43e011 0.32822e006 0.3864814e004
0.4 3.84e011 0.69680e006 0.6484298e004
0.6 5.03e011 0.56629e006 0.6725960e004
0.8 7.27e011 0.11058e006 0.4647666e004
1 1.2659e009 0.12240e006 0.1266138e004
122 E. Go¨kmen, M. Sezeror
A1 ¼ ½0 0 1 0T; A2 ¼ ½0 2 0 0T; A3
¼ ½0  1 0 0T
Substituting the elements of these column matrices into Eq.
(4), we obtain the solution set in terms of Taylor polynomials








1 0.4e011 0.20e009y1ðtÞ ¼ t2; y2ðtÞ ¼ 2t; y3ðtÞ ¼ t
which are exact solutions.




1 ðtÞ þ yð1Þ2 ðtÞ þ y1ðtÞ þ y2ðtÞ ¼ 1
y
ð1Þ
2 ðtÞ  2y1ðtÞ  y2ðtÞ ¼ 0;
0 6 t 6 1
with the initial conditions y1(0) = 0, y2(0) = 1, and the
exact solutions y1ðtÞ ¼ et  1; y2ðtÞ ¼ 2 et. Here k ¼ 2;
m ¼ 1; k ¼ 1; l ¼ 0; f1ðtÞ ¼ 1; f2ðtÞ ¼ 0, P011ðtÞ ¼ 1;P012ðtÞ ¼ 1;
P021ðtÞ ¼ 2, P022ðtÞ ¼ 1;P111ðtÞ ¼ 1;P112ðtÞ ¼ 1, P121ðtÞ ¼ 0;
P122ðtÞ ¼ 1.
From (15) the fundamental matrix equation of the problem
is
fP0TeBð1; 0Þ þ P1TeBð1; 0ÞeB1gA ¼ F:
We obtain the approximate solutions by Taylor polynomials
of the problem for N= 6, 8, 10. In Tables 1–4 and Figs. 1,2







Figure 3 Comparison of the absolute errors functions e1,8(t) of
Example 3 in the different intervals.
Figure 4 Comparison of the absolute errors functions e2,8(t) of
Example 3 in the different intervals.
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method [5] and the Bessel polynomial method [25] of this sys-
tem. It is seen from the tables and ﬁgures that the present
method is better than the differential transform method in
[5]. On the other hand, the results obtained by the Bessel poly-
nomial method [25] are close to the results obtained by the
present method. In Table 5 it is shown that accuracies of solu-
tions for N= 6, 8. Additionally in Tables 6,7 and Figs. 3,4, we










1 1.067677e004 1.193776e002According to these data, it is seen that, in the different inter-
vals for same N, when the interval is chosen wider, than the
absolute errors increase.
Example 4 [18]. Our last example is the initial value problem
y
ð1Þ
1 ðtÞ þ yð1Þ2 ðtÞ þ y2ðtÞ ¼ t et;
y
ð1Þ
1 ðtÞ þ 4yð1Þ2 ðtÞ þ y1ðtÞ ¼ 1þ 2et;
0 6 t 6 1;
with the initial conditions y1(0) = 1, y2(0) = 0, and the exact
solutions y1(t) = e
t + 3et/3  3, y2(t) = (1/2)et + (3/2)
et/3 1 + t. From (15), the fundamental matrix equation of
the problem is
fP0TeBð1; 0Þ þ P1TeBð1; 0ÞeB1gA ¼ F:
Using the procedure in Section 3, the approximate solutions by
Taylor polynomials of the problem for N= 5, 7, 10 become
respectively,
y1;5ðtÞ ¼ 1 2tþ 0:6665429598t2  0:1843402211t3
þ ð0:4095180302e 1Þt4  ð0:5694828091e 2Þt5;
y2:5ðtÞ ¼ t 0:1666053905t2 þ ð0:7365566401e 1Þt3
 ð0:1894354950e 1Þt4 þ ð0:2757276764e 2Þt5;
y1;7ðtÞ ¼ 1 2tþ 0:6666662214t2  0:1851801604t3
þ ð0:4318550997e 1Þt4  ð0:8373674385e 2Þt5
þ ð0:1305192835e 2Þt6  ð0:1297489179e 3Þt7;
y2;7ðtÞ ¼ t 0:1666664467t2 þ ð0:7407158423e 1Þt3
 ð0:2004962809e 1Þt4 þ ð0:4084113717e 2Þt5
 ð0:6470362351e 3Þt6 þ ð0:6467460440e 4Þt7;
y1;10ðtÞ ¼ 1 2tþ 0:6666666829t2  0:1851854363t3
þ ð0:4321163482e 1Þt4  ð0:8443106326e 2Þt5
þ ð0:1410946829e 2Þt6  ð0:2225960903e 3Þt7
þ ð0:4587929804e 4Þt8  ð0:1296382293e 4Þt9
þ ð0:2331859420e 5Þt10;
y2;10ðtÞ ¼ t 0:1666666852t2 þ ð0:7407437955e 1Þt3
 ð0:2006395778e 1Þt4 þ ð0:4124238592e 2Þt5
 ð0:7134888939e 3Þt6 þ ð0:1318266769e 3Þt7
 ð0:4189317618e 4Þt8 þ ð0:1603315221e 4Þt9














e2,5(ti) e2,5(ti) e2,5(ti) e2,7(ti) e2,10(ti)
0.1 2.247723e005 8.4086e006 2.93271808e007 6.49969e010 3.1571e011
0.2 3.984701e005 1.9575e005 5.0133303e007 7.2639e010 3.139e011
0.5 4.890662e005 2.242e004 5.4595180e007 1.00138e009 7.246e011
0.8 4.064222e005 4.647e004 4.5113956e007 1.04729e009 1.0270e010
1 5.390356e005 4.710e004 6.75549902e006 1.625132e008 3.9660e010
Figure 5 Comparison of absolute errors functions e1,N(t) of
Example 4 for N= 5, 7, 10.
Figure 6 Comparison of absolute errors functions e2,N(t) of
Example 4 for N= 5, 7, 10.
124 E. Go¨kmen, M. SezerTables 8,9 and Figs. 5,6 represent the comparison of the re-
sults of the absolute error functions obtained by the Stehfest
method [29], the Chebyshev method [18], and the present
method for N= 5, 7, 10. It is obvious from Tables 8 and 9
and Figs. 5 and 6 that the results obtained by present method
are better than those obtained by the other methods. Figs. 5
and 6 show that as N increases, the errors decrease more
rapidly.6. Conclusions
Systems of high-order linear differential–difference equations
are usually difﬁcult to solve analytically under mixed condi-
tions. In many cases, obtaining the approximate solutions is
necessary. For this reason, the Taylor collocation method
can be proposed to obtain approximate solution of high-order
linear systems. When the numerical experiments are analyzed
and the results are compared, it is seen that, the solutions ob-
tained by the present method is better than the solutions ob-
tained by the other methods. Additionally, if N is increased,
it can be seen that approximate solutions obtained by the
method which is mentioned is close to the exact solutions.
On the other hand if the results of the absolute errors are
examined in the different intervals for same N, it is seen that
if the interval is chosen wider, than the absolute errors in-
crease. This indicates that in the smallest interval which con-
tains c 2 [a,b], the suggested approximation which is made
by the present method is effective. One of the considerable
advantage of the method is founding the approximate solu-
tions very easily by using the computer program written in
Maple 9. Shorter computation time and lower operation count
results in a reduction of cumulative truncation errors and
improvement of overall accuracy. The method can also be ex-
tended to systems of linear integral and integro-differential–
difference equations, but some modiﬁcations are required.Acknowledgment
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