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Abstrakt
Znakový jazyk je jedńım z nejd̊uležitěǰśıch komunikačńıch prostředk̊u
komunity neslyš́ıćıch. Zprostředkováńı tlumočeného projevu neńı vždy
dostupné. Jako řešeńı problému dostupnosti co největš́ıho množstv́ı in-
formaćı v jejich přirozené podobě pro Neslyš́ıćı se nab́ıźı jeho automa-
tická syntéza. Tato práce je součást́ı projektu, který se syntézou zabývá
a pojednává o problému automatického určeńı podobnosti dvou pro-
jev̊u znakového jazyka. Během výpočt̊u je zpracováváno velké množstv́ı
dat. Proto je potřeba měřeńı této podobnosti plně automatizovat.
I v př́ıpadě, že projevy budou mı́t stejný význam, nemuśı být stejně
dlouhé. Je představen a testován algoritmus Dynamického borceńı času,
metody převzorkováńı dat a zjǐstěńı podobnosti, př́ıpadně vzdálenosti
dvou projev̊u ve znakovém jazyce. Ćılem je źıskat kombinaci metod, jej́ıž
výsledek by tuto vzdálenost, př́ıpadně podobnost spolehlivě reprezento-
val.
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Abstract
Sign language is one of the most important communication ways for
the deaf. Mediation of interpreted speech is not always available. As a so-
lution to the problem of the availability of as much information as possi-
ble in its natural form for the Deaf, is its automatic synthesis. This
thesis is part of a project, which deals with the synthesis and discus-
ses the problem of automatically determining the similarity of two sign
language signs. There is a large amount of data processed during the
computations. This is the reason to fully automate the process. Even if
two signs with the same meaning are tested, they will have probably di-
fferent length. The thesis presents ands tests the algorithm of Dynamic
Time Warping, resampling methods, data interpolation and similarity
detection, in the case of computing the distance between two time se-
ries. The aim is to obtain a combination of methods whose result would
reliably represent this distance or similarity.
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3.5 Testováńı metod . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
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3.9 Pokračováńı ve výzkumu . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4 Závěr 52
1 Úvod
Katedra kybernetiky se již deľśı dobu zabývá syntézou řeči. Jej́ım ćılem je převod psaného
textu na výstup ve formě zvukové stopy, jedná se tedy o verbálńı složku komunikace.
Neverbálńı forma komunikace, která je na rozd́ıl od zvuku vńımána vizuálně, má význam
předevš́ım pro komunitu neslyš́ıćıch. Hlavńım komunikačńım prostředkem komunity nesly-
š́ıćıch je znakový jazyk (dále ZJ). ZJ je založen na tvarech, pohybu a pozićıch rukou
v prostoru, proto se popisuje jako vizuálně motorický prostředek komunikace. Důležité
jsou ovšem také pohyby hlavy, těla a mimika (v́ıce viz. kapitola 2.1). Stejně jako u řeči je
i u ZJ možnost jeho syntézy. Tou se v tomto př́ıpadě rozumı́ převod nějaké formy zápisu
na výstup ve formě videa.
Samotná forma zápisu projev̊u v ZJ je problematická a přirozeným a také nejčastěǰśım
zp̊usobem záznamu projev̊u v ZJ je videozáznam. Symbolický zápis ZJ je předmětem
práce několika světových pracovǐst’, mezi nejrozsáhleǰśımi lze uvést např́ıklad systém Ham-
NoSys [1]. Daľśımi notačńımi systémy jsou např́ıklad Stokoeova notace [2] nebo systém
SignWriting [3]. Jedna z možnost́ı syntézy ZJ je pomoćı animovaného avatara [4]. Pohyb
avatara je ř́ızen kosterńım modelem a daty poř́ızenými záznamem znakuj́ıćıho, ta zajǐst’uj́ı
přirozenost jeho pohybu. State-of-the-art technologie pro záznam pohybu je Motion Cap-
ture (také MoCap, viz. kapitola 2.2). Jej́ım výstupem jsou data obsahuj́ıćı informaci o tra-
jektorii jednotlivých část́ı kosterńıho modelu během znakováńı (viz. kapitola 2.3). Př́ıstup,
který využ́ıvá tato data k syntéze ZJ se nazývá datově ř́ızený př́ıstup. Pravidlově ř́ızený
př́ıstup, který v dnešńı době převládá, funguje na základě symbolického popisu pohyb̊u.
Z něho je poté možno generovat animace, které odpov́ıdaj́ı předpis̊um ZJ. Př́ıstup ovšem
ztráćı na přirozenosti pohybu, protože je generován z pevně daných pravidel a pohyby
jsou velice strojové.
Hlavńım požadavkem syntetizovaných pohybových dat je přirozenost výstupńıch pohyb̊u
avatara. Z toho d̊uvodu je nutno přirozenost nějakým zp̊usobem ohodnotit. Ohodnoceńı
přirozenosti však nelze vyřešit pouze strojovou metodou, protože záviśı na tom, jak je sub-
jektivně vńımána člověkem. Důležitým předpokladem přirozenosti je podobnost synteti-
zovaných dat s daty reálnými, tuto podobnost lze již kvantitativně vyjádřit. Potřebujeme
tedy objektivńı metriku na nahrazeńı člověka pro účely strojového zpracováńı dat.
Tato práce se zabývá analýzou vhodných metod na porovnáńı dvou znak̊u ZJ reprezen-
tovaných pohybovými daty. I v př́ıpadě, kdy maj́ı znaky stejný význam, se od sebe mo-
hou mı́rně lǐsit svým provedeńım nebo rychlost́ı znakováńı. Problém porovnáńı nestejně
dlouhých znak̊u řeš́ı algoritmus Dynamického borceńı času (také Dynamic Time Warping,
dále DTW), který byl za t́ımto účelem př́ımo vyvinut (viz. kapitola 2.5.1).
Současným trendem strojového učeńı je použit́ı neuronových śıt́ı. Gradientńı metoda
zpětného š́ı̌reńı chyby, která je pro trénink neuronových śıt́ı využ́ıvána, vyžaduje dife-
rencovatelnou ztrátovou funkci. Algoritmus DTW tuto podmı́nku nesplňuje. Ćılem práce
je tedy naj́ıt jeho vhodnou diferencovatelnou alternativu. Tyto alternativy budou vali-
dovány s výsledky metody DTW.
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Porovnáńı podobnosti dvou znak̊u bude většinou založeno na jejich vzdálenosti, pro
zlepšeńı výsledku je v tomto př́ıpadě požadována jej́ı minimalizace. Daľśım možným
zp̊usobem vyjádřeńı podobnosti může být vyjádřeńı pomoćı korelace, u které je nao-
pak pro zlepšeńı výsledku vyžadována jej́ı maximalizace. Vzhledem k nestejné délce dvou
porovnávaných znak̊u a tomu, že většina metod na porovnáńı signál̊u vyžaduje stejnou
délku, je nutné data před využit́ım těchto metod připravit. Budou proto testovány r̊uzné
metody převzorkováńı (v́ıce viz. kapitola 2.5.3).
Algoritmus DTW je jednou z metod schopných samostatně vyřešit problém porovnáńı
nestejně dlouhých signál̊u. Jako daľśı metoda může být uveden algoritmus SoftDTW,
jehož rozd́ılem oproti DTW je modifikovaná ztrátová funkce s ćılem jej́ı diferencovatelnosti
(v́ıce viz. kapitola 2.5.2). Takto modifikovaný DTW algoritmus je v analýze práce testován




Jak již bylo zmı́něno výše, ZJ je plnohodnotným komunikačńım prostředkem komunity
neslyš́ıćıch. Je už́ıván jak Neslyš́ıćımi, tak i lidmi využ́ıvaj́ıćı ZJ na komunikaci s nimi. Ti,
kteř́ı se ćıt́ı být členy komunity neslyš́ıćıch, se nazývaj́ı Neslyš́ıćı [5]. Na rozd́ıl od mlu-
vených jazyk̊u je ZJ vńımán vizuálně. Je založen na tvarech, pohybu a pozićıch rukou
v prostoru, proto se popisuje jako vizuálně motorický prostředek. Důležité jsou ovšem
také pohyby hlavy, těla a mimika. Vývoj českého mluveného jazyka a českého znakového
jazyka prob́ıhal odděleně, z toho d̊uvodu jsou gramatiky a slovńıky rozd́ılné.
Zde je nutno vysvětlit rozd́ıl mezi pojmy český znakový jazyk (dále ČZJ) a znakovaná
čeština. Oboje patř́ı pod pojem Znaková řeč. Primárńım komunikačńım prostředkem
Neslyš́ıćıch je ČZJ jako prostředek, který se časem vyv́ıjel. Odlǐsuje se od jiných národńıch
ZJ hlavně zásobou znak̊u a gramatikou. Oproti tomu znakovaná čeština je uměle vy-
tvořeným systémem vymyšleným slyš́ıćımi na komunikaci s Neslyš́ıćımi. Tento systém byl
po dlouhou dobu mylně brán jako prestižněǰśı než ČZJ. ČZJ se upravoval a přibližoval
znakované češtině. Žádných takových změn ovšem neńı a nebylo zapotřeb́ı a jako primárńı
komunikačńı prostředek komunity neslyš́ıćıch z̊ustal ČZJ [6].
Výrazové prostředky ZJ jsou velice bĺızké neverbálńı komunikaci a gestikulaci. Prvńı do-
chovaná zmı́nka o prstové abecedě pocháźı z doby života mnicha Beda Venerabilima,
který žil z letech 672-735 n.l. Mnich Bonaventura popsal v letech 1221-1274 prstovou
abecedu s ćılem komunikace mnich̊u mezi sebou, byli totiž zavázáni k trvalému mlčeńı.
Prvńı spojeńı samotných neslyš́ıćıch a ZJ pocháźı z let života Španěla Pedra de León
(1508-1584), který využ́ıval znalost́ı znak̊u, psańı a prstové abecedy mezi mnichy k výuce
svých dvanácti neslyš́ıćıch žák̊u v klášteře. Dokázal t́ım, že neslyš́ıćı jsou schopni č́ıst,
psát, myslet i mluvit.
Až v pr̊uběhu 17. stolet́ı začaly vznikat prvńı knihy o prstové abecedě a jej́ım použit́ı.
Byla poprvé popsána a nakreslena jednoručńı prstová abeceda. V anglické literatuře byla
také popsána metoda odeźıráńı. Prvńı knihu o znaćıch a prstové abecedě vydal v roce
1776 francouzský kněz Abbé l’Epée. Jeho daľśımi zájmy byla výchova učitel̊u a neslyš́ıćıch.
Brzo začaly vznikat školy pro neslyš́ıćı a jeho výuce se začalo ř́ıkat francouzská metoda,
která byla časem přenesena do USA. Tam se použ́ıvá dodnes. Abbé l’Epée je d́ıky těmto
čin̊um pokládán za takzvaného Otce neslyš́ıćıch [7], [8].
Zde je nutno zmı́nit, že pojmy prstová abeceda a ZJ jsou dva rozd́ılné systémy komuni-
kace vycházej́ıćı z českého jazyka. Prstová abeceda děĺı projevy na jednotlivá ṕısmena,
která jsou zobrazována formalizovaným postaveńım prst̊u, dlaně nebo obou dlańı rukou.
Využ́ıvá se hlavně při potřebě hláskováńı, ta se vyskytuje často u ciźıch slov, odborných
termı́n̊u apod. Důležitá je prstová abeceda také v př́ıpadech komunikace hluchoslepých
osob. Zde se využ́ıvá taktilńı formy předáváńı informace (vzájemný kontakt jedné nebo
obou rukou komunikuj́ıćıch). ZJ oproti prstové abecedě využ́ıvá gramatiky, která pracuje
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se znaky převzatými z českého jazyka. Ty maj́ı na rozd́ıl od prstové abecedy samostatný
význam. Stejně jako u prstové abecedy lze tento aparát využ́ıt v taktilńı formě jako
komunikačńı prostředek pro hluchoslepé [9]. Př́ıklady znak̊u prstové abecedy a ZJ jsou
uvedeny na obrázćıch č. 2.1 a 2.2. Nejpouž́ıvaněǰśı notačńı systémy na oficiálńı zápis ZJ
jsou uvedeny na obrázku č. 2.3.
Obrázek 2.1: Př́ıklad zápisu prstové abecedy1





Obrázek 2.3: Př́ıklady zápis̊u ZJ v několika notačńıch systémech3
Pohled na ZJ jako přirozený jazyk a samostatný prostředek se ovšem objevil až v 60. letech
20. stolet́ı. V tu dobu byly prokázány definičńı rysy stejné jako u lidských jazyk̊u obecně,
totiž dvoj́ı členěńı a arbitrárnost. Tzv. lingvistika ZJ se rozv́ıj́ı od této doby d́ıky tiśıc̊um
zaměřených studíı po celém světě a hlouběji potvrzuje funkčńı srovnatelnosti s jazyky
mluvenými. Potvrzuj́ı se např́ıklad podobné druhy stratifikace (geografická, sociálńı) nebo
srovnatelnost osvojováńı druh̊u jazyk̊u [10].
2.2 Záznam dat
Nejčastěǰśım zp̊usobem záznamu ZJ je nahráńı klasickou RGB kamerou. Tento typ dat je
pro člověka nejpřirozeněǰśı. Záznam touto kamerou však neobsahuje informace o hloubce
objekt̊u. Pro strojové zpracováńı pohybu znakuj́ıćıho je tedy vhodné nahráńı záznamů ZJ
ve 3D.
Projevy v ZJ sestávaj́ı ze znak̊u tvořených pomoćı rukou, hlavy, horńı poloviny těla,
tzv. orálńı komponentou a mimikou. Znaky se daj́ı rozdělit na manuálńı a nemanuálńı
složku. Nemanuálńı složka obsahuje informace o orálńı komponentě a mimice a poj́ı se
k větš́ım celk̊um projev̊u, např́ıklad k prosodii vět (věta tázaćı vyjádřená výrazem obličeje
apod.) Orálńı komponenta popisuje to, co znakuj́ıćı dělá ústy, at’ už jde o pohyb, zvuky,
vyslovená slova nebo ṕısmena. Mimika je jednoduše výraz tváře. Oproti tomu manuálńı
složka dat obsahuje informace o poloze část́ı rukou, hlavy a celé horńı poloviny těla v pro-
storu [11]. Popisuje se v ńı také tvar ruky, ten se týká hlavně polohy prst̊u v̊uči dlani,
naklopeńı a natočeńı zápěst́ı [12]. Všechny tyto složky dat umı́ použité záznamové zař́ızeńı
nahrát.
Zař́ızeńı záznamu pohybu (anglicky Motion Capture, dále MoCap) je systém, který dokáže
zaznamenat pohyb živých, či neživých objekt̊u. Jde o záznam, jehož výstupem jsou 3D
3Zdroj:https://journals.openedition.org/cognitextes/1401
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data. Ta reprezentuj́ı všechny složky ZJ, tedy pohyb, orientaci (natočeńı oproti čelu),
umı́stěńı objektu v prostoru, tvar ruky a mimiku. Pomoćı těchto dat lze źıskat informaci
o poloze a pohybu objekt̊u z jakéhokoliv úhlu pohledu.
Metody použ́ıvané pro záznam pohybu, jejichž výstupem jsou data ve 3D, mohou být






Mechanické systémy MoCap funguj́ı na základě mechanického exoskeletonu (viz. obrázek
č. 2.4), který je složen z pevných a flexibilńıch senzor̊u (goniometr̊u a potenciometr̊u).
Tyto senzory jsou spojené s mechanickými kloubovými částmi a tak jsou schopny sńımat
momentálńı úhel natočeńı části těla. Tato data ovšem postrádaj́ı jakýkoliv záznam ohledně
vztahu měřeného skeletu a jeho okoĺı, orientaci v prostoru, kontaktu část́ı těla a podobně.
Zař́ızeńı je nutno kalibrovat na každého člověka samostatně, spoč́ıvá na povrchu těla,




Data z elektromagnetických systémů MoCap jsou poř́ızena magnetickými přij́ımači umı́stě-
nými na povrchu těla (viz. obrázek č. 2.5). Dı́ky relativńımu magnetickému toku ćıvek
umı́stěných na generátoru magnetického pole vypoč́ıtávaj́ı orientaci a pozici v prostoru.
Tento typ se často kombinuje s jinými systémy, např́ıklad řeš́ı problém systémů mecha-
nických při ztrátě kontaktu nohou s podložkou. Daľśım př́ıkladem využit́ı je elektromag-
netický artikulograf. Ten umožňuje poř́ızeńı motion capture dat artikulátor̊u při vytvářeńı
řeči [13].
Obrázek 2.5: Elektromagnetický MoCap systém5
Akustické systémy funguj́ı na principu emitor̊u zvuku umı́stěných na kloubech člověka.
V bĺızkém okoĺı pohybuj́ıćıho se objektu zachycuj́ı zvuk čidla (mikrofony). Emitor poté
vyśılá posloupnost vysokých frekvenćı, které čidla zachyt́ı a použ́ıvaj́ı se k výpočtu souřadnic
v trojrozměrném prostoru (inside-out systém). Existuje ještě druhý zp̊usob realizace to-
hoto MoCap systému, a to výměna vyśılač̊u a čidel. Zdroj zvuku tedy vycháźı z okoĺı
a čidla jsou umı́stěna na člověku (outside-in).
Jedny z nejjednodušš́ıch, avšak méně variabilńıch systémů, jsou systémy inerciálńı. Využ́ıva-
j́ı mnoho inerciálńıch zař́ızeńı jako gyroskopy, akcelerometry a magnetometry, které spoč́ıva-
j́ı na sńımaném objektu. Dı́ky dat̊um z těchto zař́ızeńı, tedy úhl̊um natočeńı, rotaćı ve třech
osách a podobně, lze poté zjistit trajektorii pohybu objektu [14].
5Zdroj:https://baswaramursyid.wordpress.com/2015/01/20/motion-capture-ii/
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Nejběžněǰśı technikou jsou optické systémy MoCap, které vynikaj́ı flexibilitou a přesnost́ı.
Využ́ıvaj́ı ke sńımáńı polohy a pohybu objektu kamery. Existuj́ı jednodušš́ı MoCap optická
zař́ızeńı, která tvoř́ı pouze kamery RGB. Ty se snaž́ı zachytit např. rozd́ıly v barvách mezi
oblečeńım a pozad́ım a tento objekt sledovat. Př́ıkladem zař́ızeńı využ́ıvaj́ıćıho kameru
RGB je systém Kinect. Ten využ́ıvá RGB vstup pro rozpoznáváńı obličej̊u, pořizováńı
záznamu aj. Současně s RGB sńımáńım zde prob́ıhá sńımáńı objektu 3D hloubkovým
senzorem tvořeným dvěma částmi. Infračervený zdroj emituje zářeńı, které se odráž́ı
od objekt̊u ve scéně a dle doby návratu paprsk̊u do IR VGA senzoru lze určit vzdálenost
od sńımače ve frekvenci 30 Hz. V kombinaci RGB 2D dat a hloubkové mapy z hloub-
kového senzoru lze vytvořit 3D náhled na celou scénu. Toto řešeńı neńı př́ılǐs přesné,
avšak je cenově dostupné [15].
Pro složitěǰśı optické systémy se na sledovaný objekt umı́st́ı série značek (marker̊u) tvaru
koule nebo polokoule. Už́ıvaj́ı se dva druhy značek: reflexńı a emituj́ıćı světlo. Značky
emituj́ıćı světlo (aktivńı) obsahuj́ı sv́ıt́ıćı LED diody. Daj́ı se rozlǐsovat r̊uznými barvami,
umı́stěńım, jejich shlukováńım na d̊uležitěǰśıch mı́stech aj. Reflexńı značky (pasivńı) jsou
pokryty materiálem odrážej́ıćım infračervené zářeńı, které zachycuj́ı kamery s vhodně
nastaveným prahem. Povrch objektu v tu chv́ıli nesmı́ mı́t podobné reflexńı vlastnosti
jako marker [16]. Výhodný je tento typ hlavně d́ıky osvobozeńı objektu od jakýchkoliv
př́ıvod̊u energie a odvod̊u dat kabelem. Značky je možno sńımat pouhými RGB kamerami,
nemuśı být př́ıtomna reflexńı vrstva, a to jednoduše odlǐseńım barvy marker̊u od povrchu
sńımaného objektu (např. sńımáńı mimiky obličeje pomoćı nakreslených marker̊u).
Optický MoCap systém s reflexńımi značkami byl použit na źıskáńı dat, jejichž analýza je
v této práci prováděna. Jeho hlavńı výhoda oproti ostatńım systémům spoč́ıvá v přesnosti
poř́ızených dat týkaj́ıćıch se ZJ. Znakuj́ıćı nebyl při znakováńı nijak omezen exoskeletem
nebo větš́ımi sńımači na těle a sńımáńı prob́ıhalo u všech značek současně. Problémem je
ovšem zakrýváńı sńımaných značek překážkou. Jedna značka muśı být v každém okamžiku
sńımána minimálně dvěma kamerami pro spolehlivé určeńı jej́ı polohy. Př́ıklad optického
MoCap systému je uveden na obrázku č. 2.6.
Obrázek 2.6: Optický MoCap systém6
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2.3 Data
Použitá data jsou tvořena projevy v ZJ. Data jsou tématicky omezena na předpovědi
počaśı. Nahrány byly repliky předpověd́ı počaśı pocházej́ıćı z archivu ČT, které byly
součást́ı pořadu Zprávy v českém znakovém jazyce. Data tvoř́ı celkově 36 záznamů např́ıč
rokem o přibližné délce 30 sekund na jeden záznam. Každé 3 po sobě jdoućı předpovědi
se z d̊uvodu přes rok proměnlivého počaśı týkaj́ı jednoho daného měśıce.
Předpovědi byly poř́ızeny optickým MoCap systémem s reflexńımi markery (viz. kapi-
tola 2.2). Vše bylo nahráváno se sńımkovaćı frekvenćı 120 Hz pro umožněńı dostatečně
jemné analýzy. K dispozici je přibližně 18 minut plynulého záznamu, 176 r̊uzných znak̊u
a 1336 jejich unikátńıch výskyt̊u.
Zpracovávány jsou 2 typy těchto dat. Jedńım typem jsou př́ımé repliky záznamů předpověd́ı
počaśı. Jednotlivé znaky jsou součást́ı širš́ıho kontextu vět a jsou j́ım do určité mı́ry
ovlivňovány (např. začátek a konec znaku záviśı na znaćıch okolńıch). Druhým typem je
slovńık obsahuj́ıćı znaky použ́ıvané v daném kontextu. Tyto znaky zač́ınaj́ı a konč́ı v kli-
dové poloze znakuj́ıćıho, aby nebyly ovlivňovány znaky okolńımi. Vyskytuj́ı se i takové
znaky, které v projevech použity nejsou (některé č́ıselné hodnoty). Z d̊uvodu omezeńı
tématiky projev̊u a slovńıch knihoven je větš́ı šance shody dvou významů znak̊u.
Byla zpracovávána pouze manuálńı složka dat, nemanuálńı složka totiž v našem př́ıpadě
neměńı význam jednotlivých znak̊u, proto pro nás neńı d̊uležitá (viz. kapitola 2.2).
Surová zpracovávaná data jsou trajektorie sledovaných marker̊u na těle znakuj́ıćıho. Data
je nutno navázat na kosterńı model člověka (viz. obrázek č. 2.7) a minimalizovat t́ım možný
šum. Šum může být následkem vzájemného pohybu těla znakuj́ıćıho a jeho oblečeńı,
na kterém jsou markery připevněny, nebo jakéhokoliv vněǰśıho vlivu. Proto by se mohlo
bez fixace marker̊u na kosterńı model zdát, že mezi jednotlivými sńımky nahrávky docháźı




Obrázek 2.7: Kosterńı model v programu Blender
Po předzpracováńı jsou výstupem systému MoCap 3D angulárńı data jednotlivých část́ı
těla Eukleidovského prostoru. T́ım se rozumı́ úhlové natočeńı jednotlivých segment̊u v̊uči
těm, na které jsou napojeny (s počátkem v trupu). Na obrázku č. 2.8 je vykreslen jed-
noduchý stromový diagram pro reprezentaci jejich rozložeńı. Z tohoto formátu ovšem
nelze př́ımo vyč́ıst informace o vztahu část́ı těla v̊uči sobě a jejich kontaktu. Proto data
podstupuj́ı přepočet na absolutńı souřadnice část́ı těla (kloub̊u) v prostoru.
Obrázek 2.8: Graf stromové struktury část́ı těla
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Výsledný zpracovávaný formát je tedy matice o třech dimenźıch ve tvaru:
[frame, joint, channel].
Prvńı dvě dimenze reprezentuj́ı jednotlivé měřené části těla a postupně všechny 3 kanály
Eukleidovského prostoru. Zbývaj́ıćı dimenze obsahuje informaci o počtu sńımk̊u daného
projevu, ten je r̊uzný, odv́ıjej́ıćı se od rychlosti znakováńı a délky znaku. Z dat lze tedy
v jakémkoliv čase zjistit polohu jedné ze 61 testovaných část́ı těla v Eukleidovském pro-
storu (viz. obrázek č. 2.9).
Obrázek 2.9: Grafická ilustrace dat
2.4 Analýza dat
Nejlepš́ım zp̊usobem porovnáńı podobnosti dvou znak̊u je subjektivńı ohodnoceńı člověkem.
Jestliže je momentálně analyzovaným východiskem problému syntézy ZJ strojové učeńı
neuronových śıt́ı, je potřeba hodnoceńı automatickou metodou.
Jak již bylo zmı́něno v kapitole 2.3, porovnávané projevy jsou trojdimenzionálńı matice,
jejichž jedna z dimenźı reprezentuje čas (počet sńımk̊u). I přesto, že dva porovnávané
projevy budou mı́t stejný význam v ZJ, je velice pravděpodobné, že budou mı́t v časové
dimenzi r̊uzný počet sńımk̊u. V tabulce č. 1 je uvedeno několik už́ıvaných významů znak̊u
s jejich unikátńımi výskyty a jednotlivými délkami ve sńımćıch za sekundu. Je tedy
potřeba zvolit na jejich porovnáńı vhodnou metodu.
Algoritmus Dynamického borceńı času (anglicky Dynamic Time Warping, dále zkratka
DTW) je využ́ıvaný pro nelineárńı porovnáńı časových pr̊uběh̊u. Dokáže měřit podobnost
při minimalizaci vlivu vzájemného posunu v čase nebo rychlosti zavedeńım tzv. bortivé
funkce. Funguje na principu hledáńı ideálńıho zarovnáńı dvou vektor̊u tak, aby zajistil
jejich minimálńı vzdálenost přizp̊usobeńım bud’ jednoho vzorku druhému referenčńımu,
nebo obou navzájem (viz. obrázek č. 2.10). Jej́ı výstupy budou tedy využity pro srovnáńı
s ostatńımi metodami [4].
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znak/ Počet sńımk̊u
č. výskytu teplo nekde zitra kolem prset 1
1 58 91 29 52 79
2 53 77 16 41 57
3 65 82 24 52 49
4 48 43 25 39 39
5 72 48 24 33 87
6 63 36 34 52 43
7 58 48 19 68 76
8 86 86 15 56 63
Pr̊uměr 63 64 23 49 62
Tabulka 1: Tabulka délek unikátńıch výskyt̊u znak̊u
Obrázek 2.10: Grafické znázorněńı lineárńıho a nelineárńıho porovnáńı signál̊u7
V posledńı době jsou na syntézu často použ́ıvané neuronové śıtě se zpětným š́ı̌reńım
chyby (algoritmus backpropagation) gradientńı metodou. Proto muśı být použita diferen-
covatelná ztrátová funkce. To DTW už z d̊uvodu své algoritmické podstaty nesplňuje.
Algoritmus je zároveň velice výpočetně náročný.
Alternativou k DTW algoritmu může být použit́ı kombinace dvou proces̊u. Prvńıho
za účelem převzorkováńı znak̊u na stejnou délku před vstupem do neuronové śıtě. Druhého
na zjǐstěńı jejich podobnosti. Převzorkováńı znaku na délku druhého může být realizováno
např́ıklad Furierovou transformaćı nebo interpolaćı signálu (viz. kapitola 2.5.3). Na zjǐstěńı
podobnosti signál̊u je možno využ́ıt mnoho metrik, testovány jsou Eukleidova, Ham-
mingova, Minkovského, Čebyševova, Mahalanobisova, Canberrská, Fréchetova a Brayova-
Curtisova metrika nebo např́ıklad korelace signál̊u. Všechny vybrané funkce byly systema-




být taková kombinace, která se bude schopna co nejlépe přibĺıžit chováńı výsledk̊u algo-
ritmu DTW. Pro znaky stejného významu je požadována minimálńı vzdálenost, popř́ıpadě
maximálńı podobnost. Detaily pohyb̊u, které v ZJ neměńı význam, by měly hrát ve výsledné
hodnotě minimálńı roli. Naopak malé rozd́ıly, které již zp̊usob́ı změnu významu znaku, by
měly být měřitelné. Rozd́ıly mezi nestejnými znaky by měly nabývat statisticky významných
hodnot.
2.5 Analyzované metody
Ćılem je porovnáńı dvou trojdimenzionálńıch vektor̊u s r̊uznou délkou v jedné z dimenźı.
Data jsou tedy ve formátu 3D matic. Metody, které jsou schopny zpracovat vstup ve v́ıce
dimenźıch, jsou pro toto použit́ı lepš́ı. Pokud ho schopny zpracovat nejsou, je signál
rozdělen dle část́ı těla a předkládán po jednotlivých kanálech (x,y,z).
Výsledky algoritmu DTW budou využity jako baseline [4]. Byl vytvořen za ćılem po-
rovnáńı rozd́ılně dlouhých signál̊u, proto by měl být v této situaci optimálńım řešeńım.
Je ovšem nutno źıskat diferencovatelné metriky porovnáńı signál̊u, DTW tento požadavek
už z d̊uvodu své algoritmické podstaty nesplňuje. Proto jsou kombinovány funkce pro
převzorkováńı signálu s funkcemi na jejich porovnáńı.
2.5.1 Algoritmus DTW
Algoritmus DTW funguje na základě dynamického programováńı. Dokáže měřit podob-
nost při minimalizaci vlivu vzájemného posunu v čase nebo rychlosti zavedeńım tzv. bor-
tivé funkce. Odchylka dvou časových pr̊uběh̊u, jejichž vzdálenost je zjǐst’ována, neńı většinou
lineárńı. Bortivá funkce řeš́ı tento problém přizp̊usobeńım vzork̊u sobě navzájem tak, aby
měly minimálńı vzdálenost viz. obrázek č. 2.10.
Výrazem vzorek jsou v tomto př́ıpadě myšlena data poj́ıćı se k jednomu okamžiku. Mohou
být ve formě samostatných skalár̊u, ale také vektor̊u s r̊uzným počtem dimenźı. V tomto
př́ıpadě je čas jednou ze tř́ı dimenźı analyzovaných dat. Při zúžeńı časové dimenze na jeden
sńımek promluvy bude mı́t vzorek formát dvojdimenzionálńıho vektoru.
Při pr̊uběhu algoritmu prob́ıhá analýza vzdálenosti vzorku testovaného s vzorkem re-
ferenčńıho časového pr̊uběhu a jeho soused̊u. Mezi vzorky algoritmus umožňuje zjistit
transformačńı cesty s nejmenš́ı vzdálenost́ı. Pomoćı těch je dále jeden, nebo oba signály
přizp̊usobeny (lokálně zkráceny, prodlouženy).
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Označme testovaný časový pr̊uběh X a referenčńı časový pr̊uběh Y . V matici A o rozměru
I x J je hledána optimálńı cesta (j = f(i)), která v každém kroku minimalizuje hodnotu
funkce D. Funkce D reprezentuje všechny možné vzdálenosti mezi vektory signálu X a Y
a lze ji obecně zapsat jako




kde d(xi, y(f(i)) je myšlena lokálńı vzdálenost mezi prvky signál̊u xi a y(f(i)). Vzdálenost lze
vypoč́ıtat jakoukoliv dostupnou metrikou, která je na formát vzork̊u vhodná. Ve většině
př́ıpad̊u je použ́ıvána Eukleidovská metrika viz. kapitola 2.5.4.
Při zavedeńı obecné časové proměnné k a dále časových proměnných m a n vyjádřenými
vztahy




kde hodnota K reprezentuje délku obecné časové osy, můžeme definovat tato pravidla,
pro správný pr̊uběh algoritmu DTW [17]:
• Okrajové podmı́nky: p1 = (1, 1), pk = (I, J)
• Zákaz běhu pozpátku v čase
• Zákaz vynecháváńı, či přerušováńı časových úsek̊u
• Zákaz mapováńı velmi malé části pr̊uběhu X do velmi velké části pr̊uběhu Y
• Zákaz ignorováńı nepodobných rys̊u a pozastavováńı se pouze u podobných
Fumitada Itakura zformuloval tzv. podmı́nky spojitosti, nebo také Itakurovy podmı́nky [18]:
f(i) = j ⇐⇒ f(i− 1) = j ∧ f(i− 2) 6= j
f(i− 1) = j − 1
f(i− 1) = j − 2
(3)
Podmı́nky redukuj́ı možný počet transformačńıch cest algoritmu, i přesto by jich ovšem
bylo velice mnoho. To řeš́ı použ́ıvané zp̊usoby dynamického programováńı, d́ıky kterým
lze vyč́ıslit vzdálenosti cest již při jejich vytvořeńı. Následuj́ıćı grafické znázorněńı č. 2.11
poskytuje náhled na některé možné varianty pr̊uběhu algoritmu DTW [19].
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Obrázek 2.11: Grafické znázorněńı algoritmu DTW8
V matici o velikosti I x J algoritmus zač́ıná v počátečńım bodě p1 = (1, 1). Hodnota
v tomto bodě se rovná vzdálenosti vzork̊u x1 a y1, tedy d(x1, y1) spočtena dle vybrané
metriky. Následně prob́ıhaj́ı iterace matićı, kde se hodnota na pozici [i, j] rovná minimu
ze součt̊u:
d(xi, yj) + d(xi−1, yj)
d(xi, yj) + d(xi−1, yj−1)
d(xi, yj) + d(xi, yj−1)
(4)
Po posledńı iteraci algoritmus konč́ı v bodě pk = (I, J). Následuje vybráńı optimálńı
cesty (viz. obrázky č. 2.12 a 2.13) na základě spočtených hodnot se začátkem v bodě
pk = (I, J) [20].
8Zdroj:http://www.psb.ugent.be/cbd/papers/gentxwarper/DTWAlgorithm.ppt
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Obrázek 2.12: Vizuálńı vykresleńı výsledku DTW9




Vzhledem k problémům algoritmu DTW s diferencovatelnost́ı ztrátové funkce byl pu-
blikován roku 2017 článek pojednávaj́ıćı o modifikaci ztrátové funkce s ćılem zajǐstěńı
jej́ı diferencovatelnosti [21]. Ztrátová funkce nemodifikovaného DTW algoritmu při po-
rovnáváńı dvou časových pr̊uběh̊u A a B vypadá následovně:
dtw0(X, Y ) = min
aεA(i,j)
〈A, δX,Y 〉, (5)
kde A je ztrátová matice viz. kapitola 2.5.1. Tato ztrátová funkce je v softDTW verzi dle
autor̊u M. Cuturi a M. Blondel modifikována následovně:






kde γ reprezentuje parametr, s jehož zvětšeńım docháźı k vyhlazováńı ztrátové funkce [21].
Tento vliv je ukázán na grafu na obrázku č. 2.14:
Obrázek 2.14: Ztrátová funkce softDTW při γ=1 a γ=0.0110
Dı́ky vyhlazeńı je funkce vhodná pro optimalizaci algoritmu gradientńı metodou. Vzhle-
dem k tomu, že softDTW funguje na stejném principu jako DTW, je testováno samostatně




Prvńım krokem k porovnáńı r̊uzně dlouhých signál̊u je převzorkováńı jednoho z po-
rovnávaných tak, aby měly porovnávané signály stejnou délku. Převzorkováńı (anglicky
resampling) umožňuje snižovat a zvyšovat lokálńı sńımkovaćı frekvenci. Označme s(t)
aproximačńı funkci reálné proměnné t, která dokáže na dostatečně velkém úseku lokálně
aproximovat p̊uvodńı časový pr̊uběh. Po převzorkováńı jsou vzorky v časovém pr̊uběhu
funkčńımi hodnotami aproximačńı funkce s(t) v daných časových okamžićıch. Tedy pro
okamžik t = 10 je vzorek funkčńı hodnotou s(10).
Jedńım z problémů převzorkováńı signálu je validace správnosti chováńı výsledného časové-
ho pr̊uběhu. Dostupnou možnost́ı ověřeńı správnosti aproximace je aplikováńı DTW al-
goritmu na převzorkovaný a p̊uvodńı časový pr̊uběh. Metoda, která dokáže poskytnout
převzorkovaný signál s nejmenš́ı DTW vzdálenost́ı, bude vybrána a použita v analýze.
Fourierova transformace






Funkci S(w) reálné proměnné w nazýváme Fourierovým obrazem funkce s(t). Zmı́něný
vztah lze také definovat jako:
S(w) = F [s(t)] (8)
Zde znač́ı F Fourierovu transformaci veličiny s(t). Z d̊uvodu vstupu jako diskrétńıho
signálu je nutno použ́ıt diskrétńı Fourierovu transformaci. Funkce e−iwt jako jeden z člen̊u
předpisu Fourierovy transformace je funkćı periodickou, periodický je tedy i výsledný
Fourier̊uv obraz S(w) [22]. Př́ıklad chováńı signálu źıskaného Fourierovou transformaćı je




































Obrázek 2.15: Př́ıklad Fourierovy transformace
Polynomiálńı interpolace
Daľśı možnost́ı převzorkováńı časového pr̊uběhu je interpolace. Ćılem metody je nalezeńı
funkce y = g(x) k funkci y = f(x) (nebo v našem př́ıpadě posloupnosti hodnot), která
bude pro r̊uzné hodnoty x1, ...xn nabývat stejných funkčńıch hodnot. Tedy bude platit
vztah f(xi) = g(xi) (popř. ai = g(xi)).
Nejjednodušš́ı interpolačńı metodou je např́ıklad nahrazeńı funkčńı hodnotou prvńıho
(druhého) referenčńıho bodu, nebo funkčńı hodnotou pr̊useč́ıku na lineárńı pr̊usečnici
ve středu interpolovaného intervalu souběžné s osou X, která se nejv́ıce bĺıž́ı p̊uvodńımu
signálu. Tyto interpolace jsou velice operačně jednoduché, ovšem postrádaj́ı na přesnosti





































































Obrázek 2.17: Př́ıklad interpolace nahrazeńım funkčńı hodnotou pr̊useč́ıku
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Při lineárńı interpolaci se využ́ıvá proložeńı lineárńı funkćı s předpisem:
y = ax+ b (9)
Pro dostatečně rozd́ılné souřadnice (k+1) bod̊u ovšem neexistuje funkce, která by procháze-
la všemi body. Lineárńı funkce má pouze dva parametry a a b, může tedy spolehlivě
procházet pouze dvěma body z (k + 1) známých. Pro vyřešeńı jej́ıho předpisu řeš́ıme
následuj́ıćı soustavu.
yi = a ∗ xi + b
yi+1 = a ∗ xi+1 + b
(10)
Dvojićı [xi,yi], [xi+1, yi+1] je tedy definována jedna lineárńı funkce. Tato funkce je poč́ıtána
pro každou dvojici po sobě jdoućıch bod̊u. Výsledná aproximačńı funkce je poté lomená


































Obrázek 2.18: Př́ıklad lineárńı interpolace
Interpolace polynomem funguje na základě předpisu polynomiálńı funkce ve tvaru
k∑
n=1
an ∗ xn. (11)
Pro polynomiálńı funkci stupně k existuje přesně (k+1) definuj́ıćıch koeficient̊u a1, ..., an.
Pomoćı (k+1) známých hodnot [xi, yi] je možno vyjádřit (k+1) lineárńıch rovnic o stejném
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počtu neznámých koeficient̊u. Vyřešeńım jejich soustavy je poté (kromě př́ıpad̊u se sin-
gulárńı matićı soustavy, v tu chv́ıli má soustava 0 nebo nekonečně mnoho řešeńı) jediný
polynom stupně k, který dokáže chováńı posloupnosti daných bod̊u funkčně aproximo-
vat.
Analogicky k lineárńı aproximaci lze provádět interpolaci vyšš́ıch řád̊u. Lze už́ıt interpolaci
kvadratickou, jej́ıž předpis vypadá takto:
y = a ∗ x2 + b ∗ x+ c (12)
Grafem takovéto funkce je parabola, jej́ıž rovnice je určena přesně třemi body [xi,yi], [xi+1,
yi+1], [xi+2, yi+2] [23, 24]. Řešena by v tomto př́ıpadě byla soustava tř́ı takových rovnic.
Na stejném základě je možno provádět interpolaci kubickou aj.
Rozd́ıl mezi aproximaćı kubické a lineárńı interpolace (viz. obrázek č. 2.19) je znázorněn
v nejostřeǰśım úseku interpolovaného signálu z obrázku č. 2.18 mezi sńımky 60 a 80
ńıže.


























Obrázek 2.19: Detail rozd́ılu mezi lineárńı a kubickou interpolaćı
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2.5.4 Porovnáńı
Po převzorkováńı jednou z uvedených metod následuje porovnáńı převzorkovaného a p̊uvod-
ńıho signálu s jiným významem znaku. V porovnáváńı je nutno zjistit vzdálenost přes
všechny klouby ve všech časových okamžićıch. Vzhledem k tomu, že dva porovnávané
kanály maj́ı již totožnou délku v časové dimenzi, je možno porovnávat dva vzorky nálež́ıćı
stejnému okamžiku. Výpočet je prvně proveden přes celou časovou dimenzi pro jednotlivé
klouby, následně jsou sečteny výsledky všech testovaných kloub̊u. Tento postup použ́ıvá
většina ńıže popsaných metrik.
Metrika, která bude vyhodnocena jako nejlepš́ı, by měla být schopna se co nejlépe přibĺıžit
chováńı výsledk̊u algoritmu DTW. Pro znaky stejného významu je požadována minimálńı
vzdálenost, popř́ıpadě maximálńı podobnost. Vzdálenost těchto dvou znak̊u by měla být
vyhodnocená jako ned̊uležitá pro rozd́ıl ve významu. Stejně tak detaily pohyb̊u, které
v ZJ neměńı význam, by měly hrát ve výsledné hodnotě vzdálenosti minimálńı roli.
Naopak malé rozd́ıly, které již zp̊usob́ı změnu významu znaku, by měly být měřitelné.
Měly by nabývat hodnot překračuj́ıćıch experimentálně určený práh, a t́ım poskytnout
informaci o rozd́ılu významů daných signál̊u. Vzdálenost kompletně rozd́ılných znak̊u by
měla nabývat významných hodnot.
Následuj́ıćı sekce bude pracovat s definićı u a v jako dvěma porovnávanými body v pro-
storu. Dále ui a vi reprezentuj́ı jejich souřadnice v i-té dimenzi 3D prostoru, tedy i = 1,...,n,
kde n = 3. Označeńım XT je myšlena transpozice n-dimenzionálńıho vektoru (popř. ma-
tice) X.
Eukleidovská metrika
Vzdálenost dvou n-dimenzionálńıch časových pr̊uběh̊u u a v spočtena Eukleidovskou me-








Kvadrát rozd́ılu dvou vzork̊u znamená, že na větš́ı vzdálenosti je kladen větš́ı d̊uraz.
Geometrickou interpretaćı mı́st se stejnou Eukleidovskou metrikou od počátku x0 je kruh
(popř. koule ve 3D prostoru).
Do vztah̊u na poč́ıtáńı vzdálenosti lze vždy zapojit určitý vyrovnávaćı faktor závisej́ıćı
na daných hodnotách, z nichž je vzdálenost poč́ıtána (např. středńı hodnota x nebo
směrodatná odchylka sx) [25]. Takovýto druh transformace proměnných lze obecně za-
psat pomoćı matice váhových koeficient̊u C jako:
u = CT ∗ x, (14)
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kde jsou koeficienty transformačńı matice:
cii = ai, i = 1, ...m,
cij = 0, i 6= j,
(15)
kde m reprezentuje počet vzork̊u v signálu. Eukleidovskou metriku pro sloupcové vektory
s použit́ım transformačńı váhové matice lze poté zapsat vztahem [25]:
DWE(u, v) =
[








|ui − vi|, (17)
kde n je počet dimenźı vzork̊u u a v. Vztah je vytvořen linearizaćı Eukleidovské metriky.
Dı́ky tomu je sńıžena výpočetńı náročnost a zároveň neńı dávána větš́ı d̊uležitost člen̊um
s větš́ım rozd́ılem d́ılč́ıch člen̊u. Tato metrika je taktéž nazývána city-block [25]. Je totiž
vzdálenost́ı podobná vzdálenosti pohybu v pravoúhle zastavěném městském prostřed́ı
z mı́sta A do mı́sta B (viz. obrázek č. 2.20).












kde n je počet dimenźı vzork̊u u a v. V tomto vztahu je použita obecná mocnina, z toho
d̊uvodu je tedy váha člen̊u s větš́ı vzdálenost́ı obou vzork̊u nastavitelná vstupńım určeńım
parametru p. Č́ım větš́ı vstupńı parametr p bude, t́ım větš́ı bude brán d̊uraz na velké
rozd́ıly vzork̊u [25].
Čebyševova metrika
Čebyševova metrika je limitńım př́ıpadem Minkovského metriky. Je dána vztahem:
DC(u, v) = max
∀i
|ui − vi| (19)
Limitńı vztah Minkovského a Čebyševovy metriky je popsán ńıže:
DC(u, v) = lim
p−→∞DM(ui, vi), (20)
kde p je parametr viz. kapitola 2.5.4. Tato metrika je použ́ıvána při potřebě sńıžeńı
výpočetńı náročnosti dř́ıve zmiňovaných metrik. Geometrické mı́sto bod̊u od počátečńıho
bodu x0 Čebyševovy vzdálenosti je čtverec (popř. krychle ve 3D prostoru) [25].
Mahalanobisova metrika
Vztah pro Mahalanobisovu metriku vycháźı ze vztahu pro Eukleidovskou metriku s použi-
t́ım váhové transformačńı matice. Mı́sto této matice je ovšem použita inverzńı kovariančńı
(disperzńı) matice S−1 dvou testovaných sloupcových vektor̊u.
DMA(u, v) = DE(u, v) =
[
(u− v)T ∗ S−1 ∗ (u− v)
] 1
2 , (21)
kde je kovariančńı matice určena vztahem:
S(u, v) = E((u− Eu)(v − Ev)T ), (22)
kde E(x) je středńı hodnota x. Je zde možnost použit́ı korelačńı matice namı́sto kova-












kde n je počet dimenźı vstupńıho vzorku u a v. Pokud jedna ze souřadnic je rovna nule,
je roven nule celý zlomek bez ohledu na druhou hodnotu (to plat́ı i v př́ıpadě jsou-li
nulové obě hodnoty). Pokud jsou oba vektory orientovány v bĺızkosti počátku souřadnicové
soustavy, je tato metrika velice citlivá na malé změny. V opačném př́ıpadě, pokud jsou
hodnoty souřadnic velké (vektory jsou daleko od počátku), se jej́ı citlivost na malé změny
snižuje [25].
Brayova-Curtisova metrika
Brayova-Kurtisova metrika je definována vztahem:
DBC(u, v) =
∑n
i=1 |ui − vi|∑n
i=1(ui + vi)
, (24)
kde n je počet dimenźı vzork̊u u a v. Dle G. M. Wojcika and M. Ważneho [26] dokáže při
porovnáńı dvou časových pr̊uběh̊u Brayova-Curtisova metrika výrazněji zobrazit významněǰśı
rozd́ıly hodnot než Eukleidovská metrika. Křivky vykazuj́ı podobné chováńı, jsou ovšem
strměǰśı.
Pearson̊uv korelačńı koeficient
V této kapitole jsou neznámými x a y definovány matice o velikosti channel x frame, kde
channel vyjadřuje 3 kanály 3D prostoru a frame reprezentuje počet sńımk̊u analyzovaného
signálu. Pearson̊uv korelačńı koeficient vyjadřuje mı́ru lineárńı závislosti dvou vzork̊u x
a y v intervalu 〈−1, 1〉. Je definován t́ımto vztahem:
r =
∑n






kde x je středńı hodnota element̊u x a n je počet dimenźı vstupńıch vektor̊u.
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3 Praktická část
Spouštěný testovaćı skript je psán v programu Python verze 3.8.5. Na testováńı met-
rik pro zjǐstěńı podobnost́ı znak̊u je použito funkćı z knihovny SciPy, která je častým
řešeńım pro technické výpočty. Dále byly použity knihovny numpy [27], matplotlib [28],
pandas [29], scikit-learn [30], similaritymeasures [31], dtaidistance [32], dtw-python [33]
a soft-dtw [21].
3.1 Validace použitých typ̊u algoritmu
Postup pro určeńı schopnost́ı vybraného algoritmu je poměrně výpočetně náročný, avšak
principielně jednoduchý. Pro každou testovanou verzi porovnávaćıho algoritmu je napočte-
na matice o velikosti NxN , kde N je počet unikátńıch výskyt̊u jednotlivých znak̊u (dále
projev̊u) přes všechny nahrané projevy v ZJ. Tuto matici lze nazvat distančńı matićı
vybraného typu algoritmu, kde hodnota k na pozici [i, j] reprezentuje výsledek porovnáńı
i-tého a j-tého projevu daným typem algoritmu.
Jednotlivé řádky a sloupce tedy nálež́ı unikátńım projev̊um a seřazeńım hodnot k v i-tém
řádku vzestupně dostaneme od začátku seznam projev̊u, které byly vybraným algoritmem
ohodnoceny jako i-tému referenčńımu projevu nejpodobněǰśı. Mezi takto seřazenými pro-
jevy by poté měly minimálńı hodnoty k ideálně náležet projev̊um se stejným významem
jako referenčńı i-tý projev. Prvńım krokem samotné validace je výběr n počátečńıch
(nejnižš́ıch) hodnot v daném řádku (dále n-oblasti). U každé takto vybrané hodnoty je po-
rovnán význam projevu s referenčńım (na dané řádce). Pokud je zjǐstěna shoda významu,
projev řad́ıme do shodných (zelená oblast ve sloupci histogramu), pokud shoda nalezena
neńı je projev zařazen do rozd́ılných (červená oblast ve sloupci histogramu).
Po zpracováńı všech řádek dané distančńı matice pro zvolenou n-oblast jsou výsledky
řádek rozděleny dle významu jejich referenčńıch projev̊u. Je zjǐstěn pr̊uměrný počet shod
pro každý význam a následně pr̊uměrný počet shod přes všechny významy. Výsledné
pr̊uměrné zastoupeńı projev̊u se stejným významem v n-oblasti je na výstupu ilustrováno
procentuálńı měrou.
Výsledky dané n-oblasti z části ovlivňuje to, kolik instanćı daného významu se v ana-
lyzovaných datech vyskytuje. Při analýze výsledk̊u pro př́ılǐs velké n-oblasti je možné,
že význam nebude mı́t v analyzovaných datech dostatečný počet instanćı. Z toho d̊uvodu
bude do dané n-oblasti započ́ıtána chyba, kterou lze definováńım jej́ı správně velikosti
eliminovat. Daľśı možnost́ı řešeńı tohoto problému je omezeńı analyzovaných dat pouze
na významy, které jsou zastoupeny požadovaným počten instanćı. Proto je funkce na analý-
zu implementována tak, aby byla možnost tuto hodnotu (práh) stanovit a eliminovat t́ım
nechtěnou a ve výsledku nic nevypov́ıdaj́ıćı chybovost.
27
Př́ıklad takového histogramu pro velikosti n-oblast́ı





• 30 (n-oblast větš́ı než minimálńı počet instanćı významu, možná větš́ı chybovost)
je uveden na grafu na obrázku č. 3.1:





































Obrázek 3.1: Ilustračńı př́ıklad reprezentace úspěšnosti algoritmu histogramem
3.2 Omezeńı dat
Úplná kostra, která je v datech sledována, je složena ze 61 část́ı viz. kapitola 2.3. V úloze
omezeńı dat jsem zkoumal možnosti redukce komplexnosti kostry a vliv tohoto omezeńı na
výsledky algoritmu DTW. Před omezeńım byla odečteńım souřadnic páteře od všech dat
eliminována možná chyba z d̊uvodu rozd́ılné pozice znakuj́ıćıho v prostoru. Tento krok má
naprosto zásadńı vliv na úspěšnost algoritmů, které kombinuj́ı převzorkováńı a porovnáńı
vybranou metrikou. Rozd́ıly úspěšnosti po tomto přepočteńı se pohybuj́ı v řádech deśıtek
procent.
Vzhledem k tomu, že pohyb paž́ı a prst̊u nese při znakováńı převážnou část významu
[34] a bez kterého by pro pozorovatele bylo velice obt́ıžně, ne-li nemožné význam projevu
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pochopit, zahrnuje prvńı analýza omezeńı dat na paže a tzv. tvar ruky (neboli handshape).
Vynechány byly tedy hlava, ramena a páteř.
V daľśım omezeńı kostry bylo provedeno omezeńı pouze na paže. Zahrnuty byly tedy tyto
části (viz. obrázek č. 3.2):
• RightArm (pravá pažńı kost)
• RightForeArm (pravé předlokt́ı)
• RightHand (pravá ruka)
• LeftArm (levá pažńı kost)
• LeftForeArm (levé předlokt́ı)
• LeftHand (levá ruka)
Obrázek 3.2: Vybrané klouby v programu Blender
Prsty během znakováńı tvoř́ı tzv. tvar ruky. Vzhledem k tomu, že existuj́ı znaky ZJ,
pro které tvar ruky nese převážnou část významu, měl by na těchto znaćıch být vidět
jednoznačný rozd́ıl oproti předchoźımu omezeńı. Jako př́ıklad lze uvést č́ıslovky 1-5, které
jsou ukazovány pouze na prstech jedné ruky a t́ım pádem jsou na tvaru ruky (prstech)
naprosto závislé.
Výsledky analýzy vybraných omezeńı jsou uvedeny na následuj́ıćıch histogramech (viz.
obrázky č. 3.3, 3.4, 3.5) v pořad́ı: úplná kostra, omezeńı na paže a prsty a omezeńı pouze
na paže bez prst̊u.
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Obrázek 3.3: Výsledky DTW (úplná kostra)









































Obrázek 3.4: Výsledky DTW (omezeńı kostry na paže a prsty)
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Obrázek 3.5: Výsledky DTW (omezeńı kostry pouze na paže)
Porovnáńım výsledk̊u jsou źıskány úspěšnosti, které pouze potvrzuj́ı majoritńı význam
rukou a prst̊u při znakováńı. Pokud z kostry použijeme pouze pohyb paž́ı, rukou a prst̊u
(viz. obrázek č. 3.4) lze pozorovat pokles úspěšnosti oproti testu na pohybech celé kostry
(viz. obrázek č. 3.3) v řádu desetin procenta. Tento minimálńı rozd́ıl ve výsledćıch může
být zp̊usoben pohybem specifickým pro daného znakuj́ıćıho. Pokud např́ıklad podvědomě
nakláńı hlavu na stranu nebo zvedá ramena při konkrétńım pohybu rukou, tento podvědomý
pohyb se ve stejných znaćıch vyskytuje opakovaně. Z toho d̊uvodu může algoritmus naj́ıt
závislost, která neńı podložená konkrétńı část́ı významu projevu. To je ovšem hypotéza,
jej́ıž ověřeńı by vyžadovalo analýzu dat od v́ıce řečńık̊u.
Při omezeńı kostry na variantu bez prst̊u (viz. obrázek č. 3.5) lze pozorovat pokles
úspěšnosti oproti testu předchoźıho omezeńı v řádech jednotek procent. Lze tvrdit, že pouze
pomoćı těchto šesti vybraných část́ı těla (viz. obrázek č. 3.2) jsme schopni definovat a po-
pisovat jednotlivé znaky ZJ a informace o zbylých část́ı těla nejsou v naš́ı oblasti testováńı
tolik významné. Rozd́ıl, který se vyskytuje mezi touto analýzou a analýzou celé kostry,
je zp̊usoben znaky závisej́ıćımi na tvaru ruky (prstech). V př́ıpadě jeho vynecháńı mo-
hou totiž významy jednotlivých znak̊u na něm závisej́ıćıch splývat a zdát se totožné.
Těchto znak̊u je ovšem v použitém datasetu velice málo a výslednou úspěšnost ovlivňuj́ı
minimálně. Pokud by byla ćılem redukce dat z d̊uvodu sńıžeńı výpočetńı doby algoritmu
při zachováńı neporušené většiny významů projev̊u, tato možnost omezeńı kostry by byla
ideálńı. Ovšem vzhledem k dostatku výpočetńıch prostředk̊u a nejlepš́ı zjǐstěné úspěšnosti
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DTW na celé kostře budou následuj́ıćı testy prováděny bez omezeńı dat.
Toto téma se dá dále rozvinout analýzou experimentálńıho přǐrazeńı vah jednotlivým
částem těla odpov́ıdaj́ıćı jejich d̊uležitosti ve významu projev̊u. Nejvyšš́ı váhy by náležely
šesti částem těla z prvńıho omezeńı. Menš́ı váhy by náležely tvaru ruky (prst̊um). Hlava,
ramena a páteř by poté měly váhy zanedbatelné, protože jak bylo zjǐstěno, jejich význam
je naprosto minimálńı až žádný.
3.3 Možnosti převzorkováńı
Některé metody porovnáńı vyžaduj́ı jako vstup signály stejné délky, proto je nutné data
na stejnou délku převzorkovat. Při ekvidistantńım převzorkováńı prob́ıhá zrychleńı (tzv.
upsampling ) popř́ıpadě zpomaleńı (tzv. downsampling) jednoho ze dvou porovnávaných
projev̊u. Tato změna nemá vliv na význam znaku, může ale hrát roli v rozpoznáńı znaku
člověkem nebo ve vńımané přirozenosti pohybu znakuj́ıćıho.
Operaci převzorkováńı je možno provádět r̊uznými zp̊usoby. Existuje několik metod převzor-
kováńı, které byly analyzovány (v́ıce viz. kapitoly 3.3.3, 3.3.2). Zálež́ı také na výběru
upravovaného signálu z dvojice porovnávaných, obzvlášt’ na jejich délce a výběru na jej́ım
základě viz. kapitola 3.3.1.
3.3.1 Upsampling/downsampling
Byly testovány dvě možnosti pr̊uběhu algoritmu. Těmi jsou downsampling (zrychleńı
znaku) neboli převzorkováńı deľśıho ze dvou porovnávaných signál̊u na počet sńımk̊u
kratš́ıho a upsampling (zpomaleńı znaku) neboli převzorkováńı kratš́ıho signálu na počet
sńımk̊u signálu deľśıho. Byly provedeny testy s těmito zvolenými variantami algoritmu:
převzorkováńı lineárńı interpolaćı v kombinaci s porovnáńım Eukleidovskou metrikou.
K porovnáńı je uveden hromadný histogram (viz. obrázek č. 3.6) pro všechny 3 vari-
anty).
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Obrázek 3.6: Úspěšnost downsamplingu a upsamplingu
Ve všech př́ıpadech zvolených n-oblast́ı dosáhla lepš́ıch výsledk̊u varianta downsamplingu.
Z toho d̊uvodu bude použ́ıvána v následuj́ıćıch analýzách a testech se samostatně provádě-
ným převzorkováńım.
3.3.2 Polynomiálńı interpolace
Interpolaci lze dělit dle řádu složitosti jej́ı polynomiálńı aproximačńı funkce viz. kapi-
tola 2.5.3. V této části analýzy jsou porovnány r̊uzné řády aproximačńıch funkćı a jejich
vliv na změnu úspěšnosti algoritmu. Výsledky rozd́ılných řád̊u mohou být reprezentovány
validačńımi histogramy. Histogramy ovšem berou v potaz data až po porovnáńı vybranou
metrikou. Výsledky tedy mohou být výběrem metriky ovlivněny a z toho d̊uvodu nejsou
pro interpolaci vhodné. Proto bude použit zp̊usob validace výpočtem DTW vzdálenosti
p̊uvodńıho a interpolovaného signálu. Řád interpolace s nejmenš́ı vypočtenou pr̊uměrnou
DTW vzdálenost́ı přes všechna data je vybrán jako optimálńı řešeńı a je využit v následu-
j́ıćıch analýzách.
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Tabulka 2: Tabulka ohodnoceńı řád̊u interpolaćı
K porovnáńı je uveden hromadný histogram pro všechny tři porovnávané řády:
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Obrázek 3.7: Výsledky řád̊u interpolace
Shodné chováńı výsledk̊u v histogramu s výsledky druhého zp̊usobu validace dává infor-
maci o tom, že použit́ı dané metriky a analýza výsledk̊u pomoćı histogramu (tedy až po jej́ı
aplikaci) nemá na výsledky žádný vliv.
Dle źıskaných pr̊uměrných vzdálenost́ı vypočtených algoritmem DTW mezi signálem před
a po provedeńı dané interpolace bylo zjǐstěno, že všechny řády vykazuj́ı téměř stejné
výsledky (viz. tabulka č. 2). Přesto poskytuje lineárńı interpolace i přes jej́ı největš́ı
jednoduchost pro tuto analýzu nejlepš́ı výsledky. Jej́ı pr̊uměrná DTW vzdálenost mezi
interpolovaným a p̊uvodńım signálem je nižš́ı než vzdálenost kvadratické i kubické inter-
polace. Proto bude v následuj́ıćıch analýzách použita lineárńı aproximačńı funkce, která
je zároveň výpočetně nejjednodušš́ı.
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3.3.3 Fourierova transformace
Úspěšnost Fourierovy transformace je z d̊uvodu periodické podstaty aproximačńı funkce
závislá na tom, zda je použit downsampling nebo upsampling. Použit́ı downsamplingu
dosahuje lepš́ıch výsledk̊u z toho d̊uvodu, že s menš́ım množstv́ım funkčńıch hodnot
aproximačńı funkce se dostáváme na nižš́ı pravděpodobnost zavedeńı chyby vybráńım
funkčńı hodnoty při kmitu aproximačńı funkce. Oproti tomu se při upsamplingu vysky-
tuj́ı ve výsledném převzorkovaném signálu funkčńı hodnoty aproximačńı funkce s velkou
hustotou. Z toho plyne větš́ı pravděpodobnost aproximace chybných kmit̊u aproximačńı
funkce a také větš́ı chybovost. Na obrázku č. 3.8 je vidět porovnáńı úspěšnosti Fourie-
rovy transformace při použitém downsamplingu a upsamplingu. Poč́ıtáno bylo s vybranou
Eukleidovskou metrikou.



















































Obrázek 3.8: Fourierova transformace - downsampling a upsampling
Z této analýzy byl źıskán podobný výsledek jako z analýzy předchoźı kapitoly. Bylo
zjǐstěno, že převzorkováńı signálu Fourierovou transformaćı je i přes jej́ı periodickou
podstatu použitelné a lepš́ı výsledky vykazuje při použit́ı downsamplingu (převzorkováńı




DTW algoritmus je navržený pro porovnáńı signál̊u rozd́ılné délky, proto jsou jeho výsledky
zvoleny jako baseline analýz této práce (viz. kapitola 2.5.1). Dá se předpokládat, že úspěšnost
jeho aplikace na tento problém bude poměrně vysoká.
Pro výpočet vzdálenosti DTW byla použita knihovna dtaidistance [32], která poskytuje
možnost výpočtu na N-dimenzionálńıch vstupńıch datech optimalizovaným kódem v ja-
zyce C. Jeho výpočetńı rychlost je např́ıklad při srovnáńı s knihovnou dtw-python, která je
implementována pouze v jazyce python, přibližně desetkrát vyšš́ı. Dle předchoźıch analýz
jsou výsledky DTW algoritmu poč́ıtány z celé kostry znakuj́ıćıho. Výsledky této metody
jsou následuj́ıćı:








































Obrázek 3.9: Výsledky algoritmu DTW
Zjǐstěné hodnoty tento předpoklad potvrzuj́ı. Tato úspěšnost bude nadále porovnávána
s úspěšnost́ı ostatńıch typ̊u algoritmů.
3.5 Testováńı metod
U obou vybraných technik převzorkováńı signálu (viz. kapitoly 3.3.2, 3.3.3) je vybrána
metoda podáńı a zpracováńı dat, jej́ıž úspěšnost dosahuje nejvyšš́ıch hodnot. To zna-
mená, že u obou vzorkovaćıch metod je využit downsampling a v př́ıpadě interpolace
je využita interpolace lineárńı. Takto zvolené metody převzorkováńı jsou v této kapi-
tole kombinovány s možnostmi výpočtu vzdálenosti mezi dvěma signály pomoćı metrik
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představených v kapitole 2.5.4. V kombinaci s metrikami je tedy analyzována lineárńı
interpolace a Fourierova transformace.
3.5.1 Kombinace s lineárńı interpolaćı
Výsledky kombinaćı metrik a lineárńı interpolace jsou zobrazeny v tabulce č. 3. Tabulka
je seřazena dle výsledného souhrnného hodnoceńı K jednotlivých metrik. Hodnoceńı je
definováno následovně:
Kmetrika = K1 +K3 +K5 +K10 +K20 +K30
Jednotlivá partikulárńı hodnoceńı Kx, kde x nabývá jedné z hodnot 1, 3, 5, 10, 20, 30 jsou
poté definována dle pořad́ı dané metriky pro danou n-oblast, tedy prvńı nejlepš́ı metrice
pro n-oblast je přǐrazen koeficient 1, druhé nejlepš́ı 2 apod.
Již z definice každé metriky vyplývá r̊uzná citlivost na r̊uzné situace. Canberrská metrika
je např́ıklad nejcitlivěǰśı na malé změny souřadnic pokud se oba body nacházej́ı v počátku
souřadnicového systému. Naopak pro velké změny souřadnic mezi porovnávanými body
se jej́ı citlivost snižuje. Tato skutečnost od̊uvodňuje r̊uzné nejlepš́ı metriky pro r̊uzné veli-
kosti n-oblast́ı. Odst́ın podbarveńı reprezentuje pořad́ı metriky v dané n-oblasti (v pořad́ı
zelená, žlutá, oranžová, červená, fialová).
Zastoupeńı projevu se stejným významem [%]n-oblast [projev̊u]/
použitá metrika 1 3 5 10 20 30
K
Hammingova 63,95 59,79 55,45 49,24 39,53 32,67 12
Eukleidovská 63,83 59,39 56,03 48,71 39,46 32,56 16
Minkovskeho (p=3) 64,31 59,25 55,63 48,66 39,24 32,44 19
Mahalanobisova 63,85 59,6 55,75 48,37 39,29 32,21 21
Čebyševova 64,26 59,98 55,12 48,38 38,8 31,88 22
Brayova-Curtisova 60,49 55,92 52,62 45,79 36,84 30,15 -
Canberrská 52,29 48,07 45,07 39,48 32,5 26,62 -
Tabulka 3: Výsledky metrik v kombinaci s lineárńı interpolaćı
Výsledky metrik jsou všechny poměrně srovnatelné vyjma Brayovy-Curtisovy a Canberrské,
které vykazuj́ı celkově horš́ı úspěšnost s řádem rozd́ılu v jednotkách procent. Vzhle-
dem k rozd́ılnosti nejlepš́ıch metrik pro dané n-oblasti jsou výsledky poměrně vyrovnané
a každá metrika je minimálně jednou v nějaké n-oblasti nejlepš́ı. Pokud bychom ale museli
vybrat dvě nejlepš́ı, budou to Eukleidovská a Hammingova metrika.
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Jejich měńıćı se pořad́ı na základě úspěšnosti je zobrazeno na obrázku č. 3.10.
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Obrázek 3.10: Graf pořad́ı metrik při lineárńı interpolaci
3.5.2 Kombinace s Fourierovou transformaćı
Výsledky kombinaćı všech metrik a Fourierovy transformace jsou zobrazeny v tabulce č. 4.
Tabulka je seřazena dle hodnoty K popsaného v předchoźı kapitole.
Zastoupeńı projevu se stejným významem [%]n-oblast [projev̊u]/
použitá metrika 1 3 5 10 20 30
K
Hammingova 63,36 60,64 56,72 50,11 40,32 33,09 10
Eukleidovská 64,85 60,44 56,18 49,68 39,92 32,69 13
Minkovskeho (p=3) 65,03 60,25 55,92 49,31 39,6 32,58 19
Mahalanobisova 64,14 59,35 55,98 49,22 39,66 32,71 21
Čebyševova 64,82 60,17 55,81 49,05 39,63 32,14 26
Brayova-Curtisova 59,01 57,13 53,72 46,59 37,6 30,56 -
Canberrská 53,63 47,73 45,66 40,11 33,25 27,07 -
Tabulka 4: Výsledky metrik v kombinaci s Fourierovou transformaćı
Měńıćı se pořad́ı metrik na základě úspěšnosti je zobrazeno na obrázku č. 3.11.
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Obrázek 3.11: Graf pořad́ı metrik při Fourierově transformaci
Při kombinaci analyzovaných metrik s Fourierovou transformaćı lze sledovat podobné
výsledky jako u kombinace s lineárńı interpolaćı. Na úspěšnostech jednotlivých metrik
lze ovšem pozorovat jejich hromadné zvýšeńı. Rozd́ıly jsou uvedeny v následuj́ıćı tabulce.
Hodnota této tabulky na pozici [x,ym] je źıskána jako [xB−xA,ymB−ymA], kde A je tabulka
úspěšnost́ı metrik po lineárńı interpolaci, B je tabulka úspěšnost́ı metrik po Fourierově
transformaci a m znač́ı řádek, kde se vyskytuje daná metrika. Kladné hodnoty tedy znač́ı




1 3 5 10 20 30
Eukleidovská 1,02 1,05 0,15 0,97 0,46 0,13
Čebyševova 0,56 0,19 0,69 0,67 0,83 0,26
Minkovskeho 0,72 1 0,29 0,65 0,36 0,14
Mahalanobisova 0,29 -0,25 0,23 0,85 0,37 0,5
Hammingova -0,59 0,85 1,27 0,87 0,79 0,42
Brayova-Curtisova -1,48 1,21 1,1 0,8 0,76 0,41
Canberrská 1,34 -0,34 0,59 0,63 0,75 0,45
Tabulka 5: Změna úspěšnosti při použit́ı Fourierovy transformace
S Fourierovou transformaćı jsou všechny metriky minimálně v pěti ze šesti testovaných
n-oblast́ı úspěšněǰśı.
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Úspěšnosti jednotlivých metrik jsou vyjma Brayovy-Curtisovy a Canberrské opět poměrně
vyrovnané, v popřed́ı z̊ustává metrika Hammingova, na druhé mı́sto se opět řad́ı metrika
Eukleidovská, a to s poměrně velkým rozd́ılem oproti daľśı Minkovskeho metrice. Jejich
procentuálńı rozd́ıly se ovšem opět pohybuj́ı v jednotkách procent, proto nelze brát výběr
nejlepš́ıch dle koeficientu K jako jednoznačné kritérium.
Nejúspěšněǰśı kombinaćı převzorkováńı a porovnáńı signál̊u je tedy Fourierova transfor-
mace v kombinaci s jednou z pěti metrik, to jsou: Minkowskeho, Eukleidovská, Čebyševova,
Mahalanobisova a Hammingova. Výsledky těchto kombinaćı budou porovnány s úspěšnými
výsledky ostatńıch typ̊u algoritmu.
3.5.3 Pearson̊uv korelačńı koeficient
Výpočet korelačńıch koeficient̊u obsahuje na rozd́ıl od ostatńıch metrik odeč́ıtáńı středńı
hodnoty daného signálu. Výsledná hodnota neńı źıskána odeč́ıtáńım souřadnic bod̊u
od sebe navzájem (jako u všech ostatńıch metrik). To je d̊uvodem k uvedeńı metody
i jej́ıch výsledk̊u samostatně v této kapitole.
n-oblast [projev̊u]/
metoda převzorkováńı
Zastoupeńı projevu se stejným významem [%]
1 3 5 10 20 30
Lineárńı interpolace 72,2 66,52 61,9 53,46 41,82 32,9
Fourierova transformace 72,78 66,77 62,66 53,81 42,29 33,19
Tabulka 6: Výsledky Pearsonova korelačńıho koeficientu
Pearson̊uv korelačńı koeficient jak v kombinaci s lineárńı interpolaćı, tak s Fourierovou
transformaćı dosahuje nejlepš́ıch výsledk̊u ze všech metrik. Podrobněǰśı analýzou, jej́ıž
pr̊uběh je popsán v daľśım odstavci, byl zjǐstěn nejsṕı̌se majoritńı d̊uvod k dosažeńı této
úspěšnosti.
Pro několik slov byly spoč́ıtány výsledky Eukleidovské metriky a Pearsonova korelačńıho
koeficientu kombinovaných s Fourierovou transformaćı. U obou metrik bylo pro testovaná
slova źıskáno 20 nejbližš́ıch projev̊u. Byly zpětně źıskány trajektorie, ze kterých byly
vzdálenosti vypočteny. Následně byla pro tyto trajektorie vypočtena pr̊uměrná DTW
vzdálenost od referenčńıho projevu pro obě metriky zvlášt’. Výsledné hodnoty podpořily
domněnku o d̊uvodu úspěšnosti Pearsonova korelačńıho koeficientu.
Pr̊uměrná DTW vzdálenost trajektoríı nejbližš́ıch projev̊u źıskaných pomoćı Eukleidovské
vzdálenosti byla totiž téměř dvojnásobně menš́ı, než DTW vzdálenost trajektoríı po použit́ı
Pearsonova korelačńıho koeficientu. Pearson̊uv korelačńı koeficient tedy dokázal rozpoznat
i trajektorie, byt’ významově stejné, avšak se vzdáleněǰśı lokaćı znakováńı. Př́ıklady dvou
trajektoríı se stejným významem znakovaného projevu, ale rozd́ılnou lokaćı znakováńı,
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Důvodem tohoto jevu je skutečnost, že tato metrika oproti ostatńım ignoruje d̊uležitost
posunu porovnávaných trajektoríı v̊uči sobě navzájem (lokaci znakováńı). To vyplývá
z jej́ı definice, kde je během výpočtu odečtena z celého signálu jeho středńı hodnota
(viz. kapitola 2.5.4). Dı́ky tomu pracuje převážně s
”
dynamikou dat“ a dokáže poskytnout
lepš́ı výsledky porovnáńı.
Pro demonstraci účinku posunu bylo provedeno porovnáńı Pearsonova korelačńıho koefi-
cientu a Eukleidovské metriky na 3D umělých datech. Jejich souřadnice v prvńım kanále
jsou definovány listy A,B a C.
A = [1, 2, 3, 4, 5, 6, 7, 8, 9, 10]
B = [2, 3, 4, 5, 6, 7, 8, 9, 10, 22]
C = [20, 21, 22, 23, 24, 25, 26, 27, 28, 40]
































Obrázek 3.14: Testovaćı data
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Po kalkulaci Pearsonova korelačńıho koeficientu a Eukleidovské metriky na dvojićıch A,B




Eukleidovská metrika Pearson̊uv kor. koef.
A,B 2.1 0.85
A,C 20.1 0.85
Tabulka 7: Změna Pearsonova kor. koef. a Eukleidovské metriky při posunu dat
Eukleidovská metrika poč́ıtá absolutńı vzdálenost daných bod̊u signálu ve 3D prostoru.
Oproti tomu Pearson̊uv korelačńı koeficient ćıĺı d́ıky odeč́ıtáńı středńı hodnoty z celého
datasetu v́ıce na jeho samotnou změnu v čase a vykazuje lepš́ı výsledky při posunu dat.
Z toho d̊uvodu rozpozná lépe podobnost trajektorie části těla oproti druhé, která je
umı́stěna jinde v prostoru, ovšem se stejným ćıleným významem. Žádná z ostatńıch ana-
lyzovaných metrik neobsahuje ve své definici krok s ćılem větš́ıho d̊urazu na porovnáváńı
”
dynamiky dat“ než jejich př́ımé polohy v prostoru, proto jsou výsledky při použit́ı Pear-
sonova korelačńıho koeficientu lepš́ı než všech ostatńıch kombinaćı převzorkováńı a po-
rovnáńı.
Ignorováńı lokace znakováńı, na základě kterého tato metoda z definice funguje, může
být ovšem také potenciálńım problémem v ZJ. Pro dva projevy v ZJ, při kterých části
těla vykonávaj́ı stejnou nebo podobnou trajektorii a jejichž význam se odv́ıj́ı až od lokace
znakováńı, je možné, že budou po ignorováńı lokace vyhodnoceny jako projevy stejného
významu. To může být jedńım z potenciálńıch problémů při použit́ı korelačńıch koefici-
ent̊u, se kterým je nutno poč́ıtat.
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3.5.4 SoftDTW
Algoritmus SoftDTW, jehož rozd́ıl oproti DTW spoč́ıvá v jinak definované a nav́ıc dife-
rencovatelné ztrátové funkci, má již d́ıky své podstatě v DTW předpoklad pro vysokou
úspěšnost analýzy. Na jeho implementaci v kódu bylo využity knihovny soft-dtw, jej́ımž
autorem je autor samotné modifikace DTW do SoftDTW. Knihovna je dostupná na plat-
formě GitHub [21]. Výsledky analýzy tohoto algoritmu zobrazuje následuj́ıćı graf.









































Obrázek 3.15: Výsledky algoritmu SoftDTW
Algoritmus SoftDTW dosahuje zat́ım nejlepš́ıch výsledk̊u ze všech testovaných typ̊u algo-




Zastoupeńı projevu se stejným významem [%]
1 3 5 10 20 30
DTW 81,43 79,88 76,05 70,41 62,42 51,36
SoftDTW 82,81 80,62 77,77 71,86 63,54 52,45
Tabulka 8: Výsledky algoritmů DTW a SoftDTW
SoftDTW dosahuje ve všech zvolených n-oblastech lepš́ıho výsledku než vybraná baseline
DTW. Tento malý rozd́ıl může být samozřejmě zp̊usoben specifitou použ́ıvaného datasetu.
Proto lze tvrdit, že úspěšnost těchto dvou metod je sṕı̌se srovnatelná.
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3.6 Výsledné zhodnoceńı
Zjǐstěné nejúspěšněǰśı kombinace převzorkováńı a porovnáńı, Pearson̊uv korelačńı koefici-
ent a SoftDTW jsou v tabulce č. 9 porovnány s výsledky DTW. Typy algoritmů v tabulce
jsou opět seřazeny dle hodnoty K definované v kapitole 3.5.1.
Zastoupeńı projevu se stejným významem [%]n-oblast [projev̊u]/
typ algoritmu 1 3 5 10 20 30
K
SoftDTW 82,81 80,62 77,77 71,86 63,54 52,45 6
DTW 81,43 79,88 76,05 70,41 62,42 51,36 12
Pearson̊uv kor. koef. 72,78 66,77 62,66 53,81 42,29 33,19 18
Hammingova 63,36 60,64 56,72 50,11 40,32 33,09 28
Eukleidovská 64,85 60,44 56,18 49,68 39,92 32,69 31
Minkovskeho (p=3) 65,03 60,25 55,92 49,31 39,6 32,58 37
Mahalanobisova 64,14 59,35 55,98 49,22 39,66 32,71 39
Čebyševova 64,82 60,17 55,81 49,05 39,63 32,14 44
Tabulka 9: Celkové srovnáńı nejlepš́ıch typ̊u testovaćıho algoritmu
Nejvyšš́ı úspěšnosti dosáhl algoritmus SoftDTW. Překonal dokonce i baseline (výsledky
DTW) s rozd́ılem pohybuj́ıćım se kolem 1-2 %. Tento malý rozd́ıl může být ovšem
zp̊usoben specifičnost́ı použitého datasetu.
Druhý nejúspěšněǰśı testovaný typ algoritmu je kombinace Fourierovy transformace a Pear-
sonova korelačńıho koeficientu. Dosahuje přibližně o 10-15 % nižš́ı úspěšnosti než SoftDTW,
ovšem stále lepš́ıch výsledk̊u než ostatńı testované metriky.
Ostatńı kombinace metrik a Fourierovy transformace dosahuj́ı maximálńı úspěšnosti při-
bližně kolem 64 %. Tato úspěšnost nemůže být konkurenćı pro úspěšnosti SoftDTW
ani Pearsonova korelačńıho koeficientu, mohla by ovšem dosahovat lepš́ıch výsledk̊u při
př́ıpadné modifikaci výpočtu (dále viz. kapitola 3.9).
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3.7 Př́ıpadová studie
V této kapitole chci ukázat, jak vypadaj́ı výsledky analyzovaných typ̊u algoritmu pro
konkrétńı testovaný projev.
Pro analýzu byl vybrán znak
”
źıtra“, který má v datasetu 32 instanćı. Výsledných 40
znak̊u, které byly jednotlivými typy algoritmu vyhodnoceny jako nejbližš́ı, jsou uvedeny
na obrázku č. 3.16.
Graf na obrázku jednoznačně potvrzuje největš́ı účinnost algoritmů DTW a SoftDTW
a uvád́ı př́ıklad větš́ı úspěšnosti SoftDTW při jejich porovnáńı. Do čtyřiceti nejbližš́ıch slov
bylo SoftDTW schopno zahrnout o tři instance znaku
”
źıtra“ v́ıce než DTW. Následuje
Pearson̊uv korelačńı koeficient, jehož úspěšnost je nižš́ı a dosahuje přibližně 70 % oproti
předchoźım 80 % pro DTW a SoftDTW. Na grafu je zřejmý velký rozd́ıl mezi množstv́ım
výskyt̊u rozpoznaných instanćı slova
”
źıtra“ oproti předchoźım typ̊um algoritmům. U daľśıch
analyzovaných metrik se množstv́ı nadále zmenšuje a data jsou č́ım dál v́ıce
”
zašuměná“.
Byl proveden ještě jeden stejný test, tentokrát pro znak
”
teplo“ s počtem instanćı 44.
Jeho výsledky jsou na obrázku č. 3.17. Opět lze pozorovat velký rozd́ıl výsledk̊u DTW
a SoftDTW oproti ostatńım metrikám. Znak
”
teplo“ má celkově horš́ı úspěšnost roz-
poznáńı než znak
”
źıtra“ u všech typ̊u algoritmu. Možných d̊uvod̊u je v́ıce. Lze odhad-
nout, že určitý vliv mohlo mı́t natočeńı trajektorie znakováńı nebo celkově větš́ı rozd́ıly
v trajektoríıch jednotlivých instanćı tohoto znaku a nedostatečná stabilita znakuj́ıćıho při




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Nejd̊uležitěǰśım kritériem při výběru typu algoritmu je samozřejmě jeho úspěšnost. Kromě
úspěšnosti bude ovšem nutné přihlédnout při volbě algoritmu i k jeho výpočetńı složitosti.
Výpočetńı doba je v analýze této práce aspektem, který nebylo možné ignorovat. I přes
moji snahu o optimalizaci všech možných část́ı kódu se test jednoho typu algoritmu na da-
tech obsahuj́ıćıch přibližně 1000 projev̊u a zároveň 61 část́ı těla pohyboval v rozmeźı
výpočetńı doby 4-40 hodin. Bylo tedy poměrně obt́ıžné (někdy až nemožné) provést
všechny testy analýzy na osobńı pevné výpočetńı stanici v rozumném čase. To bylo
d̊uvodem k využit́ı vzdálených výpočetńıch stanic v Praze spravovaných společnost́ı CESNET
pod názvem MetaCentrum. Dı́ky tomuto př́ıstupu k prakticky neomezenému množstv́ı
programového a aplikačńıho vybaveńı byly výsledky źıskány bez problému. Výpočetńı
doba jednotlivých typ̊u testovaćıch algoritmů byla ovšem i přesto poměrně vysoká. V ta-
bulce č. 10 jsou uvedeny všechny testované typy algoritmů a jejich výsledná potřebná
výpočetńı doba.
Algoritmus Výpočetńı čas [h]
DTW 4,1
SoftDTW 11,26
Lineárńı interpolace a Eukleidovská metrika 21,94
Lineárńı interpolace a Hammingova metrika 32,56
Lineárńı interpolace a Minkovského metrika 11.27
Lineárńı interpolace a Čebyševova metrika 8,8
Lineárńı interpolace a Mahalanobisova metrika 38,2
Lineárńı interpolace a Canberrská metrika 21,71
Lineárńı interpolace a Brayova-Curtisova metrika 9,61
Lineárńı interpolace a Pearson̊uv korelačńı koeficient 15,23
Fourierova transformace a Eukleidovská metrika 4,86
Fourierova transformace a Hammingova metrika 7,54
Fourierova transformace a Minkovského metrika 4,21
Fourierova transformace a Čebyševova metrika 3,39
Fourierova transformace a Mahalanobisova metrika 26,19
Fourierova transformace a Canberrská metrika 4,02
Fourierova transformace a Brayova-Curtisova metrika 12,43
Fourierova transformace a Pearson̊uv korelačńı koeficient 8,37
Tabulka 10: Celkové srovnáńı výpočetńı doby všech testovaných druh̊u algoritmu
Při př́ıpadném výběru nejlepš́ıho algoritmu z testovaných a zároveň ned̊uležitosti jeho
výpočetńı doby je tedy jednoznačnou volbou algoritmus SoftDTW, který ve výsledném po-
rovnáńı dosáhl nejlepš́ıch výsledk̊u. Pokud bychom ovšem potřebovali algoritmus s co nej-
nižš́ı výpočetńı dobou, avšak minimálńı ztrátou v úspěšnosti, je vhodným kompromisem
algoritmus DTW. Jeho výpočetńı doba je dvakrát až třikrát kratš́ı a úspěšnost oproti
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SoftDTW klesne pouze v jednotkách procent (největš́ı pokles pro danou n-oblast je
1,75 %). Daľśı použitelnou alternativou je algoritmus tvořený Fourierovou transformaćı
v kombinaci s Pearsonovým korelačńım koeficientem. Výpočetńı doba je oproti SoftDTW
přibližně dvoutřetinová a úspěšnost klesne přibližně o 10 % pro danou n-oblast. Ostatńı
testované druhy algoritmu již nepřináš́ı žádnou výhodu oproti již zmı́něným jak v rychlosti
tak přesnosti.
3.9 Pokračováńı ve výzkumu
V celé práci jsou analyzována data ve formě absolutńıch souřadnic část́ı těla při znakováńı.
Možnou modifikaćı analýzy by bylo použ́ıt stejné metody na p̊uvodńıch angulárńıch da-
tech, ze kterých byla absolutńı přepočtena.
Vzhledem k velkému rozd́ılu úspěšnosti Pearsonova korelačńıho koeficientu od ostatńıch
metrik na porovnáńı signál̊u a jeho od̊uvodněńı vlastnost́ı ignorováńı posunu lokace zna-
kováńı by při pokročilé analýze této problematiky určitě mělo význam vyzkoušet ručńı
ustředněńı signálu před jeho porovnáńım u ostatńıch metrik. Pracovalo by se poté v́ıce
s
”
dynamikou dat“ a záleželo by na menš́ıch rozd́ılech souřadnic. Tuto hypotézu lze
podpořit výsledky jediného testu kombinace Fourierovy transformace a Eukleidovské me-
triky, kde bylo ustředněńı provedeno. V testu byly ustředněny všechny kanály všech část́ı
těla jednotlivě při daném projevu. Výsledné úspěšnosti metody po této změně v př́ıpravě
dat se zvýšily a dosahovaly přibližně 64-68 %. Proto by mělo určitě smysl zkusit tento typ
výpočtu i na ostatńı metriky.
Daľśı možnou variantou této analýzy je otestováńı źıskáńı daľśıch informaćı z porovnáńı
signál̊u kombinováńım výstup̊u z porovnávané
”
dynamiky dat“ źıskané ustředněńım p̊uvod-
ńıch absolutńıch souřadnic. Absolutńı souřadnice by mohly sloužit pouze k předáńı infor-
mace o lokaci znakováńı. Kombinaćı těchto dvou zdroj̊u by mohlo být dosaženo lepš́ıch
výsledk̊u než nyńı, ne-li lepš́ıch, než kterých dosáhla metoda SoftDTW. To by změnilo
výstup celé této analýzy.
Vzhledem k vysoké variabilitě daľśıch navrhovaných postup̊u a množstv́ı jejich kombinaćı
již tyto myšlenky nebyly v práci realizovány.
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4 Závěr
Ćılem této práce bylo vybrat optimálńı metodu na porovnáńı dvou trajektoríı část́ı těla.
Ty byly źıskány nahráńım projev̊u ZJ zař́ızeńım záznamu pohybu (také Motion Capture,
MoCap). Výsledná metoda porovnáńı měla být schopna s co nejvyšš́ı přesnost́ı rozlǐsit,
zda dvě porovnávané trajektorie nesly p̊uvodně stejný význam nebo zda významy těchto
projev̊u byly rozd́ılné. Na zhodnoceńı metod byl využit algoritmus Dynamic Time War-
ping (dále DTW), který byl vyvinut za účelem porovnáńı dvou nestejně dlouhých signál̊u.
Současným trendem strojového učeńı je použit́ı neuronových śıt́ı. Gradientńı metody neu-
ronové śıtě vyžaduj́ı diferencovatelnou ztrátovou funkci, což DTW nesplňuje. Diferenco-
vatelnost byla tedy daľśım kritériem pro výběr vhodné metody.
Práce byla řešena ve třech hlavńıch částech. Prvńı část́ı byla samotná rešerše použitel-
ných metod pro porovnáńı vektor̊u a převzorkováńı dat. Dvě hlavńı vybrané metody
převzorkováńı vektor̊u na stejnou délku byly polynomiálńı interpolace r̊uzných řád̊u a Fou-
rierova transformace. Dále bylo vybráno několik metod pro porovnáńı dvou signál̊u testo-
vaných v následné analýze. Mimo testováńı samostatných metod na převzorkováńı a po-
rovnáńı byla nalezena modifikace algoritmu DTW s pozměněnou definićı tak, aby byla
diferencovatelná. Tato metoda s názvem SoftDTW byla zařazena do analýzy také. Teo-
retickou část práce tedy tvoř́ı úvod do tématu a problematiky ZJ a dále teorie týkaj́ıćı
se analyzovaných metod. Praktická část je tvořena jejich analýzou.
Všechny analýzy byly prováděny kódem psaným v jazyce Python a tvoř́ı Praktickou
část této práce. Byly analyzovány jednotlivé metody převzorkováńı a porovnáńı signál̊u.
U metod převzorkováńı (dále metriky) byla testována úspěšnost r̊uzných zp̊usob̊u předáńı
dat do těchto algoritmů. Pr̊uběžné výsledky potvrdily, že převzorkováńı deľśıch signál̊u
na délku kratš́ıch (také downsampling) je úspěšněǰśı, proto byla tato možnost nadále
použ́ıvána. Při testováńı r̊uzných řád̊u interpolace dat bylo zjǐstěno, že i přes očekávanou
lepš́ı schopnost aproximace časového pr̊uběhu vyšš́ımi řády aproximačńı polynomické
funkce, dosáhla s malým rozd́ılem nejlepš́ıch výsledk̊u interpolace lineárńı (maximálńı
rozd́ıl lineárńı a kubické interpolace byl 0,22 % úspěšnosti pro danou n-oblast). Interpolace
tohoto řádu je zároveň nejméně výpočetně náročná. Při analýze Fourierovy transformace
bylo zjǐstěno, že dosahuje přibližně srovnatelných výsledk̊u s lineárńı interpolaćı, proto
byly nadále testovány obě varianty převzorkováńı.
Analýza metrik v kombinaci s vybranými metodami převzorkováńı potvrdila větš́ı vhod-
nost Fourierovy transformace na data trajektorie znakového jazyka. Tato metoda je zároveň
ještě méně výpočetně náročná. Sedm testovaných metrik se dostalo nejvýše na úspěšnost
60-64 % zastoupeńı projev̊u se shodným významem jako referenčńı ve vybrané n-oblasti.
Pro srovnáńı lze uvést, že algoritmus DTW, který je použit jako baseline, dosahuje
úspěšnosti kolem 80-81 %. Jako nejúspěšněǰśı kombinace metod vyšla Fourierova transfor-
mace v kombinaci s Hammingovou metrikou s výsledky dosahuj́ıćımi přibližně 61-64 %.
O pár desetin procent horš́ı byla změna z Hammingovy na Eukleidovskou metriku. Pear-
son̊uv korelačńı koeficient se dostal přibližně na 70% úspěšnost a překonal t́ım předešlé
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metriky. Při bližš́ı analýze jeho výpočtu bylo zjǐstěno, že toto zlepšeńı je zp̊usobeno
odeč́ıtáńım středńı hodnoty dat při výpočtu. Dı́ky tomu dává větš́ı d̊uraz na
”
dynamiku“
znaku, než na umı́stěńı znaku v prostoru.
Výsledky algoritmu SoftDTW překonaly Pearson̊uv korelačńı koeficient a dostaly se na ús-
pěšnost kolem 81-82 %. Překonaly dokonce i výsledky porovnávané metody DTW. Tento
malý posun v řádu jednotek procent může být ovšem zp̊usoben specifitou použitého data-
setu, proto zat́ım nelze s jistotou tvrdit, že by SoftDTW bylo obecně schopno dosahovat
lepš́ıch výsledk̊u na jakýchkoliv datech. S přihlédnut́ım k výsledku Pearsonova korelačńıho
koeficientu a jeho rozd́ılu oproti ostatńım metrikám pouze v odečteńı středńı hodnoty z dat
při výpočtu, lze tvrdit, že zapojeńı této operace do test̊u ostatńıch metrik by mohlo zvýšit
jejich úspěšnost a poskytnout zaj́ımavé výsledky.
Nakonec je nutno zmı́nit, že jediná metoda Canberrské metriky v kombinaci s Fouriero-
vou transformaćı potřebovala menš́ı výpočetńı čas než algoritmus DTW (4,02 hod. oproti
4,1 hod. u DTW). Jej́ı úspěšnost se ovšem pohybuje kolem 50 %, proto nelze tuto metodu
rozumně využ́ıt. Stále poměrně rychlou alternativou je kombinace Fourierovy transfor-
mace a Pearsonova korelačńıho koeficientu, jej́ıž výpočetńı čas se pohyboval kolem 8,4
hodiny, ovšem úspěšnost dosahovala již hodnot kolem 70 %. Nejúspěšněǰśı metodou je ale
SoftDTW s výsledky okolo 81-82 %, jej́ı potřebný výpočetńı čas byl přibližně 11,3 hodiny,
tedy téměř trojnásobný oproti metodě DTW.
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2.3 Př́ıklady zápis̊u ZJ v několika notačńıch systémech . . . . . . . . . . . . . 5
2.4 Exoskelet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
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3.3 Výsledky DTW (úplná kostra) . . . . . . . . . . . . . . . . . . . . . . . . . 30
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3.6 Úspěšnost downsamplingu a upsamplingu . . . . . . . . . . . . . . . . . . . 33
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5 Změna úspěšnosti při použit́ı Fourierovy transformace . . . . . . . . . . . . 39
6 Výsledky Pearsonova korelačńıho koeficientu . . . . . . . . . . . . . . . . . 40
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[23] V. Homola. [Online]. Available: https://homel.vsb.cz/∼hom50/SLBSTATE/IER/
ESTIEXR.HTM
[24] C. Caruso and F. Quarta, “Interpolation methods comparison,” Computers &
Mathematics with Applications, vol. 35, no. 12, pp. 109–126, 1998. [Online].
Available: https://www.sciencedirect.com/science/article/pii/S0898122198001011
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2015. [Online]. Available: https://bit.ly/3foHHRF
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