Previously we showed that if M is a factor then so is JV and in this case φ = σ + λ where σ is a ^-isomorphism or the negative of a *-anti-isomorphism of M onto N and λ is a *-linear functional which annihilates brackets in M. This result parallels the algebraic theorems of L. Hua and W. S. Martindale.
The main techniques used in this paper are the algebraic techniques of Martindale [8] , [9] , and Herstein [3] . Adaptations of them allow us to characterize Lie ^isomorphisms between von Neumann algebras and also ultra-weakly (= UW) closed Lie *-ideals which contain the center. For a complete exposition concerning Lie structures on associative algebras we recommend Herstein [4] . We wish to thank Professor H. A. Dye for many invaluable conversations during the preparation of this paper. 1* Preliminaries and notation* We denote by ^f(H) the ring of all linear operators T: H-* H, Ha complex Hubert space with inner product (. , .), which are bounded in the norm ||Γ|| = sup Ma .|| S1 1| Tx\\. With this norm, £f(H) is a Banach algebra with identity the identity operator 7. In addition to the uniform topology on Sfijβ) we shall be concerned with (1) the weakest topology making the linear functionals T-*(Tx,y) continuous for all x, y e H, called the weak (operator) topology and (2) the weakest topology making the linear functionals ϊ 7 ->Σ~=i (Tx H , y n ) continuous for all sequences {x n } {y n } such that Σ"=i II& IIS Σϊ=i \\Vn\\ 2 < °° called the ultra-weak (operator) topology. To each operator TeJ*f(H) there corresponds an operator T* e £f{H), called the adjoint of Γ, defined by {Tx, y) = (x, T*y) for all x,yeH.
If T= T* 9 T is called self-adjoint; if T is self ad joint and T = T
, T is called a projection; if TT* = T*T = I, T is called unitary.
A C*-algebra, M, is a subalgebra of £f(H) which is closed in the 718 C. ROBERT MIERS uniform topology and closed under the operation of taking adjoints. A von Neumann algebra is a weakly closed *-subalgebra of J*?(H) which contains /. It is a fact that if M is a von Neumann algebra then M is the smallest weakly closed linear subspace of L(H) containing the set {P|P a projection in M). The set Z M = {SeM\ST = TS for all TeM) is called the center of M. If P is a projection in M then M P = {PAP\ Ae M).
Any associative algebra M can be made into a Lie algebra by defining a new multiplication of elements A, Be M to be the commutator [Ay B] = AB -BA where AB is the associative product. For notation let [M, M] be the linear span of all such commutators, A Lie ideal of M is a linear subspace which is an ideal with respect to the multiplication [A, B] . Any associative ideal is a Lie ideal, [M, M] is a Lie ideal, and any linear subspace of Z M is a Lie ideal.
We use Dixmier [1] , [2] as general references. Further, if Se Z M and A -A ^ S ^ 0 then S = 0. If P is a projection it is clear that P is the largest central projection <^ P. We call a projection core-free if P = 0.
The following theorem is a generalization of a result of L. Hua [5] and its proof is due to H. A. Dye. THEOREM 
Let M be a von Neumann algebra on the Hilbert space H. If A is a self-adjoint operator in M satisfying the identity
Proof. The identity is true for A -A as well so we can assume A = 0 and A ^ 0. In particular, for each nonzero central projection C, 0 lies in the spectrum of CA (considered as an operator on CH) (otherwise there exists ε > 0 such that A ^ εC).
Suppose σ(A) Φ {0,1}. We can then choose μeσ(A) such that d{μ, {0,1}) > 2ε > 0 where d(a, S) -distance from a to the set S. Let δ > 0 be such that \f -t\ < δ implies d(t, {0,1}) < ε. By the spectral theorem there exists an operator B, commuting with A, of the form B = Σ?=iVPi where the λ< are distinct and ^ 0, the P { are mutually _L projections of sum J, 0 ^ B ^ A, and || A -B\\ is so small that ||A -B|| < ε and
Furthermore, 0 occurs among the λ { and Pi -I (if P is a projection P is the central carrier of P) for i = 1, , n. Finally, since \\A -B\\ < ε, one of the λ, , say λ 2 , will be at distance > ε from {0,1}. Now we consider the mapping ψ u {S) = USU" 1 where Z7 is unitary in M. Taking X = U in (1) -X^Q.W < δ. In particular, |λ* -λj| < σ so that d(λ 2 , {0,1}) < ε which is a contradiction. Hence σ(A) £ {0,1} and A is a projection. LEMMA 1. Let P and Q be commuting core-free projections in M. Then P + Q eZ M implies P ± Q, and P -Q e Z M implies P = Q.
But in this case PQ ^ P = 0. If P -Q e Z m then (P -Qf + (P -Q) = 2(P -PQ) G^. But P -PQ ^ P = 0 so that P = PQ. By symmetry Q = PQ. Proof. The first statement is clear from the definition of central carrier.
For the other part, multiplying the relation [[P, X] ,Q] = 0 on the left by PQ gives PQX(I -P)(I -Q) -0 for all Xeikf so that P# || (J -P)(I-Q). Multiplying the relation on the left by P and on the right by Q gives P(I -Q)XQ(I -P) = 0 for all Xeikf so_that P(/-Q)1IQ(/-P). The first parallelism statement implies PQ s PU Q. Thus T(Γ ::r Q)PQ lies in PuQ, is orthogonal to Q, and hence is in P. Since P =J3 this implies P(l -Q)PQ = 0. Likewise Q(/-PJPQ =0, forcing PQ = PQ so that PQ = 0. Thus P = P(I -Q) and Q = Q(I-P) which implies P||Q. Proof. Multiplying the bracket identity on the left by PQ gives PQXiJ-P)(I-Q) = 0 for all X so that PQ\\(I-P){I-Q). Let C = PQ. Proof. Nonzero core-free projections exist in M since if P is a noncentral projection, P -P is core-free. By Zorn, let {P a } be a maximal collection of || core-free projections and let P-ΣP a . Note that P = I. For, otherwise there is a central projection C Φ 0 orthogonal to all the P a , and this C would dominate a nonzero core-free projection thus contradicting maximality. Moreover P is core-free. If C is a central projection and C ^ P, then P a C <£ P α so that P a C -0. Finally ~CP -CP = C for any projection Proof. Since P Q Φ 0 there exist nonzero projections P 1 <^ P, Q x ^ Q such that P x -Q 1# Let F^ilίbe such that F,*V 1 = P» F,F* = Q lβ Since PiX?! = PPiXFfQxQF^P we have that A commutes with P.XP, for all X. If P λ Φ P, then P -P λ Q Φ 0 so there exist projections P 2^ Pi~ Pi, Q 2^O with P 2 -Q 2 . Let V 2 e M be such that F* F 2 = P a , F 2 F* = Q 2 . As before P 2 XP 2 = PP 2 XV!Q 2 QV Z P 2 P so that A commutes with P 2 XP 2 for all XeM.
Moreover, since P ι XP 2 = PP 1 XV^QV 2 P 2 P 1 A commutes with P,XP 2 (and similarly with P 2 XP,) for all XeM.
By Zorn, choose a maximal collection {P a } of non-zero mutually orthogonal projections such that {%) P a <; P, (ii) A commutes with P^XP^ for all a, β and all XeM. By maximality ΣP a = P. Thus PXP -(2T α ) X (JPJ and so A commutes with PXP. A similar statement holds for QXQ. LEMMA 
If φ:M->N is a L-onto Lie homomorphism, and PeM then by Theorem 1 and Lemma 1 there exists a unique core-free projection Θ(P) e N and a central element λ(P) ( = £(P)) such that φ(P) = 0(P) + λ(P). If we write θ r {P) = 0(Pj -0(P), then 0'(P) is core-free, 0(P) = -Θ'{P) +_V(P) + λ'(P) (λ'(P) G 2^) and this representation is unique. Note that θ{Pj = ΘΊj 5 ) and that PeZ M implies Θ(P) = 0. We assume from now on that φ is a near-isomorphism between the von Neumann algebras M and N. LEMMA 
If Q is a core-free projection in N, then there exists a core-free projection PeM such that Θ(P)
By Lemma 6 this bracket expression is zero. Hence, by Theorem 1, P r -P = P a core-free projection. φ{P r ) = ί(P) + λ(P) + ^(P') = Q + Z, z e Z M and HP) + ^(ZO e ^y. Hence by Lemma 1, ί(P) = Q. Proof. Let P x , . ,P % be parallel core-free projections in M. By Lemma 8 the Θ(P^, , θ(P n ) are parallel (and core-free) so that Θ(PJ + + θ(P n ) is a projection. It is also core-free by parallelism. One has
By Lemma Proof. We first define ψ for central projections. For each central projection C, choose a core-free projection P such that P = C (Lemma 4). Define ψ(C) = Θ(P). If Q is any other core-free projection such that Q = C then Θ(Q) = Θ(P) by Lemma 8 so that the mapping is well defined. If D is a central projection in N, choose a core-free projection ReN such that R = D. There exists a core-free projection Pe 
(Q). Multiplying the two relations together we have ψ(C)θ(P) = 0(CP).
Finally we show that Θ{CP) = ψ{C)θ{P) impliesjK-P) = θljP). Put C = P to get Θ{P) = ir{P)θ{P) or Θ{P)_£ ψiP^ So Θ{P) ^ ψ(P). Now if P + R = J and P 1 Ϊ2 we have 0(F) + Θ{R) = 1. (i Φ j) there exists a central projection C {j such that PiPjCij = 0 and (J -P,)(/ -P 5 ){I -C i5 ) = 0 Let & be the boolean algebra generated by the C<y. If C is an atom
Index so that P x C y , P m C are the non-zero terms of the form PiC (we can leave 0 out since it is both 1 and co 1 to all projections). We claim that these projections are either lor col. It suffices to take m ^ 3. If P^C = 0 then all the P£ are mutually _L. For if, say, P,P Z C Φ 0 then (/ -P^{I -P 3 ) C = 0 so that (/ -P,) C ^ P 3 . The two relations give P 2 C ^ P 3 . Now if CP 2 P 3 = 0 we have P 2 C = 0 a contradiction. If (J -P 2 )(I -P 5 )C = 0 then C(/ -P 2 ) ^ P 3 so that C S P$ contradicting the fact that P 3 = 0. The same argument shows P t PiC -0 for i ^ 3. Applying this reasoning to each P { C in turn gives their mutual perpendicularity.
In a similar way if, say, (/ -Pi)(/ -P 2 ) C = 0 then all the (/ -Pi)C ate mutually orthogonal. If, for example, PJP^G -0 then (/ -Pi)C^ P 2 and we have P 3 C ^ P 2 CP 2 P 3 = 0 implies P 3 = 0 and (/-P 2 ) x (J -P 3 )C = 0 implies C ^ P 2 , both contradictions. Proof. Apply the above to the #(P;) and get the projection Ce Z N . One has C = f{D) for some DeZ M and
LEMMA 13. Let P ιf « ,P» αraZ D as w Corollary to Lemma 11 wiίλ P ίo = 7.
Hence ΣJU Proof. Suppose PAP e Z M where A is self-adjoint and A ^ 7. Then ((P -PAP)α;, α?) = ((7 -A)Px, Px) ^ 0 so that P ^ PAP. Since P =z 0 we have PAP = 0. In general, if A = A t + iA 2 where A L , A 2 are (nonzero) self-adjoint and PAP e Z M then PAP + PA*P = 2PA X P e Z M . Therefore Pίl/HAJI) A,PeZ M so that PA X P = 0 by the first part of the argument. Similarly PA 2 P = 0. 4* The decomposition theorem* The following arguments are, in part, adaptations of those of Martindale [8] , [9] These adaptations are of sufficient technical complexity to merit their entire conclusion.
We consider first the case where φ: M-+N is a near isomorphism of M to N, and M is a type 7 2 von Neumann algebra. Let P 19 P 2 be equivalent, orthogonal, abelian projections of sum 7 in M. We have that & = 0, Pi = 7 for i = 1, 2, and that Θ(P 1 )Θ(P 2 ) = 0 since G ^. Moreover, 7 = ^(1) -Ψ(?i) = Θ(P X ) ^ Θ(PJ + Θ(P 2 ) = Θ{P X ) + 7 and so 0(P X ) + ^(P 2 ) = 7. Notice that 6>(P X ) -0'(P 2 ) and Θ{P 2 ) = For notation let M i5 = {P i AP j \ A e Af}, i\Γ ΐ V -{ίίP^ilίίPy) | A e N}. X
Hence φ(X) = ^(PJ, fe(X), 0( 
Proo/. In this case, σ(AB) = Φ{AB) = φ(AB -BA) = =σ(A)σ(B).

LEMMA 21. // A,BeM iά then σ{AB) = σ(A)σ{B).
Proof. Let S e M i3 -(i Φ j). Then σ(AB)σ(S) = σ( = cτ(A)σ(5)σ(S). Hence, [σ(AB) -σ(A)σ(B)]σ(S) = σ(S)σ(AB) -[σ(A)σ{B)\ = 0. Specifically, σ{AB) -σ(A)σ(B) commutes with N iά . Similarly σ(AB) -σ(A)σ(B) commutes with N H . Applying Lemma 5, σ(AB) -σ(A)σ(ΰ) commutes with N u and ΛΓ^ , so that, σ{AB) -LEMMA 22. If As M i5 , Be M 5i (i Φ j) then σ(AB) = σ(A)σ(B).
Proof. Applying φ to the identity [[A, J5],A] =2ABA
we have
Φ(ABA) = φ(A)φ(B)φ(A).
But since φ = σ on M iS (i Φ j) we have σ(ABA) = σ(A)σ(B)σ(A).
Moreover, φ[A, B] = [φ(A), Φ(B)] = [σ(A), σ(B)]2Lndφ[A, B] = φ(AB) -φ(BA) = σ(AB) + X(AB) -σ(BA) -λ(J5A) so that (1) σ{A)σ{B) -σ{AB) + σ(BA) -σ(B)σ(A) = CeZ N .
Multiplying this last relation on the right by σ(A) we get Cσ(A) = σ(A)σ(B)σ(A) -σ(AB)σ(A) = σ(
Similarly Cσ(B) = 0. Multiplying (1) by C, and using the preceding, we have 
Multiplying (1) by Θ{P) gives Cθ(P) = σ(A)σ(B) -σ(AB), and by I -Θ(F) gives C5(l -P) = σ(BA) -<7(£)σ(A). Hence C 3 -C((cτ(B)c7(A) + C(I -^(P))) 2 -(σ(A)σ(B) -CΘ(P)f) = C(σ(B)σ(A)σ(B)σ(A) + C\I -Θ(P)) ~ (σ(A)σ{B)σ(A)σ{B) +
= σiP^S -T)P X ) + xiP^S -T)P X ) + φ(T) so that Y -σiP^S -TjP,) e N n nz N = {0}.
THEOREM 2. Let φ: M->N be a near-isomorphism of the type I von Neumann algebra M onto the von Neumann algebra No Then (i) φ is onto, and (ii) φ = σ + X where σ is a *-isomorphism of M onto N and X is a *-linear mapping of M into Z N which annihilates brackets. N is then of type I with θ(P ί ), Θ(P ) equivalent, orthogonal, abelian projections of sum I.
In what follows we assume M and JV have no summands of type Ji We now turn our attention to the case when M is not of type I 2 but has a summand of type I 2 . Choose non-zero orthogonal projections P 19 P 2 , P 3 such that Σ?=i Pi = h P X -P 2 -I,I-P Z is the I 2 summand, I -P 3 <= P t + P 2 , and P L -P t P^ P 2 -P2P3 are the equivalent abelian projections comprising / -P 3 Proof. PJX -P 3 ) -P 2 (l -P 3 ) and are abelian. Hence S, = P 3 ) -ΰP 2 (/ -P 3 ) -S t .
Moreover SMS, £ i\(l -P 3 ) MP X (1 -P 3 ) which is abelian. [X, Q 2 But now, since φ(R ( ) = -(?'(i2<) + λ'(Eί) and the <?'(#,) are mutually i, we have ?
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Proof. θ(Sd = θiQdΨil ~ Pz), Θ{S>) = θ(Q,)ψ(I -P s ) Σ?=i θ(T t ) = Σ?-i <?(Qι). Hence Θ(SJ + Θ(S
Y= [Θ(QJ, Y] = [Θ(QJ, [Y, Θ(Q 2 )]]. Hence, as before [Q,, X] = [Q lt
. Hence ?5(X) = tf'CRMX^'CRO. This shows ί*(M«) S iV^ An argument similar to that above shows Φ^iNjΐ) = Ma COROLLARY, Φ is onto. 
Proof. As before. 
Proof. The proof for AjBeMa is similar to Lemma 21. If A, B e M« and S e M iS (i
Proof. Similar to Lemma 22. 3. Martindale [10] proved that if L is a Lie derivation of a primitive ring R into itself, where R has a nonzero idempotent and is not of characteristic 2, then L -D + T where D is an ordinary derivation and T a center-valued additive map which annihilates commutators. By slightly altering Martindale's proof we can show the same result if R is a von Neumann algebra. 4* Lie *-homomorρhisms of C*-algebras* We now turn our attention to characterizing uniformly continuous Lie *-homomorphisms between C*-algebras. In order to do this we first investigate ultra weakly (UW) closed Lie *-ideals in von Neumann algebras. Proof. Since U is closed with respect to the *-operation it is generated, as a linear space, by its self-adjoint elements. Suppose A = A* e U, and B any self-adjoint element in M. Then 
LEMMA 38. If U is any Lie ideal in an associative ring M, then T(U) = {TeM\[T,X]eU for all XeM) is a Lie ideal and subring of M. Moreover UξΞ: T(U). If U is a Lie * ideal and ultra-weakly closed, so is T((J).
Proof. See Herstein [3: Theorem 2, p. 282] . Sunouchi [14] proved that if M is a von Neumann algebra, and Proof, Let M= j^**, the second dual of j^, and N = .5?~w. The theorem of Stormer [14: Theorem 3d, p. 443] for Jordan *-homomorphisms can be altered to give, in the present case, the existence of an Z/W-continuous extension φ:M->N of ψ which is also a Lie *-homomorphism onto.
Let ψ: M-> N be an L-onto Lie *-homomorphism such that there exists a central projection C in M such that ψ -φ is a λ-map, M c £ ker ψ, and ψ \ Ml _ c is a near isomorpism of M Σ _ C to N. We can assume, by the above remark, that Mj_ c and N have no type I summands. Applying Theorem 3 to φ\ Xl _ c we have the desired result. REMARK 1. Theorem 6 would be an exact analog of Stormer's generalization [13, Theorem 3.3, p. 445] of the Kadison result [6, Theorem 10, p. 334] on Jordan homomorphisms of C*-algebras were it not for the assumptions of uniform continuity and ontoness. In particular a Jordan *-homomorphism is automatically uniformly continuous. The question of continuity of Lie *-homomorphisms of von Neumann algebras, because of the presence of λ-maps, is closely connected with the problem of determining the linear span of commutators in rings of operators.
We must assume ontoness in our theorem because of the lack of an analog for the Lie case, to a theorem of Jacobsen and Rickart [16, Theorem 7, p. 487] which states that any Jordan homomorphism of an m x n matrix ring into another ring is the sum of a homomorphism and an anti-homomorphism. REMARK 2. Let S^f and & be C*-algebras with I, JK, ^ their respective unitary groups, and p: ,SK -> .^? u a uniformly continuous group homomorphism. As in [12] there exists uniformly continuous map φ: Ssf-*^?, which is in particular a Lie *-homomorphism φ of j%? onto έ%. Thus the statement of Theorem 6 applies to this φ.
