Abstract. This paper studies block matrices A = [A ij ] ∈ C km×km , where every block A ij ∈ C k×k for i, j ∈ m = {1, 2, . . . , m} and A ii is non-Hermitian positive definite for all i ∈ m . Such a matrix is called an extended H−matrix if its block comparison matrix is a generalized M −matrix. Matrices of this type are an extension of generalized M −matrices proposed by Elsner and Mehrmann [L. Elsner and V. Mehrmann. Convergence of block iterative methods for linear systems arising in the numerical solution of Euler equations. Numer. Math., 59:541-559, 1991.] and generalized H−matrices by Nabben [R. Nabben. On a class of matrices which arise in the numerical solution of Euler equations. Numer. Math., 63:411-431, 1992.]. This paper also discusses some properties including positive definiteness and invariance under block Gaussian elimination of a subclass of extended H−matrices, especially, convergence of some block iterative methods for linear systems with such a subclass of extended H−matrices. Furthermore, the incomplete LDU −factorization of these matrices is investigated and applied to establish some convergent results on some iterative methods. Finally, this paper generalizes theory on generalized H−matrices and answers the open problem proposed by R. Nabben.
Introduction. Elsner and Mehrmann in
proposed a generalization of Z−matrices. They call a block matrix A = [A ij ] ∈ C km×km a generalized Z−matrix if the blocks A ij ∈ C k×k are Hermitian and the off-diagonal block matrices A ij , i = j are negative semidefinite. This class of matrices is denoted by Z . Furthermore, Nabben [14] gave some significant results for this class of matrices, such as the convergence of the associated block Gauss-Seidel method, the incomplete block LDU −factorization, the invariance under Gaussian elimination and an equivalence theorem for a subclass of generalized H−matrices. Recently, Huang et al. [13] presented some new and interesting equivalent conditions for generalized H−matrices and gave an improvement on Definition 5.1 in [14] . Zhang et al. in [19] study the convergence of some block iterative methods including block Jacobi method, block Gauss-Seidel methods, block JOR-method, the block SOR-method and the block AOR-mehtod for the solution of linear systems when the coefficient matrices are generalized H−matrices.
However, these classes of matrices, such as generalized Z−matrices, generalized M −matrices and generalized H−matrices, are some very special classes of matrices with very strict conditions. For example, the off-diagonal block entries of this class of matrices need to be Hermitian and the diagonal blocks need to be (Hermitian) positive definite. But, for a general matrix, the results about these classes of matrices can not hold (see [2, 8, 10] ). As was proposed by R. Nabben [14] , it is an open problem if this construction can be generalized to the class of matrices with non-Hermitian off-diagonal blocks, and if similar results can be proved for such matrices. The paper is organized as follows. After introducing some notations and preliminary results about generalized H−matrices and extended H−matrices in Section 2, we discuss in Section 3 some general properties of the subclass of EH k m . We establish that the class of block matrices A ∈ Ω k m satisfying η(A) + η(A H ) ∈ M k m is non-Hermitian positive definite. In Section 4, we show that the subclass of EH k m is invariant under block Gaussian elimination. And in Section 5, we study some iterative methods, particularly, the block Jacbi method, block Gauss-Seidel method, block JOR-method, block SOR-method and block AOR-method as well. In the rest of Section 5, we investigate the incomplete LDU −factorization for a subclass of EH−matrices, which is applied to establish some results on convergent iterative methods. Conclusions are given in Section 6.
Preliminaries. Let C
n×n (R n×n ) be the set of all n × n complex (real) matrices. We denote by C n the set of all n−dimensional complex vectors; R n + the set of positive vectors in R n ; A T the transpose of A; A H the conjugate transpose of A; ρ(A) the spectral radius of A; Re(z) the real part of the complex number z.
Definition 2.1.
A matrix
Let 1. Let A = (a ij ) ∈ C n×n be given. Then there exist two unitary matrices P ∈ C n×n and Q ∈ C n×n such that A = P ΣQ H , where
n×n be Hermitian positive semidefinite. Then there exists a unitary matrix U such that A = U ΛU H , where Λ = diag(λ 1 , λ 2 , . . . , λ n ) ∈ R n×n . We define
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where P, Q and are defined as 1. It follows from (2.1) that |A 
, where
is an M −matrix.
We denote the class of n × n M −matrices and the class of n × n H−matrices by M n and H n , respectively. Definition 2.5. We set P (m) = {(i, j) | i, j ∈ m , i = j}. For a subset E ⊆ P (m) and a matrix A ∈ C km×km , we define a block decomposition
otherwise, (2.2) and N E = [N ij ] with 
The following notation and definitions for block matrices was introduced by Elsner and Mehrmann [5, 6] and Nabben [14] .
km×km with A ij ∈ C k×k . Then, we define the block graph G A of A as the nondirected graph of vertices 1, 2, . . . , m and edges {i, j}, i = j, where {i, j} is an edge of G A if A ij = 0 or A ji = 0. By E(G A ) we denote the edge set of G A . A is called block acyclic if G A is a forest, i.e., G A is either a tree or a collection of trees. A vertex of G A that has less than two neighbors is called a leaf.
Definition 2.7.
mk×mk is defined as
We now present a further extension of definitions such as generalized H−matrices.
Definition 2.8. 
where
the Hermitian part of the matrix 3. Positive definiteness. In this section, some results on positive definiteness for the matrices in Ω k m are presented to generalize the results of [14] . The following lemma will be used in this section.
Lemma 3.1. Let A ∈ C n×n and 0 ≤ α ≤ 1. Then, the matrix A α (t) defined by
is positive semidefinite for all t ∈ R.
Proof. It follows from Definition 2.2 that there exist two unitary matrices P ∈ C n×n and Q ∈ C n×n such that A = P ΣQ H , where Σ = diag(σ 1 , σ 2 , . . . , σ n ) ∈ R n×n with σ 1 ≥ σ 2 ≥ · · · ≥ σ n ≥ 0, and (2.1) holds. Then it is easy to see that
where C = Q 0 0 P is nonsingular since Q and P are both unitary. Then we have with (3.1) that 
, where I is the n × n identity matrix and Σ + is the Moore-Penrose generalized inverse of the matrix Σ. Since
and consequently, A α (t) ≥ 0.
Theorem 3.2. Let a block matrix
A = [A ij ] ∈ Ω k m .
If there exists a vector
which shows that V AV satisfies
Since v i is a positive real number for each i ∈ m , B ∈ Ω k m . It follows from (3.4) that the matrix B satisfies 
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As a result,
and
Since (3.5) implies ∆ ≥ 0 and Lemma 3.1 gives R ij ≥ 0 and S ij ≥ 0, B + B H ≥ 0 and consequently
This completes the proof of 1. Using the same method as one of the proof of 1, we can prove the conclusion of 2. 
for all i ∈ m . Similar to the proof of Theorem 3.2, multiply the inequality (3.9) by v i and define
Then following (3.10), we have
Furthermore, according to (3.8), we have
where ∆, R ij and S ij are defined in (3.6) and (3.7), respectively, and 
Since (3.11) yields ∆ > 0 and Lemma 3.1 indicates R ij ≥ 0, S ij ≥ 0, R ij ≥ 0 and S ij ≥ 0, B t > 0 and hence A t > 0. This completes the proof.
and every E ⊆ P (m), we have
Proof. Using Theorem 3.3, we can obtain the proof of this corollary. where ∆ is defined in (3.6) and
(3.11) yields ∆ > 0 and Lemma 3.1 indicates R ij ≥ 0 and S ij ≥ 0. As a result, B(φ, ϕ) > 0 follows directly from (3.12) and consequently A(φ, ϕ) > 0.
Invariance under block Gaussian elimination.
Similarly, the results proposed by Elsner and Mehrmann [5] and Nabben [14] can be generalized to show that a class of acyclic matrices in EH [14] ) An (m + n) × (m + n) matrix P is partitioned as
where A ∈ C m×m , C ∈ C n×n and B, D ∈ C m×n . If P is positive definite, then the Schur complement with respect to A, P/A = C − BA −1 D H is positive definite. 
km×km be defined by
otherwise,
otherwise.
Then,
and A is block acyclic.
Proof. The proof of this theorem follows the proofs of Theorem 3.24 in [5] and Theorem 3.6 in [14] . Multiplication with L from the left changes only elements in row l and multiplication with U from the right changes only elements in column l. Thus,
Now suppose that {l, j} is an edge of G A for j = l, s. Then {j, s} is not an edge of G A , since otherwise {l, j}, {s, j}, {l, s} would be a cycle of G A . Thus, the only blocks in A which are different from the corresponding blocks in A are T ∈ R m such that 
and for i = s, it follows from (4.1) that
For i = l, from (4.1) we have
Then, the sum of the last two lines of (4.3) is Hermitian positive definite if 
km×km is an m × m block matrix with all the blocks A ij ∈ C k×k , b, x ∈ C km×1 . The class of systems arises not only in the numerical solution of 2D and 3D Euler equations in fluid dynamics [2, 9, 14] , but also in the discretizations of PDEs associated to invariant tori [3, 4] .
In order to solve system (5.1) using block iterative methods, the coefficient matrix
where M ∈ C km×km is nonsingular and N ∈ C km×km . Then, the general form of block iterative methods for (5.1) can be described as follows:
The matrix H = M −1 N is called the iterative matrix of the iteration (5.3). It is wellknown that (5.3) converges for any given x (0) if and only if ρ(H) < 1 (see [17] ), where ρ(H) denotes the spectral radius of the matrix H. Thus, to establish the convergence results of block iterative methods, we study the spectral radius of the iteration matrix in iteration (5.3).
In the following, the splitting and the iteration matrices for some special block iterative methods of (5.1) are listed, respectively.
Let m = {1, 2, . . . , m} and E ⊂ P (m) = {(i, j) | i, j ∈ m , i = j}. Consider the E−block iterative method that is defined by the splitting
E N E is the iteration matrix, where M E and N E are shown in (2.2) and (2.3).
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C.-Y. Zhang, S. Luo, J. Li, and F. Xu is the iteration matrix, and the forward and backward block Gauss-Seidel methods are defined by the splitting (5.2) , where
respectively, where D, L and U as in (2.4), and
are the iteration matrices of the forward and backward block Gauss-Seidel methods, respectively. The Jacobi overrelaxation method (JOR-method) is defined by the splitting (5.2), where
where ω ∈ R and D, L, U as in (2.4), and
is the iteration matrix. The SOR-method (see [16] ) is defined by the splitting (5.2) , where
is the iteration matrix. The AOR-method (see [7] ) is defined by the splitting (5.2), where
is the iteration matrix, where r and ω are the acceleration parameter and the overrelaxation parameter, respectively.
In [5, 14, 19] , the convergence results on some block iterative methods including the E−block iterative method, the block Jacobi method, the forward and backward block Gauss-Seidel methods, the block JOR-method and the block SOR-method are established for the class of generalized M −matrices and generalized H−matrices. In this section, we not only establish convergence of these iterative methods for matrices The following lemma will be used in this section.
E N E ) < 1. In particular we have:
Proof. Using Theorem 3.3 and Lemma 5.1, the proof of this theorem can be obtained immediately.
The following theorems will present the convergence results on the JOR-method and SOR-method for the matrices in Ω where We will prove
To prove these inequalities it is sufficient and necessary to prove that |λ − 1 + ω| ≥ |ω| (5.14) and |µ − 1 + ω| ≥ |µω|, |µ − 1 + ω| ≥ |ω|. We prove (5.14). If λ −1 = qe iθ , where q and θ are real with 0 < q ≤ 1, then the inequality in (5.14) is equivalent to
Since the expression in the brackets above is nonnegative, (5.14) holds for all real θ if and only if it holds for cos θ = 1. Thus, we have
which is true.
Next, let us prove (5.15). Set µ −1 = pe iϑ , where p and ϑ are real with 0 < p ≤ 1. Then, the first inequality in (5.15) is equivalent to
Since the expression in the brackets above is nonnegative, (5.16) holds for all real θ if and only if it holds for cos θ = 1. Thus, (5.16) is equivalent to
The proof of the second inequality in (5.15) is similar to the proof of the inequality (5.14). Thus, 0 < α ≤ 1, 0 < β ≤ 1 and 0 < γ ≤ 1. It follows from (5.10) and (5.12) that Therefore,
which shows that (5.25) holds for all real θ. This proves the second inequality in (5.20).
Now, let
Then it follows from (5.20) that we have
Thus, from (5.19), we have
where 0 < α ≤ 1 and 0 < β ≤ 1. It follows from Theorem 3.5 that Q + Q H > 0 and Hence, Q is nonsingular which contradicts (5.18), and consequently (5.17). Therefore, ρ(H AOR(r, ω) ) < 1.
In what follows, we will discuss the incomplete block LDU-factorization (IBLDUfactorization) for the matrices in C mk×mk . In a complete block LDU −factorization of a matrix A ∈ C mk×mk , we have
where D is a block diagonal matrix, L a low block triangular matrix and U an upper block triangular matrix. In an incomplete block LDU −factorization of a matrix A ∈ C mk×mk , we have the form
where D is a block diagonal matrix, L a low block triangular matrix but some zero block in low triangular part and U an upper block triangular matrix but some zero block in upper triangular part. In these block matrices L and U , zero blocks may occur in arbitrary off-diagonal places, which can be chosen in advance. Let where P gives positions of zero blocks in matrices L and U . Then the matrices L, U and N in the incomplete block LDU −factorization have the following structure
It follows that some results will be presented to determine whether a matrix A ∈ Ω k m admits an incomplete block LDU −factorization and whether the related iterative method converges. Proof. Consider the construction of the LDU-factorization for example in [13] . For a matrix that has a block graph which contains cycles, one step of Gaussian elimination can destroy the structure of the off-diagonal blocks if k = 1. However, for an arbitrary matrix A ∈ Ω k m we can choose a subset E ⊆ P (m) such that M E = [M ij ] is block acyclic. Here as in (2.2)
if (i, j) ∈ E or i = j, M ij = 0, otherwise.
Since M E is block acyclic, we have with Theorem 5.3 the factorization
where L is a strictly block lower triangular, U is a strictly block upper triangular, and D is block diagonal matrix. Furthermore, with Theorem 5.3 the splitting A = LDU − N E yields a convergent iterative method. Thus, the following result follows directly from the facts mentioned above. with M E = LDU as in (5.26). Furthermore, ρ((LDU ) −1 N ) < 1.
Therefore, block methods, such as the block cyclic reduction method, can be used for the solution of the system Ax = b, and this is a very good method for preconditioning.
6. Conclusions. Following the results in [5, 14, 19] , we have proposed a more general class of block matrices -the class of EH−matrices and established some results on the positive definiteness and the invariance under block Gaussian elimination for a subclass of EH−matrices. Furthermore, we have discussed convergence of block iterative methods for linear systems with such subclass of EH−matrices. For example, we have presented the convergence of the block Jacobi method, block Gauss-Seidel method, block JOR-method, block SOR-method and block AOR-method as well. In particular, we investigated the incomplete LDU −factorization of EH−matrices, which is applied to establish some results on the convergent iterative methods.
All results proposed in this paper generalize the corresponding ones of L. Elsner and R. Nabben and answer the open problem proposed by R. Nabben in [14] .
