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Most of the approaches for diagnosis or prognosis of deteriorated reinforced concrete
(RC) structures are based on two stages: acquiring data (concrete properties, quantitative
degradation information) and then predicting the evolution of degradation by using appro-
priate models. Spatial variability of both properties and degradation processes cannot be
neglected in the lifecycle assessment and implies that (i) data should be acquired for a
representative part of the concrete surface and (ii) models should be capable of dealing
with this variability. However, the assessment and modeling of spatial variability is not a
straightforward task particularly when uncertainties affect the measurements or when the
number of measurements is limited. The present paper aims at studying the capability of
analytical carbonation models to deal with the spatial variability of model inputs in terms
of spatial correlation of model outputs. Analytical models are considered herein because
they provide practical and usual tools in engineering. This paper focuses on the case of a
RC wall exposed to atmospheric carbonation where concrete properties and carbonation
depths were measured by destructive techniques at several points over a linear portion
of a wall within the framework of the French ANR EVADEOS project. Uncertainties due to
experimental devices and procedures are estimated and propagated throughout random
field models to account for spatial variability of spatial observations. Correspondence
indexes are proposed to rank carbonation models with respect to their ability of reflecting
the observed correlation profiles of carbonation depth. It was found that, for the available
database, the proposed correspondence index that incorporates uncertainties was useful
to assess the capabilities of models to deal with the spatial variability.
Keywords: spatial correlation, uncertainty, carbonation, reinforced concrete, inspection
INTRODUCTION
Reinforced concrete (RC) is a material widely used in the construction of infrastructure and
buildings because of its relative low cost and large durability. However, there are some environmental
conditions where physical, chemical, and biological deterioration processes reduce significantly its
durability and safety (Bastidas-Arteaga et al., 2009; de Larrard et al., 2014;Marquez-Peñaranda et al.,
2016). Among these deterioration processes, atmospheric carbonation of RC structures is one of
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the major causes of depassivation and then corrosion of steel
reinforcing rebars (Ann et al., 2010). Carbonation-induced cor-
rosion damage could certainly increase in the future years by
the rise of environmental CO2 concentration inducing additional
maintenance costs (IPCC, 2013; de Larrard et al., 2014; Peng and
Stewart, 2016; Stewart et al., 2014).
Maintenance strategies of corroding RC structures aim at
predicting corrosion and planning repair operations (coating,
replacement of concrete cover, cathodic protection, etc.) in order
to maintain acceptable serviceability and safety levels. For new
or non-corroded structures, inspection, and data collection are
crucial to characterize parameters of carbonation models. The
inherent spatial variability of concrete properties and cover depth
is of prime importance and must be properly characterized and
modeled (Li, 2004; Stewart and Mullard, 2007; Peng and Stew-
art, 2014); it implies that models must be selected, on the one
hand, for representing the carbonation process and predicting
corrosion initiation. On the other hand, models must be capa-
ble of integrating the spatial variability of input and propagat-
ing it onto the output. A convenient way to characterize the
spatial variability of stationary random fields is to assess the
spatial correlation of data (Schoefs et al., 2009, 2016; O’Connor
and Kenshel, 2013; Pasqualini et al., 2013). Knowing the spatial
correlation before inspection helps to define an optimal inspec-
tion by reducing inspection cost and increasing the predictions
accuracy (Bastidas-Arteaga and Schoefs, 2012; O’Connor et al.,
2013; Gomez-Cardenas et al., 2015). Inspection or repair decision-
making can be efficiently conducted in a probabilistic context
especially when statistical and spatial variability of data have
been characterized (Stewart, 2004, 2006; Papakonstantinou and
Shinozuka, 2013). Data collected from real structures can be
perturbed by: spatial variability, measurement error, inaccuracy
of experimental devices, complexity of experimental process, etc.
Therefore, a dedicated treatment is often applied to data in order
to discard gross outliers. In addition, it is not possible to generalize
outcomes regarding spatial variability between structures even for
the samematerial property. For instance, concrete mix, execution,
and environmental conditions have an important impact on the
concrete porosity, and then, the spatial variability of porosity
between two components supposedly casted with the same con-
crete is not necessarily the same. This issue was addressed within
the framework of the ANR-EVADEOS project (funded by the
French National Research Agency) where a wide experimental
investigation was undertaken on several RC structures. Destruc-
tive and non-destructive evaluations (NDE) were performed to
estimate durability properties of concrete as well as carbonation
depth. Only results of destructive tests are considered in this
paper. Measurements were taken over a representative part of a
concrete wall.
The main objective of the present study is to the estimate the
ability of analytical carbonation models to propagate the spatial
variability of measured inputs (porosity and saturation degree).
The method relies on a comparison between simulated and mea-
sured outputs (carbonation depth). A peculiar attention is paid to
the quality of data. The effect of gross outliers on the correlation
profile of concrete properties is hence studied as well as the influ-
ence of unintended deviations in experimental measurements.
Moreover, a statistical approach is proposed to study the capa-
bility of analytical models to deal with the spatial variability.
Section “Investigated Structure” presents the studied structure
and the data collected in one experimental investigation of the
ANR-EVADEOS Project. Section “Simulation of Random Fields”
introduces the computational tools used to assess the correlation
profiles and to simulate stationary random fields. We evaluate in
Section “Uncertainties from Data and Computation” the uncer-
tainties related to experimental measures. Finally, we propose
in Section “Metrics for Estimating the Quality of the Spatial
Variability Predictions” various metrics used to evaluate and
compare the capability of analytical models to deal with spatial
variability.
INVESTIGATED STRUCTURE
The structure investigated is a concrete wall (Figure 1) built in
1979 enclosing a yard where inert wastes are stored. From car-
bonation point of view, the exposed surface of the wall represents
perfectly a vertical surface of a bridge girder or a column and can
be investigated with a lower cost. However, the wall is not cycli-
cally loaded. If the structure was subjected to external mechanical
loading, two cases may occur: (i) the loading causes significant
mechanical degradation (excessive cracking on given zones for
instance): the concrete is hence subjected to substantial supple-
mentary heterogeneity and, therefore, the methodology could
not be applied due to the non-stationarity of random fields; (ii)
the loading causes negligible or uniform degradation: the results
presented in the following would not be affected. The wall is 2.3m
high, several tens of meters long, and 20 cm width. The portion
of wall considered is East–West oriented and 3.5m length. Non-
destructive and destructivemeasurements were carried out on the
North face while only destructive measurements were carried out
on the South face. The 21 successive measurements along a single
horizontal line situated at 1.5m above the ground were located
at center of the reinforcement meshes with a constant distance
of 16 cm between measurements. These are common operational
conditions: limited number of semi-destructive tests or small
distance between tests to ensure the condition of similar exposure
zone. It was shown that second order statistical properties of the
random filed could be characterized from a single sample func-
tion (or trajectory) when using NDEs on similar exposure zones
(Schoefs et al., 2016). Concrete saturation degree and porosity
were estimated by both destructive and non-destructive tech-
niques. For the destructive tests, cores were extracted according to
EN-13791 (2007), porosity and densitywere determined following
the procedure described by NF 18-459 (2010). The distance of the
measurement line to the ground (1.5m) and to the top (0.8m) was
selected to avoid edge effects both from environmental conditions
and material variability due to concreting. Compressive strength
was estimated by non-destructive techniques (rebound hammer).
After inspection, carbonation depth was estimated from extracted
cores immediately placed into sealed plastic bags and measure-
ments were conducted in lab.
Non-destructive evaluation of the same parameters results
from a procedure combining different non-destructive tech-
nics (ultrasonic waves, radar, impact echo, surface waves, and
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FIGURE 1 | Investigated reinforced concrete wall built in 1979.
capacitive sound) by data fusion. This technique was adapted
because any of these NDEs can provide a direct measurement
of the quantities of interest. Data fusion is based on possibility
and fuzzy set theories (Dubois and Prade, 2001). Nevertheless,
the assessment of uncertainties affecting the output of the NDEs
cannot be easily and directly determined from the observations
(frequency, wave velocity, etc.), and European standards do not
address this topic yet. Since we want to analyze the capacity of
models to propagate uncertainties and spatial variability, NDEs
are, therefore, not considered in this paper.
Exposure conditions after 35 years of each wall face are rather
different and, consequently, their effect on measured quantities
(carbonation depth or saturation degree) is not negligible: on the
South side, the drying is faster and the carbonation is supposed
to be accelerated. The results indicate (Tables 1 and 2) that the
mean value of carbonation depth is 1.96 cm for North side (Side
A) and 2.42 cm for South side (Side C). It was, therefore, decided
to analyze separately the measurements obtained on each face.
SIMULATION OF RANDOM FIELDS
This paper will focus on modeling spatial variability of three
properties: concrete saturation degree, porosity and carbonation
depth. Given that many studies have been devoted to numerical
simulation of random fields—e.g., Kenshel (2009) and Schoefs
et al. (2009), this work employs well-known numerical methods
toward this aim.
A random fieldX(x,ω) is a set of randomvariablesX(ω) (where
ω denotes hazard) indexed by a parameter x (continuous or
discrete) whose values belong to Rn. In this case, x represents the
space in the horizontal direction. For a given realization ω0, X(x,
ω0) represents a sample function (or trajectory) of the random
field. This study assumes that the field is ergodic (stationary)
to be able to estimate all properties of X(x, ω) (mean, variance,
correlation length, statistical moments) from a unique sample
function X(x, ωi). We thus consider only one sample function
for each field in the following and ω is not mentioned anymore.
For each x0, X(x0) is a random variable whose probability density
TABLE 1 |Mean values of themeasurements and related uncertainties of the
saturation degree Sr, porosity Φ, and carbonation depth xc for the side A.
Abscissa (cm) Sr,m
(%)
ΔSr
(%)
Φm
(%)
ΔΦ
(%)
xc,m
(cm)
Δxc
(cm)
0 56.79 0.27 17.97 0.11 1.67 0.1
16 63.7 0.22 18.64 0.1 1.87 0.1
32 59.76 0.24 18.15 0.1 1.87 0.1
48 60.53 0.24 19.07 0.1 1.95 0.1
64 56.87 0.24 18.67 0.1 2.22 0.1
80 50.76 0.24 18.69 0.1 2.42 0.1
96 58.39 0.26 18.27 0.11 2.25 0.1
112 55.7 0.26 18.36 0.11 1.97 0.1
128 61.59 0.25 17.49 0.11 1.72 0.1
144 56.66 0.25 17.49 0.1 1.9 0.1
160 59.93 0.27 16.89 0.12 1.7 0.1
176 64.82 0.23 17.97 0.1 2.15 0.1
192 62.81 0.24 17.95 0.11 2.02 0.1
208 58.8 0.23 18.78 0.1 1.62 0.1
224 58.53 0.24 18.15 0.1 2.05 0.1
240 62.64 0.24 17.9 0.11 1.87 0.1
256 60.08 0.23 18.61 0.1 1.65 0.1
272 63.78 0.24 17.87 0.11 1.8 0.1
288 51.77 0.27 18.74 0.11 1.67 0.1
304 57.42 0.25 17.79 0.1 2.3 0.1
320 56.21 0.26 18.32 0.11 2.52 0.1
function is fX(x0) (h). The n-order spatial moment mnD and the
global statistical momentmnx0 are respectively defined as:
mnD =
lim
jDj ! 1
1
jDj
Z
D
Xn (x0)dx (1)
mnx0 = E [X
n (x0)] =
Z
<
Xn (x0)fX(x0) (h) dh (2)
where D describes the geometry of the field and < is the space of
real numbers. In the case where mnX0and fX(x0) (h) do not depend
on x0, the random field is stationary (Property P1). On the other
hand, when mnD and mnX0 are equal, the random field is ergodic
(Property P2): an ergodic field is thus stationary. Moreover, if the
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TABLE 2 |Mean values of themeasurements and related uncertainties of the
saturation degree Sr, porosity Φ, and carbonation depth xc for the side C.
Abscissa (cm) Sr,m
(%)
ΔSr
(%)
φm
(%)
Δφ
(%)
xc,m
(cm)
Δxc
(cm)
0 51.68 0.29 17.64 0.11 2.37 0.1
16 56.83 0.27 16.73 0.11 2.12 0.1
32 54.65 0.27 16.89 0.11 2.32 0.1
48 56.63 0.28 16.4 0.12 2.12 0.1
64 52.09 0.26 17.84 0.1 2.5 0.1
80 45.88 0.26 18.12 0.11 3 0.1
96 55.68 0.28 17.63 0.11 2.32 0.1
112 52.32 0.3 16.83 0.12 2.32 0.1
128 52.22 0.26 17.96 0.1 2.4 0.1
144 52.33 0.28 16.83 0.11 2.35 0.1
160 47.77 0.3 17.68 0.11 2.1 0.1
176 49.92 0.28 17.82 0.11 2.47 0.1
192 52.85 0.27 17.5 0.11 2.22 0.1
208 54.09 0.26 17.62 0.11 2.45 0.1
224 57.31 0.26 16.48 0.11 2.42 0.1
240 58.3 0.27 18.03 0.11 2.27 0.1
256 51.25 0.26 17.65 0.1 2.12 0.1
272 48.92 0.29 17.47 0.11 2.52 0.1
288 39.52 0.35 17.92 0.11 2.52 0.1
304 50.65 0.27 17.62 0.1 3.3 0.1
320 52.43 0.28 17.01 0.11 2.8 0.1
spatial variance m2D is also equal to the global statistical variance
m2X0 , the random field is second order stationary (Property P3).
In this case, the autocorrelation function ρ(x  x0) [correlation
between random variables X(x, ω) and X(x0, ω)] depends only
on the lag distance Δx= x  x0 between two positions x and x0.
Due to the fact that only one realization of each random field
is available and for the sake of simplicity, we assume that the
random fields are ergodic (P2) and Gaussian. However, additional
experimental observations are required to confirm this assump-
tion. Moreover considering more complex type of random fields
(non-stationarity or piecewise stationarity) (Schoefs et al., 2009)
is beyond the scope of this study and would complicate the com-
parison between models. That is the case for excessive cracking
on given zones. For many practical cases in civil engineering, the
amount of data is insufficient to justify or use P1 and we assume
P3 (second-order stationarity).
The autocorrelation function of a stationary random field
describes the decay of the correlation with respect to the distance
between points. Many autocorrelation functions were proposed
in the literature [see, for instance, Sudret and Der Kiureghian
(2000) and Kenshel (2009) for an overview]. These functions are
characterized by the scale fluctuation θ.
Two main procedures are reported in the literature for the esti-
mation of θ. The Maximum Likelihood Estimate method consists
in searching for the value of θ that maximizes the joint probability
density of the data, supposed to be the realizations of the same
distribution function (Li, 2004). Initially correlated according to
the ongoing value of θ, these realizations must be transformed
into uncorrelated variables so as to compute the joint probability
density as a simple product of independent standardized Gaussian
variables. The fitting method aims at assessing θ that best fits
the correlation profile ρD(Δx) obtained from the measured data
(Vanmarcke, 1983). For a one dimensional and stationary random
field, the correlation profile along the domain is determined as the
successive values of the correlation coefficient with respect to the
distance Δx between points:
ρD (Δx) =
mX
i=1
[(X (xi) mX) (X (xi + Δx) mX)] (3)
wheremX and sX are, respectively, themean and SD ofX estimated
from independent values of data andm is the number of points at
a distance Δx from each other.
Among other possible techniques (Lévy, 1965; Vanmarcke,
1983), the Karhunen–Loève expansion (Karhunen, 1947; Lévy,
1965) was used in this study to simulate a Gaussian stationary
random field:
X (x; θ) = mX + sX
nX
i=1
p
λiξi fi (x) (4)
wheren is number of terms in the truncated expansion, ξi is a stan-
dardized Gaussian random variable, λi and fi are, respectively, the
eigenvalues and eigen-functions of the autocorrelation function
ρD(Δx).
Only few papers in the literature recommend the use of a given
autocorrelation function. We propose, herein, to use an expo-
nential autocorrelation function, generally used for representing
the autocorrelation of concrete property or durability indicators
(Kenshel, 2009; Schoefs et al., 2016). Figure 2B shows that it is well
adapted in the present case also. In the case of an exponential auto-
correlation function ρ(Δx) = exp( |Δx|/b) that depends on the
correlation parameter b, the eigenvalues λi, and eigen-functions fi
are expressed under the assumption that the field is second-order
stationarity (Sudret and Der Kiureghian, 2000):
λi = 2b
  1
b2 + ω2i
 (5)
fi (x) =
8>><>>:
cos(ωix)r
a0+
sin(2ωia0)
2ωi
for i odd
sin(ωix)r
a0  sin(2ωia0)2ωi
for i even
(6)
where a0 is half the length of the domain and ωi is the solution of
the following transcendental equations:(
1
b   ω tan (ωa0) = 0 for i odd
ω   1b tan (ωa0) = 0 for i even
(7)
UNCERTAINTIES FROM DATA AND
COMPUTATION
Uncertainties from Measurements
Four types of uncertainties are described in European standard
(AFNOR X07-040-3, 2014):
(i) type A: for a large number of repeated measurements, a
statistical treatment allows to express the uncertainty as a
function of the SD;
Frontiers in Built Environment | www.frontiersin.org February 2017 | Volume 3 | Article 14
Ravahatra et al. Assessing Spatial Variability of Carbonation
FIGURE 2 | Sample function (A) and spatial correlation profiles (B) of measured saturation degree on the South face of the wall.
(ii) type B:when only fewmeasurements are available (even only
one); other ways can be alternatively employed for assessing
the uncertainty in relationship with previous similar mea-
surements, specificity of the device used, error determina-
tion of the device, etc.
(iii) combined: a possible combination of the two previous types
of uncertainty; and
(iv) expanded standard uncertainties: a combined uncertainty
weighted by a coefficient.
Within this study, the experimental parameters affected by
uncertainties are those measured once at different locations of
the wall from extracted cores: porosity, saturation degree, and
carbonation depth. Porosity and saturation degree are estimated
as a function f (mk) of nm different mass measurements mk of the
core: as such, after complete drying and after complete saturation
(mass measured in air or in water). The electronic balance has a
known determination error Δm and consecutively uncertainty
on the mass measurement is um = Δm/
p
3. The uncertainty on the
saturation degree or the porosity, uf, is then expressed as:
uf = um
vuut nmX
k=1

@f
@mk
2
(8)
The carbonation depth was measured visually with a determi-
nation errorΔxc depending from the operator. The uncertainty
affecting the carbonation depth is then uxc = Δxc=
p
3.
Gross Outliers
A primary treatment for the collected data was carried out in
order to discard the gross outliers related to particular measure-
ment conditions: the value exceeds the quality requirement [for
instance, the discrepancy with other values is greater than three
times the SD (Boéro et al., 2009; Pasqualini et al., 2013)], or
the value appears to have no physical meaning (for instance,
the magnitude of corrosion rate is negative). In case of spatial
variability, the spatial evolution of measured values is not chaotic
and consecutive values should stay in a given range.
Figure 2A depicts the sample function of measurements of sat-
uration degree from destructive tests on the South face of the wall.
It is noted that the value at the abscissa 336 cm is a gross outlier
with respect to the valuesmeasured in other locations. Accounting
for this value in the calculation of the correlation profile leads
to significant and meaningless negative values of the correlation
coefficient as it can be seen in Figure 2B. Once this value has been
removed, the correlation profile seems more relevant although
some oscillation remains with still negative values. These negative
correlation coefficient values have been also reported when the
evaluation is performed with limited data (Pasqualini et al., 2013).
Uncertainty of Assessment for Correlation
Coefficient
The correlation profile of data is estimated according to Eq. 3 and
its accuracy depends on the number m of couples of measure-
ments available for a distance Δx between points. A larger number
of couples reduces the statistical uncertainty. Since repeated values
of measurements are used in this work to assess the correlation
coefficient of each distance between points, it can be deemed that
uncertainty on spatial correlation belongs to type A of uncer-
tainties as described in European Standard. Nevertheless, a direct
statistical treatment of spatial correlation is not possible from only
one sample function of data. A numerical investigation is hence
carried out in order to compute themean and SDof the correlation
coefficient when a large number of sample functions is available
and in terms ofm.
Using Karhunen–Loeve expansion for an exponential autocor-
relation function, nt = 500 sample functions are simulated for
each experimental parameter. Also, n= 100 points of measure-
ments per sample function are generated (the number of points
of measurement for each sample function is n= 21 for the exper-
imental data). For each sample function, it is possible to compute
a spatial correlation at each distance Δx and therefore to estimate
nt correlation coefficients b with a SD computed as:
σt (Δx) =
vuut 1
nt
ntX
i=1

ρD;i (Δx)  μt (Δx)

(9)
with: μt (Δx) =
1
nt
ntX
i=1
ρD;i (Δx) (10)
Frontiers in Built Environment | www.frontiersin.org February 2017 | Volume 3 | Article 15
Ravahatra et al. Assessing Spatial Variability of Carbonation
The following procedure was applied to assess how the num-
ber m, or indirectly the number of n points in the sample
function, impacts the SD σt(Δx). For each sample function,
the correlation profile is computed considering that a set of
nr points among n is removed from the sample function. All
possible sets of nr points are accounted for, and an average
correlation profile is determined for the same sample func-
tion. Equations 9 and 10 are then used to compute the mean
and SD of ρD(Δx) with n–nr points for all the sample func-
tions. Experimental data are sample functions of 21 points;
therefore, the corresponding SDs of ρD(Δx) were supplied by
removing 79 points from an initial sample function of 100
points. The combined uncertainty on ρD(Δx) is then simply
uρD(Δx) = σt (Δx)=
pm.
METRICS FOR ESTIMATING THE QUALITY
OF THE SPATIAL VARIABILITY
PREDICTIONS
This section proposes quality indicators to analyze the ability of
predictive models to represent the spatial correlation of degra-
dation indicators (carbonation depth). The idea is to quantify
how well the spatial correlation of the degradation estimated
by the propagation of uncertain measured data through models
fits the spatial correlation of the measured degradation. In the
aforementioned on-site investigation, each extracted core was
divided into three zones, namely, A, B, and C (Figure 1). Sides
A and C comprised the edges of the concrete wall exposed to
the atmosphere while B was the inner part of the wall. As the
carbonation depth is thematter of interest andwas not detected on
the portion B, only the destructive measurements on sides A and
C are considered in this study. The mean values and their related
uncertainties are reported in Tables 1 and 2.
Perfect Measurements
Under the assumption of perfect measurements (Schoefs et al.,
2009), mean values of measurements reported in Tables 1
and 2 were used as input parameters of the four considered
carbonation models: Hyvert (Hyvert et al., 2010); Miragliotta
(Miragliotta, 2000); Ying-Yu (Ying-Yu and Qui-Dong, 1987); and
Papadakis (Papadakis et al., 1991). Only one sample function of
the carbonation depth and subsequent correlation profile were
hence computed from each carbonation model (at exposure time
texp = 35 years) and compared to the correlation profile of the
experimental data. Taking into account the lag ερ(Δxi) between
points of the two correlation profiles at the same distance Δxi
(see Figure 3 for the Hyvert model), a normalized scalar metric
is proposed as:
ICM = 1  14n
nP
i=1
[ερ (Δxi)]2 0  ερ (Δxi)  2 (11)
Since ρ takes values between 1 and 1, ερ(Δxi) can vary from
0 (best situation) to 2 (worst situation), the so-called “correspon-
dence index” varies from 0 to 1.
Table 3 provides the ranking of models using this metric. A
slight difference appears between the ranking for the sides A and
TABLE 3 | Correspondence index for perfect measurement.
Carbonation model Side A Rank Side C Rank
Hyvert (Hyvert et al., 2010) 0.9911 3 0.9935 2
Miragliotta (Miragliotta, 2000) 0.9898 4 0.992 4
Ying-Yu (Ying-Yu and Qui-Dong, 1987) 0.9928 1 0.9939 1
Papadakis (Papadakis et al., 1991) 0.9925 2 0.9929 3
C for Hyvert and Papadakis models. Nevertheless, these results
indicate that this metric does not discriminate efficiently the
models because all values are close to 0.99.
Uncertain Measurements
Measurements uncertainty was represented by uniform distribu-
tions centered at themeasured (mean) values for each investigated
point along the wall for the saturation degree and porosity: Sr 2
bSr;mΔSrc and φ 2 [φm  Δφ]. Karhunen–Loève expansionwas
used to simulate 1,000 sample functions of these input parameters
that were then used to compute sample functions of carbona-
tion depth at texp = 35 years. Similarly, 1,000 sample functions of
experimental carbonation depth were directly sampled according
to a uniform distribution of xc, xc 2 bxc;m  Δxcc centered on
experimental data.
Simulated correlation profiles of xc, ρD(Δx), were estimated
from these sample functions according to Eq. 3. Figures 3 and
4 illustrate these correlation values for two carbonation models.
Uncertainty due to the numerical inaccuracy in the computa-
tion of the experimental correlation profiles (see Uncertainty
of Assessment for Correlation Coefficient) is also added to the
global uncertainties represented by up and down doted lines. It
is noted that values corresponding to experimental correlation
profiles are more sprayed, for the same lag distance Δx, than those
computed from model output. This is due to the fact that the
coefficient of variation of the carbonation depth is lower when
computed from the rather narrow range of variation of input
parameters, than when calculated from experimental carbonation
depth. When comparing Figures 3 and 4, it can be seen that
this variation depends also on the considered model; for the
considered models, the propagation of the same uncertainties of
input parameters leads to a wider dispersion for the Papadakis
model.
From Figures 3 and 4, two correspondence indices can be
defined based now on the overlapping of the correlation profiles
obtained, respectively, bymodels and direct assessment.While the
first one (ICM,mes) considers only measurement uncertainty, the
second one (ICM,global) adds global uncertainties. Both indices are
estimated according to the following procedure:
1. for each distance Δxi, let nmes,i and nglobal,i be the number of
values of spatial correlations which satisfy to:
min(ρmes,i)  ρmod,i
 max(ρmes,i) for measurement uncertainty
min(ρglobal,i)  ρmod,i
 max(ρglobal,i) for global uncertainty
(12)
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FIGURE 3 | Experimental correlation profiles and profiles obtained by the Hyvert model. (A) Side A. (B) Side C.
FIGURE 4 | Experimental correlation profiles and profiles obtained by the Papadakis model. (A) Side A. (B) Side C.
TABLE 4 | Rank of the models according to ICM,mes and ICM,global.
Model Side A Side C
ICM,mes Rank ICM,global Rank ICM,mes Rank ICM,global Rank
Hyvert (Hyvert et al., 2010) 0.5 1 0.74 1 0.25 3 0.67 1
Papadakis (Papadakis et al., 1991) 0.36 3 0.69 3 0.26 2 0.49 4
Ying-Yu (Ying-Yu and Qui-Dong, 1987) 0.25 4 0.6 4 0.3 1 0.62 2
Miragliotta (Miragliotta, 2000) 0.5 2 0.72 2 0.23 4 0.57 3
2. if N is the total number of spatial correlation profiles, two
correspondence marks could be defined for each distance Δxi:
Tmes,i =
nmes,i
N for measurement uncertainty
Tglobal,i =
nglobal,i
N for global uncertainty
(13)
3. the correspondence indices can be expressed as follows, where
n is the number of evaluation points:
ICM,mes =
1
n
nX
i
Tmes,i for measurement uncertainty
ICM,global =
1
n
nX
i
Tglobal,i for global uncertainty
(14)
Table 4 summarizes the ranking of the models according to
ICM,mes and ICM,global. Not surprisingly, the values of ICM,global,
encompassing the effect of numerical inaccuracy in the com-
putation of the correlation coefficients, are larger than those of
ICM,mes. Both indices provide the same ranking for the models
for side A. Nevertheless, for the side C, most part of correlation
profiles obtained by models are negative whereas those deduced
from carbonation depth measurement remain largely positive
(Figures 3 and 4). Excepting Ying-Yu (Ying-Yu and Qui-Dong,
1987) model, all the values of ICM,mes and ICM,global were signifi-
cantly reducedmeaning that themodels are less useful to represent
the spatial variability of side C. In comparison with the ICM metric
established without accounting for uncertainties (Eq. 11), it is
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forth noting that ICM,mes and ICM,global are more efficient metrics
to discriminate models once uncertainties are accounted for.
According to Table 4, Hyvert model seems to be more appro-
priate to represent spatial variability, excepting for the side C
whennumerical inaccuracy for the computation is not considered.
Miragliottamodel appears also relevant in its capability to transfer
the spatial variability for the side A, but it should be discarded
for the side C. Due to their exposure to rain, sun, and wind,
sides A and C of the wall experienced different behavior regarding
carbonation, despite the fact that concrete properties should be
the same (concrete pouring was naturally simultaneous for both
sides). It seems that exposure effect, combined to the initial spatial
variability of concrete properties, considerably modified spatial
variability of deterioration processes. It can be deemed in addition
that concrete aging is also altered by exposure conditions impact-
ing the initial spatial variability. These considerations could partly
explain the discrepancy of the model performance as function of
the side considered.
CONCLUSION
The spatial variability of degradation processes (chlorination, car-
bonation, depassivation of steel reinforcing bars, etc.) has to be
considered for structural inspection, diagnosis, and maintenance.
Indeed, when the maintenance strategy is risk-based, which is a
global trend nowadays, assessing the probability of depassivation
over a global surface of a concrete wall or structure can help to
define a portion of that surface presenting a substantial risk and
then prescribe appropriate maintenance measures. The proba-
bilistic assessment must be based on a more or less refined knowl-
edge of the spatial correlation existing in concrete cover depth,
concrete properties (for instance porosity), and state indicators
(for instance saturation degree). Theoretical considerations were
developed from decades to represent this spatial variability within
the rational framework of the stochastic finite element method.
The probabilistic assessment combines these stochastic methods
with deterioration (carbonation) models to estimate failure risks.
Carbonationmodels could takemore or less complex analytical or
numerical forms.
This paper estimated the capability of one-dimension analyt-
ical carbonation models to deal with spatial variability based
on in-field data. The database contains some input and output
model parameters determined from destructive testing on cores
extracted from an enclosure wall. The correlation profiles of the
carbonation depth either obtained from the measurements or
computed thanks to the experimental input used in the mod-
els were established. Two normalized so-called correspondence
indices were proposed based on (i) the “distance” between pro-
files for perfect measurements or (ii) the “overlapping” of sim-
ulated and experimental data for uncertain measurements. The
correspondence index determined without accounting for uncer-
tainties is not relevant in practice because it does not allow the
models to be properly discriminated. Contrarily, the correspon-
dence index incorporating uncertainties reveals clearly the various
capabilities of models to transfer the spatial variability from input
to output, compared to the experimental one. It was found that
some models are more or less appropriate to propagate spatial
variability depending on the exposure conditions. However, it
was not possible to establish a unique ranking from the existing
database because carbonation processes were influenced by envi-
ronmental conditions that differ for each side of the wall. It can
be, therefore, concluded that the proposed methodology allows
determining the capability of carbonation models to deal with
uncertainties and spatial variability as a function of the exposure
zone. More experimental data are required for generalization
purposes.
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