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Abstract
We consider the Dirichlet problem u + λu + |u|2∗−2u = 0 in , u = 0 on ∂
where  is a bounded smooth domain in RN, N  4, and 2∗ = 2N/(N − 2) is
the critical Sobolev exponent. We show that if is invariant under an orthogonal
involution then, for λ > 0 sufficiently small, there is an effect of the equivariant
topology of  on the number of solutions which change sign exactly once.
Mathematics Subject Classification: 35J65, 35J20
1. Introduction
Consider the problem
(℘λ)
{
u + λu + |u|2∗−2u = 0 in ,
u = 0 on ∂,
where  is a bounded smooth domain in RN, N  3, 2∗ = 2N/(N − 2), and λ ∈ R. We
are interested in solutions to this problem which change sign exactly once, that is, solutions u
such that \u−1(0) has exactly two connected components, u is positive in one of them and
negative in the other.
Let us first recall some well-known facts. If λ = 0, this problem does not have a least
energy solution, and it does not have a nontrivial solution, if  is strictly starshaped and λ  0
[11]. In contrast with this situation, Bre´zis and Nirenberg [2] showed that there is at least one
3 Research partially supported by CONACYT, Me´xico, under grant 28031-E.
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positive solution of (℘λ) if N  4 and 0 < λ < λ1(), where λ1() is the first eigenvalue of
− on  with boundary condition u = 0. Furthermore, it was shown by Rey [12] for N  5
and Lazzo [10] for N  4 that there is an effect of the domain topology on the number of low
energy positive solutions of this problem, namely, they showed that there is a 0 < λ¯ < λ1()
such that (℘λ) has at least cat() positive solutions for all 0 < λ < λ¯, where cat() is the
Lusternik–Schnirelmann category of .
The first result about sign changing solutions is due to Cerami et al [5] who showed the
existence of a pair of least energy sign changing solutions if N  6 and 0 < λ < λ1().
These solutions change sign exactly once. Similar results were obtained by Zhang [18] and
Tarantello [16].
Some multiplicity results for sign changing solutions are also known. Cerami et al [5]
showed the existence of infinitely many radially symmetric solutions on a ball for N  7 and
0 < λ < λ1(). For domains with some special kind of symmetries, Fortunato and Jannelli
[8] showed the existence of solutions with arbitrarily large energy for N  4 and λ > 0.
However, these solutions change sign many times.
Here, we shall obtain a multiplicity result for solutions which change sign exactly once.
We shall consider symmetric domains and prove that, as for positive solutions, there is also an
effect of the domain topology on the number of such solutions. More precisely, we consider
the problem
(℘τλ)


u + λu + |u|2∗−2u = 0 in ,
u = 0 on ∂,
u(τx) = −u(x) for all x ∈ ,
where τ is a nontrivial orthogonal involution, that is, an orthogonal linear transformation of
R
N such that τ = I and τ 2 = I, I being the identity of RN, and  is a bounded smooth
domain in RN which is τ -invariant, that is, τx ∈  if x ∈ . This includes, e.g. domains
 which are symmetric with respect to the origin (i.e. such that x ∈  iff −x ∈ ), as well
as cylindrical or rotationally invariant domains as those considered by Fortunato and Jannelli.
We shall prove the following.
Theorem 1. If N  4 then, for every 0 < λ < λ1(), problem (℘τλ) has at least one pair of
solutions which change sign exactly once.
Theorem 2. If N  4 then there is a 0 < λ∗ < λ1() such that, for each 0 < λ < λ∗,
problem (℘τλ) has at least τ -cat(\τ) pairs of solutions which change sign exactly once.
Here, τ = {x ∈  : τx = x} is the set of fixed points of the involution τ, and τ -cat
is the Gτ -equivariant Lusternik–Schnirelmann category for the group Gτ = {I, τ }. In many
cases, the equivariant category turns out to be larger than the nonequivariant one. For example,
for the unit sphere SN−1 in RN and τ = −I, τ -cat(SN−1) = N whereas cat(SN−1) = 2. Thus,
theorem 2 provides many solutions for some domains like the following.
Corollary 3. Let  be symmetric with respect to the origin and such that 0 /∈ . Assume
further that there is an odd map ϕ : SN−1 → . Then if N  4 there is a 0 < λ∗ < λ1()
such that, for each 0 < λ < λ∗, problem (℘λ) has at least N pairs of odd solutions which
change sign exactly once.
Theorem 1 is a special case of a result due to Hebey and Vaugon [9] who gave a condition for
the existence of a least energy τ -antisymmetric solution (i.e. a solution u such that u◦τ = −u)
for a larger class of problems. But theorem 2 says more: it says that for λ small enough there
is an effect of the Gτ -equivariant topology of the domain on the number of τ -antisymmetric
solutions which change sign exactly once.
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The solutions provided by theorems 1 and 2 concentrate at symmetric points of the domain
as λ → 0. We shall show the following to hold.
Theorem 4. Let N  4, let (λk) be a sequence of positive numbers such that λk → 0. The
solutions uk to the problem (℘τλk ) provided by theorems 1 and 2 satisfy the following: there is
a sequence of points (yk) in  and a sequence of positive real numbers (εk) such that
(i) (εk)−1dist(yk, ∂) → ∞ as k → ∞,
(ii) yk = τyk for all k ∈ N, and ε−1k |yk − τyk| → ∞ as k → ∞,
(iii) uk = aN
[(
εk
ε2k + |x − yk|2
)(N−2)/2
−
(
εk
ε2k + |x − τyk|2
)(N−2)/2]
+ o(1),
where aN = [N(N − 2)](N−2)/4 and o(1) → 0 in D1,2(RN) as k → ∞.
This paper is organized as follows. In section 2, we describe the variational setting for
problem (℘τλ). In section 3, we state a global compactness result for this problem, deduce some
consequences of it, and prove theorem 1. Section 4 is devoted to the proof of theorems 2 and 4.
Finally, in section 5 we prove the global compactness result stated in section 3 which provides
a precise description of all Palais–Smale sequences for the variational problem associated
to (℘τλ).
2. The variational problem
We assume throughout that 0  λ < λ1(). We write p = 2∗ = 2N/(N − 2), and denote
‖u‖2λ =
∫

|∇u|2 − λu2 and |u|pp =
∫

|u|p.
Observe that, since 0  λ < λ1(), ‖u‖λ is a norm in the Sobolev space H 10 () which is
equivalent to the usual one.
The (classical) solutions of problem (℘λ) are the critical points of the energy functional
Eλ(u) = 12‖u‖
2
λ −
1
p
|u|pp
defined on H 10 (). The nontrivial critical points of Eλ lie in the Nehari manifold
Nλ = {u ∈ H 10 () : u = 0,DEλ(u)u = 0}
= {u ∈ H 10 () : u = 0, ‖u‖2λ = |u|pp}.
This is a manifold of class C1 which is radially diffeomorphic to the unit sphere in H 10 ()
[17, lemma 4.1].
The involution τ of  induces an orthogonal involution of H 10 (), which we also denote
by τ, as follows: for each u ∈ H 10 () we define τu ∈ H 10 () by
(τu)(x) = −u(τx).
The solutions of problem (℘τλ) are the critical points of Eλ which lie in the closed linear
subspace
H 10 ()
τ = {u ∈ H 10 () : τu = u}
of H 10 (). Observe that Eλ(τu) = Eλ(u) and that ∇Eλ(τu) = τ∇Eλ(u). Thus τ∇Eλ(u) =
∇Eλ(u) if τu = u. Therefore, the nontrivial solutions of (℘τλ) are the critical points of the
restriction of Eλ to the τ -invariant Nehari manifold
N τλ = {u ∈ Nλ : τu = u} = Nλ ∩ H 10 ()τ .
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Let
µλ = µλ() = infNλ Eλ and µ
τ
λ = µτλ() = infN τλ Eλ.
If λ = 0 then µ0() = (1/N)SN/2 where S is the best Sobolev constant for the imbedding of
H 10 () into L2
∗
(). In particular, µ0 is independent of  and, due to the maximum principle,
it is not achieved by E0 onN0 if  = RN . On the other hand, if N  4, Bre´zis and Nirenberg
[2] showed that, for 0 < λ < λ1() and any bounded domain ,
µλ() < µ0 = 1
N
SN/2
and that µλ() is achieved by Eλ on Nλ. Moreover,
lim
λ→0
µλ = 1
N
SN/2.
Proposition 5. Let N  4. For every 0 < λ < λ1(), the following holds
2µλ  µτλ < µτ0 =
2
N
SN/2.
Moreover, µτ0 = (2/N)SN/2 is not achieved by E0 on N τ0 .
Proof. Let u± = ±max{±u, 0}. Observe that, if u = τu, then ‖u+‖2λ = ‖u−‖2λ and
|u+|pp = |u−|pp. So, if u ∈ N τλ then u+, u− ∈ Nλ and
Eλ(u) = Eλ(u+) + Eλ(u−)  2µλ.
This shows that 2µλ  µτλ for every 0  λ < λ1(). To prove the second inequality, choose
x ∈  with τx = x, and r > 0 so that Br(x) ⊂  and Br(x) ∩ Br(τx) = ∅, where Br(ξ)
denotes the open ball in RN with centre ξ and radius r . For 0 < λ < λ1(), let uλ,r be the
positive ground state solution of the problem
(℘λ,r )
{
u + λu + |u|2∗−2u = 0 in Br(0),
u = 0 on ∂Br(0).
Then ‖uλ,r‖2λ = |uλ,r |pp and, since uλ,r is radially symmetric,
u = uλ,r (· − x) − uλ,r (· − τx) ∈ N τλ .
Thus,
µτλ  Eλ(u) = 2Eλ(uλ,r ) <
2
N
SN/2.
To show that µτ0  (2/N)SN/2 we take a minimizing sequence for problem (℘0,r ) consisting
of positive functions, i.e.
uk ∈ H 10 (Br(0)), ‖uk‖2 = |uk|pp, uk = u+k , lim
k→∞
E0(uk) = 1
N
SN/2.
Then, vk = uk(· − x) − uk(· + x) ∈ N τ0 and
µτ0  lim
k→∞
E0(vk) = lim
k→∞
2E0(uk) = 2
N
SN/2.
To prove the last assertion, we argue by contradiction. If u ∈ N τ0 were such that E0(u) =
(2/N)SN/2 then, since u+, u− ∈ N0 and E0(u) = E0(u+) + E0(u−), it would follow that
E0(u
+) = E0(u−) = (1/N)SN/2. But (1/N)SN/2 is not achieved by E0 on N0. Therefore,
(2/N)SN/2 is not achieved by E0 on N τ0 . 
Let u be solution of problem (℘λ). Then it is of class C2. One says that u changes sign
n times if the set {x ∈  : u(x) = 0} has n + 1 connected components. If u is a solution of
problem (℘τλ), then it changes sign an odd number of times.
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Proposition 6. If u is a solution of problem (℘τλ) which changes sign 2m − 1 times, then
Eλ(u)  mµτλ.
Proof. The set {x ∈  : u(x) > 0} has m connected components A1, . . . , Am. Let
ui(x) = u(x) if x ∈ Ai ∪ τAi and ui(x) = 0, otherwise. Since u is a critical point of Eλ,
DEλ(u)ui =
∫

(∇u∇ui − λuui − |u|p−2uui) = ‖ui‖2λ − |ui |pp = 0.
Thus, ui ∈ N τλ for all i = 1, . . . , m, and
Eλ(u) = Eλ(u1) + · · · + Eλ(um)  mµτλ. 
3. A compactness condition
We recall that a sequence (uk) in H 10 () such that
Eλ(uk) → c, ‖DEλ(uk)‖H−1() → 0
as k → ∞ is called a Palais–Smale sequence (PS-sequence for short) for Eλ at the level c.
Struwe has given a complete description of all PS-sequences for Eλ [13, 14, theorem 3.1]. For
PS-sequences in H 10 ()τ a more precise description may be given as follows.
Theorem 7. Let (uk) be a PS-sequence for Eλ such that uk ∈ H 10 ()τ . Then, after replacing
(uk) by a subsequence if necessary, there exist a solution u of problem (℘τλ), two numbers
m1,m2  0 and, for each 1  i  m = m1 + m2, a sequence (yi,k) in , a sequence (εi,k) in
(0,∞), and a solution (u˜i) of the limiting problem
(℘∞)
{
u + |u|2∗−2u = 0 in RN,
u(x) → 0 as |x| → 0,
such that
(i) ε−1i,k dist(yi,k, ∂) → ∞ as k → ∞ for each i = 1, . . . , m,
(ii) τyi,k = yi,k and ε−1i,k |yi,k − τyi,k| → ∞ as k → ∞ for each i = 1, . . . , m1,
(iii) τyi,k = yi,k and τ u˜i = u˜i for i = m1 + 1, . . . , m, for all k ∈ N,
(iv) uk = u +
m1∑
i=1
ε
(2−N)/2
i,k
[
u˜i
( · − yi,k
εi,k
)
+ (τ u˜i)
( · − τyi,k
εi,k
)]
+
m∑
i=m1+1
ε
(2−N)/2
i,k u˜i
( · − yi,k
εi,k
)
+ o(1),
where o(1) → 0 in D1,2(RN) as k → ∞,
(v) Eλ(uk) → Eλ(u) + 2
∑m1
i=1 E0(u˜i) +
∑m
i=m1+1 E0(u˜i) as k → ∞.
The proof goes along the lines of [3, theorem 1]. We postpone it to section 5. Now we
point out some consequences which are relevant to our purposes.
We say that Eλ satisfies the τ -PS condition (PS)τc at the level c if every sequence (uk) such
that
uk ∈ H 10 ()τ , Eλ(uk) → c and ‖DEλ(uk)‖H−1() → 0 as k → ∞,
has a convergent subsequence. An immediate consequence of theorem 7 is the following.
Corollary 8. Eλ satisfies (PS)τc at every c < (2/N)SN/2.
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Proof. If u˜ is a nontrivial solution of problem (℘∞) then E0(u˜)  (1/N)SN/2. If, furthermore,
τ u˜ = u˜ then E0(u˜)  (2/N)SN/2. So, if (uk) is a PS-sequence at the level c such that
uk ∈ H 10 ()τ , both numbers m1 and m2 provided by theorem 7 must be cero. Hence, up to a
subsequence, uk → u. 
Recall that, up to sign, the nontrivial least energy solutions of the limiting problem (℘∞)
are the instantons
Uε,z(x) = aN
(
ε
ε2 + |x − z|2
)(N−2)/2
, aN = [N(N − 2)](N−2)/4, ε > 0, z ∈ RN,
cf [1, 15]. They satisfy∫
RN
|∇Uε,z|2 = SN/2 =
∫
RN
|Uε,z|2∗ .
Another consequence of theorem 7 is the following.
Corollary 9. If (uk) is a PS-sequence for E0 in H 10 ()τ such that E0(uk) → (2/N)SN/2 then
there is a sequence of points (yk) in  and a sequence of positive real numbers (εk) such that
(i) (εk)−1dist(yk, ∂) → ∞ as k → ∞,
(ii) yk = τyk for all k ∈ N, and ε−1k |yk − τyk| → ∞ as k → ∞,
(iii) ‖uk − Uεk,yk + Uεk,τyk‖ → 0 in D1,2(RN) as k → ∞.
Proof. If there were a solution u˜ of (℘∞) such that τ u˜ = u˜ and E0(u˜) = (2/N)SN/2 then∫
RN
|∇u˜±|2 = SN/2 =
∫
RN
|u˜±|2∗ .
Thus, u˜+ and u˜− would be solutions of (℘∞) which vanish in some open subset of RN .
This is a contradiction. Therefore, every solution u˜ of (℘∞) such that τ u˜ = u˜ must satisfy
E0(u˜) > (2/N)SN/2. On the other hand, we have shown (proposition 5) that problem (℘τ0 )
does not have a nontrivial least energy solution in . So theorem 7 implies the result. 
Proof of theorem 1. Take a minimizing sequence (uk) for Eλ onN τλ . By Ekeland’s variational
principle [7, 17, theorem 8.5], we may assume that it is a PS-sequence. Proposition 5 and
corollary 8 yield the existence of a minimum of Eλ on N τλ , and proposition 6 asserts that it
changes sign exactly once. 
4. The effect of the domain
We recall some facts about equivariant Lusternik–Schnirelmann theory. If G is a compact Lie
group, then a G-space is a topological space X with a continuous G-action G × X → X,
(g, x) → gx. A G-map is a continuous function f : X → Y between G-spaces X and Y
which is compatible with the G-actions, i.e. f (gx) = gf (x) for all x ∈ X, g ∈ G. Two
G-maps f0, f1 : X → Y are G-homotopic if there is a homotopy 
 : X × [0, 1] → Y such
that 
(x, 0) = f0(x), 
(x, 1) = f1(x) and 
(gx, t) = g
(x, t) for all x ∈ X, g ∈ G,
t ∈ [0, 1]. A subset A of a X is G-invariant if ga ∈ A for every a ∈ A, g ∈ G. The G-orbit
of a point x ∈ X is the set Gx = {gx : g ∈ G}. A detailed discussion on G-spaces may be
found, e.g. in [6].
In our applications, G will be the group with two elements, acting as Gτ = {I, τ } on ,
and as Z/2 = {1,−1} by multiplication on the Nehari manifold N τλ . The energy functional
Eλ : N τλ → R is a Z/2-map for this action, in other words, it is an even functional.
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Definition 10. The G-category of a G-map f : X → Y is the smallest number k = G-cat(f )
of open G-invariant subsets X1, . . . , Xk of X which cover X and which have the property
that, for each i = 1, . . . , k, there is a point yi ∈ Y and a G-map αi : Xi → Gyi ⊂ Y
such that the restriction of f to Xi is G-homotopic to αi . If no such covering exists we define
G-cat(f ) = ∞.
If A is a G-subset of X and ι : A ↪→ X is the inclusion map we write
G-catX(A) = G-cat(ι) and G-cat(X) = G-catX(X).
The following properties can be easily verified.
Lemma 11.
(a) If f : X → Y and h : Y → Z are G-maps then
G-cat(h ◦ f )  min{G-cat(f ),G-cat(h)}.
In particular, G-cat(h ◦ f )  G-cat(Y ).
(b) If f0, f1 : X → Y are G-homotopic then G-cat(f0) = G-cat(f1).
Equivariant Lusternik–Schnirelmann category provides a lower bound for the number of
critical G-orbits of a G-invariant functional. The following result is well known (see, e.g.
[4, theorem 1.1; 14, theorem 5.7]).
Theorem 12. Let φ : M → R be an even C1-functional on a complete C1,1-submanifold M
of a Banach space which is symmetric with respect to the origin. Assume that φ is bounded
below and satisfies the PS condition (PS)c for every c  d. Then φ has at least Z/2-cat(φd)
antipodal pairs {u,−u} of critical points with critical values φ(±u)  d.
Here, φd stands, as usual, for the sublevel set
φd = {u ∈ M : φ(u)  d}
and the group Z/2 = {1,−1} acts by multiplication on V . There is a similar result for arbitrary
group actions [4, theorem 1.1].
Coming back to our problem, we assume from now on that N  4 and 0 < λ < λ1().
Given r > 0 let
−r = {x ∈  : dist(x, ∂ ∪ τ)  r},
+r = {x ∈ RN : dist(x,)  r},
where τ = {x ∈  : τx = x}. Fix r > 0 such that the inclusion maps −r ↪→ \τ and
 ↪→ +r are Gτ -homotopy equivalences where Gτ = {I, τ }. We shall start by proving the
following.
Proposition 13. Let N  4. There is a 0 < λ∗ < λ1() and, for each 0 < λ < λ∗, there is a
µτλ < dλ < (2/N)SN/2 and two maps
−r
αλ−→ N τλ ∩ Edλλ
βλ−→ +r
such that αλ(τx) = −αλ(x), βλ(−u) = τβλ(u), and βλ ◦αλ is Gτ -homotopic to the inclusion
map −r ↪→ +r .
For the proof we need the following lemmas. Consider the baricenter map
β : H 10 ()\{0} → RN ,
β(u) =
∫
RN
|u(x)|px dx∫
RN
|u(x)|p dx .
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Lemma 14. Given r > 0 there exists κ > 0 such that, if u ∈ N τ0 and E0(u) 
(2/N)SN/2 + 2κ , then
β(u+) ∈ +r .
Proof. We argue by contradiction. Assume that for every k ∈ N there is a uk ∈ N τ0 such that
β(u+k ) ∈ +r and E0(uk)  (2/N)SN/2 + (1/2k). Then (u+k ) is a minimizing sequence for E0
in N0. By Ekeland’s variational principle [7, 17, theorem 8.5] we may assume that (u+k ) is a
PS-sequence. Thus, by Struwe’s theorem [13, 14, theorem 3.1], there are sequences (yk) in 
and (εk) in (0,∞) such that
‖u+k − Uεk,yk‖ → 0 in D1,2(RN) as k → ∞.
Therefore,
|β(u+k ) − β(Uεk,yk )| = |β(u+k ) − yk| → 0 as k → ∞,
contradicting our assumption that β(u+k ) ∈ +r . 
Let ρλ : H 10 ()\{0} → Nλ be the radial projection onto the Nehari manifold, i.e.
ρλ(u) = ‖u‖
(N−2)/2
λ
|u|N/2p
u.
Lemma 15. For every κ > 0 there is a 0 < λ∗ < λ1() such that, for each 0 < λ < λ∗, the
following holds:
(a) If u ∈ N τλ is such that Eλ(u)  µτλ + κ then ρ0(u) ∈ N τ0 is such that E0(ρ0(u)) 
(2/N)SN/2 + 2κ .
(b) (2/N)SN/2  µτλ + κ .
Proof.
(a) If u ∈ Nλ then
ρ0(u) = ‖u‖
(N−2)/2
|u|N/2p
u =
( ‖u‖
‖u‖λ
)(N−2)/2
u.
Let θ > 0 be such that (1 + θ)N/2((2/N)SN/2 + κ)  (2/N)SN/2 + 2κ . Then, if
λ  (θ/(1 + θ))λ1() and Eλ(u)  µτλ + κ ,
E0(ρ0(u)) = 1
N
( ‖u‖
‖u‖λ
)N−2
‖u‖2
= 1
N
( ‖u‖
‖u‖λ
)N
‖u‖2λ

(
λ1()
λ1() − λ
)N/2 1
N
‖u‖2λ
 (1 + θ)N/2Eλ(u)
 2
N
SN/2 + 2κ.
(b) By proposition 5, 2µλ  µτλ < (2/N)SN/2. Since µλ → (1/N)SN/2 as λ → 0 there
exists 0 < λ∗  (θ/(1 + θ))λ1() such that
2
N
SN/2 − µτλ < κ,
if 0 < λ < λ∗. 
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We are ready to prove proposition 13.
Proof of proposition 13. For κ > 0 as in lemma 14 choose λ∗ as in proposition 15. Fix
0 < λ < λ∗ and let uλ,r be the positive ground state solution of the problem
(℘λ,r )
{
u + λu + |u|2∗−2u = 0 in Br(0),
u = 0 on ∂Br(0).
Choose dλ such that 2Eλ(uλ,r ) < dλ < (2/N)SN/2 and define
αλ : 
−
r → N τλ ∩ Edλλ , αλ(x) = uλ,r (· − x) − uλ,r (· − τx),
βλ : N τλ ∩ Edλλ → +r , βλ(u) = β(ρ0(u)+) = β(u+).
These maps have obviously the desired properties. 
Proof of theorem 2. Let 0 < λ∗ < λ1() and, for 0 < λ < λ∗, let µτλ < dλ < (2/N)S(N/2)
be as in proposition 13. Since Eλ : N τλ → R is even, bounded below and satisfies (PS)τc for
c < (2/N)SN/2 it follows from theorem 12 that Eλ has at least Z/2-cat(N τλ ∩ Edλλ ) pairs ±u
of critical points in N τλ with Eλ(±u)  dλ where Z/2 = {1,−1} acts by multiplication on
N τλ ∩ Edλλ . On the other hand, lemma 11 and proposition 13 imply that
Gτ -cat(\τ) = Gτ -cat(−r ↪→ +r ) = Gτ -cat(βλ ◦ αλ)  Z
/
2-cat(N τλ ∩ Edλλ ).
Taking λ∗ even smaller if necessary we may assume that dλ < 2µτλ. Thus, by proposition 6,
these solutions change sign exactly once. 
Proof of corollary 3. If {I,−I }-cat() = k, then there exists an odd map  → Sk−1.
Indeed: given an open covering {X1, . . . , Xk} of  and odd maps αi : Xi → {ei,−ei}, where
{e1, . . . , ek} is the canonical orthonormal basis of Rk, let {πi : Xi → [0, 1]} be a partition of
unity subordinated to the covering consisting of even functions. Then
ψ(x) =
∑k
i=1 πi(x)αi(x)
‖∑ki=1 πi(x)αi(x)‖
defines an odd map ψ :  → Sk−1. Composing it with ϕ gives an odd map ψ ◦ ϕ :
S
N−1 → Sk−1 and the Borsuk–Ulam theorem implies that N  k. The result now follows from
theorem 2. 
Proof of theorem 4. The solutions uk to problem (℘τλk ) provided by theorems 1 and 2 satisfy
uk ∈ N τλk and µτλk  Eλk (uk) < (2/N)SN/2. As in lemma 15,
2
N
SN/2  E0(ρ0(uk)) 
(
λ1()
λ1() − λk
)N/2
Eλk (uk) →
2
N
SN/2
as k → ∞, where ρ0 is the radial projection onto N0. By corollary 9 the sequence (ρ0(uk))
has the desired form. On the other hand,
‖ρ0(uk) − uk‖ =
∣∣∣∣∣
( ‖uk‖
‖uk‖λk
)(N−2)/2
− 1
∣∣∣∣∣ ‖uk‖ → 0
as k → ∞. 
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5. Proof of theorem 7
As in Struwe’s global compactness result [13, 14, 17], theorem 7 follows inductively from the
following proposition (cf [3]).
Proposition 16. Let (uk) be a PS-sequence for E0 such that uk ∈ H 10 ()τ , uk ⇀ 0 weakly
in H 10 ()τ and E0(uk) → c > 0. Then, replacing (uk) by a subsequence if necessary, there
exist a sequence (yk) in , a sequence εk in (0,∞), a solution u˜ of the limiting problem
(℘∞)
{
u + |u|2∗−2u = 0 in RN,
u(x) → 0 as |x| → 0
and a PS-sequence (vk) for E0 such that vk ∈ H 10 ()τ , ε−1k dist(yk, ∂) → ∞ as k → ∞ and
one of the following two assertions holds:
(I) yk = τyk, ε−1k |yk − τyk| → ∞ as k → ∞,
uk = vk + ε(2−N)/2k
[
u˜
( · − yk
εk
)
− u˜
(
τ
( · − τyk
εk
))]
+ o(1) in D1,2(RN),
and E0(vk) → c − 2E0(u˜) as k → ∞.
(II) yk = τyk, u˜ ◦ τ = −u˜,
uk = vk + ε(2−N)/2k u˜
( · − yk
εk
)
+ o(1) in D1,2(RN),
and E0(vk) → c − E0(u˜) as k → ∞.
Proof. The proof will follow in several steps.
(1) Since PS-sequences for E0 are bounded in H 10 (),∫

|uk|2∗ dx = NE0(uk) − N2 DE0(uk)uk → Nc > 0.
Let δ = min{Nc/2, (S/2)N/2} where S is the best Sobolev constant for the embedding of
H 10 () in L2
∗
(). Let B(x, r) denote the closed ball in RN with centre x and radius r . The
Levy concentration function
k(r) := sup
x∈RN
∫
B(x,r)
|uk|2∗
satisfies that k(0) = 0 and k(∞) > δ for k large enough. Hence, we may choose ξk ∈ 
and εk > 0 such that
sup
x∈RN
∫
B(x,εk)
|uk|2∗ =
∫
B(ξk,εk)
|uk|2∗ = δ. (∗)
Observe that, since  is bounded, the sequence (εk) is bounded.
(2) Let ξ τk be the orthogonal projection of ξk onto the fixed point set {x ∈ RN : τx = x}.
We distinguish two cases and define yk as follows:
(I) yk = ξk if (ε−1k |ξk − ξ τk |) is unbounded,
(II) yk = ξ τk if (ε−1k |ξk − ξ τk |) is bounded.
Taking a subsequence if necessary we may assume that, in case (I ), yk = τyk for all k. Let
u˜k ∈ D1,2(RN) be given by
u˜k(z) := ε(N−2)/2k uk(εkz + yk).
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Notice that in case (II) u˜k ◦ τ = −u˜k . Since∫
|∇u˜k|2 =
∫
|∇uk|2 and
∫
|u˜k|2∗ =
∫
|uk|2∗ ,
up to a subsequence, u˜k ⇀ u˜ weakly in D1,2(RN), u˜k → u˜ a.e. on RN and u˜k → u˜ in
L2loc(R
N). If u˜ ≡ 0 then, for every z ∈ RN and every h ∈ C∞c (B(z, 1)),
S
(∫
|hu˜k|2∗
)2/2∗

∫
|∇(hu˜k)|2 =
∫
∇u˜k · ∇(h2u˜k) +
∫
|∇h|2u˜2k
=
∫
h2|u˜k|2∗ − DE0(uk)
([
h2
( · − yk
εk
)]
uk
)
+ o(1)

(∫
B(z,1)
|u˜k|2∗
)2/N (∫
|hu˜k|2∗
)2/2∗
+ o(1)
 δ2/N
(∫
|hu˜k|2∗
)2/2∗
+ o(1)
 S
2
(∫
|hu˜k|2∗
)2/2∗
+ o(1),
where the first inequality is Sobolev’s inequality, the second one follows from the fact that
(uk) is a PS-sequence and from Ho¨lder’s inequality, the third one uses (∗) and the fourth
one our definition of δ. It follows that u˜k → 0 in L2∗loc(RN). On the other hand, since
ε−1k |ξk − yk| < C < ∞ for all k,
0 < δ =
∫
B(ξk,εk)
|uk|2∗ 
∫
B(yk,εk(C+1))
|uk|2∗ =
∫
B(0,C+1)
|u˜k|2∗ .
This is a contradiction. Therefore, u˜ ≡ 0.
(3) Since  is bounded and uk ⇀ 0 weakly in H 10 (), up to a subsequence, yk → y ∈ ¯
and εk → 0.
If (ε−1k dist(yk, ∂)) were bounded then u˜ would be a solution of −u = |u|2
∗−2u in a
half space and, by Pohozaev’s identity [11], u˜ ≡ 0. This is a contradiction. Therefore,
ε−1k dist(yk, ∂) → ∞
and u˜ is a nontrivial solution of the limiting problem (℘∞) in RN . Moreover, since
ε−1k |ξk − yk| < C < ∞ for all k, it follows that yk ∈ .
(4) We define vk ∈ H 10 ()τ as follows: let ϕ ∈ C∞(RN) be radially symmetric and such
that 0  ϕ  1, ϕ ≡ 1 on B(0, 1) and ϕ ≡ 0 outside of B(0, 2). Let
4ρk =
{
min{dist(yk, ∂), |yk − τyk|} in case (I),
dist(yk, ∂) in case (II).
Thus, ε−1k ρk → ∞. In case (I) we take
wk = ε(2−N)/2k [u˜(ε−1k (· − yk)) ϕ(ρ−1k (· − yk)) − u˜(ε−1k τ (· − τyk)) ϕ(ρ−1k (· − τyk))]
and in case (II)
wk = ε(2−N)/2k u˜(ε−1k (· − yk)) ϕ(ρ−1k (· − yk)).
In both cases, wk ◦ τ = −wk . We define
vk = uk − wk ∈ H 10 ()τ .
As in [14, 17, 3] one verifies that vk has the desired properties. 
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Proof of theorem 7. Since PS-sequences for Eλ are bounded in H 10 (),
‖uk‖2λ = NEλ(uk) −
N − 2
2
DEλ(uk)uk → Nc.
Therefore c  0. We may assume that uk ⇀ u weakly in H 10 ()τ and uk → u a.e. in .
It is easy to see that DEλ(u) = 0 and that u1k := uk − u is a PS-sequence for E0 such that
u1k ∈ H 10 ()τ , u1k ⇀ 0 weakly in H 10 ()τ and E0(u1k) = Eλ(uk)−Eλ(u) = c−Eλ(u)+ o(1).
The result now follows inductively from proposition 16. 
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