To protect image contents, most existing encryption algorithms are designed to transform an original image into a texture-like or noise-like image which is, however, an obvious visual sign indicating the presence of an encrypted image and thus results in a significantly large number of attacks. To address this problem, in this paper, we propose a new image encryption concept to transmit a meaningful normal image that is independent of the original image to the corresponding well-trained generation model to produce the same image as the original image, which is independent of the original image instead of passing the original image and having the same effect as the original image, to achieve the effect of disguising the original image. This image camouflage method not only solves the problem of obvious visual implication, but also guarantees the security of the information.
INTRODUCTION
C LOUD has become a popular keyword in the computer society, cloud computing technology provides individuals and organizations a sufficiently large online space to store multimedia data(e.g. documents,videos and images),and offers people a convenient way to access and share data over the network.Due to the fact that these multimedia data may contain private, valued or even classified information,preventing these important information from leakage becomes an important and urgent issue for individuals and organizations. There are two common approaches, data hiding and encryption, to protect image contents from leakage. Data hiding technology embeds message into covers such as the image, audio or video, which not only protects the content of secret file, but also hides the communication process itself to avoid the attackers attention [1] . The most secure approach of data hiding is to embed the message while minimizing a suitably defined distortion,such as methods proposed in [2] , [3] , [4] , which have strong ability to resist detection, but can only achieve a relatively small payload,less than 1 bit per pixel(bpp). image encryption is used to ensure the security of images and is the core of image security technology,image encryption uses a matrix feature of a digital image to change the position or value of a pixel (or transform domain coefficient) in the spatial domain (or transform domain) of the image, making the meaningful original image "messy " to lose its original appearance and transform it into information similar to the channel random noise of the channel. They are able to protect images with high security, but their output encrypted image formats are limited to noise and textures, making it easy to distinguish them from ordinary visual meaningful images, and this feature similar to texture or noise is an indication of an encryption image may contain an obvious visible sign of important information that will increase people's attention, resulting in a large number of attacks and analyzes that increase the likelihood of information leakage, loss and modification. Then encryption solves the privacy problem in a certain extent, but the messy codes, of ciphertext with special form are easy to cause the attention of attackers who will plan to breakout the accounts of encryption users.
In order to solve the above problems, this paper presents a new image camouflage , image camouflage is often used to combine two images together or divide the image into blocks [5] , [6] . As far as I know, the method of using an image to disguise the original image is to generate the original image through an image to generate model so as to disguise the image, so far no one has proposed.
This paper presents a new concept of image masquerading, which is used to generate the original image by using a normal image that is not related to the original image, and visually it is thought that the transmitted image is only a normal image rather than the noise or texture of the encrypted image, and also achieve the effect the same as transferring the original image.This method solves the problem of attack caused by visual hints, which greatly improves the security of the image. To summarize, the major contributions of our work are:
• Instead of passing the private, valuable or confidential images, we deliver images that are irrelevant to our image, drastically reducing the likelihood of images being leaked.
• Even if img is intercepted, but do not know img is disguised as the original image IMG, because it is arXiv:1710.07782v1 [cs.CV] 21 Oct 2017 not similar to texture or noise, and does not give a visual hint, greatly reducing the likelihood of being attacked.
• Even if attackers will know the way to do that, but it will take a long time to verify each image one by one in the case of large data, greatly increased the time the image was attacked.
RELATED WORK
Unsupervised representation learning is a fairly well studied problem in general computer vision research, as well as in the context of images. A classic approach to unsupervised representation learning is to do clustering on the data (for example using K-means), and leverage the clusters for improved classification scores. In the context of images, one can do hierarchical clustering of image patches [7] , [8] to learn powerful image representations. Another popular method is to train auto-encoders (convolutionally, stacked [9] , separating the what and where components of the code [10] , ladder structures [11] ) that encode an image into a compact code, and decode the code to reconstruct the image as accurately as possible. These methods have also been shown to learn good feature representations from image pixels. Deep belief networks [12] have also been shown to work well in learning hierarchical representations.Generative image models are well studied and fall into two categories:parametric and nonparametric.The nonparametric models often do matching from a database of existing images, often matching patches of images, and have been used in texture synthesis [13] , super-resolution [14] and in-painting [15] .Parametric models for generating images has been explored extensively (for example on MNIST digits or for texture synthesis [16] ). However, generating natural images of the real world have had not much success until recently. A variational sampling approach to generating images [17] has had some success, but the samples often suffer from being blurry. Another approach generates images using an iterative forward diffusion process [18] . A laplacian pyramid extension to this approach [19] showed higher quality images, but they still suffered from the objects looking wobbly because of noise introduced in chaining multiple models. A recurrent network approach [20] and a deconvolution network approach [21] have also recently had some success with generating natural images. However, they have not leveraged the generators for supervised tasks.
In order to solve this problem, this paper cites a generation model WGAN (Wasserstein Generative Adversarial Networks [22] , [23] ), 2014 Ian Goodfellow proposed GAN [24] , Goodfellow theoretically proved the convergence of the algorithm, and in the model convergence, The generated data has the same distribution as the real data(to ensure the effect of model),GAN provides a new training idea for many generation models, and has spawned many subsequent works. GAN is the probability of a random variable by parametric generation model (usually with a neural network model for parametric) is sampled the inverse transformation of probability distribution, so as to get a generation probability distribution. The GAN model includes a generation model G and a discriminant model D, and the training objective of the discriminant model D is to maximize the accuracy of its own judgment.The training objective of generating model G is to minimize the discriminant accuracy of the discriminant model D. GAN's objective function is a zero sum game between D and G, and also a minimum -maximization problem.GAN took a very direct way of alternating optimization, it can be divided into two phases, the first phase is the discriminant model D fixed, and then optimize the generation model G, the accuracy of minimizing the discriminant model.The other stage is the fixed generation model G, to improve the accuracy of the discriminant model.As a generation model, the most direct application of GAN is used for modeling of the real data distribution and generation, including some images and video can be generated, and generate some natural statement and music, etc.Secondly, because of the mechanism of internal confrontation training, GAN can solve the problem of insufficient data in some traditional machine learning. Therefore, it can be applied in the task of semi-supervised learning, unsupervised learning, multiangle and multi-tasking learning,also, some recent work has been successfully applied in intensive learning to improve the learning efficiency of intensive learning.So GAN has a very broad application.However, there are difficulties in training and the loss of the generator and the discriminator can not indicate the training process and the lack of diversity of the sample.WGAN is an improvement to GAN, because the better that GAN has the discriminator, the worse the gradient of the generator disappears.And minimizing the second generator loss function is equivalent to minimizing an unreasonable distance measurement, leading to the problem of gradient instability and insufficient diversity. So this paper use the WGAN, WGAN apply Wasserstein distance instead of JS divergence in GAN, the advantages of Wasserstein distance over KL divergence and JS divergence are that Wasserstein distance can still reflect their distance even if the two distributions do not overlap.at the same time, the problem of stability training and process index is solved.
Therefore, this paper uses Wasserstein GAN to solve the problem of instability in GAN training. It is no longer necessary to carefully balance the training degree of generator and discriminator. It basically solves the problem of collapse mode and ensures the diversity of samples.
APPROACH
When the WGAN model is used to generate the handwritten word, the input z is random noise, but when the input random noise z is changed to a visually significant image img independent of the original image, the model still can generate the same IMG' as the original image IMG visually, this paper was evaluated on several images take from the standard set of images.They are Lena,baboon,cameraman and pepper.They have the same size as 256 by 256. For the purpose of this paper is to make an image to disguise another image, so there is no batch size in this experiment,the input data is a visually meaningful image that is independent of the original image, we train the generator through the WGAN, then generate the original image with the image and the trained generator.The flow chart of the whole experiment is shown in Figure. (generate) Fig. 3 Wasserstein distance is also called the EM(Earth-Mover) distance
Where (P r , P g ) denotes the set of all joint distributions γ(x, y) whose marginal are respectively P r and P g .Intuitively, γ(x, y) indicates how much mass must be transported from x to y in order to transform the distributions P r into the distribution P g .The EM distance then is the cost of the optimal transport plan.
The loss function of the generator in WGAN
The loss function of the discriminator in WGAN
In Figure. 4, the number of neurons in the input layer of model D is 65536, the number of neurons in the hidden layer is 64, and the number of neurons in the output layer is 1.
input hidden output Fig. 4 In Figure. 5, the number of neurons in the input layer of model G is 65536, the number of neurons in the hidden layer is 64, and the number of neurons in the output layer is 65536.
input hidden output 
EXPERIMENT
In this paper, 5,000 images are randomly selected in the CelebA dataset to experiment, and the image camouflage can be implemented well,when we input a meaningful image img, the experimental results are shown in Figure. 6 and Figure. 7 when the image IMG is to be generated. It can be seen from Figure. 6 and Figure. 7 that the original image IMG can be almost entirely represented by the generated image IMG'. On this basis, we respectively preservation generation model G1,G2 and G3 of baboon, peppers and cameraman generating Lena. And then we get rid of the WGAN model, in the case of just generation model G, input the camouflage image img, and then generate the image as shown in Figure. 8.
As can be seen from Figure. 8 We respectively preservation generation model G4,G5 and G6 of Lena, peppers and cameraman generating baboon. And then we get rid of the WGAN model, in the case of just generation model G, input the camouflage image img, and then generate the image as shown in Figure. 9.
Fig. 9
As can be seen from Figure. 9 In the experiment, we found that input a meaningful image img can also be achieved through the WGAN to produce the desired image IMG visually the same image IMG' effect, and only this meaningful image img and its corresponding generation model can generate the image IMG' we want. In actual work, image content encryption is the core of the technology of image security, in addition to study image professionals, mostly with visual images to identify, it can produce a same visual image which can satisfy most requirements. Therefore, combining the current information protection, we suppose that if we want to pass IMG, we can pass the img (visually meaningful image) to the corresponding generation model without the need to pass IMG, we can achieve the protection of the original image IMG by passing img (visually meaningful images).This method solves the problem of attack caused by visual hints, which greatly improves the security of the image.
CONCLUSION
To sum up, the paper proposed the method that the original image is generated by inputting a meaningful image that is independent of the original image to the WGAN, since only the input image and the trained model can generate the original image, so that the original image can be disguised as the original image, the original image is replaced by transmitting an image irrespective of the original image so as to achieve the same effect as the original image. This paper can be used for image masquerading and image protection.
