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Abstract
We investigate two different coupling schemes between a nano-scale mechanical resonator
and one-electron atoms. In these schemes, classical electromagnetic radiation mediates a
mutual communication between the mechanical resonator and the atoms. In the process
it generates atomic coherences, quantum superpositions of excited electronic levels of the
atoms. An atomic coherence is highly responsive to subtle variations in the relative fre-
quencies of the levels participating in such superposition state. By exposing the atoms to
electromagnetic radiation modulated by the motion of the mechanical resonator, we show
how the response of an atomic coherence can, under appropriate conditions, be used to affect
on demand the dynamical state of the mechanical resonator.
The ﬁrst scheme realizes a long range interface between a mechanical resonator and an
ensemble of three-level atoms. Here, mechanically modulated electromagnetic radiation
comes from a laser beam reﬂected off an oscillating mirror, the mechanical resonator. This
light beam drives the transition between an excited level and a hyperﬁne sublevel of the
atoms with a certain detuning. A weaker light beam resonantly couples to the transition
between the excited level and another hyperﬁne sublevel. On full resonance, the atoms
evolve into a stationary coherence of the above (non-absorbing) hyperﬁne sublevels only.
The atoms then become transparent to the weaker light beam, in a phenomenon called
electromagnetically induced transparency. Off resonance, we ﬁnd that this transparency is
modulated at the mirror frequency with some phase shift, which allows the weaker beam
to cause resonant backaction onto the moving mirror. The strength of this backaction is
enhanced near atomic resonances and its character can be switched between ampliﬁcation
or damping of mirror vibrations by adjusting the detuning.
In contrast, the second scheme accomplishes a closer range interface between a torsion
pendulum and guided two level Rydberg atoms. Attaching a point electric dipole to the
torsion pendulum allows electromagnetic coupling to two Rydberg levels of a passing atom.
This coupling modiﬁes the eigenfrequencies of the Rydberg levels such that they become
dependent on the phonon number of the torsion pendulum. Via Ramsey interferometry, we
may readout this effect and thus measure the phonon number. We show that, by subjecting
several atoms, one by one, to a Ramseymeasurement, a quantum non-demolition detection of
the phonon number is feasible. Likewise, we show coherent oscillator displacements possible,
by driving the atoms with external ﬁelds while they interact with the torsion pendulum.
We propose a protocol to reconstruct the quantum state of motion of the torsion pendulum,
combining these two techniques, Ramsey measurements and oscillator displacements.
Our interfaces between a mechanical resonator and atoms provide alternative routes
for the control of the state of motion, ultimately quantum mechanical, of a mechanical
resonator, in which the latter is not restricted to be part of a cavity. We will thus ease
quantum dynamical manipulations of mechanical resonators of sub micron scales, for which
an efﬁcient design of cavity opto- and electro-mechanical systems is hard.
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1 Prolegomenon
Let us adventure for a moment into a human ear. Pressure (sound) waves excite the tympanic
membrane. The entire membrane reverberates. Eventually, in the ear’s cochlea, these
reverberations become audible. Thus, hearing reduces to the perception of the tympanum
reverberations. Just like the reverberations of the tympanic membrane in the ear enable
a proper hearing of sound waves, the swing of the suspended mirrors that are part of a
gravitational wave observatory allow for hearing the wobbling of the spacetime of our
Universe. Essentially, both the reverberating tympanic membrane and the swinging mirrors
of a gravitational wave observatory, are examples of the type of mechanical resonators of
concern in this thesis: solids in which its entire body vibrates, meaning that the characteristic
wavelength of such vibrations is of the order of the size of the solid itself.
Mechanical resonators work in many respects as a primordial element of a very sensitive
ear. Mechanical oscillations of the suspended mirrors that form part of the Advanced
Laser Interferometer Gravitational-Wave Observatory (LIGO) laboratories [1, 2, 3] have
already manifested in ﬁve occasions as a direct reproduction of a ripple in spacetime, a.k.a.
gravitational wave. The ﬁrst detection of a gravitational wave by the LIGO laboratories took
place in the fall of 2015, and it was later reported by its team in [4]. A LIGO laboratory lines
up two cavities in L-shape. Each of the cavities is made of two suspended mirrors placed
in front of each other enclosing a distance of 4 km long. The ear sensitivity, ﬁguratively
speaking, of Advanced LIGO amounts then to the detection of mechanical oscillations of the
mirrors that entail a length variation of the cavities as small as a ten-thousandth part of the
size of a proton. The colossal effort devoted to the development of the LIGO project until
achieving its current status, enabling the observation of gravitational waves, has earned the
2017 Nobel prize in physics to its original promoters [5].
Besides of playing a key role in LIGO detectors, the utility of the mechanical resonators
is also ubiquitous in many of our everyday use appliances (e.g., in all those that integrate
a microphone: an elastic diaphragm connected to an electrical circuit). Notably, the modus
operandi of mechanical resonators in these technological devices, from a smartphone, to a
pressure sensor, to an airbag, etc., is based on a phenomenology describable in the framework
of classical mechanics. However, during the last ﬁfty years scientists have applied themselves
to the task of understanding and developing functional mechanical resonators, the behavior
of which may instead be ruled by the laws of quantum theory. There exist strong motives for
conducting research in this direction. From a practical point of view, mechanical resonators
operating at will with a displacement sensitivity down to the limit imposed by its zero point
motion (displacement ﬂuctuations arising from the Heisenberg uncertainty principle [6])
promises true advances in high precision metrology, specially in the realm of mechanical
biosensing (concerned with the detection of forces, masses and displacements in biological
systems) [7, 8], as well as a means for the communication between other quantum systems,
thus turning them into excellent candidates for information processing architectures [9]. At
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the same time, probing the quantum behavior of mechanical resonators may provide itself
with the means to test fundamental aspects of the theory related with the manifestation
and inhibition of its genuine properties at both length and mass scales yet unexplored
[10, 11, 12, 13, 14, 15]. These types of tests may then serve to gain a better understanding
on the quantum-classical transition [16]. Under a long-term and more industry-oriented
endeavor, the challenge also seems to be worth a try. The spectacular success of other
technological products, the functionality of which is grounded on quantum principles, like
e. g. the laser [17] or the transistor [18], are evidence of it. Nowadays, approximately one
third of the world economy is based on such products [19].
Theoretical studies on mechanical devices under conditions in which physical phenom-
ena may manifest according to the laws of quantum theory, were originally stir to enable
laser interferometry detectors (such as the ones of the LIGO project) to operate at the ultimate
level of precision set by quantum ﬂuctuations of the physical components of such detectors
[20, 21, 22]. These studies ushered in a brand-new research ﬁeld: optomechanics. It is in the
context of optomechanics, which deals with the interaction between an electromagnetic ﬁeld
and the motion of a mechanical resonator [23, 24], wherein scientists have developed most
of today’s known concepts and techniques that facilitate the preparation, measurement and
coherent control of the dynamical state of a mechanical resonator in the quantum domain.
These three steps –preparing, measuring, and controlling coherently (a physical observable)–
are arguably crucial for a successful performance of a mechanical resonator operating in the
quantum regime [25]. Until the early 21st century, the majority of this work could only be
realized in theoretical terms. The improvement of the fabrication techniques in the material
industry have ﬁnally enabled the development of numerous solid-state structures quite
diverse in their shape, size and weight, capable to accommodate mechanical resonances
within a wide range of frequencies [26]. An important breakthrough in this respect has been
the consolidation of functional mechanical systems at the micro- and nano-scales. Solids of
this size are generally lightweight and support collective mechanical vibration modes (those
in which the entire solid vibrates) of considerably short wavelengths or, equivalently, of high
frequencies (from a few MHz up to the GHz range). These two features are favorable to
access more easily the quantum dynamics of a given collective mechanical vibration mode of
a solid-state structure [27, 28]. As we will discuss in more detail in the following chapter 2, a
high resonance frequency makes it easier for the mechanical system to approach the displace-
ment limit set by its zero point ﬂuctuations, and at the same time a smaller mass enhances
this zero point motion of the vibration mode, thus facilitating its possible observation. For
these reasons, tabletop experiments involving this new generation of miniature mechanical
resonators have proven possible the preparation of collective mechanical vibration modes
very near to its quantum ground state of motion [29], the detection of the zero point ﬂuctua-
tions of such state [30, 31], the realization of quantum information transfer between rather
dissimilar spectral realms [32, 33, 34, 35, 36] and to squeeze states of motion of a mechanical
resonator [37, 38, 39, 40], just to mention a few among other achievements. See references
[41, 42, 43] for a more detailed account on recent milestones related to quantum opto- and
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electro-mechanical systems.
An important hallmark of these miniature mechanical systems is their capability of
coupling to electromagnetic radiation over a wide range of the spectrum. Along with their
extreme sensitivity to the action of any external force, they appear as an excellent means
for interfacing with quantum systems as diverse as optical cavities [41], Josephson circuits
[44] or quantum dots [45] in pursuit of operational hybrid setups [46, 47]. Hybrid systems
are comprised of several physically different components each of which may execute a
distinct but complementary technological task. When operated in the quantum regime,
hybrid systems could then be targeted to process, store and transfer quantum information
all at once, which would be a real milestone in quantum technology [48]. An increasingly
emerging group of hybrid devices comprises atomic or molecular systems [49, 50, 51, 52, 53,
54, 55, 56, 57, 58, 59, 60].
This thesis pursues the realization of different interfacing schemes between a nanoscale
mechanical resonator and an atomic system from a theoretical perspective. We particularly
aim for strategies in which the mechanical resonator of concern is not coupled to the radiation
ﬁeld inside of a ﬁnite cavity, as a complementary route to the majority of the proposals cited
above. The actual trend to miniaturize the mechanical structures, naturally concurs with
this approach of divesting the mechanical element of a coupling to an electromagnetic cavity.
On the one hand, even for optical wavelengths, which fall in the micro-scale, engineering a
cavity that may both incorporate a nanoscale mechanical system and possess low optical
losses is challenging [42]. Furthermore, the tiniest mechanical resonators, such as carbon
nanotubes (CNT), which are built from a bottom-up approach, i. e. realizing a solid structure
by gathering elemental molecular compounds, and are sound candidates to study solid-state
mechanical motion deep in the quantum regime, are still lacking of reliable and efﬁcient
displacement detectors [61, 27]. On the other hand, mechanical resonances of nano-scale
mechanical systems are closer to Bohr frequencies between hyperﬁne states or Rydberg
states in atomic systems, which could open new doors to achieve a strong coupling between
a quantum mechanical resonator and another quantum system both working at the level of
single energy quanta. Likewise, interfacing mechanical resonators with electronic states of
atoms may beneﬁt from the extensive variety of techniques that allow an accurate quantum
manipulation of these atomic states. As of today, atoms can be isolated and studied both
collectively and individually, at temperatures as low as a few µK, and under a high level
of control, mainly through laser light [62, 63, 64, 65, 66]. An important aspect for us in this
regard is the possibility to easily handle coherent superpositions of electronic atomic levels
(atomic coherences). Atomic coherences are very sensitive under the action of external ﬁelds
and relatively long-lived in comparison with quantum coherences attained in other potential
mechanical system’s companions made up of solid-state superconducting materials. The
longevity of atomic coherences persists even in the vicinity of chip surfaces, disregarding if
the coherent superposition involves either hyperﬁne sublevels or Rydberg levels [67, 68]. In
our endeavor to interface mechanical systems with atoms we subject atomic coherences to
classical electromagnetic radiation that couples to and is modulated by the vibrations of a
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mechanical resonator. By monitoring the response of the atomic coherences or using them to
conveniently affect back the electromagnetic radiation, we are able to achieve certain level of
control over the dynamics of the mechanical resonator of concern.
Another potential resource to intervene in the dynamics of a mechanical resonator are
inter-atomic interactions. Interactions among a collection of atoms can be used to create
strongly correlated (quantum entangled [69]) states among different atomic individuals
[70, 71]. Particularly promising in this context are atoms excited to a high-lying electronic
state, which are commonly known as Rydberg atoms [72]. Just as many other of its physical
properties, the polarizability of a Rydberg atom is found to be abnormally magniﬁed as
compared to that of a ground state atom. As a result, Rydberg atoms can couple very
strongly with one another, as well as to any other external electromagnetic perturbation.
Either by selectively adjusting the Rydberg states of the atoms or by changing the distance
that separates them, one can drastically modify the mutual interaction energy of such
atoms, an effect that can then be harnessed to prepare atoms in entangled states deliberately
[73, 74, 75], to enhance information technologies or to foster quantum nonlinear optics,
among many other possibilities [76, 77, 78]. Mediating interactions between Rydberg atoms
and mechanical resonators have just begun to be contemplated [79, 80]. Given that both,
Rydberg atoms and miniature mechanical resonators, can signiﬁcantly respond to feeble
forces, their combination may pave the way towards full quantum control of mechanical
motion of nano-scale solids by exploiting the robust control that we already have over atomic
systems.
Topical outline
In the following, we provide a summary of the topics that we address in the remaining of the
thesis. Chapter 2 introduces the main physical elements that we use to develop our research.
We start with a succinct overview on Rydberg atoms, their properties and their potential
utilities for our undertaking. Likewise, we present how we can induce an atomic coherence
with light and how its response may in turn affect light. Next, we brieﬂy describe the
oscillating mechanics of miniature solid structures and discuss under which conditions can
quantum phenomena showcase a noticeable role. We analyze the response of a mechanical
vibration mode under the action of an external drive and give an account of the ultimate
limits of displacement resolution set by both thermal and quantum ﬂuctuations, which arise
due to the interactions of the mechanical structure with its environment. We also present
a conventional strategy used to bring a mechanical vibration mode towards the quantum
regime, and show how this is realized in the context of cavity optomechanics.
In Chapter 3 we examine an optomechanical interface between an ensemble of ultracold
atoms and a nano-scale vibrating mirror. In this scheme we assess the inﬂuence that the
dielectric response of the atomic ensemble exerts on the classical dynamics of a linearly
vibrating mirror and vice versa, and discuss applications in optomechanical cooling in free
space. The ﬁndings of the work explained in this chapter are published in reference [81].
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The following Chapter 4 discusses a hybrid setting of Rydberg state atoms and a nano-
scale mechanical torsional resonator. The hybrid setup is brought into being through electro-
static interactions between the atoms and a ferroelectric domain attached to the torsional
resonator. A coherent interaction between atoms and torsional resonator enables the en-
coding of the quantum state of motion of a single mechanical torsion mode into the atomic
coherence between two Rydberg levels.
Based on the detection of such atomic coherence we propose a quantum tomography
protocol to reconstruct the quantum state of motion of the torsion pendulum. This chapter
provides a detailed account of the work published in reference [82]. We close the thesis in
Chapter 5, wherein we highlight the overall disclosure of our work and provide a survey of
prospective research.
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2 A glimpse into excited atoms, mechanical
resonators and their interaction with light
2.1 Excited state atoms: Rydberg atoms
To a good approximation we speak of a ground state atom if its electronic energy, that is, the
kinetic plus electrostatic interaction energies of the electrons and the nucleus comprising the
atom, is lowest. Electrons bound to the atom may be excited to a state of very high and well
deﬁned energy, for example by irradiating the atom with electromagnetic waves. Consider
an atom in a singly excited state and of very high energy, i.e., a bound state in which only
one electron is highly excited. Most of the time the excited electron will likely be located far
away from both the atomic nucleus and all the other electrons that surround the nucleus.
The result is an outer electron that moves under the action of an approximately Coulomb type
force due to a ﬁnite size ionic core which comprises the nucleus together with the remaining
inner electrons to add up a total charge of +1. Atoms with such a highly excited bound
electron receive the name of Rydberg atoms1. Probably the reason why they are known as
Rydberg atoms is because they encompass a physical scenario that resembles very nearly that
of a very excited electron bound to a hydrogen atom. And it was the spectroscopist Johannes
Rydberg who provided, in 1888, a mathematical formula (a generalization of Balmer’s one
[83]) to describe the wavelengths of the discrete spectral lines of light emitted by hydrogen
[84], which were regularly observed in laboratory experiments. The formula was proven
to be useful not only for studying hydrogen but other types of atoms as well, in particular
alkali metal atoms which we will introduce later on in section 2.1.1. Thus the physics of
Rydberg atoms is in many respects very much like the physics of hydrogen.
Bohr’s atomic model of 1913 [85] was the ﬁrst theoretical work capable of providing a
successful physical understanding of hydrogen’s electron dynamics and thus of the afore-
mentioned spectroscopic studies. Although Bohr’s model was soon superseded by the
quantum descriptions of Schrödinger [86, 87], and of Heisenberg, Born and Jordan [88, 89],
it still constitutes a very useful tool to describe Rydberg atom physics. The model regards
the motion of the outer electron around the ionic core as the motion of a planet around
the sun. However, differently from a planetary motion, Bohr’s model assumes that the
revolving electron can only exist in certain stationary orbits of well deﬁned energy in which
the electron remains stable unless it is perturbed externally. Accordingly, the model predicts
1 Although we will restrict our discussion to the case of an atom with only one very excited electron,
the term Rydberg atom can also be used to designate an atom in which more than one electron is
brought into a very excited state.
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that the allowed binding energies of an electron bound to a hydrogen atom are
Eν = −hcR∞
ν2
, ν ∈ N+. (2.1)
The emission lines would arise from jumps of the electron from a higher energy orbit to a
lower energy orbit, so that the excess of energy on passing from orbit to orbit is carried by
the emitted electromagnetic radiation. The principal quantum number ν in equation (2.1)
labels the energy level of the electron’s stationary orbit, whereas R∞ = mee4/(8ε20h
3c) stands
for the Rydberg constant where me is the rest mass of the electron, e the elementary charge,
ε0 the vacuum permittivity, c the speed of light in vacuum and h the Planck’s constant.
To demand that each level admits only a ﬁnite number of orbits Bohr postulated that the
angular momentum or eccentricity of an orbit (its shape geometrically speaking) can only
be quantiﬁed by discrete values lh¯, where h¯ = h/(2π) and the orbital angular momentum
quantum number can take the values l = 0, . . . , ν− 1.
Bohr’s planetary model is not only suitable to determine binding energies. It also allows
us to ﬁnd similar (large) power laws of ν for many properties of Rydberg atoms based
solely on classical arguments. The success of this so called correspondence principle [90]
can be intuitively seen by recognizing that electron jumps from two nearby orbits of high ν
translate into a tiny energy change when compare it to a jump between low lying orbits of
small ν. And smooth or continuous like energy changes are usually a distinctive feature of
classical systems. Perhaps the most obvious classical alike property of a Rydberg state is the
emergence of an orbital radius, and thus of an electric dipole moment both proportional to
ν2. A principal quantum number ν = 100 amounts then to a Rydberg state with an electric
dipole six orders of magnitude larger than that of the ground state. Another remarkable
property of Rydberg states is their long spontaneous radiative lifetimes compared to the
ones of ordinary excited states. The inference of the longevity of Rydberg states against
radiative emission using a classical picture is less obvious but it still provides a good
numerical estimate. From the Larmor formula we estimate that the powerW radiated by
the orbiting electron is determined by the square of its acceleration |a|,W ≃ e2|a|2/(6πϵ0c3).
The radiative emission rate can be approximated as the ratio of the radiative power to
the energy emitted during the lifetime of the initial Rydberg state. Differently from other
physical properties, the lifetimes of Rydberg states are also sensitive upon l. As argued
in [91], for large orbital angular momentum quantum numbers l ≈ ν− 1, the orbit of the
excited (Rydberg) electron is nearly circular. The acceleration of the Rydberg electron is
mostly centripetal, scaling as |a0| = α2fsc2a−10 ν−4, where we introduced the ﬁne structure
constant αfs = 4πa0R∞. Since the acceleration is uniform across the whole orbit, the Rydberg
electron radiates continuously. Upon radiation the Rydberg electron jumps to a lower
circular orbit, releasing light waves of frequency [Eν+1 − Eν]/h ≃ 2cR∞ν−3. The radiated
power is W0 ≃ e2|a0|2/(6πϵ0c3) = (4hc2R∞α4fsa0/3)ν−8, and thus the emission rate scales
as (W0/2cR∞)ν3 = (2a−10 α
4
fsc/3)ν
−5. Circular Rydberg states have then a radiative lifetime
proportional to ν5.
8
Table 2.1 Scaling of different atomic properties with the principal quantum number ν.
Physical property (Magnitude)·Power law of ν At ν = 1 At ν = 100 Unit
Classical radius (a0)·ν2 0.53 5300 A
Maximum induced
dipole moment
(ea0)·ν2 8.48× 10−30 8.48× 10−26 Cm
Energy difference,
[Eν+1 − Eν]/h
(2cR∞)·ν−3 2.7× 10−5 eV
Polarizability
( e2a20
2hcR∞
)
·ν7 1.65× 10−41 1.65× 10−37 C2m2 J−1
RMS velocity (αfsc)·ν−1 2.2× 106 2.2× 104 ms−1
Orbital period (cR∞)−1·ν3 3.0× 10−16 3.0× 10−10 s
Lifetime: l ≪ ν (a−10 α4fsc)·ν3 10−3 s
l ≈ ν− 1 (a−10 α4fsc)·ν5 1 s
For the other limit case, that is l ≪ ν, the orbit of the excited (Rydberg) electron is very
eccentric, so that its acceleration is considerably larger at the distance of maximum proximity
to the nucleus, i.e. the perihelion of the orbit. Consequently, we may consider now that the
Rydberg electron emits sporadically, basically each time it targets the perihelion. Since at
the perihelion the acceleration is nearly independent from ν, we then may assume that the
lifetime of the Rydberg electron is determined by the orbital period. From third Kepler’s law
we know that the square of the orbital period is proportional to (ν2a0)3, and so the lifetime
of a Rydberg state with low orbital angular momentum scales with ν3. A more rigorous
calculation of the lifetime of a Rydberg state atom using a classical formalism can be found
in [92].
In table 2.1 we display a selection of physical properties of hydrogen and contrasts the
magnitudes that result from considering a ground state ν = 1 and a Rydberg state with
ν = 100. Taking a close look at this table it is evident that the sensitive dependence of
Rydberg states on ν extrapolates to all of the properties shown therein. The enormous
physical magnitudes of Rydberg state atoms, have caught more and more the attention
and interest of atomic physicists during the last two decades. Probably the basic driving
motivation underlying this interest lies on what Kleppner phrased already back in the 1980s
[93]:
“Rydberg atom research provides a means for changing the scale of atomic interactions
by many orders of magnitude, and whenever such a change of scale occurs in physics one
can look forward to new discoveries and unexpected phenomena”.
The observation above manifests itself in the extraordinarily large dipole moments of atomic
Rydberg states, which, e.g., enable a strong coupling between atoms and electromagnetic
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2.1.1 Rydberg states of alkali metal atoms
are tightly bound, with a binding energy at least of ∼ 20 eV, in comparison with the valence
electron, the binding energy of which is ∼ 5 eV [96]. Then, just like in hydrogen, the
electronic structure of an alkali metal atom (within the ﬁrst ionization limit) is essentially
determined by a single electron (the valence electron). To account for the properties of the
Rydberg states of an alkali atom one uses a modiﬁed principal quantum number ν⋆ = ν− µl ,
where µl is known as a quantum defect that is dependent majorly on the quantum number
l as well as on the atomic species under consideration, see [96, 97]. Replacing ν by ν⋆ in
the power laws displayed in table 2.1 allows us to estimate the magnitude of the physical
properties of the Rydberg states of an alkali atom. The quantum defect µl quantiﬁes the
relative difference in binding energy between a Rydberg state of an alkali atom and the
counterpart state of hydrogen, thus capturing the perturbation effects of the ionic core onto
the excited valence electron (the Rydberg electron) of the alkali atom [93]. For circular or
nearly circular Rydberg states of an alkali atom the Rydberg electron is mostly separated
from the ionic core and loosely bound to the atom via an approximately Coulomb type
potential. Thus, for a given value of ν, these nearly circular Rydberg states, which have a
high a value of l, are subject, to a good approximation, to the same accidental degeneracy
that undergo all the states of hydrogen, meaning that for high values of l the quantum defect
µl is essentially zero. As l is decreased, the Rydberg electron moves, on average, along a
very eccentric orbit such that it may sit very close or even penetrate the ionic core. In that
case the shielding of the nucleus by the inner electrons diminishes, and the Rydberg electron
experiences a stronger attraction towards the nucleus than the one resulting from a purely
Coulomb potential. As a result, the binding energy of a Rydberg state of an alkali atom
with a low value of l is always higher than that of its equivalent in hydrogen, and therefore
µl > 0 for low values of l. For example, the binding energies of the Rydberg states of 87Rb
with ν ≥ 8 show appreciably nonzero quantum defects µl > 0 only for l ≤ 3, for l > 3 the
quantum defects are negligible. We can appreciate this in ﬁgure 2.1, which allows us to
visualize the shifts in the binding energies of the Rydberg states of 87Rb relative to those of
hydrogen. We calculate the binding energies for hydrogen according to the formula (2.1),
whereas the binding energies for rubidium are obtained from the following expression
Eνl = −hc RmI(ν− µl)2 , ν ∈ N
+, (2.2)
where RmI = R∞mI/(mI +me) denotes the Rydberg constant for an isotope of a given atomic
species with mass mI. Using the mass mI = m(87Rb) and the quantum defects of 87Rb
displayed in table 2.2, formula (2.2) yields the binding energies of 87Rb plotted in ﬁgure 2.1.
Current experimental techniques employed in laboratories enable the preparation and study
of Rydberg states with principal quantum numbers typically ranging from a few tens to a
few hundreds.
These techniques are commonly based on laser excitation schemes carried out onto
ground state atoms in, e.g., a beam or a gas cell [98]. When considering transitions between
neighboring Rydberg states, having access to such a wide range of values for ν translates
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2.2 Driving atomic transitions with electromagnetic waves
An atomic gas interacting with an incoming electromagnetic wave may be subject to ab-
sorption and (stimulated) emission processes in which the electronic state of the atoms
changes. Electromagnetically driven transitions between different atomic states give rise
to oscillating dipoles in the gas that emit electromagnetic waves in all directions, which in
turn can interfere with the incident wave. As a result, a fraction of the incoming wave is
spatially redirected, a process known as scattering. Furthermore, the amplitude of the total
(incident plus emitted) wave in the direction of the incident wave becomes attenuated. In
this section we will characterize these phenomena in terms of the dielectric response of the
atoms. The familiarization with the dielectric response on a quantitative basis will prove
useful in the research work of the following chapter 3, in which we exploit the linear optical
response of an atomic gas to affect the dynamics of a mechanical resonator. We adopt a so
called semiclassical approach in which the electromagnetic waves are described by the laws
of classical physics whereas the atoms are treated according to the laws of the quantum
theory. For this description to be accurate it is necessary to consider electromagnetic ﬁelds
sufﬁciently intense, in other words, ﬁelds with an average number of photons much larger
than the number of atoms present in the gas [99], a condition that will be fulﬁlled in the
systems that we study.
2.2.1 Optically induced atomic dipoles
Our analysis is concerned with the scattering of a monochromatic electromagnetic wave
incident on an atomic medium of ﬁnite length L. The electric ﬁeld E of the wave at the spatial
location r and time t reads
E(r, t) =
1
2
Eωλ(r) exp (−iωλt) + c.c. (2.3)
where ωλ is the carrier frequency of the wave and Eωλ(r) = Eωλ(r) exp (ikλ · r) its envelope
with amplitude Eωλ and wavevector kλ. The frequency ωλ and the wavevector kλ relate
to each other via a dispersion relation determined from the appropriate wave equation to
describe the propagation of electromagnetic waves through the medium of concern. In
vacuum, and before the arrival of the wave onto the medium, the frequency and wavevector
fulﬁll the dispersion free relation |kλ| = ωλ/c and the amplitude Eωλ(r) = E0ωλ is constant
with a strength2 |E0ωλ | =
√
2W0ωλ/[ε0cAωp ] given by the input powerW0ωλ and the cross
sectional area Aωλ of the wave, here chosen to satisfy |kλ|−2 ≪ Aωλ ≲ L2, thus minimizing
any spatial variations of the wave transverse to its propagation direction. Inside the medium
the wavevector is determined from the electromagnetic wave equation in the presence of the
atoms, whereas the amplitude is found from the appropriate boundary conditions.
2 We assume that the phase of the input envelope can be taken as a phase reference and thus we set
it to zero without loss of generality.
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We shall calculate the linear polarization or, equivalently, the linear dielectric susceptibil-
ity of a gas of atoms settled into some stationary state. Physically, the number of induced
electric dipoles per unit volume deﬁnes the polarization of the gas. The dielectric suscepti-
bility is identiﬁed with the strength of the polarization per unit electric ﬁeld, and represents,
to some extent, a quantiﬁer of the average displacement of the atomic charges in medium.
We start assuming a gas of N identical, neutrally charged and non-interacting one-electron
atoms (e.g. 87Rb atoms). We further assume that the gas is kept at an ultracold temperature
T ≲ 1 µK, suggesting that we may ignore the Doppler motion of the atoms 3. Then, in the
absence of the incident wave, the Hamiltonian for the discrete electronic structure of atom n
at location rn simply reads ˆ˜H
(n)
0 = ∑µ h¯ωµσˆ
(n)
µµ , where {h¯ωµ} is the set of its eigenenergies
(identical for every atom in the gas) and σˆ(n)µµ′ = [|µ⟩⟨µ′|]n denotes the atomic transition
operator between eigenstates |µ⟩n and |µ′⟩n acting on atom n only. For the sake of clarity,
the frequency of the incident wave is chosen to be nearly resonant only with a single Bohr
atomic frequency ωλ ≈ ωeg = ωe −ωg > 0 corresponding to an atomic transition between
the electronic ground state |g⟩ and the excited state |e⟩. In addition, we introduce the rate of
spontaneous emission Γeg to account for the ﬁnite lifetime of the excited state |e⟩. Although
spontaneous emission arises due to the coupling of the atoms with the electromagnetic ﬁeld
vacuum, we are solely interested in the evolution of the atoms rather than in the correlated
dynamics of atoms plus ﬁeld vacuum. We then opt for a density operator formalism to
describe the dynamical state of the atoms, whereby spontaneous decay appears as a dissipa-
tion mechanism for the atoms. Due to the non-interacting feature of the atoms, the density
operator of the atomic gas takes on the form
ˆ˜ρ = ˆ˜ρ(1) ⊗ ˆ˜ρ(2) ⊗ · · · ⊗ ˆ˜ρ(N), (2.4)
where ˆ˜ρ(n) denotes the single-particle density operator for the nth atom. The unitary dynam-
ics of ˆ˜ρ are governed by the total Hamiltonian ˆ˜H = ∑n
ˆ˜H(n)0 +
ˆ˜H1, where ˆ˜H1 describes the in-
teraction of the atoms with the applied electromagnetic ﬁeld and the sum runs over all the N
atoms. For the physical scenarios of concern in this thesis, an electromagnetic ﬁeld-atom cou-
pling will be well described in the long-wavelength approximation, for which |kλ|−1 is way
larger than the separation between the excited electron and the ionic core. In that case, the
interaction ˆ˜H1 is given by an electric dipole coupling4 ˆ˜H1 = −∑n ∑µ ̸=µ′ [dµµ′ · E σˆ(n)µµ′ + h. c.],
with dµµ′ = d∗µ′µ the transition dipole moment between electronic states |µ⟩ and |µ′⟩, fulﬁll-
ing dµµ = 0, and E is the electric ﬁeld deﬁned in (2.3). Since the ﬁeld is only quasi-resonant
with the |e⟩-|g⟩ transition, it is convenient to work in a rotating frame that enables us to
3 For a 87Rb gas the thermal velocity of the atoms at T = 1 µK is v¯ =
√
kBT/m(87Rb) ≃ 10−2ms−1
which, for a regular optical transition as we shall consider here with |k|−1λ ≈ 500 nm, gives rise to a
Doppler shift |kλ|v¯ ≈ 20 kHz much smaller than the natural width ∼ 10MHz for the atomic dipole
of such optical transition.
4 We have ignored any magnetic couplings since they are, at least, a factor ∼ α2fs smaller than the
electric dipole coupling [96].
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identify all the non-resonant contributions in the atomic Hamiltonian. This is achieved by
applying a unitary transformation of the form Uˆ = exp (iHˆt/h¯), where
Hˆ/h¯ =
N
∑
n=1
∑
µ
νµσˆ
(n)
µµ , (2.5)
with νe = ωg and νµ = ωµ if µ ̸= e. In this manner, the Hamiltonian transforms into
ˆ˜H ↦→ Uˆ ˆ˜HUˆ † + ih¯ ˙ˆUUˆ † = Hˆtla which, after using a rotating wave approximation (rwa), it
effectively describes a gas of two level atoms (tla), i.e., after such rwa is
Hˆtla(t) =
N
∑
n=1
{
Hˆ
(n)
0 + Hˆ
(n)
1 (rn, t)
}
≃ h¯
N
∑
n=1
{
ωegσˆ
(n)
ee − 12
[
Ωλ(rn)σˆ
(n)
eg + h. c.
][
e−iωλt + c. c.
]}
,
(2.6)
where ωµ′µ = ωµ′ −ωµ stands for the Bohr frequency of the |µ′⟩-|µ⟩ transition andΩλ(rn) =
deg · Eωλ(rn)/h¯ is the Rabi frequency for atom n. The rwa above consisted in ignoring
all non-resonant terms oscillating with large detunings |ωλ ± νµµ′ | ≫
{|ωλ − ωeg|, |dµµ′ ·
Eωλ(rn)|/h¯
}
, where νµµ′ = νµ − νµ′ ̸= 0. Likewise, the density operator of the atomic gas
transforms into ˆ˜ρ ↦→ Uˆ ˆ˜ρUˆ † = ρˆ = ρˆ(1) ⊗ ρˆ(2) ⊗ · · · ⊗ ρˆ(N). Taking into account that the
atoms do not interact among each other and that the trace of every one-particle density
operator ρˆ(n) is equal to one, it follows that the time evolution of ρˆ yields a separate and
identical equation of motion for each ρˆ(n). Thus, the dynamics of the atomic gas is entirely
given by a solution of the equation of motion for a single ρˆ(n). With the rwa of (2.6) this
evolution follows a Lindblad master equation of the form
∂
∂t
ρˆ(n)(t) = − i
h¯
[ Hˆ
(n)
0 + Hˆ
(n)
1 (t), ρˆ
(n)(t) ] + L[ρˆ(n)(t)], (2.7)
where the super-operator L describes spontaneous decay of atom n from level |e⟩ to |g⟩
[100], L[ρˆ(n)] = Lˆnρˆ(n) Lˆ†n − (Lˆ†n Lˆnρˆ(n) + ρˆ(n) Lˆ†n Lˆn)/2 with Lindblad operator Lˆn =
√
Γpσˆ
(n)
ge .
Knowledge of the density operator ρˆ allows for the evaluation of the induced atomic dipoles
in the gas, and therefore of the polarization. By introducing the atomic density distribution
N (r) = ∑n δ(r− rn) where δ(r) stands for the Dirac delta function, and remembering that
we are in an interaction picture with respect to (2.5), the polarization P reads
P(r, t) = ⟨
N
∑
n=1
δ(r− rn) ∑
µ,µ′
eiHˆt/h¯dµµ′ σˆ
(n)
µµ′e
−iHˆt/h¯⟩ = ∑
µ,µ′
Rµ′µ(r, t)dµµ′e−iνµ′µt, (2.8)
where we introduced collective atomic density matrix elements deﬁned as [99]
Rµ′µ(r, t) =
N
∑
n=1
⟨σˆ(n)µµ′ (t)⟩ δ(r− rn) =
N
∑
n=1
ρ
(n)
µ′µ(t)δ(r− rn). (2.9)
In the last equality of equation (2.9) we used the fact that the trace of every one-particle den-
sity operator is equal to one. Restricting our study for the case of an equally distributed gas
of atoms with a constant density N (r) = N0, the collective atomic density matrix simpliﬁes
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to Rˆ(r, t) ≡ N0ρˆ(r, t), where ρˆ(r, t) is determined from the solution of equation (2.7) for a
single atom standing representative for the entire atomic gas. Then, by virtue of the rwa
of (2.6) we obtain
P(r, t) = N0ρeg(r, t)dge + c. c. (2.10)
At every point in the atomic gas the polarization is determined by a uniform collection
of independent dipoles. Note that this independent (non-interacting) rather than cooper-
ative behavior of the dipoles can only be satisﬁed for a sufﬁciently dilute gas, such that
N0|kλ|−3 < 1. To ﬁnd an explicit expression for the polarization in the linear regime (mean-
ing that the components of P relate linearly with the components of E) we shall solve the
master equation (2.7) using ﬁrst order time dependent perturbation theory for the perturba-
tion Hˆ1 ≡ Hˆ(n)1 .
2.2.2 Dielectric susceptibility
We seek a solution for the density operator based on perturbation theory and expressed in
the basis of the eigenstates {|g⟩ , |e⟩} of the unperturbed Hamiltonian Hˆ0 ≡ Hˆ(n)0 . First, we
write the density operator in a series expansion ρˆ(t) = ρˆ0 + ρˆ1(t) + · · · = ∑k ρˆk(t), wherein
each successive term in the series accounts for a higher order correction of the initial state
due to the action of the time dependent perturbation Hˆ1(t). Equivalently, we decompose
the polarization into the series P(t) = P0 + P1(t) + · · · = ∑k Pk(t) . Next, we assume that
far in the past t = −∞ the atoms were all in the ground state before they were disturbed
by the electromagnetic ﬁeld, i.e. it was Hˆ1(−∞) = 0, so that ρˆk(−∞) = 0 for k > 0 and
ρˆ0 = ρˆ(−∞) = σˆgg. Consequently, the density operator ρˆ0 is diagonal in the energy basis
{|g⟩ , |e⟩} of the unperturbed atomic system, and since initially the atomic gas is neutrally
charged, the zeroth order polarization is P0 = 0. First and higher order corrections to the
density operator are obtained from the deﬁnition of the master equation (2.7). Making use of
the series expansion of ρˆ in the master equation (2.7) and matching terms of the same order,
we obtain the evolution equation for arbitrary order k in a recursive manner,
∂
∂t
ρˆk(t) = − ih¯ [ Hˆ0, ρˆk(t) ]−
i
h¯
[ Hˆ1(t), ρˆk−1(t) ] + L[ρˆk(t)]. (2.11)
We solve the time evolution up to the ﬁrst order correction ρˆ1 to obtain the linear polarization
P1. Since Hˆ1 is Hermitian and the zeroth order density operator is diagonal in {|g⟩ , |e⟩}, it
follows from the equation (2.11) above that the populations are ρ1,gg = ρ1,ee = 0. To compute
the coherence ρ1,eg = ρ∗1,ge we formally integrate equation (2.11) for k = 1 in the interval
]−∞, t]. Taking into account that ρ1,eg(−∞) = 0, the result is
ρ1,eg(t) =
ρ0,gg − ρ0,ee
ih¯
∫ t
−∞
dt′e−i(ωeg−iΓeg/2)(t−t
′) ⟨e|Hˆ1(t′)|g⟩ . (2.12)
Using the explicit expression Hˆ1(t) = −h¯
[
Ωλσˆeg +h. c.
][
exp (−iωλt) + c. c.
]
/2, the integral
yields two terms, a resonant term proportional to [ωλ −ωeg + iΓeg/2]−1 and a non-resonant
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term proportional to [ωλ+ωeg + iΓeg/2]−1. Since we set ωλ ∼ ωeg and used a weak coupling
approach we advocate the rwa |ωλ +ωeg| ≫
{|ωλ −ωeg|, |Ωλ|} to neglect the non-resonant
term resulting from the integral (2.12) above. With this rwa and the initial condition ρˆ0 = σˆgg,
the linear response of the atomic gas reads
ρ1,eg(r, t) = −Ωλ(r)2
exp (−iωλt)
ωλ −ωeg + iΓeg/2. (2.13)
For an atomic gas of rubidium atoms the initial state ρˆ0 = σˆgg is spherically symmetric
(since the ground state of every alkali metal atom has spherical symmetry). If, in addition,
we assume that the incident wave is linearly polarized, every dipole induced in the gas,
and thus the atomic polarization P, will orientate along the same direction of the incident
ﬁeld, i.e. we can conceive the atomic gas as an isotropic medium. Let us consider such an
isotropic gas. Then, inserting the expression (2.13) for the coherence into the deﬁnition of
P in equation (2.10), writing Eωλ = ϵ|Eωλ | with ϵ a real unit-norm vector, and considering
that both deg and ϵ lie along the same direction, we obtain the linear atomic polarization as
P1(r, t) = −
N0|deg|2
2h¯
1
ωλ −ωeg + iΓeg/2Eωλ(r) exp (−iωλt) + c.c. (2.14)
where we have used the equivalence Ωλdge ≡ |deg|2Eωλ/h¯. From a phenomenological or
macroscopic point of view, the atomic polarization induced by the electromagnetic wave
results from a relative displacement of the electrons from the nuclei in the gas. The reaction
of the charges is not instantaneous but it builds up after some ﬁnite time. Accordingly, the
polarization at a certain time is in general a function of the applied ﬁeld at earlier times.
Assuming a spatially local and isotropic atomic medium, as is the case here, the linear
relation between the delayed polarization response of the atoms and the applied electric
ﬁeld can be expressed as [101]
P1(r, t) = ε0
∫ +∞
−∞
dτχ(τ)E(r, t− τ), (2.15)
where the (dimensionless) response function χ is a real quantity satisfying causality, χ(τ < 0) = 0,
i.e, the value of the polarization at time t can not depend on the electric ﬁeld at future times
of t. For a monochromatic electric ﬁeld as deﬁned in equation (2.3), the relation (2.15) above
reduces to
P1(r, t) =
1
2
ε0χ(ωλ)Eωλ(r) exp (−iωλt), (2.16)
where we introduced the Fourier transform χ(ω) =
∫
dt exp (iωt)χ(t) of the real valued
response function χ(t), and subsequently used χ∗(−ω) = χ(ω). The frequency dependent
function χ is called the (linear) dielectric susceptibility. Comparing equations (2.14) and (2.16)
we ﬁnd that, under the incidence of a monochromatic electromagnetic wave, the linear
dielectric susceptibility for an isotropic gas of atoms evaluated at the frequency of the wave
is determined as
χ(ωλ) = −
2N0|deg|2
ε0h¯Γeg
Γeg/2
ωλ −ωeg + iΓeg/2 = 6πN0|k0|
−3 iΓeg/2
Γeg/2− i∆λ . (2.17)
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from 0 (the point at which the medium starts) to L reads [102]
Et(L, t) =
1
2
2
n(ωλ) + 1
Eωλ(0) exp (iωλn(ωλ)L/c−ωλt) + c. c.
≃ 1
2
Eωλ(0) exp
(
− ωλL
2c
χ′′(ωλ)
)
exp
(
i
ωλL
2c
[1+ χ′(ωλ)]− iωλt
)
+ c. c.. (2.19)
The index of refraction determines how the atoms affect the propagation of the electromag-
netic wave through the gas. Its real part, and therefore the real part of the susceptibility,
characterizes the phase velocity of the wave while propagates through the atomic medium.
The frequency dependence of χ′, shown in ﬁgure 2.3, accounts then for dispersion. Figure 2.3
also shows that χ′′ is positive. Consequently, upon closer inspection of the expression for
the transmitted electric ﬁeld (2.19), we realize that the amplitude of the wave diminishes
exponentially, a phenomenon known as attenuated wave propagation. The exponential factor
accounts then for the transmission through the medium, which we deﬁne as the ratio of
transmitted to incident averaged intensity of the wave, averaged over an optical period.
The cycle averaged intensity of a plane electromagnetic wave (in vacuum) is given by
I = ε0E2 = ε0E
∗
ωλ
Eωλ/2. Thus, since Eωλ = Eωλ exp (iωλn(ωλ)z), the transmission ﬁnally
reads
Tωλ =
⏐⏐⏐⏐Eωλ(L)Eωλ(0)
⏐⏐⏐⏐2 ≃ exp (−ωλLχ′′(ωλ)/c). (2.20)
2.3 Mechanical resonators
Put simply, a mechanical resonator is a solid undergoing bulk oscillatory motion. To describe
the vibrations of a deformable solid one could in principle consider the motion of each
atom comprising the underlying crystal lattice of the solid. However, a solution of the
ensuing Schrödinger equation is an unfeasible task due to the huge number of degrees
of freedom inolved in the problem as well as the complexity of the interactions between
the ions and electrons in the solid. A more convenient approach consists in obtaining the
normal modes of vibration of the mechanical resonator and, subsequently, quantize these
modes. The motion of every atom in the crystal lattice can then be expressed through
linear superpositions of the normal modes of vibration. Moreover, for a dynamics in the
elastic regime, the amplitude of each mode of vibration follows the motion of a harmonic
oscillator. Thus, the oscillating motion of the solid formally corresponds to the dynamics of
an inﬁnite set of harmonic oscillators. For an elastic solid at a ﬁnite temperature the ﬁrst key
question arises. Can quantum mechanical effects have a real impact? The answer depends
on how low the temperature T of its surroundings is or how much we may lower it with
respect to the set of frequencies that characterize the mechanical resonator. If the lowest
frequency of vibration of the resonator is comparable to the thermal energy kBT, where kB is
the Boltzmann constant, then quantum motion adopts a relevant role. Although mechanical
frequencies depend on both the geometry and the material of the solid itself, it is often the
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case that smaller structures yield higher mechanical frequencies. As of today, the state of
the art fabrication techniques of the material industry can realize a plethora of structures
ranging widely in size, geometry and thus frequencies [26]. At usual dilution refrigeration
temperatures (10mK ≲ T ≲ 50mK), mechanical resonators into the nano- or micro-scales
possess high enough frequencies so that short wavelength phonon modes become thermally
unreachable, prevailing only the long wavelength modes (a type of collective degrees of
freedom), [103, 104]. Due to the intrinsic nonlinear nature of wave propagation through
a solid medium the short wavelength modes are kept in the description as a source of
dissipation for the long wavelength modes. This procedure is analogous to the one adopted
in the realm of superconducting quantum circuits. There, instead of using a microscopic
theory of superconductivity one relies on an effective quantization of current and voltage
(the collective degrees of freedom in this case). This procedure was ﬁrst introduced by
Leggett [25, 105, 106].
At this point we are left yet with another key question, how do we actually test that
these mechanical resonators behave in a quantum manner? To do so we interface them
with another quantum system over which we can perform measurements and control it
coherently. Thus, we may combine a mechanical resonator with an optical or microwave
cavity mode to realize a cavity optomechanical system, or with an electric circuit to form
an electromechanical setup. The signiﬁcant range of accessible frequencies that miniature
mechanical resonators can embrace also allows them to couple to atoms, molecules and
nitrogen vacancy centers in diamond to accomplish yet more complex hybrid systems. Why
would we like to couple the resonator to another quantum system apart from wanting to
discover its quantum nature? There exists multiple reasons: sensing of very weak forces, so
weak that quantummechanics needs to be taken into consideration; quantum transducers for
converting optical signals into microwave signals coherently; fundamental test of quantum
mechanics. In this latter respect, we may quote Feynman in his lectures on gravitation [107]:
“It is possible that quantum mechanics fails at large distances and for larger objects”.
Wewill shortly review the effective quantization of a mechanical resonator in section 2.3.1.
Next we introduce the effects of friction and thermal noise that allow to deﬁne a thermo-
dynamic equilibrium of a mechanical resonator mode in 2.3.2, and subsequently discuss
cooling and ampliﬁcation of mechanical motion via viscous forces in 2.3.3.
2.3.1 Quantum motion from the mechanics of miniature solids
We regard a mechanical resonator as a solid that moves and eventually returns to its original
form after experiencing a geometrical distortion. Under the action of an external stress (a
vectorial force exerted upon a unit of vectorial area), every point (a tiny part) of a deformable
solid is moved from its original location r. In the framework of continuum mechanics, we
quantify this distortion by a displacement ﬁeld υ(r). Relative displacements among different
points in the solid, that is in essence the gradient of υ(r), are known as strains, which are
also assumed to be continuous functions of r. If strains in the solid respond linearly to the
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action of a small stress we say that the solid is elastic. This proportionality relation between
strain and stress is the legendary Hook’s law. Therefore, in the elastic regime, the classical
dynamics of amechanical resonator, i.e., the equation of motion for a dynamical displacement
υ(r, t) is dictated by internal restoring forces reminiscent of the induced deformations. For
small amplitude displacements, we may assume that stress waves propagating accross
the solid are valid solutions for the dynamics of υ(r, t). Note also that the wavelengths
of these waves shall also be large in comparison with the separation between the atoms
comprising the solid structure, otherwise the continuum mechanics picture does not hold
valid. Then we may express any displacement as a superposition of monochromatic modes
υ(r, t) = Re
[
∑q bq(t)υq(r)
]
, wherein each mode q is characterized by a shape function
υq(r) and a generalized coordinate bq(t) = Bq(t) exp (−iωqt) of complex amplitude Bq(t)
with ωq representing the natural frequency of mode q. The frequencies and the shape
functions of each mode are determined from their propagation equation accross the solid
together with the pertinent boundary conditions, which are imposed by the geometry of
the mechanical resonator. While every time dependent coordinate bq(t) can be regarded as
the canonical variable of a harmonic oscillator. This description of stress induced motion
can be applied to many cases of interest, such as e.g. an isotropic solid body, or mechanical
structures for which their cross sectional area is very small compared to their length (a thin
rod) and viceversa (a thin plate or drumhead resonator). In the later examples one may
use dimensional reduction to effectively describe the dynamics of the mechanical system
in a single spatial dimension [108]. Finally, we will consider that the frequency modes are
sufﬁciently spaced among each other, such that we can constrain ourselves to the study of
the dynamics of a single mechanical resonance ωm with displacement ﬁeld Re[bm(t)υm(r)].
If there was not any loss of mechanical energy, the motion of the canonical coordinate
zm = [b∗m(t) + bm(t)]/2 would obey the time evolution of a simple harmonic oscillator.
However, elastic waves in a solid do not keep propagating across the medium forever;
eventually they vanish due to the intrinsic nonlinear nature of wave propagation through the
solid. Nonlinear terms, as well as impurities and defects in the solid material are responsible
for the coupling between different modes, giving rise to the so called Akhiezer damping
[104]. Likewise, mechanical waves may also be subject to energy dissipation due to clamping
losses, i.e, energy radiated to the elements that support the mechanical structure; losses
due to thermoelastic damping, that is, thermal relaxation due to gradients of temperature
induced by strains in the solid, andmore, see e.g. [41, 109] and references therein. In any case,
as far as the motion of our mechanical vibration mode is concerned, each of these different
intrinsic dissipation mechanisms can be thought of as arising from a weak interaction with
a collection of many microscopic degrees of freedom that behave effectively as a heat bath
equilibrated at some ﬁnite temperature. This introduces friction and noise in the dynamics
of our mechanical vibration mode. Thus, we describe the time evolution of zm through the
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differential equation of a driven damped harmonic oscillator
d2
dt2
zm(t) + Γm
d
dt
zm(t) +ω
2
mzm(t) =
1
M
F(t), (2.21)
In the equation (2.21) above, M stands for the effective mass of our mechanical system, the
term proportional to the damping rate Γm > 0 is a friction force characterizing the intrinsic
energy losses of the mechanical system and F(t) represents all the other forces that may
act upon it. In the absence of any externally applied drive, F(t) is a noisy or zero mean
stochastic force that is responsible of bringing the resonator mode to a statistical equilibrium;
in that case, equation (2.21) is known as a Langevin equation. Note that the value of the
effective mass depends on the choice of the normalization of the shape function υm(r). For
the case of a translational invariant thin plate or drumhead resonator undergoing linear
oscillations we naturally choose zm(t) as the center of mass oscillation amplitude, so that M
coincides with the physical mass of the mechanical solid.
For a quantum description of the dynamics of our mechanical vibration mode, we replace
the canonical variable zm and its associated conjugate momentum pm = iMωm[b∗m − bm]/2
by the corresponding position zˆm and momentum pˆm operators, satisfying the commutation
relation [ zˆm, pˆm ] = ih¯. Alternatively, we can also describe the quantum dynamics of our
mechanical vibration mode in terms of the dimensionless ladder operator cˆ and its Hermitian
adjoint cˆ†, which relate to zˆm and pˆm via the following transformation equations
zˆm =
√
h¯
2Mωm
[
cˆ† + cˆ
]
, (2.22)
pˆm = i
√
h¯Mωm
2
[
cˆ† − cˆ], (2.23)
and therefore satisfy the commutation relation [ cˆ, cˆ† ] = 1. Using the deﬁnitions (2.22) and (2.23)
theHamiltonian for ourmechanical vibrationmode alone reads Hˆm = pˆ2m/(2M)+Mω
2
mzˆm/2 =
h¯ωm[cˆcˆ† + cˆ† cˆ]/2, with eigenenergies En = h¯ωm[n+ 1/2] and associated eigenvectors |n⟩
known as Fock or number states. They represent the number of mechanical quanta n that
are present in our mechanical vibration mode. The classical evolution of our mechanical
system is, however, ultimately not free but it is rather driven by noise and friction forces as
described by the Langevin equation, see (2.21) above. These noise and friction forces are due
to the weak coupling between our mechanical oscillator and its environment or bath. We
then treat the environment as another quantum system and embody this coupling in the in-
teraction potential Hˆm-b = zˆmFˆ, where the operator Fˆ is the reaction force of the environment
assuming now the role of both, the dissipation and noise terms that take part in the classical
Langevin equation, see (2.21) above. Since Fˆ depends solely on the physical properties of
the bath [ Fˆ, zˆm ] = 0. The Hamiltonian for the combined system of our mechanical vibration
mode and its thermal environment reads
Hˆ = Hˆm + Hˆb + Hˆm-b, (2.24)
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where Hˆb stands for the Hamiltonian governing the dynamics of the bath alone.
A useful quantity to assess how close to the ground state |0⟩ our mechanical oscillator
may be operating is the average energy of the oscillator. If we denote the probability
that the oscillator has n quanta by pn we deﬁne its average energy as ⟨E⟩ = ∑n Enpn =
h¯ωm(⟨n⟩ + 1/2) where ⟨n⟩ = ∑n npn is the so called mean occupation number of the
mechanical oscillator. In the quantum ground state ⟨n⟩ = 0. However, in this state the
mechanical oscillator still presents a so called zero point motion characterized by its root
mean square amplitude ﬂuctuations zzpm =
√
h¯/(2Mωm) and its energy h¯ωm/2. The
quantity zzpm is generally referred to as the standard quantum limit because it corresponds
to the minimum length that we can aspire to resolve with a mechanical oscillator, i.e., the root
mean square displacement induced by a force acting on a mechanical vibration mode may
only be sensed if it exceeds zzpm. Often, when the oscillator’s bath is maintained at some
temperature T, the mechanical oscillator settles into a thermal state at that same temperature,
such that all of its properties are determined by the Bose-Einstein statistics. In that case the
average energy of the mechanical oscillator reads ⟨E⟩ = E¯ = h¯ωm(n¯T + 1/2), where
n¯T(ωm) =
1
exp
( h¯ωm
kBT
)
− 1
(2.25)
is the so called Bose-Einstein or thermal occupation number. For the mechanical vibration
mode to enter the quantum regime it is necessary that n¯T ≲ 1, which reduces to the condition
h¯ωm > kBT. This condition is very challenging because it demands temperatures that are
usually well below the limit achieved so far by state of the art refrigeration techniques
(at about 10mK [27]). As of today, such condition can only be satisﬁed by mechanical
resonances that lie within or above the GHz band. Therefore, for a given environmental
temperature, devices with the highest possible mechanical resonances are more appealing if
one wants to operate them in the quantum limit. Likewise, since the quantum uncertainty
zzpm scales inversely proportional to the mass of the mechanical oscillator, the lighter the
mechanical device the easier it gets to probe the quantum ﬂuctuations of one of its resonances.
Fluctuations, either quantum (at T ≈ 0) or thermal (at T ̸= 0), set a lower bound for the
ability of the oscillator to sense an applied force. Our next task is to learn what determines
the strength of these ﬂuctuations and, subsequently, to study how these can be minimized in
order to reach the limiting sensitivity provided by the zero point motion of the mechanical
oscillator. To that end we start analyzing how does the mechanical oscillator respond to an
applied force, i.e., by solving the equation of motion for the displacement coordinate zm.
2.3.2 Forced mechanical oscillations, friction and noise
The general solution of equation (2.21) for the displacement coordinate zm of the vibrational
mode consists of two contributions: a transient contribution and a steady-state contribution.
The steady state contribution is the part of the solution that accounts for the response of the
oscillator to the applied force, and thus it is the part that we are interested in. We consider
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for different values of Q ≥ 1. We observe that the larger the Q is, the sharper becomes the
resonance. With Q ﬁxed, for a driving frequency much lower than the resonance frequency,
the oscillator follows the drive with almost no gain and no phase lag. As we tune the driving
frequency close to the resonance, the gain increases while it emerges a phase lag between
the relative motion of the oscillator and the force. On resonance, the gain is maximum and
the oscillator is −π/2 out of phase with the drive. Whereas for large driving frequencies
compared with the eigenfrequency of the oscillator, the gain drops and the phase lag tends
to −π. At this point the oscillator motion can no longer follow the drive.
Finally, it is worth mentioning that once the mechanical oscillator attains the steady
dynamics described by equation (2.26), an energy balance is established: the transfer of
energy from the driving force to the oscillator is compensated by the dissipation of energy
due to friction, see [110]. The energy absorbed per driving cycle, 2π/ω0, is proportional to
the square of the gain, which in the limit of a high quality factor, Q≫ 1, and near resonance
can be approximated by a Lorentzian proﬁle, i.e., G2(ω0 ≈ ωm) ≃ QL(ω0)/(4ωm), where
the Lorentzian (normalized to 2π) reads
L(ω0) = ωm/Q
(ωm −ω0)2 +
(
ωm
2Q
)2 . (2.29)
Our next step is to analyze the dynamical consequences that follow when the drive is instead
a stochastic force that accounts for the ﬂuctuations of a heat bath or reservoir to which the
mechanical resonator mode is coupled to.
Thermal noise
We ﬁrst model the heat bath as a ﬂuctuating classical quantity. Later on, we shall regard it as
a quantum reservoir that is weakly coupled to the mechanical vibration mode of interest.
If the force F is a stochastic process a solution of equation (2.21) is meant to be given
in statistical terms. Thus, we may conceive an ensemble of identically prepared systems,
each consisting of a mechanical oscillator and its surrounding thermal bath, so that the
dynamics of every member of the ensemble is inﬂuenced by a different realization of the
stochastic force F. We assume that F is a Gaussian random process (of zero mean), since
it derives from a weak coupling of our mechanical vibration mode to an inﬁnitely large
collection of microscopic degrees of freedom, in which case the central limit theorem applies
accurately. The noisy force F is then completely characterized by its autocorrelation function
GFF(t, t′) = ⟨F(t)F∗(t′)⟩, where the symbol ⟨.⟩ denotes an ensemble average. Finally, since
the bath is kept at a constant temperature T, we also assume that the autocorrelation function
is stationary GFF(t, t′) = GFF(τ) = ⟨F(τ)F∗(0)⟩, i.e., dependent only on the time difference
τ = |t− t′| between two arbitrary instants of time t and t′.
We start writing a formal solution for a given realization of F. For ease complexity,
we operate with the generalized coordinate Bm = exp (iωmt)[zm + ipm/(Mωm)], where
pm = M(dzm/dt) is the conjugate momentum of zm, and use the limit Γm ≪ ωm (that is, a
25
2.3 Mechanical resonators
high quality oscillator). In this manner, we may neglect fast rotating terms ∝ exp (±i2ωmt)
and obtain the following evolution for Bm:
d
dt
Bm(t) +
Γm
2
Bm(t) ≃ i
Mωm
F(t) exp (iωmt). (2.30)
After integrating equation (2.30), the solution of the canonical variable bm(t) = Bm(t) exp (−iωmt)
reads
bm(t) ≃ bm(0)e−i(ωm−iΓm/2)t + i
Mωm
∫ t
0
dt′F(t′)e−i(ωm−iΓm/2)(t−t
′). (2.31)
We already saw that for the case of harmonic forcing (cf. equation (2.26)), the steady motion
of the mechanical oscillator is directly proportional to the applied force, in other words:
the oscillator is a linear system. For times Γmt→ ∞, equation (2.31) reﬂects that this holds
for an arbitrary time dependence of the (linear) drive, and in particular for the stochastic
force F. Likewise, once the mechanical oscillator settles into its steady-state, there exists a
balance between the absorption and the dissipation of energy by the mechanical oscillator
or, equivalently, a balance between noise and friction: noise allows the mechanical oscillator
to absorb energy, whereas friction causes the mechanical oscillator to dissipate energy. The
damping rate Γm characterizes the magnitude of friction, whereas the strength of noise is
quantiﬁed by the power spectral density SFF of the ﬂuctuating force F which, by virtue of
the Wiener-Khintchine theorem [111], may be determined as the Fourier transform of the
(stationary) autocorrelation function GFF(τ),
SFF(ω) =
∫ +∞
−∞
dτ exp (iωτ)GFF(τ) =
∫ +∞
−∞
dτ exp (iωτ) ⟨F(τ)F∗(0)⟩ . (2.32)
Clearly, formula (2.32) above shows that the spectral density SFF is nothing else but the
power distribution of the noisy force F as a function of frequency ω, and therefore it is a
quantity that one can measure.
Both, friction and noise, originate as a consequence of the weak coupling between our
mechanical vibration mode and the heat bath. When this bath is in thermal equilibrium
at temperature T, we may as well expect that the mechanical oscillator equilibrates at the
same temperature after a sufﬁciently long time. Consequently, the balance between noise
and friction arising in the steady dynamics of the oscillator shall be in accordance with this
presumed thermal equilibrium state at temperature T. Following references [112, 113, 114],
we put this reasoning into quantitative terms by looking at the evolution of the average
energy ⟨E⟩ = Mω2m[⟨BmB∗m⟩+ ⟨B∗mBm⟩]/4 of the mechanical oscillator. This evolution is
obtained from the summation of the differential equation (2.30) multiplied by Mω2mB
∗
m/4
and added to its complex conjugate counterpart, with the complex conjugate equation, and
then averaging on both sides of this ﬁnal equation. The result reads
d
dt
⟨E(t)⟩ = −Γm ⟨E(t)⟩+ iωm4
[ ⟨F(t)b∗m(t)⟩ − ⟨bm(t)F∗(t)⟩ ]+ c. c., (2.33)
where c. c. stands for complex conjugate. In the stationary regime, Γmt→ ∞ and d ⟨E⟩ /dt =
0, we can write the term within brackets in the right hand side (rhs) of equation (2.33) in a
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more meaningful form. First, we use the deﬁnitions of SFF and bm, equations (2.32) and (2.31)
respectively, to ﬁnd that i
[ ⟨Fb∗m⟩ − ⟨bmF∗⟩ ] = ∫ +∞−∞ dω/(2π)L(ω)SFF(ω). Next, since the
region for which L(ω) is sharply peaked happens to be very narrow around ω = ωm, if
SFF(ω = ωm) is ﬁnite, we may treat SFF as constant and equal to SFF(ω = ωm) in the
integral 5. Then, using
∫
dω/(2π)L(ω) = 1 and introducing the symmetrical spectral
density S˜FF(ω) = [SFF(ω) + S∗FF(ω)]/2, we obtain
d
dt
⟨E(t)⟩ = −Γm ⟨E(t)⟩+ 12M S˜FF(ωm) = 0. (2.34)
A thermal equilibrium state for the mechanical oscillator may arise in the stationary regime.
Classically, this manifests in the energy equipartition principle, ⟨E⟩ = kBT, and thus
equation (2.34) yields the classical ﬂuctuation-dissipation formula S˜FF(ωm) = 2MΓmkBT
[115, 116], which expresses the balance between noise and friction that we had already antic-
ipated. In accordance with the derivation that we have followed, this classical ﬂuctuation-
dissipation formula is valid for bath temperatures such that kBT > h¯ωm. Note also the fact
that, since we have modeled friction with a frequency independent rate Γm, i.e. with ohmic
dissipation [117], the above ﬂuctuation-dissipation formula implicitly implies a frequency
independent (white-noise) spectrum SFF, and hence Γmτc → 0, where τc > 0 is a so called
correlation or relaxation time that characterizes the decay of the noise correlations, i.e.,
GFF(τ > τc)→ 0, see [108]. In general, however, the time scale for which we may speak of
a damping rate Γm depends on the proﬁle of the power spectral density of the noisy force.
Only if the evolution of concern occurs in time steps t≫ τc, and logically Γ−1m ≫ τc, we may
consider valid this so called Markov approximation, in which the memory of the ﬂuctuations
are neglected and the power spectral density SFF(ω) of the noise is thus expected to be
smooth and nearly constant [118]. As a ﬁnal remark, we note that F is a classical, real valued
variable, such that F∗ = F and the product F(t)F(t′) = F(t′)F(t) is commutative. This
implies that GFF(τ) is a real and even function of τ, and thus S∗FF(ω) = SFF(−ω) = SFF(ω).
The power spectral density of a classical dynamical variable is always an even function of the
frequency ω. Returning to equation (2.34), we can then conclude that the thermal agitation
of our mechanical vibration mode is driven by a symmetrical power spectrum S˜FF = SFF.
Quantum noise
In the quantum case, we replace every dynamical variable by its corresponding Heisenberg
operator. Subsequently, we notice that quantum spectral densities may be asymmetric in
frequency since the product of a quantum observable evaluated at different times is generally
not commutative. As we shall see momentarily, when evaluated at positive frequencies the
5 If SFF(ω = ωm) were not ﬁnite we could average its limiting values as ω approaches ωm from
higher and lower frequencies.
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quantum noise spectral density
SFF(ω) =
∫ +∞
−∞
dτ exp (iωτ) ⟨Fˆ(τ)Fˆ†(0)⟩ (2.35)
of the noisy observable Fˆ (fulﬁlling Fˆ† = Fˆ) symbolizes a transfer of energy to the heat bath,
whereas at negative frequencies it symbolizes an extraction of energy from the heat bath. The
starting point to unveil these physical effects embodied in the power spectral density SFF
is the Hamiltonian of equation (2.24) that governs the coupled dynamics of the mechanical
oscillator and the heat bath. The interaction term Hˆm-b = zˆmFˆ, couples different energy
levels of the mechanical oscillator, and hence induces transitions between them. Since the
coupling is weak, we may restrict ourselves only to transitions among contiguous levels.
Thus, for a given unperturbed energy eigenstate |n⟩ of the mechanical oscillator, where n
is the number of energy quanta, the transition rates to its neighboring levels can be found
using ﬁrst order perturbation theory. These rates are then determined from Fermi’s golden
rule. We express them as Γn→n+1 = (n+ 1)Γ+ and Γn→n−1 = nΓ−, where the upward and
downward transition rates relate to the force power spectral density as [114]
Γ± =
z2zpm
h¯2
SFF(∓ωm). (2.36)
From (2.36) we clearly appreciate that SFF(−ωm) quantiﬁes rates of transitions |n⟩ → |n+ 1⟩
in which the bath transfers an energy quantum h¯ωm to the oscillator, whereas SFF(ωm)
quantiﬁes rates of transitions |n⟩ → |n− 1⟩ in which the bath extracts an energy quantum
h¯ωm from the oscillator. With the transition rates Γn→n±1 at hand, the probability pn that the
oscillator has n ≥ 0 quanta is found to obey the following rate equation [114]
d
dt
pn(t) = Γn−1→npn−1(t) + Γn+1→npn+1(t)−
[
Γn→n−1 + Γn→n−1
]
pn(t). (2.37)
Thence, we can work out the equation of motion for the average mechanical energy ⟨E⟩ =
∑n h¯ωm(n+ 1/2)pn of the quantum oscillator,
d
dt
⟨E(t)⟩ = −Γ(ωm) ⟨E(t)⟩+ 12MS˜FF(ωm), (2.38)
which has exactly the same form as its classical version in equation (2.34), and consequently
it is valid only for Γ ≪ ωm (i.e., a high quality oscillator)6. The energy relaxation rate Γ is
now wholly speciﬁed in terms of the power spectrum of the noise
Γ(ωm) = Γ− − Γ+ = z2zpm[SFF(ωm)− SFF(−ωm)]/h¯2. (2.39)
Equation (2.39) shows that dissipation of mechanical energy stems from an imbalance
in energy absorption and emission processes between the bath and the oscillator, thus
6 The coupling of the oscillator to the bath also induces a Lamb type frequency shift. However, often
this shift is unnoticeable, specially if the quality factor of the oscillator is high, Q≫ 1.
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suggesting a quantum foundation for the inclusion of the classical friction force in equa-
tion (2.21). At the same time, the frequency symmetric part of the noise spectral density,
S˜FF(ωm) = [SFF(ωm) + SFF(−ωm)]/2, is, in analogy with the classical case, the source
responsible of heating up the mechanical oscillator. Once more, the noise to dissipation
ratio S˜FF(ωm)/Γ determines the steady state average energy ⟨E(t→ ∞)⟩ of the oscillator
(the solution of equation (2.38) with d ⟨E⟩ /dt = 0), such that ⟨E(t→ ∞)⟩ = S˜FF(ωm)/Γ.
Remarkably, this ratio shall hold ﬁnite even in the limit of a zero temperature heat bath, since
at zero temperature ⟨E(t→ ∞)⟩ = h¯ωm/2. This is a consequence of the quantum version
of the ﬂuctuation-dissipation theorem, which is applicable whenever the noise source or
bath is in thermal equilibrium. In that case we presume that the mechanical oscillator is in
statistical equilibrium with the heat bath, such that ⟨E(t→ ∞)⟩ = E¯ = h¯ωm(n¯T + 1/2) with
n¯T the mean thermal occupation number deﬁned in (2.25). This results in the celebrated
ﬂuctuation-dissipation formula of Callen and Welton [119]
S˜FF(ωm) = 2MΓ(ωm)h¯ωm(n¯T(ωm) + 1/2). (2.40)
So far we have presumed a thermal state for the mechanical oscillator, however, we can cor-
roborate that a thermally equilibrated mechanical oscillator follows directly from the equilib-
rium condition of the noise source. If the noise source is a quantum reservoir in thermal equi-
librium, its state is described by the density operator ρˆb = exp (−Hˆb/[kBT])/ tr [exp (−Hˆb/[kBT])],
where Hˆb is the bath Hamiltonian introduced in equation (2.24) and the symbol tr denotes the
trace operation7. Then, besides fulﬁlling the stationary property ⟨Fˆ(τ)Fˆ(0)⟩ = ⟨Fˆ(0)Fˆ(−τ)⟩,
the correlation function also satisﬁes8 ⟨Fˆ(τ)Fˆ(0)⟩ = ⟨Fˆ(0)Fˆ(τ + ih¯/[kBT])⟩, the so called
Kubo-Martin-Schwinger (KMS) condition [120, 121]. From the deﬁnition (2.35), this KMS
condition translates into the following identity for the quantum noise spectral density
evaluated at positive and negative frequencies
SFF(−ω)
SFF(+ω)
= exp
(
− h¯ω
kBT
)
. (2.41)
We observe that knowing SFF allows us to ﬁnd the equilibrium temperature of the bath
through equation (2.41) above. More importantly, the relation (2.41) further implies a detailed
balance between absorption and emission processes, so that Γ+ = exp (−h¯ωm/[kBT])Γ− or,
equivalently,
Γn→n+1 exp
(
− h¯ωmn
kBT
)
= Γn+1→n exp
(
− h¯ωm(n+ 1)
kBT
)
. (2.42)
7 In principle, the coupling of the bath to ourmechanical vibrationmode could prevent an equilibrium
state of the bath, however we keep consistent with our perturbation theory approach and assume
that since the bath comprises inﬁnitely many degrees of freedom, this coupling may only have a
negligible impact on it, and therefore that its equilibrium condition remains unaltered.
8 These properties of the force noise autocorrelation function follow from the deﬁnition of the freely
evolving operator Fˆ(τ) = exp (−iHˆbτ/h¯)Fˆ(0) exp (iHˆbτ/h¯), and noticing that an ensemble average
is now understood as an expectation value ⟨.⟩ ≡ tr [ρˆb .].
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The detailed balance condition (2.42) guarantees that the steady state probabilities pn(t→ ∞)
stemming from setting dpn/dt = 0 in equation (2.37), follow a Boltzmann distribution, i.e.
pn(t→ ∞) ∝ exp (−h¯ωm/[kBT]). Therefore, we can conclude that the mere contact with a
thermal equilibrium bath leads to a subsequent thermalization of our mechanical vibration
mode too. If the bath were in a stationary state but not in thermal equilibrium (e.g., because
it is continually driven by an external force) we could still deﬁne a relation identical to
the KMS condition, equation (2.41), with T replaced by an effective (frequency-dependent)
temperature Teff(ω) [112, 113].
2.3.3 Cooling and amplification of mechanical harmonic motion with a viscous
force
Two conclusive points of the previous section 2.3.2 are that a mechanical oscillator reacts
linearly against an applied force and that friction and noise go hand in hand. Thus, neither a
linear forcing of the oscillator dynamics nor an increase of the damping rate Γm can serve
to lower the oscillator temperature or, equivalently, to push down to zero the thermal
occupation number of the mechanical oscillator. In the absence of any other external agents
to the mechanical oscillator and its associated noisy environment with reaction force Fˆm, it
seems that the only way to achieve ground state cooling of the mechanical oscillator motion is
to directly lower the equilibrium temperature Tm of its surrounding heat bath. However, for
a great majority of mechanical structures, even the lowest dilution refrigerator temperatures
(Tm ∼ 10mK) do not sufﬁce to operate the mechanical vibration mode of interest in the
quantum regime, that is, achieving h¯ωm > kBTm, where, as in previous sections, ωm denotes
the mechanical resonance frequency. On the other hand, mechanical resonances in the order
of GHz or above, for which h¯ωm > kBTm is actually fulﬁlled, face yet another problem: the
higher the frequency of the mode the smaller becomes its root mean square ﬂuctuations zzpm.
Detecting the motion of such a high frequency oscillator at an environmental temperature
of a few mK results then very challenging [27]. In order to cool a mechanical vibration
mode down to its quantum ground state of motion (and be able to operate with it) we may
rather start off in a scenario for which h¯ωm > kBTm, and subsequently use an additional
method to reduce the thermal occupation number of the mechanical mode below unity. This
cooling method can be performed with the intervention of a nonlinear drive (i.e. a force
that may depend on the position and momentum of the vibration mode) in the dynamics
of the mechanical vibration mode. A nonlinear coupling to an additional external physical
system may introduce into the dynamics of the mechanical oscillator a velocity dependent
or viscous like force characterized by some damping rate Γv, as well as an associated noisy
force Fˆv that will tend to equilibrate the oscillator towards an effective temperature Tv. As
long as the coupling of the oscillator to the external noise source is weak, we then can use the
approach based on perturbation theory of the previous section to determine the damping
rate Γv in terms of the spectral density SFvFv of the noisy force.
For all practical purposes, the mechanical oscillator is now as if it were in contact with
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two different heat baths. If the effective temperature Tv of the additional bath is much lower
than the temperature Tm of the original environment of the mechanical oscillator and if
Γv > Γm, the noise from the additional bath will ultimately set the minimum achievable
thermal occupation number for the mechanical oscillator. Since the power spectral density
S∑µ FµFµ of uncorrelated observables Fˆµ is additive, S∑µ FµFµ = ∑µ SFµFµ , the equation of motion
for the average energy of this mechanical vibration mode coupled to two independent baths
reads
d
dt
⟨E(t)⟩ = −∑
µ
Γµ ⟨E(t)⟩+ 12M ∑µ
S˜FµFµ(ωm), (2.43)
where S˜FµFµ(ωm) = [SFµFµ(ω) + SFµFµ(−ω)]/2, µ ∈ {m,v}, and we have assumed that the
mechanical mode also starts off with a high quality factor, thus ignoring any frequency
shift that may have possibly been induced by its coupling to the additional noise source.
In the steady state ⟨E(t→ ∞)⟩ = h¯ωm(n¯+ 1/2). Then, using the ﬂuctuation-dissipation
formula (2.40) for the equilibrium heat bath at temperature Tm and the KMS condition (2.41)
for the external noise source at the effective temperature Tv we ﬁnd the following expression
for the mean stationary phonon number n¯,
n¯ =
Γmn¯Tm(ωm) + Γvn¯v(ωm)
Γv + Γm
, (2.44)
where we have introduced
n¯v(ω) ≡
[
SFvFv(ω)
SFvFv(−ω)
− 1
]−1
, (2.45)
the effective occupation number that results from the coupling of the oscillator to the external
effective bath. For a cold external bath with minimal quantum ﬂuctuations, i.e. with n¯v ≃ 0,
the mean occupation number or temperature T ≡ h¯ωmn¯/kB of the oscillator is essentially
determined by the thermal ﬂuctuations of its environment, such that the equation (2.44)
above reduces to
T = Tm
Γm
Γm + Γv
. (2.46)
According to this expression the higher the induced damping rate Γv is, the lower it gets the
oscillator temperature T. As we approach down to T = 0, the formula (2.46) starts failing
to provide a satisfactory physical description. Eventually, the quantum ﬂuctuations of the
external noise source shall manifest in a ﬁnite occupation number n¯v > 0, thus inhibiting the
possibility of reaching T = 0. In essence, n¯v sets the lowest temperature that the oscillator
may accomplish. Still, equation (2.46) can be used to gain insight on the capability of the
oscillator to attain its ground state of motion. In the limit Γv ≫ Γm, and using ωm > Γv,
we obtain kBT/(h¯ωm) ≃ kBTmΓm/(h¯ωmΓv) ≳ kBTm/(h¯ωmQ). Ground state cooling of the
mechanical vibration mode can be within reach if kBT/(h¯ωm) ∼ 1. This ﬁnally leads to the
following relation
Qfm ≳
kBTm
h
, (2.47)
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where fm = ωm/(2π). The product (2.47) above is an indicator of how robust the mechanical
oscillator may be against thermally induced decoherence [122, 41].
Before we move on to the next section let us remark that we may distinguish different
types of cooling techniques depending on the manner in which we realize the nonlinear
drive that allows for cooling the motion of the mechanical oscillator, see references [27, 122]
for a more detailed discussion. Based on a monitoring of the motion of the displacement
coordinate zm of the mechanical oscillator we can tailor a friction force that is out of phase
with this motion, i.e., proportional to the instantaneous velocity of the oscillator. To damp
the amplitude of the mechanical oscillations we feed this force to the dynamics of zm. Since
the feedback is constructed from a measurement record this cooling technique is commonly
known as active cooling. Conversely, if we design a mechanical oscillator dynamics in which
a viscous force emerges naturally, e.g. from the coupling of the oscillator to a second system,
and if we perform no measurement on the oscillator dynamics the cooling mechanism is
then called passive cooling. This cooling mechanism is the one that we have just presented in
this section and the one that we shall focus next in the context of optomechanics, wherein
the motion of a mechanical oscillator couples to light waves via the radiation pressure force.
2.3.4 An example: radiation pressure force and optomechanics
First of all, let us note that thermal radiation with frequencies from and above the visible
range are considerably higher than frequencies of conventional mechanical resonances. Then
according to the discussion of our previous section 2.3.3, the radiation ﬁeld could in principle
act as an excellent cold bath for the motion of a mechanical vibration mode.
In the late nineteenth century, Maxwell’s theory of classical electromagnetism could
deﬁnitely conﬁrm the idea that matter objects can undergo a pressure force when they are
exposed to radiation9. This so called radiation pressure force is the result of a delivery of
linear momentum by the radiation ﬁeld upon reﬂection from the target object. Remarkably,
it was Einstein who showed, in a thought experiment proposed in [124], that also this
force may ﬂuctuate, and therefore induce friction in the motion of a radiated object. This
frictional phenomenon can be elucidated with the help of the Doppler effect. The radiation
pressure Prp imparted by a light wave normally incident from vacuum onto a stationary
matter object, let us say a perfectly reﬂecting mirror of mass M, may be written in terms
of the light intensity I (averaged in time over a cycle of the wave) as Prp = 2I/c. For a
wave with cross sectional area A, the corresponding force exerted on the mirror is thus
Frp = 2W/c, withW = IA the cycle averaged power of the light wave. Now, if the mirror
is moving away from and in the propagation direction of the light with uniform speed vm,
9 The contemplation of mechanical effects of light on matter objects may be traced back to J. Kepler
who, in his astronomical observations in the seventeenth century, realized that comet tails always
opposed the sun. Kepler then argued that this effect could be due to an impulse imparted to the
comet by solar rays [123, 114].
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the intensity of the, again normally incident light, will be reduced due to the Doppler effect.
In the non-relativistic limit vm/c≪ 1, and the ensuing Doppler shift for the light intensity is
I ↦→ I[1− vm/c]. As a result, Newton’s equation for the mirror, dvm/dt = Frp/M, yields a
diffusive dynamics with a corresponding diffusion rate10 γ = 2W/[Mc2]. Unfortunately, for
the movable mirrors (mechanical resonators) used in most tabletop experiments, this effect
is in practice unnoticeable. Even for the lightest mechanical resonators, the radiative power
necessary to observe such a frictional effect is too high in order for the mechanical resonator
to be able to support it before it gets destroyed. Using mechanical resonators coated with
some unconventional material, such as e. g. a photonic crystal, could be an exception, see
[125].
Nowadays, a common procedure to appreciably inﬂuence the motion of a mechanical
resonator via radiation pressure consists in using a cavity, inside which the radiation ﬁeld is
parametrically coupled to the motion of the mechanical resonator. In a laser driven optical
cavity, photons (light particles) may bounce off the cavity walls many times before they
abandon it, leading to an enhancement of the radiation ﬁeld in the interior of the cavity.
If the mechanical element is placed either inside the cavity or forming part of one of the
cavity walls, the radiation pressure as well as the Doppler scattering process described
earlier, will have a much larger impact than in the case of a freely moving mirror. This
idea was suggested already back in the 1960s by Braginsky and collaborators in [20, 21],
which led to the development of the research ﬁeld of cavity optomechanics [41]. In order
to gain a deeper insight on how the conﬁnement of the radiation ﬁeld in the cavity may
empower the frictional radiative force onto the mechanical element, we shall study the
coupled dynamics of both the cavity radiation ﬁeld and the movable mirror, here assumed to
be harmonically bound to one of the end walls of the cavity. To learn the operating method of
such frictional force and how we can possibly take advantage of it to cool down the motion
of the mechanical resonator we will start with an analysis based on classical physics. After
this, we will switch to a quantum framework, in which we will illustrate the utility of the
machinery of perturbation theory presented in the previous section 2.3.3.
Let us ﬁrst consider an optical cavity with ﬁxed walls. In principle a cavity hosts inﬁnitely
many modes, the frequencies of which depend on the geometry and the dielectric properties
of the device. Additionally, since in a real cavity photons may leak out of it, every mode has
a ﬁnite life time, or equivalently a ﬁnite linewidth. To simplify matters we assume here that
the frequency ωL of the driving laser is nearly resonant with the frequency ωcav of a single
cavity mode, such that |ωL −ωcav| ≲ κ, where κ > 0 is the linewidth of such cavity mode.
Thus, as long as there exists an appreciable overlap between the shape function ucav of this
cavity mode with frequency ωcav and that of the laser, the dynamics of the cavity radiation
ﬁeld will be essentially given by that of this single resonantly driven mode with frequency
10 Note that the sign for the rate γ adopted here is a mere convention. A mirror that moves towards
the light source would lead to a rate with opposite sign.
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ωcav, such that no other mode of the cavity will be excited [126]. We then focus here on a
single transverse mode, let us say the one with lowest frequency, and restrict ourselves to a
one-dimensional analysis, which is a good approximation if the cross sectional area Aωcav of
the cavity mode is considerably larger than its wavelength. We dispose our reference frame
such that its z-axis coincides with the propagation direction of the optical waves. We denote
the natural length of the cavity along this axis by Lcav and write the electric ﬁeld inside the
cavity as Ecav(t) =
√
h¯ωcav/(ε0LcavAωcav)Re [a(t) exp (−iωLt)ucav]. The complex function
a(t) denotes the normal variable of the cavity mode, and we have normalized it here such
that |a(t)|2 may be viewed as the number of photons that are circulating within the cavity. In
the absence of losses and of the laser source, Maxwell’s equations show that a(t) represents
the evolution of a free harmonic oscillator ∼ exp (−iωcavt) [127]. Due to the laser driving
and the leakage of photons out of the cavity, the evolution of the slowly varying normal
variable a(t) exp (−iωLt) may be described by that of a driven damped harmonic oscillator
[128, 112]
d
dt
a(t) = [i(ωL −ωcav)− κ/2]a(t) + κ2 aωL . (2.48)
Here, the complex constant aωL accounts for the strength of the normal coordinate of the
laser11. Following reference [9], we choose aωL such that on full resonance, ωL = ωcav, is
a = aωL . In this manner, we may estimate the power (averaged over one cycle of the wave)
of the laser entering the cavity asW in ∼ h¯ωLκ|aωL |2 = κW0ωL , whereW0ωL is the original
laser power.
Let us now go over to the case in which one of the cavity walls, a mirror, is allowed to
undergo mechanical motion. The motion of such mirror translates into a time dependent
boundary for the radiation ﬁeld which unavoidably yields a coupling between the different
modes of the cavity radiation ﬁeld. However, as long as the mirror motion is non-relativistic
and its characteristic frequencies are much smaller than the free spectral range of the cavity
(that is, the frequency separation between adjacent cavity modes) the dynamics of the cavity
radiation ﬁeld may again be accurately described in terms of a single mode [129, 130].
We assume that this is the case here for our harmonically bound mirror, thus requiring
dzm/dt≪ c and ωm ≪ ω˜cav(zm), where, being true to our usual notation, we have chosen
zm and ωm to denote the displacement and resonance frequency of the mirror, respectively.
The coupling of the radiation ﬁeld to the motion of the mirror is captured in the frequency
ω˜cav(zm) as well as in the normal variable a˜(zm) of the cavity mode, which are parametric
functions of the mirror displacement [129]. A change in the mirror position induces a shift
in the frequency ω˜cav(zm) of the cavity. At the same time, a shift in ω˜cav(zm) modiﬁes the
light power inside the optical resonator ∼ |a˜(zm)|2, and therefore the radiation pressure
11 As we have pointed out at the beginning of this section 2.3.4, optical radiation can be regarded as
a very cold bath for the motion of the resonator. Thus, we have ignored any thermal ﬂuctuations of
the cavity ﬁeld and assumed a vanishing Langevin force in equation (2.48).
34
2.3.4 An example: radiation pressure force and optomechanics
delivered to the moving mirror. This phenomenon in which the mirror motion is allowed to
inﬂuence onto itself is known as dynamical back-action [41]. To address this process more
quantitatively we use the fact that |zm| ≪ Lcav, and expand the canonical amplitude and
frequency of the cavity up to ﬁrst order in zm/Lcav. Then, after averaging over an optical
period 2π/ωL to get rid of fast oscillating terms ∝ exp (±2iωLt), we obtain the following
classical equations of motion describing the coupled dynamics of the radiation ﬁeld and the
moving mirror [9]
d
dt
a(t) = [i(ωL −ωcav + g0zm(t))− κ/2]a(t) + κ2 aωL , (2.49)
d2
dt2
zm(t) + Γm
d
dt
zm(t) +ω
2
mzm(t) =
h¯g0
M
|a(t)|2 + 1
M
F(t). (2.50)
In writing equations (2.49) and (2.50) we have used the identities a˜(zm = 0) = a and
ω˜cav(zm = 0) = ωcav and introduced the so called optomechanical frequency shift per
mechanical displacement g0 = −∂ω˜cav(zm)/∂zm
⏐⏐
zm=0
. The quantity h¯g0|a(t)|2 in the r.h.s.
of equation (2.50) corresponds to the radiation pressure force impinging on the movable
mirror12, whereas F is as deﬁned in equation (2.21), i. e., it represents any other possible
external driving of the mirror motion, including thermal ﬂuctuations. The dynamics de-
scribed by (2.49) and (2.50) is nonlinear and may give rise to an ample variety of physical
phenomena: multistability [131], self-induced oscillations [132], chaos [41].
For a quantitative understanding of the Doppler shift induced on the light intensity of
the optical resonator by the moving mirror and the ensuing back action effects onto the
mirror motion it is enough an analysis based on a simple harmonic motion of the mirror.
Solving equation (2.49) for the steady state with zm = Z0 cos(ωmt) yields [133, 134]
a(t) = aωLκ/2
+∞
∑
l=−∞
Jl(x)
−i(∆L + lωm) + κ/2 exp (−ilωmt+ ix sin(ωmt)), (2.51)
where ∆L = ωL −ωcav is the laser detuning and x = g0Z0/ωm, while Jl stands for a Bessel
function of the ﬁrst kind of order l. For a conventional mechanical resonator, the rate g0Z0 is
well below the mechanical resonance frequency, so that x ≪ 1. Therefore, since for a small
argument x → 0, the Bessel functions decay increasingly rapidly to zero for increasing l as
Jl(x) ≈ 2−lxl/l!, we may truncate the series expansion in the equation (2.51) above. Keeping
terms up to ﬁrst order in the small parameter x, gives a = a0 + a1 with
a0 =
κ/2
−i∆L + κ/2 aωL (2.52)
and
a1(t) = i
g0Z0a0(t)
2
[
exp (−iωmt)
−i(∆L +ωm) + κ/2 +
exp (iωmt)
−i(∆L −ωm) + κ/2
]
. (2.53)
12 The radiation pressure force, h¯g0|a(t)|2, in equation (2.50) is accurate if the medium ﬁlling the
cavity is vacuum and the mirror reﬂectivities are nearly unity.
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The radiation pressure force obtained from this solution can be splitted into a contri-
bution oscillating in phase and a contribution oscillating out of phase with respect to
zm = Z0 cos(ωmt). The out of phase contribution accounts for the Doppler shift of the
light power inside the resonator and it is thus responsible for an energy loss of the me-
chanical mirror due to friction. To see this we will compute the power dissipated by the
mechanical resonator due to the radiation pressure force. Up to terms of order |a1|, the time
dependent part of the force is δF = h¯g0
[|a0+ a1|2− |a0|2] ≃ a∗0a1+ a∗1a0 = δFIP+ δFOP, with
δFIP(t) = − h¯g
2
0Z0|a0|2
2
[
2(∆L +ωm)
(∆L +ωm)2 + κ2/4
+
2(∆L −ωm)
(∆L −ωm)2 + κ2/4
]
cos(ωmt) (2.54)
and
(2.55)
δFOP(t) =
h¯g20Z0|a0|2
2
[
κ
(∆L +ωm)2 + κ2/4
− κ
(∆L −ωm)2 + κ2/4
]
sin(ωmt) (2.56)
the in phase and out of phase contributions, respectively. As we learnt before in section 2.3 a
steady state of the mechanical oscillator undergoing driving can be understood as conse-
quence of an equilibrated exchange of energy between the driving source and the mechanical
system: the power dissipated by the oscillating mirror is balanced by the energy supplied by
the driving. The evolution equation for the ensemble average energy ⟨E⟩ = Mω2m ⟨z2m⟩ of
the mechanical mirror can be obtained as we described previously in section 2.3.2, however
we depart now from equation (2.50), which takes into account the presence of the radiation
pressure force δF. Since the term proportional to |a0|2 introduces solely a constant shift we
ignore it. The resulting steady state energy ⟨E(t→ ∞)⟩ is then obtained from
d
dt
⟨E(t)⟩ = −Γm ⟨E(t)⟩+ 1
M
[ ⟨δF(t)pm(t)⟩+ ⟨F(t)pm(t)⟩ ] = 0, (2.57)
where we used the fact that F(t) and δF(t) are real and our deﬁnition pm = iMωm[b∗m −
bm]/2. Assuming that ergodicity is fulﬁlled, we then interpret ensemble averages as long
time averages over many periods τm = 2π/ωm. For the harmonic motion zm = Z0 cos(ωmt),
is pm = −MωmZ0 sin(ωmt), and therefore ⟨δFIPpm⟩ = 0. While, noticing that Z20 = 2 ⟨z2m⟩,
we ﬁnd
1
M
⟨δFOP(t)pm(t)⟩ = −ωm ⟨z2m⟩
h¯g20|a0|2
2
[
κ
(∆L +ωm)2 + κ2/4
− κ
(∆L −ωm)2 + κ2/4
]
.
(2.58)
Expression (2.58) accounts for the imbalance of light powers associated with different modes
of either frequency upshifted (anti-Stokes) or downshifted (Stokes) photons with respect
to the resonance frequency of the cavity. By choosing a laser frequency that falls below
the cavity resonance, i.e. a red detuning, ωL − ωcav = ∆L < 0, we may favor damping
of the mirror motion (increase the number of anti-Stokes photons) while suppressing the
opposite process of ampliﬁcation of mirror oscillations, and vice versa, a blue detuning,
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∆L > 0 may increment the energy supplied to the mirror motion by the optical ﬁeld (increase
the number of Stokes photons), leading to an ampliﬁcation of its oscillation amplitude.
Notably, the cooling method enabled by these light scattering processes is analogous to
that of laser cooling of atoms [135]. If we consider that the thermal bath of the mechanical
mirror is at temperature Tm, we have ⟨Fpm⟩ = S˜FF(ωm)/(2M) = ΓmkBTm, so that, using the
formula (2.58) above, we reexpress the steady state energy (2.57) of the mechanical mirror in
terms of an effective temperature as
T˜ = Tm
Γm
Γom + Γm
. (2.59)
The ratio of power exchange (2.58) between the mechanical mirror and the cavity radiation
ﬁeld to the energy ⟨E⟩ = Mω2m ⟨z2m⟩ stored in the mechanical system accounts for the so
called optomechanical energy damping or heating rate Γom, i. e.
Γom = −⟨δFOP(t)pm(t)⟩
Mω2m ⟨z2m(t)⟩
= g20|a0|2
h¯
2ωm
[
κ
(∆L +ωm)2 + κ2/4
− κ
(∆L −ωm)2 + κ2/4
]
.
(2.60)
Taking a close look to equation (2.60) we may realize that, as long as ωm > κ, a laser detuning
∆L = ωm is nearly optimum to maximize processes that yield an excess of Stokes photons
relative to anti-Stokes ones (mirror motion ampliﬁcation) and, oppositely, that if we set
∆L = −ωm we allow for an augment of anti-Stokes photons relative to Stokes photons
(cooling of mirror motion). This can intuitively be understood if we resort to the energy
conservation principle and conceive the full system of mechanical mirror and radiation
ﬁeld from a quantum perspective. Upon excitation, it is clear that the coupled system of
cavity plus mechanical mirror always absorbs a laser photon of frequency ωL. However, the
frequency of the photon ﬁeld radiated by the excited system will be given by the resonant
frequency of the excited state of the system. Noticing that ωcav ≫ ωm, we realize that, on
average, resonant excitations of the cavity plus mechanical mirror system will radiate at a
frequency ωcav. Then, if ωm > κ, i.e., if we may distinguish among the laser, anti-Stokes
and Stokes photon frequencies, ωL, ωL ± ωm, respectively, by choosing the frequency of
the incident light such that ωL = ωcav −ωm, excitation and ensuing radiation of the cavity
plus mirror system at frequency ωcav implies a reduction of the mechanical mirror’s energy
by an amount h¯ωm. This laser cooling strategy in the regime for which ωm > κ, i. e., the
sideband frequency (here the mechanical frequency ωm) of the radiated ﬁeld is larger than
the linewidth ∼ κof the excited system (here the weakly coupled cavity plus mechanical
modes) is known as resolved sideband cooling, and it was ﬁrst conceived and realized for
atomic systems [136].
What is the minimum mechanical mode temperature that we may aspire to reach by
applying this so called resolved sideband cooling process to our optomechanical system?
To answer this question, we merely need to know the power spectrum of the radiation
pressure force or, equivalently, of the intensity of the quantum radiation ﬁeld inside the
optical resonator in the absence of optomechanical coupling. From the classical equations
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of motion (2.49) and (2.50) we can easily write down a Hamiltonian for the corresponding
canonical variables zm and pm, as well as for the normal mode a. To account for a quantum
cavity ﬁeld we replace a by the single mode creation aˆ† and annihilation aˆ operators, sat-
isfying the canonical commutation relation [ aˆ, aˆ† ] = 1. Using the deﬁnitions (2.22) (2.23)
for the position and momentum operators of the mechanical mirror, the optomechanical
Hamiltonian can be written as [137]
Hˆom = h¯ωcav[aˆ
† aˆ− ⟨aˆ† aˆ⟩] + h¯ωmcˆ† cˆ− h¯g0zzpm[aˆ† aˆ− ⟨aˆ† aˆ⟩][cˆ† + cˆ] + Hˆld + Hˆκ + HˆΓm .
(2.61)
Here, Hˆld stands for the Hamiltonian of the laser drive, whereas the Hamiltonians Hˆκ and
HˆΓm describe, respectively, the interactions of the optical resonator and the mechanical
resonator with all the other inﬁnitely many modes of their corresponding environments,
and account for the friction and stochastic forces of the quantum mechanical version of the
classical Langevin equations of the operators aˆ and cˆ. Knowledge of the Hamiltonian (2.61),
ﬁnally allows us to evaluate the dynamics of every observable of concern, in particular that
of the correlator ⟨Fˆrp(t)Fˆrp(0)⟩ where Fˆrp = h¯g0[aˆ† aˆ− ⟨aˆ† aˆ⟩] is the radiation pressure force
operator. Determining ⟨Fˆrp(t)Fˆrp(0)⟩ (with vanishing optomechanical coupling, g0 = 0, in
the Hamiltonian (2.61) above) and, subsequently, its Fourier transform, provides us with the
wanted power spectrum of Fˆrp. The outcome reads
SFrpFrp(ω) =
∫ +∞
−∞
dτ exp (iωτ) ⟨Fˆrp(τ)Fˆ†rp(0)⟩ = n¯
κ
(∆L +ω)2 + κ2/4
, (2.62)
where n¯ = |a0|2 is the mean photon number of the cavity radiation ﬁeld. For details on the
calculation the reader is referred to [9, 114]. The minimum temperature or, equivalently,
mean occupation number of the mechanical resonator will be limited by the quantum noise of
the cold bath to which the mechanical mirror is coupled to, i. e., by the quantum ﬂuctuations
of the radiation pressure force. Formula (2.45), presented in the previous section 2.3.3,
provides the effective occupation number of a mechanical resonator resulting from the
quantum ﬂuctuations of an external noisy drive. Applied here to the radiation pressure force
yields
n¯om(ωm) =
[
SFrpFrp(ωm)
SFrpFrp(−ωm)
− 1
]−1
= − (∆L +ωm)
2 + κ2/4
4ωm∆L
, (2.63)
where we used the power spectral density (2.62) above. For ∆L = −ωm, and in the resolved
sideband regime, ωm ≫ κ, we obtain n¯om ≃ κ2/(4ωm)2 < 1, the minimum achievable
occupation number of the mechanical mode under laser sideband cooling. Finally, we note
that to approach this limit it is necessary to overcome the original thermal ﬂuctuations of the
mechanical mode. We can estimate the necessary conditions for this from the equation (2.44)
for the steady state occupation number of the mechanical mode under an external noisy
drive. Particularized for our optomechanical system with ∆L = −ωm and ωm ≫ κ, this
reads
n¯ =
Γmn¯Tm(ωm)
Γom + Γm
+
Γomn¯om(ωm)
Γom + Γm
≃ Γmn¯Tm(ωm)/Γom
1+ Γm/Γom
+
Γom
Γom + Γm
κ2
16ω2m
. (2.64)
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2.3.4 An example: radiation pressure force and optomechanics
From equation (2.63) we see that to get close to the minimum occupation number n¯om ≃
κ2/(4ωm)2 ≪ 1, we need a small thermal decoherence rate Γmn¯Tm ≪ Γom. Noting as well
that, since we determine the optomechanical rate from a perturbation approach either as
Γom = z2zpm[SFrpFrp(ωm)− SFrpFrp(−ωm)]/h¯2 or as given in equation (2.60) (both expressions
coincide), we should take into account that both times Γ−1om and Γ−1m must be much longer
than the autocorrelation time of the radiation pressure force correlator. The latter is given
by the cavity linewidth as κ−1. Therefore, we may conclude that for a good performance
of resolved sideband cooling of the mechanical oscillator mode we shall look for a laser
power, and mechanical resonator parameters (mass, frequency, quality factor) that satisfy
Γmn¯Tm ≪ Γom ≪ κ ≪ ωm.
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3 A nanomechanical resonator remotely
coupled to an ultracold atomic gas
In the previous chapter 2 we learnt that cavity optomechanics enables an active control
over the motion of a mechanical oscillator with an electromagnetic mode of radiation
inside of an optical or microwave resonator. Here, we present instead a scheme to affect
the motion of a linearly vibrating nanomirror (our mechanical oscillator) by means of the
dielectric response of an ultracold atomic gas. Two electric dipole transitions of the atoms
in the ultracold ensemble are relevant for our scheme. Each transition is characterized
by a different Bohr frequency, and therefore we use two laser beams to mediate a mutual
coupling between the ultracold atoms and the mechanically oscillating nanomirror. One
laser beam serves us to probe the absorption of the atoms at the Bohr frequency of one
of the atomic transitions as well as to drive the nanomirror oscillations, and is thus called
the probe beam. The probe beam interacts ﬁrst with the atoms before hitting the mirror
surface. The other laser beam is aimed to control the dielectric response of the atoms and
so is referred to as the control beam. Unlike the probe beam, the control beam reﬂects
off the mirror surface before interacting with the atoms. For a ﬁxed mirror, the control
beam remains essentially unperturbed after reﬂecting off the mirror surface, so that by
carefully adjusting its frequency to the Bohr frequency of the other atomic transition, one
can render the resonantly absorbing atomic gas transparent at the frequency of the probe
beam, an effect known as electromagnetically induced transparency. The mirror, however, is
allowed to mechanically oscillate. An oscillating mirror imprints a phase modulation onto
the control beam, producing sidebands of the control ﬁeld detuned by the mirror frequency.
Feeding the atoms with this control light reﬂected off the oscillating mirror allows to alter
the transparency of the atoms with respect to the probe light. The optical response of the
atoms may now generate counterpart sidebands into the probe light transmitted through
the atoms. In this way, the intensity of the resulting probe light is ultimately modulated by
the mechanical vibrations of the mirror. This effect is maximal when the mirror frequency
matches the energy gap between two eigenstates of the coupled system of atoms plus
light ﬁelds. Upon incidence onto the mirror surface the probe light couples to the mirror
motion through radiation pressure force, thus enabling that these vibrations act back on
themselves. This feedback translates then into a viscous like force. Whether this driving
ampliﬁes or damps the mirror motion depends on the relative phase shift between probe
beam amplitude modulations and mirror oscillation. We show that this relative phase shift
can be adjusted by choice of the frequency mismatch between the probe and control light
waves. At the semi-classical level discussed here, the scheme allows phase-locking the
amplitude modulations of a laser to motion of a mechanical element. Equivalently, the
atomic cloud allows the conversion of phase-modulations of one light-ﬁeld (the control
beam), into amplitude modulations of another (the probe beam). This chapter is organized
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to describe them classically.
Mechanical oscillator: The mechanical element consists of a thin plate (a perfectly con-
ducting mirror) of mass M that may oscillate linearly with frequency ωm. We assume that
the amplitude of such oscillations is large compared with the quantum ﬂuctuations of the
mirror’s motion. Then we also describe the oscillatory dynamics of the mirror classically, and
by means of a single displacement coordinate zm(t) = [b∗m(t) + bm(t)]/2, the center of mass
oscillation amplitude of the mirror around its equilibrium position z0 = 0. The dynamical
variable bm(t) = Bm(t) exp (−iωmt) with complex amplitude Bm(t) denotes the generalized
coordinate of the mechanical oscillator (see section 2.3.1). To facilitate the task of judging
whether or not mechanical losses are externally induced by other coupling scheme, we focus
on the case in which zm obeys the time evolution of an ideal harmonic oscillator with no
intrinsic dissipation. Nonetheless, we could easily extend the model to include intrinsic
damping and driving of the mirror induced by its coupling to a thermal environment at a
ﬁnite temperature due to the mirror clamping, as described in section 2.3.2 of the previous
chapter.
Atomic gas: We envisage an isotropic atomic medium that conﬁnes N identical non in-
teracting 87Rb atoms and extends over a length L along the z-axis as depicted in ﬁgure 3.1.
Then, if N0 is the (uniform) density of the atomic medium, our non interacting description
of the atoms demands a dilute regime for which N0|kλ|−3 ≲ 1, where |kλ|−1 stands for any
of the reduced wavelengths of the electromagnetic waves that drive optical transitions of
the atoms. The atoms are also kept at an ultracold temperature, and hence we will neglect
Doppler motion as well as collisional dephasing.
Concerning the electronic structure of the atoms, we consider three relevant states, |g⟩,
|e⟩ and |s⟩, i.e., we effectively describe every multilevel atom as a three level atom, see
section 2.2 for the details and validity of such effective reduction of the states space of the
atom. Then, the Hamiltonian for the internal states of atom n at position rn is
ˆ˜H(n)0 = ∑
µ
h¯ωµσˆ
(n)
µµ , (3.1)
with the states space restricted to µ ∈ {g, e, s} and n = 1, 2, . . .N. We keep the notation
of section 2.2.1, such that {h¯ωµ} denotes the set of eigenenergies of ˆ˜H(n)0 (identical for
every atom in the gas) and σˆ(n)µµ′ = [|µ⟩⟨µ′|]n denotes the atomic transition operator between
eigenstates |µ⟩n and |µ′⟩n acting on atom n only. The states |g⟩, |s⟩ are long-lived meta-stable
ground states, while |e⟩ decays to |g⟩with a rate Γp, as sketched in the inset of ﬁgure 3.1.
They form a so called three level Λ-type atom with only two dipole allowed transitions, one
(similar to the one introduced in section 2.2.1) involving states |e⟩ and |g⟩with dipole matrix
element deg, and another one involving states |e⟩ and |s⟩with dipole matrix element des.
Finally, following also section 2.2.1, we characterize the dynamical state of the non
interacting atomswith the density operator ˆ˜ρ = ˆ˜ρ(1)⊗ ˆ˜ρ(2)⊗ · · ·⊗ ˆ˜ρ(N), where ˆ˜ρ(n) = ˆ˜ρ(n)(rn)
is the single-particle density operator for the nth atom at rn.
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3.1 Atom-optomechanical setup
Electromagnetic waves: To attain a mutual coupling between the vibrating mirror and the
atoms we use two running electromagnetic waves (laser beams) that impinge normally from
vacuum on the atomic gas. The two light waves reach atoms and nanomirror only once
along their paths, as shown in ﬁgure 3.1. We express the total electric ﬁeld as a superposition
of two quasi-monochromatic waves,
E(r, t) =
1
2 ∑ωλ
Eωλ(r, t) exp (−iωλt) + c.c.. (3.2)
In equation (3.2) the summation runs over the carrier frequencies ωλ ∈ {ωp,ωc}, and
Eωλ = Eωλ exp (ikλ · r) denotes a complex valued envelope where kλ is the wavevector
of the carrier wave (such that, in vacuum, |kλ| = ωλ/c) and Eωλ is a slowly varying ﬁeld
amplitude in space over an optical wavelength and in time over an optical period. We
assume each beam follows an unidirectional propagation along the z-axis, which it is a
good approximation if both light beams have ﬁnite transverse cross sectional areas fulﬁlling
Aωλ ≫ |kλ|−2. For Gaussian laser beams and atoms focused at the beam waists wλ, the
cross sectional areas are approximately given by Aωλ = πw2λ/2.
The probe light wave (carrier frequency ωp and wavevector kp) couples the states |g⟩ and
|e⟩ resonantly with Rabi frequency Ωp = deg · Eωp/h¯. It traverses ﬁrst through the atoms
before reﬂecting off the nanomirror surface and propagating freely away from the setup.
The control light wave (carrier frequency ωc and wavevector kc) couples the states |s⟩ and
|e⟩with Rabi frequency Ωc = des · Eωc/h¯. In contrast to the probe light wave, it impinges
and reﬂects off the nanomirror surface ﬁrst, then passes through the atomic cloud and ﬁnally
leaves the system. Therefore, we may conceive each light wave as the combination of a beam
incident on the nanomirror surface and a beam reﬂected from the nanomirror surface. The
atomic gas then couples to the incident probe light beam (on the way to the mirror surface)
and to the reﬂected control light beam. In the following, unless otherwise expressly stated,
whenever we mention the probe light wave we shall be referring to its incident beam, while
an allusion to the control light wave shall refer to its reﬂected beam.
Given a motionless mirror, the electric ﬁeld in equation (3.2) would be a continuous
wave (c. w.) form and the amplitudes Eωλ would be constant in time. However, a light wave
reﬂected off a perfectly conducting mirror in oscillatory motion undergoes modulations.
In the non-relativistic limit (speed of mirror oscillations much smaller than speed of light
in vacuum ∼ ωmzm/c ≪ 1) the next adiabatic picture holds: the light beam at successive
instants of time can be computed as if the mirror were at rest. Assuming nearly normal
incidence on the mirror surface along the z-axis, this quasistationary picture yields the
following modulated control electric ﬁeld amplitude [138, 139, 140]
Eωc(r, t) = −E˜ωc(r, t) exp (−i2|kc|zm(t)) ≃ −E˜ωc(r, t)[1− 2i|kc|zm(t)], (3.3)
where E˜ωc is the slowly varying part of the control electric ﬁeld amplitude. Upon reﬂecting
off the mirror surface the wave experiences a sign ﬂip, hence the minus sign in the ﬁrst
equality of equation (3.3), whereas in the last equality we have assumed that the oscillation
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amplitude of the mirror is way smaller than the wavelength of the control light beam, which
is well satisﬁed in the atom-optomechanical setup under consideration.
We will show that the phase modulation of the control ﬁeld causes a time-dependent
modulation of the transmission of the probe beam through the medium, or in short, the
phase modulation of the control beam is turned into an amplitude modulation of the probe
beam. Thus, due to the radiation pressure exerted by the probe beam on the mirror, we
obtain a closed feedback loop, where the running wave ﬁelds are used to separately mediate
the two directions of mutual coupling between the nano-mechanical mirror and the atomic
medium.
3.1.1 Electromagnetically induced transparency
Electromagnetically induced transparency (EIT) is a phenomenon in which a resonant
absorbing atomic gas becomes transparent via the proper application of electromagnetic
radiation [141, 142, 143]. The phenomenon of EIT constitutes a central feature in our setup,
which we could clearly observe it if the control ﬁeld would be devoid of optomechanical
sidebands. Let us assume for now that this is the case, and hence that the Rabi frequencies
Ωp andΩc are time independent. Transparency of the atomic medium to electromagnetic
radiation on resonance at a given transition frequency may then be achieved by establishing
an atomic coherence between two meta stable (non-decaying) states that remains uncoupled
from the decaying excited state |e⟩while the atom is irradiated with electromagnetic waves.
For a concrete illustration we consider that the electronic state of every atom in our ultracold
atomic gas is settled in a quantum superposition of the meta stable levels |g⟩ and |s⟩. In
particular, for atom n, we deﬁne this state as
|d⟩n =
1√
|Ωp(rn)|2 + |Ωc(rn)|2
[
Ωc(rn)|g⟩n −Ωp(rn)|s⟩n
]
. (3.4)
Remarkably, under a proper calibration of the probe and control beams the superposition
state (3.4) can be made invisible to light, and hence |d⟩ is usually known as a dark state. To
show this potential feature of invisibility of |d⟩we shall compute the overlap of the excited
state |e⟩n and the superposition state |d⟩n with the Hamiltonian describing the electric dipole
interaction of atom n with the probe and control light ﬁelds. In the dipole approximation
and following the recipe of section 2.2.1, the total Hamiltonian ˆ˜H(n)
Λ
for the nth three level
Λ-type atom of the gas coupled to the probe and control light ﬁelds is found to be
ˆ˜H(n)
Λ
= ∑
µ ̸=g
ωµgσˆ
(n)
µµ +
ˆ˜V(n)(rn, t), (3.5)
ˆ˜V(n)(rn, t) = −
[
Ωp(rn)σˆ
(n)
eg + h. c.
]
cos(ωpt)−
[
Ωc(rn)σˆ
(n)
es + h. c.
]
cos(ωct). (3.6)
The overlap of |e⟩n and |d⟩n with the interaction Hamiltonian (3.6) (at all times) is given by
the interaction picture matrix element n⟨e|Uˆ0 ˆ˜V(n)Uˆ †0 |d⟩n with Uˆ0 = exp (i∑n ∑µ ̸=g ωµgσˆ(n)µµ t).
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frequency ωp)
χ(ωp) = 6πN0|k0|−3 iΓp/2
Γp/2− i∆p + i|Ωc|
2/4
∆p −∆c
. (3.8)
The details on the derivation of equation (3.8) can be found in Appendix A.2.1. As expected,
at the two photon resonance, ∆p = ∆c, equation (3.8) completely vanishes. The physical
scenario that we want to study operates the probe beam on resonance with the |e⟩-|g⟩
transition, therefore from now on we set ∆p = 0 and |k0| = |kp|. Figure 3.2 shows a plot of
the imaginary part Im
[
χ
]
= χ′′ of the susceptibility as a function of the detuning ∆c. The
curve is a particular example of a Fano resonance proﬁle (an antiresonance proﬁle) [144],
which is symmetric on both sides of the two photon resonance, ∆p = ∆c = 0, where it
drops to zero. The width of the resonance is |Ωc|2/(4Γp) and it is intimately related with the
so called EIT window or bandwidth: the frequency range around the resonance on which
the transparency and the linear dispersive properties of the medium are supported [145].
Changing the Rabi frequency Ωc, that is to say, the power of the control ﬁeld, enables to
widen or narrow this width, and thus the EIT bandwidth of the medium. It is noteworthy to
mention that for large control light intensities, |Ωc| ≫ {|Ωp|, Γp}, we could be tempted to
attribute the EIT phenomenon to the emergence of an Autler-Townes doublet [146]. However,
EIT persists even in the case for which the doublet can not be resolved, i.e. for |Ωc| < Γp,
since vanishing absorption on resonance is still observed (see ﬁgure 3.2). For a thorough
discussion on the distinction between EIT and the Autler-Townes splitting the reader is
referred to [147, 148].
Therefore, as we have already mentioned above, in the three level Λ-type atomic gas
considered here, the EIT effect is ultimately a direct consequence of a destructive interference
between the transition amplitude from |g⟩ to |e⟩ and the transition amplitude from |s⟩ to |e⟩
that takes place at the two photon resonance. A complete transparency of the atomic medium
ceases to be observable if there exists dephasing between the levels |g⟩ and |s⟩. The more
rapidly these states loose their coherence the less transparent becomes the medium. This is
due to the fact that the dark state (the emerging steady state of the optically driven atoms) of
equation (3.4) looses its feature of invisibility to light as soon as it undergoes decoherence,
i.e., as soon as the relative phase between the states |g⟩ and |s⟩ varies in the course of time.
Taking a closer look at equation (3.4) we notice that this relative phase between |g⟩ and |s⟩ is
strongly dependent on the relative phase between the probe and control ﬁelds.
Let us return to our original physical setup, thus recovering the time dependence of the
probe and control Rabi frequencies. Since the phase of the control beam is modulated by
the mechanical oscillations of the mirror (cf. equation (3.3)), the internal dynamics of the
atoms can effectively couple to the mechanically oscillating mirror. Then we may exploit
the sensitivity of the dark resonance to the phase mismatch between the probe and control
Rabi frequencies to study the effect of the mechanical motion in the dielectric response of the
atoms and vice versa. That will be the task of concern in the remaining of the chapter, after
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presenting our dynamical model of the full physical system in the following section 3.2. We
will then start with a physical scenario involving a constant harmonic motion of the mirror,
zm(t) ∝ cos (ωmt), whereby the power spectrum of the control Rabi frequency acquires
sidebands ωc ± ωm as in multi-chromatic EIT [149, 150, 151, 152, 153].
3.2 Coupled dynamics of atomic gas, light waves and
nanomechanical mirror
The aim of this section is to present a reduced set of equations describing an effective coupled
dynamics between the internal states of the atoms in the gas and the linearly vibrating mirror.
In Appendix A.1 we provide a more extended discussion of the approach followed here. We
assume that the atoms are initially in equilibrium, all settled in the ground state |g⟩, and at a
large distance away and completely isolated from the presence of the nanomechanical mirror.
The applied electromagnetic ﬁelds disturb the atoms and bring them out of equilibrium. We
will neglect any magnetic effects induced in the atomic medium and study only the electrical
response of the atomic gas to these applied ﬁelds. This response is then characterized by the
medium’s polarization P, which acts as a source term in the electromagnetic wave equation.
Considering the atomic gas as a medium with zero magnetization and lacking of free sources
of charge and current, the electromagnetic wave equation reads
∇×∇× E(r, t) + 1
c2
∂2
∂t2
E(r, t) = − 1
ε0c2
∂2
∂t2
P(r, t). (3.9)
To evaluate the polarization we shall compute the expectation value of every atomic dipole
in the gas, which requires knowledge of the dynamics of the electronic state of the atoms
represented here by the density operator ˆ˜ρ. The dynamics of any atom in the ensemble are
ruled by the Hamiltonian (3.5) describing the dipole coupling of the atom to the probe and
control light waves. Rather than working directly with (3.5), we switch to a rotating frame
that enables us to drop all of the non resonant terms in (3.5). The switch to this rotating
frame is performed with the help of the unitary operator UˆΛ = exp (iHˆΛt/h¯) where
HˆΛ/h¯ = ωp
N
∑
n=1
σˆ
(n)
ee + (ωp −ωc)
N
∑
n=1
σˆ
(n)
ss . (3.10)
Using UˆΛ, we transform the Hamiltonian for the nth atom into Hˆ(n)Λ = UˆΛ ˆ˜H(n)Λ Uˆ †Λ + ih¯ ˙ˆUΛUˆ †Λ
which, after neglecting non resonant terms and recalling that we have set ∆p = 0, reads
Hˆ
(n)
Λ
/h¯ = ∆cσˆ
(n)
ss − 12
[
Ωc(rn, t)σˆ
(n)
es +Ωp(rn, t)σˆ
(n)
eg + h. c.
]
. (3.11)
Likewise, the density operator changes according to ˆ˜ρ ↦→ Uˆ ˆ˜ρUˆ † = ρˆ = ρˆ(1) ⊗ · · · ⊗ ρˆ(N).
Then, if we take into account the relaxation process L[ρˆ(n)] = Lˆnρˆ(n) Lˆ†n − (Lˆ†n Lˆnρˆ(n) +
ρˆ(n) Lˆ†n Lˆn)/2 with Lˆn =
√
Γpσˆ
(n)
ge , due to the spontaneous decay of level |e⟩ to |g⟩, the density
operator ρˆ(n) for the nth atom evolves according to the Lindblad master equation
∂
∂t
ρˆ(n)(t) = − i
h¯
[ Hˆ
(n)
Λ
, ρˆ(n)(t) ] + L[ρˆ(n)(t)]. (3.12)
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In combination, and in the absence of the optomechanical sidebands (3.3) imprinted onto the
control light ﬁeld, equations (3.9) and (3.12) (the Maxwell Bloch equations) allow for a self-
consistent solution of the coupled dynamics of the electric ﬁelds (3.2) and the polarization,
since the latter is given by
P(r, t) = ⟨∑
n
δ(r− rn) ∑
µ,µ′
dµµ′ UˆΛ(t)σˆ(n)µµ′ Uˆ †Λ(t)⟩ =
N
∑
n=1
∑
µ,µ′
ρ
(n)
µ′µ(t)δ(r− rn)dµµ′e−iνµ′µt, (3.13)
with the summation indices µ, µ′ ∈ {g, e, s} and dsg = dgs = 0. The frequencies νµ′µ =
νµ′ − νµ in equation (3.13) stem from the deﬁnition of (3.10), and hence νeg = ωp and νes = ωc.
We can express the polarization more compactly in terms of collective slowly varying atomic
density matrix elements, Rµµ′(r) = ∑Nn=1 ρ(n)µµ′δ(r − rn), deﬁned already in equation (2.9)
of the previous chapter 2. Moreover, in section 2.2.1 of chapter 2 we saw that for a non
interacting gas of atoms, as is the case here, these collective density matrix elements are,
for all practical purposes, equivalent to the density of the gas N0 times the matrix elements
of a single atom density operator ρˆ(r) standing representative for the entire medium, i.e.,
Rµµ′(r) ≡ N0ρµµ′(r), and hence
P(r, t) = N0[ρeg(r, t)dge exp (−iωpt) + ρes(r, t)dse exp (−iωct) + c. c.]. (3.14)
In order to make the notation clearer, we omit from now on the superscript of one-particle
operators used to label a given atom nwithin the whole atomic ensemble. Thus, e.g., ρˆ(n) ≡ ρˆ
and Hˆ(n)
Λ
≡ HˆΛ.
As we mentioned earlier in section 3.1, a scenario without optomechanical sidebands
affecting the atomic medium is also a scenario of unperturbed c.w. ﬁelds. In that case
the atoms in the medium settle into a steady state beyond some initial transient time
∼ Γ−1p , providing, in a linear regime with the probe ﬁeld, the complex susceptibility
χ = χ′ + iχ′′ of equation (3.8); in what follows we split complex numbers s ∈ C as
s = s′ + is′′ into real part s′ = Re [s] and imaginary part s′′ = Im [s]. For our dilute ho-
mogeneous gas and within an inﬁnite plane wave approximation (no spatial dependence on
coordinates perpendicular to the propagation direction, Eωλ(r, t) ≃ Eωλ(z, t)) a solution of
the Maxwell Bloch equations yields a probe ﬁeld amplitude transmitted across the entire
medium Eωp ≃ E0ωp exp (−|kp|Lχ′′(ωp)/2), and thus an average power per optical period
Wωp = ε0cAωλEωλ · E∗ωλ/2 ≃ W0ωp exp (−|kp|Lχ′′(ωp)), where the input ﬁeld strength2
|E0ωp | =
√
2W0ωp/[ε0cAωp ] is determined from the input powerW0ωp . Evaluated at z = zm,
the average powersWωλ per optical period of each beam impinging on the mirror, determine
the radiation pressure force
Frp(t) = 2[Wωp(t) +Wωc(t)]/c, (3.15)
2 We assume that the phase of the input amplitude can be taken as a phase reference and thus we set
it to zero without loss of generality.
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withWωλ(t) =Wωλ(z, t)
⏐⏐
z=zm
, that both beams exert on the perfectly reﬂecting surface of
the mirror. The classical motion of the mechanically oscillating mirror is then described by
Newton’s equation for a driven harmonic oscillator
M
d2
dt2
zm(t) + Mω
2
mzm(t) = Frp(t). (3.16)
The force due to the incident control beam is always constant and determined from its input
powerWωc =W0ωc , since the control light wave only passes the medium that could absorb
it after reﬂection off the mirror3. For the scenario exempt of optomechanical sidebands the
powerWωp ≃ W0ωp exp (−|kp|Lχ′′(ωp)) of the probe beam impinging on the mirror is also
constant, and therefore in this case the ensuing radiation pressure force gives only rise to a
shift of the equilibrium position of the mirror. However, for our setup shown in ﬁgure 3.1
the modulation (3.3) of the control ﬁeld precludes a genuine steady state for the atoms. If
the modulation period is slow enough compared to the time it takes probe beam phase-
fronts to pass through the atomic gas, we can nevertheless obtain a simple response of the
atoms, as argued in Appendix A.2.2. The atomic medium is then described by a modulated
susceptibility χ(ωp; t) = 6N0π|kp|−3Γpρeg(t)/Ωp. From a solution of (3.12), linear in the
probe ﬁeld, and that includes the inﬂuence of the optomechanical sidebands, we assume the
following probe power to impinge on the mirror:
Wωp(t) ≃ W0ωp exp
(− |kp|Lχ′′(ωp; t)) ≈ W0ωp
(
1− 6N0π|kp|−2L Im
[
Γp
Ωp
ρeg(t)
])
.
(3.17)
When writing equation (3.17) we assume that any effects that may arise in the course of
an atomic transient dynamics (times ≲ Γ−1p ) are minimal. Equation (3.17), just like our
whole dynamical model, also neglects the travel time of light waves between mirror and all
atomic positions in the atom cloud, which hence has to be much shorter than the dynamical
time scale of the problem that we study. The latter time scale is given by the mirror period
τm = 2π/ωm, so that the above assumptions are well satisﬁed for mirrors with frequencies
in the MHz-GHz range and typical optical path lengths.
Using the power (3.17) for the probe radiation pressure force (3.15), together with the
deﬁnition (3.3) for the phase modulation of the control ﬁeld, the master equation (3.12) and
Newton’s equation (3.16) become a coupled system of differential equations.
3 Possible backscattering of the control light beam by the atoms can be fully avoided by shielding
and optical diodes.
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3.3 Interaction between multiple monochromatic light waves and
atomic gas
In the following we analyse the consequences of coupling a vibrating mirror to an atomic
Λ-type EIT medium with the model developed in section 3.2. In a ﬁrst step, we take into
account the phase-modulation of the control beam by the vibrating mirror, but neglect all
radiation pressure on the mirror. This yields an analytically solvable time-periodic model,
presented in section 3.3.2. In a second step, we close the feedback loop by incorporating
radiation pressure on the mirror. As shown in section 3.4 this gives rise to interesting
dynamics, which can be understood using the results of section 3.3.2.
3.3.1 Linearly oscillating nanomirror coupled to atomic gas
If the driving force is switched off in equation (3.16), Frp(t) = 0, the mirror will undergo
harmonic oscillations zm(t) = [B0m exp (−iωmt)+ c. c.]/2with amplitude Z0 = |B0m|. These
oscillations give rise to constant strength sidebands in the control light ﬁeld, such thatΩc =
−Ω˜c[1− i(η exp (−iωmt) + c. c.)], where Ω˜c = des · E˜ωc exp (ikc · r)/h¯ and |η| = |kc|Z0 is
the relative amplitude of the sidebands.
3.3.2 Time periodic model
We are interested in a description of the long term dynamics (Γpt > 1) of the optically driven
atoms linear in the probe ﬁeld and that is also suitable for a limit of weak modulations of
the control ﬁeld, such that |η||Ω˜c| ≪ Γp, |Ω˜c|. We then rely on a solution based on pertur-
bation theory with respect to those terms in the Hamiltonian (3.11) that are proportional
to Ωp. Within this perturbative approach we also presume that the c.w. form of the input
beams prevails as such during the entire dynamics, i.e., that both Rabi frequenciesΩp and
Ω˜c remain as time independent quantities during the evolution of the coupled system of
atoms and light waves (see Appendix A.2.2 for an extended discussion). Having clariﬁed
this, we start recognizing that the presence of the sidebands in the control ﬁeld prevents
the atomic system (3.12) from settling into a genuine steady state, which suggests the con-
struction of an asymptotic solution in terms of Fourier components of the density operator:
ρˆ = ∑∞l=−∞ ρˆlωm exp (−ilωmt), see for example references [154] and [149, 155]. Using this
expression for the density operator in the master equation (3.12) leads to an inﬁnite hierarchy
of coupled equations for the ρˆlωm . We truncate the hierarchy by neglecting all ρˆlωm with
|l| > 1, which allows us to retain terms up to ﬁrst order in |η||Ω˜c|/ωm. For long times
(Γpt ≳ 1) we demand the Fourier amplitudes ρˆlωm to become steady,
∂
∂t
ρˆlωm = 0 . (3.18)
Next, by demanding |Ωp| ≲ Γp ≪ |Ω˜c|, which amounts to typical EIT conditions, we expand
the amplitudes ρˆlωm to ﬁrst order inΩp/Ω˜c. The zeroth order density operator results in the
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3.3.3 Linear response in the presence of optomechanical sidebands
α = arg
[
Γpδρeg/Ωp
]− π/2, where arg[s] is the argument of the complex number s. Here,
we have used the fact that the density operator is Hermitian, which demands ρˆ−lωm = ρˆ
†
+lωm
,
and exploited the symmetry ρ+ωm,ge(∆c)/Ω
∗
p = ρ+ωm,eg(−∆c)/Ωp.
Figure 3.3(a) demonstrates that equation (3.19) correctly describes the long-term evolu-
tion of the atomic system. We show Im
[
Γpρeg/Ωp
]
from a numerical solution to the master
equation (3.12) with Newton’s equation (3.16), ignoring the driving force in equation (3.16),
Frp(t) = 0, but initializing mirror oscillations in the form zm(t) = Z0 cos (ωmt) with Z0 > 0.
This numerical solution is compared with the predictions of equations (3.19) and (3.20).
After an initial transient phase of the full model until Γpt ≲ 1, the probe coherence is
modulated at the mirror frequency with amplitude and phase described by equation (3.20).
The modulation scales linearly with η, justifying our early truncation of the hierarchy
of coupled equations for the ρˆlωm . Note that any mean coherence is nearly suppressed
(Im
[
Γpρ0,eg/Ωp
] ≈ 0).
Through changes in radiation pressure, the periodic modulation of the transparency of
the atomic medium just discussed will give rise to a periodic driving of the mirror through
equation (3.17). This driving is automatically resonant. By determining the phase-relation
between driving and mirror motion as well as the amplitude of this driving, we can predict
the response of the mirror from classical mechanics. To this end we plot in ﬁgure 3.4
the amplitude
⏐⏐Γpδρeg/Ωp⏐⏐ and phase α of equation (3.20) according to equation (3.19) for
various mirror frequencies ωm and detunings ∆c. The amplitude
⏐⏐Γpδρeg/Ωp⏐⏐ is maximal
approximately at ∆c = ±∆max, with
∆max =
ωm
2
⎡⎢⎣1+ |Ω˜c|2
Γ2p
−
√(1− |Ω˜c|2
Γ2p
)2
+
|Ω˜c|4/Γ2p
ω2m
⎤⎥⎦ (3.21)
as shown in ﬁgure 3.4(a) as red dashed line. Equation (3.21) is valid when Ωp is small
compared to other energies. We can further expand equation (3.21) in the quantities Γ2p/|Ω˜c|2
and Γp/ωm, which are small for cases considered here and get the even simpler expression
∆max ≃
⏐⏐⏐⏐⏐ |Ω˜c|2 − 4ω2m4ωm
⏐⏐⏐⏐⏐ , (3.22)
which we will exploit in section 3.4.2.
We can also see in ﬁgure 3.4 that a wide range of relative phases between the amplitude
modulation of the probe beam, and the phase modulation of the control beam (or mirror
motion) can be accessed through variations of the detuning ∆c.
The physical origin of the sharp features in ﬁgure 3.4 is a resonance between the mirror
frequency and energy gaps in the atomic system. To see this, let us decompose equation (3.11)
for one atom as HˆΛ(t) = Hˆ0Λ +∑l=±1 Vˆlωm exp (−ilωmt), where Hˆ0Λ/h¯ = ∆cσˆss−
[
Ωpσˆeg−
Ω˜cσˆes + h. c.
]
/2 is the unperturbed part whereas the terms Vˆ+ωm/h¯ = −iη
[
Ω˜cσˆes − h. c.
]
/2
and Vˆ−ωm = Vˆ†+ωm , weighted by complex exponentials, are the perturbation. Let us deﬁne
eigenstates |Λj⟩ of Hˆ0Λ via Hˆ0Λ |Λj⟩ = Ej |Λj⟩. We now assume the system has relaxed into
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3.4 Optomechanical interface between atomic gas and oscillating
nanomirror
Based on the previous section, we now determine the consequences of enabling feedback
from the atomic medium onto the mirror through varying radiation pressure forces in
equations (3.16) and (3.15). We only consider radiation pressure from the modulated part of
the probe beam,
Frp(t) = −F0p6N0π|kp|−2L Im
[
Γp
Ωp
ρ+ωm,eg exp (−iωmt) +
Γp
Ωp
ρ−ωm,eg exp (iωmt)
]
, (3.23)
thereby assuming that the mirror is already oscillating around a new equilibrium position
z¯ =
F0c
Mω2m
+
F0p
Mω2m
(
1− 6N0π|kp|−2L Im
[
Γpρ0,eg/Ωp
])
, (3.24)
due to the radiation pressure by the control beam and the constant part of the probe beam,
with F0λ = 2W0ωλ/c and ωλ ∈ {ωp,ωc}. For simplicity we set z¯ = 0 from now on.
3.4.1 Dynamics of oscillating nanomirror driven by a viscous like radiation
pressure force
Using the driving force (3.23), we numerically solve the coupled Newton (3.16) and master
equations (3.12). As can be seen in ﬁgure 3.5, the mirror can be driven such that its oscillation
amplitude increases or decreases depending on ∆c. For a more quantitative description,
we make the Ansatz zm(t) = [Bm(t) exp (−iωmt) + c. c.]/2, the amplitude of which, Z(t) =
|Bm(t)|, is expected to vary very little during one mirror period τm. The energy of the
oscillator E(t) = 1/2Mω2mZ
2(t). Inserting the Ansatz into equation (3.16), exploiting the
slow variation of Z(t) and using equation (3.23), we ﬁnd the solution
Z¯(t) = Z¯(0) exp (−Γefft/2), (3.25)
Γeff =
F0p
Mωm
6N0π|kp|−2LRe
[
Γp
Ωp
δρeg
]
=
|kc|F0p
Mωm
6N0π|kp|−2L
⏐⏐⏐⏐⏐ ΓpΩp δρegη
⏐⏐⏐⏐⏐ sin(α), (3.26)
where the bar denotes a time average over one mirror period. Details are shown in Ap-
pendix A.3. In equation (3.26), the phase α can be determined from equation (3.19). Note
that depending on the relative phase shift α between mirror motion and transparency modu-
lations, the quantity Γeff can actually describe damping or ampliﬁcation. In ﬁgure 3.4 we see
that the effect on the mirror will be largest at the resonant feature near ∆max, with damping
for negative detuning and ampliﬁcation for positive detuning as long as ωm < |Ω˜c|/2. For
ωm > |Ω˜c|/2 the two phenomena are swapped.
We validate the model solution (3.25) by comparing the predicted energy of a driven
oscillator, using the analytical result for the atomic coherence (3.19), with the energy from
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3.5 Conclusions
modulations on the detuning. The setup can also be seen as transferring phase modulations
on one optical beam onto amplitude modulations of another.
When the modulated probe beam is made to interact with the mirror, oscillatory motion
of the latter can be damped or ampliﬁed. We derive the effective damping (ampliﬁcation)
rate of the mirror, using a single atom type description of the EIT medium and a Fourier
expansion of the density matrix in the presence of constant sidebands. The achievable
damping rates exceed typical coupling strength of mirror to their thermal environment for
light and fast mirrors (M ≲ 10−18 kg, ωm/(2π) ≳ 20MHz).
Our results provide the basis for a thorough understanding of the corresponding quantum-
mechanical setup, which appears as a good candidate for a cavity-free cooling scheme [50, 59],
that may complement established cavity cooling techniques [41, 156, 137, 157]. This will be
the subject of future work.
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4 In situ monitoring of the quantum state of a
nano-scale torsion pendulum with Rydberg
atoms
Our goal in the following study is to acquire information about the quantum state of motion
of a torsion mechanical resonator mode. Directly measuring a quantum system usually
entails a subsequent destruction of it or the loss of its original state. To circumvent this issue
we couple the mechanical mode to an ancillary system and let them both evolve together
for some ﬁnite time. Then we measure the ancillary system. Recording this measurement
will in general enable us to gain knowledge about the dynamical state of the mechanical
resonator mode without loosing it. The mechanical element of interest is a torsion mode of a
carbon nanotube and we probe the dynamics of this torsion mechanical mode with a guided
beam of two level Rydberg atoms. Every single atom interacts in turn with the torsion
mechanical mode and serves as the ancillary system. We use the guided Rydberg atoms with
a twofold purpose. On the one hand, we may perform Ramsey interferometry on a series of
Rydberg atoms to readout sequentially the dynamical state of the torsion mechanical mode.
On the other hand, if we externally drive a Rydberg atom while it interacts with the torsion
mechanical mode we may achieve a coherent displacement of the torsion mechanical mode
in its dynamical phase space. With a few Rydberg atoms and varying the parameters of the
external driving we can sample the dynamical phase space of the torsion pendulum. Then we
can combine an exhaustive sampling of the dynamical phase space of the torsion pendulum
with several records of Ramsey measurements to realize quantum state tomography of the
torsion mechanical mode.
4.1 Hybrid platform of nano-torsional oscillator and Rydberg atom
For torsional oscillators [158, 159], we develop in the following a scheme without direct
cavity interfacing, allowing for integration of mechanical and measurement elements into
the same nano-fabricated substrate using Rydberg atoms. As we mentioned previously
in 2.1, Rydberg atoms furnish accessible atomic transition frequencies spanning orders of
magnitude when varying the principal quantum number ν. This enables them to interface to
a wide range of nanomechanical elements with different oscillation frequencies [27, 41, 156].
Furthermore, with their long life times and strong long range interactions [160], Rydberg
atoms have proven to be an excellent tool to probe electric ﬁelds [161, 94]. Therefore, to use
a Rydberg atom as an information carrier of the quantum state of motion of a mechanical
resonator we will rely on a coupling between atom and oscillator based on electromagnetic
radiation. To this end let us consider the prototype setup shown in ﬁgure 4.1. Here a single
isolated Rydberg atom is used to sense the motion of a torsion pendulum that oscillates
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state, such a Ramsey measurement leaves the oscillator state unchanged, thus furnishing a
quantum non-demolition measurement [165]. For more general oscillator states, a series of
these measurements will gradually collapse the state towards a phonon number (Fock) state
[166]. Repeating such series multiple times eventually reveals the entire phonon-number
distribution.
Full quantum state tomography requires knowledge of the phases between different
number states, which can be obtained after quantum coherently displacing the oscillator prior
to the phonon number distribution measurement. To obtain a well deﬁned displacement, we
propose to externally drive Rydberg atoms while they interact together with the mechanical
oscillator as discussed below. For a well deﬁned coupling the driving should target only
the Rydberg atoms and not directly the oscillator by using well localized evanescent ﬁelds
from a coplanar microwave guide [167, 161] or a three-photon off-resonant Raman transition
[168].
4.2 Dynamics of a Rydberg atom and a torsion pendulum
interacting electrostatically
The dynamics of our coupled system of a single guided Rydberg atom and the torsion
pendulum is described with the following Hamiltonian
Hˆ
′
= Hˆosc + Hˆat + Hˆint + Hˆ
′
coup. (4.1)
The term Hˆosc = h¯ωosc(cˆ† cˆ+ 1ˆ/2), rules the motion of the torsional oscillator with corre-
sponding number states |n⟩ and ladder operators cˆ, cˆ† and where 1ˆ denotes the identity
operator on the Hilbert space of the total system of atom plus torsional oscillator. The
Hamiltonian for the internal state of a single atom is Hˆat = h¯∑ωµσˆµµ, where σˆµ′µ = |µ′⟩⟨µ|
denotes the atomic transition operator between levels |µ′⟩ and |µ⟩, and h¯ωµ the energy of
level |µ⟩, with µ, µ′ ∈ {a, b}. We consider ωb > ωa. Motion of the atoms in the waveguide
is treated classically as we discuss in section 4.2.3. The atom-oscillator coupling Hˆint is
due to electric dipole-dipole interactions between the transition dipole of the atom and the
permanent dipole of the nano-particle attached to the oscillator. Finally, the Hamiltonian
Hˆ′coup is due to a microwave ﬁeld in regions R1, R2 and possibly C, with the carrier frequency
of the ﬁeld chosen to be equal to ωosc. To simplify matters, we set the energy origin to the
ground state energy of the total system of atom plus mechanical oscillator and get rid of
the oscillator’s free evolution. This is achieved in an interaction picture with respect to the
Hamiltonian
Hˆmw/h¯ = (ωa +ωosc/2)1ˆ +ωosc(cˆ† cˆ+ σˆbb). (4.2)
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Then, by choosing the atomic transition dipole dba along the z-axis1 and neglecting counter
rotating terms we ﬁnd Hˆ
′ ↦→ Hˆ, where (Appendix B.3)
Hˆ =− h¯δ σˆbb − h¯K[cˆ σˆba + cˆ† σˆab] + Hˆcoup. (4.3)
Here, δ = ωosc − ωba is the frequency mismatch between the oscillator frequency and
the Bohr frequency ωba = ωb − ωa. The interaction strength is K(R0) = K0 f (R0). The
coordinate vector R0 = [X0,Y0,Z0]T, points from the center of the nanoparticle in equilibrium
(origin of our Cartesian coordinate system) to the atom in the waveguide, as shown in
ﬁgure 4.4. Then the interaction amplitude becomes f (R0) = [D0/R0]3[1− 3Z20/R20], with
R0 = |R0|. We have assumed small excursions of the oscillator from an equilibrium torsional
angle φ0 = π/2. The last term Hˆcoup = −h¯[Ω(t)σˆba + h. c.]/2 represents the controllable
inter-state coupling in regions R1, R2 and possibly C, with Rabi frequencyΩ(t) in the dipole
and rotating wave approximations.
Before we enter into a description of our probing scheme for the oscillator dynamics
using Ramsey measurements we shall consider ﬁrst the correlated dynamics of the tor-
sional oscillator and the Rydberg atom that results solely from their dipole coupling in
equation (4.3). Subsequently, we will build up step by step a model that can describe the
whole probing scheme.
4.2.1 The Jaynes-Cummings Hamiltonian
Our scheme exploits the phonon dependent phase shifts incurred by the Rydberg atoms to
probe the oscillator dynamics. Therefore, we analyze ﬁrst how and under which conditions
these phase shifts may emerge. For that, it is enough to start with the Hamiltonian (4.3)
with Hˆcoup set to zero. We also consider a ﬁxed atom, so that the coupling strength is time
independent. Thus, the Hamiltonian reads
Hˆ/h¯ = −δ σˆbb −K[cˆ σˆba + cˆ† σˆab]. (4.4)
This so called Jaynes Cummings Hamiltonian couples only states within a given doublet
En; for every n ∈ Z+ a doublet comprises two states: |n, a⟩ and |n− 1, b⟩. To determine
the spectrum of Hamiltonian (4.4) we decompose it into an inﬁnite direct product of two-
dimensional Hamiltonians, each of them associated with a subspace En of ﬁxed n. The matrix
form of the two-dimensional Hamiltonian Hˆn constrained to the subspace En reads
Hn/h¯ = −
[
0 K√n
K√n δ
]
. (4.5)
1 We can for example deﬁne a quantisation axis || z through Rydberg excitation laser polarisation
and work with mJ = 1/2 states only.
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4.2 Dynamics of a Rydberg atom and a torsion pendulum interacting electrostatically
doublet En are degenerate. However, due to the interaction, an avoided crossing appears for
the dressed energies and the degeneracy breaks up for the corresponding eigenstates. The
time evolution of the joint system comprising the Rydberg atom and the torsion pendulum
may lead in this case to Rabi oscillations, that is, a coherent exchange of mechanical and
electronic excitation energies among the bare states |n, a⟩ and |n− 1, b⟩, provided that the
oscillator is initially prepared in a Fock state, see e.g. [169]. Other interesting dynamics
involving an energy exchange between the atom and the mechanical oscillator can also
emerge for different initial states.
The other limiting case arises from increasingly high values of the detuning, for which
the dressed energies tend to their asymptotes, i.e., to the uncoupled energies. Therefore,
in this limit we expect a scenario with very little chances of an energy exchange between
the atom and the mechanical oscillator. Next, we examine in more detail the dynamical
consequences of this limit.
4.2.2 Time evolution in the dispersive regime
We ﬁrst start evaluating the time evolution operator of the full system of atom plus torsion
pendulum. The dressed states (4.6) and (4.7) of each doublet En, together with the ground
state |0, a⟩, form a complete basis of the state space of the joint system of atom plus torsion
pendulum. Hence, we can represent the time evolution operator as
Uˆ(τ0) = |0, a⟩⟨0, a|+
∞
∑
n=1
∑
µ¯∈{±}
e−iEn,µ¯τ0/h¯ |n, µ¯⟩⟨n, µ¯| , (4.9)
where τ0 = t2 − t1 is the time interval between two distinct instants of time t1 and t2. In
the far detuned limit, |δ| ≫ |K|√n, we may use perturbation theory to approximate the
separation between the dressed energies and their asymptotes. This amounts to a series
expansion of (4.8) in the small parameter K√n/δ,
En,+/h¯ =
K2
δ
n+O(K√n/δ)3, (4.10)
En,−/h¯ = −δ− K
2
δ
n+O(K√n/δ)3. (4.11)
The resulting dressed energies, (4.10) and (4.11), are thus very close to the bare energies of
the uncoupled system except for a small correction that, in the lowest non zero order of per-
turbation theory, is proportional to the number n of mechanical excitation quanta (phonons).
A similar expansion for the corresponding eigenstates, (4.6) and (4.7), shows that they are
nearly identical to the bare states, i.e., we may write |n,+⟩ ≈ |n, a⟩, and |n,−⟩ ≈ |n− 1, b⟩.
With the above approximations the time evolution operator (4.9) simpliﬁes considerably and
we may express it in the following compact form
Uˆ(τ0) ≃ exp
(
− iK
2
δ
nˆτ0
)
⊗ σˆaa + exp
(
iδτ0 + i
K2
δ
(nˆ+ 1)τ0
)
⊗ σˆbb. (4.12)
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4.2.3 Adiabatic evolution
We observe that under this unitary dynamics, transitions between atomic states |b⟩ and |a⟩
via the absorption or emission of a phonon are suppressed, and thus the phonon number
operator nˆ = cˆ† cˆ remains unchanged.
4.2.3 Adiabatic evolution
So far we have assumed a static scenario, in which the atom is in a ﬁxed location with respect
to the torsion pendulum. However, in the scenario that we actually envisage, the atom ﬂies
by the torsional oscillator, such that the internal and translational dynamics of the atom are
unavoidably coupled. An exact description of the system dynamics should therefore include
the quantization of the atomic motion to take into account the excitation of transverse modes
of motion, recoil effects (due to the presence of microwave photons) and Doppler shifts
[170, 171].
Fortunately, we will assume atoms moving in a waveguide, wherein the transverse
spatial spread of their wavepackets remains always considerably smaller than the reduced
wavelength of the microwave radiation. We will also work in a regime for which the initial
kinetic energy of the atom is large compared with both, the detuning and the coupling
between the atom and the torsional oscillator during the entire motion of the atom. All
these considerations allow for a classical treatment of the atomic motion with a trajectory,
along which the velocity v0 and position R0(t) = R0(0) + v0t of the atom are well deﬁned
for every instant of time [172]. Since the interaction between the atom and the torsional
oscillator is a function of the distance that separates them, a moving atom generates a
time dependent coupling K(R0(0) + v0t). In this way, a diagonalization of the previous
Hamiltonian matrix (4.5) gives rise to sets of instantaneously dressed states and dressed
energies, that are known as adiabatic states and adiabatic energies [173]. By contrast, in this
time dependent framework, bare states are usually termed as diabatic states. In ﬁgure 4.3
we show the adiabatic energies for a given atom trajectory. The shaded areas enclosed under
the energy curves indicate the accumulated phase shifts.
We may say that the state of our system follows an adiabatic evolution if it can be written
as a stationary superposition of adiabatic states, such that the non-adiabatic transitions are
approximately zero. This turns out to be particularly the case if the condition for a dispersive
interaction between the atom and the torsion pendulum is fulﬁlled during the whole course
of an atom trajectory. Then the evolution of the interacting eigenstates of the compound
system of atom plus torsion pendulum may be accounted for diabatic states that accumulate
a phase shift conditioned to the state of the atom. The resulting time evolution operator is
thus equivalent to equation (4.12). However, as we expect from a collisional process, the
accumulated phase shifts shall be written now in terms of the time duration of the collision
∼ D0/|v0|, which is proportional to the integrated squared of the interaction amplitude
during the time τ0,
τcol =
∫ τ0
dt f 2(R(t)) =
D0
|v0|
∫ ζτ0
dζ f 2(ζ), ζ = (Z0(0) + |v0|t)/D0, (4.13)
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non adiabatic transitions will be suppressed, guaranteeing the constancy of the phonon
number during the entire motion of the atom. Next, we will analyze a scheme that enables a
quantum nondemolition measurement of the phonon number observable via the observation
of the atomic coherence between the two Rydberg levels |b⟩ and |a⟩. The method in question
was originally developed in the context of quantum cavity electrodynamics [94] and led
Haroche, together with his group, to win the Nobel prize award in 2012 [174]. The prize was
shared with Wineland, who achieved similar results with his collaborators from experiments
with trapped ions [175].
4.3 Quantum non demolition measurement of torsional
mechanical excitation quanta
The time dynamics governed by (4.14) leads to energy phase shifts proportional to the
phonon number, which are conditioned by the electronic state of the atom. That is, it
generates a correlation between the eigenstates of the phonon number observable and the
energies of the Rydberg states |a⟩ and |b⟩ of the atom. Then, in the dispersive regime, by
observing the energy state of the atomwemay reduce any (low energy) state 2 of the torsional
oscillator to an eigenstate of the phonon number observable, and thus realize an accurate
measurement of the phonon number. A projective measurement onto an eigenstate of an
observable is said quantum non-demolition (QND) if such observable commutes with the
system Hamiltonian. Therefore, since the phonon number observable is, under the unitary
evolution (4.14), a constant of the motion, this measurement would also be quantum non-
demolition. [176, 177, 178]. To determine the energy state of the atom we will use Ramsey
interferometry [179].
4.3.1 Ramsey interferometry
Ramsey interferometry enables us to measure the phase difference between two Rydberg
levels |a⟩ and |b⟩ of an atom, and is therefore sensitive to a phase modulation of the atomic
levels |a⟩ and |b⟩. Since the phase modulations that these levels undergo during the unitary
time evolution (4.14) are proportional to the phonon number of our torsional oscillator, a
Ramsey measurement may serve us for the monitoring of the phonon number observable.
To implement a single interferometric measurement we subject an atom in uniform
motion with position vector R0(t) and constant velocity v0 to a sequence of two identical
microwave pulses (mw), as we depict in ﬁgure 4.4. We conﬁne and apply the two mw
pulses in the zones R1 and R2. And we assume that the atom interacts with the torsion
pendulum only during the time period τ0 = L/|v0|, which is the time of ﬂight of the atom
2 The linearity of the phaseshift with the phonon number works only for low energy oscillator states,
that is, for average phonon numbers ⟨nˆ⟩ ≲ δ2/K20.
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4.3.1 Ramsey interferometry
pendulum across the interferometer may be written as
UˆRM(τ0, ϕ) = Aˆπ/2(ϕ2 = ϕ)Uˆ(τ0)Aˆπ/2(ϕ1 = π), (4.16)
where the operator Uˆ is the unitary evolution (4.14) of the system dynamics in the course
of the collisional process between the Rydberg atom and the torsional oscillator given in
section 4.2.2.
In every single Ramsey measurement, we assume that atom and mechanical resonator
states are initially uncorrelated. Before the atom enters the interferometer we prepare it
in the Rydberg state |a⟩, so that if ϱˆ0 denotes the initial density operator of the mechanical
resonator, the initial density operator of the Rydberg atom plus resonator compound reads
ϱˆ0 ⊗ σˆaa. After the atom leaves the interferometer the dynamics of the mechanical oscillator
and that of the Rydberg atom becomes correlated, evolving into the joint state
UˆRM(τ0, ϕ)[ϱˆ0 ⊗ σˆaa]Uˆ†RM(τ0, ϕ) = Mˆa(τ0, ϕ)ϱˆ0Mˆ†a(τ0, ϕ)⊗ σˆaa + Mˆb(τ0, ϕ)ϱˆ0Mˆ†b(τ0, ϕ)⊗ σˆbb
+ Mˆa(τ0, ϕ)ϱˆ0Mˆ†b(τ0, ϕ)⊗ σˆab + Mˆb(τ0, ϕ)ϱˆ0Mˆ†a(τ0, ϕ)⊗ σˆba,
(4.17)
where the Mˆµ, with µ ∈ {a, b}, are measurement or Kraus operators [180] that apply only
to the oscillator state and are determined from the unitary evolution Uˆ and the initial
state |a⟩ of the Rydberg atom (see below). After the pulse sequence the atom reaches a state
recorder at F, where its electronic state is projected into one of the states |µ⟩with probabilities
Pµ = tr [Mˆµϱˆ0Mˆ†µ]. We use Aˆπ/2(ϕ1 = π) in region R1 and choose the phase of Aˆπ/2(ϕ) in
region R2 to ensure that Pb equals zero when the mechanical oscillator mode is in its ground
state. Then, except for an irrelevant phase factor, the Kraus operators above read explicitly
Mˆa(τ0, ϕ) ≡ Mˆ+(τ0, ϕ) = 12
[
exp
(
iδτ0/2+ i[nˆ+ 1/2]Φ0 + iϕ/2
)
+ h. c.
]
, (4.18)
Mˆb(τ0, ϕ) ≡ Mˆ−(τ0, ϕ) = 12
[
exp
(
iδτ0/2+ i[nˆ+ 1/2]Φ0 + iϕ/2
)
− h. c.
]
. (4.19)
Once the Rydberg atom hits the detector at F the atom is lost. If we assume an instantaneous
detection event, then the (normalized) quantum state of the torsional oscillator reduces into
one of the next two possibilities
ϱˆµ¯ = Mˆµ¯(τ0, ϕ)ϱˆ0Mˆ†µ¯(τ0, ϕ)/Pµ¯, (4.20)
with µ¯ ∈ {±}. Equation (4.20) constitutes the outcome of what is commonly known as
positive operator-valued measure (POVM) [181].
The resulting signals of the probabilities Pa ≡ P+ and Pb ≡ P− yield fringes oscillating
with the phase difference between |b⟩ and |a⟩:
P± =
1
2
± 1
2
tr
[
cos(δτ0 + [2nˆ+ 1]Φ0 + ϕ)ϱˆ0
]
, (4.21)
from which we recognize that the adjustable phase shall be tuned to ϕ = −δτ0 −Φ0, so that
the probability P− will vanish when the torsion pendulum is in its ground state.
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4.3 Quantum non demolition measurement of torsional mechanical excitation quanta
To resolve a maximum of n0 phonons we can adjust the phaseshift 2Φ0 = 2K20τcol/δ
according to 2Φ0 = π/n0. This enables the construction of a one-to-one correspondence
between the values of the phonon number within the range n = 0, 1, . . . , n0, and the ex-
perimentally observable values of the associated atomic probabilities P±. The result is an
effective monitoring of the phonon number operator, and thus a direct proof of the discrete
nature of the energy spectrum of our torsional oscillator. In the next section we explain the
details and limitations of this QND measurement.
4.3.2 Projecting the quantum state of motion of a torsion pendulum onto a
phonon number eigenstate
We are interested in illustrating measurements of phonon numbers corresponding to quan-
tum states the energy of which is very close to that of the quantum ground state of motion
of the torsional oscillator. Thus, we choose n0 = 5 and set 2Φ0 = π/n0, just as we have
explained at the end of the section 4.3.1 above. This allows us to associate every different
outcome of the population difference P between levels |a⟩ and |b⟩with a single value of the
phonon number observable in the interval 0, 1, . . . , n0 = 5. The population difference P is an
experimentally measurable quantity deﬁned as
P = P+ − P− = tr
[
cos(2nˆΦ0)ϱˆ0
]
. (4.22)
Here, we have explicitly replaced the auxiliary phase by ϕ = −δτ0−Φ0. An experiment that
performs a series of Ramsey interference measurements, starting with the torsional oscillator
in a Fock state |n⟩, can serve to determine the outcome ofP , and hence the eigenvalue n of the
phonon number operator in the corresponding Fock state |n⟩. This is possible because a Fock
state is an eigenstate of the phonon number operator, in which case is ⟨nˆ⟩ ≡ n. In such a case,
the initial quantum state of motion of the torsion pendulum is such that ⟨n|ϱˆ0|n′⟩ = δnn′ , and
it will remain exactly the same either after the detection of the ﬁrst atom or of an arbitrarily
large number of them in the given series, since [ Mˆ±, |n⟩⟨n| ] = [ Mˆ†±, |n⟩⟨n| ] = 0, which
implies that ϱˆ± = Mˆ±Mˆ†± |n⟩⟨n| /∥Mˆ†± |n⟩∥2, and thus ⟨n|ϱˆ±|n′⟩ = δnn′ . If we cannot
design an experiment that initializes the torsional oscillator into a Fock state, we actually
may drive an arbitrary oscillator state into a Fock state through the detection of a few atoms
in a series of Ramsey measurements. The original phonon distribution eventually peaks into
a single phonon number state as long as its domain falls within a range of phonon numbers
that allows to allocate a different value of the atomic probabilities P± to each phonon number
in such domain. That is to say, in order for the oscillator state to collapse into a Fock state,
there cannot exist a value of the atomic probabilities P± that repeats for any two distinct
phonon numbers in the domain of the initial phonon distribution.
This is argued in very detailed mathematical terms in references [182, 183], and it has
also been corroborated in the experiments of reference [166]. The interested reader may
also consult the Appendix B.5, wherein we provide a numerical test of this fact using two
different phonon distributions. Another interesting feature worth mentioning, is that this
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4.4 Simulation of Ramsey measurement series subject to decoherence and statistical noise
At this point, the remaining detection events in the series reproduce a similar result, which
allows us to estimate the probabilities P± to check that they tend to the value associated
with a mechanical oscillator in |3⟩ as we approach the end of the series of the K = 50
measurements. This can be seen in the top panel of the ﬁgure, where we plot the population
difference P as a function of K. The data in blue refer to the values of P = P+ − P− when
we compute the probabilities from the numerical solution of ρˆ as P± = tr [1ˆosc ⊗ |±⟩⟨±| ρˆ],
with 1ˆosc being the identity operator on the mechanical oscillator’s Hilbert space. The data in
red are counterpart values of P that we obtain in this case by keeping track of the quantity
C±, which designates the number of times that an atom is measured in the states |±⟩ after
the initial phonon distribution has peaked into a single phonon number during a series of
K measurements. This typically occurs after a few ic ∼ 10 measurements, ic < K. Then the
probabilities can be alternatively computed as P± = C±/(K− ic).
4.4 Simulation of Ramsey measurement series subject to
decoherence and statistical noise
To attain a sequential collapse of the mechanical oscillator state into a Fock state we numeri-
cally solve the dynamics of the density operator ρˆ of the full system of a single atom plus
mechanical oscillator. We take into account decoherence sources to explore the practical
limitations arising through the vicinity of a micro-chip surface and the Rydberg atom waveg-
uide. In addition, we will address statistical errors that may manifest as a consequence of
the ﬁnite spread of the atoms in the waveguide.
4.4.1 Decoherence
As stated in section 4.3.1, every Ramsey sequence starts with the uncorrelated state ϱˆ0 ⊗ σˆaa,
and we work in a frame rotating with the oscillator frequency. The microwave pulses in the
regions R1 and R2 are thought to act onto the atom fast enough so that we may neglect any
decoherence effects therein, and therefore they are emulated via an instantaneous application
of the operator Aˆπ/2(ϕ) deﬁned in equation (4.15). During the ﬂy-by of the atom between
R1 and R2, we evolve the system state by means of a Lindblad master equation
∂
∂t
ρˆ(t) = − i
h¯
[Hˆ(t), ρˆ(t)] + Lth[ρˆ(t)] + Lbbr[ρˆ(t)] + Ldeph[ρˆ(t)]. (4.23)
The Hamiltonian is time dependent due to the classical motion of the atom in the waveguide,
given by the uniform trajectory R0(t) = R0(0) + v0t. The three linear maps Lth, Lbbr and
Ldeph acting on ρˆ in equation (4.23) describe all the relevant decoherence sources that we
consider in our setup. Thus, the term
Lth[ρˆ(t)] =Γosc2 [n¯T(ωosc) + 1]
[
2cˆρˆ(t)cˆ† − cˆ† cˆρˆ(t)− ρˆ(t)cˆ† cˆ]
+
Γosc
2
n¯T(ωosc)
[
2cˆ†ρˆ(t)cˆ− cˆcˆ†ρˆ(t)− ρˆ(t)cˆcˆ†] (4.24)
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4.4.2 Guided atomic motion with initial position and momentum spreads. Statistical averages
models the decay of mechanical oscillator states due to their weak coupling to a heat bath
equilibrated at temperature T = 25mK, where n¯T(ω) = (exp [h¯ω/(kBT)] − 1)−1 is the
thermal occupation number with kB being the Boltzman constant, and Γosc/(2π) = 50Hz
is the mechanical energy damping rate for a given quality factor Q = ωosc/Γosc of the
mechanical oscillator4.
As far as the atom is concerned, we assume that the Rydberg states |a⟩ and |b⟩ undergo
pure relaxation due to black body radiation induced transitions between them, which we
capture with another Lindblad term
Lbbr[ρˆ(t)] = Γbbr2 ∑
µ ̸=µ′
[
2σˆµµ′ ρˆ(t)σˆµ′µ − σˆµ′µ′ ρˆ(t)− ρˆ(t)σˆµ′µ′
]
, (4.25)
where Γbbr is the black-body radiation transition rate and the summation indices µ, µ′ ∈
{a, b}. we employ Γbbr/(2π) = 988.63Hz, determined following [184].
Likewise, we consider that Rydberg states are subject to pure dephasing due to stray
electric ﬁelds from the bearing surface of the mechanical oscillator. We take this effect into
account through the last linear map appearing in equation (4.23), which yields
Ldeph[ρˆ(t)] =
Γdeph
2 ∑
µ∈{a,b}
[
2σˆµµρˆ(t)σˆµµ − σˆµµρˆ(t)− ρˆ(t)σˆµµ
]
, (4.26)
where Γdeph is the dephasing rate. The latter effect, a major challenge for Rydberg atom
quantum technologies near solid state surfaces, has been steadily reduced [185, 68]. We
employ Γdeph/(2π) = 1.50 kHz, the same order of magnitude as reported in [68].
Of crucial importance for modelling the experimental sequence is the ﬁnal atom state
detection at F. We assume that detection events are uncorrelated and that every atom is
successfully detected in either of the two states |a⟩ or |b⟩, i.e., there is no atom loss. Likewise,
we neglect any decoherence processes while an atom is detected and during the time a new
atom is launched into the interferometer. To carry out this measurement numerically , we
compare a pseudorandom number η, drawn from a standard uniform distribution, with the
probability Pb = tr[σˆbbρˆ] that the atom is found in |b⟩. The output of the measurement is
σˆaaρˆσˆaa/[1− Pb] if Pb < η and σˆbbρˆσˆbb/Pb otherwise, thus collapsing the state onto |a⟩ or |b⟩
in the subspace of the atom [186].
Finally, in view of both, its help for accelerating the mechanical oscillator state collapse
and of being an inherent feature while coping with an experimental realization of the setup,
we will also take into consideration a ﬁnite spread of the interrogating atomic beam across
the waveguide.
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4.4.3 Averaged atomic probabilities P± and phonon statistics
the sample j, its corresponding statistical average in an experiment involving Ns samples is
P¯o =
1
Ns
Ns
∑
j=1
Po,j. (4.27)
To evaluate statistical averages the initial transverse location R⊥,k(0) = [Xk(0),Yk(0)]T and
the coaxial velocity vZk of the atom are both drawn from gaussian distributions with mean
values R⊥,0 and vZ0 , respectively. The covariances of both distributions are diagonal with
diagonal entries given by σX and σY for the case of the spatial distribution, and by σvZ
for the case of the velocity distribution. The widths σX = σY = σR⊥ in the position plane
transverse to the beam and σvZ in the velocity along the beam, are chosen to mimic the
relevant uncertainties for a beam of atoms travelling within a very tight waveguide. Finally,
in order to run the simulations with a ﬁxed interferometer length while taking into account
the effects of dealing with different atomic speeds, we translate the distribution of initial
velocities vk into a distribution of time of ﬂights τk via the relation τk = τ0|v0|/|vk|.
4.4.3 Averaged atomic probabilities P± and phonon statistics
For a mechanical oscillator initially prepared in a Fock state a sequence of QND measure-
ments using atoms can yield the probabilities P±. Numerically, we can model an experi-
mental sequence of this type by following the steps of the previous sections 4.4.1 and 4.4.2.
The observables that we may measure are |±⟩⟨±| and the statistical average is over sample
probabilities P±,j = C±,j/(K − ic), where j is the index that labels the sample. As before,
C±,j is a frequency count for detection events in states |±⟩ of sample j, while K is the total
number of atoms used in a sequence or series of measurements and ic is the number of atoms
detected in the series until the mechanical oscillator state to collapse into a Fock state.
Measurement sequences are meaningful for a given range of phonon numbers as long
as the outcomes of P for adjacent Fock states can be distinguished from each other. This
is the case of the example that we show in ﬁgure 4.7, wherein we evaluate P for initial
oscillator states ϱˆ0 = |n ≤ n0⟩⟨n ≤ n0|, such that the horizontal axis spans a range of phonon
numbers 0, 1, . . . , n0 = 5. The set of blue data results from considering an ideal scenario in
which every single atom travels along the waveguide centre. In this case a single sample is
enough to reproduce the outcomes of P for every initial Fock state of the oscillator. The red
data are the result of averaging Pj = P+,j − P−,j over the distributions of initial transverse
positions and initial coaxial velocity of the atomic beam in the waveguide, using a total
of Ns = 512 samples. That average is P¯ = 1/Ns ∑Nsj=1 Pj. The error bars are the statistical
standard deviation.
Note that the broader we choose the range of phonon numbers, the harder does it get
to resolve each eigenvalue n, because different values of the probabilities P± for adjacent
eigenvalues of nˆ turn closer and closer for increasing n, and eventually saturate for n ∼
δ2/K20.
If the initial target state ϱˆ0 of the oscillator is not a Fock state, a sequence of measurements
initially quickly collapses it into one, say |n⟩, with probability ϱ0nn = tr [|n⟩⟨n| ϱˆ0]. Indeed,
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4.4 Simulation of Ramsey measurement series subject to decoherence and statistical noise
Table 4.1 Parameters used for our simulations underlying ﬁgures 4.7, 4.8, 4.9, 4.10 and 4.12 of the
main text.
Atomic system (Rubidium, 87Rb) Symbol Value Unit
Mass M 1.44× 10−25 kg
Initial atom position R0(0) = [X0(0),Y0(0) = D0,Z0(0)]T [0.0, 21.675,−15.436]T µm
Atomic spatial spread σX = σY = σR⊥ 0.51 µm
Initial atom velocity:
displacement sequence
measurement sequence
v0 = [vX0 , vY0 , vZ0 ]
T
v0 = [vX0 , vY0 , vZ0 ]
T
[0.0, 0.0, 14.0]T
[0.0, 0.0, 8.0]T
ms−1
ms−1
Atomic velocity spread σvZ 0.01 m s
−1
Principal quantum number ν 80
Rydberg state basis {|νLJ ,mJ⟩} {|a⟩ = |80S1/2, 1/2⟩ , |b⟩ =
|80P1/2, 1/2⟩}
Transition frequency (|b⟩ ↔ |a⟩) ωba/(2π) 6835.81 MHz
Electric dipole moment strength dba 5.69× 10−26 Cm
Torsional mechanical oscillating
mode
Torsional spring constant of the nan-
otube
κ 2.085× 10−11 Nm
Total moment of inertia with respect
to the tube axis
I 1.126× 10−32 kg2m
Permanent dipole moment strength
of ferroelectric load
dosc 2.58× 10−20 Cm
Frequency ωosc/(2π) = (2π)−1
√
κ/I 6848.69 MHz
Number state basis {|n⟩} {|0⟩ , |1⟩ , . . . , |15⟩}
Quality factor Q = ωosc/Γosc 1.37 · 108
Heat bath temperature Tosc 0.025 K
Coupling and decoherence rates
Atom-oscillator coupling rate K0/(2π) = dbadosc8π2ε0D3
1√
2h¯ωosc I
0.64 MHz
Effective Rabi frequency Ω0/(2π) 0.0 to 1.8 MHz
Mechanical damping rate Γosc/(2π) 50.0 Hz
Pure relaxation rate due to black
body radiation induced transitions
(|b⟩ ↔ |a⟩)
Γbbr/(2π) 988.63 Hz
Pure dephasing rate of |a⟩ and |b⟩ lev-
els due to noisy stray electric ﬁelds
Γdeph/(2π) 1.50 kHz
Protocol of state tomography
Dimensions (number of pixels) of the
reconstructed Wigner function
S× S 11× 11
Number of atoms per displacement
sequence to reach a given phase
space pixel
N 8
Number of atoms per measurement
sequence to collapse oscillator into
Fock state
K 43
Number of repetitions (samples) of
a displacement plus measurement se-
quence to obtain a set of phonon
probabilities at a given pixel
Ns 512
Atom-oscillator detuning |δ|/(2π) = |ωosc −ωba|/(2π) 12.88 MHz
Passage time per atom in a displace-
ment sequence
τdisp 2.205 µs
Passage time per atom in a measure-
ment sequence
τmeas 3.859 µs
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electric dipole of the torsion pendulum, and the microwave drive. In this regime the
center of mass motion of the atom can be described classically and separately from the
dynamics of its internal states [172].
• A strong coupling within the dispersive regime. For a measurable phase shift, nΦ0 =
nK20τcol/δ ∼ π, we need an effective coupling constant, K0
√
n, the inverse of which
is smaller than the time during which takes place the collision between the atom
and the oscillator, τcol ∼ |v0|/D0. That is τcol > 1/(K0
√
n). This follows from the
large detuning condition δ > K0
√
n, which guarantees that the mechanical oscillator
contains n phonons before and after an atom traverses the interferometer in a Ramsey
measurement. This is an essential requirement for our QND detection scheme.
• An average ﬂy-by time τ0 of an atom across the interferometer that is short compared
to the lifetimes of Rydberg states |a⟩ and |b⟩, and short as well compared to the ring
down time ∼ 1/Γosc of the torsion pendulum.
Based on the above conditions we adjust all parameter values but the beam widths. For
an estimate of the beam widths we demanded a relative uncertainty on the probabilites
P± of about 0.05 and then ﬁnd corresponding values for the beam uncertainties through
a propagation of error for equation (4.21) with the full phaseshift being replaced by its
randomized counterpart. The estimate for the beam uncertainties is plausible5 in experiments
using atomic waveguides [187].
In our simulations, we then consider states |a⟩ = |νS1/2,mJ = 1/2⟩ and |b⟩ = |νP1/2,mJ = 1/2⟩
of 87Rb with principal quantum number ν = 80. Their resonance frequency is ωba/(2π) ≃
6835.81MHz with transition dipole moment |dba| ≃ 6711 ea0 (where e is the electron charge
and a0 the Bohr radius). A 148.54 nm long and 75.79 nm wide CNT with a spherical ferro-
electric load can yield a moment of inertia I ≃ 1.12× 10−32 kg2mwith torsional oscillation
frequency ωosc/(2π) ≃ 6848.69MHz (see Appendix B.1), and thus a small atom-oscillator
detuning δ/(2π) ≃ 12.88MHz. A dipole of strength |dosc| ≃ 3.04 × 109 ea0 can be at-
tached. We choose an impact parameter D0 = 21.68 µm, and hence a coupling constant
K0/(2π) = 0.64MHz. The transverse atomic waveguide widths are σX = σY = 0.51 µm.
The standard deviation of the longitudinal (on-axis) atomic velocity is σvZ = 0.01m s
−1.
4.5 Direct sampling of the Wigner function of a torsion pendulum
Phonon-state QND measurements yield the probabilities pn = ϱnn = tr [|n⟩⟨n| ϱˆ], where ϱˆ is
the reduced density operator of the mechanical oscillator after a series of measurements, but
5 For a sufﬁciently large impact parameter D0, as is the case here, the force exerted on the atoms
by the electric ﬁeld of the ferroelectric nanoparticle becomes negligible. If an experiment was able
to reduce the transverse atomic beam velocity and position spreads also without conﬁnement, a
waveguide would be dispensable and the scheme could also utilize free atomic motion.
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no coherences between |n⟩, |n′⟩. The full quantum state of the mechanical oscillator may be
inferred from a tomographic reconstruction of the Wigner function
W(α) =
2
π
tr[Dˆ†(α)ϱˆDˆ(α)Πˆ], (4.28)
where Dˆ(α) = exp [αcˆ† − α∗ cˆ] is the displacement operator [87, 189] for a complex variable
α and Πˆ = e iπnˆ is the phonon number parity operator. There exists a plethora of articles that
deals with the Wigner function. The interested reader may, e.g., consult references [190, 191],
or the textbook [192] and references therein for more thorough discussion of the topic. Here
we only want to point out a few remarks that may help us to elucidate better the physical
meaning of the Wigner function, before we actually discuss how to compute it.
4.5.1 Phase space representation of the quantum state of motion of a torsion
pendulum
Equation 4.28 is the expectation value of 2Πˆ/π in the state ϱˆ(−α) = Dˆ(−α)ϱˆDˆ†(−α).
Therefore, the Wigner function represents a measurable quantity. In fact, it is a one to one
representation of the quantum state of our mechanical oscillator. However, this representa-
tion is based on an alternative framework to the Hilbert space of the density operator ϱˆ. To
manifestly show this, we start by clarifying that every complex variable α together with its
conjugate counterpart α∗, may be regarded as a pair of canonical coordinates, and thus the
complex two-dimensional space of these variables may be thought of as the phase space of
our torsion pendulum, see e.g. [193]. Consequently, the unitary operator Dˆ(α) is called the
displacement operator because it enables us to carry out translations in phase space. Indeed,
using the Baker-Campbell-Haussdorf formula and the Hadamard’s lemma [194], one easily
ﬁnds that under a unitary operation induced by Dˆ(α), the annihilation operator undergoes
the shift
cˆ ↦→ Dˆ(α)cˆDˆ†(α) = cˆ− α. (4.29)
Alternatively, we can recast equation (4.29) in terms of the quadratures xˆ = (cˆ† + cˆ)/
√
2
and pˆ = i(cˆ† − cˆ)√2, which account respectively for a rescaled version of the torsion angle
and its associated canonical momentum. With this notation the displacement operator reads
Dˆ(α) = exp (−ixα pˆ) exp (ipα xˆ) exp (ixαpα/2) and we have
xˆ ↦→ Dˆ(α)xˆDˆ†(α) = xˆ− xα, pˆ ↦→ Dˆ(α) pˆDˆ†(α) = pˆ− pα, (4.30)
with xα = (α∗ + α)/
√
2 and pα = i(α∗ − α)/
√
2. At this point, equation (4.28) suggests
us now that the Wigner function provides a picture of the quantum state of our torsion
pendulum using solely the phase space formalism. We actually may conceive it as a sort
of classical phase space distribution, yet with some subtle differences. Classically, the
phase space variables may ﬂuctuate, but they are uncorrelated quantities. Every complex
amplitude α or, equivalently, every pair of values of the canonical variables, xα and pα,
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quadratures alone are naturally obtained as the marginal distributions of theWigner function,
resembling again very closely a classical phase space distribution. We can see this last fact
more clearly if we evaluate the trace form in equation (4.28) in terms of the quadratures xˆ
and pˆ. The result is Wigner’s original formula [195]
W(αR, αI) =
2
π
∫ +∞
−∞
dx ⟨
√
2 αR + x|ϱˆ0|
√
2 αR − x⟩ e−2i
√
2 αIx, (4.31)
where real and imaginary parts of α, αR and αI respectively, relate to the canonical coordinates
via the relations
√
2αR = xα and
√
2αI = pα. Themarginal distribution
∫
dαIW(αR, αI)/
√
2 =
⟨xα|ϱˆ0|xα⟩ = Pr(xα), that is, a partial integration over the quadrature αI yields the proba-
bility distribution of the conjugate quadrature
√
2αR = xα, (the same holds for the other
quadrature).
Having clariﬁed that the Wigner function is just another means to represent the full
quantum state of motion of our torsion pendulum we will discuss now a way to evaluate it
in our setup.
4.5.2 Sampling the phase space of a torsion pendulum. Wigner function
reconstruction
Returning to equation (4.28) we thus recognize that we can picture the quantum state of the
mechanical oscillator in phase space from the evaluation of the Wigner function at a given α
asW(α) = [2/π]∑n(−1)n p˜n, i.e, from a phonon-distribution after a coherent displacement
by −α. We illustrateW(α) in Figure 4.9, for a mechanical oscillator initially prepared in its
ground state of motion.
An established method for the quantum coherent displacement of nano-mechanical oscil-
lators does not yet exist. A major advantage of the on-chip architecture proposed here, is that
this coherent displacement can be conveniently achievedwith the same Rydberg atomic wave
guide used for phonon-state measurement. To this end the atomic dipole transition has to be
strongly driven in region C. Therefore, we switch on the driving Hˆcoup in the Hamiltonian
deﬁned in (4.3). Under appropriate conditions, see Appendix B.6, this leads to an effective
coherent drive for the oscillator. The evolution operator describing the reduced dynamics
of the oscillator for a succession of N atoms reads UˆN(τ) = Dˆ(αN(τ)) exp [−iNθ(τ)nˆ], a
product of a displacement with complex amplitude αN(τ) depending onΩ and δ, as well
as a phase-shift with θ(τ) =
∫ τ dtK2(R(t))/δ that can be compensated (see Appendix B.6
for details). Figure 4.9 shows an exemplary oscillator Wigner function before- and after
a sequence of N = 8 displacement atoms, modelled explicitly as in the previous section.
To sample the entire Wigner function with displacements of this kind, one can vary the
amplitude and complex phase of the effective Rabi-frequency through parameters of the
external drive in region C, see Appendix B.6.
To assess the impact of the decoherence sources and imperfections mentioned earlier, we
now simulate the complete Wigner tomography sequence:
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5 Summary and outlook
Atoms in excited electronic states can assist in the preparation, measurement and control
of the dynamics of a miniature mechanical resonator that is free of any coupling to an
electromagnetic ﬁeld conﬁned in the interior of a cavity. Fortunately, the responsiveness
to external forces of miniature mechanical systems is often high enough to enable them
to interface with a multitude of different physical systems. This feature may be especially
valuable in the realm of hybrid quantum systems (HQS)s [46]. HQSs integrate different
physical components that may communicate at the level of single energy quanta, thereby
offering promising vistas for the development of quantum technologies [48]. Among these
kind of composite setups we ﬁnd systems in which a miniature mechanical resonator
is interfaced with atoms [197]. Our work aims to contribute in this undertaking from
a theoretical perspective. To this end we have developed two prospective schemes in
which a mechanical resonator is interfaced with atoms. Given that the existing trend to
miniaturize mechanical structures for a potential quantum enhancement of a great number of
technological devices might hinder an efﬁcient design of cavity opto- and electro-mechanical
systems [42], we have focused instead on arrangements in which the mechanical element
is not enclosed or forming part of a cavity. Our strategy harnesses excited electronic states
of atoms to assist in monitoring and controlling the dynamics of miniature mechanical
resonators as an alternative and possibly complementary route to other recent proposals
[59, 198]. Today’s level of control over atoms through the use of electromagnetic radiation
enables the generation and combination of oscillating atomic dipoles associated with a
speciﬁc and desired coherent superposition of electronic atomic levels (atomic coherence).
The extreme sensitivity of an atomic coherence to changes in the relative phase or frequency
of the levels that comprise such a coherent superposition state is a pivotal resource in the
two schemes that we have envisaged. In order to probe a coupling between a mechanical
resonator and an atomic system we rely on the response of a given atomic coherence subject
to a radiation ﬁeld that is precisely modulated by the oscillating motion of the mechanical
resonator.
The ﬁrst scheme is described in chapter 3. There we have conceived a distant coupling
between a mechanical resonator and an ultracold gas of non-interacting alkali metal (ru-
bidium) atoms mediated by laser light. The setup makes possible a remote control of the
motion of the mechanical resonator in the classical regime. This remote control is enabled
through the dielectric response of the atoms in the gas. A linearly vibrating and perfectly
reﬂecting mirror of nano-scale dimensions plays the role of the mechanical resonator. We use
two laser beams, and hence consider only two dipole allowed atomic transitions involving
two meta-stable states and an excited state. Furthermore, we initialize all the atoms in the
lowest energy state. One of the laser beams ﬁrstly interacts resonantly with the atoms, such
that its carrier frequency exactly matches a single Bohr atomic frequency, and nextly hits
the mirror. This beam allows probing the absorption of the atoms and is usually referred
87
5 Summary and outlook
to as the probe beam. Contrarily, the other laser beam, the carrier frequency of which
is close to the remaining Bohr atomic frequency, reﬂects off the moving mirror before it
couples to the atoms with a ﬁnite detuning. Since it enables certain control over atomic
absorption this beam is known as the control beam. The oscillating motion of the mirror
modulates the reﬂected part of the control beam. Both beams reach atoms and mirror only
once along their paths. For vanishing detuning the optically driven atoms display a dark
resonance: they become effectively transparent with respect to the resonant probe beam,
featuring a phenomenon known as electromagnetically induced transparency (EIT). The
dark resonance, and thus EIT, arise because every atom in the gas settles into a stationary
coherence between the two meta-stable states, in which atomic ﬂuorescence is inhibited. For
a non-zero detuning the coherence breaks, atoms populate the excited state and absorption
takes place. At the same time, the optical response of the atoms may transfer the mechanical
modulations onto the probe beam. By directing the transmitted probe beam towards the
mirror surface we allow these mechanical modulations to inﬂuence back in the dynamics
of the oscillating mirror. Ultimately, this gives rise to a friction force that enables us either
to damp or amplify the oscillation amplitude of the mechanical resonator. Each of these
effects, damping and ampliﬁcation of the mirror motion, can be controlled by means of
the detuning and is maximum when the oscillation frequency of the mechanical resonator
matches a transition frequency between two eigenstates of the dressed system of atoms plus
laser light.
The second scheme, presented in chapter 4, considers instead a short distance coupling
in which atoms and a mechanical resonator are expected to be integrated into an on-chip
platform. The coupling is enabled by attaching a ferroelectric material to the mechanical
resonator. Atoms are guided next to the mechanical resonator and interact with it one by one
through an electromagnetic coupling. In this way the energy levels of an atom experience
Stark shifts that depend on the state of motion of the mechanical system. Importantly, when
the frequency of the mechanical element is nearly resonant with the transition frequency
between two Rydberg levels of the atom, a strong coupling is realized due to the large
electric dipole moment of such atomic transition, and the ensuing Stark shifts affecting
these Rydberg levels become high enough to be detected. The arrangement is then well
suited for the study of the quantum dynamics of the mechanical resonator. We use two level
Rydberg atoms as probes, such that performing measurements on their electronic states we
may readout quantum features of the mechanical system. For concreteness, the mechanical
resonator takes on the form here of a carbon nanotube (CNT) undergoing torsion oscillations.
From a fundamental point of view, torsion vibration modes for these mechanical systems
are expected to have negligibly small clamping losses, and therefore rather high quality
factors [199]. This facilitates the task of reading out the quantum dynamical state of the
mechanical system before it decoheres. We monitor the atomic coherence between the Stark
shifted levels of the Rydberg atoms through Ramsey interference measurements. This in turn
allows us to access the quantum state of the torsion pendulum, the torsion vibration mode
of concern. For a mechanical frequency sufﬁciently detuned from the transition frequency of
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the two level Rydberg atoms, the aforementioned Stark shifts showcase an approximately
linear dependence with the phonon number of the torsion pendulum. We demonstrate that a
record of several Ramsey measurements drives the state of motion of the torsion pendulum
towards a Fock state, thus making a quantum non-demolition measurement of the phonon
number possible. Many repetitions of this Ramsey sequence, all of them using the same
initial quantum state of the mechanical system, reproduces the initial phonon distribution.
In addition, we show how the guided Rydberg atoms may serve to sample the dynamical
phase space of the torsion pendulum. To explore the phase space we propose to drive the
atoms with the evanescent ﬁeld of a coplanar microwave cavity while they interact with the
CNT. By exhaustively sampling the phase space of the torsion pendulum while reproducing
the phonon number distribution of its initial quantum state, we suggest a recipe for the
reconstruction of the quantum dynamical state of the torsion pendulum. It is noteworthy to
mention that although we consider rubidium atoms to assess the performance of this on-chip
platform for the monitoring of the state of motion of quantum limited nanoscale torsion
mechanical resonators due to their prominence in experiments, the use of lithium atoms
could offer some advantages. Lithium Rydberg states with a principal quantum number
between 80 and 100 can still provide long lived coherences, while featuring a higher coupling
and transition frequencies of a few MHz. In contrast with our ∼ GHz torsion mechanical
resonance, a few MHz is a ﬁgure already found in a wide range of torsion mechanical
resonators [163, 200, 159, 158].
Prospective work
Our work raises new questions which may lead to further research.
Chapter 3 provides a semiclassical description of the remote interface between a mechan-
ical resonator and a gas of Λ-type three level atoms in which only the internal dynamics of
the atoms is treated on a quantum mechanical basis. A natural next step would then consist
in formulating a full quantum-mechanical model of the entire system of atoms, light and
mechanical resonator and assess the possibility of achieving ground state cooling of the me-
chanical resonator motion. Further interesting perspectives arise when our setup is extended
towards Rydberg physics: EIT media where one of the hyperﬁne states is replaced by a
highly excited (and therefore also long-lived) Rydberg state [201, 202, 203, 204, 205, 206, 207],
have recently been used for the creation of single-photon sources [208, 209] and proposed to
enable nonlocal nonlinear optics [210]. Replacing a hyperﬁne state by a Rydberg state could
serve to enhance the optically induced damping rate of the mechanical resonator dynam-
ics. Furthermore, since such Rydberg state would be highly sensitive to interactions with
other Rydberg atoms, the control of the mechanical resonator motion by further quantum
mechanical atomic elements could be feasible also without the use of an optical cavity.
Within the context of the on-chip interface between a mechanical resonator and a system
of atoms as described in chapter 4, an interesting problem to address is the design of a
method that allows for the reconstruction of arbitrary quantum states of the mechanical
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torsion mode. The state reconstruction protocol exposed in chapter 4 is based on a quantum
non-demolition measurement of the phonon number observable and is in turn enabled
by a dispersive coupling between the torsion pendulum and guided two level Rydberg
atoms. Given a ﬁnite coupling strength, a successful application of the protocol is thus
restricted to a torsion pendulum prepared in low energy quantum states of motion, with a
small phonon occupation number. We could circumvent this limitation if we calibrated the
Ramsey interferometer to allow for the measurement of the expectation value of appropriate
Heisenberg-Weyl (phase space displacement) operators. By appropriate we mean that
they form a complete basis of phase space observables. For every point in the dynamical
phase space of the torsion pendulum, reading out the population difference between the
two Rydberg levels would now yield knowledge of the expectation value of the wanted
Heisenberg-Weyl operator. With this at hand a reconstruction of the Wigner function of the
torsion pendulum may be possible [211].
Going a step further in the realization of hybrid systems with atoms and solids we
envisage a promising avenue in interfaces between Rydberg atoms and nano- or micro-
particles. Bonding and nonbonding interactions between a Rydberg state atom and a
metallic nano-particle may lead to novel synthetic phenomena of chemical physics, which
could be exploited in the realm of photovoltaics. Likewise, a long-range coupling between
the Rydberg electron of an atom and a nanoparticle offers a plausible scenario to explore
electronic friction [212]. The combination of nanoparticles and Rydberg atoms may also
enable us to push forward the interplay between the motion of solid structures and atoms.
An arrangement in which we allocate one or several Rydberg atoms within a lattice of
nano- or micro-particles could serve as a platform to investigate charge induced motion and
possibly charge migration at unconventional length scales [213].
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A Supplement: optical absorption of an
ultracold gas of three-level atoms
This complement provides a more detailed account of our semiclassical treatment of light-
matter interactions of chapter 3. In particular, we address the problem of electromagnetic
wave propagation across the atoms. Likewise, we present the steps that we use to obtain
an expression for the dielectric response of the optically driven atomic vapor both in the
absence and in the presence of mechanically modulated radiation ﬁelds.
A.1 Linear polarization and electromagnetic wave propagation
inside the atomic gas
For the system shown in ﬁgure 3.1, the probe and control beams are coupled to the atomic
medium with Rabi frequencies Ωp and Ωc. Our goal is to calculate the transmission, and
thus the atomic absorption, of the probe light ﬁeld normally incident from vacuum onto
the ensemble of N atoms. Thus we start looking at the evolution of the light beams inside
the medium, which is governed by the electromagnetic wave equation (3.9). For light
beams with transverse widths Aωλ ≫ |kλ|−2, as it is the case here, we use an inﬁnite plane
wave approximation in which the ﬁelds take on an unidirectional propagation along the
z-direction, and so∇×∇× ↦→ −∂2/∂z2. The wave equation (3.9), then reduces to
∂2
∂z2
E(z, t)− 1
c2
∂2
∂t2
E(z, t) =
1
ε0c2
∂2
∂t2
P(z, t). (A.1)
For a one dimensional description of the medium along z, the polarization is given by the
collective slowly varying atomic coherences,
Rµµ′(z, t) = (1/A0)
N
∑
n=1
ρ
(n)
µµ′δ(z− zn), (A.2)
with A0 = max{Aωp ,Aωc}, via
P(z, t) =Reg(z, t)dge exp (−iωpt) +Res(z, t)dse exp (−iωct) + c. c. (A.3)
=
1
2 ∑ωλ
Pωλ(z, t) exp (ikλ · r− iωλt) + c.c.. (A.4)
In writing equation (A.4) with ωλ ∈ {ωp,ωc}, we have introduced the slowly varying
polarization amplitudes Pωp = 2Regdge exp (i|kp|z) and Pωc = 2Resdse exp (−i|kc|z). Note
that the probe beam propagates along the negative direction of the z-axis, and thus kp ·
r = −|kp|z, whereas the control beam propagates in the positive direction, such that
kc · r = |kc|z. Just like the electric ﬁeld amplitudes Eωλ , deﬁned in section 3.1, the vector
ﬁelds Pωλ undergo appreciable changes in time and space at a pace much slower than
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an optical period and wavelength, respectively. Mathematically, this may be written as⏐⏐∂(Eωλ ,Pωλ)/∂t⏐⏐ ≪ ωλ|(Eωλ ,Pωλ)| and ⏐⏐∂(Eωλ ,Pωλ)/∂z⏐⏐ ≪ |kλ||(Eωλ ,Pωλ)|. Making use
of these relations upon insertion of the deﬁnitions (3.2) and (A.4) in the wave equation (A.1),
we obtain an approximate evolution for the slowly varying amplitudes Eωλ . After separating
out the different frequency component amplitudes at ω = ωλ, this so called slowly varying
envelope approximation (SVEA) [99, 214] leads to the following wave equation for each
electric ﬁeld amplitude [
∂
∂t
± c ∂
∂z
]
Eωλ(z, t) = i
ωλ
2ε0
Pωλ(z, t), (A.5)
where the plus (minus) sign indicates a wave traveling along the positive (negative) direction
of the z-axis.
Solving equation (A.5) requires also evaluating the internal dynamics of the atoms. Given
that we have assumed that the atoms do not interact with one another, these dynamics are
characterized by the single particle density operator ρˆ(n), with n ∈ {1, . . . ,N}. Its matrix
elements, ρ(n)µµ′ , settle into a steady state after a characteristic time scale, set by the rate Γp
of spontaneous emission from |e⟩ to |g⟩. Since the duration of the optical laser ﬁelds that
drive the atoms is considerably longer than this time scale (∼ Γ−1p ), we will reduce here
the complexity of the problem and focus only in a regime in which the ρ(n)µµ′ are settled into
their steady state, which can be computed from the master equation (3.12). If we restrict the
calculation to a scenario in which the probe light ﬁeld is rather weaker than the control one, a
solution of equation (3.12) can yield a polarization that is linearly related to the electric ﬁeld
of the incident wave via (a real and stationary) dielectric response function χ, as expressed
in equation (2.15). Let us assume for now that this is the case. This allows us to solve the
wave equation (A.5) by means of the Fourier transform. We adopt the following convention
for the Fourier transform of a time dependent vector ﬁeld C(t) (that admits it)
F [C(t)](ω) = C(ω) =
∫ +∞
−∞
dtC(t) exp (iωt), (A.6)
F−1[C(ω)](t) = C(t) =
∫ +∞
−∞
dω
2π
C(ω) exp (−iωt). (A.7)
Consequently, in Fourier space, the relation (2.15) between the linear polarization and the
electric ﬁeld in the medium simply reads
P1(z,ω) = ε0χ(z,ω)E(z,ω). (A.8)
Likewise, in terms of its slowly varying components, the Fourier transforms of the electric
ﬁeld (3.2) and the polarization (A.4) are
E(z,ω) =
1
2 ∑ωλ
[
Eωλ(z,ω−ωλ) exp (ikλ · r) + E∗ωλ(z,−ω−ωλ) exp (−ikλ · r)
]
, (A.9)
P(z,ω) =
1
2 ∑ωλ
[
Pωλ(z,ω−ωλ) exp (ikλ · r) + P∗ωλ(z,−ω−ωλ) exp (−ikλ · r)
]
. (A.10)
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By substituting equation (A.9) into equation (A.8) we identify
P1,ωλ(z,ω) = ε0χ(z,ωλ +ω)Eωλ(z,ω), (A.11)
with the Fourier transform of the linear, slowly varying polarization amplitude P1,ωλ . Then,
applying the Fourier transform to both sides of the wave equation (A.5) and neglecting all
the nonlinear polarization terms Pk>1,ωλ , leads to
∂
∂z
Eωλ(z,ω) = ±i
[ω
c
+
ωλ
2c
χ(z,ωλ +ω)
]
Eωλ(z,ω). (A.12)
Solving the ordinary differential equation (A.12) above in the interval [z1, z2], and subse-
quently inverting the resulting Fourier transform, yields
Eωλ(z2, t) =
∫ +∞
−∞
dω
2π
Eωλ(z1,ω) exp
[
−iω
(
t∓ z2 − z1
c
)
± iωλ
2c
∫ z2
z1
dzχ(z,ω+ωλ)
]
.
(A.13)
Since each amplitude Eωλ is presumed to be highly conﬁned around the carrier frequency ωλ
of its associated wave, we could simplify further the expression (A.13) above if we expanded
χ(ω + ωλ) in a Taylor series (up to ﬁrst order) around ωλ. In this way, the integral over
frequencies in equation (A.13) would approximately represent a wave packet traveling with
a smaller (group) velocity than c, multiplied by both a phase and an attenuating factor. Such
a wave packet would then be delayed by the gas of atoms relative to an identical wave packet
that traveled the same distance in vacuum, see, e. g., references [215, 216, 217] for a more
detailed discussion. For the setup described in chapter 3 we are ultimately concerned with
ideal monochromatic radiation ﬁelds as well as with a spatially uniform atomic medium.
In that case Eωλ(ω−ωλ) = Eωλ2πδ(ω−ωλ), while χ becomes independent of the spatial
coordinates, such that at the exit of the atomic medium the electric ﬁeld envelopes Eωλ(z) =
Eωλ(z) exp (ikλ · r) take on the simple form1
Eωp(−L/2+ z¯at) = Eωp(L/2+ z¯at) exp (−iωpn(ωp)L/c), (A.14)
Eωc(L/2+ z¯at) = Eωc(−L/2+ z¯at) exp (iωcn(ωc)L/c). (A.15)
Here, z¯at denotes the average distance from the origin of our reference frame to the center
of the atomic cloud, of length L, along the z-axis (see ﬁgure 3.1). We have also used n ≃
1+ χ/2, a valid approximation whenever χ′,χ′′ ≪ 1. Using equation (A.14) we compute
the transmission of the probe ﬁeld trough the medium as
Tωp =
⏐⏐⏐⏐Eωp(−L/2+ z¯at)Eωp(L/2+ z¯at)
⏐⏐⏐⏐2 ≃ exp (−ωpLχ′′(ωp)/c) ≈ 1−ωpLχ′′ωp/c. (A.16)
1 The equations (A.14) and (A.15), representing the electric ﬁeld envelopes transmitted through
the medium, provide an accurate description of the electric ﬁeld when the index of refraction is
close to unity, as is the case for our dilute atomic gas. Otherwise, the right hand side of equa-
tions (A.14) and (A.15) should actually be weighted by the factor 2/[n+ 1], as required by the Fresnel
relations at the atom-vacuum boundaries, see [102].
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A.2 Dynamics of the optically driven atoms
The semiclassical theory that we adopt to describe the light-matter interaction of a three-level
Λ-type atom n, in the dipole and rotating wave approximations, relies on the Hamiltonian
Hˆ
(n)
Λ
= h¯[∆c −∆p]σˆ(n)ss − h¯∆pσˆ(n)ee − h¯[Ωc(rn, t)σˆ(n)es +Ωp(rn, t)σˆ(n)eg + h. c.]/2, which results
in that of equation (3.11) for ∆p = 0. Since the atoms are continually driven by the optical
ﬁelds, we only focus in a regime in which ρˆ(n) reaches a steady state. To be consistent
with chapter 3 and the theory presented in the Appendix A.1 above, we also restrict the
analysis to the case in which the atoms respond linearly to the applied probe electric ﬁeld.
Note ﬁnally, that we shall be interested in ideal monochromatic radiation ﬁelds. Thus, for a
scenario in which the waves are not mechanically modulated, the Rabi frequencies may be
treated as time independent quantities. We ﬁrst provide a solution for this scenario and then
consider the case for which the radiation ﬁelds are modulated by the oscillating motion of
the nano-scale mechanical mirror as described in chapter 3.
A.2.1 Linear susceptibility. Free radiation
We start expanding the one-particle density operator up to ﬁrst order in the probe ﬁeld,
ρˆ(n) ≃ ρˆ(n)0 + ρˆ(n)1 , and substitute it into themaster equation (3.12) to obtain the time evolution
of the density operator of order k = 0, 1 in a recursive manner, just like we do in section 2.2.2.
Since we assume all the atoms start off (far in the past) in |g⟩, we have ρˆ(n)0 = σˆ(n)gg . The
ensuing dynamics of ρˆ(n)1 , resulting from the master equation (3.12), is governed by the
following set of differential equations
∂
∂t
ρ
(n)
1,gg(t) = Γpρ
(n)
1,ee(t), (A.17)
∂
∂t
ρ
(n)
1,ge(t) = −
i
2
Ω∗p(zn, t)−
[
Γp/2+ i∆p
]
ρ
(n)
1,ge(t)−
i
2
Ω∗c (zn, t)ρ
(n)
1,gs(t), (A.18)
∂
∂t
ρ
(n)
1,gs(t) = −
i
2
Ωc(zn, t)ρ
(n)
1,ge(t) + i
[
∆c −∆p
]
ρ
(n)
1,gs(t), (A.19)
∂
∂t
ρ
(n)
1,eg(t) =
i
2
Ωp(zn, t)−
[
Γp/2− i∆p
]
ρ
(n)
1,eg(t) +
i
2
Ωc(zn, t)ρ
(n)
1,sg(t), (A.20)
∂
∂t
ρ
(n)
1,ee(t) =
i
2
Ωc(zn, t)ρ
(n)
1,se(t)−
i
2
Ω∗c (zn, t)ρ
(n)
1,es(t)− Γpρ(n)1,ee(t), (A.21)
∂
∂t
ρ
(n)
1,es(t) = −[Γp/2− i∆c]ρ(n)1,es(t)−
i
2
Ωc(zn, t)[ρ
(n)
1,ee(t)− ρ(n)1,ss(t)], (A.22)
∂
∂t
ρ
(n)
1,sg(t) =
i
2
Ω∗c (zn, t)ρ
(n)
1,eg(t)− i
[
∆c −∆p
]
ρ
(n)
1,sg(t), (A.23)
∂
∂t
ρ
(n)
1,se(t) = −[Γp/2+ i∆c]ρ(n)1,se(t) +
i
2
Ω∗c (zn, t)[ρ
(n)
1,ee(t)− ρ(n)1,ss(t)], (A.24)
∂
∂t
ρ
(n)
1,ss(t) =
i
2
Ω∗c (zn, t)ρ
(n)
1,es(t)−
i
2
Ωc(zn, t)ρ
(n)
1,se(t). (A.25)
For time independent Rabi frequencies, we may set all time derivatives to zero in the coupled
system of differential equations (A.17) – (A.25) above in order to ﬁnd the steady state of
the ρ(n)1,µµ′ . More generally, even if only the control Rabi frequency were time independent,
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we still could easily ﬁnd a steady state solution by means of the Fourier transform. Let
us consider, just for illustrative purposes, this latter case, i.e., we consider that only Ωc
is time independent. In such scenario equations (A.17) – (A.25) are equivalent to a linear
vector differential equation with a constant coefﬁcient matrix, and a driving term the entries
of which are either zero or proportional to Ωp(zn, t) (or to its complex conjugate). We
ﬁnd, either with the help of the Fourier transform or equaling to zero time derivatives
in equations (A.17), (A.21), (A.22), (A.24) and (A.25), that the steady state populations
ρ
(n)
1,µµ(t→ ∞) as well as the steady state coherence ρ(n)1,es(t→ ∞) (and its complex conjugate)
are identically zero. This means that, up to ﬁrst order in the probe ﬁeld, the control ﬁeld is
undisturbed by the response of the atoms, and thus propagates inside the vapor with group
velocity c. The probe ﬁeld, however, generates a non vanishing polarization characterized
by a linear susceptibility. We can determine this susceptibility from the solution of the
coupled system of differential equations (A.20) and (A.23) in the Fourier domain. Fourier
transforming equations (A.20) and (A.23), yields
−iωρ(n)
1,eg
(ω) =
i
2
Ωp(zn,ω)−
[
Γp/2− i∆p
]
ρ(n)
1,eg
(ω) +
i
2
Ωc(zn)ρ
(n)
1,sg
(ω), (A.26)
−iωρ(n)
1,sg
(ω) =
i
2
Ω∗c (zn)ρ(n)1,eg(ω)− i
[
∆c −∆p
]
ρ(n)
1,sg
(ω). (A.27)
The solution for the matrix element ρ(n)
1,eg
is
ρ(n)
1,eg
(ω) =
iΩp(zn,ω)/2
Γp/2− i[∆p +ω] + i|Ωc|
2/4
[∆p +ω−∆c]
. (A.28)
The linear susceptibility relates the Fourier transforms P1,ωp and Eωλ of the polarization
and electric ﬁeld amplitudes, respectively, via equation (A.11). Therefore, we combine our
perturbative expansion ρˆ(n) ≃ ρˆ(n)0 + ρˆ(n)1 together with the deﬁnitions (A.2), (A.3) and (A.4),
to recognize that P1,ωp = 2R1,egdge exp (i|kp|z). Taking into account that for our isotropic
gas of atoms is Ωpdge ≡ |deg|2Eωp exp (−i|kp|z)/h¯, we then obtain the Fourier transform
P1,ωp = 2R1,egdge exp (i|kp|z), via equation (A.28), as
P1,ωp(z,ω) =
2N (z)|deg|2
h¯
1
Γp/2− i[∆p +ω] + i|Ωc|
2/4
[∆p +ω−∆c]
i
2
Eωp(z,ω), (A.29)
from which, after comparing it with equation (A.11) and using |deg|2 ≃ 3h¯πε0|k0|−3Γp, we
ﬁnally ﬁnd that the susceptibility is given by
χ(z,ωp +ω) = 6πN (z)|k0|−3 iΓp/2
Γp/2− i[∆p +ω] + i|Ωc|
2/4
[∆p +ω−∆c]
. (A.30)
In the equations (A.29) and (A.30) we have introduced the one-dimensional atomic density
N (z) = (1/A0)∑Nn=1 δ(z− zn). For a homogeneous gas of atoms, as we consider throughout
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this thesis, N (z) = N0 is constant, and therefore equation (A.30) evaluated at ω = 0 yields
the susceptibility (3.8) introduced in section 3.1.1, corresponding to an ideal monochromatic
amplitude Eωp(ω−ωp) = Eωp2πδ(ω−ωp).
A.2.2 Linear susceptibility. Mechanically modulated radiation
First of all, since we are interested in a solution of ρˆ(n) that is linear in the probe ﬁeld we
use the same perturbation expansion of the previous section, which leds us to the set of
equations (A.17) – (A.25). Once again, since the atoms are all initialized in |g⟩, a linear
dynamics in the probe ﬁeld results in an unperturbed propagation of the control ﬁeld
through the atomic medium, with group velocity c. Thus, for a c. w. form we may write
Ωc(t− zn/c) = −Ω˜c(zn) exp (−i2|kc|zm(t− zn/c)) ≃ −Ω˜c(zn)[1− 2i|kc|zm(t− zn/c)],
(A.31)
where Ω˜c is time independent, and the mirror displacement coordinate is given by zm(t) =
[Bm(t) exp (−iωmt) + c.c.]. Due to the ﬁnite propagation speed, c, of the control radiation
ﬁeld, we have evaluated equation (A.31) at the retarded time t− = t− zn/c. However, for
sufﬁciently small distances between the oscillating mirror and the atoms we may neglect
retardation effects. Writing zn = z¯at + δzn with |δzn| ≪ z¯at, a sufﬁciently small distance
means that zm(t− zn/c) ≃ zm(t), which is fulﬁlled if (z¯at/c)dzm/dt ∼ ωmz¯atzm/c ≪ zm,
i. e., if ωmz¯at/c≪ 1, a condition that applies to our setup. Consequently, we will replace t−
by the instantaneous time t in subsequent calculations.
The mirror motion introduces a residual time dependence with a characteristic time given
by the mirror oscillation frequency ωm. The presence of this time dependent modulation
precludes a steady state of the dynamics ruled by the set of equations (A.17) – (A.25). To
remove the explicit oscillations with themirror frequencywe decompose the density operator
in the series
ρˆ(n)(t) =
∞
∑
l=−∞
ρˆ
(n)
lωm
(t) exp (−ilωmt), (A.32)
omiting the subscript k = 1 of our ﬁrst order perturbation expansion to maintain a clearer
notation. Using the series (A.32) of every matrix element ρ(n)µµ′ in the equations (A.17) – (A.25)
and assuming the amplitudes ρ(n)lωm,µµ′ , as well as the Rabi frequency Ωp, to be constant
during a mirror period τm = 2π/ωm, we then can average over τm on both sides of each of
the resulting equations and use the identity τ−1m
∫ τm dt exp (−i[l − l′]ωmt) = δll′ to identify
the following coupled dynamics for the slowly varying ρˆ(n)lωm ,
∂
∂t
ρˆ
(n)
lωm
= ilωmρˆ
(n)
lωm
− i
h¯
[ Hˆ
(n)
0Λ , ρˆ
(n)
lωm
]− i
h¯ ∑
l′=±1
[ Vˆ
(n)
l′ωm , ρˆ
(n)
(l−l′)ωm ] + L[ρˆ
(n)
lωm
]− i
h¯
[ Hˆ
(n)
1Λ , σˆgg ] δl0.
(A.33)
In (A.33) the terms in the sum are Vˆ(n)+ωm = −i|kc|Bm
[
Ω˜cσˆ
(n)
es − h. c.
]
/2 and Vˆ(n)−ωm = [Vˆ
(n)
+ωm ]
†,
whereas Hˆ(n)0Λ = h¯∆cσˆ
(n)
ss + h¯
[
Ω˜cσˆ
(n)
es + h. c.
]
/2 and Hˆ(n)1Λ = −h¯
[
Ωpσˆ
(n)
eg + h. c.
]
/2 conform
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the usual (mechanically unmodulated) Hamiltonian of a Λ-atomic medium (except for the
sign ﬂip of the control Rabi frequency). Since for increasingly large values of l the factor ilωm
in (A.33) becomes an increasingly high effective detuning, in order to ﬁnd an approximate
solution of the dynamics of the full density operator ρˆ(n) we may use the following strategy.
We start adiabatically eliminating the motion of an amplitude ρˆ(n)
l¯ωm
with a high enough
l¯ and substitute the result into the dynamical equation for the immediately lower order
amplitude, ρˆ(n)
(l¯−1)ωm . We then apply this combo of adiabatic elimination and backward
substitution successively, until we reach the equation of motion for ρˆ(n)0 . Finally, solving the
dynamics of ρˆ(n)0 allows us to recursively ﬁnd all the other amplitudes ρˆ
(n)
l≤l¯ . Fortunately, for
the values of interest of the optical detunings, Rabi frequencies and mirror displacements
taking part in (A.33), this task becomes simpler. We pursue a solution of (A.33) for small
mirror oscillation amplitudes and high mirror oscillation frequency, i. e., up to ﬁrst order
in the small parameter |Vˆ(n)+ωm/[h¯ωm]| ∼ |kc|Zmax |Ω˜c|/ωm, where Zmax = max {|Bm|}.
This approximately amounts to solve (A.33) up to |l| ≤ 1, neglecting the contributions
proportional to ρˆ(n)±ωm in the equation for l = 0, as well as those proportional to ρˆ
(n)
±2ωm in
the equations for l = ±1. As in the previous section A.2.1, the pair of coherences ρ(n)lωm,eg
and ρ(n)lωm,sg, decouple from the rest (for each value of |l| ≤ 1). Next, we shall outline the
solution for the positive frequency amplitude ρ(n)ωm,eg, the solution for its negative frequency
counterpart being obtained in a similar way. After taking the considerations above, namely
retaining terms up to ﬁrst order in |kc|Bm|Ω˜c|/ωm, the coupled equations that we need to
solve are
∂
∂t
ρ
(n)
0,eg(t) =
i
2
Ωp(zn, t)−
[
Γp/2− i∆p
]
ρ
(n)
0,eg(t)−
i
2
Ω˜c(zn)ρ
(n)
0,sg(t), (A.34)
∂
∂t
ρ
(n)
0,gs(t) = −
i
2
Ω˜∗c (zn)ρ
(n)
0,eg(t)− i
[
∆c −∆p
]
ρ
(n)
0,sg(t), (A.35)
∂
∂t
ρ
(n)
ωm,eg(t) = −[Γp/2+ iωm]ρ(n)ωm,eg(t)−
i
2
Ω˜c(zn)ρ
(n)
ωm,sg(t)−
1
2
|kc||Bm(t)|Ω˜c(zn)ρ(n)0,sg(t),
(A.36)
∂
∂t
ρ
(n)
ωm,gs(t) = −i[∆c −ωm]ρ(n)ωm,sg(t)−
i
2
Ω˜∗c (zn)ρ
(n)
ωm,eg(t) +
1
2
|kc||Bm(t)|Ω˜∗c (zn)ρ(n)0,eg(t).
(A.37)
Equations (A.34) – (A.37) are easily solvable in the Fourier domain for a time independent
sideband strength, i. e. |kc|Bm = |kc|B0m = η. We will assume so from now on2. Thus, the
solution for the amplitude ρ(n)ωm,eg in Fourier space reads
ρ(n)
ωm,eg
(ω)
[
Γp/2− i
[
∆p +ωm +ω] +
i|Ω˜c|2/4
∆p +ωm +ω−∆c
]
= −
ωmη|Ω˜c|2ρ(n)0,eg(ω)(
∆p −∆c +ω
)2
+ωm
(
∆p −∆c +ω
) ,
(A.38)
2 Should the amplitude Bm be time dependent we could ﬁrst adiabatically eliminate the ﬁrst
harmonics ρ(n)ωm,µµ′ , while solving via Fourier transformation the zeroth order harmonics ρ
(n)
0,µµ′ .
97
A.2 Dynamics of the optically driven atoms
with ρ(n)
0,eg
(ω) given by the r.h.s. of equation (A.28) (note that |Ω˜c|2 = |Ωc|2). Hence, the
close form for ρ(n)
ωm,eg
reads
ρ(n)
ωm,eg
(ω) =
2iωmηΩp(zn,ω)|Ω˜c|2
B(ωp +ω)B(ωp +ωm +ω) , (A.39)
with
B(ωp +ω) = 2i[Γp − 2i(∆p +ω)][∆c −∆p −ω] + |Ω˜c|2. (A.40)
Here, we shall note that for∆p = 0 and amonochromatic probe ﬁeld,Ωp(zn) = 2πΩp(z0)δ(ω),
the inverse Fourier transform of equation (A.39) yields (3.19), the coherence ρωm(∆c) that
we introduced in chapter 3. We obtain the negative frequency counterpart of (A.39) through
a similar procedure. The outcome is
ρ(n)−ωm,eg(ω) =
−2iωmη∗Ωp(zn,ω)|Ω˜c|2
B(ωp +ω)B(ωp −ωm +ω) . (A.41)
Together with the r. h. s. of equation (A.28), which determines ρ
0,eg
, the expressions (A.39),
(A.40) and (A.41) fully determine the linear polarization of the medium. By integrating the
electromagnetic wave equation we can ﬁnally obtain the radiation pressure force impinging
on the nano-mechanical mirror. For ease of readability, it is convenient to express the equa-
tions above more compactly. We can do this in terms of the so called polarizability, that is, the
average atomic dipole per unit electric ﬁeld. In Fourier space, and with the help of the deﬁ-
nitions (A.32) and (A.38) – (A.41), the average atomic dipole, ∑µ,µ′ ρ
(n)
µ′µ(ω)dµµ′ exp (−iνµ′µt),
is found to be
4πε0αp(ωp +ω)
{
1− 2|k0|
3
3
[
αp(ωp +ωm +ω)
ωm|kc|bm(t)|Ω˜c|2/4(
∆p −∆c +ω
)2
+ωm
(
∆p −∆c +ω
)
− αp(ωp −ωm +ω)
ωm|kc|b∗m(t)|Ω˜c|2/4(
∆p −∆c +ω
)2 −ωm(∆p −∆c +ω)
]}
Eωp(zn,ω)e
−iωpt
+c.c., (A.42)
where we have used the fact that η exp (−iωmt) = |kc|bm(t) and introduced the aforemen-
tioned polarizability,
αp(ωp +ω) =
3
2
|k0|−3 iΓp/2
Γp/2− i[∆p +ω] + i|Ωc|
2/4
[∆p +ω−∆c]
. (A.43)
Multiplying equation (A.42) by N (z) exp (i|kp|z), where N (z) = (1/A0)∑Nn=1 δ(z − zn)
denotes the distribution function, and integrating over the Fourier frequency ω, we obtain
the polarization in a formwhich allows us to identify its slowly varying amplitude very easily.
With the latter one we may integrate the corresponding electromagnetic wave equation (A.5).
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For that, we introduce new variables τ = ±[t− z/c] and ξ = z, so that the wave propagator
transforms into ∂/∂t± c∂/∂z ↦→ ±c∂/∂ξ; here, as in equation (A.5), the plus and minus
signs indicate, respectively, a wave propagation in the positive or negative direction along
the z-axis. In the new variables the wave equation reads
−c ∂
∂ξ
Eωp(ξ, τ) = i
ωp
2
∫ +∞
−∞
dt′χ˜(ξ, t′; τ + t′)Eωp(ξ, τ − t′), (A.44)
where the response function χ˜(ξ, t′; τ + t′) =
∫
dω/(2π)χ(ξ,ωp +ω; τ + t′) exp (−iωt′) is
given in terms of the susceptibility as
χ(ξ,ωp +ω; τ + t′)
4παp(ωp +ω)
= N (z)
{
1− 2|k0|
3
3
[
αp(ωp +ωm +ω)
ωm|kc|bm(τ + t′)|Ω˜c|2/4(
∆p −∆c +ω
)2
+ωm
(
∆p −∆c +ω
)
− αp(ωp −ωm +ω)
ωm|kc|b∗m(τ + t′)|Ω˜c|2/4(
∆p −∆c +ω
)2 −ωm(∆p −∆c +ω)
]}
.
(A.45)
A solution of the wave equation (A.5) above provides us the probe electric ﬁeld transmitted
through the medium. Particularizing for our homogeneous medium N (z) = N0, driven
by monochromatic ﬁelds, so that Eωp = 2πEωpδ(ω), the positive frequency part of the
transmitted ﬁeld reads
1
2
Eωp(L/2+ z¯at) exp
(
− ωpL
2c
χ′′(ωp; t− L/c)
)
exp
(
i
ωpL
2c
[1+ χ′(ωp; t− L/c)]− iωpt
)
.
(A.46)
As we mentioned earlier, retarded effects can be neglected. Therefore, the transmission of
the probe ﬁeld is
Tωp(t) =
⏐⏐⏐⏐Eωp(−L/2+ z¯at, t)Eωp(L/2+ z¯at)
⏐⏐⏐⏐2 ≃ exp (−ωpLχ′′(ωp; t)/c) ≈ 1− |kp|Lχ′′(ωp; t), (A.47)
where we used the dispersion relation in free space |kp| = ωp/c. The transmission (A.47)
times the input power of the beam gives us equation (3.17) of chapter 3.
A.3 Radiation damping of mirror’s oscillation amplitude
Here we sketch out a derivation of the effective damping rate induced by the radiation
pressure force of the probe ﬁeld. Since this carries the mechanical modulations back to the
mirror dynamics it gives rise to friction, having an impact on the oscillation amplitude of
the mirror displacement coordinate. As we learnt in chapter 2, this effect can be analyzed
appropriately via the equation of motion for the averaged energy of the oscillator.
Written in units of length and neglecting fast rotating terms (∝ e±2iωmt), the time evolu-
tion of the amplitude of motion of the mirror, Z =
√
b∗mbm, reads
Z˙(t) ≃ F0p6N0π|kp|
−2L
2Mωm
Re[
⏐⏐Γpδρeg/Ωp⏐⏐e i(α+π/2)]. (A.48)
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Here,
⏐⏐Γpδρeg/Ωp⏐⏐ and α are derived in section 3.3.3 for constant mirror oscillations. Since the
amplitude of mirror oscillations is now allowed to change in time, we make the replacement⏐⏐δρeg(t)⏐⏐ ↦→ [|δρeg/η|]|kc|Z(t) in equation (A.48), where we used the linear dependence of
δρeg on the mirror oscillation amplitude ∼ η found in section 3.3.2. The relative phase α does
not depend on Z(t) and hence remains constant. We can ﬁnally solve equation (A.48) coarse
grained in time (t > τm) by averaging over one mirror period to remove small variations of
Z(t), and obtain
˙¯Z(t) = −|kc|F0p
2Mωm
6N0π|kp|−2L
[⏐⏐Γpδρeg/Ωp⏐⏐
|η|
]
Z¯(t) sin α, (A.49)
with the solution (3.25) – (3.26) in section 3.4.1.
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B Supplement: parameters, electromagnetic
coupling and joint evolution of a torsion
pendulum and a Rydberg atom
B.1 Mechanical frequency of torsion pendulum
We consider that the resonance frequency of the oscillating motion of the torsion mechanical
resonator (a singly clamped nanotube) introduced in chapter 4, section 4.1, is given by the
eigenfrequency of the lowest torsion mechanical mode the resonator. This is assumed to be
[163]
ωosc =
√
κ
I
. (B.1)
Here, I is the total moment of inertia with respect to the symmetry axis of the nanotube. It
takes into account the entire assembly of ferroelectric particle, and nanotube that com-
prises the oscillator. The quantity κ denotes the torsional spring constant of the nan-
otube. We consider a value of κ = 2.085× 10−11Nm. For a carbon nanotube of mass
mcnt = 8.71× 10−19 kg (length ℓ = 148.54 nm) and diameter w = 75.79 nm with a spherical
ferroelectric load of mass msﬂ = 6.31× 10−18 kg and radius r = 63.3 nm we obtain a total
moment of inertia I ≈ mcntw2/4+ 2msﬂr2/5 ≃ 1.126× 10−32 kg2m. This ﬁnally corresponds
to a frequency ωosc/(2π) ≃ 6848.69MHz as speciﬁed in the main text.
B.2 Coupling a two-level atom and a torsion pendulum
In this complement we derive the interaction energy between a ferroelectric load mounted
on the torsion pendulum of chapter 4 and a two-level atom.
To enable an interaction between the motion of our torsion pendulum and an atom
we rely on electromagnetic radiation. We equip the torsion pendulum with a ferroelectric
material. We consider an approximately spherical ferroelectric load with net charge equal to
zero. However, the charges in the material are distributed so as to confer the ferroelectric
load a permanent electric dipole moment dosc. Due to the oscillatory motion of the torsion
pendulum this electric dipole swings back and forth around an equilibrium conﬁguration,
and hence accounts for an electromagnetic source current. While we can formally write
down an exact solution for the electromagnetic ﬁeld radiated by an arbitrary time dependent
source current, the outcome is normally too intricate for further practical uses. It is often
more convenient to employ assump-tions relative to the average size of the source charge, in
our case the diameter 2r of the spherical load, the characteristic wavelength of the emitted
radiation λ, and the distance from the source to the observation point R; then one may
use instead approximate expressions to describe the radiated electric and magnetic ﬁelds
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that arise from those assumptions, as well as their potential inﬂuence on a test particle.
Of particular interest for us will be the so called near zone limit, which can be thought to
emerge for a hierarchy of length scales fulﬁlling 2r ≪ |R| ≪ λ. In the following, we will
show how does apply this near zone limit in the case of our particular source current, and
what consequences does it entail for the ensuing radiated ﬁelds. Note that, since the signal
of our source current is of a rather arbitrary time dependence, the emitted radiation will
in principle be constituted by an inﬁnite number of modes. Hence, the main goal of the
following analysis will be to identify those physical circumstances that may enable us to
consider only a few modes of the signal, the modes that will be relevant for the coupling of
the ﬁeld to a test atom.
B.2.1 Electromagnetic radiation of a point electric dipole attached to a torsion
pendulum
We will consider that r ≪ λ, i.e., the size of the ferroelectric load containing the current is
many times smaller than a typical wavelength of the emitted radiation, λ ∼ ct0 with t0 being
a characteristic period of time during which the charges undergo an appreciable change.
This amounts to a non relativistic limit in which all the charges in the ferroelectric load will
move with velocities ∼ r/t0 considerably smaller than the speed of light c. Additionally, we
will be interested in distances |R| ≫ r. In such case we will be able to think of a point electric
dipole current [140, 218, 219], well localized at the center of the ferroelectric load, where
we will place the origin of our Cartesian coordinate system, see sketch ﬁgure 4.1. We will
further assume that vacuum is the space surrounding our mechanical device. The magnetic
and electric ﬁelds, B and E respectively, of the point dipole are then found to be [102]
B(R, t) =− 1
4πε0c
[
1
c R2
∂
∂t
+
1
c2 R
∂2
∂t2
][
u× dosc(t− R/c)
]
, (B.2)
E(R, t) =E∥(R, t) + E⊥(R, t). (B.3)
The magnetic ﬁeld is purely transverse, i.e, perpendicular to the direction of the unit norm
vector u = R/R, with R = |R|, that accounts for the propagation direction of the emitted
electromagnetic signal. While the electric ﬁeld comprises both a longitudinal and a transverse
part, E∥ and E⊥ respectively, which read
E∥(R, t) =
1
4πε0
(
2
R3
+
2
c R2
∂
∂t
)
u · dosc(t− R/c)u, (B.4)
E⊥(R, t) =
1
4πε0
(
1
R3
+
1
c R2
∂
∂t
+
1
c2 R
∂2
∂t2
)[
u · dosc(t− R/c)u− dosc(t− R/c)
]
. (B.5)
Equations (B.2), (B.4) and (B.5) tell us that the magnetic and electric ﬁelds observed at the
spatial location R and time t derive from the point electric dipole dosc located in the origin of
our reference frame and evaluated at an earlier or retarded time tr = t− R/c. The retarded
time as well as the terms proportional to the velocity (ﬁrst time derivative) and acceleration
(second time derivative) of the charges representing the point dipole arise both from the
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ﬁnite nature of the speed of light. The remaining terms, proportional to R−3, are due to the
Coulomb’s law, characteristic of a static scenario of charges. In order to assess and contrast
the relevance of the contributions due to static and retarded effects in formulas (B.2), (B.4)
and (B.5) we shall specify further an explicit form for the spectrum of the source (the point
electric dipole).
B.2.2 Frequency spectrum of the radiated signal. The near zone limit
The torsion angle φ = φ0 + δφ describes the oscillating dynamics of the torsion pendulum,
and hence the swinging of the point electric dipole representing the source current (see sketch
ﬁgure 4.1). The angle φ0 deﬁnes the equilibrium conﬁguration of the torsional oscillator.
Angular displacements δφ take place around the symmetry axis of the torsional oscillator,
which extends along the y-axis. The point dipole moves then in the x-z plane and we may
write it in vector components as
dosc(tr) = |dosc|[cos (φ0 + δφ(tr))uz + sin (φ0 + δφ(tr))ux], (B.6)
where ux and uz are unit norm vectors in the x and z directions, respectively. To proceed
with our analysis it will be sufﬁciently for us to consider the case of a force-free motion of
the torsion pendulum. Harmonic oscillations δφ(tr) = δφ0 cos(ωosctr + θ0) of the torsion
angle will then determine the dynamics of the torsion pendulum, where δφ0 > 0 and
θ0 stand for the initial angle and phase of the angular displacements. This allows us to
expand φ, and thus the equation (B.6), in a Fourier series, so that we can explicitly write
the ﬁelds as E∥(⊥)(R,ω) = 2π ∑
∞
n=0 1/2
[
E∥(⊥),ωn(R)δ(ω − ωn) + E∗∥(⊥),ωn(R)δ(ω + ωn)
]
and B(R,ω) = 2π ∑∞n=0 1/2
[
Bωn(R)δ(ω − ωn) + B∗ωn(R)δ(ω + ωn)
]
, where δ(ω) and the
asterisk denote the Dirac delta function and complex conjugation respectively, and C(ω) =∫ +∞
−∞ dt/(2π)e
−iωtC is the Fourier transform of the vector ﬁeld C. For n ≥ 1, the complex
coefﬁcients Bωn(R) and E∥(⊥),ωn(R) read
Bωn(R) =
2|dosc|Jn(δφ0)e−inθ0
4πε0c
eiknR
R
k2n
(
i
knR
+ 1
)[
u× ϵn
]
, (B.7)
E∥,ωn(R) =
2|dosc|Jn(δφ0)e−inθ0
4πε0
eiknR
R
k2n
(
2
k2nR
2 −
2i
knR
)
(u · ϵn)u, (B.8)
E⊥,ωn(R) =
2|dosc|Jn(δφ0)e−inθ0
4πε0
eiknR
R
k2n
(
1
k2nR
2 −
i
knR
− 1
)[
(u · ϵn)u− ϵn
]
, (B.9)
where we introduce the wavenumber kn = ωn/c, with ωn = nωosc, and the unit norm
vector
ϵn = cos(φ0 + nπ/2)uz + sin(φ0 + nπ/2)ux, (B.10)
while Jn(δφ0) is the Bessel function of the ﬁrst kind of order n. The coefﬁcients for n =
0 describe the ﬁelds of a stationary point electric dipole, and thus (using C(ω)δω ≡
C(0)δ(ω) with C an arbitrary function) Bω0(R) = 0, whereas E∥,ω0(R) = 2|dosc|J0(δφ0)(u ·
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where f (R0) = [D0/R0]3[1− 3Z20/R20] and g(R0) = 3X0Z0D30/R50 are the coupling functions
depicted in ﬁgure B.2 and V0 = |dba||dosc|/(4πε0D30) is the interaction energy strength with
D0 =
√
X20 +Y
2
0 the minimum separation (for the geometry we chose) between atom and
center of the nanoparticle. For an equilibrium conﬁguration of the torsion mechanical mode
such that φ0 = π/2, the terms proportional to cos φ0 in the r. h. s. of equation (B.13) can
be ignored. We choose such a conﬁguration from now on. Next, since the radiation ﬁeld
is completely speciﬁed in terms of the canonical variable δφ, we use Born’s quantization
rule and replace δφ and its conjugate momentum (the angular momentum Lδφ along the
axis of rotation) by its associated operators, and subsequently express them in terms of the
mechanical phonon creation cˆ† and annihilation cˆ operators. The latter ones are then subject
to the usual commutation relation [ cˆ, cˆ† ] = 1 (here written in the global Hilbert space of
atom plus torsion pendulum), so that
ˆδφ = φzpm[cˆ+ cˆ†], (B.14)
ˆδφ
2
= φ2zpm[cˆ+ cˆ
†]2 = φ2zpm[cˆ
2 + (cˆ†)2 + 2cˆ† cˆ+ 1], (B.15)
where φzpm =
√
h¯/(2ωosc I) represents the amplitude of the zero point motion of the torsion
pendulum. In terms of creation and annihilation operators, the interaction Hamiltonian (B.13)
with φ0 = π/2, reads
Hˆint/h¯ ≃φ2zpm
V0
h¯
g(R0)
[
σˆba + σˆab
]
cˆ† cˆ− V0
h¯
g(R0)
[
1− φ2zpm/2
][
σˆba + σˆab
]
− φzpmV0
h¯
f (R0)
[
σˆba + σˆab
][
cˆ+ cˆ†
]− φ2zpmV02h¯ g(R0)[σˆba + σˆab][cˆ2 + (cˆ†)2]. (B.16)
B.3 Hamiltonian of torsion pendulum and driven atom
In this section we want to derive the simple Hamiltonian written in equation (4.3) of sec-
tion 4.2 that we use along the entire chapter 4 to describe the joint unitary evolution of
the torsion mechanical oscillator and the Rydberg states |a⟩ and |b⟩ of an atom driven by
microwave ﬁelds.
We shall ﬁrst complete the explicit form of the total Hamiltonian Hˆ′ of equation (4.1). To
this end we need to describe the microwave driving of the Rydberg excited atom, which may
take place at the locations R1 and R2, as well as in region C of the interferometer setup (see
ﬁgure 4.4). We account for this driving via an electric dipole interaction, the Hamiltonian of
which we write as
Hˆ′coup = −dba · Emw(t)[σˆba + σˆab] sin(ωmwt+ ϕ), (B.17)
where ωmw is the carrier frequency of the microwave, Emw its slowly varying electric ﬁeld
envelope, and ϕ its phase. Since we now know explicitly all Hamiltonian terms appearing in
the total Hamiltonian Hˆ′ of equation (4.1), we can derive the Hamiltonian (4.2) by switching
to the frame rotating with ωmw. We achieve this by performing a unitary transformation of
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the form Uˆmw = exp
(
iHˆmwt/h¯
)
, where
Hˆmw/h¯ = (ωa +ωosc/2)1ˆ +ωmw(cˆ† cˆ+ σˆbb). (B.18)
In this way, the total Hamiltonian transforms into Hˆ′ ↦→ UˆmwHˆ′Uˆ †mw + ih¯ ˙ˆUmwUˆ †mw = Hˆ. The
outcome reads
Hˆ/h¯ ≃− δσˆbb − δosccˆ† cˆ+ φ2zpm
V0
h¯
g(R0)
[
σˆbae
iωmwt + σˆabe
−iωmwt
]
cˆ† cˆ
− V0
h¯
g(R0)
[
1− φ2zpm/2
][
σˆbae
iωmwt + σˆabe
−iωmwt
]
− φzpmV0
h¯
f (R0)
[
σˆbae
iωmwt + σˆabe
−iωmwt
][
cˆ e−iωmwt + cˆ†eiωmwt
]
− φ2zpm
V0
2h¯
g(R0)
[
σˆbae
iωmwt + σˆabe
−iωmwt
][
cˆ2e−2iωmwt + (cˆ†)2e2iωmwt
]
− dba · Emw(t)
i2h¯
[
σˆbae
iωmwt + σˆabe
−iωmwt
][
ei(ωmwt+ϕ) − e−i(ωmwt+ϕ)
]
. (B.19)
Here, the microwave detunings read δ = ωmw−ωba and δosc = ωmw−ωosc. Then, provided
the conditions |dba · Emw/h¯|, |φqzpmV0g(R0)/h¯|, |δ|, |δosc| ≪ |ωmw|, |ωosc|, with q ∈ {0, 1, 2}
and R0 = [X0,D0 + ∆Y0,Z0]T, with X0/D0,∆Y0/D0 ≪ 1, are fulﬁlled, off resonant terms
can be neglected. For the parameters that we use these conditions hold, and hence, the
Hamiltonian (B.19) reduces to
Hˆ/h¯ ≃− δ σˆbb − δosccˆ† cˆ−K(R0)[cˆ σˆba + cˆ† σˆab]− 12
[
Ω(t)σˆba +Ω
∗(t)σˆab
]
, (B.20)
where we have deﬁned the Rabi frequency Ω = dba · Emw exp (−iϕ+ iπ/2)/h¯, and in-
troduced the interaction strength K(R0) = K0 f (R0), with K0 = φzpmV0/h¯. Choosing
ωmw = ωosc, as we indicate in section 4.2, is δ = ωosc −ωba and δosc = 0, thus recovering the
Hamiltonian of equation (4.3).
B.4 Unitary evolution of joint atom-oscillator system during a
Ramsey sequence
Here we shall derive the time evolution operator describing the unitary dynamics of the
atom-oscillator system across each of the microwave pulses exerted in the zones R1 and
R2 of a Ramsey sequence. With this at hand we construct next an expression for the state
at the exit of the pulse sequence. After that we show under which conditions the results
obtained here reduce to those presented in section 4.3.1. We assume that the atom traverses
the interferometer in a time interval comprised between the instants ti and tf. Between ti and
t1 the atom crosses the region R1, during τ0 = t2 − t1 it interacts with the torsion pendulum,
and ﬁnally, between t2 and tf goes through the region R2. We then write the time evolution
operator as UˆRM(tf, ti) = Uˆ(tf, t2)Uˆ(t2, t1)Uˆ(t1, t0). The operator Uˆ(t2, t1) ≡ Uˆ(τ0) is that of
equation (4.14) describing the joint atom-oscillator evolution while they interact with each
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other in the dispersive and adiabatic limits. During any of the remaining time windows
ti ≤ t ≤ t1 and t2 ≤ t ≤ tf we use rectangular pulses (time independent Rabi frequency) and
assume that the evolution of the system is governed by the following Hamiltonian
Hˆ/h¯ = −δσˆbb − δosccˆ† cˆ− 12 [Ωσˆba +Ω
∗σˆab]. (B.21)
Equation (B.21) is a good approximation provided the time lapse τmw = t1 − ti = tf − t2 of
the pulse is sufﬁciently short and the atom-oscillator distance |R0| sufﬁciently large so that
τmwK0 < 1. The unitary evolution can be readily found after diagonalizing the Hamilto-
nian (B.21) and expanding the corresponding eigenstates in the original basis {|a⟩ , |b⟩}. The
outcome yields Uˆ(t1, ti) = Uˆ(tf, t2) ≡ Uˆ(τmw, ϕ), where
Uˆ(τmw, ϕ) = ∑
µµ′
exp (iδoscτmwcˆ† cˆ+ iδτmwσˆbb)Aµµ′(τmw, ϕ)⊗ σˆµµ′ , (B.22)
the matrix elements of which are given by
Aaa(τmw) =
[
cos
(
∆
2
τmw
)
− i δ
∆
sin
(
∆
2
τmw
)]
eiδτmw/2 = ca(τmw)eiδτmw/2, (B.23)
Aab(τmw, ϕ) =
|Ω|ei(δτmw/2+ϕ)
∆
sin
(
∆
2
τmw
)
= cb(τmw)e
i(δτmw/2+ϕ), (B.24)
Aba(τmw, ϕ) = −[Aab(τmw, ϕ)]∗, Abb(τmw) = [Aaa(τmw)]∗. (B.25)
with ∆ =
√
δ2 + |Ω|2. Knowledge of (B.22) allows us to propagate the initial joint state
|Ψ0⟩⊗ |a⟩ ≡ |Ψ0, a⟩ of atom plus oscillator system in the course of a Ramsey sequence. We
ﬁx the phase of the ﬁrst pulse in R1 to ϕ = π and let the phase of the second pulse in R2 to
be adjustable, so that UˆRM(τﬁ, ϕ) = Uˆ(τmw, ϕ)Uˆ(τ0)Uˆ(τmw, ϕ = π), with τﬁ = tf − ti. Using
expression (4.14) for Uˆ(τ0) and the deifnitions (B.22) – (B.25) above for the evolution in R1
and R2 we ﬁnd that the initial state evolves into
UˆRM(τﬁ, ϕ) |Ψ0, a⟩ = ei(δτmw−[nˆ+1/2]Φ0)
[
c2a(τmw) + |cb(τmw)|2ei(δτ0+[2nˆ+1]Φ0+ϕ)
]
Uˆosc(τﬁ) |Ψ0, a⟩
+ iei(δτmw−[nˆ+1/2]Φ0−ϕ)cb(τmw)
[
ca(τmw)− c∗a(τmw)ei(δτ0+[2nˆ+1]Φ0+ϕ)
]
Uˆosc(τﬁ) |Ψ0, b⟩ ,
(B.26)
where |Ψ0, b⟩ ≡ |Ψ0⟩⊗ |b⟩ and Uˆosc(τﬁ) = exp (iδosccˆ† cˆτﬁ) is the free unitary evolution of
the oscillator. We may reduce the state (B.26) further by resorting to the deﬁnition of a
π/2 half pulse: one that provides a transition probability |Aab|2 = |cb|2 = 1/2 between
states |a⟩ and |b⟩, which implies a pulse length τ˜mw = 2 arcsin(∆/|Ω|
√
2)/∆. Then, writing
cb(τ˜mw) = 1/
√
2 and ca(τ˜mw) = exp (−iϑ)/
√
2 with ϑ = arcsin(δ/|Ω|), the ﬁnal state after
a Ramsey sequence simpliﬁes to
UˆRM(τﬁ, ϕ) |Ψ0, a⟩ = ei(δτﬁ+ϕ−2ϑ)/2 cos(δτﬁ/2+ Φ0[nˆ+ 1/2] + ϑ)Uˆosc(τﬁ) |Ψ0, a⟩
+ ei(δτﬁ−ϕ)/2 sin(δτﬁ/2+ Φ0[nˆ+ 1/2] + ϑ)Uˆosc(τﬁ) |Ψ0, b⟩ . (B.27)
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From equation (B.27) we may extract the full version of the measurement operators (4.18)
and (4.19) introduced in section 4.3.1. It is important to emphasize that this outcome has
been obtained for an atom following an ideal uniform trajectory across the pulse sequence
of the Ramsey interferometer. For an atom traveling with a different velocity, it would be
necessary to readjust the pulse sequence so that we could again obtain a π/2 pulse and
generate a similar state (B.27). Fortunately, we can overcome this difﬁculty by requiring
either a sufﬁciently small detuning δ or a large enoughmicrowave power, i. e. Rabi frequency
Ω, or both. From the deﬁnition of the transition probability between states |a⟩ and |b⟩, |cb|2 =
|Ω|2 sin2(δτmw
√
δ2 + |Ω|2/2)/[δ2 + |Ω|2], it follows that |cb|2 = 1/2 is only possible for
|δ| < |Ω|. Therefore, in our platform we presume Rabi pulses in R1 and R2 with a sufﬁciently
high intensity and strong conﬁnement, ensuring both a small ratio |δ/Ω| ≪ 1 and δτmw ≪ 1,
such that Aaa → cos(|Ω|τmw/2), Aab → exp (iϕ) sin(|Ω|τmw/2) and ϑ→ 0. In this limit, we
can achieve |Ω|τmw ≈ π/2 for every trajectory, and hence Aaa ≈ 1/
√
2, Aab ≈ exp (iϕ)/
√
2.
The latter values reproduce then the matrix Aπ/2(ϕ) deﬁned in equation (4.15), and the
ﬁnal state (B.27) supplies the measurement operators deﬁned in section 4.3.1, wherein, for
simplicity, we also used ωmw = ωosc, and thus Uˆosc = 1ˆ.
Finally, let us note that UˆRM provides the time evolution in an interaction picture with
respect to the Hamiltonian (B.18) written in the previous section B.3. The evolution between
ti and tf in the original framewould be given by exp (−iHˆmwtf/h¯)UˆRM(tf, ti) exp (iHˆmwti/h¯).
However, since after all we are interested in measuring probabilities, our results remain
unaltered disregarding the choice of the frame in which the evolution is computed.
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B.6 Effective coherent driving of mechanical oscillator
In this supplementary section we provide a derivation of the effective coherent driving of the
quantum torsion pendulum that may result from the Hamiltonian (4.3) of chapter 4 when
we use that Hamiltonian to describe the simultaneous interaction of an atom with both, the
torsion pendulum and the microwave drive in region C (see ﬁgure 4.4).
If we operate the Hamiltonian (4.3) with |δ| > |Ω(t)|, |K(R)|, and initialize all the atomic
population in |a⟩, we then can adiabatically eliminate the second Rydberg state |b⟩ to obtain
the effective Hamiltonian Hˆdho(t)⊗ σˆaa, where
Hˆdho(t) =
K2(R)
δ
cˆ† cˆ− K(R)Ω(t)
2δ
cˆ− K(R)Ω
∗(t)
2δ
cˆ† +
|Ω(t)|2
4δ
. (B.28)
Like in previous occasions we can work in a shifted picture to remove the c-number |Ω(t)|
2
4δ
from the Hamiltonian. Then, while the atom essentially remains in the Rydberg state |a⟩, the
evolution for the mechanical oscillator can be written as
ϱˆ(τ) = Uˆ (τ)ϱˆ(0)Uˆ †(τ), (B.29)
where ϱˆ denotes the density matrix describing the oscillator. The quantity Uˆ (τ) equals the
time development operator for a driven quantum harmonic oscillator, which one can see by
exploiting the commutation relations of cˆ, cˆ† [220]
Uˆ (τ) = e iλ(τ) Dˆ
(
ξ(τ)e−iθ(τ)
)
e−iθ(τ)cˆ
† cˆ,
λ(τ) = − 1
2h¯2
∫ τ
0
dt
∫ t
0
dt′
[
Hˆdho(t), Hˆdho(t
′)
]
,
ξ(τ) = i
∫ τ
dt
Ω∗(t)K(t)
2δ
e iθ(t),
θ(τ) =
∫ τ
dt
K2(t)
δ
. (B.30)
Here we adopted the shortened notationK(t) = K(R(t)) and Dˆ is the displacement operator
introduced in the main text. Since λ(τ) is a c-number, exp [iλ(τ)] is a global phasor that we
will ignore from now on. The N-th power of Uˆ (τ) then accounts for the state evolution of
the mechanical oscillator after a successive ﬂy-by of N atoms, each atom passing through the
oscillator in a time interval τ. To compute UˆN(τ) ≡ [Uˆ (τ)]N we use the following properties
of the displacement operator:
Dˆ(α)Dˆ(β) = exp [(αβ∗ − α∗β)/2]Dˆ(α+ β),
exp [iθcˆ† cˆ]Dˆ(α) = Dˆ(α exp [iθ]) exp [iθcˆ† cˆ], (B.31)
such that, ignoring again global phasors, one has
UˆN(τ) = Dˆ
(
ξ(τ)
N
∑
l=1
e−ilθ(τ)
)
e−iNθ(τ)cˆ
† cˆ = Dˆ(αN(τ)) e−iNθ(τ)cˆ† cˆ,
αN(τ) =
sin
(
Nθ(τ)/2
)
sin
(
θ(τ)/2
) ξ(τ)e−i[N+1]θ(τ)/2. (B.32)
112
In chapter 4, all the numerical calculations involving the Hamiltonian Hˆcoup describing the
microwave driving of an atom in the coupling region C were assuming continuous waves
withΩ(t) = Ω0. Sampling the dynamical phase space of the mechanical oscillator is then
achieved by adjusting the amplitude and phase of the complex Rabi frequency Ω0, while
taking into account the additional phase offset generated by exp [−iNθ(τ)cˆ† cˆ].
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