The aim of this paper is to solve the "gift exchange" problem: you are one of n players, and there are n wrapped gifts on display; when your turn comes, you can either choose any of the remaining wrapped gifts, or you can "steal" a gift from someone who has already unwrapped it, subject to the restriction that no gift can be stolen more than a total of σ times. The problem is to determine the number of ways that the game can be played out, for given values of σ and n. Several recurrences and explicit formulas are given for these numbers, although some open questions remain.
We recall that the Stirling number of the second kind, S 2 (i, j), is the number of partitions of the labeled set {1, . . . , i} into j blocks ( [6] , [7] ), while for h ≥ 1 the h-restricted Stirling number of the second kind, S (h) 2 (i, j), is the number of partitions of {1, . . . , i} into j blocks of size at most h ( [3] [4] [5] ). Theorem 1. For σ ≥ 0 and n ≥ 0,
Proof. Equation (2) is an assertion about G σ (n), so we are now discussing scenarios where there are n + 1 gifts. For σ = 0, H 0 (n + 1) = (n + 1)!, so G 0 (n) = 1, in agreement with S
2 (n, n) = 1. We may assume therefore that σ ≥ 1. Let an "action" refer to a player choosing a gift γ, either by taking it from the pool or by stealing it from another player. Since we are now assuming that the gifts are taken from the pool in order, γ determines both the player and whether the action was to take a gift from the pool or to steal it from another player. So the scenario is fully specified simply by the sequence of γ values, recording which gift is chosen at each action. For example, the scenarios in (1) are represented by the sequences 123, 1213, 12123, 1223, 12213, 1123, 11223. Since the game ends as soon as the (n + 1)st gift is selected, the number of actions is at least n + 1 and at most (σ + 1)n + 1.
The sequence of γ values is therefore a sequence of integers from {1, . . . , n + 1} which begins with 1, ends with n + 1, where each number i ∈ {1, . . . , n} appears at least once and at most σ + 1 times and n + 1 appears just once, and in which the first i can appear only after i − 1 has appeared. Conversely, any sequence with these properties determines a unique scenario.
Let k denote the length of the sequence with the last entry (the unique n + 1) deleted. We map this shortened sequence to a partition of [1, . . . , k] into n blocks: the first block records the positions of the 1's, the second block records the positions of the 2's, . . ., and the nth block records the positions of the n's. Continuing the example, for the seven sequences above, the values of k and the corresponding partitions are as shown in Table 1 . The number of such partitions is precisely S (σ+1) 2 (k, n). Since the mapping from sequences to partitions is completely reversible, the desired result follows.
Remark. The sums B(i) := j S 2 (i, j) are the classical Bell numbers. The sums j S (h) 2 (i, j) also have a long history [10] , [11] . However, the sums i S (h) 2 (i, j) mentioned in (2) do not seem to have studied before. Note that the limits in (2) are the natural limits on the summand k, and could be omitted.
To simplify the notation, and to put the most important variable first, let
for σ ≥ 0, n ≥ 0, k ≥ 0. In words, E σ (n, k) is the number of partitions of {1, . . . , k} into exactly n blocks of sizes in the range [1, . . . , σ + 1]. For n ≥ 0, E σ (n, k) is nonzero only for n ≤ k ≤ (σ + 1)n. To avoid having to worry about negative arguments, we define E σ (n, k) to be zero if either n or k is negative. Then
Stirling numbers of the second kind satisfy many different recurrences and generating functions ([6, Chap. V]), and to a lesser extent this is also true for E σ (n, k). We begin with three general properties.
where the sum is over all (σ + 1)-tuples of nonnegative integers (a 1 , . . . , a σ+1 ) satisfying
(iii) The numbers E σ (n, k) have the exponential generating function The recurrence in Theorem 2(i) makes it easy to compute as many values of E σ (n, k) as one wishes. Tables 3 through 7 show the initial values of E 1 (n, k) through E 5 (n, k), and Table 8 gives the initial values of G σ (n) for σ = 0 through 8.
The case σ = 1
In the case when a gift can be stolen at most once, from Theorem 2 we have the recurrence
for n ≤ k ≤ 2n, with E 1 (n, k) = 0 for k < n and k > 2n; the explicit formula
for n ≤ k ≤ 2n; and the generating function
It follows from (4) that
Equation (12) shows that the sequence G 1 (n) is indeed given by entry A001515 in [14] . That entry gives (mostly without proof) several other properties of these numbers, taken from various sources, notably Grosswald [8] . We collect some of these properties in the next theorem. Property (iii) is especially interesting, since the following sections will be concerned with attempts to generalize it to larger values of σ. We recall from [8] that the Bessel polynomial y n (z) is given by
Also 2 F 0 and (later) 2 F 1 denote hypergeometric functions.
(ii)
for n ≥ 2, with
(v)
Proof. (i) and (ii) are immediate consequences of (12) . (iii) We give three proofs of (16 
Our conventions about negative arguments make it unnecessary to put any restrictions on the range over which (19) holds. By summing (19) on k we obtain (16) . (Third proof.) The third proof is combinatorial. We will show the equivalent statement that for n ≥ 3,
We can build a partition counted in G 1 (n) in three ways. (A) Take a partition P into n − 2 parts and adjoin two parts of size 1, {x} and {y}, say, where x, y are elements not in P . This gives G 1 (n − 2) partitions. (B) Take a partition P into n − 1 parts and adjoin a part {x, y} of size 2. This gives G 1 (n − 1) partitions. (C) Let P be a partition into n − 1 parts and let S be one of the parts. If S = {u} is a singleton, then P \ S ∪ {u, x} ∪ {y} and P \ S ∪ {u, y} ∪ {x} are two partitions into n parts. If S = {u, v} is a pair, then P \ S ∪ {u, x} ∪ {v, y} and P \ S ∪ {u, y} ∪ {v, x} are two partitions into n parts. So in either case the pair P , S gives rise to two partitions into n parts. There are n − 1 choices for S, so in all we obtain 2(n − 1)G 1 (n − 1) partitions. The argument is clearly reversible, and so (20) and hence (16) follow.
(iv) Let
By multiplying (16) by x n /n! and summing on n from 2 to ∞ we obtain the differential equation
Then the right-hand side of (17) is the unique solution of (21) which satisfies
(v) This follows from (12), since the terms i = n − 1 and i = n dominate the sum (see also [8, Eq. (1), p. 124]).
The case σ = 2
In the case when a gift can be stolen at most once, the problem, as we saw in the previous section, turned out to be related to the values of Bessel polynomials, and the principal sequence, G 1 (n), had been studied before. For σ ≥ 2, we appear to be in new territory-for one thing, the sequences G 2 (n), G 3 (n), . . . were not among the 140,000 existing sequences in [14] . These sequences can be computed using Theorem 2. From (4), (6) we have:
where the inner sum is over all (σ + 1)-tuples of nonnegative integers (a 1 , . . . , a σ+1 ) satisfying (7) . This may be rewritten as a sum of multinomial coefficients:
where i r is the size of the rth part. We naturally tried to find analogs of the various parts of Theorem 3 that would hold for σ ≥ 2. Let us begin with the simplest result, the asymptotic behavior. This is directly analogous to Theorem 3(v).
Sketch of proof. The two terms corresponding to {k = (σ + 1)n, a σ+1 = n, other a i = 0} and {k = (σ + 1)n − 1, a σ+1 = n − 1, a σ = 1, other a i = 0} dominate the right-hand side of (22), and are both equal to ((σ + 1)n)!/(n!(σ + 1)! n ). Dividing the sum by this quantity gives a converging sum, in which a subset of terms approach 1 + 1 + 1/2! + 1/3! + ..., while the others vanish as n → ∞. Concerning Theorem 3(i), we do not know if there is a generalization of Bessel polynomials whose value gives (22) for σ ≥ 2.
As for Theorem 3(ii), there is a relationship with hypergeometric functions in the case σ = 2. From (6) we have
where η = k − n (this is the "excess" of k over n).
If η ≥ n then
Proof. (i) follows from (25) using the standard rules for converting sums of products of factorials to hypergeometric functions (cf. [1] ), and (ii) follows from (4). We can now state the main theorem of this section, which gives analogs of (19) and (16).
for n ≥ 4, with
Proof.
(ii) Eq. (30) follows by summing (29) on k, just as (16) followed ). There are nine E 2 (i, j) terms in (29), and each of them is given by either (26) or (27), depending on the relationship between i and j. This means that six separate cases must be considered, according to whether k ≥ 2n+1, k = 2n, 2n−1, 2n−2, 2n−3 or k ≤ 2n−4. We give the details just for the first case, the other cases being very similar. Assuming then that k ≥ 2n + 1, (26) applies to all nine E 2 (i, j) terms in (29). Writing η = k − n as before, and replacing the final argument 
vanishes when z = 8 3 : Using Gauss's contiguity relations, the nine hypergeometric functions in (31) can all be expressed as linear combinations of just two of them. The computer algebra program Maple 11 simplifies 1 the above expression to
where φ 1 and φ 2 are polynomials in z of degrees 6 and 5 respectively, with coefficients which are polynomials in n and η. Since the exact values of φ 1 and φ 2 are not important for the argument, we relegate them to Tables 9 and 10 in the Appendix. The above expression clearly vanishes for z = 8 3 , which proves the desired result. Second proof. Let
denote the first summand in (25). We look for a recurrence of the form
where the coefficients C(r, s, t) depend on n but not on k or c, with the property that when summed on c it collapses to the appropriately shifted version of (29), which is:
− (9n 2 + 36n + 35)E 2 (n + 2, k)/2 + 6(n + 3)E 2 (n + 2, k + 1) + 3E 2 (n + 2, k + 2)/2
For this we used the method of Sister Mary Celine Fasenmyer, exactly as described in §4.1 of [12] . A Maple 11 program found that there is a solution to (34) in which the coefficients C(n, k, c) involve five free parameters, and there is a two-parameter solution which collapses to (35) when summed on c. The simplest solution (obtained from Maple's solution by setting both free parameters to zero) is the following. All the C(r, s, t) are zero except for the following 19 terms: It is easy to verify that this collapses to (35) when summed on c.
Is there a combinatorial proof for (30)? We do not know. We discovered (30) by experiment, using Theorem 6 to suggest the leading term. (Note that if r(n) denotes the right-hand side of (24), then r(n)/r(n − 1) = (9n 2 − 9n + 2)/2.) We also discovered a second recurrence, which is independent of (30):
for n ≥ 3, with G 2 (0) = 1, G 2 (1) = 3, G 2 (2) = 31. In view of (28), this is equivalent to a complicated identity involving hypergeometric functions. We did not find a proof, but Doron Zeilberger has kindly informed us that he was able to derive (36) by applying the method of "creative telescoping" ([12, Chap. 6], [17] , [18] ) to (33) and using a modified version of his Maple program "MultiZeilberger".
The case σ ≥ 3
For σ ≥ 3 we have not found any connections between G σ (n) and generalized Bessel polynomials or hypergeometric functions, and we do not have proofs for the recurrences that we have discovered. However, we do know that recurrences for G σ (n) and E σ (n, k) always exist. This follows from Wilf and Zeilberger's Fundamental Theorem for Multivariate Sums ([12, Theorem 4.5.1], [16] ).
Theorem 7.
(i) For σ ≥ 1, there is a number δ ≥ 0 such that E σ (n, k) satisfies a recurrence of the form
where the coefficients C (E) i,j (n) are polynomials in n with coefficients depending on i and j. (ii) For σ ≥ 1, there is a number δ ≥ 0 such that G σ (n) satisfies a recurrence of the form
where the coefficients C (G) i (n) are polynomials in n with coefficients depending on i.
(ii) As usual, Eq. (38) follows by summing (37) on k. (i) We will use the case σ = 3 to illustrate the proof, the general case being similar. We know from (6) that
where the sum is over all 4-tuples of nonnegative integers (a, b, c, d) satisfying
In other words,
where now the sum is over all values of c and d for which the summand is defined. This summand is a "holonomic proper-hypergeometric term", in the sense of [16] , and it follows from the Fundamental Theorem in that paper that E 3 (n, k)/2 n and hence E 3 (n, k) satisfies a recurrence of the desired form. Similarly, in the general case, we write the summand in E σ (n, k) as a function of n, k, a 3 , . . . , a σ+1 , again obtaining a holonomic proper-hypergeometric term. We conjecture, but do not have a proof, that a stronger result holds, namely that recurrences always exist in which the leading terms C (16), (19), (29), (30), (41), (42) and Table 11 . (The recurrence guaranteed by Theorem 7 may well look more like (36), with a nontrivial coefficient on the leading term.)
For σ = 3, 4 and 5, we have found recurrences for E σ (n, k) and G σ (n) with leading coefficient 1, although we do not have proofs that they are correct. The following are our conjectured recurrences for G 3 (n) and G 4 (n):
+ (27500 n 4 − 184000 n 3 + 447500 n 2 − 473075 n + 180003)G 4 (n − 2)/72 + (336875 n 4 − 2546500 n 3 + 7679675 n 2 − 12016800 n + 8048577)G 4 (n − 3)/864 + (4833125 n 4 − 77581625 n 3 + 476892700 n 2 − 1304291160 n + 1325759504)G 4 (n − 4)/2592
+ (2670000 n 4 − 64380500 n 3 + 704577200 n 2 − 3610058445 n + 6818722190)G 4 (n − 6)/7776
+ (5393400 n 2 − 91413680 n + 390747263)G 4 (n − 9)/2592
The recurrence for G 5 (n) is similar but more complicated, and we do not state it here. The recurrence for E 3 (n, k) is given in the Appendix (see Table 11 ). We also omit the recurrences for for E 4 (n, k) and E 5 (n, k), which are even more complicated.
Inspection of these recurrences for σ ≤ 5 has led us to some conjectures about their general structure. First, if δ denotes the "depth" of the recurrence, as in (37), (38), then the initial values of δ for both G σ (n) and E σ (n, k) appear to be as shown in Table 2 , that is, it appears that these both recurrences have depth δ = n+1 2 + 1 (sequence A000124 of [14] ). Second, we make the following Table 2 : Depth δ of recurrences for G σ (n) and E σ (n, k).
σ 0 1 2 3 4 5 δ 1 2 4 7 11 16 conjectures 2 about the coefficients in the putative recurrence for E σ (n, k). We write this recurrence as
. Furthermore, the degree of C i,j (n) as a polynomial in n is ≤ min{σ, j − i}.
Open questions
We collect here some of the questions that we have mentioned. (i) The case σ = 1 corresponds to values of Bessel polynomials; is there a notion of generalized Bessl polynomial that could be applied for larger values of σ? (ii) The case σ = 2 can be described using hypergeometric functions; is there a notion of generalized hypergeometric function that could be applied for larger values of σ? (iii) Is there a combinatorial proof of (30)? (iv) Is the conjecture following Theorem 7 concerning the existence of recurrences with leading coefficient 1 true? (v) Find proofs that the recurrences (41) and (42) are correct. (vi) Establish the conjectures about the general form of the recurrences for G σ (n) and E σ (n, k) that are mentioned at the end of §5 (this includes question (iv) as a special case).
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