In this paper we unify two supposedly distinct tasks in multimedia retrieval. One task involves answering queries with a few examples. The other involves learning models for semantic concepts, also with a few examples. In our view these two tasks are identical with the only differentiation being the number of examples that are available for training. Once we adopt this unified view, we then apply identical techniques for solving both problems and evaluate the performance using the NIST TRECVID benchmark evaluation data [15] . We propose a combination hypothesis of two complementary classes of techniques, a nearest neighbor model using only positive examples and a discriminative support vector machine model using both positive and negative examples. In case of queries, where negative examples are rarely provided to seed the search, we create pseudo-negative samples. We then combine the ranked lists generated by evaluating the test database using both methods, to create a final ranked list of retrieved multimedia items. We evaluate this approach for rare concept and query topic modeling using the NIST TRECVID video corpus.
INTRODUCTION
Semantic Multimedia Retrieval has been the focus of significant research in the multimedia community in the past few years. Factors such as the creation of the NIST TRECVID [1] benchmark have had the effect of galvanizing the researchers to tackle one of the most challenging problems in multimedia management head-on. The semantic gap needs to be bridged in order to have meaningful multimedia retrieval. A consistent approach to bridge this gap that has emerged as a reliable performer in various benchmarking efforts is the one in which the semantic gap is treated as a mapping that should be learned using machine learning techniques. This approach has provided good results in the concept detection benchmark [9, 15] . At the same time there is also increasing emphasis on learning in the search tasks at TRECVID [5, 15] . The problem with this approach when applied to the task of search is the extremely small number of training samples that are typically available to seed the search. Although not as acute, this problem also haunts the concept detection task when the number of training samples provided are too few, either because the concept is rare or because manual annotation being an expensive process is carried out only on a limited data set. Query analysis has some rich literature in the traditional fields of Information retrieval based on text documents. However the query formulation is much more difficult when confined to visual processing alone.
Recent approaches for generic concept detection as a stepping stone to answering complex semantic queries [5, 15] alleviate the problem to some extent but are useful only if the queries can be expanded to include generic terms effectively. This is possible if a large vocabulary of concepts that can be reliably detected is available while answering the queries and expanding them. Unfortunately such a large vocabulary of concepts does not exist yet. A large number of queries thus fall in the category of rich semantic information requirement with little in terms of examples to learn the semantics. For those queries that contain named entities, this problem can again be alleviated by using named entity detection in text (if available) but that still leaves a large number of queries that rely primarily on visual information need.
Meanwhile the need for composing such queries or attempting to detect complex concepts or information need with relatively few examples is increasing across multiple domains including broadcast domains, personal media collections, and security. Examples include intelligence scenarios for analyzing, filtering, and searching of multiple live and archived video feeds, monitoring of news broadcasts and other stream data for financial analysts tracking specific industries or companies, personalized delivery of video digests to consumers based on their interests and profiles, and so on. In many of these scenarios the subject of analysis varies rapidly and dynamically, affecting query topics and priorities. This limits the usability of static annotation or modeling approaches and necessitates the creation of new models on the fly. The volume of such content is typically of a magnitude that precludes constant monitoring, manual annotation, or interactive feedback to the system, and makes real-time responsiveness requirements hard to satisfy. In this context, we consider the problem of automatic formulation of complex visual queries for batch processing and "on-the-fly" building of lightweight semantic retrieval models.
Overview of Proposed Approach
In this paper, we address the above requirements by investigating the problem of automatically formulating complex models of information need in the visual domain, given only a (small) set of positive examples per topic of interest. This is a unified approach that can address the task of answering queries with a few examples as well as the task of learning models for semantic concepts with few examples. In our view the only differentiation in these two tasks is the number of examples that are available for training. The only other possible differentiation is the possible availability of definitive negative examples in the concept detection task. Once we adopt this unified view, we then apply identical techniques for solving both problems and evaluate the performance in two distinct video retrieval domains. We propose a combination hypothesis of two complementary classes of techniques, one using only the positive examples and the other using both positive and negative examples for the process of learning models of a query or a concept. We then fuse the resulting ranked lists from models of both these classes of techniques to arrive at the final ranked list of retrieved multimedia items. Of the two classes of techniques, one approach uses all the positive examples provided to query a database of multimedia items and employs lazy learning in the form of a distance weighted nearest neighbor model. The other approach tries to use both positive and negative examples to build a discriminative model using support vector machines. In case of queries, where negative examples are rarely provided to seed the search, we create pseudo-negative samples using biased and unbiased sampling methods. We then combine the ranked lists generated by evaluating the test database using both methods, to create a final ranked list of retrieved multimedia items. We evaluate this approach using the NIST TRECVID High-Level Feature Extraction and Search Tasks. In both tasks we find that combining the models learned using positive examples only with the ones trained discriminatively results in enhanced performance over either of the individual models.
Of the two approaches, one involving the use of positive examples alone and the other involving discriminant classification using existing or automatically generated pseudo-negative examples, we term the former approach as Multi-Example Content-Based Retrieval (MECBR) and the latter as Discriminant Classification. The MECBR approach is the process of querying content by specifying multiple visual query examples using only a single query iteration. MECBR attempts to mitigate some of the semantic limitations of traditional CBR techniques by allowing multiple query examples and thus a more accurate modeling of the user's query need. MECBR differs from relevance-feedback (RF) methods in that MECBR usually involves the execution and combination of multiple simultaneous queries rather than the continuous refinement of a single query, as in most typical RF methods. The design of MECBR positions it as a lightweight alternative for batch querying and modeling of lowlevel and mid-level semantic topics, including semantically/visually diverse topics as well as rare topics with few training examples. The above approaches are illustrated in Figure 1 , along with some key considerations regarding performance vs. supervision trade-offs.
The second approach of discriminant classification has been successfully applied to concept detection [9] . We extend this to query modeling. The important distinction here, is that in building a model of a query, we are typically provided only with positive examples. Hence we rely on pseudo-negative examples generated automatically to cast this as a discriminant classification problem. We describe later in the paper, various approaches of generating pseudonegatives that alleviate the imbalance of positive and negative examples and afford multiple views of the discriminating boundaries to enhance performance.
Related Work

Multi-Example Search
Related work to multi-example querying includes relevance feedback techniques and content-based retrieval systems, such as MindReader [6] and MARS [2, 12] , which allow the user to specify multiple examples in a single query. Those systems generally try to learn the weighting of each example or each low-level feature (e.g., color, texture, shape, etc.) based on iterative user feedback. Alternatively, they may compute a single query point from the user-provided positive examples and move the query point closer to the positive examples as the user iteratively provides relevance feedback. The above methods are called query re-weighting and query-point movement, respectively, and are standard techniques in relevance feedback systems (see [6, 11, 12, 13] ). Other relevance feedback methods include methods that incorporate negative and/or unlabeled examples in addition to positive ones [14] , and methods that use neural networks, Gaussian Mixture Models (GMM), Support Vector Machines (SVM), or other learning methods. While relevance feedback approaches can be very effective, they usually take multiple iterations of user feedback before that happens. This imposes real-time constraints on system responsiveness and places a burden on the user in terms of supervision, motivating the need for alternative one-step solutions. Recent work on active learning for annotation and relevance feedback has reduced the amount of supervision by actively ranking and selecting the most ambiguous examples for user feedback [17] . This helps eliminate classification ambiguity faster and reduces the number of necessary iterations but still requires the user to provide interactive feedback, which is undesirable in many querying scenarios. Recently, Westerveld and de Vries [20] proposed an alternative approach for multi-example querying by estimating the conditional probability of a document generating given query examples as well as that of a query topic (consisting of multiple examples) generating a given document. The approach is similar in spirit to the MECBR approach we adopt in this paper but uses a probabilistic framework based on language modeling to combine the contributions of the individual query examples for ranking purposes.
Query Classification
To limit the semantics needed by a query, or to find out concept detectors and named entities that should be used to answer a query, some researchers perform query classification. Researchers have previously investigated manual or automatic classification of queries into a fixed set of query classes, such as People, Places, Objects, etc., in the hope that all queries in the same class exhibit similar behavior with respect to features and modeling methods [3, 7, 22] . The fusion of the multiple hypotheses being evaluated following query classification can then be addressed independently within each query class using an external training set of queries with the corresponding performance for each of the retrieval hypotheses. In the absence of such a training set, and with only a few positive examples per topic, query-independent fusion schemes that typically generalize well across all queries are required.
Semantic concept modeling
Aside from relevance feedback for modeling of user intentions, there has been significant work on explicit modeling of semantics that allows users to directly query the system at a higher semantic level. The problem of multimedia semantic modeling has been addressed in a number of ways relying on manual, semi-automatic, or fully-automatic methods. The use of manual annotation tools allows humans to manually ascribe labels to multimedia documents. However, manual cataloging is a very expensive and time consuming process. It is also subjective leading to incomplete and inconsistent annotations. Fully-automatic approaches based on statistical modeling of low-level audio-visual features have also been investigated for detecting generic frequently observed semantic concepts such as indoors, outdoors, nature, man-made, faces, people, speech, music, etc. Toward this end, a variety of classification techniques have been investigated in this context based on the static or temporal nature of the underlying media features extracted and the concept characteristics. This includes support vector machines, Gaussian mixture models, hidden Markov models, probabilistic graphical models, decision trees, neural networks, and others [4, 10, 19, 9] . While statistical modeling is useful for retrieval based on a fixed set of labels, it usually requires large amounts of annotated examples for training, and it limits indexing to the lexicon labels.
Outline
The remainder of the paper is organized as follows. Section 2 investigates issues in visual query formulation and execution in the context of the MECBR approach that uses only positive examples for retrieval purposes. In particular, we discuss fusion strategies across multiple feature modalities, granularities, and query examples. Section 3 presents a Support Vector Machine-based approach that uses both positive and pseudo-negative examples for discriminative modeling of concepts or queries. We consider the problem of sampling pseudo-negative examples, and balancing the training set when only few examples (e.g., less than 10) are given. In Section 4 we present the overall combination hypothesis framework designed to reduce sensitivity to noise and improve robustness to training set examples by combining the two approaches of complementary strengths. Section 5 contains empirical results and validation of the approach on a large news video corpus. Finally, Section 6 offers a summary and concluding remarks.
MULTI-EXAMPLE CONTENT-BASED RETRIEVAL (MECBR)
Multi-example content-based retrieval (MECBR) is a generalization of traditional content-based retrieval (CBR). In CBR systems each image is represented with a set of content-based features, such as color, texture, shape, etc., and image dissimilarity is measured in terms of the distance between said features. Various distance metrics have been employed but for the purposes of this paper we will restrict our attention to simple Euclidean distance. Given a query image example, the system extracts the corresponding visual features, compares them to the ones in the image database, and ranks the candidate images according to their distance from the query point. MECBR generalizes this process by utilizing multiple query examples in a single query iteration. While early relevance feedback methods used multiple examples in order to form a single more precise query (e.g., the centroid of the query examples), we consider the alternative approach of forming and fusing multiple queries from the given examples. The general MECBR approach is illustrated in Figure 2 , and consists of query example selection and categorization, as well as execution and fusion of multiple primitive queries. The initial query example selection and categorization steps can be accomplished through clustering in some visual feature space so that each category of examples is visually homogeneous and distinct categories are treated independently of each other. Query examples within each category can then be weighted according to their distance to the cluster centroid with only the closest few being used for querying so that the effect of noise and outliers is diminished. In our target scenario for this paper, however, there are very few examples per query topic-typically 5-10 only-and they have been manually chosen, so it becomes unnecessary and unfeasible to perform example clustering or categorization. We therefore consider all query examples as equally important and simply treat them as representatives of distinct single-point query clusters. Each example is then used as an independent content-based query into the database using traditional CBR approaches.
An important aspect for MECBR is how the individual query results are fused together to form an overall ranking of the candidate images. In an interactive setting, or if sufficient training data is available, a weighted averaging approach can be adopted, where the weights can be learned through user feedback or training set labels. In non-interactive query scenarios with few examples, we are limited to fairly simple non-weighted score aggregation functions. Examples of such functions include MIN, MAX, and AVG. MIN aggregation, when applied to confidence scores, mimics logical AND behavior, while MAX simulates OR behavior, and AVG is a softer combination between AND and OR. For the purposes of semantic multi-example querying, we note that OR semantics is usually most suitable since the majority of semantic concepts or query topics have diverse visual representations and the query examples can therefore be very distinct visually. The proper way of handling such examples is to consider only the closest ones to each candidate image, and to employ a nearest neighbor classifier. An alternative is of course to have an arbitrary combination of AND and OR grouping of query examples, as specified by an user. In the absence of extra knowledge on the relationship of the individual examples, we use a modified 1-nearest neighbor approach where the overall score of a candidate image is the maximum confidence score (minimum distance) to the individual query examples. In addition to combining results from each query example, fusion also plays an important role in combining results from different visual features, such as color, texture, and shape, as well as different feature granularities, such as global image features and regional features. Selecting an appropriate method for query example fusion is facilitated by understanding the target semantics that we would like to model. Feature selection and feature fusion, however, are more difficult tasks since we don't know the relationship of features to the semantics of individual queries or concepts. We therefore perform a grid search in the fusion parameter space and select optimal fusion configuration based on a held-out validation set performance, if one is available. Fusion parameters include a score normalization method and a score aggregation method. Score normalization methods include range normalization, statistical normalization shifting the score distribution to zero mean and uni-variance, and rank normalization which discards the absolute scores and uses only the rank of each item in the result list. The fusion methods we consider include MIN, MAX, AVG, and simple weighted AVG fusion using weights of 0s and 1s only. If a validation set is not available, as in the query scenarios, we use simple averaging of statistically normalized scores, which typically generalizes well in our experience.
DISCRIMINANT MODELING AND CLASSIFICATION USING SVM
We represent images with a set of low-level visual features, such as colors, textures, and shapes. In the training phase, we then learn feature representations corresponding to the binary hypotheses for each concept (presence/absence) using generic supervised machine learning algorithms like Gaussian Mixture Models, Hidden Markov Models, and support vector machines [9] . This is similar to one-class classification approaches for learning one-vs.-all concept models [16] . In this paper we extensively use Support Vector Machines [18] as the classifier of choice. Support Vector Machines are popularly used for classification and regression in various domains including the multimedia domains. For the past few years support vector machine classifiers have resulted in top performance in concept detection for NIST TRECVID evaluations and have also been resulting in good performance when used in conjunction with relevance feedback [14] . Support vector machines used with nonlinear kernels allow us to learn nonlinear decision boundaries even when the data is high dimensional and are not affected by the curse of dimensionality due to the way the optimization is formulated to minimize empirical risk. They also offer good generalization.
In this paper we use a held-out validation set in selecting model parameters as well selecting optimally performing features from a bank of features that represent image color, texture, and structure at the global level as well as at localized image granularities. We use the Radial Basis Kernel for the SVM experiments. Performance of SVM classifiers can vary significantly with variation in parameters of the models. Choice of the kernels and their parameters is therefore crucial. To minimize sensitivity to these design choices, we experiment with different kernels and for each kernel we build models for several combinations of the parameters. Radial basis function kernels usually perform better than other kernels. In our experiments we build models for different values of the RBF parameter γ (variance), relative significance of positive vs. negative examples j (necessitated also by the imbalance in the number of positive vs. negative training samples) and trade-off between training error and margin c. While a coarse to fine search is ideal, we try 3 values of γ, 3 values of j and 3 of c thus evaluating 27 configurations. Using a validation set we then perform a grid search for the combination that results in highest performance measure value, where this measure is the non-interpolated average precision over 1000 retrieved shots as a measure of retrieval effectiveness. Let R be the number of true relevant documents in a set of size S; L the ranked list of documents returned. At any given index j let R j be the number of relevant documents in the top j documents. Let I j = 1 if the j th document is relevant and 0 otherwise. Assuming R < S, the non-interpolated average precision (AP) is defined as
Using a training set, and a validation set we tune our parameters and feature selection to optimize evaluation measures. Further details are provided in Section 5. Figure 4 illustrates this procedure of parameter and feature selection. For the experiments reported in this paper, we are faced with training the concept models with small number of positive examples (typically less than 200 examples in a large data set of 28000 keyframes). We therefore balance the training set by randomly selecting a smaller number of negative examples instead of using all the non-positive examples as negative examples. In the detection phase we use the optimal models to evaluate the target images for the presence/absence of the concept and rank images based on confidence of detection.
Automatic Generation of Negative Samples for SVM Learning in Search
To extend the idea of using SVMs for query modeling, we have to overcome two problems. One problem is that TRECVID only provides positive examples for each query. Thus there are no neg- ative examples to perform discriminant classification. Most of the TREC queries are complex requirements of information need. Thus the number of actual hits in the target database is also very small. We therefore make an important simplifying assumption that if we randomly sample the search set for sets of 50 samples, most of these will not be satisfying the information need of the query and so without even analyzing the content, we can assume that these can be used as negative examples. Negative examples that we generate automatically by random or smart sampling strategies of the search set are hereby labeled pseudo-negative samples. This is a very important step in converting the query answering problem as a discriminant classification problem. This however leads to the second problem of imbalance of the positive and pseudo-negative examples. To alleviate this we sample the search set several times and build a discriminant classifier for each such sampling whereby the positive examples are used commonly across all classifiers but the negative examples come from each bag of randomly chosen pseudo-negative samples. The SVM models corresponding to each sampling are then fused using AND logic (MIN confidence score aggregation) so that the final SVM model corresponds to the intersection of several positive hyper-spaces derived from each of the primitive SVM models. The approach is illustrated in Figure 3 .
We also investigate several sampling strategies such as random sampling, sampling from the bottom of the ranked list obtained by running MECBR on the search set using the positive examples, skipping the first few retrieved samples from the data set queries by using the training samples using MECBR, etc. A similar approach for pseudo-relevance feedback has been investigated previously with modest success by Yan and Hauptmann [21] . We term this approach as bagging, which is different from the bagging and boosting algorithms in machine learning literature in that we sample only negative examples and use the same small set of positive examples throughout.
Our experiments show that the best one is actually the naive method of randomly sampling pseudo-negatives from the search set. We believe there are two reasons for this. First, the ranked list based on MECBR is not able to reflect the actual relevance ranking to the visual query. Second, the bottom frames in an MECBR-based ranked list are irrelevant to the query not in the way what we expect. For example, with a basketball query, the bottom frames given by MECBR are pretty much ones with only white background, which are not helpful to refine the query result.
Another issue is the number of pseudo-negatives that we should choose to train our SVM classifier. In this we can strike a balance by having the pseudo-negatives be one order of magnitude more than the positives. To simplify the experiments, we can alternately fix this to a constant number of pseudo-negatives. Empirically this number was set to 50 in this paper, as compared to the 6 positive examples we have on average per query topic. We therefore use 50 as the pseudo-negatives bag size.
The third choice of parameters here is the number of bags we experiment with. It can be expected that performance of randomly sampling multiple times and building multiple classifiers and then fusing their classification results should be better than any single run but the time to perform a query will be proportional to the number of bags chosen, due to which this number cannot be too large. To make the approach realistic, we compare the 10-bag performance with a single bag only in Section 5. . Finally, when using SVMs to model query topics with 5-10 examples only, we do not have the luxury of having a separate validation set for tuning SVM parameters or fusion parameters. We therefore fix the kernel type to Radial Basis Kernels, which in our experience perform best in general, and select globally optimized kernel parameters for each different feature type. The kernel width parameter γ and the regularization parameter C are both set globally for each feature to reflect the input range on the test data. To combine the classification of the models learned from each bag of pseudo-negatives along with the positive examples, we use simple score averaging.
OVERALL APPROACH
The overall approach for query modeling and rare concept detection is based on the principle of combination hypothesis. Figure 4 shows our approach where we combine two distinct learning strategies, their respective parameter combinations, and experiment with available features and feature combinations. We subsequently fuse all available models to create a single combination hypothesis.
In the case of concept detection we have a training and a validation set whereas in the case of query modeling we only have provided examples and no validation set. For the rare concept detection we use the training set to train multiple models using multiple feature and parameter combinations for both our learning strategies and then use the performance on the validation set to select and fuse the optimal performing models. In case of the query modeling, we fix the best performing parameters from the concept detection task, and use statistical normalization followed by non-weighted averaging to combine all available hypotheses.
In particular, whenever fusing ranked lists generated from different feature modalities or different classes of retrieval methods, we normalize the scores statistically so the score distributions have mean and standard deviation of 0 and 1, respectively. We then use simple score averaging to combine the multiple score lists. Score averaging is a softer fusion method than either MAX or MIN approaches which model the stricter Boolean AND/OR logic, and typically generalize better than either of the above. We label results from this approach as Average Fusion and use it as our default method for fusion across both features (e.g., color and texture) as well as modeling techniques (e.g., MECBR and SVM). 
EXPERIMENTS
The experiments in this section were performed using the TRECVID 2003 corpus provided by NIST. This contains two setsa Development Set and a Test Set-of approximately 60 hours each of MPEG broadcasts news video from CNN, ABC, and C-SPAN. As part of the TRECVID 2003 effort, the Development Set was annotated collaboratively by over 100 researchers using a lexicon of more than 133 concept labels. Details of the common annotation can be found in [8] .
We used the TRECVID 2003 Development Set for concept modeling and evaluation purposes, and used the second set, the Test Set, for query topic answering and search performance evaluation. For search performance evaluation we used the Search Set as is, with no validation set and globally set parameters, and used the query topic ground truth provided by NIST. For concept modeling and evaluation purposes we partition the Development Set into several partitions including a training partition of 28055 keyframes and three validation sets of which one validation set with 4420 keyframes is used for the parameter and feature selection reported in this paper, and a separate validation set of 9852 keyframes is used for final performance evaluation. Figure 4 shows the automated parameter tuning approach employing the training set and the validation set to derive the optimal parameter and feature selection based on the average precision measure.
For all the experiments reported in this paper, we have used keyframes for feature extraction, modeling and detection. All the videos were segmented into video shots, each shot was represented by a single keyframe, and each keyframe was processed to extract a variety of low-level visual descriptors, as listed below.
Visual Descriptors
The following descriptors had the top performance for both search and concept modeling experiments:
• Color Correlogram (CC)-global color and structure represented as a 166-dimensional color auto-correlogram in HSV space using 8 radii depths.
• Color Moments Grid (CMG)-localized color extracted from a 5x5 grid and represented by the first 3 moments for each grid region in Lab color space.
• Co-occurrence Texture (CT)-global texture represented as entropy, energy, contrast, and homogeneity extracted from the image gray-scale co-occurrence matrix at 24 orientations.
• Wavelet Texture Grid (WTG)-localized texture extracted from a 5x5 grid and represented by the variances in 12 Haar wavelet sub-bands for each grid region.
While the above descriptors are very similar in spirit to the visual descriptors defined by MPEG-7, they are not quite standardscompliant since they have been primarily optimized for retrieval and concept modeling purposes, with much less consideration given to compactness or computational efficiency. In addition, the features used for MECBR and SVM experiments were in some cases of the same type but with different dimensionality or normalization. This was necessary to make some of the features more suitable for SVM learning with few examples where large dimensionality or dimensions with vastly different ranges can hurt performance. In particular, the wavelet texture features were based on a 5x5 grid for MECBR experiments and a lower-dimensional 3x3 grid for SVM experiments. Also, the color moments and the co-occurrence texture features used with SVMs were statistically normalized to shift the mean and variance to 0 and 1, respectively, and to equalize the ranges in each dimension. For the search experiments, where we did not have a validation set for feature selection, we used the top 3 features that we have established globally for each method, including color moments and color correlogram as the top two features for both methods, with the top texture feature being grid-based wavelet texture for MECBR and co-occurrence texture for SVM.
Oracle Fusion
As stated in Section 4, we use simple score averaging on statistically normalized scores for fusion across both features as well as modeling approaches. This is motivated so that we can avoid overfitting in the absence of a large enough validation set, which is the case with modeling of query topics or rare concepts. However, in order to evaluate how far off our default fusion approach is from the "optimal" fusion, we evaluate several other score normalization and aggregation methods, and identify the best combination for each query, as observed on the test set. We dub this the Oracle Fusion approach as it peeks into the test set ground truth data to select the optimal combination on a per-query basis. It is listed only as an indication of how much room we have for improvement if we use better hypothesis fusion methods, such as query class-dependent approaches. The combinations considered by the Oracle include the default statistical normalization method described above, linear range normalization, and rank-based normalization, which discards the original scores and replaces them with a uniform score distribution based on the rank of each item. The last normalization scheme is typically useful for combining sparse or peaky score distributions, such as the ones obtained from text retrieval approaches, with more uniformly distributed score distributions, such as the ones obtained from visual retrieval methods. In our case, however, all retrieval hypotheses are generated with visual retrieval methods, which produce smooth score distributions. In those cases, retaining the original score distribution but equalizing the ranges usually performs best so we use statistical normalization as our default. For score aggregation methods the Oracle considers MIN, MAX, AVG, and weighted AVG with 0/1 weights only. The binary weight AVG approach essentially performs feature/model selection by considering all possible unweighted subsets of retrieval hypotheses. Exploring other score normalization or aggregation schemes, such as weighted combinations for example, can increase the Oracle's performance but for time's sake we considered only non-weighted approaches.
Evaluation methodology
The experiments below use non-interpolated average precision as the performance measure for evaluation (see Eq. 1). It essentially measures the area under the precision-recall curve for a given query, and provides a single number for retrieval performance comparison. Where relevant, we also report Mean Average Precision (MAP) scores, calculated across multiple concepts or query topics.
For concept detection purposes, we consider 6 rare concepts (with selectivity typically less than 1% of the dataset size), which represent objects, sites, events, and program categories, and are similar in nature to query topics. Table 1 For query search and retrieval, we use 14 of the 25 TRECVID 2003 Search task topics which have a significant visual component in them. The 11 topics that we left out are mostly named entities (i.e., named people, objects, or locations) or have very complex semantics which cannot be reasonably answered with visual retrieval alone. The list of topics, along with their descriptions and frequency in the test set are listed in Table 2 . In addition, of the 14 topics that we model, 8 result in very low Average Precision scores of 0.05 or less, regardless of the feature type or retrieval methods used. Since they do not contribute to any of the conclusions regarding the relative performance of features, retrieval methods, or combinations thereof, all of the graphs show results only for the remaining 6 topics which have reasonable performance. The 8 low-scoring topics are however included in all of our Mean Average Precision calculations reported throughout the paper and all average statistics are computed over the set of 14 query topics.
Experiment I: Rare Concept Detection
The first experiment we report evaluates the MECBR and the SVM approaches for rare concept modeling and detection. In this experiment, we targeted concepts with less than 1% selectivity that somewhat resemble the query topics of interest. The number of positive examples for each concept ranged from a minimum of 128 to a maximum of 427 in a training set of 28055 shots, as listed in Table 1 . As described in Section 4, we performed feature selection and fusion, as well as parameter optimization for each of the two methods based on performance on a separate validation set. The final model fusion was performed with default score normalization and averaging as we did not want to cause overfitting by optimizing final fusion parameters on same validation set. The fusion performance reported here is therefore a lower bound on what can be achieved by tuning fusion parameters on a different validation set.
The results are listed in Figure 5 and show a modest 6% increase in performance over the better of the two modeling methods, the SVM approach, which confirms the latter as a good modeling alternative even for rare concepts. We note that SVM modeling technique that we have used in this paper is state-of-the-art and typically achieves top performance in the TRECVID High-Level Feature Extraction Task [9] . Therefore, even a 6% increase in MAP scores is significant, given that the SVM model has already been optimized for each concept. The real challenge however is to improve baseline performance for query topics which have an order of magnitude smaller number of examples, and in particular, do not have validation sets for parameter tuning and feature selection. We address this challenge in the following experiments.
Experiment II: Feature Selection
For query topic modeling purposes we first investigate how sensitive feature selection is with respect to the query topic. To illustrate the problem, Figure 6 shows four sample query topics which have widely varying characteristics when it comes to best feature selection. Performance for each feature on each topic has been measured with the MECBR approach. The Basketball topic shows the texture feature as most relevant, yet the semantically similar Baseball topic shows the grid-based color moments feature as most suitable. To get the complete set, the color correlogram feature is apparently most relevant to the White House setting query. In all of these cases, when there is a clearly identified dominant feature, its performance is nearly twice as good as the next best feature. At the same time, the Dow Jones topic shows all three features having roughly the same performance. These four topics illustrate the difficulty of global feature selection when there is no validation set for tuning purposes. One alternative to address this problem is to use query class-dependent parameters for feature selection and fusion [3, 7, 22] . Unfortunately we do not have enough training data to form query classes so we use soft query-independent fusion as a substitute for hard feature selection. In particular, we fuse models across the top three best performing features globally as determined by previous experience. These are the same features listed in Figure 6 . As mentioned in Section 4, we use non-weighted averaging of the confidence scores generated by each uni-feature retrieval model but we first normalize all scores statistically in order to impose some form of feature weighting based on the spread of the corresponding score distributions. Figure 6 shows that the approach generalizes extremely well by matching or outperforming the single best feature for each query topic. For example, the improvement for the Basketball topic is more than 60%. Even in the case of little or no improvement, this method has the effect of doing parameter-free feature selection, which is significant in itself. 
Experiment III: Sampling of Query Pseudo-Negative Examples
We now move on to consider the effect of pseudo-negative example sampling and SVM bagging for discriminant learning of query semantics. Due to space limitations, we only show results for random sampling of negative examples, using 50 negative examples per bag so as not to overwhelm the small set of positive examples. Random sampling was determined empirically to work better than biased sampling approaches which take into account an initial rank ordering produced by the MECBR method and sample from the bottom or the middle of the list. The comparison of bagged SVM (10 bags) vs. regular SVM (1 bag) for three different features is shown in Figure 7 . Based on the results, we can conclude that while bagging may not help in all instances, it never hurts performance and it has the potential to dramatically improve performance (as seen with the 56% improvement for color correlogram-based SVMs). It is therefore recommended to use in order to improve robustness of the SVM method with respect to the feature space. Smarter sampling approaches that consider example homogeneity when creating the pseudo-negative bags are also likely to help. 
Experiment IV: Retrieval Hypotheses Selection and Fusion
In the last experiment we evaluate and compare the baseline retrieval approaches, generated by various single model/feature combinations, along with the combination hypothesis approach using multiple features and/or models. In particular, Figure 8 (a) compares single feature approaches to a multi-feature combination with a query-independent parameter-free feature fusion strategy. Figure 8 (b) shows a similar comparison but for single-model vs. combined model approaches. Average Fusion represents the default confidence score normalization and aggregation method, which means simple averaging of statistically normalized scores (shifting score means and standard deviations to 0 and 1). Oracle Fusion is listed only as a performance target and represents the optimal normalization and fusion strategy as determined by test set performance for the fusion methods considered. These include RANGE, RANK, and STAT score normalization combined with MIN, MAX, AVG and Weighted AVG fusion (binary weights only). of the baseline approaches. The performance improvement in the case of late model fusion is 7% and the improvement in the case of late model fusion is 17%. Moreover, the default fusion performance is almost the same as the oracle fusion performance, indicating that in order to get significant further improvement, either new features or new retrieval methods need to be used. An aggregated summary (over all 14 query topics) of the performance of the two retrieval methods with each of the top three features, as well as combinations thereof, is listed in Table 3 . Fusion columns represent fusion across MECBR and SVM models, while fusion rows represent fusion across the listed visual features. The table cell corresponding to Average Fusion along both dimensions (features and models) represents the performance of our proposed combination hypotheses approach with globally fixed parameters. The MAP score is based on fusion across models within each feature type followed by fusion across the three feature types. This fusion order (as opposed to feature fusion followed by model fusion) is motivated by the fact that methods using the same feature modality typically have more consistent performance relative to each other as compared to variations of the same method that use different features. The conjecture is that if a feature is good for a query or a concept, it will likely work well with both methods for this query/concept so their rankings will be alike. Since averaging makes most sense when combining similarly ranked lists, we first average within feature modalities and then across.
An analysis of the results in Table 3 reveals several things:
• The combination hypothesis works. In virtually all cases, regardless of whether we are fusing features or models or both, the combination hypothesis approach performs better than, or on par with, the best baseline hypothesis. Matching the performance of the best baseline method is significant in itself since we do not have any validation set to select the best feature or the best retrieval model, and it is likely that those vary across queries. The combined approach, however, effectively picks the best retrieval hypothesis for each query and in most cases even improves upon it. In some cases this improvement is significant, such as 39% for the MECBR method and 27% for the MECBR and SVM texture model fusion, and in only one case the fusion hurts performance by 5%. More importantly, the final combination method, which uses default fusion across both features and retrieval models, performs 17% better than the best single-hypothesis baseline (color moments-based SVMs).
• Simple score averaging generalizes well. In Section 4 we motivated the use of simple score normalization and fusion methods for query-independent fusion. We chose statistical score normalization with non-weighted score averaging as the default fusion method. Table 3 confirms that the default fusion approach does in fact generalize well across the various queries, and performs only 5% worse than the "oracle" fusion which is optimized with knowledge of the test set ground truth and is therefore unrealistic to achieve.
• Support Vector Machines can work well in search scenarios with very few examples. Support Vector Machines have been very successful in various machine learning problems, including concept modeling and detection from multimedia content. They have not, however, been established as the tool of choice for non-interactive query topic modeling and search, primarily because of the lack of negative examples in such search scenarios, the extremely limited set of positive examples, and the high-dimensionality of the underlying visual feature spaces. The experiments show, however, that careful feature design and fusion, and with the help of pseudo-negative example sampling and bagging techniques, SVM models can be successful even in automatic search scenarios with less than 10 training examples. The SVM method on average performed 15% better than MECBR.
CONCLUSION
In this paper we unify two supposedly distinct tasks in multimedia retrieval. One task involves answering queries with a few examples. The other involves learning models for semantic concepts also with a few examples. Once we adopt this unified view, we then apply identical techniques for solving both problems and evaluate the performance using the NIST TRECVID benchmark evaluation data. We propose a combination hypothesis of two complementary classes of techniques, one using only the positive examples and the other using both positive and negative examples for the process of learning models of a query or a concept. We then fuse the resulting ranked lists from models of both these classes of techniques to arrive at the final ranked list of retrieved multimedia items. Of the two classes of techniques, one approach uses all the positive examples provided to query a database of multimedia items and employs lazy learning in the form of a distance-weighted nearest neighbor model. The other approach tries to use both positive and negative examples to build a discriminative model using support vector machines. In case of queries, where negative examples are rarely provided to seed the search, we create pseudo-negative samples using biased and unbiased sampling methods. We then combine the ranked lists generated by evaluating the test database using both methods, to create a final ranked list of retrieved multimedia items. We evaluate this approach on NIST TRECVID data to model both query topics and rare concepts, where the number of positive examples is limited. In both cases we find that combining the models learned using positive examples only with the ones trained discriminatively results in enhanced performance over either of the individual models. Performance improves by 6% in the rare concept detection task over the single best performing approach whereas the improvement is by 17% in the search task. Future directions include smarter approaches for sampling the pseudo-negative samples and extending that to the larger training sample sizes of rare concept detection.
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