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ISOMETRIC IMMERSIONS INTO THE MINKOWSKI SPACETIME
FOR LORENTZIAN MANIFOLDS WITH LIMITED REGULARITY
PHILIPPE G. LEFLOCH, CRISTINEL MARDARE, SORIN MARDARE
Abstract. Assuming minimal regularity assumptions on the data, we
revisit the classical problem of finding isometric immersions into the
Minkowski spacetime for hypersurfaces of a Lorentzian manifold. Our
approach encompasses metrics having Sobolev regularity and Riemann
curvature defined in the distributional sense, only. It applies to timelike,
spacelike, or null hypersurfaces with arbitrary signature that possibly
changes from point to point.
1. Introduction
Given a Lorentzian manifold (M, g) of dimension n+ 1 or a hypersurface
H ⊂ M, we study here whether it can be immersed isometrically in the
Minkowski spaceMn+1 := (Rn+1, η). While this subject has been extensively
studiedwithin the class of smooth immersions in the context of Riemannian
geometry, we are interested in the present paper in the case of Lorentzian
manifolds and their hypersurfaces of arbitrary signature and inmetricswith
limited regularity in a Sobolev space. Our analysis will encompass metrics
gof classW
1,p
loc
with p greater than the dimension of the underlyingmanifold,
which, in fact, is the optimal regularity. We prove the existence of a global
isometric immersion if the underlying manifold is simply connected. We
also prove the uniqueness up to isometries of the Minkowski space and the
stability of the immersion with respect to the metric.
One of our results is as follows:
Theorem 1.1 (Immersion of amanifold inMinkowski spacetime). Let (M, g)
be a simply connected, Lorentzian manifold with dimension n + 1 whose metric g
is of class W
1,p
loc
(M) with p > n + 1. Then, there exists an isometric immersion
ψ :M→Mn+1 of classW2,p
loc
(M) if and only if theRiemann curvature (tensor field)
Riemg defined in the distributional sense vanishes. Furthermore, the application
g 7→ ψ is locally Lipschitz continuous in the following sense. For any connected
open setA ⋐M and any ε > 0, there exists a constant C(ε,A) with the following
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property: if g and g˜ are metrics onM that satisfy
min
(
|det g|, |det g˜|
)
≥ ε, max
(
‖g‖W1,p(A), ‖g˜‖W1,p(A)
)
≤ 1
ε
,
then there exists isometries π, π˜ :Mn+1 →Mn+1 of theMinkowski space such that
the corresponding isometric immersions ψ : (M, g) → Mn+1 and ψ˜ : (M, g˜) →
Mn+1 satisfy the inequality
‖π˜ ◦ ψ˜ − π ◦ ψ‖W2,p(A) ≤ C(ε,A) ‖g − g˜‖W1,p(A).
The corresponding immersion problem in the case of the Euclidian space
has been recently revisited byCiarlet and his collaborators; see, for instance,
[3] and the references therein. Observe that, in the above theorem, the
curvature of the manifold is defined in the sense of distributions only;
for the definition of covariant derivatives and curvature tensors associated
with metrics with limited regularity we rely on LeFloch and C. Mardare
[5] and the references cited therein. The proof of Theorem 1.1 (in Section 3
below) will rely on earlier work by S. Mardare on Pfaff-type systems [6, 8].
Previous arguments strongly used the assumption that the metric under
consideration was Riemannian. To establish Theorem 1.1, we take account
that the metric is Lorentzian; in fact, our argument immediately extends
also to any pseudo-Riemannian manifold (with arbitrary signature).
Our second contribution concerns the immersion ofhypersurfaceswithin
the Minkowski space. We first consider the case of hypersurfaces with
general signature, then we specialize our results to spacelike or timelike
submanifolds. Consider a hypersurface H ⊂ M in a Lorentzian manifold
with dimension n + 1 and a transverse field (henceforth called rigging) ℓ
along H , that is, a vector field ℓ ∈ TM that is transversal to H . Then,
the Levi-Civita connection of M can be decomposed into “tangent” and
“transversal” components as follow:
∇XY = ∇˜XY − K(X,Y)ℓ, X,Y ∈ TH ,∇Xℓ = L(X) −M(X)ℓ, X ∈ TH ,
where∇˜,K, L,M are operators defined onTH . We say that an immersionψ :H →Mn+1 and a rigging ℓ′ : H → TMn+1 preserve the operators ∇˜,K, L,Mif the Levi-Civita connection ∇η of the Minkowski spacetime satisfies
∇ηψ∗Xψ∗Y = ψ∗(∇˜XY) − K(X,Y)ℓ′, X,Y ∈ TH ,
∇ηψ∗Xℓ
′
= ψ∗(L(X)) −M(X)ℓ′, X ∈ TH .
The main result established in Section 4 below is as follows.
Theorem 1.2 (Immersion of a hypersurface with rigging). With the notation
above, suppose thatH is simply connected and the operators ∇˜,K, L,M are of classLp
loc
(H )with p > n. Then, there exists an immersion ψ : H →Mn+1 and a rigging
ℓ′ : H → TMn+1, respectively of class W2,p
loc
(H ) and W1,p
loc
(H ), preserving these
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operators if and only if the (generalized) Gauss and Codazzi equations (see (4.4)
below) are satisfied. Moreover, the application (∇˜,K, L,M) 7→ (ψ, ℓ′) is locallyLipschitz continuous in the following sense. For any connected open set A ⋐ H
and any ε > 0, there exists a constant C(ε,A) with the following property: if two
sets of operators ∇˜,K, L,M and ∇˜˜, K˜, L˜, M˜ satisfy
max
(
‖(∇˜,K, L,M)‖Lp(A), ‖(∇˜˜, K˜, L˜, M˜)‖Lp(A)
)
≤ 1
ε
,
then there exists an affine bijection σ :Mn+1 →Mn+1 of the Minkowski spacetime
such that the corresponding immersions ψ, ψ˜ : H → Mn+1 and riggings ℓ′, ℓ˜′
satisfy the inequality
‖ψ˜ − σ ◦ ψ‖W2,p(A) + ‖ℓ˜′ − σ∗ℓ′‖W1,p(A)
≤ C(ε,A)
(
‖(∇˜˜, K˜, L˜, M˜) − (∇˜,K, L,M)‖Lp(A)
)
.
Observe that no assumption ismade on the signature of the hypersurface.
In particular, this theorem applies to hypersurfaces that are nowhere null.
For such hypersurfaces we obtain in Section 5 a simpler derivation by
choosing the rigging to be the unit normal vector field toH . Recall that the
pull-back onH of the forms g and ∇n, denoted by g˜and K, are the first andsecond fundamental forms ofH ⊂ M, respectively. In Section 5 below we
will prove:
Theorem 1.3 (Immersion of spacelike or timelike hypersurfaces). Suppose
thatH is simply connected and nowhere null and that (g˜,K) is of class W
1,p
loc
(H )×
L
p
loc
(H ) with p > n. Then, there exists an immersion ψ : H → Mn+1 of class
W
2,p
loc
(H ) preserving the fundamental forms g˜ and K, if and only if the Gauss andCodazzi equations (see (5.1) below) are satisfied. Moreover, the application (g˜,K) 7→ψ is locally Lipschitz continuous in the following sense. For any connected open
set A ⋐ H and any ε > 0, there exists a constant C(ε,A) with the following
property: given any (g˜,K) and (g˜˜, K˜) satisfying
min
(
|det g˜|, |det g˜˜|
)
≥ ε,
max
(
‖g˜‖W1,p(A), ‖K‖Lp(A), ‖g˜˜‖W1,p(A), ‖K˜‖Lp(A)
)
≤ 1
ε
,
there exists proper isometries π, π˜ of the Minkowski space such that
‖π˜ ◦ ψ˜ − π ◦ ψ‖W2,p(A) ≤ C(ε,A)
(
‖g˜˜− g˜‖W1,p(A) + ‖K˜ − K‖Lp(A)
)
.
Thepaper is organized as follows. In Section 2, we introduce our notation
and provide some preliminary results. Sections 3, 4, and 5 are devoted to
the proof of Theorems 1.1, 1.2, and 1.3, respectively, and contain slightly
more general conclusions.
4 P.G. LEFLOCH, C. MARDARE AND S. MARDARE
2. Notation and preliminaries
For backgroundon the analysis techniques (Sobolev spaces onmanifolds,
etc), we refer to [1, 2].
Throughout this paper, all Greek indices and exponents vary in the set
{0, 1, . . . , n}, while Latin indices, save for n, p,m, ℓ and q, vary in the set
{1, . . . , n}. Einstein summation convention for repeated indices is used. A
pseudo-Riemannian manifold is a smooth manifold M endowed with a
metric, that is, a symmetric non-degenerate (0, 2)-tensor field g of constant
index. A pseudo-Riemannian manifold is called Riemannian if its index is
zero and Lorentzian if its index is one. The Minkowski spacetimeMn+1 is
the vector space Rn+1 endowed with the Minkowski metric
η(X,Y) = −X0Y0 +
n∑
i=1
XiYi, X = (Xα), Y = (Yα) ∈ Rn+1.
An isometric immersion of a pseudo-Riemannian manifold (M, g) into
another pseudo-Riemannian manifold (M′, g′) is an immersion ψ : M →
M′ that preserves the metric tensor, in the sense that ψ∗g′ = g. Here and in
the sequel, notation such asψ∗g′ andψ∗X denotes respectively the pull-back
of g′ and the push-forward of X by ψ; in particular, ψ∗g′ is the (0, 2)-tensor
field onM defined by
(ψ∗g′)(X,Y) := g′(ψ∗X, ψ∗Y), X,Y ∈ TM.
Related to the Minkowski space, we define the (n + 1) × (n + 1) matrix
Iη = diag(−1, 1, ..., 1) (2.1)
and the sets
O
η(n + 1) := {Q ∈ R(n+1)×(n+1) ; QTIηQ = Iη},
O
η
+
(n + 1) := {R ∈ Oη(n + 1); detR = 1}.
The matrices in Oη(n + 1) and O
η
+
(n+ 1) are respectively called Minkowski-
orthogonal and proper Minkowski-orthogonal matrices. By contrast with
the set of (usual) orthogonal matrices, i.e., those matrices P that satisfy
PTP = I, where I = diag(1, ..., 1) denotes the identity matrix of order n + 1,
the set Oη(n + 1) is not bounded. An isometry of the Minkowski spacetime
Mn+1 is a mapping
π : y ∈ Rn+1 7→ v +Qy ∈ Rn+1, (2.2)
where v ∈ Rn+1 and Q ∈ Oη(n + 1). Such an isometry π is called proper if
Q ∈ Oη
+
(n + 1).
Let S(n + 1) denote the space of all symmetric real matrices. For any
matrix G ∈ S(n + 1), let λ0 ≤ λ1 ≤ ... ≤ λn denote its (real) eigenvalues. Let
L(n + 1) := {G ∈ S(n + 1); λ0 < 0 < λ1 ≤ ... ≤ λn}
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denote the set of all Lorentzmatrices of ordern+1 anddefine for all 0 < ε ≤ 1
the subsets
Lε(n + 1) := {G ∈ L(n + 1); |detG| > ε and |G| < ε−1}.
Note that L(n + 1) = limε→0Lε(n + 1). It is easy to show that any matrix
G ∈ L(n + 1) has a decomposition G = FTIηF for some invertible matrix F of
order n + 1 (see the beginning of the proof of Lemma 2.1 below). But such
a decomposition is not unique, for the matrix QF with Q ∈ Oη(n + 1) also
satisfies G = (QF)TIη(QF) (the converse is also true, i.e., if G = F˜
TIηF˜ then
F˜ = QF for some Q ∈ Oη(n + 1)). Since the set O(n + 1) is not bounded, this
shows in particular that the normof thematrixF in the above decomposition
is not controlled by the norm of G. This is one of the reasons we need to
prove the following lemma about the decomposition of Lorentz matrices:
Lemma 2.1. Let G ∈ Lε(n + 1). There exists a mapping F : Lε(n + 1) →
R(n+1)×(n+1) such that
G˜ = F (G˜)TIηF (G˜), |F (G˜)| = |G˜|1/2,
|F (G˜) − F (G)| ≤ C(ε, n)|G˜ − G|.
The mapping F depends on G but the constant C(ε, n) does not.
Proof. The Euclidean norm of a vector v ∈ Rn+1 is denoted |v|, the Eu-
clidean inner product of two vectors v,w ∈ Rn+1 is denoted v · w, and
the operator norm of a matrice A ∈ R(n+1)×(n+1) is denoted and defined by
|A| := sup|v|=1 |Av|.
Let p0, p1, ..., pn be an orthonormal basis in Rn+1 formed by eigenvectors
of G, i.e., Gpα = λαpα. Let P = [p0 p1 ... pn] be the matrix whose α-column
is the vector pα. Then P
TP = I and PTGP = diag(λ0, λ1, ..., λn). Denoting
A := diag((−λ0)1/2, λ1/21 , ..., λ1/2n ) and F := APT, we thus have F = |A| = |G|1/2
G = P(AIηA)P
T
= (APT)TIη(AP
T) = FTIηF.
Let F (G) = F. To define the matrix F˜ := F (G˜) for any other matrix
G˜ ∈ Lε(n+1) we distinguish two cases, according to whether |G˜−G| < 2εn+1
or not. This condition is related to the Gram-Schmidt orthonormalisation
method.
Let λ˜0 < 0 < λ˜1 ≤ ... ≤ λn denote the eigenvalues of G˜. Then for every
α ∈ {0, 1, ..., n},
|λ˜α| ≥ |det G˜||G˜|n ≥ ε
n+1.
If G˜ satisfies |G˜ − G| ≥ 2εn+1, we define the matrix F˜ := F (G˜) as follows.
Let p˜0, p˜1, ..., p˜n be a set of orthonormal eigenvectors of G˜ such that G˜p˜α =
λ˜αp˜α and let P˜ = [p˜0 p˜1 ... p˜n] denote the matrix whose α-column is the
vector p˜α. Then P˜
TP˜ = I and P˜TG˜P˜ = diag(λ˜0, λ˜1, ..., λ˜n). Denoting A˜ :=
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diag((−λ0)1/2, λ1/21 , ..., λ1/2n ) and F˜ := A˜P˜T, we thus have |F˜| = |A˜| = |G˜|1/2 and
G˜ = P˜(A˜IηA˜)P˜
T
= F˜TIηF˜
and
|F˜ − F| ≤ |G˜|1/2 + |G|1/2 ≤ 2
ε1/2
≤ 1
εn+3/2
|G˜ − G|.
If G˜ satisfies |G˜ − G| < 2εn+1, we define the matrix F˜ := F (G˜) as follows.
Let p˜0 ∈ Rn+1 be the (unique) unit vector satisfying G˜p˜0 = λ˜0p˜0 and p˜0 ·p0 ≥ 0.
Let us first prove the inequalities
|λ˜0 − λ0| ≤ |G˜ − G| and |p˜0 − p0| ≤ 1
εn+1
√
2
|G˜ − G|. (2.3)
Since λ0 = inf|v|=1{(Gv) · v}, we have
λ0 − λ˜0 ≤ (Gp˜0) · p˜0 − (G˜p˜0) · p˜0 ≤ |G − G˜|.
By symmetry, this shows that |λ˜0 − λ0| ≤ |G˜ − G|.
To prove the second inequality of (2.3), we decompose the vector p˜0 as
p˜0 = ap0 + bw where w ∈ Rn+1, |w| = 1,w · p0 = 0,w · p˜0 ≥ 0.
Clearly, 0 ≤ a, b ≤ 1 and a2 + b2 = 1. Then
λ˜0b = (G˜p˜0) ·w = (Gp˜0) · w + ((G˜ − G)p˜0) · w = b(Gw) · w + ((G˜ − G)p˜0) · w.
Since the vector w belongs to the orthogonal complement of p0 in R
n+1,
it follows that (Gw) · w ≥ λ1. The last equality above then implies that
(λ1 − λ˜0)b ≤ |G˜ − G|. Since λ1 > εn+1 and λ˜0 < −εn+1, we have
b ≤ 1
2εn+1
|G˜ − G|.
Consequently,
|p˜0 − p0|2 = (a − 1)2 + b2 ≤ (1 − a2) + b2 = 2b2 < 1
2ε2(n+1)
|G˜ − G|2.
We next define an orthogonal basis in Rn+1 by applying the Gram-
Schmidt orthonormalisation method to vectors p˜0, p1, ..., pn. These vectors
are linearly independent thanks to the assumption that |G˜ −G| < 2εn+1 and
to the relations 2p˜0 · p0 = |p˜0|2 + |p0|2 − |p˜0 − p0|2 ≥ 2 − 12ε2(n+1) |G˜ −G|2 > 0. We
thus define an orthonormal basis {v˜0, v˜1, ..., v˜n} by letting
v˜0 = p˜0 and v˜k =
1
|vk|vk, where vk = pk −
k−1∑
i=0
(pk · v˜i)v˜i, for all k = 1, ..., n.
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Clearly, pk ·vk ≥ 0 for all k. Since |pk| = 1, this implies that |v˜k−pk| ≤
√
2|vk−pk|.
Consequently, for all k = 1, 2, ...n,
|v˜k − pk|2 ≤ 2|vk − pk|2 = 2
k−1∑
i=0
(pk · v˜i)2 = 2
k−1∑
i=0
(pk · (v˜i − pi))2
≤ 2
k−1∑
i=0
|v˜i − pi|2
and so there exists a constant C(n) = 2n−1/2 such that
|v˜k − pk| ≤ C(n)|v˜0 − p0| ≤
C(n)
εn+1
√
2
|G˜ − G| for all k = 1, ..., n.
Since the subspace ofRn+1 spanned by the vectors v˜1, ..., v˜n is stable under
the linear mapping defined by the matrix G˜ (because this subspace is the
orthogonal complement of the subspace spanned by {v˜0}), G˜v˜0 = λ˜0v˜0 and
G˜v˜k =
∑n
i=1 H˜ikv˜i for some coefficients H˜ik ∈ R, i, k ∈ {1, 2, ..., n}. These
relations show that the matrices V˜ =
[
v˜0 v˜1 ... v˜n
]
and H˜ =
(
H˜ik
)
satisfy
V˜TVT = I and V˜TG˜V˜ =
 λ˜0 00 H˜
.
Note that H˜ is a symmetric and positive-definite matrix whose eigenvalues
are precisely λ˜1, ..., λ˜n. Hence |H˜| = |λn|. Note also that the definition of
matrices V˜, H˜, P and D = diag(λ1, ..., λn) imply that
|V˜ − P| ≤
( n∑
α=0
|v˜α − pα|2
)1/2 ≤ C(n)
εn+1
|G˜ − G|,
|H˜ −D| ≤ |V˜TG˜V˜ − PTGP| ≤ |V˜ − P|(|G˜| + |G|) + |G˜ − G| ≤ C(n)
εn+2
|G˜ − G|,
for some constant C(n). Furthermore, since the mapping A 7→ A1/2 is infin-
itely differentiable on the (convex) set of all symmetric positive-definitema-
trices, there exists a constant C(n, ε) (an explicit value is C(n, ε) =
√
n
2 ε
− n+12 )
such that
|H˜1/2 −D1/2| ≤ C(n, ε)|H˜ −D|.
Finally, we define
F (G˜) = F˜, where F˜ :=
 (−λ˜0)
1/2 0
0 H˜1/2
 V˜T.
This definitions satisfies the conclusions of the theorem, since
|F˜| = max{|λ0|1/2, |H˜1/2|} = |G˜|1/2
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and
F˜TIηF˜ = V˜
 λ˜0 00 H˜
VT = G˜
and
|F˜ − F| =
∣∣∣∣∣∣∣
 (−λ˜0)
1/2 0
0 H˜1/2
 V˜T −
 (−λ0)
1/2 0
0 D1/2
PT
∣∣∣∣∣∣∣
≤ max
( ∣∣∣(−λ˜0)1/2 − (−λ0)1/2∣∣∣ , ∣∣∣H˜1/2 −D1/2∣∣∣) +max (|λ0|1/2|, ∣∣∣D1/2∣∣∣)| V˜T − PT|
≤ C(n, ε)|G˜ − G|
for some constant C(n, ε) (an explicit value of which is C(n, ε) = C(n)ε−
3n+5
2 ).
The proof is completed. 
The following results on systems of first-order partial differential equa-
tions are due to S. Mardare [8, Theorems 1.1 and 4.1] and will be used
throughout the article.
Theorem 2.2 (Existence and uniqueness for Pfaff-type systems). Let Ω be a
connected and simply connected open subset of Rm, let p > m ≥ 2, let q ≥ 1 and
ℓ ≥ 1, and let x0 ∈ Ω and Y0 ∈ Rq×ℓ. Then, the system of matrix equations
∂Y
∂xα
= YAα + BαY + Cα,
Y(x0) = Y0,
has a unique solution inW
1,p
loc
(Ω,Rq×ℓ) provided its coefficients Aα ∈ Lploc(Ω,Rℓ×ℓ),
Bα ∈ Lploc(Ω,Rq×q) and Cα ∈ L
p
loc
(Ω,Rq×ℓ) satisfy the compatibility relations
∂Aβ
∂xα
− ∂Aα
∂xβ
= AβAα − AαAβ inD′(Ω,Rℓ×ℓ),
∂Bβ
dxα
− ∂Bα
∂xβ
= BαBβ − BβBα inD′(Ω,Rq×q),
∂Cβ
∂xα
− ∂Cα
∂xβ
= CβAα − CαAβ + BαCβ − BβCα inD′(Ω,Rq×ℓ).
Although the above result was stated in [8, Theorem 1.1] for systems of
the form ∂αY = YAα + Cα, it is a simple matter to check that the technique
therein extends and provides our more general result stated above. On the
other hand, following closely the proof in [8, Theorems 4.1 and 6.8] we can
also check the continuous dependence property stated now.
Let Ω ⊂ Rm be a bounded connected open subset with Lipschitz contin-
uous boundary, let x0 ∈ Ω, and let p > m and ε > 0. Consider any matrices
Y0, Y˜0 ∈ Rq×ℓ and matrix fields Aα, A˜α ∈ Lp(Ω,Rℓ×ℓ), Bα, B˜α ∈ Lp(Ω,Rq×q)
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and Cα, C˜α ∈ Lp(Ω,Rq×ℓ) such that
|Y0| + ‖Aα‖Lp(Ω) + ‖Bα‖Lp(Ω) + ‖Cα‖Lp(Ω) ≤ ε−1,
|Y˜0| + ‖A˜α‖Lp(Ω) + ‖B˜α‖Lp(Ω) + ‖C˜α‖Lp(Ω) ≤ ε−1.
If the matrix fields Y, Y˜ ∈W1,p
loc
(Ω,Rq×ℓ) satisfy the equations
∂Y
∂xα
= YAα + BαY + Cα and Y(x
0) = Y0,
∂Y˜
∂xα
= Y˜A˜α + B˜αY˜ + C˜α and Y˜(x
0) = Y˜0
then, for some constant C0(ε) > 0,
‖Y − Y˜‖W1,p(Ω) ≤ C0(ε)
{
|Y(x0) − Y˜(x0)|
+
∑
α
(
‖Aα − A˜α‖Lp(Ω) + ‖Bα − B˜α‖Lp(Ω) + ‖Cα − C˜α‖Lp(Ω)
) }
.
3. Immersion of a Lorentzian manifold
Let (M, g) be a Lorentzian manifold of dimension n + 1. We want to
investigatewhether (M, g) can be immersed isometrically in theMinkowski
space of the same dimension, i.e., whether there exists an immersion ψ :
M → Rn+1 such that ψ∗η = g. In coordinates, this condition asserts that,
for every local chart ϕ : U ⊂ M → Ω ⊂ Rn+1, the composite mapping
f := ψ ◦ ϕ−1 : Ω→ Rn+1 satisfies the following two conditions
det(d f ) , 0 in Ω (that is, ψ is an immersion),
(d f )TIη(d f ) = (gαβ) in Ω (that is, ψ
∗η = g),
where gαβ = g(∂α, ∂β) and Iη is the matrix defined by (2.1). Here, ∂α denote
the tangent vector fields on M along the given coordinates xα. Observe
that the matrix (gαβ) is symmetric, invertible, and has exactly one negative
eigenvalue at every point of Ω, since g is assumed to be Lorentzian.
First, we prove that the Riemann curvature of a spacetime of dimension
n+ 1 must vanish if it is isometrically immersed in the Minkowski space of
the same dimension.
Lemma 3.1. If ψ : (M, g) → Mn+1 is an isometric immersion of class W2,p
loc
with p > n + 1, then the Riemann curvature tensor Riemg of g vanishes in the
distributional sense overM.
Proof. For smooth immersions, this is a classical result. We need to check
that the classical arguments carry over to an immersion f that is only of
class W
2,p
loc
with p > n + 1. This is in fact the minimal regularity for which
the Riemann curvature tensor of g is well-defined as a distribution.
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The assumptions of the lemma show that the mapping f = ψ ◦ ϕ−1
belongs to the space W
2,p
loc
(Ω,Rn+1) and that the covariant components gαβ
of the metric g satisfy the relations
(d f )TIη(d f ) = (gαβ), gαβ(x) = −
∂ f1
∂xα
∂ f 1
∂xβ
+
∂ fi
∂xα
∂ f i
∂xβ
, (3.1)
where fα = f
α denote the covariant and contravariant components of f with
respect to a given Cartesian basis in Rn+1. Since
∂ fα
∂xβ
∈ W1,p
loc
(Ω) and this
space is in fact an algebra (we use here the assumption p > n+ 1), the above
relation implies that gαβ ∈W1,ploc (Ω). In view of the definitions of the inverse
of a matrix and of the Christoffel symbols, this implies that
(gσν) = (gαβ)
−1 ∈W1,p
loc
(Ω),
Γ
σ
αβ :=
1
2
gσν
( ∂
∂xα
gβν +
∂
∂xβ
gνα − ∂∂xν gαβ
)
∈ Lp
loc
(Ω).
Hence, the Riemann curvature tensor of the metric g, defined by
Rτσαβ :=
∂
∂xα
Γ
τ
βσ −
∂
∂xβ
Γ
τ
ασ + Γ
ν
βσΓ
τ
αν − ΓνασΓτβν,
is well defined as the sum of a distribution in W
−1,p
loc
(Ω) and a function
L
p/2
loc
(Ω). Here, the spaceW
−1,p
loc
(Ω) is defined by
W
−1,p
loc
(Ω) :=
{
u ∈ D′(Ω); u = f +
n∑
α=0
∂ fα
∂xα
, for some f, fα ∈ Lp
loc
(Ω)
}
.
We will now show that Rτσαβ = 0 in the distributional sense. Define
Fσ(x) :=
∂ f
∂xσ
(x), σ = 0, 1, . . . , n. Since these vectors form a basis in Rn+1 for
every x ∈ Ω, the vector ∂Fσ∂xα (x) can be decomposed over this basis and so
there exist coefficients Cτασ such that
∂Fσ
∂xα
= C
β
ασFβ in Ω. (3.2)
Since ∂Fσ∂xα =
∂Fα
∂xσ and (Fσ)
TIηFτ = gστ (see (3.1)), the coefficients C
β
ασ must
satisfy the relations
C
β
ασ = C
β
σα,
∂gστ
∂xα
= C
β
ασgβτ + gσβC
β
ατ.
Solving this system shows that
C
β
ασ =
1
2
gβν(
∂
∂xα
gνσ +
∂
∂xσ
gαν − ∂∂xν gασ) = Γ
β
ασ.
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Hence, the partial derivatives Fσ =
∂ f
∂xσ of f actually satisfy the equations
∂Fσ
∂xα
= Γ
β
ασFβ,
which can be rewritten as matrix equations, that is,
∂
∂xα
(d f ) = (d f )Γα, (3.3)
where Γα := (Γ
β
ασ) denote the matrix field with Γ
β
ασ as its component at the
β-row and σ-column. In particular, we see that the mapping ψ preserves
the connection.
To conclude, we now rely on the commutativity property for second
derivatives of the fields Fα and obtain:
∂
∂xβ
(
Γ
τ
ασFτ
)
=
∂
∂xα
(
Γ
τ
βσFτ
)
.
Combined with the relation ∂Fσ∂xα = Γ
β
ασFβ, this implies that, for every test
function v ∈ D(Ω),∫
Ω
(
− Γτασ
∂
∂xβ
(Fτv)+ Γ
τ
ασΓ
ν
βτ(Fνv)
)
dx =
∫
Ω
(
− Γτβσ
∂
∂xα
(Fτv)+ Γ
τ
βσΓ
ν
ατ(Fνv)
)
dx.
Since the vectors fields F0, F1, ..., Fn form a basis in W
1,p
loc
(Ω;Rn+1), we can
define the dual basis F0, F1, ..., Fn and use the components of the vector field
Fγw, wherew is any test function inD(Ω), in lieu of v in the above equations.
This implies that∫
Ω
(
− Γγασ
∂
∂xβ
w + ΓτασΓ
γ
βτw
)
dx =
∫
Ω
(
− Γγβσ
∂
∂xα
w + ΓτβσΓ
γ
ατw
)
dx.
Since the test function w was arbitrary, the above equation is equivalent
with the following equation between distributions inD′(Ω):
Rτσαβ = 0.

The next lemma establishes a partial converse to Lemma 3.1, that is, if the
Riemann curvature of the metric g vanishes, then the Lorentzian manifold
(M, g) can be locally isometrically immersed in the Minkowski space of
the same dimension. We recall that an isometry π : Mn+1 → Mn+1 of the
Minkowski spacetimeMn+1 was defined in (2.2).
Lemma 3.2. Suppose that g is of classW
1,p
loc
(M)with p > n+1 and that Riemg = 0
in the distributional sense. Consider a connected and simply connected open subset
U ⊂ M that can de described by a single local chart. Then, there exists an immersion
ψ : U → Rn+1 of class W2,p
loc
(U) such that ψ∗η = g. Moreover, if π is an isometry
of the Minkowski spacetimeMn+1, then π ◦ ψ also satisfy (π ◦ ψ)∗η = g.
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Proof. Let ϕ : U ⊂ M → Ω ⊂ Rn+1 be a local chart such that Ω := ϕ(U) is
connected and simply connected. The components gαβ of the metric with
respect to this chart belongs to W
1,p
loc
(Ω). This space being an algebra, the
inverse of matrix field (gαβ) and the Christoffel symbols Γ
σ
αβ satisfy
(gστ) := (gαβ)
−1 ∈W1,p
loc
(Ω),
Γ
σ
αβ :=
1
2
gσν(
∂
∂xα
gβν +
∂
∂xβ
gνα − ∂∂xν gαβ) ∈ L
p
loc
(Ω).
Finding an isometric immersion ψ : (U, g) → (Rn+1, η) is equivalent to
finding a mapping f : Ω→ Rn+1 such that
(d f )TIη(d f ) = (gστ) in Ω, (3.4)
where d f denotes the gradient of f (the set Ω and the vectorial space Rn+1
are equipped with the usual Cartesian coordinates and bases). Thus we are
left with solving a nonlinear matrix equation in the unknown f . We are
going to show that the equation (3.4) can be solved if the components of
the matrix (gστ) are the covariant components of a metric whose Riemann
curvature tensor vanishes in the distributional sense.
We first observe that the equation (3.4) can be solved “at one point”
x⋆ ∈ Ω, since by Lemma 2.1 there exists a matrix F⋆ ∈ R(n+1)×(n+1) that
satisfies
FT⋆IηF⋆ = (gστ(x⋆)).
Solving the nonlinear equation (3.4) is now reduced to solving two linear
systems. The first one is the Pfaff system
∂F
∂xα
= F Γα a.e. in Ω,
F(x⋆) = F⋆,
(3.5)
where, for every α, Γα := (Γσαβ) denotes the matrix field with Γ
σ
αβ as its
element at the σ-row and β-column. This system has a solution F ∈
W
1,p
loc
(Ω;R(n+1)×(n+1)) by Theorem 2.2, since the compatibility conditions
∂Γβ
∂xα
− ∂Γα
∂xβ
= ΓβΓα − ΓαΓβ inD′(Ω;R(n+1)×(n+1))
are equivalent to the fact that the Riemann curvature tensor of g vanishes
in the distributional sense.
The second system is the Poincare´ system
d f = F in Ω, (3.6)
where F is the solution of the first system (3.5). The above Poincare´ system
has a solution f ∈ W2,p
loc
(Ω;Rn+1) since the compatibility conditions that F
ISOMETRIC IMMERSIONS INTO THE MINKOWSKI SPACETIME 13
must satisfy, namely
∂Fβ
∂xα
=
∂Fα
∂xβ
, where Fα denotes the α-column of the matrix field F,
are equivalent to relations Γσαβ = Γ
σ
βα in view of (3.5). Or these relations are
indeed satisfied by the Christoffel symbols.
It remains now to prove that the solution f of the system (3.6) satisfies
the equation (d f )TIη(d f ) = (gστ). Combining relations (3.5) and (3.6) shows
that f satisfies the equation
∂(d f )
∂xα
= (d f )Γα. This implies that the matrix
field (d f )TIη(d f ) satisfies the equation
∂
∂xα
[
(d f )TIη(d f )
]
= Γ
T
α
[
(d f )TIη(d f )
]
+
[
(d f )TIη(d f )
]
Γα.
But the matrix field (gστ) also satisfies this equation, i.e.,
∂
∂xα
(gστ) = Γ
T
α(gστ) + (gστ)Γα,
since this is simply a rewriting of the definition of the Christoffel symbols.
In addition, the definition of the matrix F⋆ shows that
[
(d f )TIη(d f )
]
(x⋆) =
(gστ)(x⋆). Therefore the uniqueness part of Theorem 2.2 shows that the two
solutions coincide, i.e., (d f )TIη(d f ) = (gστ) in the entire domain Ω.
Finally, if π is any isometry of the Minkowski spacetime (Rn+1, η), it
is easily checked that π ◦ ψ is also an isometric immersion of (U, g) into
(Rn+1, η). 
Lemma 3.2 is a local existence result, in the sense that the isometric
immersionψ is definedonly on a subsetU ⊂ M. Butwe have a good control
of the size of this neighborhood, sinceU only needs to be connected, simply
connected, and defined by a single local chart. This fact, together with
the uniqueness result of Lemma 3.5 below, allow us to establish a global
existence result (i.e., the isometric immersion ψ is defined over the entire
manifoldM) whenM is simply connected (see Lemma 3.6 below).
We next prove a stability result for the isometric immersion ψ defined by
Lemma 3.2.
Lemma 3.3. For each ε > 0 and connected smooth open set A ⋐M, there exists
a constant C = C(ε,A) with the following property: If the metrics g = ψ∗η and
g˜ = ψ˜
∗
η induced by the immersionsψ, ψ˜ :M→Mn+1 of classW2,p
loc
with p > n+1
satisfy
min
(
|det g|, |det g˜|
)
≥ ε, max
(
‖g‖W1,p(A), ‖g˜‖W1,p(A)
)
≤ 1
ε
,
then there exists isometries π and π˜ of the Minkowski spaceMn+1 such that
‖π˜ ◦ ψ˜ − π ◦ ψ‖W2,p(A) ≤ C ‖g˜ − g‖W1,p(A).
14 P.G. LEFLOCH, C. MARDARE AND S. MARDARE
Remark 3.4. (i) The constant C(ε,A)may go to infinity when either ε→ 0 orA
“approaches” the whole manifoldM.
(ii) The inequality above shows that small perturbations of the metric g induce
small perturbations of the immersionψ, defined up to an isometry of theMinkowski
space.
Proof. Let ϕ : U ⊂ M→ Ω ⊂ Rn+1 be a local chart such that U is connected
with a smooth boundary. Let f := ψ ◦ϕ−1 and f˜ := ψ˜ ◦ϕ−1. In coordinates,
the relations g = ψ∗η and g˜ = ψ˜∗η read
(d f )TIη(d f ) = (gστ), (d f˜ )
TIη(d f˜ ) = (g˜στ) in Ω. (3.7)
As in the proof of Lemma 3.1 (see (3.3)), these relations imply that f, f˜ ∈
W
2,p
loc
(Ω;Rn+1) and that the matrix fields d f and d f˜ satisfy the equations
∂
∂xα
(d f ) = (d f )Γα,
∂
∂xα
(d f˜ ) = (d f˜ )Γ˜α in Ω,
where Γα is the matrix field defined from the metric g as in the proof of
Lemma 3.2 and Γ˜α is defined in the same way but with g replaced by g˜.
Fix any point x⋆ ∈ Ω. By Lemma 2.1, there exist matrices F and F˜ such
that
(gστ(x⋆)) = F
TIηF and (g˜στ(x⋆)) = F˜
TIηF˜,
|F| =
∣∣∣(gστ(x⋆))∣∣∣1/2 and |F˜| = ∣∣∣(g˜στ(x⋆))∣∣∣1/2
|F˜ − F| ≤ C |(gστ(x⋆)) − (g˜στ(x⋆))| ≤ C ‖(gστ) − (g˜στ)‖W1,p(Ω),
(3.8)
for some constant C depending on ε, n. Combined with Equations (3.7)
(applied at the point x⋆), the first relations above imply that the matrices
Q = F(d f (x⋆))
−1 and Q˜ = F˜(d f˜ (x⋆))−1 (the matrices (d f (x⋆)) and (d f˜ (x⋆)) are
invertible since ψ and ψ˜ are immersions) satisfy the relations
QTIηQ = Iη, Q˜
TIηQ˜ = Iη.
Since the matrix fields (Qd f ) and (Q˜ d f˜ ) satisfy the equations
∂
∂xα
(Qd f ) = (Qd f )Γα,
∂
∂xα
(Q˜ d f˜ )) = (Q˜ d f˜ ) Γ˜α in Ω,
(Qd f )(x⋆) = F, (Q˜ d f˜ )(x⋆) = F˜,
the stability property for Pfaff’s systems stated in Section 2 implies that
‖Qd f − Q˜ d f˜ ‖W1,p(Ω) ≤ C
(
|F − F˜| +
∑
α
‖Γα − Γ˜α‖Lp(Ω)
)
,
where the constant C depends only on n, ε and Ω.
On the other hand, the definition of the Christoffel symbols Γσαβ and Γ˜
σ
αβ
shows that ∑
α
‖Γα − Γ˜α‖Lp(Ω) ≤ C ‖(gστ) − (g˜στ)‖W1,p(Ω).
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Usig this inequality and the second inequality of (3.8) in the previous in-
equality yields
‖Qd f − Q˜ d f˜ ‖W1,p(Ω) ≤ C ‖(gστ) − (g˜στ)‖W1,p(Ω).
This inequality in turn implies (thanks to Poincare´-Wirtinger’s inequality)
that
‖(v +Qf ) − (v˜ + Q˜ f˜ )‖W2,p(Ω) ≤ C ‖(gστ) − (g˜στ)‖W1,p(Ω),
where v = −Qf (x⋆) and v˜ = −Q˜ f˜ (x⋆). Since the matrices Q and Q˜ are
Minkowski-orthogonal, the mappings π : y ∈ Rn+1 7→ v + Qy ∈ Rn+1 and
π˜ : y ∈ Rn+1 7→ v˜ + Q˜y ∈ Rn+1 are isometries of the Minkowski spacetime
Mn+1. Letting x = ϕ(p), p ∈ U, in the above inequality shows that
‖π˜ ◦ ψ˜ − π ◦ ψ‖W2,p(U) ≤ C ‖g˜ − g‖W1,p(U).
This inequality still holds when U is replaced with the possibly larger set
A sinceA is connected andA is compact. 
An immediate consequence of the previous lemma is the following
uniqueness result.
Lemma 3.5. If ψ, ψ˜ : (M, g) → (Rn+1, η) are isometric immersions of class W2,p
loc
with p > n + 1, then for every connected component ofM there exists an isometry
τ of the Minkowski spacetime (Rn+1, η) such that ψ˜ = τ ◦ ψ.
Now, we are in a position to establish a global version of Lemma 3.2. This
completes the proof of Theorem 1.1 stated in the introduction.
Lemma 3.6. Suppose that M is simply connected, g is of class W1,p
loc
(M) with
p > n + 1, and Riemg = 0. Then, there exists an isometric immersion ψ :
(M, g)→ (Rn+1, η) of class W2,p
loc
(M).
Proof. We can assume without losing in generality that the manifold M is
connected, otherwise it suffices to apply the forthcoming argument in each
connected component ofM. The idea is to patch together sequences of local
isometric immersionsψm : Um ⊂ M→ Rn+1 constructed in Lemma 3.2. The
uniqueness result of Lemma 3.5 allows us to choose ψm in such a way that
ψi = ψ j on the overlapping domain Ui ∩ U j. The simple-connectedness of
M insures that this definition is unambiguous (i.e., it does not depend on
the choice of the local isometric immersions).
To begin with, we fix a point p0 ∈ M and a local chart (ϕ0,U0) at p0,
where U0 ⊂ M is a connected and simply connected neighborhood of p0
and ϕ0 : U0 ⊂ M → ϕ0(U0) ⊂ Rn+1. Then, Lemma 3.2 shows that there
exists an isometric immersion ψ0 : (U0, g)→ (Rn+1, η).
Given any p ∈ M, we choose a path γ : [0, 1] → M joining p0 to p (i.e.,
a continuous function γ : [0, 1] → M with γ(0) = p0 and γ(1) = p). Next
we construct a division ∆ := {t0, t1, t2, ..., tK, tK+1} of the interval [0, 1], with
K ∈ N and 0 = t0 < t1 < ... < tK < tK+1 = 1, and a sequence of local charts
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(ϕm,Um)Km=1, with γ(tm) ∈ Um and ϕm : Um ⊂ M → ϕm(Um) ⊂ Rn+1, in such
a way that Um is connected and simply connected and γ([tm, tm+1]) ⊂ Um
for all m = 0, 1, 2, ...,K. Let us prove that such a construction is possible.
Consider the setA of all pairs
(
∆, (ϕm,Um)Km=1
)
, with K = |∆| − 2 (where
|∆| denotes the cardinality of the set∆), that satisfies all the properties of the
above paragraph with the only difference that now tK+1 ≤ 1 only (in other
words, the last element of ∆ need not be equal to 1). It is enough to prove
that
sup
A
tK+1 = 1 = maxA
tK+1.
Obviously,A is not empty and supA tK+1 > 0.
Assume on the contrary that s := supA tK+1 < 1 and consider a local chart
(ϕ,U) at γ(s) such that U is connected and simply connected. Since γ is
continuous andU is a neighbourhood ofγ(s), there exists 0 < ε < min{s, 1−s}
such that γ([s − ε, s + ε]) ⊂ U. On the other hand, since s is a supremum,
there exists a pair
(
∆, (ϕm,Um)Lm=1
)
, where L = |∆| − 2, such that tL+1 ≥ s − ε
(tL+1 being the last element of the set ∆). It is easy to check that the pair(
∆′, (ϕm,Um)L+1m=1
)
, where
∆
′ := ∆ ∪ {tL+2 := s + ε}, (ϕL+1,UL+1) := (ϕ,U),
belongs toA. Hence, supA tK+1 ≥ s + ε, which contradicts the definition of
s. Therefore, s = 1.
In order to prove that s = 1 is in fact a maximum (i.e., supA tK+1 =
maxA tK+1), we consider a local chart (ϕ,U) at p = γ(1) and we repeat the
argument above with the only difference that now ε is chosen such that
0 < ε < 1 and γ([1 − ε, 1]) ⊂ U.
With γ, ∆, and (ϕm,Um)Km=1 constructed as above, Lemmas 3.2 and 3.5
allow us to successively choose isometric immersions
ψ1 : (U1, g)→ (Rn+1, η), ..., ψK : (UK, g)→ (Rn+1, η),
in such away thatψm = ψm−1 on the connected component containing γ(tm)
of Um ∩Um−1, for all m = 1, 2, ...,K.
Finally, we define a mapping ψ : (M, g) → (Rn+1, η) by ψ(p) := ψK(p),
where ψK is defined as above. Indeed, one can see that this definition is
independent on the choice of ψK by using the simple-connectedness of the
manifold M (a similar argument was used in [8]). Then, ψ is clearly an
immersion since this property is local. 
4. Immersion of a hypersurface with general signature
We now turn our attention to hypersurfaces H ⊂ M in a Lorentzian
manifold M of dimension n + 1. The basic question we addressed here is
whether such a hypersurface can be immersed in theMinkowski spacetime
(Rn+1, η) by means of an immersion ψ : H → Rn+1 that preserves the
geometry of the hypersurface.
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To begin with, we recall the corresponding results in Riemannian geom-
etry. Let H ⊂ M be a hypersurface in a Riemannian manifold (M, g) of
dimension n + 1. Then, H is endowed with first and second fundamental
forms, which together characterize the geometry of the hypersurface. The
first fundamental form g˜ is the pull-back of g onH , while the second fun-damental form K is the pull-back of ∇ν onH , where ν is a normal form to
the hypersurface H and ∇ is the Levi-Civita connection induced by g on
M. Then, the question is whether there exists an immersion ψ : H → En+1,
whereEn+1 denotes the Euclidean space of dimension n+1, such that g˜andK are the first and second fundamental forms induced by ψ. In the classical
setting (i.e., all data are smooth), Bonnet’s theorem asserts that such an
immersion exists locally if and only if the fundamental forms satisfy the
Gauss and Codazzi equations. Subsequently, this theoremwas generalized
by Hartman & Wintner [4] to fundamental forms (g˜,K) that are only inC1 × C0, and finally by S. Mardare [7, 8] to the case (g˜,K) ∈ W1,p × Lp withp > n, the latter regularity being optimal.
If (M, g) is now a Lorentzian manifold, the first fundamental form of
a hypersurface H ⊂ M need not provide useful information about the
geometry of H : If the hypersurface is null, then its normal vector field
is a null vector lying in the tangent bundle to the hypersurface and the
first fundamental form is degenerate. For this reason, the first fundamental
form is replaced in the Lorentzian settingwith a connection∇˜ onH , definedby projecting the Levi-Civita connection ∇ (associated with the Lorentzian
metric g) along a prescribed vector field ℓ transversal to H . Such a vector
field ℓ ∈ TM is called a rigging and must satisfy
ℓp < TpH , p ∈ H .
It is convenient to normalize ℓ by imposing 〈νp, ℓp〉 = 1 for all p ∈ H , where
ν denotes as usual a normal form on H chosen once and for all. For a
mathematical presentation of the notion of rigging, we refer to LeFloch and
C. Mardare [5].
Given a hypersurfaceH ⊂ M and a rigging ℓ ∈ TM, the rigging projec-
tion onH is denoted X ∈ TM 7→ X ∈ TH and is defined by setting
X = X + 〈ν,X〉ℓ.
Then the connection ∇˜ onH is defined by
∇˜XY = ∇XY, X,Y ∈ TH ,
and the second fundamental form K ofH is defined by
K(X,Y) = 〈∇Xν,Y〉, X,Y ∈ TH .
Beside the connection ∇˜ and the second fundamental form K which in asense characterize the geometry of the hypersurfaceH , we must introduce
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additional operators characterizing the rigging vector ℓ. Guided by the
decomposition
∇Xℓ = ∇Xℓ + 〈ν,∇Xℓ〉ℓ = ∇Xℓ − 〈∇Xν, ℓ〉ℓ, X ∈ TH , (4.1)
we define the operators L : TH → TH andM : TH → R by
L(X) = ∇Xℓ, M(X) = 〈∇Xν, ℓ〉, X ∈ TH .
We note that the operators ∇˜,K, L,M can be also introduced via the decom-positions:
∇XY = ∇˜XY − K(X,Y)ℓ, X,Y ∈ TH ,∇Xℓ = L(X) −M(X)ℓ, X ∈ TH . (4.2)
Remark 4.1. Define the operator ♯ : θ ∈ T∗M→ θ♯ ∈ TM by
〈θ,Y〉 = g(θ♯,Y), Y ∈ TM.
If the vector field ℓ = ν♯ is transversal toH , then ∇˜ is the Levi-Civita connection
induced by the first fundamental form of H , L(X) = K(X, ·)♯, and M = 0. Thus
the operators ∇˜,K, L,M associated to a pair (H , ℓ) are defined in terms of the
fundamental forms associated with the pair (H , ν♯); cf. also Section 5 below.
Our principal objective in this section is to prove that the operators
∇˜,K, L,M characterize the pair (H , ℓ) formed by the hypersurface and therigging vector field. We are going to generalize Bonnet’s theorem in the
Lorentzian setting to a pair (H , ℓ). LetMn+1 = (Rn+1, η) be the Minkowski
spacetime of dimension n + 1 and let ∇η be the Levi-Civita connection in-
duced by η. If ψ : H → Rn+1 is an immersion and ℓ′ : H → TRn+1 is a
rigging alongH ′ := ψ(H ) (this definition makes sense sinceH ′ is locally a
hypersurface of Rn+1), then we define the operators ∇˜′,K′, L′,M′ onH ′ viathe decompositions (similar to (4.2)):
∇η
X
Y = ∇˜′XY − K′(X,Y)ℓ′, X,Y ∈ TH ′,∇η
X
ℓ′ = L′(X) −M′(X)ℓ′, X ∈ TH ′. (4.3)
We say that an immersion ψ : H → Rn+1 and a rigging ℓ′ : H → TRn+1
alongH ′ = ψ(H ) preserve the operators ∇˜,K, L,M if, for all X,Y ∈ TH ,
ψ∗(∇˜XY) = ∇˜′ψ∗Xψ∗Y, ψ∗(L(X)) = L′(ψ∗X),
K(X,Y) = K′(ψ∗X, ψ∗Y), M(X) =M′(ψ∗X).
Equivalently, this means that
∇ηψ∗Xψ∗Y = ψ∗(∇˜XY) − K(X,Y)ℓ′, X,Y ∈ TH ,
∇ηψ∗Xℓ
′
= ψ∗(L(X)) −M(X)ℓ′, X ∈ TH .
Throughout this section, we assume thatψ ∈W2,p
loc
(H ) and ℓ ∈W1,p
loc
(H ) with
p > n; the corresponding operators ∇˜,K, L,M belong to the space Lploc(H ).
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This regularity is sharp in the sense that the forthcoming results do not hold
under a lower regularity.
We will show that such an immersion exists locally if and only if the op-
erators∇˜,K, L,M satisfy generalized Gauss and Codazzi equations, definedas follows. Let ϕ : U ⊂ H → Ω ⊂ Rn be a local chart, let xi, i = 1, 2, ..., n,
be a set of Cartesian coordinates in Ω, and let ∂i be the vector field tan-
gent to the coordinate line xi. Then, {∂1, ..., ∂n} form a basis of the tangent
space TH to the hypersurface H ⊂ M, while {ℓ, ∂1, ..., ∂n} form a basis of
the tangent space toM thanks to the definition of the rigging ℓ. We denote
Rk
hi j
the components of the Riemann curvature tensor field associated with
the connection ∇˜ and Ki j, Lkj , Mi the components of the operators K, L, M,
respectively.
Lemma 4.2. If the immersion ψ : H →Mn+1 is of class W2,p
loc
and preserves the
operators ∇˜,K, L,M, then the following generalized Gauss and Codazzi equationsare satisfied in the distributional sense:
Rkhi j + KihL
k
j − K jhLki = 0 (Gauss),
∇˜iK jh − ∇˜ jKih − K jhMi + KihM j = 0 (Codazzi-1),∇˜iLkj − ∇˜ jLki − LkiM j + LkjMi = 0 (Codazzi-2),
∇˜iM j − ∇˜ jMi − K jhLhi + KihLhj = 0 (Codazzi-3).
(4.4)
Proof. Let Γk
i j
denote the Christoffel symbols associated with the connection
∇˜, so that ∇˜∂i∂ j = Γki j∂k.
Then, the definition of the operators ∇˜,K, L,M shows that
∇∂i∂h = Γkih∂k − Kihℓ,
∇∂iℓ = Lki ∂k −Miℓ,
and the assumption that the immersion ψ and rigging ℓ′ preserve the oper-
ators ∇˜,K, L,M shows that the function f := ψ ◦ ϕ−1 : Ω→ Rn+1 satisfies
∂
∂xi
( ∂ f
∂xh
)
= Γ
k
ih
∂ f
∂xk
− Kihℓ′,
∂ℓ′
∂xi
= Lki
∂ f
∂xk
−Miℓ′.
Since the second derivatives of
∂ f
∂xh
and ℓ′ commute, the above relations
imply that
∂
∂x j
(
Γ
k
ih
∂ f
∂xk
− Kihℓ′
)
=
∂
∂xi
(
Γ
k
jh
∂ f
∂xk
− K jhℓ′
)
,
∂
∂x j
(
Lki
∂ f
∂xk
−Miℓ′
)
=
∂
∂xi
(
Lkj
∂ f
∂xk
−M jℓ′
)
.
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Hence, we find (the relations below should be understood in the distri-
butional sense, against test functions in D(Ω), as in the proof of Lemma
3.1)
∂Γk
ih
∂x j
∂ f
∂xk
− ∂Kih
∂x j
ℓ′ + Γkih
(
Γ
k
jh
∂ f
∂xk
− K jhℓ′
)
− Kih
(
Lkj
∂ f
∂xk
−M jℓ′
)
=
∂Γk
jh
∂xi
∂ f
∂xk
− ∂K jh
∂xi
ℓ′ + Γkjh
(
Γ
k
ih
∂ f
∂xk
− Kihℓ′
)
− K jh
(
Lki
∂ f
∂xk
−Miℓ′
)
and
∂Lk
i
∂x j
∂ f
∂xk
− ∂Mi
∂x j
ℓ′ + Lki
(
Γ
k
jh
∂ f
∂xk
− K jhℓ′
)
−Mi
(
Lkj
∂ f
∂xk
−M jℓ′
)
=
∂Lk
j
∂xi
∂ f
∂xk
− ∂M j
∂xi
ℓ′ + Lkj
(
Γ
k
ih
∂ f
∂xk
− Kihℓ′
)
−M j
(
Lki
∂ f
∂xk
−Miℓ′
)
.
Using the fact that
{
ℓ′, ∂ f
∂x1
, ...,
∂ f
∂xn
}
is a basis in the tangent space TRn+1, it
is easily seen that the last two equations are equivalent to the generalized
Gauss and Codazzi equations of the lemma. 
We showed in the previous lemma that the generalized Gauss and Co-
dazzi equations are necessary for the existence of an immersion ψ and
rigging ℓ′ preserving the operators ∇˜,K, L,M. We now show that theseequations are also sufficient, at least as far as the local existence of ψ and ℓ′
is concerned.
Lemma 4.3. Suppose that ∇˜,K, L,M are of class Lploc, p > n, and satisfy thegeneralized Gauss and Codazzi equations (4.4). Consider any connected, simply
connected, open subset U ⊂ H that can de described by a single local chart. Then,
there exists an immersion ψ : U → Mn+1 and a rigging ℓ′ : U → TMn+1, re-
spectively of class W
2,p
loc
(U) andW
1,p
loc
(ψ(U)), that preserve the operators ∇˜,K, L,M.
Moreover, if σ is an affine bijection of the Minkowski spacetimeMn+1, then σ ◦ ψ
and σ∗ℓ′ also satisfy this property.
Proof. Let ϕ : U ⊂ H → Ω ⊂ Rn be any local chart so that Ω := ϕ(U) is
connected and simply connected. Let Γk
i j
, Ki j, L
k
j
,Mi denote the components
of the operators ∇˜, K, L,M with respect to this chart and note that all thesecomponents belong to the space Lp
loc
(Ω).
Finding an immersion ψ : U →Mn+1 and a rigging ℓ′ : U → TMn+1 that
preserve the operators ∇˜,K, L,M reduces to finding an immersion f : Ω →
Rn+1 and a rigging ℓ′ : Ω → TRn+1 to the hypersurface f (Ω) ⊂ Rn+1 such
that
∂
∂xi
( ∂ f
∂xh
)
= Γ
k
ih
∂ f
∂xk
− Kihℓ′
∂ℓ′
∂xi
= Lki
∂ f
∂xk
−Miℓ′.
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This will be done in two stages. First, we solve the Pfaff system
∂F
∂xi
= FAi a.e. in Ω, Ai :=
 Γkih Lki− Kih −Mi
, (4.6)
where in the definition of the matrices Ai the row index is k and the
column index is h. In view of Theorem 2.2, this system has a solution
F ∈W1,p
loc
(Ω;R(n+1)×(n+1)), since the compatibility conditions
∂A j
∂xi
− ∂Ai
∂x j
= A jAi − AiA j inD′(Ω,R(n+1)×(n+1))
are precisely equivalent to the Gauss and Codazzi equations (4.4). More-
over, the solution to this system is unique provided we impose an initial
condition, say F(x⋆) = F⋆ ∈ R(n+1)×(n+1) for some x⋆ ∈ Ω (F⋆ will be chosen
later).
Then, we solve the Poincare´ system
∂ f
∂xi
= Fi in Ω, (4.7)
where Fi is the i-th column vector of the matrix field F that satisfies the
system (4.6). This Poincare´ system has a solution f ∈ W2,p
loc
(Ω,Rn+1) since
the compatibility conditions
∂F j
∂xi
=
∂Fi
∂x j
are satisfied. Indeed, they are equivalent to the equations Γk
i j
= Γk
ji
and
Ki j = K ji in view of equation (4.6); or the Christoffel symbols and the
covariant components of the second fundamental form clearly satisfy these
symmetry properties.
To conclude the proof, we remark that f is an immersion and the vector
field ℓ′ := Fn+1 (that is, ℓ′ is the (n+ 1)-th column vector of the matrix field F
that satisfies the system (4.6)) is transversal to f (Ω) provided we choose the
matrix F⋆ to be invertible. This is a consequence of the fact that the solution
F of the Pfaff system (4.6) in invertible at every x ∈ Ω if and only if F is
invertible at one single point; see S. Mardare [8, Lemma 6.1]. The desired
immersion is then defined by ψ := f ◦ ϕ : U →Mn+1.
Finally, if σ is any affine bijection of theMinkowski spacetime (Rn+1, η), it
is easily checked (in view of Equations (4.6)) that σ ◦ψ and σ∗ℓ′ also satisfy
the conclusions of the lemma. 
Lemma 4.3 is a local existence result, in the sense that the immersion ψ
and rigging ℓ′ are defined only on a subset U ⊂ H . But we have a good
control of the size of this neighborhood, sinceU only needs to be connected,
simply connected, and defined by a single local chart. As already remarked
in the previous section, this will allow us to establish a global existence
result whenH is simply connected. (See Lemma 3.6 below.)
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We next prove that the immersion ψ : H → Mn+1 and rigging ℓ′ :
H → TMn+1 defined by Lemma 4.3 depend continuously (up to an affine
bijection of the Minkowski space) on the operators ∇˜,K, L,M . Note that ifσ :Mn+1 →Mn+1 is an affine bijection of the Minkowski space, then (ψ, ℓ′)
and (σ ◦ ψ, σ∗ℓ′) share the same operators ∇˜,K, L,M.
Lemma 4.4. Let ∇˜,K, L,M and ∇˜˜, K˜, L˜, M˜ denote the operators induced on thehypersurface H ⊂ M by the immersions ψ, ψ˜ : H → Mn+1 and riggings ℓ′, ℓ˜′ :
H → TMn+1, respectively. For any connected smooth open set A ⋐M and any
ε > 0 such that
max
(
‖(∇˜,K, L,M)‖Lp(A), ‖(∇˜˜, K˜, L˜, M˜)‖Lp(A)
)
≤ 1
ε
,
there exists a constant C = C(ε,A) such that, for some affine bijection σ :Mn+1 →
Mn+1 of the Minkowski space,
‖ψ˜ − σ ◦ ψ‖W2,p(A) + ‖ℓ˜′ − σ∗ℓ′‖W1,p(A) ≤ C
(
‖(∇˜˜, K˜, L˜, M˜) − (∇˜,K, L,M)‖Lp(A)
)
.
Proof. Let U ⋐ M be a connected smooth open set for which there exists a
local chart ϕ : U ⊂ H → Ω ⊂ Rn. Let f := ψ ◦ ϕ−1 and f˜ := ψ˜ ◦ ϕ−1. Define
the matrix fields F, F˜ : Ω→ R(n+1)×(n+1) whose columns are respectively the
vector fields
∂ f
∂x1
, ...,
∂ f
∂xn , ℓ
′ and ∂ f˜
∂x1
, ...,
∂ f˜
∂xn , ℓ˜
′. As in the proof of Lemma 4.3,
we then have
∂F
∂xi
= FAi a.e. in Ω, Ai :=
Γkih Lki− Kih −Mi
 ,
and
∂F˜
∂xi
= F˜ A˜i a.e. in Ω, A˜i :=
 Γ˜
k
ih L˜
k
i
− K˜ih − M˜i
 .
Let x⋆ ∈ Ω. Since the matrices F(x∗) and F˜(x∗) are invertible, the matrix
Q := F˜(x∗)(F(x∗))−1 ∈ R(n+1)×(n+1) is well defined and is also invertible. Then
the matrix fields (QF) and F˜ satisfy (QF)(x∗) = F˜(x∗) and
∂(QF)
∂xi
= (QF)Ai and
∂F˜
∂xi
= F˜ A˜i a.e. in Ω.
Then, the stability property for Pfaff systems stated in Section 2 shows that
there exists a constant C = C(ε,Ω) such that
‖F˜ −QF‖W1,p(Ω) ≤ C
∑
i
‖A˜i − Ai‖Lp(Ω).
This inequality in turn implies (thanks to Poincare´-Wirtinger’s inequality)
that there exists a vector v ∈ Rn+1 such that
‖ f˜ − (v +Qf )‖W2,p(Ω) ≤ C ‖d f˜ −Q(d f )‖W1,p(Ω).
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Noting that F˜ = [(d f˜ ) ℓ˜′] and QF = [Q(d f ) Qℓ′] (the notation [...] designates
the matrix obtained by adjoining the columns of the matrices listed inside
the brackets), we deduce from the last two inequalities that
‖ f˜ − (v +Qf )‖W2,p(Ω) + ‖ℓ˜′ −Qℓ′‖W1,p(Ω) ≤ C
∑
i
‖A˜i − Ai‖Lp(Ω)
≤ C
∑
i j
‖(Γ˜ki j, K˜i j, L˜
k
i , M˜i) − (Γki j,Ki j, Lki ,Mi)‖Lp(Ω).
Using the change of variables x = ϕ(p) in the last inequality above yields
the inequality of the lemma over the setA = U, with amapping σ :Mn+1 →
Mn+1 defined by σ(y) = v+Qy for all y ∈ Rn+1. Finally, to derive the desired
inequality over the possibly larger setA it suffices to use the connectedness
ofA and the compactness ofA. 
An immediate consequence of the previous lemma is the following
uniqueness result.
Lemma 4.5. If the immersions ψ, ψ˜ : H → Mn+1 and riggings ℓ′, ℓ˜′ are
respectively of class W
2,p
loc
and W
1,p
loc
, with p > n, and preserve the operators
∇˜,K, L,M, then for every connected component of H there exists an affine bi-jection σ : Mn+1 → Mn+1 of the Minkowski spacetime such that ψ˜ = σ ◦ ψ and
ℓ˜′ = σ∗ℓ′.
We are now in a position to establish a global version of Lemma 4.3. The
proof is similar to that of Lemma 3.6 and is omitted. This also concludes
the proof of Theorem 1.2.
Lemma 4.6. Suppose thatH is simply connected and that the operators ∇˜,K, L,Mare of class Lp
loc
(H ), p > n, and satisfy the Gauss and Codazzi equations (4.4).
Then, there exists an immersion ψ : H →Mn+1 and a rigging ℓ′ : H → TMn+1,
respectively of class W
2,p
loc
and W
1,p
loc
, that preserve the operators ∇˜,K, L,M.
5. Immersion of a spacelike or timelike hypersurface
In this section, we specialize the results of the previous section to hyper-
surfaces that are nowhere null. IfH ⊂M is such a hypersurface, the normal
vector field ν♯ is transversal to H and therefore the metric g˜, induced onH by the metric g of the surrounding manifoldM, is non-degenerate (see,
e.g., LeFloch & Mardare [5, Theorem 6.1]). For this reason, we need not
prescribe a rigging alongH , the projection onH beingmade along ν♯. With
the notation of the previous section, this is equivalent to choosing ℓ = ν♯.
Therefore, the results of the previous section apply to a spacelike or time-
like hypersurfaceH , but can be simplified since the operators∇˜,K, L,M arenow uniquely determined by the fundamental forms of the hypersurface
H . How this simplification can be achieved is the subject of this section.
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Let (M, g) be a Lorentzian manifold of dimension n+ 1. Denote by [X,Y]
the Lie bracket of two vector fields, and by ∇ the Levi-Civita connection
induced by g. Define the operator ♯ : θ ∈ T∗M→ θ♯ ∈ TM by
〈θ,Y〉 = g(θ♯,Y), Y ∈ TM.
Consider an orientednon-null hypersurface inH ⊂M and fix a unit normal
form ν onH . SinceH is non-null, the metric field g˜ : TH × TH → R, alsoknown as the first fundamental form ofH , has either index zero (Riemann-
ian metric) or index one (Lorentzianmetric). The second fundamental form
onH is defined as in the previous section by
K : TH × TH → R, K(X,Y) = 〈∇Xν,Y〉, X,Y ∈ TH .
Then, the operators ∇˜,K, L,M associated with rigging ℓ = ν♯ are defined interms of g˜,K as stated in the following lemma. The proof is omitted.
Lemma 5.1. (i) ∇˜ is the Levi-Civita connection induced by g˜, i.e.,∇˜ : TH×TH →TH is the unique operator defined by Koszul formula
2 g˜(∇XY,Z) =X(g˜(Y,Z)) + Y(g˜(X,Z)) − Z(g˜(X,Y))− g˜(X, [Y,Z]) − g˜(Y, [X,Z]) + g˜(Z, [X,Y]), X,Y ∈ TH .
(ii) L(X) = K(X, ·)♯ for all X ∈ TH .
(iii) M = 0.
An immediate consequence of this lemma is that the generalized Gauss
and Codazzi equations (see (4.4)) reduce to the classical equations, as fol-
lows: the generalized Gauss equations coincide with the Gauss equations,
the Codazzi-1 equations coincide with Codazzi equations, Codazzi-2 equa-
tions are equivalent to the Codazzi equations, and Codazzi-3 equations are
equivalent to the equations ghkKihK jk = g
hkK jhKik expressing the symmetry
of the “third” fundamental form ofH .
If H is a hypersurface inM and ψ : (H , g˜) → (Rn+1, η) is an immersioninto the Minkowski spacetime, then the image H ′ = ψ(H ) is locally a
hypersurface in Rn+1. Therefore, there exists a smooth unit normal form
ν′ : H → TRn+1 to the hypersurface H ′ (uniquely defined up to its sign);
this means that 〈ν′p, ψ∗Xp〉 = 0 for all p ∈ H and X ∈ TH . For definiteness,
we choose the sign of ν′ to be that for which the immersion ψ preserve
the orientation. The second fundamental form ofH ′ is then defined as the
pull-back onH ′ of the two-covariant tensor field ∇ην′.
Our objective in this section is to studywhether there exists an immersion
ψ : H →Mn+1 that preserves the fundamental forms g˜,K of the hypersur-face, that is, an immersion that satisfies
ψ∗η = g˜ and ψ
∗K′ = K.
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Let ψ : (H , g˜) → (Rn+1, η) be an isometric immersion, that is, an immer-sion that satisfies ψ∗η = g˜. If H is nowhere null, then the hypersurfaceH ′ = ψ(H ) is also nowhere null (since the metric induced by η on H ′ is
non-degenerate). Therefore, the unit normal vector field ν′♯ : H → TRn+1
is transversal toH ′, hence ℓ′ := ν′♯ is a rigging in the sense stated in Section
4. Then the operators ∇˜′,K′, L′,M′ associated with the immersion ψ and
rigging ν′♯ are well defined (see Section 4) and they satisfy the conclusions
of Lemma 5.1. As a consequence, an immersion ψ : H →Mn+1 preserves the
fundamental forms ofH if and only if (ψ, ν′♯) preserves the operators∇˜′,K′, L′,M′.In what follows, we may use local coordinates on the hypersurface: if
ϕ : U ⊂ H → Ω ⊂ Rn denotes a local chart at p ∈ H , then xi denotes a set of
Cartesian coordinates inΩ and ∂i denotes the vector field in TH tangent to
the coordinate line xi. Note that the vector fields {∂1, ..., ∂n} form a basis of
the tangent space TH , while {ν♯, ∂1, ..., ∂n} form a basis of the space TM. We
denote g˜i j, Ki j, Γki j, Rkhi j respectively the components in the local coordinatesxi of g˜, K, ∇˜, Riemg˜, where Riemg˜ is the Riemann curvature tensor field
associated with the metric g˜. Finally, let (g˜hk) := (g˜i j)−1 and Khi := g˜hkKki.From Lemmas 5.1 and 4.2, we immediately deduce the following nec-
essary conditions for the existence of an immersion preserving the funda-
mental forms.
Lemma 5.2. If the immersion ψ : H →Mn+1 of class W2,p
loc
, p > n, preserves the
fundamental forms ofH , then
Rkhi j + KihK
k
j − K jhKki = 0 (Gauss),
∇˜iK jh − ∇˜ jKih = 0 (Codazzi).
(5.1)
We next show that these equations are sufficient for the existence of a
local immersion ψ.
Lemma 5.3. Suppose that g˜ ∈W
1,p
loc
(H ) and K ∈ Lp
loc
(H ), p > n, satisfy the Gauss
and Codazzi equations (5.1). Consider any connected and simply connected open
subset U ⊂ H that can de described by a single local chart. Then, there exists
an immersion ψ : U → Mn+1 of class W2,p
loc
(U) that preserves the fundamental
forms of the hypersurface. Moreover, if π is a proper isometry of the Minkowski
spacetimeMn+1, then π ◦ ψ : H → Mn+1 also preserves the fundamental forms
of the hypersurface.
Proof. The metric g˜may be either Riemannian or Lorentzian. The proof isthe same in both cases, except for the value of the parameter λ = g(ν, ν)
appearing below, which is equal to −1 if g˜ is Riemannian and to 1 if g˜ isLorentzian.
Let ϕ : U ⊂ H → Ω ⊂ Rn be any local chart, so that Ω := ϕ(U) is con-
nected and simply connected. Fix a point x⋆ ∈ Ω and an invertible matrix
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F⋆ ∈ R(n+1)×(n+1) that satisfies the relation (this choice will be explained
later)
FT⋆IηF⋆ =
 (g˜i j(x⋆)) 00 λ
,
where Iη was defined in (2.1). The existence of such a matrix F⋆ is proved
by Lemma 2.1. Since the matrix (−F⋆) also satisfies the equation above, we
may assume that detF⋆ > 0.
As in the proof of Lemma 4.3, there exists a unique matrix field F belong-
ing toW
1,p
loc
(Ω;R(n+1)×(n+1)) that satisfies the Pfaff system
∂F
∂xi
= FCi a.e. in Ω, Ci :=
Γkih Kki− Kih 0
,
F(x⋆) = F⋆.
(5.2)
Let Fidenote the i-th columnvector field of thematrix field F. Again as in the
proof of Lemma 4.3, there exists a vector field f ∈W2,p
loc
(Ω,Rn+1), unique up
to the addition of a constant vector field, that satisfies the Poincare´ system
∂ f
∂xi
= Fi in Ω. (5.3)
Then one can see that f is an immersion and satisfies (see (4.5)):
∂
∂xi
( ∂ f
∂xh
)
= Γ
k
ih
∂ f
∂xk
− Kihℓ′,
∂ℓ′
∂xi
= Kki
∂ f
∂xk
,
(5.4)
where ℓ′ denotes the (n + 1)-column vector field of the matrix field F.
We now prove that F satisfies
FT(x)IηF(x) =
 (g˜i j(x)) 00 λ
, x ∈ Ω.
By construction, this relation is satisfied at x⋆. Furthermore, on one hand,
equation (5.2) implies that
∂
∂xi
[
FTIηF
]
= CTi
[
FTIηF
]
+
[
FTIηF
]
Ci,
and, on the other hand, the definition of the Christoffel symbols Γk
i j
shows
that
∂
∂xi
 (g˜i j) 00 λ
 = CTi
 (g˜i j) 00 λ
 +
 (g˜i j) 00 λ
Ci.
Therefore the uniqueness part of Theorem 2.2 shows that
FT(x)IηF(x) =
 (g˜i j(x)) 00 λ
, x ∈ Ω,
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since both satisfies the same Cauchy problem.
Let us now prove that ψ := f ◦ ϕ : U →Mn+1 satisfies the conclusions of
the lemma. First, the above equation shows that f is an isometric immersion;
in other words, ψ preserves the first fundamental form of the hypersurface
H . Second, it shows that the (n + 1)-column vector of F, denoted ℓ′, is
orthogonal to the tangent space of the hypersurface f (Ω) in the Minkowski
spacetime and that η(ℓ′, ℓ′) = λ. This implies that either ℓ′ = ν′♯, or ℓ′ = −ν′♯.
In fact, since detF(x⋆) > 0 and F is continuous (thanks to the Sobolev
embedding W
1,p
loc
(Ω) ⊂ C0(Ω) for p > n) on the connected set Ω, we have
detF > 0 at every point of Ω; therefore ℓ′ = ν′♯. Combined with the
equations (5.4), which are nothing but the classical Gauss and Weingarten
equations on the hypersurface f (Ω), this implies that Ki j are the covariant
components of the second fundamental form of f (Ω). In terms of the
immersion ψ, this means that ψ preserves the second fundamental form of
the hypersurfaceH . 
Before extending the local immersion of Lemma 5.3 to a global one, we
need prove the uniqueness of such an immersion. In fact, we will establish
a stronger result, namely that the immersion ψ : H → Mn+1 depends
continuously on its fundamental forms.
Lemma 5.4. Let (g˜,K) and (g˜˜, K˜) denote the fundamental forms induced on thehypersurface H ⊂ M by two immersions ψ, ψ˜ : H → Mn+1, respectively. For
any connected smooth open set A ⋐ M and any ε > 0, there exists a constant
C = C(ε,A) with the following property: if the fundamental forms (g˜,K) and(g˜˜, K˜) satisfy
min
(
|det g˜|, |det g˜˜|
)
≥ ε,
max
(
‖g˜‖W1,p(A), ‖K‖Lp(A), ‖g˜˜‖W1,p(A), ‖K˜‖Lp(A)
)
≤ 1
ε
,
then there exists proper isometries π and π˜ of the Minkowski space such that
‖π˜ ◦ ψ˜ − π ◦ ψ‖W2,p(A) ≤ C
(
‖g˜˜− g˜‖W1,p(A) + ‖K˜ − K‖Lp(A)
)
.
Proof. We follow the proof of Lemma 4.4, save for the choice of the proper
isometries π and π˜. Let U ⋐M be a connected smooth open set for which
there exists a local chart ϕ : U ⊂ H → Ω ⊂ Rn. Let f := ψ ◦ ϕ−1 and
f˜ := ψ˜ ◦ϕ−1. Define the matrix fields F, F˜ : Ω→ R(n+1)×(n+1) whose columns
are respectively the vector fields
∂ f
∂x1
, ...,
∂ f
∂xn , ν
′♯ and ∂ f˜
∂x1
, ...,
∂ f˜
∂xn , ν˜
′♯. As in the
proof of Lemma 5.3, we then have
∂F
∂xi
= FCi a.e. in Ω, Ci :=
 Γkih Kki− Kih 0
 ,
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and
∂F˜
∂xi
= F˜ C˜i a.e. in Ω, C˜i :=
 Γ˜
k
ih K˜
k
i
− K˜ih 0
 .
Let x⋆ ∈ Ω. Since ψ and ψ˜ are isometric immersions (i.e., they preserve
the first fundamental form) and ν′♯, ν˜′♯ are unit normal fields, we have on
one hand
F(x⋆)
TIηF(x⋆) =
 (g˜i j(x⋆)) 00 λ
, F˜(x⋆)TIηF˜(x⋆) =

(
g˜˜i j(x⋆)
)
0
0 λ
.
On the other hand, Lemma 2.1 shows that there exists matrices E⋆, E˜⋆ such
that
ET⋆IηE⋆ =
 (g˜i j(x⋆)) 00 λ
, E˜T⋆IηE˜⋆ =

(
g˜˜i j(x⋆)
)
0
0 λ
,
and
|E˜⋆ − E⋆| ≤ C
∣∣∣(g˜˜στ(x⋆)) − (g˜στ(x⋆))
∣∣∣ ≤ ‖(g˜˜στ) − (g˜στ)‖W1,p(Ω). (5.5)
As explained in the proof of Lemma 5.3, we may assume that detE⋆ > 0
and det E˜⋆ > 0. LetQ := E⋆F(x⋆)−1 and Q˜ := E˜⋆(F˜(x⋆))−1 and note that they
are Minkowski-orthogonal matrices with positive determinant.
The definition of the matricesQ and Q˜ implies that the matrix fields (QF)
and (Q˜F˜) satisfy
∂(QF)
∂xi
= (QF)Ci a.e. in Ω, (QF)(x⋆) = E⋆,
∂(Q˜F˜)
∂xi
= (Q˜F˜) C˜i a.e. in Ω, (Q˜F˜)(x⋆) = E˜⋆.
Then, in view of the stability property for Pfaff systems stated in Section 2,
there exists a constant C = C(ε,Ω) such that
‖Q˜F˜ −QF‖W1,p(Ω) ≤ C
(
|E˜⋆ − E⋆| +
∑
i
‖C˜i − Ci‖Lp(Ω)
)
.
Using inequality (5.5) and the definition of matrices Ci, C˜i, we next obtain
‖Q˜F˜ −QF‖W1,p(Ω) ≤ C
(
‖(g˜˜στ) − (g˜στ)‖W1,p(Ω) + ‖(K˜i j) − (Ki j)‖Lp(Ω)
)
.
Noting that Q˜F˜ = [Q˜(d f˜ ) Q˜ν˜′♯] and QF = [Q(d f ) Qν′♯] (the notation [...]
designates the matrix obtained by adjoining the columns of the matrices
listed inside the brackets), we deduce from the above inequality that
‖d(Q˜ f˜ −Qf )‖W1,p(Ω) ≤ C
(
‖(g˜˜στ) − (g˜στ)‖W1,p(Ω) + ‖(K˜i j) − (Ki j)‖Lp(Ω)
)
.
This inequality in turn implies (thanks to Poincare´-Wirtinger’s inequality)
that
‖(v˜ + Q˜ f˜ ) − (v +Qf )‖W2,p(Ω) ≤ C
(
‖(g˜˜στ) − (g˜στ)‖W1,p(Ω) + ‖(K˜i j) − (Ki j)‖Lp(Ω)
)
,
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where v = −Qf (x⋆) and v˜ = −Q˜ f˜ (x⋆). Since thematricesQ and Q˜ are proper
Minkowski-orthogonal, the mappings π : y ∈ Rn+1 7→ v + Qy ∈ Rn+1 and
π˜ : y ∈ Rn+1 7→ v˜ + Q˜y ∈ Rn+1 are proper isometries of the Minkowski
spacetime Mn+1. Finally, letting x = ϕ(p), p ∈ U, in the above inequality
shows that
‖π˜ ◦ ψ˜ − π ◦ ψ‖W2,p(U) ≤ C
(
‖g˜˜− g˜‖W1,p(U) + ‖K˜ − g˜‖Lp(U)
)
.
This inequality still holds when U is replaced with the possibly larger set
A sinceA is connected andA is compact. 
An immediate consequence of the previous lemma is the following
uniqueness result.
Lemma 5.5. If the immersions ψ, ψ˜ : H →Mn+1 of class W2,p
loc
, p > n, have the
same fundamental forms, then for every connected component ofM there exists a
proper isometry τ of the Minkowski space such that ψ˜ = τ ◦ ψ.
We are now in a position to establish a global version of Lemma 4.3. The
proof is similar to that of Lemma 3.6 and is omitted.
Lemma 5.6. Suppose that H is simply connected and that (g˜,K) are of class
W
1,p
loc
(H ) × Lp
loc
(H ), p > n, and satisfy the Gauss and Codazzi equations (5.1).
Then, there exists an immersion ψ : H →Mn+1 of class W2,p
loc
(H ) that preserves
the fundamental forms ofH .
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