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ABSTRACT
Whereas topic-based adaptation of language models
(LM) claims to increase the accuracy of topic-specific
words within automatic speech recognition, this paper
investigates why this wish is not always verified. After
outlining the mechanisms of LM adaptation and au-
tomatic speech recognition, diagnosing elements are
proposed along with solutions. In addition to a better
accuracy on topic-specific words, results show better
graph error rates and word error rates on a set of spo-
ken documents with various topics.
Keywords: language models, automatic speech re-
cognition, topic-based adaptation
1. Introduction
L’adaptation the´matique des mode`les de langue (ML)
vise a` pallier le manque d’ade´quation des ML ge´ne´-
ralistes appris une fois pour toute sur des textes aux
sujets varie´s face a` un document contenant de la pa-
role the´matiquement spe´cifique. Dans le cadre large-
ment re´pandu des ML statistiques, base´s sur des n-
grammes, de multiples me´thodes ont de´ja` e´te´ e´tudie´es
pour cette taˆche [1]. Leur ide´e principale est d’acque´-
rir automatiquement a` partir d’un corpus des infor-
mations sur un the`me conside´re´ avant de les utili-
ser pour re´-estimer les probabilite´s d’un ML ge´ne´ra-
liste. Ceci permet que plus d’importance soit accor-
de´e aux n-grammes contenant des mots the´matiques,
mots porteurs d’une notion du the`me en question.
Dans la litte´rature, les informations sur un the`me
sont souvent mode´lise´es soit par des probabilite´s n-
grammes estime´es sur le corpus the´matique [2], soit
par une distribution unigramme obtenue par une tech-
nique d’analyse se´mantique latente [3]. Par ailleurs,
beaucoup de travaux re´cents recourrent a` des tech-
niques base´es sur le minimum d’information discri-
minante (MDI) pour l’e´tape de re´-estimation du ML
ge´ne´raliste. C’est notamment le cas dans nos tra-
vaux [5]. Toutefois, alors que la technique d’adapta-
tion en elle-meˆme est donc largement e´tudie´e, la ma-
jorite´ des travaux comparent des taux d’erreur sans
s’interroger sur l’impact pre´cis des ML adapte´s dans
le complexe processus de reconnaissance automatique
de parole (RAP). Il n’est pourtant pas rare d’obser-
ver dans des transcriptions l’absence de mots the´ma-
tiques prononce´s dans le document sonore, alors que
ceux-ci sont pourtant dans le vocabulaire du syste`me
et que leurs probabilite´s ont e´te´ adapte´es dans le ML.
Laissant donc de coˆte´ le proble`me des mots hors voca-
bulaire, cet article cherche a` diagnostiquer pourquoi
l’effet de l’adaptation the´matique peut ainsi ne pas
se faire ressentir et propose des e´le´ments de solutions
portant sur le syste`me de RAP et sur l’adaptation du
ML afin de re´duire le nombre d’erreurs faites sur des
mots the´matiques.
Apre`s avoir rappele´ le fonctionnement de nos me´thode
d’adaptation et syste`me de RAP, la section 2 pre´sente
un diagnostic ge´ne´ral du manque d’effet de l’adap-
tation the´matique, qui met au jour des re´glages in-
adapte´s du syste`me de RAP et une adaptation par-
fois trop faible du ML. Les sections 3 et 4 pre´sentent
alors des solutions respectives a` ces deux proble`mes.
Enfin, dans la section 5, nous pre´sentons une manie`re
de concilier repre´sentation the´matique et qualite´ de
la mode´lisation du langage.
2. Vue d’ensemble
L’adaptation the´matique dans un processus de RAP
vise a` re´-estimer le ML et a` relancer un nouveau de´co-
dage sur la base de ce nouveau ML adapte´. Dans cette
section, nous pre´sentons un aperc¸u du fonctionnement
de ces deux e´tapes avant de donner quelques e´le´ments
de diagnostic quant a` leurs insuffisances pour l’adap-
tion the´matique.
2.1. Re´-estimation du mode`le de langue
Notre technique d’adaptation the´matique est fonde´e
sur la me´thode MDI. L’originalite´ et l’inte´reˆt de cette
me´thode est de de´finir le ML adapte´ que nous cher-
chons a` calculer comme la solution d’un syste`me de
contraintes dont l’entropie relative avec un ML de de´-
part est minimale. Notre approche vise a` n’augmen-
ter que les probabilite´s des mots the´matiques. Aussi,
le syste`me de contraintes utilise´ ne porte que sur les
probabilite´s des n-grammes se terminant par des mots
appartenant a` la terminologie du the`me conside´re´, ap-
pele´s termes par la suite. Pour un n-gramme hw, il
en de´coule l’e´criture suivante des probabilite´s condi-
tionnelles PA d’un ML adapte´ :
PA(w|h) = PB(w|h)× α(w)∑
wˆ∈V PB(wˆ|h)× α(wˆ)
(1)
avec α(w) =
{
Pa(w)
PB(w)
si w est un terme,
1 sinon,
(2)
ou` V est le vocabulaire du syste`me, PB est la distri-
bution du ML a` adapter et Pa est une distribution
estime´e sur un petit corpus the´matique.
En pratique, pour alle´ger le calcul du coefficient de
normalisation dans (1), la masse de probabilite´ des
e´ve`nements observe´s E(h) pour chaque historique h
est contrainte a` eˆtre conserve´e durant l’adaptation. Il
en de´coule une nouvelle expression de PA(w|h) :
PA(w|h) = PB(w|h)× α(hw)
Z(h)
(3)
avec Z(h) =
∑
hwˆ∈E(h) PB(wˆ|h)× α(hwˆ)∑
hwˆ∈E(h) PB(wˆ|h)
. (4)
Outre la qualite´ variable de nos terminologies, due
a` un apprentissage automatique, notre me´thode peut
souffrir du fait que la pre´sence d’un terme t dans la
terminologie du the`me n’implique pas que ce mot ait
une probabilite´ Pa(t) e´leve´e dans notre corpus the´ma-
tique. Ce phe´nome`ne conduit alors a` une adaptation
trop faible de certains n-grammes.
2.2. Syste`me de RAP
Notre syste`me de RAP est compose´ de plusieurs
passes dont nous pre´sentons seulement les princi-
pales du point de vue de l’utilisation du ML. Dans
un premier temps, partant de parame`tres acous-
tiques extraits d’un signal contenant de la parole, des
graphes de mots sont ge´ne´re´s par un algorithme de
recherche en faisceau en utilisant des mode`les acous-
tiques triphones et un ML 3-gramme sur un vocabu-
laire de 65 000 mots. Les graphes ainsi obtenus re-
pre´sentent, sous une forme plus ou moins compacte,
l’inte´gralite´ des hypothe`ses de transcription que l’on
peut s’attendre a` obtenir en fin de de´codage. Dans un
second temps, ces graphes de mots sont re´e´value´s en
utilisant des mode`les acoustiques triphones plus fins
et un ML 4-gramme. Sur les nouveaux graphes ainsi
obtenus, plus petits, un algorithme de recherche du
meilleur chemin (Viterbi dans notre syste`me) puis un
de´codage par consensus sont applique´s pour finale-
ment obtenir une transcription du signal de de´part.
Comme la potentialite´ d’apparition d’un mot dans
le re´sultat final d’un de´codage est avant toute chose
conditionne´e par sa pre´sence dans les graphes de
mots, l’e´tape de cre´ation des premiers graphes est par-
ticulie`rement importante. Dans notre syste`me, celle-
ci est imple´mente´e selon le principe de programma-
tion dynamique de´taille´ dans [7] : chaque graphe de
mots est construit au fur et a` mesure que les hypo-
the`ses de phrases sont chronologiquement explore´es.
Pour que cette exploration s’effectue en un temps rai-
sonnable, les hypothe`ses partielles les moins promet-
teuses sont ite´rativement e´carte´es graˆce a` une strate´-
gie d’e´lagage qui tient en trois points. Tout d’abord,
a` chaque trame t du signal de´code´, seules sont conser-
ve´es les hypothe`ses dont le score est suffisamment
proche du score de la meilleure hypothe`se :
Qh(s, t) > δAC × max
(h′,s′)
{Qh′(s′, t)} (5)
ou` s est un e´tat de la copie d’arbre lexical de l’histo-
rique h. La constante δAC est appele´ seuil acoustique.
Ensuite, le meˆme type de seuillage est applique´ pour
chaque hypothe`se de fin de mot. Seules seront explo-
re´es les nouvelles copies d’arbre des historiques dont
le score est suffisamment proche du score QLM (t) de
la meilleure hypothe`se de fin de mot a` la trame t :
Qh′(s0, t) > δLM ×QLM (t) (6)
avec
Qh′(s0, t) ' max
h,sw
{
Qh(sw, t)× P (w|h)λ × I−1
}
, (7)
ou` w est un mot suppose´ se terminer a` un e´tat sw,
h′ est le nouvel historique dont l’e´tat initial est s0,
P (w|h) est la probabilite´ du ML, λ est le poids du ML
et I est la pe´nalite´ d’insertion d’un mot. Le fac-
teur δLM est appele´ seuil linguistique. Enfin, parmi ces
hypothe`ses de fin de mot ayant surve´cu, seules sont
conserve´es les M hypothe`ses ayant le meilleur score.
En pratique, les constantes λ, I, δAC , δLM et M sont
des valeurs empiriques ge´ne´ralement obtenues par la
recherche d’un compromis optimal entre diffe´rents cri-
te`res comme le taux oracle des graphes ge´ne´re´s, la
dure´e de cette ge´ne´ration et la taille des graphes.
2.3. Premiers e´le´ments de diagnostic
Dans cet article, nos expe´riences sont base´es sur 91
documents sonores the´matiquement homoge`nes issus
de 3h d’e´missions d’actualite´s du corpus ESTER1 [4].
Ces segments, provenant de 3 radios diffe´rentes et da-
te´s de la meˆme pe´riode, sont varie´s en terme de the`me
(guerre en Irak, politique nationale et internationale,
sports...) et de longueur (de 30 a` 2 000 mots). Pour
chaque segment, les ML ge´ne´ralistes de notre syste`me
sont adapte´s selon la me´thode de´crite en 2.1 puis un
de´codage base´ sur ces nouveaux ML adapte´s est exe´-
cute´. Nous pre´sentons un bref bilan de ce de´codage
quant a` son impact sur les mots the´matiques.
L’inte´reˆt d’utiliser un ML adapte´ durant un de´codage
est de favoriser en sortie l’e´mergence d’hypothe`ses
comportant des se´quences probables dans le the`me
conside´re´, se´quences jusqu’alors sous-estime´es par le
ML ge´ne´raliste. Si cet effet est bien observe´ lorsque les
mots the´matiques a` corriger sont de´ja` dans les graphes
de mots ge´ne´re´s en premie`re passe avec le ML ge´ne´ra-
liste, il apparaˆıt au contraire que l’impact de l’adap-
tation the´matique est souvent insuffisant pour inse´rer
dans les graphes de mots des hypothe`ses comportant
de nouveaux mots the´matiques. Nous identifions prin-
cipalement deux raisons a` cela. Tout d’abord, nous
avons observe´ que les termes d’un the`me font par-
ticulie`rement les frais de l’e´lagage de l’espace de re-
cherche utilise´ lors de la ge´ne´ration des graphes de
mots en premie`re passe – ceci en de´pit de l’importance
linguistique accrue que leur apporte un ML adapte´.
Nous expliquons ce phe´nome`ne par la tendance des
termes a` eˆtre des mots rares, des mots techniques,
des entite´s nomme´es. . ., caracte´ristique qui accentue
les risques pour ces mots d’eˆtre mal prononce´s ou mal
phone´tise´s. Ensuite, il semblerait que, malgre´ l’adap-
tation du ML, certains n-grammes se terminant par
un terme aient toujours des probabilite´s trop faibles
pour que les hypothe`ses de phrase qui les contiennent
survivent au seuillage linguistique. La suite de cet ar-
ticle revient sur ces deux proble`mes et pre´sente des
solutions envisageables.
3. Favoriser le mode`le de langue
Malgre´ l’importance plus grande donne´e aux termes
dans les ML adapte´s, le calcul des scores Qh ac-
corde toujours la meˆme importance au ML, condui-
sant les hypothe`ses de phrases contenant ces termes
a` eˆtre e´lague´es. A` ce phe´nome`ne peuvent s’ajouter
Tab. 1: GER et WER pour les re´glages d’origine et
pour les nouveaux re´glages, avec le ML ge´ne´raliste
(MLB) ou le ML adapte´ (MLA).
Re´glages d’origine Re´glages modifie´s
MLB MLA MLB MLA
GER 8.9 8.6 (-0.3) 8.5 8.1 (-0.4)
WER 21.8 21.0 (-0.8) 21.0 20.5 (-0.5)
Tab. 2: Exemple d’alignement d’un groupe de souﬄe
de re´fe´rence (Re´f) pour les re´glages d’origine et modi-
fie´s, avec un ML ge´ne´raliste (MLB) ou adapte´ (MLA).
Re´f : cas probable de la maladie
Re´glages d’origine
MLB : cas probable de la ME^LE´ES
MLA : cas probable de la MALAISIE
Re´glages modifie´s
MLB : cas probable de la ME^LE´ES
MLA : cas probable de la maladie
des conditions acoustiques difficiles, par exemple une
mauvaise phone´tisation, une prononciation errone´e ou
encore un locuteur parlant avec un accent re´gional ou
e´tranger. Pour pallier ce proble`me, nous proposons
de rendre le seuillage acoustique plus tole´rant et de
donner plus d’importance au ML dans le calcul des
scores Qh. En pratique, ceci consiste a` diminuer δAC
et a` augmenter λ. Par ailleurs, pour contrebalancer
l’augmentation du nombre d’hypothe`ses actives en-
gendre´e par la diminution de δAC , le nombre d’hypo-
the`ses de fin de mot pour chaque trameM est abaisse´
de manie`re a` ce que le temps global de calcul soit
conserve´ par rapport aux re´glages d’origine.
Le tableau 1 pre´sente les taux d’erreur en mots sur
les graphes en premie`re passe (GER) et sur les trans-
criptions finales (WER) obtenues, avec ou sans adap-
tation the´matique, pour les re´glages d’origine et nos
re´glages modifie´s. Tout d’abord, il ressort clairement
que la nouvelle configuration produit des taux d’er-
reur nettement meilleurs. Si les gains sur le GER s’ex-
pliquent par une augmentation constate´e du nombre
d’hypothe`ses de phrase dans les graphes ge´ne´re´s en
premie`re passe, les re´sultats en WER montrent que
nos anciens re´glages n’e´taient pas optimaux. Ensuite,
il apparaˆıt que les gains initiaux implique´s par l’adap-
tation the´matique (colonne 2) se cumulent en par-
tie mais pas entie`rement avec ceux obtenus par nos
nouveaux re´glages sans adaptation (colonne 3). Ceci
s’explique par le fait que les nouveaux re´glages per-
mettent notamment de corriger des erreurs sur des
termes. Toutefois, les gains reporte´s pour l’utilisation
conjointe des nouveaux re´glages et de l’adaptation
the´matique (colonne 4) sont le signe d’une certaine
comple´mentarite´ entre ces deux me´canismes. Le ta-
bleau 2 illustre ce propos en pre´sentant des aligne-
ments d’un groupe de souﬄe tire´ d’un document par-
lant de la pneumonie atypique ou` le locuteur pro-
nonce « male´die » au lieu de « maladie ». Alors que
«maladie » n’apparaˆıt dans aucun des trois premiers
cas, soit a` cause du proble`me acoustique, soit a` cause
d’une probabilite´ linguistique trop faible, la combinai-
son de nos nouveaux re´glages et de l’adaptation the´-
matique permet d’obtenir la bonne sortie. En contre-
partie, l’augmentation de λ semble provoquer la dis-
Tab. 3: WER pour diffe´rents ML utilise´s lors de la
cre´ation des graphes, puis avec un ML adapte´ avec Pa
pour le reste du de´codage. Entre parenthe`ses, le type
de poids utilise´ lors de l’adaptation du premier ML.
Re´glages Re´glages
d’origine modifie´s
MLB 21.8 20.9
MLA (Pa(t)) 21.0 (-0.8) 20.5 (-0.4)
MLA (K = 10−8) 21.5 (-0.3) 20.8 (-0.1)
MLA (K = 10−5) 21.6 (-0.2) 21.0 (+0.1)
Tab. 4: Exemple d’alignement des graphes d’un
groupe de souﬄe de re´fe´rence (Re´f) pour diffe´rents
ML utilise´s lors de la cre´ation des graphes.
Re´f : acce`s a` la frontie`re du libe´ria
Re´glages modifie´s
MLB : A` SERT la ANTIENNE du DE´LIRE
MLA (Pa) : MERCI a` la frontie`re NOUVELLE
MLA (10−8) : MERCI a` la frontie`re LIBE´RIENNE
MLA (10−5) : MERCI a` la frontie`re libe´ria
parition de nombreux mots courts (pre´positions, ar-
ticles. . .). De plus, certains termes n’apparaissent tou-
jours pas dans les graphes de mots. Nous pensons que
ceci est duˆ a` la probabilite´ linguistique trop faible que
peut leur attribuer notre technique d’adaptation.
4. Surponde´rer les termes
Comme e´voque´ en 2.1, la probabilite´ Pa(t) d’un
terme t peut conduire a` une adaptation trop faible
et inhiber l’apparition d’hypothe`ses de phrases conte-
nant ce terme dans les graphes de mots. Pour pal-
lier ce proble`me, nous proposons alors d’utiliser des
poids K arbitrairement e´leve´s et identiques pour tous
les termes. Le facteur de mise a` l’e´chelle α(w) d’un
n-gramme hw dans (2) se re´e´crit alors :
α(w) =
{
K
PB(w)
si w est un terme,
1 sinon.
(8)
Les re´sultats sur le GER obtenus pour diffe´rentes va-
leurs de K nous montrent, d’une part, que des poids
trop e´leve´s de´gradent vite les performances et qu’un
poids K ≈ 10−8 semble optimal quel que soit le re´-
glage. En poursuivant le reste du de´codage avec un
ML adapte´ avec Pa, nous obtenons les taux d’erreur
de la table 3. Ces re´sultats sont reporte´s pour deux va-
leurs deK : la valeur optimale en terme de taux oracle
(10−8) et une valeur beaucoup plus grande (10−5).
Dans l’ensemble, il ressort que l’utilisation de poids
fixes n’apporte rien voire de´grade les taux d’erreur ob-
tenus avec un ML ge´ne´raliste. Cependant, une analyse
qualitative des re´sultats montre qu’une adaptation a`
poids fixes et forts produit bien, lors de la cre´ation
des graphes, une apparition de termes qui n’apparais-
saient jusqu’alors pas, meˆme en utilisant une adapta-
tion classique avec Pa (cf. exemple de la table 4).
Nous expliquons ce comportement par deux raisons.
D’une part, nous pensons que certaines hypothe`ses in-
troduites lors de la cre´ation des graphes ne survivent
pas aux diffe´rents re´glages d’e´lagage des e´tapes poste´-
rieures. Il faudrait alors modifier ces re´glages, notam-
Tab. 5: GER mesure´s apre`s fusion des graphes de
mots issus d’un premier de´codage avec le ML ge´ne´ra-
liste et d’un second de´codage avec diffe´rents ML.
1er de´codage I Re´glages Re´glages
d’origine modifie´s
H 2nd de´codage + MLB + MLB
Re´glages + MLB 8.9 7.8 (-1.1)
d’origine + MLA 8.5 (-0.4) 7.7 (-1.2)
Re´glages + MLB 7.8 (-1.1) 8.5 (-0.4)
modifie´s + MLA 7.6 (-1.3) 8.1 (-0.8)
ment encore une fois au niveau acoustique. D’autre
part, la normalisation utilise´e en pratique dans MDI
(formule 4) ne permet pas une modification globale de
la distribution d’un ML mais aboutit seulement a` des
modifications locales de celle-ci, historique par histo-
rique. Lorsque les poids conside´re´s sont importants,
ceci tend a` rendre moins probables, en moyenne, les
historiques adapte´s que ceux qui ne le sont pas.
5. Fusionner les graphes de mots
Comme le montrent les expe´riences et observations
pre´ce´dentes, il est difficile de concilier au niveau d’une
adaptation de ML les informations que l’on posse`de
sur un the`me avec celles plus ge´ne´ralistes d’un ML ini-
tial. Il semble alors inte´ressant de s’orienter vers une
inte´gration a posteriori de celles-ci, notamment via la
fusion de graphes de mots [6]. Pour cela, nous de´fi-
nissons la fusion de deux graphes de mots comme le
graphe de´terminise´ repre´sentant l’union de l’ensemble
des phrases code´es par chaque graphe. Nous appli-
quons cette me´thode de fusion entre les graphes ge´-
ne´re´s avec le ML ge´ne´raliste et ceux obtenus graˆce a`
un ML adapte´.
Le tableau 5 pre´sente les re´sultats GER obtenus par
cette me´thode de fusion pour diffe´rents couples de re´-
glages. Il apparaˆıt que les gains les plus importants
sont ceux ou` sont utilise´s deux re´glages diffe´rents de
l’algorithme de cre´ation des graphes (cellules grise´es).
Ces gains de´passent nettement les gains sans fusion
de la table 1. L’effet de la fusion est tel que celui
de l’adaptation the´matique semble quasi gomme´. Nos
re´sultats sur le WER montrent cependant que ces dif-
fe´rences sont lisse´es a` la sortie du syste`me. Seuls res-
sortent des e´carts notables pour chaque couple de re´-
glages entre l’utilisation d’un ML ge´ne´raliste et d’un
ML adapte´.
Ces re´sultats quelque peu de´cevants nous appa-
raissent cependant comme logiques. En effet, notre
me´thode de fusion n’aboutit qu’a` conside´rer l’union
des hypothe`ses des graphes fusionne´s et n’introduit
donc aucune nouvelle hypothe`se. Ainsi, quel que soit
le ML utilise´, celui-ci privile´giera quasi toujours les
meˆmes hypothe`ses qu’il privile´giait de´ja` sans fusion.
Il serait inte´ressant d’e´tudier l’impact de strate´gies de
fusion plus e´labore´es permettant d’introduire de nou-
velles hypothe`ses, par exemple une strate´gie base´e sur
la combinaison de re´seaux de confusion.
6. Conclusions
Dans cet article, nous avons cherche´ a` diagnostiquer
l’impuissance a` transcrire des mots the´matiques dont
souffre parfois l’inte´gration d’un ML adapte´ the´ma-
tique dans le processus de RAP. Pour cela, deux me´-
canismes ont e´te´ propose´s au niveau de la ge´ne´ration
des graphes de mots en premie`re passe : une prise en
compte moins forte de l’acoustique au profit des scores
du ML et une adaptation plus marque´e du ML uti-
lise´ en premie`re passe. De plus, pour concilier qualite´
de repre´sentation the´matique et mode´lisation du lan-
guage, nous avons propose´ une technique de fusion de
graphes. Outre les gains GER et WER qui peuvent
eˆtre releve´s, ces me´canismes tendent a` ame´liorer la
transcription des mots the´matiques au de´triment de
portions de texte plus ge´ne´ralistes.
Ces re´sultats ouvrent probablement la voie a` de
meilleurs re´sultats dans des taˆches ou` les mots discri-
minants ont une importance particulie`re comme, par
exemple, l’indexation. Au-dela` de cela, il est inte´res-
sant de re´fle´chir plus en avant au principe d’adapta-
tion the´matique. En effet, ce dernier est trop souvent
centre´ sur la taˆche de re´-estimation du ML dont le re´-
sultat serait cense´ se suffire a` lui-meˆme. A` notre sens,
ce postulat est illusoire. Nous pensons que diffe´rentes
solutions peuvent eˆtre envisage´es. Par exemple, il se-
rait bon de syste´matiser les me´canismes de fusion a
posteriori ou de syste`mes de RAP collaborant en pa-
ralle`le. De meˆme, il serait inte´ressant de re´fle´chir a` une
modification des algorithmes du processus de RAP
pour pouvoir inte´grer directement des mode`les inde´-
pendants de diffe´rentes sources d’information. Enfin,
bien que la question des mots hors vocabulaire n’ait
pas e´te´ traite´e dans cet article, celle-ci joue un roˆle
dans l’impact d’une adaptation the´matique car la ra-
rete´ et la spe´cificite´ ge´ne´rale des mots the´matiques
implique souvent leur absence dans le vocabulaire du
syste`me. L’adaptation de ce dernier est donc un enjeu
majeur pour l’adaptation the´matique d’un syste`me.
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