The results obtained from the application of a genetic algorithm to the NP-complete maximum independent set problem are reported in this work. In contrast to many other genetic algorithm-based approaches that use domain-specific knowledge, the approach presented here relies on a graded penalty term component of the objective function to penalize infeasible solutions. The method is applied to several large problem instances of the maximum independent set problem, and the results clearly indicate that genetic algorithms can be successfully used as heuristics for finding good approximate solutions for this highly constrained optimization problem.
G9.2.2 The maximum independent set problem
The maximum independent set problem consists of finding the largest subset of vertices of a graph such that none of these vertices are connected by an edge (i.e. the vertices are independent of each other). Let G = (V , E) denote a graph where V is the set of nodes and E ⊆ V × V is the set of edges. The problem is to determine a set V ⊆ V such that ∀i, j ∈ V the edge i, j ∈ E and |V | is maximum. The problem is known to be NP-complete (see Garey and Johnson 1979, pp 53-6) .
With the maximum independent set problem, one also obtains a solution to two other important graph problems: the minimum vertex cover problem (which has important applications in matching problems) and the maximum clique problem. The minimum vertex cover problem consists of finding the smallest subset V ⊆ V such that ∀ i, j ∈ E : i ∈ V ∨ j ∈ V (the smallest set of vertices that covers all edges), while in case of the maximum clique problem the goal is to find the largest subset V ⊆ V such that ∀i, j ∈ V : i, j ∈ E. The following lemma clarifies the close relationship between these problems (Garey and Johnson 1979) : Lemma 1. For any graph G = (V , E) and V ⊆ V , the following statements are equivalent:
• V is the maximum independent set in G.
• V − V is the minimum vertex cover of G.
Consequently, one can obtain a solution of the minimum vertex cover problem by taking the complement of the solution to the maximum independent set problem. A solution to the maximum clique problem is obtained by applying the maximum independent set heuristic to G C = (V , E C ). The lemma clarifies that the maximum independent set problem and minimum vertex cover problem are dual problems, and it is simple to transfer results obtained for one problem to the other one presented a similar approach for the minimum vertex cover problem).
Rather than using pairs i, j ∈ V × V of node numbers from V = {1, . . . , }, a graph is represented in the following by its × adjacency matrix (e ij ), where
Using terminology from Stinson (1987) for combinatorial optimization problems, the maximum independent set problem is formulated as follows:
Problem instance: A graph G = (V , E) with vertices V = {1, . . . , } and edges E ⊆ V × V , represented by the adjacency matrix (e ij ).
Feasible solution:
A set V of nodes such that ∀i, j ∈ V : e ij = 0.
Objective function: The size |V | of the independent set V .
Optimal solution: An independent set V that maximizes |V |.
G9.2.3 Design process
In order to encode the problem for a genetic algorithm, we choose the following representation of a candidate solution as a binary string
This way, the ith bit C1.2 indicates the presence (b i = 1) or absence (b i = 0) of vertex i in the candidate solution. Note that a bitstring may (and often will) represent an infeasible solution. Instead of trying to prevent this, we allow infeasible strings to join the population and use a penalty function approach to guide the search towards C5.2 the feasible region (Richardson et al 1989) . The penalty term in the objective function has to be graded in the sense that the farther away from feasibility the string is, the larger its penalty term. The exact nature of the penalty function, however, is not critically important so long as it fulfills the property of being graded (see Smith and Tate 1993) .
Taking this design rule for a penalty function into consideration, we developed the following objective function to be maximized by the genetic algorithm:
This function penalizes infeasible strings b by a penalty of for every node j in the candidate solution V represented by b that is connected to a node i ∈ V . For feasible strings b, f (b) ≥ 0 and the function value is just given by the number of nodes in the independent set represented by b. Based on this representation and the objective function given in (G9.2.2), a canonical genetic algorithm B1.2 is directly applicable to the problem. For the experiments reported here, we used:
• a population size of µ = 50 individuals; E1.1
• a mutation rate p m = 1/ , motivated by theoretical results (see Bäck 1992 or Mühlenbein 1992 
• two-point crossover with a crossover rate p c = 0.6; and C3.3.1, E1.3
• proportional selection with linear dynamic scaling (and a scaling window of five generations). 
G9.2.4 Development and implementation
The experimental runs are performed with the genetic algorithm software package GENEsYs 2.0 (Bäck 1996) , which is based on Grefenstette's GENESIS (see Davis 1991, pp 374-7) ) but offers more flexibility of the genetic operators and the data monitoring features.
In order to obtain large test problems for an application of the genetic algorithm to the maximum independent set problem, we make use of the scalable graph shown in figure G9.2.1, which can be constructed for an even number of nodes ( ≥ 6). If is a multiple of 4, two equivalent global maxima of function value |V | = /2 are obtained by partitioning the set of vertices into those of even and those of odd node numbers. Otherwise, the unique global maximum is given by V = {1, 3, . . . , /2, /2 + 1, /2 + 3, . . . , }, with objective function value /2 + 1, and a local maximum is obtained from V − V with objective function value /2 − 1. For = 10, the corresponding bitstrings are b = (1010110101) and its inverted form (0101001010) (see figure G9 .2.1). Notice that these optima are separated from each other by the maximum Hamming distance, which is possible, that is, by a distance of . In addition to this graph, which has a highly regular structure, we use randomly constructed graphs which are created according to the following algorithm with input k ∈ {1, . . . , } (number of nodes in V ) and d ∈ [0, 1] (edge density of the graph):
The algorithm randomly preselects k nodes i 1 , . . . , i k (line 1) that are guaranteed to form an independent set (the graph may, however, contain different larger independent sets by chance, especially when the edge density is low). Edges are placed at random (line 4), according to the density parameter d, such that it is guaranteed that a member of V is never connected to another member of V (line 4). Note that, according to the construction method, only loop-free graphs are generated.
For the experimental test, regular graphs of size = 102 and = 202 (with a maximum independent set of size 52 and 102, respectively) and random graphs with = 100, k = 45, and = 200, k = 90, respectively, and d ∈ {0.1, 0.2, 0.3, 0.4, 0.5} are used. By choosing = 102 and = 202 for the regular graph, we work with graphs where an almost optimal local optimum exists in addition to the global optimum. For each of these problems, a total of N = 100 runs of the genetic algorithm are performed. These runs are evaluated according to the number of runs that yield solutions of identical quality.
G9.2.5 Results
The results are summarized in Table G9 .2.1. Experimental results for the regular graph 'misp102' with = 102 vertices and five random graphs with edge density d = 0.1 ('misp100-01'), d = 0.2 ('misp100-02'), d = 0.3 ('misp100-03'), d = 0.4 ('misp100-04') and d = 0.5 ('misp100-05'). An independent set size k = 45 was chosen for the random graphs, but for the graph with d = 0.1 the genetic algorithm identified a larger independent set. Reprinted by permission of IEEE from Bäck and Khuri (1994, volume II, p 533, table 1, copyright 1994 IEEE) . misp102 misp100-01 misp100-02 misp100-03 misp100-04 misp100-05 -47  1  45  34  45  77  45  96  45  99  50  1  46  1  43  3  44  1  33  1  17  1  48  14  45  3  41  2  41  6  32  1  46  32  44  6  40  3  37  3  25  1  44  40  43  4  39  10 all 100 runs is indicated at the bottom of the table. The total number of function evaluations performed for each single run is indicated as an index t in the notation f t (x); for = 100 we use a value of t = 2 × 10 4 , while this is doubled for = 200. Consequently, only a small percentage of the search space (about 1.6 × 10 −24 % for = 100 and 2.5 × 10 −54 % for = 200) is tested by the genetic algorithm. For the regular graphs 'misp102' and 'misp202', none of the runs of the genetic algorithm identified the globally optimal solutions of quality 52 and 102, respectively, but for all runs a solution quality between 40 and 50 or between 82 and 96, respectively, was obtained, i.e. solutions with a quality close to the optimal one were found. Finding the global optimum in the case of these regular graphs becomes an extremely difficult problem due to large Hamming distances between local optima of similar quality (e.g. consider f (101001010101001010) = 8, f (101010101101010101) = 10, and the Hamming distance between both strings is 10). Table G9 .2.2. Experimental results for the regular graph 'misp202' with = 202 vertices and five random graphs with edge density d = 0.1 ('misp200-01'), d = 0.2 ('misp200-02'), d = 0.3 ('misp200-03'), d = 0.4 ('misp200-04') and d = 0.5 ('misp200-05'). An independent set size k = 90 was chosen for the random graphs. Reprinted by permission of IEEE from Bäck and Khuri (1994, volume II, p 534, table 2, copyright 1994 IEEE) . Figure G9 .2.2. Some representative courses of evolution for the maximum independent set problem (using a random graph of size = 100 with an edge density d = 0.1). The left plot shows the complete run, while the right plot shows a magnification of the marked region. Reprinted by permission of IEEE from Bäck and Khuri (1994, volume II, p 534, figure 2 and p 535, figure 3, copyright 1994 IEEE).
The right part of figure G9.2.2 shows a magnification of the marked region from the left plot. This closer look reveals that between generations 50 and 100 a steady period of further improvement of feasible solutions takes place. During this stage of the search, the algorithm fine-tunes solutions towards one of the local optima of the search space.
G9.2.6 Conclusions
We have shown in this work that genetic algorithms can be used in a fairly straightforward way to find good approximate solutions to the NP-hard maximum independent set problem. The robustness of our approach based on a graded penalty function for infeasible strings is demonstrated by the fact that no changes to the genetic algorithm are required. Thus, rather than having to construct tailored heuristics to handle the problem under consideration, we suggest the use of genetic algorithms where the only change to perform is the formulation of a new objective function.
