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Abstract
Consider a n× n matrix partitioned into k × k blocks: C = [Ci,j ], where C1,1, . . . , Ck,k
are square. This paper studies the possible eigenvalues of C when a diagonal of blocks Ci,j is
fixed and the others vary.
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1. Introduction
Throughout the last decades, several results have been published describing
the possible eigenvalues of a matrix when some of its entries are fixed and the
others vary. We recall a few of them specially relevant for the purpose of the present
paper.
Let F be an arbitrary field. Farahat and Ledermann [4] extended a previous result,
proved by Mirsky [8] for complex matrices, saying that there always exists an n× n
matrix over F with prescribed eigenvalues and n− 1 prescribed entries in the main
diagonal. London and Minc [6] proved that there always exists an n× n matrix over
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F with prescribed eigenvalues and n− 1 prescribed entries. They also showed that
n entries and the eigenvalues cannot be prescribed arbitrarily, by giving two counter-
examples: (i) all the entries in the main diagonal are prescribed and their sum is
different from the sum of the prescribed eigenvalues; (ii) all the nonprincipal entries
in one row or column are prescribed equal to zero and the principal entry in the
same row or column is prescribed different from all the eigenvalues. Oliveira [10–12]
proved that n entries and the eigenvalues can be prescribed if (i), (ii) are not satisfied
and an exceptional case with n = 2 is not satisfied too. Hershkowitz [5] extended this
result to 2n− 3 prescribed entries. In all these results, the prescribed eigenvalues
belong to F . There are also a few papers that study the possibility of some of the
eigenvalues to be prescribed in F¯ \ F , e.g., [2,3,19]. Recently, the authors [1] have
described the possible eigenvalues of a kp × kp matrix partitioned into k × k blocks
Ci,j of size p × p, when 2k − 3 of these blocks are fixed and the others vary. Now let
C =


C1,1 · · · C1,k
...
...
Ck,1 · · · Ck,k

 ∈ Fn×n, (1)
where C1,1, . . . , Ck,k are square submatrices, not necessarily with the same size,
and consider the more general problem of describing the possible eigenvalues of
C, when some of the blocks Ci,j are fixed and the others vary. This paper studies
the particular case where a diagonal of blocks Ci,j is prescribed. When k = 2 the
solution is already known and is recalled in the next two lemmas.
Lemma 1 [15]. LetB1,1 ∈ Fp×p, B2,2 ∈ Fq×q, c1, . . . , cp+q ∈ F. Suppose that p 
q and let f1(x) | · · · | fp(x) be the invariant polynomials of B1,1. Then there exist
B1,2 ∈ Fp×q and B2,1 ∈ Fq×p such that[
B1,1 B1,2
B2,1 B2,2
]
(2)
has eigenvalues c1, . . . , cp+q if and only if the following conditions are satisfied:
(a1) trace(B1,1 + B2,2) = c1 + · · · + cp+q;
(b1) If p > q, then f1 · · · fp−q | (x − c1) · · · (x − cp+q);
(c1) If B1,1 = b1Ip and B2,2 = b2Iq, then there exists a permutation τ of {1, . . . ,
p + q} such that cτ(2i−1) + cτ(2i) = b1 + b2, for every i ∈ {1, . . . , q}, and
cτ(j) = b1, for every j ∈ {2q + 1, . . . , p + q}.
Lemma 2 [14,16]. Let B1,2 ∈ Fp×q, B2,1 ∈ Fq×p, c1, . . . , cp+q ∈ F . Then there
exist B1,1 ∈ Fp×p and B2,2 ∈ Fq×q such that (2) has eigenvalues c1, . . . , cp+q ,
except if, simultaneously, p = q = 1, B1,2 = [b1], B2,1 = [b2] and the polynomial
x2 − (c1 + c2)x + b1b2 + c1c2 ∈ F [x] is irreducible.
In this paper, we shall prove the following theorem.
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Theorem 3. Let n, k, p1, . . . , pk be positive integers such that k  3 and n = p1 +
· · · + pk, let σ be a permutation of {1, . . . , k}, let Ai,σ(i) ∈ Fpi×pσ(i) , for every i ∈
{1, . . . , k}, and let c1, . . . , cn ∈ F. Then there exists a matrix of the form (1) with
eigenvalues c1, . . . , cn such that Ci,σ(i) = Ai,σ(i), for every i ∈ {1, . . . , k}, if and
only if the following conditions are satisfied:
(a3) If σ is the identity, then trace(A1,1 + · · · + Ak,k) = c1 + · · · + cn;
(b3) If there exists i ∈ {1, . . . , k} such that σ(i) = i, pi > n/2 and f1 | · · · | fpi are
the invariant polynomials of Ai,i , then f1 · · · f2pi−n | (x − c1) · · · (x − cn).
2. Proof of Theorem 3
The necessity of (a3) is trivial and the necessity of (b3) was proved in [9] (also
see Lemma 1). For the convenience of the presentation, we shall split the proof of
the sufficiency into several lemmas.
For every matrix A ∈ Fn×n, denote by i(A) the number of nonconstant invariant
polynomials of A. In [13] it was proved that i(A) = n− RF¯ (A), where
RF¯ (A) = min
λ∈F¯
rank(λIn + A). (3)
The article [7] gives a description of the possible values of i(A)when two comple-
mentary principal submatrices are prescribed. Some of its results were proved over
algebraically closed fields. The next lemma concerns a particular case for which we
provide a proof valid over arbitrary fields.
Lemma 4. LetA1,1 ∈ Fp1×p1 , A2,2 ∈ Fp2×p2 and assume that p1  p2. Then there
exist matrices A1,2 ∈ Fp1×p2 , A2,1 ∈ Fp2×p1 such that
i
[
A1,1 A1,2
A2,1 A2,2
]
= max{1, i(A1,1)− p2}. (4)
Proof. Let f1 | · · · | fp1 be the invariant polynomials of A1,1. It follows from [20,
Theorem 3.1] that there exits a matrix A1,2 ∈ Fp1×p2 such that rankA1,2 = p2 and
1, . . . , 1, f1, . . . , fp1−p2 are the invariant factors of[
xIp1 − A1,1 −A1,2
]
. (5)
(All the invariant factors of (5) are constant when p1 = p2.) Therefore the number
of nonconstant invariant factors of (5) is equal to max{0, i(A1,1)− p2}. On the other
hand, [ −A1,2
xIp2 − A2,2
]
has all its invariant factors constant. According to [18], there exists A2,1 ∈ Fp2×p1
such that (4) is satisfied. 
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Lemma 5. LetAi,i ∈ Fpi×pi , i ∈ {1, . . . , k}, and assume that p1  · · ·  pk. Then
there exists a matrix of the form (1) such that i(C) = max{1, i(A1,1)− (p2 + · · · +
pk)} and Ci,i = Ai,i , for every i ∈ {1, . . . , k} .
Proof. By induction on k. The case k = 2 has already been considered. Suppose
that k  3. If p1  p2 + · · · + pk , the proof follows easily from Lemma 4. Now sup-
pose that p1 < p2 + · · · + pk . According to the induction assumption, there exists a
matrix of the form
B =


B2,2 · · · B2,k
...
...
Bk,2 · · · Bk,k

 (6)
such that i(B) = max{1, i(A2,2)− (p3 + · · · + pk)} and Bi,i = Ai,i , for every i ∈
{2, . . . , k}. It follows from Lemma 4 that there exists a matrix of the form (1)
such that i(C) = max{1, i(B)− p1} and Ci,i = Ai,i , for every i ∈ {1, . . . , k}. Note
that i(A2,2)− (p3 + · · · + pk)  p2  p1 and, therefore, i(C) = 1. Also note that
i(A1,1)− (p2 + · · · + pk)  p1 − (p2 + · · · + pk) < 0. Hence the lemma is
valid. 
Lemma 6. Theorem 3 is valid when σ is the identity.
Proof. Without loss of generality, suppose that p1  · · ·  pk . According to Lemma
5, there exists a matrix of the form (6) such that i(B) = max{1, i(A2,2)− (p3 +
· · · + pk)} and Bi,i = Ai,i , for every i ∈ {2, . . . , k}. Recall that any n× n square
matrix is scalar if and only if it has exactly n nonconstant invariant polynomials.
Therefore B is nonscalar.
If p1  p2 + · · · + pk , then, according to Lemma 1, there exist B1,2 ∈ Fp1×q ,
B2,1 ∈ Fq×p1 , where q = p2 + · · · + pk , such that[
A1,1 B1,2
B2,1 B
]
has eigenvalues c1, . . . , cn. Now suppose that p1 < p2 + · · · + pk . As i(A2,2)−
(p3 + · · · + pk)  p2  p1, we have i(B)− p1  0. Then the proof also follows
easily from Lemma 1. 
Lemma 7. Let σ be the cycle (1, . . . , k) of the symmetric group on 1, . . . , k and let
t ∈ F. Suppose that p1 = · · · = pk = p and, for every i ∈ {1, . . . , k}, let Ai,σ(i) ∈
Fp×p be a nonsingular matrix. Then there exists a matrix C of the form (1) such
that i(C) = 1, Ci,σ (i) = Ai,σ(i), for every i ∈ {1, . . . , k} , and traceC = t.
Proof. Let H = Ak,1A1,2 · · ·Ak−1,k . Choose a nonsingular matrix X ∈ Fp×p such
that XHX−1 is a direct sum of companion matrices. Make convention that a com-
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panion matrix G = [gi,j ] always satisfies: gi,i+1 = 1 and gi,j = 0 whenever
i + 1 < j . Define E = [ei,j ] ∈ Fp×p as follows: for every i ∈ {1, . . . , p − 1}, if the
entry (i, i + 1) of XHX−1 is equal to 0, let ei,i+1 = 1; let e1,1 = t ; otherwise, let
ei,j = 0.
LetC be the matrix of the form (1), whereCi,σ(i) = Ai,σ(i), for every i ∈ {1, . . . ,
k}, Ck,k = X−1EX and Ci,j = 0 in the remaining cases. Obviously, traceC = t and
rankC = n. Let C′ = YCY−1, where Y = X ⊕ · · · ⊕X ∈ Fn×n.
Let λ ∈ F¯ \ {0} and partition λIn + C′ = [Mi,j ] into k × k blocks Mi,j of size
p × p. Successively, for each i ∈ {1, . . . , k − 1}, add the ith column of blocks multi-
plied by −λ−1Mi,i+1 to the (i + 1)th column of blocks. We get an equivalent matrix
of the form
Lλ =
[
λIn−p 0
∗ λIp + (−λ)1−kXHX−1 + E
]
.
Bearing in mind the definition of E, we deduce that n− 1  rankLλ =
rank(λIn + C). Using the formula (3), it follows that i(C) = 1. 
Proof of Theorem 3: The necessity is trivial, as we have already noticed. Conversely,
suppose that the conditions (a3) and (b3) are satisfied. The proof is by induction on
n. When n = 3, Theorem 3 is a particular case of Oliveira’s result [10–12]. From
now on, suppose that n  4.
Write σ as a product of disjoint cycles: σ = σ1 · · · σr . Without loss of gener-
ality, assume that σi = (ui−1 + 1, ui−1 + 2, . . . , ui), i ∈ {1, . . . , r}, and 0 = u0 <
u1 < u2 < · · · < ur = k. Let qi = pui−1+1 + · · · + pui , i ∈ {1, . . . , r}. Also sup-
pose, without loss of generality, that, for every i ∈ {1, . . . , r − 1}, qi  qi+1, and
ui − ui−1  ui+1 − ui whenever qi = qi+1.
As the proof has already been done when all the cycles σi have length one, we
assume that at least one of those cycles has length greater than one.
Case 1. Suppose that F = {0, 1}, k = 3, σ = (1)(2, 3), p2 = p3 = 1, A1,1 = aIp1 ,
for some a ∈ F , A2,3 = A3,2 = [0] and traceA1,1 = c1 + · · · + cn. It follows from
(b3) that #{i ∈ {1, . . . , n}: ci = a}  n− 4. Without loss of generality, suppose that
ci = a, for every i ∈ {5, . . . , n}. Then c1 + c2 + c3 + c4 = 0. Directly or applying
Lemma 1, it is easy to find D1,2,D2,1 ∈ F 2×2 such that
aIn−4 ⊕
[
aI2 D1,2
D2,1 aI2
]
has eigenvalues c1, . . . , cn. This conclusion would not be valid if F /= {0, 1}. The
last matrix has the prescribed form.
Case 2. Suppose that q1  n/2 and Case 1 is not satisfied. For every i ∈ {1, . . . , r},
if ui − ui−1 = 1, let Ei,i = Aui,ui ; if ui − ui−1 > 1, let
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Ei,i =


Cui−1+1,ui−1+1 · · · Cui−1+1,ui
...
...
Cui ,ui−1+1 · · · Cui,ui

 ∈ Fqi×qi ,
where Cj,σ(j) = Aj,σ(j), j ∈ {ui−1 + 1, . . . , ui}, and the remaining blocks Cj,l are
chosen so that:
• trace(E1,1 ⊕ · · · ⊕ Er,r ) = c1 + · · · + cn;
• if r = 2, at least one of the matrices E1,1, E2,2 is nonscalar.
Such a choice would not be possible if Case 1 were satisfied. According to, either
Lemma 1 or Lemma 6, there exists a matrix C of the form (1) with eigenvalues
c1, . . . , cn and the prescribed form.
Case 3. Suppose that q1 > n/2, Case 1 is not satisfied and, either u1 = 1 or the
matrices A1,2, . . . , Au1−1,u1 , Au1,1 are nonsingular. If u1 = k, then p1 = · · · = pk
and the proof is a simple consequence of [1]. Suppose that u1 < k.
Choose B1,1 ∈ Fq1×q1 as follows:
• if u1 = 1, let B1,1 = A1,1;
• if u1 > 1, then, according to Lemma 7, choose
B1,1 =


C1,1 · · · C1,u1
...
...
Cu1,1 · · · Cu1,u1

 ∈ Fq1×q1 ,
such that i(B1,1) = 1, Ci,σ(i) = Ai,σ(i), for every i ∈ {1, . . . , u1}, and, if all the
cycles σ2, . . . , σr have length one, then
traceB1,1 = c1 + · · · + cn − trace(Au1+1,u1+1 + · · · + Ak,k).
Note that, if u1 > 1, then B1,1 is nonscalar.
Let g1 | · · · | gq1 be the invariant polynomials of B1,1. It follows from [20, The-
orem 3.1], that there exist matrices E1,j ∈ Fq1×qj , j ∈ {2, . . . , r}, such that[
xIq1 − B1,1 −E1,2 · · · −E1,r
]
has invariant factors 1, . . . , 1, g1, . . . , g2q1−n and the pair (B1,1, B1,2), where
B1,2 =
[
E1,2 · · · E1,r
]
,
has n− q1 nonzero controllability indices; moreover, the matrices E1,j can be cho-
sen so that at least one of these controllability indices is greater than one whenever
deg(gq1) > 1, that is, whenever B1,1 is nonscalar. The matrix B1,2 has rank equal to
n− q1. Choose a nonsingular matrix X ∈ Fq1×q1 such that
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X−1B1,2 =
[
0
In−q1
]
.
Let
B2,2 =


Cu1+1,u1+1 · · · Cu1+1,k
...
...
Ck,u1+1 · · · Ck,k

 ∈ F (n−q1)×(n−q1),
where Ci,σ(i) = Ai,σ(i), i ∈ {u1 + 1, . . . , k}, and the remaining blocks Ci,j are
chosen so that trace(B1,1 + B2,2) = c1 + · · · + cn and at least one of the matrices
B1,1, B2,2 is nonscalar. Such a choice would not be possible in the exceptional
situation of Case 1. Let B ′1,1 = X−1B1,1X and suppose that
B ′1,1 =
[
G1,1 G1,2
G2,1 G2,2
]
,
where G1,1 ∈ F (2q1−n)×(2q1−n).
Suppose that B1,1 is nonscalar. As the pairs (B ′1,1, X−1B1,2) and (B1,1, B1,2)
are feedback equivalent, they have the same controllability indices. As (B1,1, B1,2)
has at least one controllability index greater than one, we deduce that G1,2 /= 0.
Consequently, for every η ∈ F ,
B ′1,1(X−1B1,2)+ (X−1B1,2)B2,2 /= η(X−1B1,2). (7)
If B1,1 is scalar, then B2,2 is nonscalar and, consequently, (7) holds, for every
η ∈ F .
In both situations, for every η ∈ F ,
B1,1B1,2 + B1,2B2,2 /= ηB1,2. (8)
Note that[ −B1,2
xIn−q1 − B2,2
]
has all its invariant factors constant. According to [17], there existsB2,1 ∈ F (n−q1)×q1
such that[
B1,1 B1,2
B2,1 B2,2
]
has eigenvalues c1, . . . , cn.
Case 4. Suppose that q1 > n/2, u1 > 1 and at least one of the matrices A1,2, . . . ,
Au1−1,u1 , Au1,1 is singular. Note that, if u1 < k, then, for all i ∈ {u1 + 1, . . . , k},
pi  (n− 1)/2. We shall assume that A1,2 is singular and rankA1,2 < p1. The other
situations can be treated with similar arguments.
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From now on, we also assume that p1 > 1. When p1 = 1, the proof is a simple
adaptation of the argument given here. Let P ∈ Fp1×p1 be a nonsingular matrix such
that
PA1,2 =
[
0
A′1,2
]
,
whereA′1,2 ∈ F (p1−1)×p2 . Suppose thatAu1,1P−1 =
[
A′′u1,1 A
′
u1,1
]
, whereA′u1,1 ∈
Fpu1×(p1−1). According to the induction assumption, there exists a matrix of the
form
D =


D1,1 · · · D1,k
...
...
Dk,1 · · · Dk,k

 ∈ F (n−1)×(n−1),
with eigenvalues c2, . . . , cn, such that D1,2 = A′1,2, Du1,1 = A′u1,1, and Di,σ(i) =
Ai,σ(i), for every i ∈ {1, . . . , k} \ {1, u1}. Then
E =


c1 0
L1
...
Lk
D

 ,
where Lu1 = A′′u1,1, L1 = 0 ∈ F (p1−1)×1 and Lj = 0 ∈ Fpj×1 whenever j ∈{1, u1}, has eigenvalues c1, . . . , cn and is similar to
C = (P−1 ⊕ In−p1)E(P ⊕ In−p1),
which has the prescribed form. 
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