We study the regularity of finite energy solutions to degenerate n-harmonic equations.
Introduction
Let us consider the equation divA(x, Du) = divf (1.1) in a bounded domain Ω of R n . We suppose that A : Ω × R n → R n satisfies the following growth conditions
|A(x, ξ)| ≤ k(x)|ξ|
n−1
for almost every x ∈ Ω and all ξ ∈ R n . It is useful to observe that assumptions (1.2) and (1.3) are equivalent to
where n = n/(n − 1) and K(x) = k(x)(k(x) n + 1). This inequality is known as distortion inequality and the function K(x), which measures the degeneracy of the equation, is called the distortion function.
We shall say that u ∈ W for every ϕ ∈ C ∞ 0 (Ω). A function u will be called a locally finite energy solution if in addition A(x, Du), Du is locally integrable in Ω.
If K is bounded, the equation is uniformly elliptic and finite energy solutions belong to W 1,n loc (Ω). In the case K unbounded, the condition to lie in W 1,n loc (Ω) is in general neither necessary nor sufficient for a solution to have finite energy.
Hence, in order to study the regularity properties of finite energy solutions to equation (1.1), the usual techniques cannot be used, since they provide test functions whose gradient is essentially proportional to the gradient Du of the solution, and a priori A(x, Du) and Du are not in Hölder conjugate spaces.
However, many papers investigated the regularity properties of the solutions of degenerate p-harmonic equations under the assumption that the distortion function K is exponentially integrable, that is exp(β K) ∈ L 1 loc (Ω) (1.5) for some constant β > 0 (see for example [2, 5, 9, 10, 17] ). More recently (see [7] ), similar studies have been exploited under the more general assumption
for a given Orlicz function P (t) verifying the divergence condition
It is worth pointing out that in all the above mentioned papers, the results hold true for solutions of degenerate p-harmonic type equations, for 1 < p < ∞. In case n − 1 < p ≤ n, it is well known that finite energy solutions of (1.1) with f = 0, under the assumption (1.5), are weakly monotone functions and therefore they are continuous in Ω except for a subsetΩ with H n−p (Ω) = 0 ( [2, 16] ). The aim of this paper is to study the continuity properties of finite energy solutions of (1.1), under the more general assumptions (1.6) and f = 0.
Our basic assumption on the function K will be Φ(K) ∈ L verifying the following conditions:
loc does not require Φ defined in [0, 1[. Moreover, the local nature of our results makes the values Φ(t) relevant only for large t. However, it will be easier to work with function defined on the whole interval [0, ∞[; if Φ is only defined on ]a, ∞[ for some a > 0, we extend it setting Φ(t) = 0, ∀t ∈ [0, a]. Accordingly, even if the function Φ(t) = e t does not verify the first condition in (1.9), we modify it by defining Φ(t) = 0 for t ∈ [0, e] and Φ(t) = e t for t > e.
The function Φ may take the value ∞; in this case (1.6) means that K is locally essentially bounded in Ω. If Φ is finite at every point, we impose further conditions on it. First, we assume that there exists t 0 > 0 such that
In particular, the function P (t) = log Φ(t) (1.11) is definite, finite and strictly increasing on [t 0 , ∞[. We assume that it verifies the divergence condition:
Hence, we include also the case of subexponentially integrable distortion. Typical examples are obtained choosing
, P(t) = t log(e + t) log log(9 + t) · 
If we define the function
for all Lebesgue points x, y ∈ B R Ω of u.
We would like to note that, without assuming the divergence condition (1.12), no continuity can be expected even when the right hand side is zero and A(x, ·) is the Beltrami operator of a mapping with finite distortion, as it has been shown in [11] . Our first step is to prove the local boundedness of the solutions, by using the classical truncation method due to Stampacchia, provided the right hand side f has a suitable degree of integrability. This first regularity result could be of interest by itself.
Once a weak local maximum principle has been proven, one could deduce the continuity arguing as in [13, 16] and find that the modulus of continuity is logarithmic in a subset Ω 0 ⊂ Ω with full measure. The point here is that we will establish the continuity of the solutions at every Lebesgue point and we will precise the modulus of continuity relating it to the degeneracy of the equation, trough the function A (t), defined at (1.13).
The proof of Theorem 1.2 strongly relies on an isoperimetric type inequality for the energy of the solution (see Prop. 3.1 below). We proved a similar inequality in the setting of div-curl couples with nonnegative scalar product (see [4, 5] ), but it cannot be used here since we deal with equations with right hand side different from zero.
Recall that (E, B) is a div-curl couple with nonnegative scalar product if divB = 0 curlE = 0 in the sense of distributions and E, B ≥ 0 a.e.
(1.15) The assumption (1.15) is unavoidable to establish the result in [4, 5] , since the proof is based on an approximation argument. Note that to every weak solution of (1.1) it is possible to associate a div-curl couple, setting
but the presence of the right hand side f = 0 does not ensure that (1.15) holds.
In order to overcome this difficulty, we shall use an argument due to Lewis [15] , based on a construction of test functions obtained truncating the maximal function of the gradient of the solution on its level sets, as in the pioneering paper by Acerbi and Fusco [1] .
The isoperimetric type inequality allows us to establish a decay estimate for the energy of the solution, which will be the crucial step for the continuity result.
Observe that Theorem 1.2, in the particular case f = 0 and where A(x, ·) is the Beltrami operator of a mapping with finite distortion, recovers the result in [12] .
The following examples show, for different choices of the degree of degeneracy of the equation (1.1) and for large values of t, the explicit expression of the function A appearing in the modulus of continuity of the solution u. For more details, we refer to [6] . Example 1.3. If the distortion K is bounded, we define
(1.16)
Then we find for t ≥ 1
Compare with [8] .
Example 1.4. For Φ(t) = exp(β t), with given β > 0, we find
Example 1.5. If Φ(t) = exp(β t γ ), for given β > 0 and γ > 1, then
Example 1.6. For Φ(t) = exp t log(E + t) we have Ψ(t) ∼ t(log t) −1 (log log t) −1 , as t → ∞, and A (t) ∼ log log t.
In conclusion we underline that the results used to establish the main theorem hold true also in case of degenerate p-harmonic equations, for 1 < p < n, even if they do not seem to be sufficient to derive the continuity. In virtue of further applications, in the Appendix, we will give precise statements and we will highlight only the proofs which significantly differ from the ones given for p = n. 
Notation and preliminary results
It is well-known that Φ * is a convex Orlicz function and the following Young inequality holds, for all t, s ≥ 0:
For basic properties of Orlicz functions, we refer to [14, 18] .
From now on Φ will denote an Orlicz function finite at every point, such that Φ(t) t is positive and increasing on [t 0 , ∞[, with t 0 > 0, and verifying
Note that we assume Φ(t) defined on [t 0 , ∞[, for some t 0 > 0, since its values will be relevant only for sufficiently large values of the variable t.
In particular, the function P (t) = log Φ(t) is definite, finite and strictly increasing on [t 0 , ∞[. In the whole paper we will assume that P (t) verifies the divergence condition:
and that the inverse function P −1 satisfies the Δ 2 -condition, i.e., there exist constants C Δ ≥ 1 and s 0 > 0 such that
Hence Φ * is strictly increasing and diverging at ∞. Therefore, we shall also consider the inverse function to Φ * :
which is concave, strictly increasing and verifying Ψ(0) = 0. Moreover, the function Ψ still verifies the divergence condition (1.12). In [6, 7] a wide discussion on the functions defined above is given. In the sequel, we only list those properties we shall need for our arguments.
Lemma 2.1. We have
and, for every 0 < ϑ < 1, there exists a constant C = C(ϑ, Ψ) > 0 such that
Remark 2.2. By using (2.6) and (2.8), it is easy to verify that for every θ > 1, there exists a constant
By means of inequality (1.4), the concavity of Ψ and the Young inequality (2.2), we deduce that
loc (Ω). Note that the function A defined at (1.13) can be written, by means of Lemma 2.1, as
Hence A is increasing and verifies that lim 12) as follows by the divergence condition on Ψ. More precisely, since Φ is finite at every point, A increases at ∞ more slowly than any positive power of t.
An isoperimetric type inequality
The following isoperimetric type inequality, which is reminiscent of the result in [5] , will be crucial for our aims. As already mentioned in the Introduction, the nonhomogeneity of equation (1.1) does not allow to use neither the inequality proven in [5] nor the same idea for the proof. 
for almost every radius 0 < r < dist(x 0 , ∂Ω) and for every n−1 n < ϑ < 1. For the proof we shall use an argument due to Lewis [15] , based on the following well-known approximation result by Lipschitz functions of Acerbi-Fusco [1] .
There exists a constant C = C(n) such that, for every t > 0, we can find a C t-Lipschitz function v : R n → R which coincides with u a.e. on the set
We denoted by M the Hardy-Littlewood maximal operator defined for every
where B is a ball in R n . As usual B(x 0 , r) denotes the ball centered at x 0 of radius r, i.e.
We shall use the notation B r and B when no confusion arises. We shall need also next two lemmas which can be found in [7] . 
In the proof of Proposition 3.1, we shall use test functions proportional to the solution. This is possible by virtue of next lemma, that could be of interest by itself.
Lemma 3.5. Under the same assumptions of Proposition 3.1, we have
Proof. Let us fix a cut-off function η ∈ C Using the definition of ϕ and Lemma 3.3 with p = n, we infer that Moreover |f ||Du| ∈ L 1 loc (Ω), as one can easily see by using that
loc (Ω) and u is a finite energy solution.
Taking the lim inf as t → ∞ and use Fatou's lemma in the left hand side and the Lebesgue dominated convergence theorem in the right hand side, with the aid of Lemma 3.4, we have the conclusion. 
taking the limit as ε → 0 we obtain
Hence, by using the Sobolev inequality on spheres as formulated by Gehring in [3] , we get for
where we have chosen c = u ∂Br . Hence by Hölder's and Young's inequalities we get 
The local boundedness
The proof of our main result deeply relies on the following weak maximum principle. The following well known lemma, due to Stampacchia, will be instrumental for the proof of proposition above.
Lemma 4.2 [19]. Let s 0 > 0 and let ζ : (s 0 , +∞) → [0, +∞) be a decreasing function, such that for every
where c, α are positive constants and β > 1.
Proof of Proposition 4.1. Observe that inequalities (2.8) and (2.9) yield in particular that |Du| nθ ∈ L 1 loc (Ω), for every 0 < θ < 1. Therefore, by the Sobolev imbedding theorem, u is locally bounded on all spheres well contained in Ω.
For a fixed ball B r Ω, let us denote by Using the definition of ϕ and Lemma 3.3, we get
For every h ≥ M , let us define
Taking the lim inf as t → ∞ and use Fatou's lemma in the left hand side and the Lebesgue dominated convergence theorem in the right hand side, with the aid of Lemma 3.4, we have
It follows that
Let s be an exponent such that
By means of Hölder's inequality and assumption (1.4), we estimate the right hand side of (4.1) as follows
Therefore we obtain
By using again inequality (1. and therefore, by the Sobolev imbedding theorem, it follows that
Moreover, since for l > h the inclusion {|u| ≥ l} ⊂ {|u| ≥ h} holds true, we have
Hence, combining the last two inequalities, we get 
The main result
This section is devoted to the proof of Theorem 1.2. In Theorem 5.1 we shall prove a decay estimate for the energy integral that will be fundamental for our aims. In the whole section we shall use the notatioñ
for a ball B t Ω. 
is convex for some
Proof. Let us denote by
Applying Proposition 3.1, we have
for almost every 0 < s < R. For every i ∈ N, let us denote now by Δ i the interval
. Using Fubini's theorem one can easily check that the set
has positive measure. Choosing r ∈ E i so that inequality (5.2) holds, we obtain the estimate
Inserting inequality (1.4) in (5.3) and using Hölder's inequality, we find that
At this point, Jensen's inequality applied to the convex function Φ(t
where we used that K(x) ≥ 1 and that, since
Since K ≥ 1 and Φ is increasing, we get thatK R ≥ Φ(1)R n . Hence
Therefore, from estimate (5.4) it follows
Now, for t ∈ Δ i , we set
Estimate (5.6) implies that
Since
Inserting (5.5) in (5.8), it follows that
and hence summing on i and observing that v(t) is a piecewise affine function, we get
In order to short the notation, we denote by γ = C(n)K R and we rewrite (5.9) as follows
and therefore
by Lemma 2.1, we easily obtain for every ρ < R
Observe that if γ < 1 the concavity of Ψ implies that
thank to the monotonicity of Ψ. Therefore, using thatK
The change of variable s = 1 t n in the last integral yields
By using (2.11) and setting
Since ρ < R, there exists j ∈ such that ρ ∈ [R2 −j , R2 −j+1 ). Then, by the definition of the function v(t), from (5.10) it follows
which concludes the proof. Now, we are ready to embark in the core of the proof of our main result.
Proof of Theorem 1.2. Let us divide the proof into two steps.
Step 1. Let us fix a ball B R , which, without loss of generality, we may suppose centered at the origin. We shall use the notation B r in place of B(0, r). For everyr < R, fix Lebesgue points x, y ∈ Br
4
. There exists a ball B(a, r) ⊂ Br, such that x, y ∈ B(a, r).
In fact, it's enough to choose a = x+y 2 and |x−y| 2 < r <r 2 . The following obvious inequalities hold for every t ∈ (r,r)
Combining Proposition 4.1 with the Sobolev inequality on spheres, we have
for almost every t ∈ (r,r) and for
where we used inequality (1.4). Applying Hölder's inequality with exponents 
Moreover, recalling that Φ(K) = exp(P (K)), let us define the set
, with for almost every x ∈ Ω, all ξ ∈ R n and 1 < p < n. As for p = n, we have that assumptions (A.1) and (A.2) are equivalent to the following inequality 
