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Abstract
Photoacoustic tomography (PAT) is showing its potential as a non-invasive biomedical
imaging modality, and interest in the field is growing rapidly. The images possess ex-
cellent contrast, high spatial resolution and good specificity, however, they are largely
qualitative and not directly representative of the optically absorbing structures of inter-
est. Quantitative PAT (QPAT) aims to determine quantitatively accurate spatial maps
of the underlying tissue chromophores, in order to obtain highly-resolved images of
functional information such as blood oxygen saturation and haemoglobin concentration.
PAT images are inherently three-dimensional (3D), and their high resolution means that
the data sets are of an extremely large scale; a typical problem can easily possess 107
unknowns. Existing methods for QPAT have failed to address their applicability to real,
3D PAT images, either by making restrictive approximations to the light model or by
using computational intensive techniques which are impractical for large-scale data sets.
This thesis develops a practical inversion method for the full and general QPAT prob-
lem, in which the tissue geometry is arbitrary, the optical coefficients are unknown and
the data is large-scale. The accuracy of the inversion method is ensured by use of the
radiative transfer equation (RTE), which provides a highly accurate description of the
propagation of light within biological tissue. Using the RTE, a thorough investigation
into the effects of errors in the scattering coefficient on the reconstructed absorption
coefficient is performed. Computational efficiency in the inversion is provided through
an adjoint-assisted, gradient-based minimisation scheme, which iteratively adjusts the
parameters of interest until the model prediction matches the measured data. Since the
RTE proves too computationally intensive for large data sets, an extension to 3D simu-
lated data is facilitated by the incorporation of the δ-Eddington approximation, thereby
providing an accurate, efficient inversion method for QPAT that may be readily applied
to experimental data.
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Introduction and background
Photoacoustic tomography (PAT) is a hybrid imaging modality possessing both the su-
perior contrast of optical techniques and the high spatial resolution of ultrasound. The
spectroscopic capabilities of optical imaging techniques can be exploited to obtain use-
ful information about the molecular composition of the underlying biological tissue.
Quantitative photoacoustic tomography (QPAT) offers the possibility of high-resolution
molecular imaging by exploiting the spectral capabilities of PAT to quantify molecular
concentrations in biological tissue. QPAT comprises two inverse problems: (1) the con-
struction of a photoacoustic image from surface measurements of photoacoustic wave
pulses over time, and (2) the determination of the optical properties of the imaged region.
The first is a well-studied area for which a number of solution methods are available,
while the second is, in general, a nonlinear, ill-posed inverse problem. Many inversion
methods for QPAT have failed to consider whether the method will be applicable to real
PAT images, where the data is 3D and of a large scale. The aim of this thesis is to provide
an inversion method for the full and general QPAT problem which models the propaga-
tion of light within the tissue rigorously and enables the practical extension to real, 3D
data sets.
1
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1.1 Biomedical photoacoustic imaging
The potential for photoacoustic imaging to be routinely used in a broad range of biomed-
ical imaging applications is beginning to be realised, as evidenced by the emergence of
a wide variety of in vivo images, including breast imaging [1], small animal imaging
for preclinical studies [2, 3], and molecular imaging [4]. Although photoacoustic (PA)
imaging is a relatively new biomedical imaging modality, research into the underlying
physics of PA techniques has a much longer history. PA imaging is based on the photoa-
coustic effect, that is, the conversion of energy between light and acoustic waves due to
absorption and localised thermal excitation. The generation of sound by light was first
described by Alexander Graham Bell in 1880 [5], where it was discovered that an in-
tense, pulsed light source incident on a sample of matter can produce audible sound. Bell
observed the generation of sound owing to the absorption of modulated sunlight with
an invention called the ‘photophone’. Realising the potential application to spectroscopy,
Bell also developed the ‘spectrophone’, enabling the measurement of spectra outside
of the visible range. Bell’s findings were initially concerned with solid samples and, in
1881, Tyndall in Britain and Roentgen in Germany performed subsequent experiments
to demonstrate that the effect was also encountered in liquids and gases [6, 7]. Despite
these achievements and the enthusiasm that followed the discovery, an application of
the effect did not come until 1938, when the technique was utilised in gas concentration
analysis by Viengerov to measure CO2 concentrations by detecting the light-induced
propagated acoustic waves travelling through the gas with a microphone [8]. Few other
implementations arose in the years to follow, and even after the development of the laser
in the 1960s, it was the gas detection technique which dominated PA applications. It
was not until the mid-1990s that the PA effect was investigated for biomedical imaging
techniques and the first PA images were produced [9–12], and not until the mid-2000s
that the first in vivo images began to appear. Figure 1.1 shows an early (1995) example
of PA imaging.
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F I G U R E 1 . 1 : Early photoacoustic image of an absorption phantom. Figure 5 in [9].
1.1.1 Formation of a photoacoustic image
When tissue is irradiated with modulated electromagnetic radiation, such as short laser
or radio frequency pulses, ultrasound waves are excited. In PA imaging, optical wave-
lengths in the visible and near-infrared (NIR) part of the spectrum are used. If the
wavelengths of the stimulating radiation lie in the microwave band (300 MHz - 3 GHz),
the technique is referred to as thermoacoustic imaging. In the case of optical excita-
tion, the energy is absorbed by tissue chromophores (light-absorbing molecules) such as
water, haemoglobin, melanin or lipids. This is followed by a rapid conversion to heat,
which produces a small, local increase in temperature (typically less than 0.1 K - well
below that required to cause physical changes or damage to tissue [13]). This leads to
an increase in pressure, which subsequently relaxes and propagates broadband acoustic
waves which may be detected at the tissue surface, either by a single ultrasound receiver
or an array of receivers. By measuring the times-of-arrival of these waves and knowing
the speed of sound in biological tissue, an image of the distribution of initial pressure
can be formed. A schematic of the generation of a PA wave and its subsequent detection
at the measurement surface can be seen in Figure 1.2.
The principal source of contrast in PA imaging is based on the optical absorption in the
photoacoustic excitation phase [14]. In biological tissue, a ‘spectral window’ exists in
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F I G U R E 1 . 2 : Photoacoustic signal generation and detection. 1. A short laser pulse is
delivered through a transparent ultrasound detector and illuminates the tissue region.
2. Photons are scattered throughout the tissue and illuminate the region. 3. Some
photons are absorbed by chromophores (light-absorbing molecules) within the tissue,
resulting in a distribution of absorbed optical energy. 4. The absorbed optical energy
causes an increase in pressure, which propagates as an acoustic wave. 5. An ultrasound
detector at the tissue surface records the times-of-arrival of the acoustic waves.
the near-infrared (NIR) optical wavelength range of approximately 600-900 nm. Tis-
sue is predominantly water, which is relatively weakly absorbing in this range. These
wavelengths therefore offer the greatest penetration depths in biological tissue (up to
several cm), enabling the detection of deeper structures. Within this window, oxy-
haemoglobin and deoxyhaemoglobin absorb the light relatively strongly, making PAT
particularly suited to imaging the microvasculature. Figure 1.3 demonstrates a typical
preclinical application of PAT: the PAT imaging system was used to image a subcutaneous
tumour in a mouse, in order to study the response of the tumour vasculature following
the administration of a therapeutic vascular disrupting agent [2].
1.1.1.1 Photoacoustic imaging
PA imaging is a hybrid imaging technique based on laser-generated ultrasound which
benefits from both the high contrast associated with optical imaging techniques and
the high spatial resolution of ultrasound imaging. In PA imaging, the image contrast is
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F I G U R E 1 . 3 : Photoacoustic image of a subcutaneous tumour in a mouse. This volume-
rendered 3D PAT image was obtained used an optical wavelength of 600 nm and a scan
step size of 70 µm. Figure 2(a) in [2].
largely dominated by the optical absorption, which can provide greater tissue differen-
tiation and specificity than ultrasonic imaging, since differences in optical absorption
between tissue types can be much larger than differences in acoustic impedance [13].
Various endogenous and exogenous absorbers, such as haemoglobin, melanin, water,
lipid, organic dyes, nanoparticles, and reporter genes, can serve as contrast agents. This
enables the visualisation of the vasculature, blood oxygenation levels, biomarkers and
gene expression [15], and can also extend the applications of photoacoustics to molecu-
lar imaging [16].
Optical imaging techniques are severely restricted by the ability of the light to penetrate
biological tissue. Consequently, applications in adult humans are limited mainly to the
breast and skin, a limitation which has so far prevented optical imaging techniques from
reaching routine clinical use. Whilst the imaging depth in PA imaging is also limited by
optical attenuation, it does significantly exceed that of purely optical imaging techniques,
which typically rely on unscattered or ballistic photons. The signal-to-noise ratio will be
determined by the maximum permissible exposure of the light on the tissue surface and
the noise equivalent pressure of the acoustic detector. Another advantage that PA imag-
ing has over purely optical imaging techniques is that the improved spatial resolution
can provide incredibly detailed structural images at depths of up several centimetres.
In PA imaging, it is the frequency-dependent acoustic attenuation exhibited by most
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soft tissue which limits the spatial resolution. Under these circumstances, the spatial
resolution scales with depth [13]. Other limiting factors can be the detector bandwidth,
element size and the area over which the PA signals are recorded. At imaging depths
typically used in PA imaging the spatial resolution is excellent (typically tens of microme-
tres, though sub-micrometre is possible for shallower imaging depths). This offers a
number of clinical and preclinical applications, including breast imaging, whole-body
small animal imaging and drug development and enhancement. Figure 1.4 illustrates
the depth-dependent spatial resolution and potential applications of PA imaging.
F I G U R E 1 . 4 : Depth-dependent spatial resolution of photoacoustic imaging. (A) Max-
imum intensity projection of a 3D photoacoustic image of a human breast. The pene-
tration depth is around 4 cm, with spatial resolution of around 250 µm. Figure 5(a) in
[1]. (B) Photoacoustic imaging of the skin vasculature. The penetration depth is less
than 1 cm, with spatial resolution of less than 100 µm. Image courtesy of Paul Beard.
(C) Photoacoustic microscopy imaging of capillaries in the mouse ear. The penetration
depth is less than 1 mm, with spatial resolution of less than 10 µm. Figure 4 in [17].
The ability to take spectroscopic measurements can be exploited to obtain useful in-
formation about the molecular composition of the underlying biological tissue. For
example, blood oxygen saturation (sO2) is an extremely important prognostic factor
for determining tissue health, and can also be used to characterise cancerous tissue,
which typically exhibits abnormal levels of blood sO2. Blood sO2 is calculated through
knowledge of the concentrations of oxyhaemoglobin and deoxyhaemoglobin. Tuning
the laser to wavelengths where oxyhaemoglobin and deoxyhaemoglobin absorb the light
relatively strongly could therefore provide a measurement of the blood oxygen satura-
tion of a tissue region. Figure 1.5 shows how the choice of wavelength can highlight
different or additional information regarding the underlying tissue chromophores. Blood
sO2 is a major prognostic factor for the progression of tumours and their resistance to
anticancer treatment. The most widely used technique to measure blood sO2 is pulse
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oximetry, based on near-infrared spectroscopy. This technique measures the light pass-
ing through a region of tissue at two or more optical wavelengths to determine the
absorbance due to the oxygenated blood alone. Pulse oximetry, however, is only in-
formative about the average tissue oxygenation of an entire region, and is unable to
produce the spatially-resolved images required for cancer detection and tumour assess-
ment. Existing techniques which are able to produce spatially-resolved images of blood
sO2 require a harmful radiation dose (x-ray computed tomography, positron emission
tomography), are extremely expensive (magnetic resonance imaging), or possess poor
spatial resolution (diffuse optical tomography, bioluminsence imaging). PAT is a non-
ionising, non-invasive, fast and affordable biomedical imaging modality which retains
excellent spatial resolution. The absorption-based contrast and dependence on optical
wavelength means that there is a potential for PAT to be used to provide quantitatively
accurate images of blood sO2 with spatial resolution far superior to other optical imaging
modalities. This would have direct physiological relevance, finding application in many
clinical and research applications, such as the blood oxygenation distribution of tumours,
the assessment of vascular lesions, soft tissue damage such as burns and wounds, and any
other tissue abnormalities characterised by changes in tissue oxygenation. The determi-
nation of absolute values of specific chromophore concentrations is not straightforward,
since a PA image is not a quantitative representation of the optical absorption within the
tissue, and so is not directly representative of the absolute values of the concentrations
of specific chromophores. However, since PA images are certainly dependent on these
properties, it is possible that this information may be extracted from the image.
1.2 Quantitative photoacoustic imaging
A photoacoustic (PA) image is dependent on the optical properties of the tissue, namely
the optical absorption and optical scattering coefficients, which reflect the tissue structure
and physiology. A conventional PAT image is an image of the initial pressure distribution
arising from the absorbance of optical energy by chromophores within the tissue. Whilst
PAT images can be qualitatively informative, they are not quantitatively representative
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F I G U R E 1 . 5 : Spectroscopic capabilities of PAT. The differences in the absorption
spectra of different chromophores (in this case, oxyhaemoglobin (HbO2) and deoxy-
haemoglobin (Hb)) mean that imaging at different optical wavelengths can highlight a
particular chromophore of interest. In this figure, two PAT images are taken at 600 nm
and 640 nm. The image at 640 nm highlights vein-artery pairs that are not present in
the image obtained at 600 nm. Images courtesy of Paul Beard.
of the concentrations of the chromophores present in the imaged region. QPAT aims to
exploit the spectroscopic capabilities of PAT by converting multi-wavelength sets of PAT
images into quantitative spatial maps of the underlying tissue chromophores. The ability
to recover absolute values of specific chromophore concentration distributions could
then provide a wealth of absolute, spatially-resolved estimates of physiological parame-
ters such as haemoglobin, oxygen saturation and lipid content [13, 18, 19]. Quantities
such as these could be used to study a range of processes which are characterised by
functional or structural changes in the blood vasculature, including blood flow, tumour
biology and angiogenesis, brain function, and cardiovascular disease. This technique
could also be applied to exogenous chromophores such as contrast agents in order to
offer the possibility of use in functional or structural imaging at a cellular or molecular
level, for example, in high-resolution molecular imaging of small animals. QPAT would
therefore provide a non-ionising, non-invasive, fast and affordable method of obtaining
highly-resolved functional and molecular information. Such a range of applications to
structural and functional imaging in a single imaging modality would give PAT the po-
tential to become a truly powerful technique in biomedical applications.
The optical absorption coefficient is linearly related to the concentrations of the chro-
mophores present within the imaged tissue region. If a technique to recover a quantita-
tively accurate, spatially-resolved estimate of the absorption coefficient were available,
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images of the absolute concentrations of individual chromophores could be determined
straightforwardly. Images of the absorption coefficient would also provide for a truer
image contrast distribution, since a PA image is actually representative of the initial
pressure distribution following the light pulse. Furthermore, recovery of the absorption
coefficient would remove the depth-dependent fall-off due to optical attenuation, aiding
the visual interpretation of an image.
The reconstruction of images of chromophore concentration distributions (or the optical
absorption coefficient) from the measured PA time series is an inverse problem. The
forward problem in PAT consists of the propagation of light through the tissue and the
absorption of optical energy, which leads to the propagation of acoustic waves that are
detected at the tissue surface. The acoustic propagation occurs on a microsecond time
scale, about three orders of magnitude slower than the optical propagation. This allows
the optical and acoustic parts of the forward problem, and hence their corresponding
inverse problems, to be decoupled and treated separately. The first inverse problem of
QPAT, typically referred to as the acoustic inverse problem, involves the reconstruction of
the initial acoustic pressure distribution from time-dependent acoustic measurements at
the domain’s boundary. This problem is considered largely solved; there are several exact
solutions for the case of complete data and acoustically homogeneous tissue [20, 21].
The case in which the sound speed or acoustic absorption varies within the tissue is
significantly more challenging, but will not be the subject of discussion in this thesis.
The solution to the acoustic inverse problem provides the measurement data for a second
inverse problem, often referred to as the optical inverse problem. Since a number of
solution techniques for the acoustic inverse problem exist, the optical inverse problem is
typically considered the remaining problem of QPAT, and methods for its solution will be
the main concern of this thesis. The optical inverse problem begins by assuming that the
initial acoustic pressure distribution has been reconstructed accurately. The initial pres-
sure distribution is the product of the absorbed optical energy h and the photoacoustic
efficiency parameter, Γˆ. Γˆ is typically assumed to be known and constant, so that PAT
images are proportional to the distribution of absorbed optical energy. The absorbed
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optical energy density is also the product of two quantities; the optical fluence Φ and the
absorption coefficient µa. Since the fluence itself is absorption-dependent, determining
the absorption coefficient (and hence the concentrations of tissue chromophore) from
a measured PAT image is not straightforward. Some of the associated challenges are
inherent to the problem, while others are practical considerations related to a specific
experimental setup or solution method. The next section will discuss some of these
challenges.
1.3 Challenges
When considering how we can extract information about tissue chromophores from a
PAT image, we must first consider what the image represents, and the physical properties
upon which it depends. We have briefly discussed how a PA signal is generated and how
an image is formed; firstly, light is delivered into a region of biological tissue Ω ⊂ Rn,
n = 2, 3, where it is multiply scattered and absorbed. Given that the temporal length
of the optical excitation and absorption is several orders of magnitude shorter than the
acoustic propagation (nanoseconds compared to microseconds), the former is considered
to happen instantaneously. The result of the tissue illumination is therefore described by
the optical fluence, Φ, which represents the total optical energy at a given point r ∈ Ω.
The fluence is dependent on certain optical properties within the tissue, that is,
Φ = Φ(r;µa, µs), (1.1)
where µa = µa(r) is the optical absorption coefficient and µs = µs(r) is the optical
scattering coefficient. These properties represent the rate at which optical energy will be
absorbed or scattered, respectively, per unit length at a position r within the tissue. The
distribution of absorbed optical energy is therefore given by
h = µaΦ. (1.2)
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This absorption of optical energy results in a small increase in local temperature, which
leads to a corresponding increase in local pressure
p0 = Γˆh ⇒ p0 = ΓˆµaΦ, (1.3)
where Γˆ is the PA efficiency. (In an absorbing fluid, Γˆ is typically equated to the Grüneisen
parameter, Γ, a dimensionless, thermodynamic property of a material which provides a
measure of the efficiency of the conversion from heat to pressure.) Due to the elastic na-
ture of tissue, the increase in local pressure subsequently becomes a propagating acoustic
wave. We therefore refer to p0 as the initial pressure distribution, since it becomes an
initial condition for modelling the acoustic wave propagation.
In PAT, the propagated acoustic waves are measured at the tissue surface by an ultra-
sound detector or array of detectors, resulting in a measured time series, p(r, t), which
represents the acoustic pressure at time t ∈ R+ and at position r ∈ Ω. Assuming the
sound speed c0 and density are uniform, the acoustic propagation obeys the photoacous-
tic wave equation
(
∂2
∂t2
− c20∇2
)
p(r, t) = 0, (1.4)
with initial conditions
p(r, t)|t=0 = p0, ∂p
∂t
|t=0 = 0. (1.5)
This can be used as a forward model to simulate the propagation of the acoustic waves,
or can be solved as an inverse initial value problem to reconstruct the initial pressure
distribution from the recorded pressure time signals. In the latter case, we denote the
reconstructed initial pressure distribution by pobs0 , and it is this which constitutes the
PAT image. There are several methods available for reconstructing the initial pressure
distribution, including time-reversal and filtered back-projection [20]. In QPAT, it is typ-
ically assumed that the initial pressure distribution has been reconstructed sufficiently
accurately. The remaining problem is then to determine quantitatively accurate spatial
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maps of the chromophore concentrations.
The chromophore concentrations are related to the absorption coefficient via the linear
sum
µa(r, λ) =
K∑
k=1
αk(λ)ck(r), (1.6)
where αk is the specific absorption coefficient of the kth chromophore, and ck is its
concentration. The specific absorption coefficients are typically known for chromophores
present in biological tissue (see Section 2.3). This means that the K chromophore con-
centrations can be recovered straightforwardly provided that a quantitative estimate of
the absorption coefficient µa is found for at least K different wavelengths. Furthermore,
it is possible that the system may be calibrated to find Γˆ; in this case, we can determine
the measured absorbed energy map hobs straightforwardly using
hobs =
pobs0
Γˆ
. (1.7)
Because of this, many inversion methods for QPAT aim to determine µa from the mea-
sured absorbed energy map hobs, under the assumptions that Γˆ is known a priori or can
be measured, the absorption spectra for the constituent tissue chromophores are known,
and that multi-wavelength measurements and a linear inversion for the chromophore
concentrations will follow.
1.3.1 Inherent challenges
Let us assume that Γˆ is known a priori, or can be accurately measured, as discussed
above. Let us also assume that the specific absorption coefficients are known for the
chromophores of interest. We are now concerned with whether we can determine µa
from the measured absorbed energy map hobs. The following properties are inherent
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to the inverse problem, and arise regardless of the inversion approach or experimental
setup.
1.3.1.1 Nonlinearity
The absorbed energy is given by
hobs = µaΦ(µa, µs), (1.8)
so that the hobs depends nonlinearly on µa. Were it possible to somehow measure the
light fluence, finding µa given hobs would be straightforward. While methods for mea-
suring the fluence exist, e.g. DOT, they are limited by their poor spatial resolution, and
hence do not provide a sufficiently accurate estimate of µa. The light fluence therefore
remains unknown, and depends nontrivially on both the unknown optical absorption µa
and the unknown optical scattering coefficient µs.
1.3.1.2 Spectral colouring and structural distortion
In an arbitrary region of tissue, the optical coefficients and fluence will vary both with
wavelength λ and position r, so that equation 1.8 can be written as
hobs(r, λ) = µa(r, λ)Φ(r, λ;µa(r, λ), µs(r, λ)). (1.9)
The fluence at a given point will depend on the distribution of the optical coefficients
over the entire illuminated volume. The spectra of all of the chromophores and the
scatterers in this volume will therefore be encoded onto the absorbed energy spectrum
at this point. To see this, consider two spectrally distinct absorbers located such that one
lies directly beneath the other. In this case, the light must pass through the one absorber
to reach the absorber beneath, so that the absorbed energy spectrum of the latter will
consist of the spectral characteristics of both. As tissue is a highly scattering medium,
this kind of spectral cross-talk can occur even if two absorbers are located side by side
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at the same depth, or, if there is enough backscattering, from a deeper absorber to one
above.
As well as being a function of wavelength, the fluence is also a function of position and
therefore affects the absorbed energy map spatially as well as spectrally. It is therefore
not appropriate to assume that the PAT image is directly proportional to µa, and perform-
ing a simple linear inversion to recover the chromophore concentrations directly from
hobs is unlikely to be successful. The structural distortion of a PAT image by the fluence
distribution can be seen in Figure 1.6. This shows a PAT image of a homogeneously
absorbing tube of ink which has been positioned so that there is some overlapping of the
tube. This results in distortion and a shadowing effect in some parts of the image, two of
which are highlighted by arrows. There are some exceptions, for example, if the target
is optically homogeneous (though this rarely occurs in biological tissues in vivo), or in
the case of optical resolution photoacoustic microscopy (OR-PAM), which images highly
superficial features within a few hundred micrometres of the surface.
F I G U R E 1 . 6 : Structural distortion of a PAT image due to the light fluence. In this
image, a homogeneously absorbing tube of ink (left-hand image) is used as the target
to obtain a 3D PAT image (central and right-hand images). The image is proportional
to the product of the absorption coefficient and the optical fluence. Since the fluence
is a function of position as well as wavelength, the measured PAT image can distort the
image structurally as well as spatially. A PAT image cannot therefore be considered to
be directly proportional to the absorption coefficient.
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1.3.1.3 Nonuniqueness
In Chapter 3, we will look at methods for determining the absorption coefficient from a
PAT image given that scattering is known a priori. In practice, the scattering coefficient
may not be known, and it may be difficult to measure or estimate the optical scattering
within a given region of tissue. In this case, the absorption and scattering coefficients will
need to be recovered simultaneously from the measured images. However, determining
both optical coefficients from a single PAT image obtained using a single wavelength may
not have a unique solution. The incorporation of additional information from multiple
PAT images, obtained using either multiple illumination positions or multiple optical
wavelengths, can be used to ensure a unique solution [22–33]. The use of multiple
illuminations has also been shown to improve the stability of the reconstruction [34].
The nonuniqueness problem is discussed in more detail in Section 3.4.1.
1.3.2 Practical challenges
These challenges arise due to practical requirements of the inversion method or possible
limitations of the experimental setup.
1.3.2.1 Acoustic reconstruction
In most of the literature for QPAT, it is typically assumed that the initial pressure dis-
tribution has been recovered accurately. In practice, the acoustic inverse problem will
need to be solved first, and the reconstructed initial pressure distribution will provide the
measurement data from which the absorption coefficient should be recovered. Although
the acoustic inverse problem is considered largely solved, there are still difficulties in
recovering a quantitatively accurate estimate of the initial pressure distribution for partic-
ular measurement surfaces and unknown and/or heterogeneous acoustic properties [21].
In this work, we will assume that an accurate solution for the acoustic inverse problem
has been found. Appendix C discusses the inclusion of the acoustic propagation and
reconstruction in the simulation of the measurement data used for the QPAT problem.
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1.3.2.2 Accuracy of the light model
For model-based inversion methods, the accuracy of the computational light model used
to simulate the transportation of light through the tissue will be an important factor in
determining the practicality and success of the method. The radiative transfer equation
provides a rigorous, mathematical description of the transportation of particles of en-
ergy throughout a scattering medium, however, its complexity means that an analytical
solution is unavailable for anything but the simplest of tissue geometries. A numerical
implementation of the RTE can be used to produce a highly accurate model of light
transport in biological tissue, although the computational effort required to solve it can
become impractical for large problems. Approximations to the RTE can provide a much
more tractable model, however, quantitative accuracy in all regions of interest must be
ensured for the model to be sufficient for QPAT. In Section 2.4, we will discuss various
models of light transport in biological tissue and their applicability to QPAT.
1.3.2.3 Large-scale
For 3D photoacoustic data sets, model-based minimisation schemes can quickly become
impractical; the chosen minimisation scheme may require so much computational mem-
ory for a 3D inversion that its implementation is not feasible, or the complexity of the
numerical model may mean that such an inversion is extremely time-consuming. Since
PAT images are inherently 3D, these limitations must be overcome before a model-based
inversion scheme can be successfully and routinely applied to experimental data. Sec-
tion 3.5.2 discusses the importance of computational efficiency in proposed methods for
QPAT.
1.3.2.4 Grüneisen coefficient
In QPAT, the PA efficiency parameter, Γˆ, is typically assumed to be known a priori. In
practice, it is not likely that this will be the case, nor is it likely that Γˆ will be easy to
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estimate or to measure. In this thesis, we will assume that the PA efficiency parameter is
known and constant such that Γˆ(r) = 1 ∀r ∈ Ω, and hence
p0 = h = µaΦ. (1.10)
Appendix B discusses the validity of this assumption, and proposes a method for dealing
with an unknown Γˆ.
1.4 Structure of the thesis
The thesis is structured as follows.
In Chapter 2, a brief overview of the processes involved in the propagation of light
through biological tissue is provided. Here, we discuss the optical properties of tissue
and review common mathematical methods used for modelling light transport. In par-
ticular, the radiative transfer equation (RTE), an analytical expression to describe the
propagation of light in biological tissue, is introduced. Chapter 3 provides a detailed
review of existing inversion methods for QPAT. Chapter 3 also outlines the challenges
involved in the simultaneous reconstruction of the optical absorption and scattering coef-
ficients, and discusses the application of these methods to 3D data. Chapter 4 proposes,
derives and demonstrates the use of a gradient-based minimisation scheme for QPAT,
which utilises the full RTE to determine quantitative estimates of the optical absorption
coefficient from 2D simulated PAT images given that the scattering is known a priori.
Chapter 4 also looks at how well the absorption coefficient can be reconstructed when
the scattering is incorrectly assumed to be a homogeneous distribution. In Chapter 5,
the gradient-based method is extended to the case where both optical coefficients are
unknown and heterogeneous.
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The RTE explicitly considers the light as a function of angle at every position, and so
3D inversions using the RTE will be computationally intensive and time-consuming. To
tackle this, Chapter 6 proposes the use of the δ-Eddington approximation to the RTE in
a gradient-based minimisation scheme for QPAT. The δ-Eddington approximation first
models the collimated light, found straightforwardly using the Beer-Lambert law, and
uses this as the source term to determine the scattered light, which is the solution to
a diffusion equation. The sum of the collimated and scattered fields then provides the
total field, which more accurately models the light in those regions where the DA breaks
down. The delta-Eddington approximation is therefore a more suitable model for QPAT,
since it is simultaneously accurate and tractable enough to use in a 3D gradient-based
minimisation scheme. Numerical examples in Chapter 6 demonstrate the ability of the
gradient-based method which uses the delta-Eddington approximation to successfully
recover quantitative estimates of optical absorption and scattering from noisy, simulated
3D PAT images.
Finally, the overall conclusions of the thesis can be found in Chapter 7.
Chapter 2
Light transport in turbid media
The transportation of light through a turbid medium such as biological tissue can be
described through electromagnetic theory and transport theory [35]. Electromagnetic
theory starts with Maxwell’s equations, which can provide exact expressions in the case of
a uniform, non-scattering medium. However, because of the inhomogeneity of biological
tissue, analytic approaches using Maxwell’s equations do not lead to solvable equations
for any case of practical interest in tissue. An approach that has proven effective is the
photon transport equation that describes the transfer of energy through a turbid medium
[36]. In transport theory, phase and polarisation are typically ignored, and the light is
considered as packets of energy rather than photons in a quantum sense.
As light travels throughout a turbid medium, its propagation is characterised mainly by
two phenomena: the absorption of light by chromophores in the tissue and the scattering
of light within the tissue. The overall effect of the absorption process is the loss of inten-
sity of light throughout the medium. In a non-scattering medium, this can be described
by an exponential decay. Scattering occurs when light traversing the medium is forced
to change its direction of propagation. If the scattering event does not result in a change
of energy in the photon, the process is known as elastic scattering.
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The propagation of light in a scattering medium is sometimes described in terms of
discrete particles and sometimes in terms of a continuous flow of energy. A photon with
frequency ν s−1 has energy hν J, where h ≈ 6.626× 10−34 J s is Planck’s constant. When
describing the light in terms of photons, a key quantity is the number of photons per unit
volume travelling in a direction sˆ at a particular time t. This is the directional photon
density (units mm−3), which we will denote by P(r, sˆ, t), where r ∈ Ω ⊂ Rn, n = 2, 3 is a
point in the tissue region Ω, sˆ ∈ Sn−1 is the direction of travel and t denotes continuous
time. The equivalent expression in terms of energy flow is the radiance φ (units W
sr−1 mm−2), which is the rate of energy flow per unit area in a particular direction sˆ at
position r and time t, and is given by
φ(r, sˆ, t) = hνcP(r, sˆ, t), (2.1)
where c ≈ 3 × 108 m s−1 is the speed of each photon. Another useful quantity is
the number of photons per unit volume travelling in any direction at a particular time,
denoted F(r, t) and with units of mm−3, which is the integral of P over all directions,
i.e.
F(r, t) =
∫
Sn−1
P(r, sˆ, t) dsˆ, (2.2)
and is referred to as the photon density. The equivalent energy term is the fluence rate,
given by
ϕ(r, t) =
∫
Sn−1
φ(r, sˆ, t) dsˆ = hνcF(r, t), (2.3)
which has units of W mm−2. This should not be confused with the fluence, denoted Φ,
which is the time-integrated fluence rate, that is,
Φ(r) =
∫
ϕ(r, t) dt, (2.4)
and has units of J mm−2. In this thesis, we will typically use the quantities φ and Φ to
describe the light propagation.
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2.1 Absorption
The overall effect of the absorption of light in a particular medium is the loss of intensity
as it travels further through the medium. A relationship between the intensity of light
in a purely absorbing medium was first determined by Bouguer before 1729, and was
formulated again mathematically by Lambert in 1760. The expression, sometimes known
as the Lambert-Bougeur law, describes how each layer dl of the medium absorbs the same
fraction dI/I of collimated radiation for a constant absorption coefficient µa, which
has units of reciprocal length (say, mm−1). The absorption coefficient of a material
hence describes the rate at which a photon is absorbed per unit length, so that a larger
absorption coefficient means that the light is weakened more quickly as it passes through
the medium. The absorption coefficient will be dependent on the density of the light-
absorbing molecules present within a particular medium, for example, in blood it will
be the density of haem molecules that determine µa. Let us denote the density of
chromophores, which is the particle count per unit volume (units mm−3), by ρ, and
the absorption cross-section of the chromophore by σa, (units mm−2). If the medium
contains only one type of chromophore, the absorption coefficient can be expressed as
µa = ρσa. (2.5)
For media containing a number of different absorbing compounds, say, K, the absorption
coefficient can be written as the sum of the individual coefficients:
µa =
K∑
k=1
ρσka , (2.6)
where σka is the absorption cross-section of the k
th chromophore. To derive the Lambert-
Bouguer law, consider a collimated beam incident in the z-direction on an infinitesimally
thin slice of tissue. The amount of radiation absorbed by the tissue as it travels through
the slice is related to the radiation incident on the slice I, the absorption coefficient
throughout the slice µa and the depth of the slice dz by
dI = −Iµadz, (2.7)
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or, equivalently,
dI
I
= −µadz. (2.8)
Integrating this equation gives
ln(I) = −µaz + C, (2.9)
where C is an arbitrary constant of integration. The Lambert-Bouguer law is derived by
considering the difference between Equation (2.9) evaluated at z = 0 and z = L, which
is
ln(IL)− ln(I0) = −µaL+ C + µa · 0− C
⇒ ln
(
IL
I0
)
= −µaL
⇒ IL = I0 exp(−µaL), (2.10)
where IL and I0 are the values of the light intensity at position z = L and z = 0,
respectively. This can be extended to the case where µa is heterogeneous, in which case
the relationship becomes
I(z) = I0 exp
(
−
∫ z
0
µa(z
′) dz′
)
. (2.11)
In 1852, Beer extended the Lambert-Bouguer law by determining that the absorption
coefficient of a substance can be related to its concentration c diluted in a non-absorbing
medium:
µa(z, λ) = α(λ)c(z) (2.12)
where α is the specific absorption coefficient of the substance at the incident wavelength
λ. Substituting Equation 2.12 into Equation 2.10 gives the Beer-Lambert-Bouguer law
I(z) = I0 exp(−αcz), (2.13)
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Similarly to Equation 2.6, in a medium which contains K absorbing compounds, the
absorption coefficient can be written as the linear sum
µa(z, λ) =
K∑
k=1
αk(λ)ck(z), (2.14)
where the αk are the specific absorption spectra and the ck are the concentrations of
the chromophores. It should be noted that the Beer-Lambert-Bougeur law is sometimes
described in terms of the specific absorption spectra α and sometimes the specific extinc-
tion spectra . Both represent the level of absorption per micromole (or millimole) of
compound per mm (or cm), but the specific extinction spectra are described using base
10 logarithm units, while absorption is described using natural logarithm units. The
difference between them is therefore a scaling factor of ln(10), so that
α = ln(10) ≈ 2.3. (2.15)
2.2 Scattering
The scattering coefficient µs is the probability per unit length that light will be scattered.
In a purely scattering medium, a proportion of the light is scattered out of the light beam
and the radiance will decay. Similar arguments to those that describe the absorption of
light can be applied to the scattering coefficient to find that
I(z) = I0 exp (−µsz) , (2.16)
or
I(z) = I0 exp(−
∫ z
0
µs(z
′) dz′), (2.17)
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in the case of heterogeneous scattering.
When light strikes a particle with an index of refraction different from its environment,
the light is refracted. The angle at which the light is bent will be a function of the size
and shape of the particle as well as the wavelength of the incident light and the incidence
angle of the light [37]. In general, each particle will have a different scattering profile,
called the scattering phase function. The scattering phase function, often referred to
as simply the phase function, has no connection with the phase of the incident light
waves, and would be more appropriately called the scattering function. The scattering
phase function will differ in general from particle to particle, and so for simplicity it
is common to approximate the average behaviour of a group of photons by using an
average scattering phase function for the entire domain. The average scattering phase
function Θ(sˆ, sˆ′) is used to describe the probability that a photon travelling in a direction
sˆ will be scattered into a different direction sˆ′. There are a number of ways to normalise
this phase function, and one common method is to force the requirement that the integral
of Θ over all possible angles is equal to unity, so that
∫
Sn−1
Θ(sˆ, sˆ′) dsˆ′ = 1, (2.18)
where Sn−1 is the set of all possible directions for dimension n. This condition does not
permit the phase function to describe absorption of light by the particle, and hence the
phase function is a description of only the distribution of scattering by the particle. The
scattering phase function is further constrained by assuming that scattering is axially
symmetric relative to the original propagation direction, so that Θ(sˆ, sˆ′) = Θ(sˆ′, sˆ) (see
Figure 2.1). This means that the Θ(sˆ, sˆ′) = Θ(sˆ · sˆ′), so that the scattering phase func-
tion depends only on the angle θ between the forward (unscattered) direction and the
scattered beam direction, since
sˆ · sˆ′ = cos θ. (2.19)
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F I G U R E 2 . 1 : The symmetry of the phase function means that the probability of
a photon travelling in a direction sˆ has the same probability of being scattering at an
angle α as it does of being scattering at an angle θ, so that scattering is axially symmetric
relative to the unscattered direction.
A common phase function when considering biological tissue is the Henyey-Greenstein
phase function [38], given by
ΘHG(sˆ, sˆ
′) =
1
4pi
1− g2
(1 + g2 − 2g(sˆ · sˆ′))3/2 , (2.20)
which has the 2D analogue
ΘHG(sˆ, sˆ
′) =
1
2pi
1− g2
(1 + g2 − 2g(sˆ · sˆ′)) . (2.21)
The scattering is characterised by the anisotropy factor g, which is described by the mean
cosine of the scattering angle
g =
∫ 1
−1
(sˆ · sˆ′)Θ(sˆ · sˆ′) d(sˆ · sˆ′). (2.22)
Anisotropy is the property of being directionally dependent, and so g is a measure of the
direction of the single scattering pattern and has values of −1 < g < 1; a value of g = 0
implies that the scattered light is distributed equally over all angles (isotropy), while
g > 0 and g < 0 correspond to forward- and backward-dominated scattering of the light,
respectively. In biological tissue, light has been shown to be scattered predominantly in
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the forward direction [39].
2.3 Optical properties of biological tissue
Although the absorption of light in tissue at near-infrared (NIR) wavelengths is relatively
low, the difference in the absorption spectra of the main chromophores is significantly
different (see Figure 2.2). The main constituents of tissue are water, haemoglobin (to
include oxyhaemoglobin and deoxyhaemoglobin) and lipids, and the change in their
absorption levels depending on what excitation wavelength is used to obtain a photoa-
coustic image can be exploited. For example, one may wish to obtain an image of the
lipid content of a blood vessel in order to monitor the progression of atherosclerosis. In
this case, the blood vessel could first be identified by obtaining a photoacoustic image
at a wavelength where haemoglobin is highly absorbing, and the lipid content of the
vessel could then be seen by obtaining another image using a wavelength where the lipid
absorbs more strongly.
F I G U R E 2 . 2 : Specific absorption spectra of common tissue chromophores, namely
oxyhaemoglobin, deoxyhaemoglobin, water and lipid (fat), in the near-infrared wave-
length range. These spectra were obtained from [40] (water), [41] (oxy- and deoxy-
haemoglobin) and [42] (lipid).
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The attenuation of light in soft tissue is the main factor limiting the depth of a PAT image.
At NIR wavelengths the absorption of light by the main constituents of tissue, namely
water and haemoglobin, is low. Tissue is thus at its most ‘transparent’, meaning the light
is attenuated the least, when the light source is in the NIR range. The attenuation of
light within biological tissue is characterised by the effective attenuation coefficient µeff ,
which is dependent on the absorption coefficient µa and the scattering coefficient µs. The
absorption and scattering coefficients of a material describe the probability that a photon
will be absorbed or scattered per unit length, respectively. The effective attenuation
coefficient is defined as
µeff =
√
3µa(µa + µ′s), (2.23)
where µ′s is the reduced scattering coefficient, given by
µ′s = µs(1− g). (2.24)
At depths greater than several transport mean free paths, where a transport mean free
path l is defined as the reciprocal of the total attenuation coefficient µt, with
l =
1
µt
=
1
(µa + µs)
, (2.25)
which is the mean distance between photon interactions, the light becomes diffuse and
the fluence rate ϕ will decrease exponentially with distance from the source with decay
constant µeff , so that the fluence, Φ, is given by
Φ(r) = Φ0 exp(−µeffr), (2.26)
where Φ0 is the fluence at the tissue surface. The optical penetration depth, which is the
depth at which the fluence has decreased to 1/e, is found by taking the natural logarithm
of Equation 2.26 and setting Φ(r) = 1/e:
ln(Φ(r)) = −µeffr⇒ ln(1)− ln(e) = −µeffr⇒ r = 1
µeff
. (2.27)
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To estimate this depth we assume that the tissue has a physiologically realistic tissue
composition of Hb02 and HHb (1% by volume with 95% sO2), water (74% by volume)
and lipid (25% by volume) [13]. The absorption coefficient is then given by the weighted
sum of the contribution from each constituent’s absorption coefficient, i.e.
µa = 0.74µwater + 0.24µlipid + 0.095µHbO2 + 0.005µHHb. (2.28)
These parameters can be found using the data displayed in Figure 2.2, which at a wave-
length of 1000 nm provides a value of µa = 0.035 mm−1. Using additional physiological
estimates µs = 1.6 mm−1 and g = 0.9, the effective attenuation coefficient µeff ≈ 0.14.
The 1/e optical penetration depth is then calculated from r = 1/µeff ≈ 7mm. This
limitation is one of the major challenges of PA imaging, as it means that the light has
been reduced by around 37% of its value at the surface after travelling approximately
7 mm. After another 7 mm, the light will have decreased by a factor of 1/e2, about
74% of its surface value. Despite this limitation, an informed choice of wavelength and
optimisation of the light delivery, as well as the consideration of illuminating from more
than one position, has lead to the attainment of PA images at several centimetres below
the tissue surface.
2.4 Models of light transport
Transport theory describes mathematically the movement of particles, where the random
nature of particles is described by a field of probability density functions or distribution
functions. Transport theory can be modelled through stochastic methods, which model
individual particle interactions, or deterministic methods, which describe the transporta-
tion of particles using partial differential equations. One of the most important equations
in transport theory is Boltzmann’s transport equation, and when describing low-energy
photon transport this equation is often referred to as the radiative transfer equation
(RTE), or linear transport equation. Though analytic solutions to the RTE exist for the
most simple geometries, numerical methods are typically required to solve the RTE for
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more general domains.
2.4.1 The Monte Carlo method
The Monte Carlo (MC) method is a popular stochastic method for modelling light prop-
agation in biological tissue [43], and is often chosen as the reference method to which
other solutions are compared. The MC method is based on the random walks that pho-
tons make as they travel through a turbid medium. In MC modelling, ‘photon packets’
which have an initial ‘weight’ are launched into a medium and may be absorbed, scat-
tered, propagate undisturbed, internally reflected or transmitted out of the tissue [44].
Once launched, the photon is moved a distance where it may be scattered, lose energy
through absorption, propagated undisturbed, internally reflected, or transmitted out of
the tissue. The photon is repeatedly moved until it either escapes from or is absorbed
by the tissue, i.e. its weight drops below some user-defined tolerance. If the photon
escapes from the tissue, the reflection or transmission of the photon is recorded. If the
photon is absorbed, the position of the absorption is recorded and its weight reduced.
This process is repeated until the desired number of photons have been propagated. If N
is the total number of photon packets which has been propagated, the absorbed energy
distribution obtained using MC approaches the analytical solution to the RTE as N →∞.
The MC model is considered the ‘gold standard’ in describing photon transport in biolog-
ical tissue, though Monte Carlo simulations are often computationally inefficient, since a
large number of samples may be required to obtain a desirable degree of precision. This
is because the probabilistic error bound decreases as the reciprocal square root of the
number of photon packets (1/
√
n, where n is the number of photon packets), so that
achieving one more decimal digit of precision requires 102 = 100 more iterations [45].
Variance reduction methods attempt to combat this, but often do not overcome the slow
reduction of the error bound [44]. The problem can be overcome by parallelising the
method, whereby multiple threading allows different parts of the problem to be executed
at the same time to improve efficiency, and indeed the independence of each sample
means that the MC method is well suited to parallelisation. The availability of large
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computing clusters and clusters of graphical processing units is increasing quickly, and so
Monte Carlo methods are become increasingly faster [46]. In the case of QPAT, a further
problem arises, since MC models require that each new absorption distribution must
be coded for, making the model particularly unsuitable for iterative methods, which are
shown in Chapter 3 to be a useful technique in solving the inverse problem. Furthermore,
the fact that stochastic methods such as Monte Carlo are not governed by a set of partial
differential equations means that they are not suitable for inversion methods which re-
quire manipulation of the governing equations. Whilst not particularly suited to the type
of inversion technique proposed in this thesis, Monte Carlo methods provide a simple, ac-
curate model of light transport that can be used to validate other numerical light models.
2.4.2 The radiative transfer equation
The propagation of light through a turbid medium is affected by absorption, emission
and scattering, and the RTE is an integro-differential equation which accurately describes
these processes. The RTE can be derived via the principle of energy conservation, by
equating the rate of change of the number of photons within some small control volume
∆V in a time ∆t and travelling in a direction sˆ with the amount of photons entering
or leaving at a given time. Recall from Section 2.4 that the directional photon density
P(r, sˆ, t) is the number of photons at a point r travelling in a direction sˆ at a time t. The
terms of the RTE are calculated by noting that a photon travelling at a speed c can travel
a distance c∆t in a time ∆t, so that the change in the number of photons within ∆V
travelling in a direction sˆ in a time ∆t is given by (∆t∆V )∂P(r, sˆ, t)/∂t. This is then
equated to
• the number of photons travelling in a direction sˆ that are injected into ∆V in a
time ∆t by means of a source of photons Q, which is given by (c∆t∆V )Q(r, sˆ, t);
• minus the net outflow of photons travelling in a direction sˆ in ∆V in time ∆t due
to the gradient ∇P(r, sˆ, t), given by (c∆t∆V )sˆ · ∇φ(r, sˆ, t);
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• minus the number of photons travelling in a direction sˆ that are absorbed into
∆V in a time ∆t, given by (c∆t∆V )µa(r)P(r, sˆ, t), where µa is the absorption
coefficient;
• minus the number of photons travelling within ∆V in a direction sˆ that are scat-
tered into another direction in a time ∆t, given by (c∆t∆V )µs(r)P(r, sˆ, t), where
µs is the scattering coefficient;
• plus the number of photons travelling within ∆V in a direction sˆ′ that are scattered
into the direction sˆ in a time ∆t, given by (c∆t∆V )µs
∫
Sn−1 Θ(sˆ, sˆ
′)P(r, sˆ′, t) dsˆ′,
where Sn−1 is the set of all possible directions in dimension n and Θ is the scatter-
ing phase function.
F I G U R E 2 . 3 : Contributing terms in the radiative transfer equation (RTE). The RTE is
derived by considering the conservation of energy at a particular point within a small
control volume, at a particular time, and travelling in a particular direction. Energy can
be gained from a source or from the scattering of photons into the direction of interest,
or can be lost due to absorption, the scattering of photons out of the direction of interest,
or through the net outflow due to the gradient.
Figure 2.3 illustrates the processes which contribute to derivation of the RTE. Recall
from Section 2.4 that the directional photon density is equal to P = hνφ, where hν is
the energy of the photon and φ = φ(r, sˆ, t) is the radiance. Substituting this expression
32 Chapter 2 : Light transport in turbid media
into the above terms and rearranging a little gives us the radiative transfer equation:
1
c
∂φ
∂t
(r, sˆ, t) = q(r, sˆ, t)− (sˆ · ∇+ µa(r) + µs(r))φ(r, sˆ, t)
+ µs(r)
∫
Sn−1
Θ(sˆ, sˆ′)φ(r, sˆ′, t) dsˆ′, (2.29)
where q is a source of energy with q = hνQ. In photoacoustic imaging, the time-scale of
the optical problem is so short in comparison with the acoustic part of the problem that
it can be considered to be instantaneous [13]. This means that in PAT we are interested
in the total energy deposited during this very small amount of time, and so the RTE is
integrated with respect to time t to obtain the time-independent RTE:
(sˆ · ∇+ µa(r) + µs(r))φ(r, sˆ) = µs(r)
∫
Sn−1
Θ(sˆ, sˆ′)φ(r, sˆ′) dsˆ′ + q(r, sˆ). (2.30)
Assuming that no photons travel in an inward direction at the boundary ∂Ω except at
the source position rs ⊂ ∂Ω gives the boundary condition
φ(r, sˆ) =

φ0(r, sˆ), r ∈ ∪rs, sˆ · nˆ < 0
0, r ∈ ∂Ω \ ∪rs, sˆ · nˆ < 0,
(2.31)
where φ0 is the boundary source and nˆ is a unit vector normal to ∂Ω.
The general solution to the RTE is not known, and analytic solutions are limited to sim-
ple conditions and geometries. Numerical solutions can be made to solve the RTE for
more versatile conditions and arbitrary geometries, though since in PAT we are generally
interested in three-dimensional images, a numerical solution to the RTE will still require
significant computational memory and time due to the angular dependence of the phase
function. This is due to the fact that the solution φ(r, sˆ) is a function of angle at each
point within the domain, so that a three-dimensional problem essentially becomes a
five-dimensional problem (in this case the radiance is a function of five variables: the
radiance is a function of five variables: three in the r vector and two in the sˆ unit vector).
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2.4.3 Pn approximations
One way to simplify the RTE is to express the directional dependence as a sum of
spherical harmonics [47], the angular portion of the solution to Laplace’s equation in
spherical coordinates. In this case, the quantities in Equation 2.29 are substituted with
φ(r, sˆ, t) =
∞∑
l
l∑
m=−l
(
2l + 1
4pi
) 1
2
Ψl,m(r, t)Yl,m(sˆ), (2.32)
q(r, sˆ, t) =
∞∑
l
l∑
m=−l
(
2l + 1
4pi
) 1
2
ql,m(r, t)Yl,m(sˆ), (2.33)
where Yl,m is the spherical harmonic of order l and degree m, given by
Yl,m(sˆ) =
((
2l + 1
4pi
)
(l − |m|)!
(l + |m|)!
)1/2
(−1) 12 (m+|m|)P |m|l ((sˆ · sˆ′))eimϑ, (2.34)
where Pl is the associated Legendre polynomial and the normalisation factor ((2l +
1)/(4pi))
1
2 has been introduced for convenience in all cases [47]. Usually the form of the
scattering phase function Θ is not known, and since biological tissues have a complex
structure, determining its form is nontrivial. The Henyey-Greenstein phase function
(2.20) can also be written as an infinite sum of Legendre polynomials
ΘHG =
∞∑
l=1
2l + 1
4pi
glPl(sˆ · sˆ′). (2.35)
These approximations can be substituted back into Equation 2.29 and, after some algebra,
the resulting expression can be written as an infinite set of coupled partial differential
equations. The PN approximation is then obtained by assuming that Ψl,m = 0 for l > N ,
allowing us to reduce the number of equations to as many as are needed (or can be dealt
with) for the desired accuracy.
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2.4.4 Diffusion approximation
By using the spherical harmonics approximations to the radiance, source and the scatter-
ing phase function, the angular dependence can be removed entirely, resulting in a more
tractable, albeit less accurate, model of light transport. The diffusion approximation
(DA) to the RTE can be derived by truncating the infinite set of PN approximations at
N = 1, by assuming that Ψl,m = 0 for l > 1 [47]. This results in a new phase function,
sometimes called the Eddington phase function, given by
ΘE =
1
|Sn−1|(1 + 3g(sˆ · sˆ
′)). (2.36)
The truncation of the radiance at N = 1 means that the radiance can be expressed as
φ(r, sˆ) =
1
|Sn−1|Φ(r) +
n
|Sn−1| sˆ · J(r), (2.37)
where n is the dimension of the domain (n = 2, 3), Φ is the fluence and J is the radiant
flux vector, defined by
Φ(r) =
∫
Sn−1
φ(r, sˆ) dsˆ, J(r) =
∫
Sn−1
φ(r, sˆ)sˆ dsˆ. (2.38)
A similar approximation of the source term leads to
q(r, sˆ) ≈ 1|Sn−1|q0(r) +
n
|Sn−1| sˆ · q1(r) (2.39)
where q0 and q1 are the isotropic and dipole components of the source, respectively, with
q0(r) =
∫
Sn−1
q(r, sˆ) dsˆ (2.40)
q1 =
∫
Sn−1
sˆq(r, sˆ) dsˆ. (2.41)
In the time-independent case, this leads to a pair of coupled equations
µa(r)Φ(r) +∇ · J(r) = q0(r) (2.42)
J(r) = −κ(r)∇Φ(r) + 3κ(r)q1, (2.43)
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where κ is the diffusion coefficient, defined by
κ =
1
3(µa + µs(1− g)) . (2.44)
Assuming the source is isotropic means that q1 = 0, which enables the derivation of the
DA
(µa −∇ · κ(r)∇)Φ(r) = q0(r). (2.45)
The DA cannot satisfy the boundary condition Equation 2.31. Instead, it is often replaced
by the approximation that the total inward current is equal to zero [48], i.e.
∫
sˆ·nˆ<0
φ(r, sˆ)(sˆ · nˆ) dsˆ = 0. (2.46)
Substituting the approximation Equation 2.37 leads to a Robin boundary condition for
the DA [48, 49]
Φ(r) +
1
2γn
κ(r)nˆ · ∇Φ(r) = 0, r ∈ ∂Ω, (2.47)
where γ2 = 1/pi and γ3 = 1/4. The expansion of the radiance and phase function into
spherical harmonics is one of a number of ways to derive the DA [36, 47, 50], and
although the details have been omitted, the derivation of the diffusion equation above
closely follows that of [36].
For a homogeneously absorbing and scattering medium, an analytical solution to the DA
can be found using the free-space Green’s function, G0 [51–53]. G0 is the solution to
(µa − κ∇2)G0(r, r′) = δ(r), and (in the 3D case) is given by
G0(r, r
′) =
exp(−µeff ‖r− r′‖)
4pi ‖r− r′‖ , (2.48)
where µeff is called the effective attenuation coefficient, and is defined by
µeff =
√
3µa(µa + µ′s). (2.49)
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The solution to the DA can then be found from
Φ(r) =
∫
Ω
G0(r− r′)q0(r′) dr′. (2.50)
For heterogeneous media, numerical implementations of the DA must be used to obtain
a solution.
The removal of angular dependence and reduction to a diffusion equation means that
solving the DA numerically requires much less computational effort to solve than a nu-
merical implementation of the RTE. However, the effect of using this approximation to
the scattering phase function is that the scattering of light is assumed to be near-isotropic
throughout the entire domain, though, as discussed in Section 2.4.2, the scattering of
light in biological tissue is highly forward-peaked and will not behave diffusely until
at least a few scattering events have occurred. This move into the diffusive regime oc-
curs around a few transport mean free paths away from the source, where a transport
mean free path is given by l = (µa + µs(1− g))−1. For this reason, the DA breaks down
at regions within a few transport mean free paths from any light sources, where the
scattering of light in tissue cannot be considered diffuse. For PAT these regions may be
significantly large and contain information of great interest. The DA is therefore not
likely to be accurate enough to provide sufficiently accurate quantification of the optical
properties of the tissue region required for QPAT.
2.4.5 Delta-Eddington approximation
Another phase function that may be suitable for modelling the transportation of light in
biological tissue is the δ-Eddington phase function [54]. The δ-Eddington phase function
incorporates a modification to the Eddington phase function 2.36 to account for the
forward-scattering of the light. The δ-Eddington phase function is given by
Θδ−E =
1
4pi
[
2fδ(1− (sˆ · sˆ′)) + (1− f)(1 + 3gˆ(sˆ · sˆ′))] , (2.51)
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where f is the fraction of light scattered into the forward peak and gˆ is the modified
anisotropy factor. As f → 1, the δ-Eddington phase function approaches a delta function,
and as f → 0 it reduces to the Eddington phase function [55]. The substitution of
the δ-Eddington phase function into the RTE also allows the reduction of the transport
equation to a diffusion equation. A full derivation of this approximation can be found in
Chapter 6, where we will consider the applicability of the δ-Eddington approximation to
QPAT in greater detail.

Chapter 3
QPAT inversion schemes
Various approaches to tackling QPAT have been proposed. Early suggestions have in-
volved invasive or clinically inapplicable methods such as tissue excision [56] or the
embedding of absorbers beneath the skin [57]. Others have required additional infor-
mation, such as the incorporation of contrast agents [58] or the use of measurements
obtained using another imaging modality, e.g. optical tomography [59]. The most recent
inversion methods have taken a model-based approach in order to incorporate an accu-
rate description of the light propagation and reduce the number of approximations and
produce higher accuracy in the reconstructions. This chapter provides a detailed review
of the existing inversion methods for QPAT. We begin by looking at methods which
assume that the medium is non-scattering (Section 3.1). Following this, we will review
those methods which assume a known, homogeneous scattering coefficient (Section 3.2),
followed by those which have the ability to incorporate a known, heterogeneous scatter-
ing coefficient (Section 3.3). Finally, we review those methods which attempt to deal
with an unknown, heterogeneous scattering (Section 3.4), and their associated chal-
lenges.
39
40 Chapter 3 : QPAT inversion schemes
3.1 Non-scattering media
The simplest tissue geometry to consider is a homogeneously absorbing, non-scattering
half-space that is illuminated by an infinitely wide, collimated beam of light. Under these
conditions, the light field may be considered to be one-dimensional (1D), and the fluence
will decay according to the Beer-Lambert-Bouguer law (Equation 2.13). The absorbed
optical energy density can therefore be written as
h(z) = µaΦ0 exp(−µaz), (3.1)
where Φ0 is the incident fluence at the surface of the tissue (z = 0). The resulting
detected acoustic pressure signal will retain this exponential shape, and can be expressed
by
p(t) =
(
ΓˆµaΦ0
2
)
exp(−µac0t), (3.2)
where Γˆ is the PA efficiency, c0 is the sound speed and t is time. Acoustic reflections at
the surface are ignored here, but they can be straightforwardly included. In this case,
the fluence will attain its maximum value at the surface of the tissue, and so, if Γˆ and
Φ0 are known, the absorption coefficient µa (a scalar, since the tissue is homogeneously
absorbing) can be found. If either Γˆ or Φ0 is unknown, the absorption coefficient can be
estimated by fitting a curve to the exponentially decaying slope of the PA signal.
Guo et al. attempt to deal with the fact that Γˆ and Φ0 are unknown by proposing
a frequency-domain method which uses the ratio of PA acoustic spectra measured at
two optical wavelengths λ1 and λ2 [60]. The magnitude of the Fourier transform of
Equation 3.2, from time t to frequency ω, is
|P (ω)| =
(
ΓˆµaΦ0
2
)
1√
ω2 + (µac0)2
. (3.3)
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By taking the ratio of two measurements made at two different optical wavelengths, λ1
and λ2, the wavelength-independent PA efficiency parameter cancels, leaving
|P (ω, λ1)|
|P (ω, λ2)| =
Φ0(λ1)
Φ0(λ2)
√
(ω/µa(λ2))2 + c20√
(ω/µa(λ1))2 + c20
. (3.4)
By fitting this ratio to the measured acoustic spectra, Guo et al. derived absolute values
of µa at the two different wavelengths and also the ratio Φ0(λ1)/Φ0(λ2).
In order for Equation 3.4 to hold, and indeed for any 1D approximation to be applicable,
the medium properties and fluence distribution should be planar on the scale of interest.
Though this will not generally be the case, in some applications these assumptions may
be justified. For example, in [60], the quantification of µa was made using a photoacous-
tic microscopy (PAM) measurements, where the light beam is focused to a spot much
smaller than a typical blood vessel diameter. In this case, the domain of interest may be
considered to be homogeneously absorbing and non-scattering. Furthermore, since PAM
is only concerned with regions very close to the tissue surface, the fluence distribution
is dominated by ballistic photons and hence does not scatter significantly. However, the
restriction of the illumination zone to a small focal spot will not generate purely planar
acoustic waves. To be considered one-dimensional, the generated PA waves must be
planar from initiation up to detection. When the phase change across the acoustic sensor
array is significantly less than the acoustic wavelength, it may be reasonable to assume
the PA waves appear planar to the acoustic detector.
Techniques for QPAT which ignore the effects of light scattering will always be limited,
since in biological tissue the light is scattered significantly at depths beyond a few hun-
dred microns. In order to make accurate quantitative measurements at these depths, the
effects of scattering must be taken into account.
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3.2 Homogeneous scattering media
The introduction of optical scattering means that the fluence will no longer attain its
maximum at the tissue surface, but some distance below it due to backscattering. The
maximum amplitude of the signal may therefore no longer be used to estimate µa. Fur-
thermore, fitting an exponential to the decaying part of the curve will no longer recover
µa, since the decay rate of the fluence will now also depend on the optical scattering
coefficient µs. After a few transport mean free paths, where a transport mean free path
is defined as l = 1/µt, where µt is the total attenuation coefficient, given by
µt = µa + µs, (3.5)
the light has undergone several scattering events and become diffuse. Beyond this
point it will decay approximately as exp(−µeffz), where µeff is the effective attenuation
coefficient, given by
µeff =
√
3µa(µa + µ′s). (3.6)
In this case, a scaling factor can be introduced to modify the 1D solution to the DA to
account for the fact that the exponential decay model does not include the loss of light
back out of the tissue. Oraevsky et al. [61] used
Φ(z) ≈ (1 + 7.1Rd∞)Φ0 exp(−µeffz), z >> 1
µt
, (3.7)
where Rd∞ is the total diffuse reflectance from the surface. This means that the absorbed
energy is approximated by
h(z) ≈ µa(1 + 7.1Rd∞)Φ0 exp(−µeffz). (3.8)
The diffuse reflectance was measured, and the exponentially decaying part of the PA
signal was fitted to this curve. The absorption coefficient µa was then found by extrapo-
lating to z = 0. Fainchtein et al. [62] used a similar method, but instead modelled the
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diffuse reflectance as Rd∞ ≈ exp(−7µa/µeff).
In [63], Xia et al. used a similar approach to [60] (discussed in Section 3.1) by taking the
ratio of two PA images to remove the unknown, wavelength-independent PA efficiency
parameter. The ratio of two PA images at two different optical wavelengths is given by
p0(λ1)
p0(λ2)
≈ µa(λ1)Φ(λ1)
µa(λ2)Φ(λ2)
. (3.9)
The ratio of the fluence at the two wavelengths, in a one-dimensional setting, can be
written as
Φ(λ1)
Φ(λ2)
=
Φ0(λ1)
Φ0(λ2)
exp(−µeff(λ1)z)
exp(−µeff(λ2)z) . (3.10)
In [63], this ratio was approximated by the ratio of the fluences at the surface, that is,
Φ(λ1)
Φ(λ2)
≈ Φ0(λ1)
Φ0(λ2)
. (3.11)
This assumption therefore relies on the fact that the optical attenuation coefficient µeff
is the same at the two different wavelengths, which will rarely be satisfied in deep tissue
due to the differences in optical absorption and scattering at different wavelengths. This
work also looked at the ratio of PA images resulting from two blood oxygen saturation
values, sO2(a) and sO2(b). This second ratio relies on the assumption that the local
fluence does not change during the transition, i.e. Φ(λ1, sO2(a)) = Φ(λ1, sO2(b)). While
this may be true for very small changes in sO2, it will not hold in general.
3.2.1 Estimating blood oxygen saturation from PA measurements in blood
As the dominant chromophore in the near-infrared (NIR) window, haemoglobin is a
natural source of contrast for PA imaging. The ability to determine properties of blood
such as total haemoglobin and blood oxygen saturation (sO2) using PA methods are
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therefore of particular interest. Savateeva et al. [64] and Esenaliev et al. [65] deter-
mined the optical attenuation coefficient by fitting a curve to the exponential part of a
PA time series, and observed that the optical attenuations varied linearly with blood oxy-
gen saturation for the wavelengths investigated. This enabled relative changes in sO2 to
be inferred from the PA signal, though absolute values were not obtained in either study.
Laufer et al. [66–69] developed a series of papers which looked at determining absolute
values of chromophore concentrations. The work looked to gradually reduce the amount
of a priori knowledge in the problem and move closer to a more realistic tissue geom-
etry, beginning with 1D measurements of blood and later using 2D measurements of
tissue-mimicking phantoms. In [66], absolute blood oxygen saturation was determined
from 1D in vitro measurements of a saline suspension of red blood cells, and validated
with measurements made using a CO-oximeter. Two methods to determine sO2 were
investigated: one employed a linear forward model which assumed the PA signal am-
plitude is proportional to the absorption coefficient, and therefore that the fluence is
independent of optical wavelength. The other modelled the PA signal using the 1D δ-
Eddington approximation (see Section 2.4.5 and Chapter 6 for more information on the
δ-Eddington approximation), and iteratively adjusted for the concentrations of oxy- and
deoxyhaemoglobin. Both methods produced results that were comparable in accuracy to
the CO-oximeter, though the authors note that the success of the linear model is likely to
be due to the very simple geometrical conditions and limited range of optical coefficients
used in the study. It was also found that, despite these favourable conditions, the effects
of light scattering were significant enough to reduce the accuracy of the sO2 measure-
ments made using the linear technique. The iterative application of the δ-Eddington
approximation provided more accurate estimations of sO2. The incorporation of an ac-
curate light model such as the δ-Eddington approximation is a significant and perhaps
necessary step in the development of a general method for QPAT; a nonlinear model will
not only improve the accuracy of the recovered concentrations, but can also account for
an arbitrary tissue geometry and has the potential to be translated to three dimensions.
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This method was extended to determine spatially-resolved measurements of the absolute
concentrations of absorbers in a tissue phantom by using a 2D delta-Eddington light
model [67]. The optical parameters were recovered from a medium which consisted
of a purely scattering background and three blood-filled capillaries. The technique was
further extended to account for a background which was both absorbing and scattering
[68], and later to determining the concentrations of absorbers from 2D multiwavelength
PA images [69]. The main limitation of this technique is that it relies on prior knowledge
of the target geometry, which is either known or inferred from the PA image.
The methodology developed in this series of papers has so far failed to tackle many
aspects of the full problem of QPAT, in which the data is three-dimensional, the medium
is highly optically heterogeneous and a limited amount of information is known about
the target geometry. However, its ability to account for the effects of optical scattering
and the wavelength-dependence of the fluence, the fact that the technique has been
demonstrated with experimental data from tissue phantoms, and its potential to be ap-
plied to a full 3D QPAT inversion, make it arguably the best attempt at a practical and
general method for quantitative PA imaging to date. The work of Laufer et al. urges us
to conclude that a nonlinear model should necessarily be incorporated into the optical
inversion if quantitative results are desired, and has offered insight into how this may
be achieved in a more general experimental setting. This work has therefore been an en-
couraging and important intermediate step to achieving the eventual goal of recovering
3D maps of chromophore concentrations. To move further towards this goal, however,
some nontrivial extensions to the method must be made, such as the incorporation of a
3D light model, the use of more efficient minimisation routines, and the application of
the method to 3D absorbed optical energy images reconstructed from PA signals recorded
over a line or surface.
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3.3 Arbitrary (known) scattering
When the 1D assumptions break down, e.g. if 2D or 3D images of chromophore con-
centration distributions are desired, more complex light models are required. In highly
scattering media, transport-based models such as the RTE can be used in 2D or 3D to
model the fluence distribution. Increasing the complexity of the model means that an
analytical solution is no longer likely to be available, and so numerical implementations
will be necessary. This has the advantage that it reduced the number of assumptions
in the problem and can be expected to provide higher accuracy in the reconstructions.
This section will consider previous attempts to estimate the absorption coefficient in
heterogeneous scattering media when the scattering coefficient is known a priori. Many
of the methods discussed in this section have assumed homogeneous scattering; the
reason they have been placed in this section is that they do not break down when this
assumption fails, and can be easily extended to the heterogeneous case.
3.3.1 Complementary DOT measurements
The recovery of chromophore concentration distributions would be almost trivial if it
were possible to accurately measure the optical fluence within the tissue, since the
absorption coefficient could be calculated directly from µa = hobs/Φ. Yin et al. [70]
combined conventional PAT with diffusing light measurements coupled with an optimisa-
tion procedure based on the diffusion approximation (DA). The method first recovered
the absorbed energy density from a measured PA image. This was done by finding the
distribution which minimised the difference between the measured and modelled time
series, where the modelled data was based on a finite element solution to the PA wave
equation in the frequency domain. The second part of the method sought to estimate the
distribution of the light fluence within the domain using a least-squares minimisation
scheme, whereby the optimal absorption coefficient is found by minimising the differ-
ence between the measured and modelled fluence on the boundary. The light model was
based on the diffusion approximation (DA) to the radiative transfer equation (RTE), and
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the measurement of the fluence was obtained using diffuse optical tomography (DOT),
where diffusing light measurements are collected along the surface of the imaged region.
Yuan and Jiang [71] applied the method to recover images of the concentration distri-
butions of several chromophores by incorporating multispectral data. The use of the DA
to model the fluence limits the accuracy of the method, since the DA breaks down at
regions close to sources and boundaries, significantly affecting its applicability to QPAT.
Furthermore, in estimating the fluence distribution the authors assume the optical coeffi-
cients are homogeneous when in fact the simulated phantoms contain heterogeneities in
both absorption and scattering. This assumption will lead to further errors in the fluence
estimation, and is discussed later in Section 3.3.2.1. Estimating the fluence by using DOT
measurements might be useful where quantitative estimates of absorption are required
but spatial resolution is not of high importance, though specialist hardware would be
required to collect DOT measurements. However, the main advantage of coupled physics
modalities such as PAT over purely optical imaging techniques is the significant improve-
ment in spatial resolution. Since DOT images typically exhibit poor spatial resolution due
to the diffuse nature of photon transport and the ill-posedness of the inverse problem,
incorporating diffusing light measurements will always produce reconstructions of lim-
ited accuracy. Any reconstructions performed using these measurements will therefore
also carry these limitations.
3.3.2 Linearisation
Nonlinear behaviour is minimal when changes in the model parameters are small, and so
the problem may be linearised if we consider only a small perturbation to the absorption,
denoted µδa, over a known homogeneous background. If the background absorption is
denoted by µ0a then the perturbation to the absorption at a point r is given by
µa(r) = µ
0
a + µ
δ
a(r). (3.12)
The fluence experiences a corresponding change, so that the fluence is the sum of the
background fluence Φ0, arising from the background absorption, and the perturbed
48 Chapter 3 : QPAT inversion schemes
fluence Φδ(r) arising from the absorption perturbation, i.e.
Φ(r) = Φ0(r) + Φδ(r). (3.13)
Using a Taylor series expansion and neglecting second order terms, the change in the
absorbed energy is given by
hδ(r) = µδa(r)Φ
0(r) + µ0aΦ
δ(r). (3.14)
Under the assumption that the background optical properties are known, the background
fluence Φ0 can be calculated using a numerical light model. The task then is to deal with
the fluence perturbation, Φδ.
3.3.2.1 Unchanging fluence
F I G U R E 3 . 1 : Absorption and scattering coefficients used to demonstrate the change in
the fluence due to perturbations in the optical coefficients. (A) Background absorption
coefficient µ0a, (B) background scattering µ
0
s , (C) heterogeneous absorption µa, and (D)
heterogeneous scattering µs. The fluence resulting from these optical coefficients will
be used to investigate whether the assumption that the fluence distribution is unaffected
by heterogeneities in the absorption and scattering distributions is valid.
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Ripoll and Ntziachristos [72] recovered small perturbations in the absorption coefficient
by assuming that the scattering coefficient is known and homogeneous, the background
absorption is known and homogeneous, and there is little or no effect on the fluence by
perturbations in the absorption. This means that Φδ(r) ≈ 0, so that the second term in
Equation 3.14 is negligible and
hδ(r) ≈ µδa(r)Φ0(r). (3.15)
The absorption perturbation can therefore be found from
µδa(r) =
hδ(r)
Φ0(r)
. (3.16)
The negligible effect of the change in absorption on the fluence may be a reasonable
assumption to make for a relatively weakly absorbing domain, but it does not hold
in general, and its application is therefore limited. Furthermore, the method relies
on knowledge of the background absorption coefficient and the scattering coefficient,
and assumes either that the optical scattering is homogeneous or that scattering hetero-
geneities will have little or no effect on the fluence perturbation. In many applications,
the scattering coefficient of biological tissue will be highly heterogeneous, as well as be-
ing difficult to measure or estimate; in reality one will be fortunate to make an accurate
guess at its background or mean properties. In this case, even if the target is so weakly
absorbing that changes in the absorption coefficient have little effect on the fluence, it is
not be reasonable to assume that the effects of unknown heterogeneities in the optical
scattering will also be negligible.
We can demonstrate the effect of perturbations in the optical coefficients by using a
numerical light model. Consider the optical coefficients shown in Figure 3.1. The top
row (A and B) shows some background absorption and background scattering, both
homogeneous, with values of µ0a = 0.01 mm
−1 and µ0s = 5 mm−1. The bottom row (C
and D) shows heterogeneous absorption and scattering coefficients, which are equal to
the background properties with added rectangular heterogeneities with values of 0.2
mm−1 and 0.3 mm−1 for the absorption coefficient, and 10 mm−1 and 15 mm−1 for the
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F I G U R E 3 . 2 : Optical fluence modelled due to background and heterogeneous optical
coefficients shown in Figure 3.1. The optical fluence is modelled using a finite-element
model based on the RTE. The domain is illuminated with a single, collimated point
source. Four different fluence distributions, relating to different combinations of the
optical coefficients, have been calculated using the RTE to demonstrate the change in
the fluence distribution due to absorbing and scattering heterogeneities. (A) shows
the resulting fluence due to the background absorption and scattering coefficients. (B)
shows the fluence due to homogeneous background absorption and heterogeneous
scattering. (C) shows the fluence due to heterogeneous absorption and homogeneous
background scattering. (D) shows the fluence due to the heterogeneous absorption and
heterogeneous scattering.
scattering. Note that we will only investigate the case where the absorption perturbations
are not relatively strong compared to the background; in the case where µ0a << µ
δ
a, the
fluence perturbation will clearly be affected by the heterogeneity and the assumption of
an unchanging fluence will certainly not hold. Using these optical coefficients, we have
used a numerical light model based on the RTE [73] to determine the resulting optical
fluences and assess the results of these heterogeneities on the background light field. A
single, collimated point source was used to illuminate the domain. The anisotropy factor
g was considered to be known and constant, with g = 0.8, and the scattering phase
function is considered to be the two-dimensional Henyey-Greenstein phase function
(see Section 2.4.4 for more details). We investigated three different cases: (1) the case
where the scattering is homogeneous and known, (2) the case where the scattering is
heterogeneous and known, and (3) the case where the scattering is heterogeneous and
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only the background scattering is known. The resulting fluence for each of these cases,
and also the fluence resulting from the background optical properties, were calculated
with the RTE model and can be seen in Figure 3.2. In all cases we assume the background
properties are known. In case (1), we are only interested in the effects of the absorption
perturbation on the optical fluence, and so we look at the difference between the fluence
due to the heterogeneous optical absorption and the fluence due to the background
absorption when the scattering is homogeneous, that is,
Φδ1 = Φ(µa, µ
0
s )− Φ(µ0a, µ0s ). (3.17)
In case (2), the scattering is known and heterogeneous, and so the background fluence
is calculated using the background absorption and heterogeneous scattering:
Φδ2 = Φ(µa, µs)− Φ(µ0a, µs). (3.18)
In practice, we are more likely to be in the position of case (3), that is, the scattering
will be unknown and heterogeneous. In this case, the fluence perturbation is given by
Φδ3 = Φ(µa, µs)− Φ(µ0a, µ0s ). (3.19)
These three perturbations to the fluence can be seen in Figure 3.3. In cases (1) and
(2) (corresponding to Figure 3.3(A) and Figure 3.3(B), respectively), the effect of the
perturbations to the optical coefficients on the fluence is indeed small, and it may be
reasonable in this low-absorption case to consider Φδ to be negligible. However, in case
(3) (Figure 3.3(C)), where the scattering is heterogeneous and only the background is
known, the fluence perturbation is certainly non-zero, and Equation 3.15 is not likely
to be a useful approximation. In this case, this assumption of an unchanged fluence
fails and cannot be straightforwardly extended to account for unknown, heterogeneous
scattering. Figure 3.3(C) also demonstrates that, in optically heterogeneous media such
as biological tissue, it is insufficient to assume that the total fluence can be approximated
using only the known background optical coefficients, an approximation which has been
used to recover quantitative absorption estimates in e.g. [71, 74].
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F I G U R E 3 . 3 : Fluence perturbation Φδ = Φ−Φ0 due to three different cases of scatter-
ing coefficients. In all three cases, the absorption coefficient is a known, homogeneous
background with two unknown absorbing heterogeneities. In case (A), the scattering
coefficient is homogeneous and known. In case (B), the scattering coefficient is hetero-
geneous and known. In case (C) scattering coefficient is heterogeneous and unknown.
These results suggest that it may not be reasonable to assume that the fluence perturba-
tion is negligible if the scattering distribution is not known, even in the case where the
absorbing heterogeneities are not relatively strong compared with the background.
3.3.2.2 Born approximation
Another method which approached the problem through linearisation was made by Zemp
[25], where the Green’s function solution to the DA was used to calculate the fluence
perturbation Φδ. Recall from Section 2.4.4 that the DA (Equation 2.45) is given by
(µa −∇ · κ(r)∇)Φ(r) = q0(r), (3.20)
and that, for homogeneous absorbing media, an analytical solution to the DA can be
found using
Φ(r) =
∫
Ω
G0(r− r′)q0(r′) dr′, (3.21)
where G0 is the free space Green’s function (Equation 2.48). It was noted in [25] that,
when the fluence obeys the DA, the resulting change in the fluence also obeys a diffusion
equation:
(µ0a − κ0∇2)Φδ(r) = −µδa(r)Φ(r), (3.22)
where κ0 is the optical diffusion coefficient due to the background absorption
κ0 =
1
3(µ0a + µ
′
s)
. (3.23)
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The Green’s function solution to Equation 3.22 is therefore given by
Φδ(r) = −
∫
Ω
G0(r− r′)µδa(r′)Φ(r′) dr′. (3.24)
To deal with the unknown fluence Φ in this expression, the first-order Born approxima-
tion is applied. This assumes that the fluence due to a perturbation to the absorption
is much smaller than the unperturbed field Φδ  Φ0, so that the total field can be
approximated by the unperturbed field, and so
Φδ(r) = −
∫
Ω
G0(r− r′)µδa(r′)Φ0(r′) dr′. (3.25)
The total fluence is then calculated using
Φ(r) = Φ0(r)−
∫
Ω
G0(r− r′)µδa(r′)Φ0(r′) dr. (3.26)
To recover the absorption perturbation, two PAT images, p10 and p
2
0, obtained using two
different illumination positions, e.g. one using a point source placed at the top boundary
and another using a point source placed at the bottom boundary. These are used to form
the measurement data through the quotient
p10
p20
=
ΓˆµaΦ
1
ΓˆµaΦ2
=
Φ1
Φ2
. (3.27)
This has the advantage that Γˆ and µa, which are independent of the source location, can-
cel out and leave just the ratio of two fluences. For each source, the unknown fluences Φ1
and Φ2 can then be substituted by Equation 3.26, and Equation 3.27 can be rearranged
into a matrix form and solved for µδa.
The main drawbacks here are the assumptions that the background optical properties
are known and homogeneous, and that the light is diffusive throughout the tissue, which
is not the case at regions close to sources or boundaries, as discussed in Section 2.4.4.
Furthermore, linearised inversions such as these are also only useful when the perturba-
tions to the absorption coefficient are small. An interesting feature of this method is the
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fact that it uses the ratio of two PA images obtained using multiple illumination positions.
This is similar to the method used by [60], which was discussed in Section 3.1, which
used a ratio of PA data at two different optical wavelengths to remove the wavelength-
independent PA efficiency. In [25], Zemp uses the ratio of two PA images taken at the
same optical wavelength, but with different illumination positions. This means that the
strong dependence of the image on the absorption coefficient and the PA efficiency pa-
rameter Γˆ, are removed from the problem, leaving the ratio of the two fluences resulting
from the two different illuminations. This idea is interesting, since the majority of meth-
ods to solve the optical inverse problem in the mathematical literature rely on the fact
that the PA efficiency parameter is known, and therefore start with the assumption that
the data is the absorbed optical energy density hobs. This method starts by assuming the
data is the measured initial pressure distribution and attempts to deal with the fact that
the PA efficiency is unknown. This work has been extended to recovering perturbations
to the absorption and scattering coefficients, which is discussed later in Section 3.4.1.1,
along with other methods which have used images obtained using multiple illumina-
tion positions. The idea of using a quotient of PAT images to remove the unknown PA
efficiency parameter is discussed further in Appendix B.
3.3.3 Nonlinear methods
So far we have seen attempts to simplify the inverse problem through simplification
of the tissue geometry and linearisation of the forward model. These simplifications,
though applicable for some particular situations, do not provide enough accuracy to be
considered a solution to the full and general QPAT problem where the tissue geometry
is unknown and the absorption and scattering coefficients are both unknown and het-
erogeneous. In this section, we discuss methods which have tackled the nonlinearity
of the problem by including a nonlinear model of light transport in the inversion scheme.
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3.3.3.1 Fixed point iteration
To obtain an accurate estimate of the fluence using a computational light model, the
underlying optical properties should be known. Since these are exactly the properties
to be recovered, it is often the case that an iterative scheme is used, whereby an initial
guess at the absorption and scattering coefficients provide an initial approximation to
the fluence and hence the photoacoustic data. Using this initial guess, an appropriate
calculation is then iterated until the difference between the modelled photoacoustic
data and the measured photoacoustic data is minimised. One such iterative process
was proposed in [75, 76], where a simple fixed point iteration was used to recover the
absorption coefficient from a simulated, two-dimensional measurement of the absorbed
energy map. The method assumes the scattering coefficient is known a priori, and uses a
numerical light model based on the DA, which is applied iteratively until a quantitative
estimate of the absorption coefficient is found. The absorbed energy map is simulated
using the light transport model and some known optical coefficients, and the ‘measured’
image hobs is then the simulated absorbed energy map plus additive Gaussian noise. The
algorithm works as follows:
(1) Make an initial estimate for the distribution of the absorption coefficient µa by
setting it to zero, i.e. set
µ(0)a = 0. (3.28)
(2) Calculate the initial fluence from the initial absorption coefficient and known scat-
tering µs using a numerical light model, i.e. calculate
Φ(0) = Φ(µ(0)a , µs). (3.29)
(3) Using the measured absorbed optical energy hobs, calculate a new estimate of the
absorption based on the previous estimate of the fluence:
µ(i+1)a =
hobs
Φ(i) + σ
, (3.30)
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where σ is some small constant, included as a form of regularisation in case
Φ(i)(r) = 0 for some r ∈ Ω.
(4) Calculate a new estimate for the fluence:
Φ(i+1) = Φ(µ(i+1)a , µs). (3.31)
(5) Iterate until the difference between the measured absorbed energy and the mod-
elled absorbed energy is less than some chosen tolerance , i.e. until
|hobs − µ(k)a Φ(k)| < , (3.32)
for some k.
An iterative process such as this will be aided by a computational light model that is
both accurate and fast. In this case the light model is based on the DA. Whilst a very
efficient model, the DA is not sufficiently accurate; the shortcomings of using the DA for
QPAT are noted in [75] and also in Section 2.4.4. Many methods for QPAT are disadvan-
taged by the fact that they are reliant on using the DA to model the forward problem.
The fixed point iteration presented here has the advantage that any computational light
model could be used to calculate the optical fluence, and so the use of the DA in this
case is not a problem. The problem is remedied in [77] via the inclusion of a more
accurate light model, namely the δ-Eddington approximation. The diffusion model with
the δ-Eddington adjustment has been shown to agree with a Monte Carlo model for
homogeneous absorbing medium [66], and the accuracy of the model when absorbing
heterogeneities are present was verified in [77].
The fixed point iteration described above has been shown to provide a good estimate of
the absorption coefficient in both the case of noise-free and noisy simulated data, where
the scattering coefficient and anisotropy factor are known a priori. Yuan and Jiang [78]
also applied the method to experimental data to validate that the optical absorption
coefficient can be recovered using this fixed point iteration, and Yao et al. [79] extended
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F I G U R E 3 . 4 : Heterogeneous optical absorption (A) and scattering (B) coefficients,
consisting of a homogeneous background with two square inclusions, are used to sim-
ulate PAT images for the forward problem. The fluence (C) is calculated using the
2D FE RTE light model, and the absorbed optical energy density (D) is found from
hobs = µaΦ + η, where η is some additive Gaussian noise. In this case, additive noise
scaled to 5% of the mean absorbed energy has been included.
the method to incorporate a more accurate light model based on the RTE and compared
the inversion results to those found using the DA for simulated and experimental data
[80]. Jetzfellner et al. [81] also tested a diffusion-based method on experimental data,
and claimed that the method is sensitive both to errors in the reduced scattering estimate
and to noise and artefacts in the PAT image.
To verify the sensitivity of this method to errors in the scattering coefficient, we im-
plemented the fixed point iteration using simulated 2D data. Heterogeneous optical
absorption and scattering coefficients, consisting of a homogeneous background with
two square inclusions, have been used to simulate PAT images for the forward problem.
A numerical light model based on the RTE [73] was used to simulate the optical fluence
resulting from a single, collimated point source. The simulated PAT image is then a prod-
uct of the absorption coefficient and the optical fluence. The optical coefficients, fluence
and absorbed energy with added noise are shown in Figure 3.4. The computational mesh
was the 4 mm × 4 mm square [0, 4] × [0, 4] mm2, consisting of Ne = 3840 triangular
elements, Nn = 1983 nodes and an angular discretisation of Na = 16 equal angles. The
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F I G U R E 3 . 5 : Fixed point iteration: recovery of absorption coefficient when the scat-
tering is known a priori. (A) True absorption; (B) Noise-free reconstruction: 0.004%
relative error; (C) Noisy reconstruction: 10.8% relative error;(D) Profile comparison.
anisotropy factor was considered to be known and constant at g = 0.8, and the scattering
coefficient µs was chosen such that µ′s = µs(1− g) varies between 1 mm−1 and 3 mm−1,
giving a background value of µbgs = 5 mm−1 and two non-smooth scattering inclusions
of µ1s = 10 mm
−1 and µ2s = 15 mm−1. The absorption coefficient had a background
value of µbga = 0.01 mm−1 and two non-smooth absorbing inclusions of µ1a = 0.2 mm−1
and µ2a = 0.3 mm
−1.
Two different cases are investigated; in the first, the absorbed energy distribution does
not contain any added noise, while the second includes additive Gaussian noise scaled
to 5% of the mean absorbed optical energy. Figure 3.5 shows the results of the inver-
sion when the scattering coefficient is known a priori. In this example, the absorption
coefficient can be recovered almost exactly in the noise-free case, with a relative error
of 0.004% when compared with the true µa. The addition of additive Gaussian noise
does not seem to affect the inversion too adversely, but the error is larger at 10.8%. The
absorption estimate is worse at deeper regions far from the source, where the signal to
noise ratio is relatively low, but the profile comparison shows that ultimately the method
is able to provide a good quantitative estimate of µa despite the addition of noise. If we
introduce a 10 % error into the estimate of the scattering coefficient by scaling µs, that is,
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F I G U R E 3 . 6 : Fixed point iteration: recovery of absorption coefficient when the scat-
tering contains a 10% error. (A) True absorption; (B) Noise-free reconstruction: 5.75%
relative error; (C) Noisy reconstruction: 10.9% relative error; (D) Profile comparison.
µ˜s = 0.9µs, the absorption reconstruction is similarly underestimated (see Figure 3.6). In
this case the errors are 5.75% and 10.9% for the noise-free and noisy cases, respectively.
Though the error in the noisy case hasn’t changed significantly, as it is mostly dominated
by errors due to noise, the profile in Figure 3.6 shows that the underestimation of the
scattering coefficient has produced a corresponding underestimation of the absorption
coefficient. The absorption reconstruction becomes worse again if we introduce more
error into the scattering estimate. Figure 3.7 shows the resulting reconstruction using
the fixed point iteration when the scattering coefficient is considered to be constant and
fixed at its background value, µs = 1 mm−1. In this case, there was an error of 16.7% in
the noise-free case and 18.0% in the noisy case.
The fixed point iteration is a fast and simple method for recovering a quantitative esti-
mate of absorption. Jetzfellner et al. found in [81] that the method failed to converge to
a solution, and was overly sensitive to noise and artifacts in the data. However, in the
simulated inversions presented here, it was found that the method converged quickly
to an absorption estimate and was not overly sensitive to the additive Gaussian noise
included in our simulated data. While the increase in noise level does, naturally, produce
larger errors in the reconstruction than the noise-free case, the reconstructions are not
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F I G U R E 3 . 7 : Fixed point iteration: recovery of absorption coefficient when the scat-
tering coefficient is fixed at its background value. (A) True absorption; (B) Noise-free
reconstruction: 16.7% relative error; (C) Noisy reconstruction: 18.0% relative error;
(D) Profile comparison.
overly sensitive and a reasonable reconstruction is still obtained. The incorporation of
appropriate regularisation could improve the reconstructions from noisy data further.
The main drawback of this method is its reliance on knowledge of the scattering coeffi-
cient. The results from this method indicate that errors in the scattering estimate when
using the fixed point iteration will produce corresponding errors in the reconstructed
absorption coefficient. We investigated this further by looking at the change in percent
relative error in the recovered absorption coefficient as errors are introduced into the
scattering coefficient. Three different levels of additive Gaussian noise are considered:
0%, 5% and 10%. Figure 3.8 shows the resulting error in the reconstructed absorption
coefficient as the scattering is under- and overestimated. The method appears to be
reasonably robust to errors in the scattering coefficient, in that the error produced in the
reconstructed absorption coefficient appears to increase fairly linearly with the error in
the scattering. The fixed point iteration is a very straightforward method, which may be
a very useful tool in any case where the scattering is known or can be estimated with
some confidence. However, the errors in the reconstructed µa are significant enough that
the fixed point iteration is not likely to be accurate enough to be a suitable method for
QPAT when the scattering is not known a priori.
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F I G U R E 3 . 8 : Sensitivity of the absorption reconstruction to errors in the scattering
coefficient when using the fixed-point iteration proposed in [75].
3.3.3.2 Noniterative reconstruction
Banerjee et al. [82] used a noniterative method, which uses a model of light propagation
to recover the absorption coefficient from a (simulated) measurement of the absorbed
optical energy distribution. The method relies on the fact that the reduced scattering
coefficient is known a priori, and uses the diffusion approximation (DA) to the radiative
transfer equation (RTE) (discussed in Section 2.4.4 and defined by Equation 2.45) to
model the light propagation within the tissue. The diffusion coefficient κ depends on
both the absorption coefficient and the reduced scattering coefficient µ′s = µs(1− g), and
is defined by
κ :=
1
3(µa + µ′s)
. (3.33)
However, the DA also assumes that the target is weakly absorbing relative to the scatter-
ing coefficient, with µa  µ′s. Banerjee et al. therefore assume that κ may be considered
to be independent of the absorption coefficient, and use
κ =
1
3µ′s
. (3.34)
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With this assumption, and by noting that the absorbed energy map appears in the light
model since hobs = µaΦ, the DA (Equation 2.45) can be recast as
−∇ · κ∇Φ = q − hobs. (3.35)
This can now be solved for the fluence Φ, which can then be used to find the absorption
coefficient µa using
µa =
hobs
Φ
. (3.36)
The simulations in [82] assume that the reduced scattering coefficient is homogeneous,
though the method does not rely on this assumption providing that it is known a priori.
The fact that the method is noniterative is an advantage, since iterative schemes can
take a number of iterations and therefore can become time-consuming, especially for
large sets of data. Unfortunately, the main drawback of the method is its reliance on
the DA; the DA is not sufficiently accurate for QPAT in significantly large regions close
to boundaries and sources, and it is therefore unlikely that this method will hold up to
the use of experimental data. Indeed, the results in [82] indicate that the reconstruction
of µa suffers where a more accurate model of light transport (namely a Monte Carlo
light model) has been used to simulate the measurement data. As the method directly
manipulates the DA, it is not obvious how one might go about extending this method
to include a more accurate light model such as the RTE. It is possible, however, that
one might extend Banerjee’s method to deal with an absorption-dependent diffusion
coefficient by iterating the method.
3.3.4 Minimisation-based approach
Several attempts to recover the absorption coefficient given that the scattering coefficient
is known a priori have been discussed, but these methods have been shown to be either
sensitive to errors in the scattering estimate or an initial guess, or to be dependent
on a model of light transport which may be inaccurate in the case of photoacoustics.
Chapter 3 : QPAT inversion schemes 63
To combat this, an alternative approach has been developed, whereby the absorption
coefficient can be recovered, given prior knowledge of the scattering coefficient, by
using a numerical model based on the DA in an iterative optimisation scheme [83]. The
method solves the problem by finding the optical absorption coefficient which minimises
an objective function ε, a least-squares error functional which quantifies the difference
between the measured absorbed energy distribution hobs and a modelled prediction h.
The minimiser is found by iteratively adjusting the estimate of the absorption coefficient
µa, running the model with this new set of parameters and evaluating the objective
function until its value falls under a given tolerance. The least-squares error functional
to be minimised is given by
ε =
1
2
∫
Ω
(h(µa)− hobs)2 dV, (3.37)
and the update to the estimate of µa at each iteration can be found by calculating
its gradient with respect to µa. The functional gradient can be used in a nonlinear
optimisation scheme, such as a quasi-Newton method (see Section 3.5 and Appendix
D for more discussion on minimisation schemes). In [83], the functional gradients are
calculated by solving the adjoint equation
(µa −∇ · κ∇)Φ∗ = µa(h− hobs) (3.38)
for the adjoint fluence Φ∗. The adjoint equation arises to assist the gradient calcula-
tion, as it enables the functional gradient with respect to the absorption coefficient to
be calculated extremely efficiently; only one run each of the forward and adjoint light
models is needed to evaluate the gradient at each iteration. The main drawback of this
method, as has been the case with many of the methods discussed so far, is that it is
based on the DA, the validity of which has been discussed in Section 2.4.4. The devel-
opment of this method resulted in a series of papers [22, 26, 84], in which a number
of improvements have been made. These include the incorporation of the RTE and a
method for accounting for unknown scattering. The latter is particularly useful, given
that heretofore proposed methods for QPAT have typically assumed that the scattering
is known a priori, when in practice this is unlikely to be the case. The next section will
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discuss methods for QPAT which have accounted for the fact that both optical coefficients
are likely to be unknown and heterogeneous.
Yao et al. [79] also approached the QPAT inversion using a Jacobian-based minimisation
method, this time based on the full RTE. Here, the method used measured data from
absorbing phantoms. The reconstructions of the absorption coefficient from the phantom
data are reasonable, though no numerical demonstrations are included to show that the
method works properly or has been implemented correctly. The scattering coefficient
was not so much known, but estimated using knowledge of the homogeneous reduced
scattering coefficient and an estimation of the anisotropy factor. It is possible that these
reconstructions could have been improved if the method had aimed to recover both ab-
sorption and scattering coefficients simultaneously.
3.4 Unknown scattering
We have discussed how quantitative estimates of the optical absorption coefficient can
be recovered when the scattering is assumed to be known throughout the entire do-
main. In practice, however, it is likely that both the absorption and scattering coefficients
will be unknown and heterogeneous. A typical region of tissue will be highly optically
scattering, and we will at best be able to make a rough guess at the average scattering
coefficient over the region. Even this will be a challenge, and will require that previous
measurements have been made on that particular tissue type, and that they are available
in the literature. This will clearly result in a very crude estimate of the true scattering
distribution, and for most applications requiring quantitative estimate of absorption,
a more accurate reconstruction will be required. To obtain a more accurate quantita-
tive estimate of absorption coefficient, we therefore need to account for the effects of
scattering in the inversion method, and it may be necessary to recover both absorption
and scattering simultaneously. The recovery of two optical coefficients, however, raises
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questions regarding the uniqueness of a solution and the well-posedness of the problem.
3.4.1 Uniqueness and ill-posedness
It has been shown that determining both optical coefficients from a PAT image is non-
unique if the image has been obtained by illuminating the domain from a single side
using one optical wavelength [23, 85]. This is due to the fact that changes in the optical
absorption and scattering at one point will affect the nearby fluence, and so a situation
may arise in which the change due to the scattering counteracts exactly the change due
to the absorption coefficient. In this case, two different sets of optical coefficients would
give rise to the same absorbed optical energy image, and so a unique solution to the
inverse problem would not exist. Figure 3.9 shows an illustrative example of this type of
absorption-scatter nonuniqueness [27].
F I G U R E 3 . 9 : Example of absorption-scatter nonuniqueness. When using a single
illumination position and one optical wavelength, it is possible that two different sets
of optical absorption and scattering coefficients can produce the same absorbed optical
energy image. It is therefore not guaranteed that a unique solution to the corresponding
inverse problem exists when recovering for both optical absorption simultaneously.
Figure 1 in [27].
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3.4.1.1 Overcoming nonuniqueness using multiple illuminations
Bal et al. have provided mathematical proof that additional information must be incorpo-
rated if a unique solution is to be guaranteed [23, 34, 85]. This work also demonstrated
that the use of a set of PAT images obtained using multiple illumination positions may
be used to guarantee a unique solution. In [34], it has been shown that using two ‘well-
chosen’ illumination positions will guarantee uniqueness, though the combination of
illuminations is based on the construction of complex geometric optics solutions, and are
not particularly explicit. The use of multiple illumination positions to ensure a unique
solution is illustrated in [27] (see Figure 3.10), where the example of absorption-scatter
nonuniqueness in Figure 3.9 is remedied by the inclusion of additional information ob-
tained using a source located on a different boundary.
F I G U R E 3 . 1 0 : Overcoming the absorption-scatter nonuniqueness using multiple illu-
mination positions. The optical coefficients shown in Figure 3.9 are used to generate
absorbed energy images using a point source placed at the centre of the top boundary.
A second point source placed at the centre of the left-hand boundary is used to produce
another set of images. The incorporation of an additional illumination positions now
ensured that there is a difference between the two sets of absorbed energy densities, so
that a unique solution is guaranteed. Figure 1 in [27].
Bal et al. applied their results on the use of multiple illumination positions for QPAT to
a non-iterative method for the simultaneous reconstruction of the absorption coefficient
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µs and the diffusion coefficient κ from simulated PAT images [23, 34]. The method
reconstructs κ rather than µs as it uses the DA to model light transport. The method
assumes that two (or more) PAT images (denoted h1 and h2) have been obtained using
two (or more) illumination positions. The fluence resulting from the first illumination
is denoted Φ1, and the fluence resulting from the second illumination is denoted by Φ2.
The diffusion equation for the first illumination is then multiplied by Φ2, and vice versa.
One of these equations can then be subtracted from the another and rearranged to obtain
∇ ·
(
µ2β
)
= 0, (3.39)
where
µ :=
√
κ
µa
(3.40)
and β is the vector field
β := h1∇h2 − h2∇h1 = µ2aΦ21∇
(
Φ2
Φ1
)
. (3.41)
To ensure uniqueness, the illumination patterns must be chosen so that Equation 3.41
is satisfied. While there are no guidelines for choosing the illumination positions, [34]
shows that a large class of illuminations will ensure uniqueness and provide stable and
robust reconstructions in the two-dimensional setting. Furthermore, this series of work
has established that the use of multiple illuminations can also improve the stability of
the reconstructions [34]. The fact that the method neither requires linearisation nor the
iterative updating of the fluence is a distinct advantage, although solving the transport
equation 3.41 is nontrivial (two distinct methods are provided in [23, 34]). Two major
disadvantages of the method are its reliance on the DA to model the light propagation
and its sensitivity to noise. Since it is not obvious how this method may be extended
to include a more accurate light model, it is likely that the method will not provide suf-
ficient quantitative accuracy when reconstructing the optical coefficients from real PAT
images. The sensitivity of the noise arises from the last term in Equation 3.41. Since the
method is non-iterative, it will not be possible to apply the iterative regularisation usually
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employed to reduce the amplification of noise in the inversion. Despite these drawbacks,
the results of this work on ensuring uniqueness and stability in QPAT reconstructions
have proved to be incredibly useful and insightful.
The linearisation approach proposed by Zemp [25] (discussed in Section 3.3.2.2) has
been extended to recover perturbations to the absorption and scattering coefficients
simultaneously [27]. In this case, Equation 3.22 contains an additional term related to
the scattering perturbation:
(µ0a −∇ · κ0∇Φδ(r) = −
(
∇ · κδ(r)∇− µδa(r)
)
Φ(r), (3.42)
where κδ is the perturbation to the optical diffusion coefficient. By obtaining the Green’s
function solution to Equation 3.42 and applying the first-order Born approximation, the
perturbation to the fluence is now given by
Φδ(r) = −
∫
Ω
G0(r− r′)µδa(r′)Φ0(r′) dr′
−
∫
Ω
G0(r− r′)∇Φ0(r′) dr′, (3.43)
so that the total fluence can be written as
Φ(r) = Φ0(r)−
∫
Ω
G0(r− r′)µδa(r′)Φ0(r′) dr
−
∫
Ω
κδ(r′)∇G0(r− r′) · ∇Φ0(r′) dr. (3.44)
As in [25], a quotient of PAT images is formed using data from two illumination positions,
giving
p10
p20
=
Φ1
Φ2
. (3.45)
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The unknown fluences Φ1 and Φ2 can then be substituted by Equation 3.44, and Equa-
tion 3.45 can be rearranged into a matrix form and solved for (µδa, κ
δ). The limitations
of this method remain the same as those in [25]; the light propagation is modelled using
the DA, the background optical properties must be known and homogeneous, and the
Born approximation is only accurate for small perturbations in the optical coefficients.
Multiple illumination positions have been used to extend the minimisation-based ap-
proach described in Section 3.3.4 to the case where both optical coefficients are unknown
[24, 26, 29, 30, 32, 33]. In this case, the error function is minimised with respect to both
optical coefficients in order to approximate a solution to both absorption and scattering.
These approaches typically either use the DA to model the light field, or use computa-
tionally intensive Jacobian-based minimisation methods to perform the inversion. Both
of these approaches will struggle in the application to real data: the DA will not provide
the quantitative accuracy required from the light model, and the Jacobian-based minimi-
sations will require an impractical amount of computer memory to perform a large-scale
3D inversion. Minimisation-based methods for QPAT are discussed further in Section 3.5.
Tarvainen et al. used multiple illumination positions to ensure uniqueness when using
a Bayesian approach to QPAT [86]. The measurement noise is typically modelled as
a Gaussian distribution, however, since in the optical inverse problem the data is the
solution to the acoustic inverse problem, the noise is affected by the inversion method
applied to perform the first inversion. In [86], a Bayesian approach was used to model
the noise statistics of the optical data in order to improve the reconstructions of the
optical coefficients. The results of this approach were shown to improve the reconstruc-
tions, though the method is computationally very intensive even for a small 2D problem.
Extension to real data will therefore be challenging.
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3.4.1.2 Overcoming nonuniqueness using multiple wavelengths
The absorption-scatter nonuniqueness can also be overcome by incorporating additional
information from images obtained using multiple wavelengths, instead of using multi-
ple illuminations [22, 28]. In [22], the minimisation-based method described in Sec-
tion 3.3.4 was extended to the multiple wavelength case in order to obtain estimates of
both optical absorption and scattering coefficients simultaneously. The recovery of the
concentration of two chromophores was demonstrated using simulated photoacoustic
images obtained using four different wavelengths. The light propagation was modelled
using the DA. Recall that if there are K chromophores present in the tissue region of
interest, the absorption coefficient can be written as the linear sum
µa(r, λ) =
K∑
k=1
ck(r)αk(λ), (3.46)
where λ is the wavelength, ck are the chromophore concentrations and αk are the
specific absorption spectra. The use of multiple wavelengths requires prior knowledge
of the absorption spectra αk(λ) for the wavelengths of interest, and also the wavelength-
dependence of the scattering coefficient. In this case, the wavelength-dependence of the
reduced scattering coefficient µ′s is assumed to be proportional to some experimentally
determined constant b > 0, so that
µ′s(r, λ) ≈ a(x)λ−b. (3.47)
The quantities to be recovered are now the chromophore concentration distributions ck
and the spatial dependence of the scattering a(x). The error functional is minimised
using a Gauss-Newton method, which calculates the functional gradients via the con-
struction of the Jacobian matrix J and subsequent approximation to the Hessian matrix
H ≈ JTJ (details of the construction of Jacobian and Hessian matrices can be found in
Section 3.5). The method was subsequently used to recover multiple chromophore dis-
tributions from real, 2D multiwavelength photoacoustic images from known phantoms,
where the scattering coefficient was homogeneous and unknown and prior knowledge
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of the target geometry was available [69].
Bal et al. extended the vector-field approach to the multiple wavelength case [28]. This
approach also uses the DA to model the light field, and so carries with it the same limi-
tations as the method described in Section 3.4.1.1. Furthermore, the uniqueness proofs
are only valid for diffusion coefficients which are C2 in space. Since the distribution
of the absorption and scattering coefficient, and hence the diffusion coefficient, will be
unknown, a method which required smoothness in these parameters will not be suitable
as a general solution for QPAT, where non-smooth absorbers such as blood vessels appear
often. For non-smooth diffusion coefficients, Bal et al. moved to the minimisation-based
approach described above [28].
The Bayesian approach to QPAT has also been extended to the multiple wavelength case
[87], however, the method remains extremely computationally intensive even for small
2D simulations.
Determining the absolute values of chromophore concentrations from quantitative esti-
mates of the absorption coefficient will require the use of inversions at multiple wave-
lengths. Since multiple wavelengths can also be used to overcome absorption-scatter
nonuniqueness, this method therefore has the advantage that fewer measured images
will need to be obtained than in the multiple illumination case. This reduces the amount
of unknowns in the problem, however, this may not affect the speed of the inversion
in the multiple illumination case, since single-wavelength inversions for µa can be per-
formed straightforwardly in parallel. Another disadvantage of using multiple wavelength
images to perform the inversion is that the spectral dependence of the scattering coeffi-
cient must be known. Furthermore, it is possible that the use of multiple illuminations
can improve the stability of the reconstructions [34], and so it may desirable to obtain
measurement data from different illuminations where possible. Where this is not pos-
sible, the use of multiple wavelengths to perform the inversion may provide a suitable
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alternative.
3.4.1.3 Reconstructing the photoacoustic efficiency parameter
Another uniqueness problem arises when we consider that a PAT image also depends
on the PA efficiency parameter, Γˆ. It has been shown that if we assume that the data
has the form ΓˆµaΦ and attempt to reconstruct Γˆ, µa and µs simultaneously, then only
two out of the three of these coefficients can be reconstructed uniquely, even for an arbi-
trary number of illuminations [34]. Since Γˆ is independent of wavelength, it is possible
that this may be remedied by incorporating measurement data obtained using multiple
illumination positions and multiple wavelengths. In Appendix B, we discuss a method
which uses a quotient data type to eliminate the PA efficiency parameter from the inverse
problem.
3.4.1.4 Diffusivity of the light field
Another form of ill-posedness in the inverse problem is caused by the diffuse nature of
the optical propagation. The high spatial frequencies in the distributions of the optical
properties have limited influence on the fluence distribution, so that sharp features in
the fluence tend to be smoothed out [88]. In PAT, the measurement data is the absorbed
energy density, which is strongly dependent on the absorption coefficient µa, not only
through the fluence Φ(µa, µs), but through the product µaΦ(µs, µs). High frequencies in
the absorption coefficient therefore have a significant influence on the measured data.
On the other hand, the scattering has a second-order effect on the measurement data,
since it only affects the absorbed energy through its effect on the fluence. The forward
operator therefore acts as a low pass filter to reduce the amplitudes of the high fre-
quency components of the scattering distribution, and consequently inverting for the
scattering coefficient will grow the high frequency components. This will also have the
effect of amplifying noise in the measured data. For iterative techniques, such as the
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minimisation-based method discussed in Section 3.3.4, a penalty term can be included
to reduce the unwanted amplification of noise. These methods are called regularisation
methods, and since this effect is common to many inverse problems, a large number of
techniques for their implementation are available in the literature, e.g. [89–94].
3.4.1.5 Sensitivity of error functional to absorption and scattering
The strong dependency of the data on the absorption compared with the scattering
coefficient can be seen by looking at the sensitivity of the error functional
ε =
1
2
∫
Ω
(hobs − h(µa, µs))2 dV (3.48)
to changes in the optical coefficients. A similar investigation was performed by Tarvainen
et al. in [30], where it was shown that the RTE is better posed than the DA for small
domain sizes relevant to QPAT.
F I G U R E 3 . 1 1 : Mesh geometry, source location and perturbation location used to
demonstrate the sensitivity of the error functional to changes in the absorption and
scattering coefficients. The source is placed at the centre of the top boundary of the
structured triangular mesh, and is indicated with a red circle. The perturbation is a 1
mm square located at (2 mm,3 mm), and has been highlighted in dark red.
Consider the domain Ω = [0, 4]× [0, 4] mm2. The optical parameters are a single square
perturbation at r = (2, 3) to a homogeneous, known background, with background
values µbga = 0.01 mm−1 and µbgs = 5 mm−1. The error functional ε can be plotted as a
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function of µperta and µ
pert
s :
ε(µperta , µ
pert
s ) =
1
2
∫
Ω
(h(µperta,ref , µ
pert
s,ref)− h(µperta , µperts ))2 dV (3.49)
where h(µperta,ref , µ
pert
s,ref) is the reference data, obtained with the correct perturbation values
µperta,ref = 0.3 mm
−1 and µperts,ref15 mm
−1. The background parameters are kept fixed at their
correct values. The anisotropy factor was constant, with g = 0.8. The test data were
generated for 20 absorption perturbation values in the range of 0.03 to 0.6 mm−1 and
20 scattering perturbation values in the range from 1.5 to 30 mm−1 (up to twice the
correct perturbation values). The RTE was used to simulate the forward data, which
was generated using a single point source placed at the centre of the top boundary. The
compuational mesh used for the finite element (FE) implementation of the RTE consisted
of 3840 triangular elements and 1983 nodes, and an angular discretisation of 16 equal
angles. The mesh geometry, source location and the location of the perturbation are
shown in Figure 3.11.
F I G U R E 3 . 1 2 : (A) Contour and (B) surface plot showing the sensitivity of the error
functional to changes in the absorption and scattering coefficients. The error map
reaches its absolute minimum of zero at the correct perturbation data set, when µperta =
0.3 mm−1 and µperts = 15 mm
−1, which is indicated by a blue cross. The error functional
ε is much less sensitive to changes in the scattering coefficient than changes in the
absorption coefficient.
Figure 3.12 show a contour and surface plots of ε(µperta , µ
pert
s ). The error map reaches
its absolute minimum of zero at the correct perturbation data set, indicated by a blue
cross. These plots show that the error functional ε is much less sensitive to changes
in the scattering coefficient than changes in the absorption coefficient. This indicates
Chapter 3 : QPAT inversion schemes 75
that recovering the scattering coefficient is likely to be much more difficult than the
absorption coefficient. Recovering both optical coefficients simultaneously will therefore
be challenging. However, we should bear in mind that it is a quantitative estimate of
the absorption coefficient that is required to provide us with chromophore concentration
distributions, and the recovery of the scattering coefficient is performed only to deal
with the fact that it is an unknown parameter. Reconstructing for both coefficients may
provide a more accurate estimate of µa than attempting to estimate µs, but a detailed
reconstruction of µs is not required to achieve the ultimate aim of QPAT.
3.5 Minimisation-based approaches to QPAT
We have discussed how minimisation-based techniques, which seek to iteratively adjust
the parameters in a numerical model until the difference between the measured and
modelled data is minimised, have previously been shown to successfully recover the op-
tical coefficients from 2D simulated PAT images. However, we are yet to discuss exactly
how these methods work, the available techniques and their applicability to the QPAT
problem.
The general minimisation problem is to take some function f : Rn → R, usually called
the objective function, and find the vector of variables x ∈ Rn which minimises f , i.e.
argmin
x
f(x). (3.50)
Minimisation algorithms are iterative, beginning with an initial guess at the variable x
and generating a sequence of improved estimates, called iterates, until they terminate,
hopefully at a solution. There are a number of methods which can be used to move from
one iterate to the next, and many will determine the next iterate using the objective
function f , its first derivative and possibly its second derivative. Nocedal and Wright
[95] consider the ideal minimisation algorithm to be
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• Robust, meaning the algorithm will perform well for a variety of problems of its
class, and for a reasonable range of starting values.
• Efficient, both in terms of computer time or storage.
• Accurate, in that it should be able to identify a solution with precision, without
being overly sensitive to errors in the data or to arithmetic rounding errors that
may occur from its numerical implementation.
Given that QPAT is a large-scale, ill-posed and nonlinear problem, it is perhaps not
surprising that it is not straightforward to find a single minimisation scheme for which
all of these goals will obviously be fulfilled. The choice of algorithm is likely to lead to
trade-offs between convergence rate and storage requirements, speed and robustness,
and so on. Nearly all methods require the calculation of a direction in which to move
in (ideally towards the global minimum) and a step length to define how far in that
direction we should move. The algorithms available can be separated into two strategies:
line-search method and trust-region methods. These really only differ in the order they
choose the direction in which to travel and the step-length. Line-search methods first
search for an appropriate direction pk and then decide on a step-length αk, calculating
the next iterate using
xk+1 = xk + αkpk. (3.51)
Trust-region methods first define a region around the current iterate in which to search
for a suitable direction, i.e. they search for a pk such that xk + αkpk lies inside the pre-
defined trust-region. The algorithm used to search for the direction pk typically defines
which method is being used, as it is also defining of the method’s rate of convergence,
storage requirements, etc. The step-length αk can be chosen in a number of ways, but
typically looks to travel in the direction pk until no further progress can be made (e.g.
we are no longer travelling ‘downhill’). The most intuitive choice for a search direction
would be to travel along the direction in which f decreases most rapidly, i.e. −∇f ,
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where ∇f is the gradient of f , defined by
∇f =
[
∂f
∂x(1)
∂f
∂x(2)
. . .
∂f
∂x(n)
]T
. (3.52)
This search direction is used by the gradient-descent method, also known as the steepest-
descent method. This method is robust and will provide accurate results, however, for
many problems it is likely to be very slow. A better search direction can be found using
the second-order Taylor series approximation to f(xk + pk), given by
f(xk + pk) ≈ fk + pTk∇fk +
1
2
∇2fkpk, (3.53)
where ∇2fk is the Hessian matrix of second-order partial derivatives, defined by
∇2fk =

∂2f
∂x(1)2
∂2f
∂x(1)∂x(2) . . .
∂2f
∂x(1)∂x(n)
∂2f
∂x(2)x(1)
∂2f
∂x(2)2
. . . ∂
2f
∂x(2)∂x(n)
...
...
. . .
...
∂2f
∂x(n)∂x(1)
∂2f
∂x(n)∂x(2) . . .
∂2f
∂x(n)2
 . (3.54)
The vector pk which minimises Equation 3.53 is found by setting its derivative to zero,
from which we obtain
pk = −(∇2fk)−1∇fk, (3.55)
which is called the Newton direction. Use of the Newton direction requires that the
Hessian matrix ∇2fk is positive definite, which guarantees that the Hessian is invertible
and that the Newton direction is a descent direction. In the case that the Hessian is not
positive definite modifications to the Newton method can be made (see e.g. [95]). New-
ton’s method is simple, robust and has a fast rate of local convergence. It also benefits
from the fact that it has a natural step-length of αk = 1 ∀k. However, the calculation
of the Hessian matrix can be expensive, its storage will require a significant amount
of memory, and its use in Equation 3.55 will also require its inversion. A number of
methods have therefore been developed to approximate the inverse Hessian; the choice
of which method is appropriate for a particular problem will typically involve a trade-off
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between greater accuracy in the inverse Hessian approximation and greater computa-
tional efficiency in regards to its calculation and storage.
3.5.1 Jacobian-based methods
A useful approximation to the Hessian matrix can be formed when the objective function
takes the special form of
f(x) =
1
2
‖r(x)‖22 , (3.56)
where r : Rn → Rm is a vector of residuals. Finding the vector which minimises f in
this case is called a least-squares minimisation problem, and its form allows a useful
approximation to the Hessian matrix to be made. In QPAT, r is the difference between
the measured absorbed energy hobs and the modelled absorbed energy h = µaΦ, x is the
absorption coefficient µa (or chromophore concentrations c). If the scattering is known
a priori, the number of measured data points will be equal to the number of unknowns,
so that m = n. The error functional ε : Rn → R which we wish to minimise is given by
ε(µa) =
1
2
∥∥∥hobs − h(µa)∥∥∥2
=
1
2
‖r(µa)‖2
=
1
2
n∑
i=1
r2i , (3.57)
where ri = r(µa(ri)) is the residual at the spatial point ri. The Jacobian J(µa) of r(µa),
which is generally a m× n matrix of first-order partial derivatives (though in this case it
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is n× n), can then be defined by
J(µa) = ∇r(µa)T =

∇rT1
∇rT2
...
∇rTn
 , (3.58)
where each ∇ri, i = 1, . . . , n is the gradient of ri. Using the chain rule, the gradient
vector and Hessian matrix of the objective function can then be expressed as
∇ε(µa) =
n∑
i=1
∇riri
= J(µa)
Tr(µa), (3.59)
and
∇2ε(µa) =
n∑
i=1
∇ri∇rTi +
n∑
i=1
ri∇2ri(µa)
= J(µa)
TJ(µa) +
n∑
i=1
ri∇2ri. (3.60)
The Jacobian of residuals is typically straightforward to calculate, and so we can use
Equation 3.59 to form the gradient vector. Furthermore, since the ∇2ri are relatively
small, the Hessian can be approximated by ∇2ε(µa) ≈ JTJ. The Gauss-Newton method
uses this Hessian approximation to find the search direction, so that Equation 3.55
becomes
pk = −(Jk(µa)TJk(µa))−1Jk(µa)Trk(µa). (3.61)
Since the first term in Equation 3.60 typically dominates the second, this approximation
provides a robust minimisation scheme for least-squares problems, with a convergence
rate similar to that of Newton’s method.
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Hessian- and Jacobian-based methods are reliable and converge quickly, however, for
large-scale problems the calculation and storage of the Hessian or Jacobian matrix may
require a significant amount of memory. For two-dimensional examples the storage
of these large, dense matrices may be computationally feasible, but real PAT images
are inherently three-dimensional, and as the data sets become larger this Jacobian-
based technique becomes much less practical. An alternative is to approximate the
Hessian matrix using only the gradient. Jacobian-based methods typically require much
fewer iterations to obtain a solution than a gradient-based method (approximately 5-
10 iterations compared to 1000 or more), but for a large-scale problem such as QPAT,
Jacobian-based inversion methods may not be tractable due to memory requirements.
3.5.2 Gradient-based vs Jacobian-based methods
Consider a PAT image with typical dimensions 10 mm × 10 mm × 3.5 mm and spatial
resolution 70 µm, which are the dimensions of the images obtained in [2]. The spa-
tial resolution of the image will dictate the required discretisation of the computational
mesh and hence the number of elements required. For this image size, varying the
spatial resolution between 1 mm and 50 µm results in a range of 484 to >2.8 million
elements. Supposing that we require single precision data, the total memory required
to store the Hessian approximation for the gradient- and Jacobian-based methods is
shown in Figure 3.13. The memory requirement for a Jacobian-based method becomes
significantly large as the resolution improves. For example, the PAT images obtained in
[2] possessed a spatial resolution of 70 µm. In this case, a gradient-based method would
require 2.1 MB of memory to store the Hessian approximation, while a Jacobian-based
method would require over 2.1 TB. Gradient-based methods have been proposed and
used successfully to reduce the computational requirements of a quantitative inversion
for DOT [96].
Furthermore, we can use an adjoint model to assist the gradient calculation and sig-
nificantly reduce the number of model evaluations required to calculate the gradient
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F I G U R E 3 . 1 3 : Memory required to store the Hessian approximation using Jacobian-
based (blue dashed) and gradient-based (red dotted) minimisation methods. The num-
ber of elements in the computational domain were calculated using a typical domain
size of 10 mm × 10 mm × 3.5 mm (based on the images obtained in [2]) and varying
spatial resolution of 1 mm - 50 µm. The number of elements when using a resolution
of 70 µm (as in [2]) have been marked by a grey dashed line. In this case, the gradient-
based method required 2.1 MB to store the inverse Hessian approximation, while the
Jacobian-based method would require over 2.1 TB.
[84, 97]. Jacobian-based minimisations can also use an adjoint model to calculate the Ja-
cobian [26], though this will require significantly more evaluations of the forward model
than an adjoint-assisted gradient-based method: if the number of unknowns equals the
number of measurements n, then a Gauss-Newton iteration will require n runs of each
of the forward and adjoint models (equivalent to 2n evaluations of the forward model),
compared to one run each for a gradient-based method (equivalent to 2 evaluations).
The number of evaluations to calculate the Jacobian therefore scales with the domain
size (2n evaluations of the forward model), while a gradient-based method requires 2
evaluations regardless of the number of elements in the computational mesh. This means
that, although Jacobian-based methods such as Gauss-Newton require significantly fewer
iterations, the amount of time taken to obtain a solution to a large-scale 3D problem is
likely to be less when using a gradient-based method. Matrix-free methods, which evalu-
ate only matrix-vector products when calculating the Hessian approximation [98], may
also be used to avoid the memory problem, however, the operation count will remain
high.
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3.6 Summary
The literature on inversion methods for QPAT have shown that the solution to this
challenging inverse problem is possible, and a number of methods for solving the problem
have been suggested. These are typically sensitive to noise, require a priori knowledge
of the scattering coefficient, are computationally too intensive to be applied to real PAT
data, or are only accurate under restrictive conditions (e.g. where the approximate light
model is accurate). In order for QPAT to be successfully applied to real PAT dat, new
methods for QPAT which are simultaneously accurate and extendable to large-scale 3D
data sets are required.
Chapter 4
Gradient-based QPAT using the RTE
1: recovering absorption
Quantitative photoacoustic imaging aims to solve a nonlinear, ill-posed, large-scale in-
verse problem. Solution of the problem will provide quantitatively accurate estimates
of chromophore concentrations, which may prove useful in preclinical applications in-
cluding, but not limited to, small animal molecular imaging and functional parameter
estimation. One approach to solving the problem is to instead obtain a quantitatively
accurate estimate of the absorption coefficient, from which the spatial maps of the chro-
mophore concentrations can be recovered via a linear inversion. While this is both a
valid and popular approach, the challenges of the inverse problem remain unchanged.
In this chapter, we propose the use of a gradient-based method which incorporates the
full radiative transfer equation (RTE) for determining quantitatively accurate estimates
of the optical absorption coefficient from simulated PAT images. Incorporating the full
RTE into a minimisation-based inversion scheme ensures accuracy in the computational
model and maintains flexibility in the inversion approach. The use of a gradient-based
minimisation method reduces the memory requirements of the inversion, enabling the ex-
tension of the method to large-scale three-dimensional (3D) data. Section 4.1.3 presents
an adjoint-assisted method for the efficient calculation of the gradient of the objective
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function to be minimised. This is incorporated into a quasi-Newton minimisation scheme
to determine the optical absorption coefficient. Section 4.2.2 demonstrates the ability
of the method to provide quantitative estimates of the absorption coefficient where the
scattering coefficient is known a priori. Given that the scattering coefficient will not typi-
cally be known in practice, Section 4.2.6 investigates how well the absorption coefficient
can be reconstructed if the heterogeneous scattering coefficient is (incorrectly) assumed
to be homogeneous throughout the domain.
4.1 Minimisation-based methods in QPAT
Minimisation-based techniques aim to iteratively adjust the parameters in a numerical
model (in this case the optical absorption coefficient) until the difference between the
measured and modelled data is minimised. In quantitative photoacoustic tomography
(QPAT), these types of inversion scheme have the potential to produce quantitative re-
sults with few approximations and little a priori knowledge; it is possible to account for
arbitrary tissue geometries, heterogeneous optical coefficients and an unknown scatter-
ing coefficient (the case of unknown scattering will be discussed later in Chapter 5). This
class of methods could therefore be considered to be the most promising candidate for a
general solution to the full QPAT problem to date.
4.1.1 The radiative transfer equation
Chapter 3 showed that many methods for QPAT rely on the diffusion approximation (DA)
to the RTE. The DA relies on the assumption that the light is only weakly anisotropic
throughout the entire domain. In biological tissue, however, the scattering of light is
highly anisotropic, and light entering the region will be highly forward-directed until
at least a few scattering events have occurred. This means that the DA breaks down
close to sources or boundaries, and is not valid until a distance of approximately a few
transport mean free paths from any source. In a typical region of biological tissue, a
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transport mean free path may be on the order of 1 mm, which means that using the DA
as a light model for PAT may provide inaccurate results in a significantly large portion
of the image. This means that the DA will not provide sufficient quantitative accuracy
for the quantitative inversion of QPAT in practice. In this chapter we propose an inver-
sion technique for QPAT which utilises a two-dimensional (2D) model of light transport
which solves a finite element (FE) implementation of the RTE [73]. By using the full
RTE, accuracy in all regions of importance is ensured, although the computational effort
required to solve a comparable problem is increased. To assess the inversion method, the
RTE is used to simulate 2D PAT images, which provide the measured data from which
the optical absorption coefficient is to be recovered.
4.1.2 Gradient-based approach
In the existing literature for QPAT, a further difficulty regarding the large-scale nature
of the problem is not often addressed. This is likely due to the fact that most meth-
ods have been developed using two-dimensional simulated data, or have assumed prior
knowledge of the tissue geometry to reduce the number of unknowns in the problem.
In practice, any method to perform the QPAT inversion will have to translate to three
dimensions and also account for a potentially huge number of unknowns.
The RTE has been used in a Gauss-Newton minimisation scheme for QPAT [26, 30],
whereby the inverse Hessian is approximated using the Jacobian matrix of first partial
derivatives. Since this is a large, dense matrix, terabytes of computer memory may be
required to store the Jacobian for a typical 3D QPAT inversion. We therefore propose
the use of a gradient-based minimisation scheme, which uses information regarding the
gradient of the objective function to approximate the inverse Hessian. These are often
called quasi-Newton methods, since they are based on Newton’s method for finding the
stationary point of a function (see Appendix D for more details on Newton’s method
and quasi-Newton methods). The use of gradient information rather than the Jacobian
reduces the computational memory required significantly (a reduction of terabytes to
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megabytes for a typical problem), since the inverse Hessian can be approximated by a
vector the size of one column of the Jacobian matrix (see Section 3.5.2 for a comparison
of Jacobian- and gradient-based methods for QPAT). This reduction in memory require-
ments enables the application of an iterative minimisation method to the types of large-
scale data sets that are likely to be encountered in practice when dealing with real PAT
images. Although gradient-based methods are memory-efficient, the process does typi-
cally require a large number of iterations than a full Newton method or Jacobian-based
method. It is therefore important that the functional gradient calculation is relatively
fast, since the functional gradients will need to be evaluated at each iteration of the
method.
4.1.3 Calculating the gradient of the error functional
To perform a gradient-based method, we require the calculation of the gradient of the
error functional with respect to the absorption coefficient. This could be calculated
using a finite difference method, whereby the sensitivity of the error functional to a
change in the absorption at each point in the domain is calculated element by element.
If Ne denotes the number of elements in the computational mesh, this calculation would
requireNe+1 evaluations of the forward model for each iteration of the method, and will
therefore be a very expensive procedure. Instead, an adjoint RTE operator can be used to
assist the gradient calculation; in this section we will derive the functional gradient with
respect to the absorption coefficient and show how the adjoint RTE model can greatly
reduce the operation count compared with a finite difference method. Recall that the
idea of the minimisation-based approach for QPAT is to minimise the error functional
ε(µa) =
1
2
∥∥∥hobs − h(µa)∥∥∥2
=
1
2
∫
Ω
(hobs − h(µa))2 dΩ. (4.1)
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The functional gradient calculation in the case of a single PAT image is considered first,
and an extension to multiple images using different illumination positions will be in-
cluded later in Section 4.2.3.
To calculate the absorption gradient of the objective function, first differentiate Equa-
tion 4.1 with respect to µa at a single point ri (and for notational convenience define
µia := µa(ri)) to obtain
∂ε
∂µia
= −
∫
Ω
∂h
∂µia
(hobs − h) dΩ. (4.2)
The derivative of the modelled data h can be found via the product rule:
∂h
∂µia
=
∂µa
∂µia
Φ +
∂Φ
∂µia
µa
= Φδ(r− ri) + ∂Φ
∂µia
µa, (4.3)
where δ(r− ri) is the Dirac delta function, a generalised function with the properties∫ ∞
−∞
δ(r− ri)f(r) dx = f(ri), (4.4)∫ ∞
−∞
δ(r) = 1, (4.5)
for a given function f . Substituting this into Equation 4.2 provides an expression for the
gradient of the error functional with respect to µia:
∂ε
∂µia
= −Φ(ri)(hobs(ri)− h(ri))−
∫
Ω
∂Φ
∂µia
µa(h
obs − h) dΩ. (4.6)
Recall that the time-independent RTE is given by
(sˆ · ∇+ µa(r) + µs(r))φ(r, sˆ) = µs(r)
∫
Sn−1
Θ(sˆ, sˆ′)φ(r, sˆ′) dsˆ′ + q(r, sˆ). (4.7)
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The sensitivity of the fluence Φ to changes in the absorption coefficient can be found by
differentiating the Equation 4.7 with respect to µia, which yields
(sˆ · ∇+ µa + µs) ∂φ
∂µia
− µs
∫
Sn−1
Θ(sˆ, sˆ′)
∂φ(sˆ′)
∂µia
dsˆ′ = −φ(sˆ)δ(r− ri). (4.8)
An adjoint model may now be introduced to assist the gradient calculation. The adjoint
model is defined by
(−sˆ · ∇+ µa + µs)φ∗(sˆ)− µs
∫
Sn−1
Θ(sˆ, sˆ′)φ∗(sˆ′)dsˆ′ = µa(hobs − h), (4.9)
and has solution φ∗, the adjoint radiance. Evaluating φ∗×(4.8) −(∂φ/∂µia)×(4.9) yields
φ∗(sˆ)(sˆ · ∇)∂φ(sˆ)
∂µia
+
∂φ(sˆ)
∂µia
(sˆ · ∇)φ∗(sˆ)
− φ∗(sˆ)µs
∫
Sn−1
Θ(sˆ, sˆ′)
∂φ(sˆ′)
∂µia
dsˆ′ +
∂φ(sˆ)
∂µia
µs
∫
Sn−1
Θ(sˆ, sˆ′)φ∗(sˆ′) dsˆ′
= −φ∗(sˆ)φ(sˆ)δ(r− ri)− ∂φ(sˆ)
∂µia
µa(h
obs − h). (4.10)
This equation is reduced significantly when it is noted that the left-hand side equates to
zero. To see this, first integrate over all angles sˆ ∈ Sn−1 and also over the volume Ω with
surface ∂Ω to obtain
∫
Ω
∫
Sn−1
φ∗(sˆ)(sˆ · ∇)∂φ(sˆ)
∂µia
dsˆ dΩ +
∫
Ω
∫
Sn−1
∂φ(sˆ)
∂µia
(sˆ · ∇)φ∗(sˆ) dsˆ dΩ
−
∫
Ω
µs
∫
Sn−1
φ∗(sˆ)
∫
Sn−1
Θ(sˆ, sˆ′)
∂φ(sˆ′)
∂µia
dsˆ′ dsˆ dΩ
+
∫
Ω
µs
∫
Sn−1
∂φ(sˆ)
∂µia
∫
Sn−1
Θ(sˆ, sˆ′)φ∗(sˆ′) dsˆ′ dsˆ dΩ
= −
∫
Ω
δ(r− ri)
∫
Sn−1
φ∗(sˆ)φ(sˆ) dsˆ dΩ
−
∫
Ω
µa(h
obs − h)
∫
Sn−1
∂φ(sˆ)
∂µia
dsˆ dΩ. (4.11)
By using a form of the divergence theorem, given by
∫
Ω
ab · ∇c dΩ +
∫
Ω
cb · ∇a dΩ =
∫
∂Ω
b · nˆac dΩ, (4.12)
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along with the substitutions
a = φ∗(sˆ), b = sˆ and c =
∂φ(sˆ)
∂µia
,
the first two terms of (4.11) can be replaced with a single term, since
∫
Ω
∫
Sn−1
φ∗(sˆ)(sˆ · ∇)∂φ(sˆ)
∂µia
dsˆ dΩ +
∫
Ω
∫
Sn−1
∂φ(sˆ)
∂µia
(sˆ · ∇)φ∗(sˆ) dsˆ dΩ
=
∫
∂Ω
∫
Sn−1
(sˆ · nˆ)φ∗(sˆ)∂φ(sˆ)
∂µia
dsˆ dΩ. (4.13)
Since both φ∗ → 0 and ∂φ/∂µia → 0 on the boundary ∂Ω, the integrand of this term, and
hence the integral, equates to zero. This means that Equation 4.11 reduces to
∫
Ω
µs
∫
Sn−1
φ∗(sˆ)
∫
Sn−1
Θ(sˆ, sˆ′)
∂φ(sˆ′)
∂µia
dsˆ′ dsˆ dΩ
−
∫
Ω
µs
∫
Sn−1
∂φ(sˆ)
∂µia
∫
Sn−1
Θ(sˆ, sˆ′)φ∗(sˆ′) dsˆ′ dsˆ dΩ
=
∫
Ω
δ(r− ri)
∫
Sn−1
φ∗(sˆ)φ(sˆ) dsˆ dΩ
+
∫
Ω
µa(h
obs − h)
∫
Sn−1
∂φ(sˆ)
∂µia
dsˆ dΩ. (4.14)
The left-hand side of this equation can be rearranged as
∫
Ω
µs
∫
Sn−1
∫
Sn−1
Θ(sˆ, sˆ′)φ∗(sˆ)
∂φ(sˆ′)
∂µia
dsˆ′ dsˆ dΩ
−
∫
Ω
µs
∫
Sn−1
∫
Sn−1
Θ(sˆ, sˆ′)φ∗(sˆ′)
∂φ(sˆ)
∂µia
dsˆ′ dsˆ dΩ. (4.15)
Since Θ is a symmetric function, that is, Θ(sˆ, sˆ′) = Θ(sˆ′, sˆ), these two terms equate to
zero. Equation 4.14 therefore reduces to
∫
Ω
µa(h
obs − h)
∫
Sn−1
∂φ(sˆ)
∂µia
dsˆ dΩ = −
∫
Ω
δ(r− ri)
∫
Sn−1
φ∗(sˆ)φ(sˆ) dsˆ dΩ. (4.16)
The fluence Φ is equal to the integral over all directions sˆ of the time-integrated radiance
φ, that is,
Φ(r) =
∫
Sn−1
φ(r, sˆ)dsˆ. (4.17)
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It therefore follows that
∂Φ
∂µia
=
∫
Sn−1
∂φ(sˆ)
∂µia
dsˆ, (4.18)
and hence Equation 4.16 can be written as
∫
Ω
∂Φ
∂µia
µa(h
obs − h) dΩ = −
[∫
Sn−1
φ∗(sˆ)φ(sˆ) dsˆ
]
r=ri
. (4.19)
The left-hand side of this equation is exactly the last term in Equation 4.6. If Equa-
tion 4.19 is substituted here, the expression for the absorption gradient becomes
∂ε
∂µia
= −Φ(ri)(hobs(ri)− h(ri)) +
[∫
Sn−1
φ∗(sˆ)φ(sˆ) dsˆ
]
r=ri
. (4.20)
It then follows that, in general, the functional gradient is given by
∂ε
∂µa
= −Φ(hobs − h) +
∫
Sn−1
φ∗(sˆ)φ(sˆ) dsˆ. (4.21)
4.1.4 Implementation
When implementing the minimisation, the formulation of the numerical light model must
be accounted for, and the continuous gradient calculations should be transferred to their
discrete counterparts. The implementation of the RTE follows the FE implementation
found in [73]. The domain is triangulated to form a mesh consisting of structured
triangular elements, the vertices of which are called the mesh nodes. Some quantities,
such as the absorption and scattering coeffients, are best described as being piecewise
continuous over the mesh elements. The superscript (·)e will be used to denote definition
of a quantity on the mesh elements, while (·)h will denote definition on the mesh nodes.
The absorption and scattering coefficients will be considered to be piecewise constant on
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the elements of the computational mesh, and can hence be written as
µa(r) ≈ µea(r) =
Ne∑
k=1
µkaχk(r), µs(r) ≈ µes(r) =
Ne∑
k=1
µksχk(r), (4.22)
where Ne is the number of elements in the computational mesh and χk is the characteris-
tic function of element k, which is equal to 1 in the support of element k and 0 elsewhere.
In the FE formulation of the time-integrated RTE, its solution φ is approximated by
φ(r, sˆ) ≈ φh(r, sˆ) =
Nn∑
j=1
Na∑
l=1
φjlψj(r)ψl(sˆ), (4.23)
whereNn is the number of spatial nodes in the computational mesh andNa is the number
of angular directions. φjl represents the radiance and ψj(r) and ψl(sˆ) the nodal basis
functions of the spatial and angular FE meshes, respectively, in the nodal point j and
direction l. The FE RTE model calculates the radiance φ by solving
Aφh = b, (4.24)
where A is the FE system matrix representing the terms in the RTE and b is the source
term. The matrix A can be written as
A = A1 +A2 +A3 +A4, (4.25)
where A1,...,4 have been obtained by determining a variational formulation of the RTE
and making a finite dimensional approximation to this variational formulation, con-
structed using piecewise linear bases for both the spatial and angular discretisations.
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The components of A are given by
A1 = −
∫
Ω
∫
Sn−1
sˆ · ∇ψj′(r)ψl′(sˆ)ψl(sˆ) dsˆ ψj(r) dr, (4.26)
A2 =
∫
∂Ω
ψj(r)ψj′(r) dS
∫
Sn−1
(sˆ · nˆ)+ψl(sˆ)ψl′(sˆ) dsˆ, (4.27)
A3 =
∫
Ω
(µea(r) + µ
e
s(r))ψj(r)ψj′(r) dr
∫
Sn−1
ψl(sˆ)ψl′(sˆ) dsˆ, (4.28)
A4 = −
∫
Ω
µes(r)ψj(r)ψj′(r) dr
∫
Sn−1
∫
Sn−1
Θ(sˆ, sˆ′)ψl(sˆ′) dsˆ′ ψl′(sˆ) dsˆ. (4.29)
The fluence Φe is equal to the integral of the radiance over all directions, and can
therefore be calculated from
Φe = Mφh, (4.30)
where M is a measurement matrix which performs the summation over the angular
directions. The measurement matrix also has the effect of expressing the fluence as
piecewise constant over the mesh elements; its value over a single element is the average
of its value at each node attached to that element. This average is taken because the
absorbed energy is the product of the absorption coefficient and the fluence, with
he = µeaΦ
e, (4.31)
and since the absorption coefficient is piecewise constant over the mesh elements it is
not defined at element boundaries, and hence not at the mesh nodes. Another way to
overcome this problem would be to express the absorption coefficient using nodal basis
functions. While this is not explored here, we will look at defining all quantities this way
later in Chapter 6. For notational convenience we will now drop the superscripts and
write µa = µea, µs = µ
e
s , φ = φ
e, Φ = Φe and h = he.
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Using this implementation, the least-squares error functional (Equation 4.1) can be
written in vector notation as
ε(µa) =
1
2
(hobs − h)T(hobs − h), (4.32)
and its derivative with respect to µka, the absorption over the k
th element, as
∂ε
∂µka
= −
(
∂h
∂µka
)T
(hobs − h)
= −
(
µa
∂Φ
∂µka
+
∂µa
∂µka
Φ
)T
(hobs − h)
= −
(
µaM
∂φ
∂µka
+
∂µa
∂µka
Φ
)T
(hobs − h)
=
(
∂µa
∂µka
Φ
)T
(hobs − h)−
(
µaM
∂φ
∂µka
)T
(hobs − h). (4.33)
The sensitivity of the radiance to changes in the absorption coefficient is found by differ-
entiating Equation 4.24 with respect to µka. Applying the product rule, we obtain
∂A
∂µka
φ+A
∂φ
∂µka
= 0
⇒ ∂φ
∂µka
= −A−1
(
∂A
∂µka
)
φ. (4.34)
Substituting this into Equation 4.33 then gives
∂ε
∂µka
=
(
µaMA
−1
(
∂A
∂µka
)
φ
)T
(hobs − h)−
(
∂µa
∂µka
Φ
)T
(hobs − h), (4.35)
where ∂A/∂µka is the gradient of the FE system matrix, given by Equation 4.25, with
respect to the absorption coefficient. For each element k = 1, . . . , Ne, this is the single
term
∂A
∂µka
=
∫
Ω
χk(r)ψj(r)ψj′(r) dr
∫
Sn−1
ψl(sˆ)ψl′(sˆ) dsˆ. (4.36)
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Applying the following property for the transpose of the product of i arbitrary matrices
(A1A2 . . . Ai)
T = ATi . . . A
T
2 A
T
1 (4.37)
to Equation 4.35 gives
∂ε
∂µka
= φT
(
∂A
∂µka
)T
(A−1)T(µaM)T(hobs − h)− ΦT
(
∂µa
∂µka
)T
(hobs − h), (4.38)
and since A−1 is a symmetric matrix, (A−1)T = (AT)−1, and so
∂ε
∂µka
= φT
(
∂A
∂µka
)T
(AT)−1(µaM)T(hobs − h)− ΦT
(
∂µa
∂µka
)T
(hobs − h). (4.39)
The FE RTE adjoint model corresponding to Equation 4.9 is given by
ATφ∗ := (µaM)T(hobs − h), (4.40)
which we can substitute into Equation 4.39 to obtain
∂ε
∂µka
= φT
(
∂A
∂µka
)T
φ∗ − ΦT
(
∂µa
∂µka
)T
(hobs − h), (4.41)
and so generally
∂ε
∂µa
= φT
(
∂A
∂µa
)T
φ∗ − ΦT(hobs − h). (4.42)
This expression enables the functional gradient with respect to absorption to be calcu-
lated using only one run each of the forward and adjoint models.
4.1.5 Comparison with a finite difference calculation
Finite difference methods are a very accurate and robust way to approximate a derivative.
We will therefore check that the above gradient calculations are correct by comparing
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them to the derivative of the error functional calculated using a finite difference method.
The derivative of the error functional with respect to a change in the absorption coeffi-
cient across the kth element can be approximated by
∂ε
∂µka
≈ ε(µ
k
a + ∆µa)− ε(µka)
∆µa
, (4.43)
where ∆µa is some small, non-zero perturbation to µa (in this case we chose ∆µa = 10−5
mm−1). To evaluate the error functional due to the perturbed absorption coefficient, the
forward RTE model must be solved to obtain the absorbed optical energy evaluated at
the perturbed absorption coefficient. This process must be repeated for every element
in the computational mesh to build up an image of the absorption gradient across the
entire domain. This means that calculating the functional gradient with respect to ab-
sorption will require Ne + 1 evaluations of the forward model, where Ne is the number
of elements in the computational mesh. Because of this, we have used a fairly coarse
mesh, containing Ne = 960 elements, to perform the finite difference calculation. In
practice, the number of mesh elements may be on the order of tens of thousands or more.
Furthermore, the gradient of the error functional will need to be evaluated on each itera-
tion of a gradient-based method. Using a finite difference method would therefore make
the proposed gradient-based minimisation scheme entirely impractical. This highlights
the usefulness of the adjoint-assisted gradient calculation presented in Section 6.2.1 as
an efficient way to perform the gradient-based minimisation. Using the adjoint-assisted
method, the functional gradient can be calculated using a single run each of the forward
and adjoint models. The adjoint model is solved using the same FEM system matrix as
the forward model, and so this is equivalent to two evaluations of the forward model.
The absorption and scattering coefficients and simulated absorbed energy distribution
used in Section 3.3.3.1 (and shown in Figure 3.4) were used to calculate the gradients.
The optical absorption coefficient consists of a homogeneous background of 0.01 mm−1
with two square absorbing inclusions with values of 0.2 mm−1 and 0.3 mm−1. The
optical scattering coefficient consists of a homogeneous background of 5 mm−1 with
two square absorbing inclusions with values of 10 mm−1 and 15 mm−1. Given these
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absorption and scattering coefficients, the FE RTE model can be used to create a set of
simulated PAT images which we will refer to as the measured data. Once this measured
data hobs has been simulated, an initial guess at the absorption and scattering can be
made and used to simulate the absorbed energy h based on this initial guess. Here, ini-
tial guesses of homogeneous absorption and scattering coefficients set at their respective
background values have been used. Now that we have measured data hobs and an initial
estimate h, the error functional 4.1 can then be calculated straightforwardly. The error
functional gradient with respect to the absorption coefficient is then calculated using
the adjoint-assisted method described in Section 4.1.3 and compared to the resulting
functional gradient calculated using a finite difference method.
F I G U R E 4 . 1 : Error functional gradient with respect to absorption calculated using
the adjoint-assisted method presented in Section 4.1.3, compared with those calculated
using a finite difference method. The absorption and scattering coefficients are both
heterogeneous and can be seen in , and the four source geometries are shown in . These
give rise to a set of four measured absorbed energy images. Given an initial guess at the
absorption coefficient, the error functional 4.1 can be calculated straightforwardly. The
functional gradient with respect to absorption can then be calculated using the adjoint-
assisted method (Equation 4.21) and also using a finite difference method. The figure
below shows the functional gradient with respect to absorption calculated using (A) the
adjoint-assisted method and (B) a finite difference method. The difference between the
two is shown in (C) and a profile in the z-direction at x = 1 mm can be seen in (D).
The results of these calculations are shown in Figure 4.1. Figure 4.1(A) shows the
absorption gradient calculated using the adjoint-assisted method, and Figure 4.1(B)
shows the absorption gradient calculated using a finite difference method. There is
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excellent agreement between the two figures, which can be seen in the profile comparison
in Figure 4.1(C). The relative error between the two methods can be calculated using
εa =
∥∥∥∥( ∂ε∂µa)FD − ( ∂ε∂µa)adj
∥∥∥∥∥∥∥( ∂ε∂µa)FD∥∥∥ , (4.44)
where (∂ε/∂µa)FD and (∂ε/∂µa)adj are the functional gradients with respect to absorp-
tion calculated using the finite difference method and adjoint-assisted method, respec-
tively. The error in this case was εa = 1.08 × 10−4. Even for this small example, the
advantages of using the adjoint-assisted method are clear; the finite difference calcula-
tion took approximately 43 minutes, compared with under 3 seconds to complete the
adjoint-assisted method.
4.2 Numerical examples to recover absorption
In this section, the adjoint-assisted gradient-based method based on the RTE will be
tested using 2D simulated PAT images. In Section 4.2.2, it is first assumed that the
scattering coefficient is known, and we will look to recover a quantitatively accurate
estimate of the absorption coefficient. The method will be tested using several different
illumination positions and geometries, and the effects of including additive Gaussian
noise to the simulated measurement data will be investigated. Section 4.2.4 will look
at the sensitivity of the error in the absorption reconstruction to the initial guess at the
absorption coefficient. Section 4.2.6 investigates the extent to which we can recover
the absorption coefficient can be recovered when the scattering is unknown. In this
case, it is assumed that the scattering coefficient is constant and fixed at an estimated
value. Section 4.2.5 will look at the sensitivity of errors in the absorption estimate to the
estimate of the scattering coefficient.
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4.2.1 Simulation of measurement data
The gradient-based inversion will be performed using a variety of different source posi-
tions and geometries. Figures 4.2 and 4.3 show the six different source combinations
used in Sections 4.2.2 and 4.2.6.
F I G U R E 4 . 2 : Multiple illumination positions from several different source geometries
are used to investigate the performance of the gradient-based inversion method. In this
section, the method will be tested using PAT images which have been simulated using a
single point source, two point sources, and four point sources, placed in the positions
shown by the red circles in the figure below.
The optical coefficients are the same as those used to verify the gradients, and were
defined in Section 3.3.3.1 and shown in Figures 3.4(A) and 3.4(B). As a reminder,
the computational mesh was the 4 mm × 4 mm square [0, 4] × [0, 4] mm2, consisting
of Ne = 3840 triangular elements, Nn = 1983 nodes and an angular discretisation of
Na = 16 equal angles. The anisotropy factor was considered to be known and constant
at g = 0.8, and the scattering coefficient µs was chosen such that µ′s = µs(1− g) varies
between 1 mm−1 and 3 mm−1, giving a background value of µbgs = 5 mm−1 and two
non-smooth scattering inclusions of µ1s = 10 mm
−1 and µ2s = 15 mm−1. The absorption
coefficient had a background value of µbga = 0.01 mm−1 and two non-smooth absorbing
inclusions of µ1a = 0.2 mm
−1 and µ2a = 0.3 mm−1. By solving Equation 4.24, the FE
implementation of the RTE, using these coefficients and a particular source b, we obtain
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the radiance φ = φ(µa, µs), and summing over all angles according to Equation 4.30
gives the fluence Φ(µa, µs). The measured absorbed energy is then equal to the product
of the absorption coefficient and the fluence, that is, hobs = µaΦ(µa, µs). Noise can be
added to this absorbed energy distribution to simulate the measurement noise which
would be present in real photoacoustic data.
F I G U R E 4 . 3 : Multiple illumination positions from several different source geometries
are used to investigate the performance of the gradient-based inversion method. In this
section, the method will be tested using PAT images which have been simulated using a
single line source, two line sources, and four line sources, placed in the positions shown
by the red circles in the figure below.
To perform the inversion, the functional gradients calculated in Section 4.1.3 are used in
a quasi-Newton method. A quasi-Newton method well-suited to large-scale problems is
the limited-memory BFGS method (l-BFGS), since it only requires a moderate amount of
memory. The BFGS and l-BFGS methods are memory efficient since they never evaluate
the Hessian directly and never have to store or invert it. Instead, an approximation to
the inverse Hessian is iteratively improved using information about the gradient at each
of the previous iteration steps. In the l-BFGS method, the user can define the number
of previous steps used to inform the inverse Hessian approximation. Here, 15 iterations
were stored according to advice found in [95]. To recover the optical coefficients, we
first start with an initial guess. In this case, the background values of the coefficients
were used, which are µbga = 0.01 mm−1 and µbgs = 5 mm−1. This initial approximation
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to (µa, µs) is then passed to the l-BFGS method, which uses the error functional and
the functional gradients to calculate an improved approximation. This is done by in-
crementally changing the approximation to (µa, µs) based on the gradient information
and re-evaluating the model until the error functional has been reduced. This process
is repeated until the value of the error functional falls below a user-defined tolerance.
In this case the condition for terminating the iterative procedure was a change in ε less
than 10−9 times its value due to the initial guess.
4.2.2 Inversions with known scattering
In these examples we will use the adjoint-assisted, gradient-based method proposed in
Section 4.1.3 to obtain a quantitative estimate of the absorption coefficient given that
the scattering is known a priori. To quantify the error in the reconstructions, we shall
look at the percent relative error a, which is calculated using
a =
∥∥µtruea − µapproxa ∥∥
‖µtruea ‖
, (4.45)
where µtruea and µ
approx
a are the true and reconstructed absorption coefficients, respec-
tively. We will begin by looking at the simplest case, where a single, collimated point
source, placed at the centre of the top boundary of the domain, is used to illuminate the
domain and simulate a PAT image. This source geometry can be seen in Figure 4.2(A).
4.2.2.1 Single point source
In this example we attempt to recover the absorption coefficient µa from a single PA
image, which has been simulated using a numerical light model, as described in Sec-
tion 4.2.1. The domain was illuminated using a single collimated point source at the
centre of the top boundary (see Figure 4.2(A)). Using the error functional gradient
calculated in Section 4.1.3, the limited-memory BFGS method was applied to the noise-
free absorbed energy image and an estimate of the optical absorption coefficient was
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obtained. The method was also applied to a noisy version of the image, which included
additive Gaussian noise scaled to 5% of the mean absorbed energy. Figure 4.4 shows the
recovered absorption coefficients after 874 iterations. Figure 4.4(A) shows the true ab-
sorption coefficient which is to be reconstructed. Figure 4.4(B) shows the reconstructed
µa when using a noise-free absorbed energy image as the measurement data, and Fig-
ure 4.4(C) shows the µa reconstruction from the measurement data with added Gaussian
noise. Figure 4.4(D) shows a profile through the x-direction at z = 1.2 mm comparing
the true absorption, noise-free reconstruction and noisy reconstruction. The profile runs
through the stronger absorbing of the two heterogeneities, which is furthest from the
source. Figure 4.4(E) shows the per cent relative error in absorption, calculated using
Equation 4.45, for each iteration of the l-BFGS method.
F I G U R E 4 . 4 : Reconstructed absorption coefficient when the scattering is known a
priori. The domain was illuminated using a single point source, corresponding to
Figure 4.2(A). (A) shows the true absorption coefficient, (B) shows the reconstructed
absorption coefficient from noise-free data, and (C) shows the reconstructed absorption
coefficient from data with 5% additive Gaussian noise. A profile comparison can be
seen in (D), which compares the true absorption coefficient (grey solid), reconstructed
absorption coefficient from noise-free data (blue dashed) and reconstructed absorption
coefficient from noisy data (red dotted). The profile is taken in the x-direction at
z = 1.2 mm. The percent relative error of the reconstructed absorption coefficients at
each iteration can be seen in (E).
The percent relative error in the reconstructed absorption coefficient after 100 iterations
were a = 2.24% and a = 4.45% for the noise-free and noisy cases, respectively. In both
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the noise-free and noisy cases an accurate estimate of µa can be obtained, though errors
appear in the absorbing heterogeneity farthest from the source, towards the z = 0 mm
boundary. Figure 4.4(D) shows the underestimation of the absorption coefficient in this
area. This is likely to be due to the fact that the signal-to-noise ratio is low in these areas.
Figure 4.4(E) shows the percent relative error against iteration number, where it can
be seen that the absorption reconstruction has not yet converged to a solution in either
the noisy or noise-free case. The reconstruction may therefore improve if the number of
iterations were to be increased. In the next section we will investigate whether accuracy
in the reconstructions can be improved by increasing the number of sources along the
top boundary, thereby increasing the signal to noise.
4.2.2.2 Single line source
The previous example demonstrated that the gradient-based method using the RTE,
when using data generated from a single point source, can produce reasonably accurate
reconstructions of µa, though the presence of noise in the measured data affects the
reconstruction significantly, and a large number of iterations may be required even in
the case of noise-free data. The accuracy of the reconstruction in the noisy case may
be improved with an increase to the signal to noise by using a line array of collimated
point sources along the top boundary to simulate the PA image, as in Figure 4.3(A). In
this example the same optical coefficients are using to simulate the measured data, but
now a line array of sources is used to simulate the measurement data. The simulated
PAT images are obtained in the same way as in Section 4.2.2.1, that is, using the method
described in Section 4.2.1.
Figure 4.5(A) shows the true absorption coefficient, Figure 4.5(B) and Figure 4.5(C)
show the reconstructed absorption coefficients after 80 iterations from noise-free and
noisy data, respectively. The percent relative errors of a = 7.9× 10−3 % and a = 5.46%
when using noise-free and noisy data, respectively. Using the line array of sources, we
are able to improve significantly on the results obtained when using a single point source;
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F I G U R E 4 . 5 : Reconstructed absorption coefficient when the scattering is known a
priori. The domain was illuminated using a single line source, corresponding to Fig-
ure 4.3(A). (A) shows the true absorption coefficient, (B) shows the reconstructed
absorption coefficient from noise-free data, and (C) shows the reconstructed absorption
coefficient from data with 5% additive Gaussian noise. A profile comparison can be
seen in (D), which compares the true absorption coefficient (grey solid), reconstructed
absorption coefficient from noise-free data (blue dashed) and reconstructed absorp-
tion coefficient from noisy data (red dotted). The profile is taken in the x-direction at
z = 1.2 mm. The percent relative error of the reconstructed absorption coefficients at
each iteration can be seen in (E).
the inaccuracies in the reconstruction at regions far from the source which were present
when using a single point source have been significantly improved. Figure 4.5(D) shows
a profile comparison of the true absorption and the reconstructed images. In the noisy
case, the error using a line source is larger than in the case where a single point source
is used. This is perhaps misleading, as Figure 4.5(D) shows that the reconstruction is
improved by using the line source. In this case, the errors in the image appear to be due
to the amplification of errors due to noise in the inversion, particularly in areas farthest
from the source where the signal to noise ratio is relatively low. Figure 4.5(E) shows the
per cent relative error in the reconstructions with each iteration of the gradient-based
method. Here we can see that the relative error in the reconstruction from noisy data be-
gins to increase slightly after around 20 iterations. The reconstructions in the noisy case
may therefore be aided by some appropriate regularisation to reduce the amplification
of noise in the inversion.
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4.2.3 Extension to multiple illumination directions
The results in Section 4.2.2.2 have demonstrated that the gradient-based method is able
to produce accurate quantitative spatial maps of the absorption coefficient µa from 2D
simulated absorbed energy data, even in the presence of 5% additive Gaussian noise.
The inclusion of additional sources from the same illumination direction improved the
reconstructions significantly when compared to Section 4.2.2.1. Another method that
has been suggested to improve the stability of the reconstructions when using the RTE
to model the light propagation is to use multiple illuminations directions [34]. In this
case, two images illuminated from e.g. two opposite sides of the domain is used as the
set of measurement data from which to reconstruct the absorption.
The inclusion of multiple PA images into the inversion requires the summation of the
data over the number of sources. If Ns is the number of source positions, then the error
functional becomes
ε =
Ns∑
p=1
Ne∑
k=1
1
2
(hobsp (rk)− hp(rk))2, (4.46)
where the subscript ·p denotes the quantity at the pth source position. The error func-
tional gradient must also be summed over the number of source positions, in which case
we have
∂ε
∂µa
= −
Ns∑
p=1
ΦTj (h
obs
p − hp) +
Ns∑
p=1
φTp
(
∂A
∂µa
)T
φ∗p. (4.47)
Numerical tests suggest that there is little difference performing the inversion with one
image obtained with two simultaneous line sources (e.g. illumination from the top and
bottom simultaneously) compared with those using two images (illuminating from the
top and bottom separately). This means that information from multiple illumination di-
rections could be incorporated without increasing the number of measurements required.
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However, it is worth noting that, if reconstructing both absorption and scattering coeffi-
cients, as will be investigated later in Chapter 5, at least two images will be required to
ensure a unique solution.
4.2.3.1 Two point sources
This example investigated whether the results in Section 4.2.2.1 can also be improved
by including additional information from two simulated PAT images which have been
obtained by illuminating the domain from two different directions. The single point
source reconstruction in 4.2.2.1 resulted in errors in the reconstruction of µa at regions
farthest from the source. In this example, a second image is obtained by illumination
the domain using a point source placed at the opposite side of the computational mesh,
at the z = 0 mm boundary. The domain is now illuminated using two point sources, as
shown in Figure 4.2(B).
F I G U R E 4 . 6 : Reconstructed absorption coefficient when the scattering is known a
priori. Two simulated PAT images were obtained by illuminating the domain using two
point sources placed at different positions, corresponding to Figure 4.2(B). (A) shows
the true absorption coefficient, (B) shows the reconstructed absorption coefficient from
noise-free data, and (C) shows the reconstructed absorption coefficient from data with
5% additive Gaussian noise. A profile comparison can be seen in (D), which compares
the true absorption coefficient (grey solid), reconstructed absorption coefficient from
noise-free data (blue dashed) and reconstructed absorption coefficient from noisy data
(red dotted). The profile is taken in the x-direction at z = 1.2 mm. The percent relative
error of the reconstructed absorption coefficients at each iteration can be seen in (E).
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Figure 4.6 shows the results of the inversion after 100 iterations. Figure 4.6(A) shows
the true absorption coefficient, Figure 4.6(B) and Figure 4.6(C) show the reconstructed
absorption coefficients after 100 iterations from noise-free and noisy data, respectively.
The percent relative error was a = 0.06% and a = 2.55% for the noise-free and noisy
reconstructions, respectively. The illumination from two sides of the domain has im-
proved the reconstruction compared to when a single point source was used, particularly
where the absorption coefficient was underestimated towards the bottom of the domain.
Figure 4.6(E) shows the percent relative error at each iteration of the reconstruction. In
the case where noisy data was used, the error begins to increase after approximately
50 iterations. As in the previous example where a single point source was used, this
effect is likely to be due to the amplification of high frequencies in the noise in areas
where the signal to noise ration is relatively low. These areas are those furthest from
a source, which in this case are the left- and right-hand edges of the domain, as seen
in Figure 4.6(C). One method to reduce these errors could be to include a regularising
term to penalise the amplification of noise in the inversion. Another method that may
improve on these results might be to include information from additional sources. In
the next example we will check whether the stability is furthered improved when four
illumination directions are used.
4.2.3.2 Four point sources
In this example we will look at how well we can reconstruct the absorption coefficient if
we include an additional two sources. Here, the measurement data consists of a set of
four simulated PAT images obtained using four different illumination directions, namely
a point source on each of the four sides of the domain, placed in the locations shown
in Figure 4.2(C). The reconstructed absorption coefficient using this measurement data
after 100 iterations can be seen in Figure 4.7.
The relative errors for the absorption reconstruction in this example are a = 0.03%
and a = 1.62% from the noise-free and noisy measurement data, respectively. These
have improved on the errors from the reconstructions using two point sources for the
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F I G U R E 4 . 7 : Reconstructed absorption coefficient when the scattering is known a
priori. Four simulated PAT images were obtained by illuminating the domain using four
point sources placed at different positions, corresponding to Figure 4.2(C). (A) shows
the true absorption coefficient, (B) shows the reconstructed absorption coefficient from
noise-free data, and (C) shows the reconstructed absorption coefficient from data with
5% additive Gaussian noise. A profile comparison can be seen in (D), which compares
the true absorption coefficient (grey solid), reconstructed absorption coefficient from
noise-free data (blue dashed) and reconstructed absorption coefficient from noisy data
(red dotted). The profile is taken in the x-direction at z = 1.2 mm. The percent relative
error of the reconstructed absorption coefficients at each iteration can be seen in (E).
coarse mesh. The main improvement made by using the additional images appears in
the reconstruction from noisy data, where the amplification of noise in the inversion has
been reduced. As suggested by the theoretical results of [34], stability in the inversions
is improved when multiple illuminations are used to obtained the measurement data.
The incorporation of more than two illumination positions appears to further mitigate
the errors due to noise in the inversion than when two illuminations are used.
4.2.3.3 Two line sources
In this example, two line sources, corresponding to Figure 4.3(B), are used to obtain
a set of two simulated PAT images from which we look to reconstruct the absorption
coefficient. Figure 4.8 shows the reconstructed absorption coefficient after 59 iterations.
The results after 59 iterations are shown, as convergence on a solution was achieved and
the reconstructions don’t improve significantly past this point. In this case, the percent
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relative errors for the noise-free and noisy reconstructions are a = 7.5 × 10−3 % and
a = 1.41%, respectively.
F I G U R E 4 . 8 : Reconstructed absorption coefficient when the scattering is known a
priori. Two simulated PAT images were obtained by illuminating the domain using two
line sources placed at different positions, corresponding to Figure 4.3(B). (A) shows
the true absorption coefficient, (B) shows the reconstructed absorption coefficient from
noise-free data, and (C) shows the reconstructed absorption coefficient from data with
5% additive Gaussian noise. A profile comparison can be seen in (D), which compares
the true absorption coefficient (grey solid), reconstructed absorption coefficient from
noise-free data (blue dashed) and reconstructed absorption coefficient from noisy data
(red dotted). The profile is taken in the x-direction at z = 2.5 mm. The percent relative
error of the reconstructed absorption coefficients at each iteration can be seen in (E).
The use of two line sources enables the accurate reconstruction of the absorption coef-
ficient to well within a 2% error, even in the presence of additive Gaussian noise. In
the noise-free case the error in the absorption coefficient is comparable to the single
line source case, however, the incorporation of an additional line source provides conver-
gence to a solution after much fewer iterations (Figure 4.8 shows that the errors achieved
in this example were obtained after around 10 iterations, compared to 80 iterations in
the example using a single line source). This suggests that the incorporation of addi-
tional information from multiple illumination directions may not only improve stability
but also the speed of convergence. The effects of additive noise in the measurement
data can still be seen in the absorption reconstruction from noisy data (Figure 4.8(C)),
though the incorporation of a second illumination position has helped to reduce the
amplification of the high frequencies that appeared in Figure 4.5.
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4.2.3.4 Four line sources
Since the accuracy and speed of convergence of the reconstructions continue to improve
with the incorporation of additional sources, it is worth checking how well we can recon-
struct the absorption coefficient using the gradient-based method when the domain is
illuminated with line arrays of sources from all four directions. In this case, four images
were simulated, each corresponding to a line source placed at either the top, bottom,
left-hand side or right-hand side of the domain, as shown in Figure 4.3(C).
F I G U R E 4 . 9 : Reconstructed absorption coefficient when the scattering is known a
priori. Four simulated PAT images were obtained by illuminating the domain using four
line sources placed at different positions, corresponding to Figure 4.3(C). (A) shows
the true absorption coefficient, (B) shows the reconstructed absorption coefficient from
noise-free data, and (C) shows the reconstructed absorption coefficient from data with
5% additive Gaussian noise. A profile comparison can be seen in (D), which compares
the true absorption coefficient (grey solid), reconstructed absorption coefficient from
noise-free data (blue dashed) and reconstructed absorption coefficient from noisy data
(red dotted). The profile is taken in the x-direction at z = 1.2 mm. The percent relative
error of the reconstructed absorption coefficients at each iteration can be seen in (E).
Figure 4.9 shows the reconstructed absorption coefficient when using this measure-
ment data. The results after 20 iterations are shown as convergence on a solution was
achieved and the reconstructions don’t improve significantly past this point. In this case,
the method is able to produce excellent quantitative estimates of the absorption coeffi-
cient, with errors of less than 1% even in the presence of 5% Gaussian noise; the percent
relative errors for the noise-free and noisy reconstructions are a = 5.7 × 10−3 % and
a = 0.84%, respectively. Convergence to a solution in this case was obtained in only
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20 iterations, which is a further improvement on both the case where four point sources
where used and where two line sources were used. These results strongly suggest that
it is worthwhile, if possible, to illuminate the domain as much as possible and use data
from as many directions as possible when using the gradient-based method to perform
the QPAT inversion.
4.2.4 Sensitivity to initial guess at absorption
The examples for reconstructing the optical absorption coefficient which have been pre-
sented so far have been performed by setting the initial guess at µa to the background
value (µbga = 0.01 mm −1). In practice, the background absorption will not be known and
will be difficult to measure. At best, we will be able to make a rough estimate based on
the type of tissue we are measuring, provided that estimates of the absorption coefficient
in that tissue have been made previously and are available in the literature. With this
in mind, it will be useful to know how sensitive the reconstructed µa is to the initial
guess at the absorption coefficient, and whether the method will perform successfully
regardless of the initial guess.
To investigate the sensitivity to the initial guess at absorption, we will attempt to recon-
struct the absorption coefficient using a range of initial guesses. The absorption and
scattering coefficients are the same as in Section 4.2.2. The absorption coefficient is a
homogeneous background with two absorbing heterogeneities, and has a background
value of µbga = 0.01 mm−1 with two non-smooth inclusions of µ1a = 0.2 mm−1 and
µ2a = 0.3 mm
−1. The scattering coefficient has a similar structure, with a homogeneous
background of µbgs = 5 mm−1 and two non-smooth scattering inclusions of µ1s = 10
mm−1 and µ2s = 15 mm−1. Figures 3.4(A) and 3.4(B) show the 2D geometries of the
optical absorption and scattering coefficients, respectively. The FE RTE model was used
to simulate a measured absorbed energy map, which was obtained using a single point
source. No noise was added to the image. The gradient-based inversion method was
then used to recover the absorption coefficient using a range of initial guesses. These
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F I G U R E 4 . 1 0 : Sensitivity of the absorption reconstruction to changes in the initial
guess at absorption, assuming that scattering is known. In this case the inversion was
performed using measurement data from a single image obtained using a single point
source placed at the centre of the top boundary. The inversion was performed using a
range of initial guesses at the absorption coefficient, beginning with 0 mm−1 up to 0.05
mm−1, which is five times the background absorption coefficient µbga = 0.01 mm
−1,
the value of which has been indicated with an arrow. The percent relative error in the
absorption reconstruction using this range of initial guesses is shown after 100 iterations
(red solid), 150 iterations (green solid), 250 iterations (light blue dot-dash) and 500
iterations (dark blue dot-dash). Images of the reconstructed absorption at 100, 150,
250 and 500 iterations are shown on the right-hand side of the figure for the highest
initial guess of 0.05 mm−1.
began at 0 mm−1 and moved in increments of 10−3 mm−1 up to 0.01 mm−1, and then in
larger increments of 0.05 mm−1 up to 0.1 mm−1, which is 10 times the true background
value, µbga . For each initial guess at the absorption coefficient, the resulting relative error
in the reconstructed absorption coefficient after 100, 150, 250 and 500 iterations of the
l-BFGS method was recorded. The relative error was calculated using Equation 4.45.
The results can be seen in Figure 4.10, where the arrow indicates the value of µbga .
Figure 4.10 indicates that faster convergence will be provided if the initial guess at µa
is around the background value µbga . Convergence is also obtained quickly where the
initial guess is lower than µbga . The slower convergence as we increase the initial guess
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is likely to be due to a loss of information resulting from the relatively strong absorption;
overestimating the background means that the resulting fluence distribution decays more
quickly. In the case where the initial guess is fairly high, the method does eventually
recover a comparably accurate estimate of the absorption, though more iterations are
required. This can be seen in the images on the right-hand side of Figure 4.10, which
show the resulting absorption estimates for an initial guess of 0.05 mm−1 after 100, 150,
250 and 500 iterations. This result is encouraging, since it indicated that the method
will be reliable regardless of the initial guess at the absorption coefficient, though it may
take more time to complete the inversion. It also indicated that, in the case where the
background absorption is unknown and it is difficult to make an estimate, starting with
a small guess of, say, 10−3 mm is likely to provide convergence fairly quickly. Following
these results, we will continue to use the background value of absorption as an initial
guess.
4.2.5 Sensitivity to errors in the scattering
So far, we have seen that a gradient-based method which uses a numerical model of light
transport based on the RTE can be used to obtain accurate quantitative estimates of the
underlying absorption coefficient from 2D simulated absorbed energy images, given that
the scattering is known a priori. In practice we will have a limited amount of information
regarding the structure and absolute values of the scattering coefficient. Since this quan-
tity is difficult to both measure and estimate, it is important to develop a method which
is either relatively insensitive to errors in the estimation of the scattering coefficient,
or otherwise does not rely on making an approximation at all. In this section, we will
look at the former case, and investigate how accurately we can recover the absorption
coefficient if we (incorrectly) assume that the scattering coefficient is homogeneous and
fixed at some constant value. This is effectively what was performed in [79], where
the homogeneous scattering coefficient was estimated through knowledge of the known
homogeneous reduced scattering coefficient and a guess at the anisotropy factor g.
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F I G U R E 4 . 1 1 : Sensitivity of the absorption reconstruction to errors in the scattering
coefficient using a single point source. The graph shows the percent relative error in the
reconstructed absorption coefficient after 50 iterations when assuming that scattering
is fixed at a constant value, given by the x-axis. The labelled arrows indicate the value
of the background scattering (5 mm−1) and the mean scattering (5.55 mm−1).
Incorrectly assuming the scattering distribution is homogeneous raises two questions re-
garding the determination of the absorption coefficient: (1) How sensitive is the method
to errors in the scattering estimate?, and (2) What, if any, is the ideal constant value at
which the scattering coefficient should be fixed? In Section 4.2.4, we investigated the
sensitivity of the inversion to the initial guess at the absorption coefficient, and found
that starting at its background value would provide the fastest convergence to the correct
solution (though using a different initial guess will still converge to the correct solution
eventually). To determine how sensitive the inversions are to errors in the scattering
estimate, we will look at the percent relative error in the reconstructed absorption coef-
ficient when there is a varying degree of error in the scattering coefficient.
To determine the ideal value at which to fix the scattering coefficient, a similar investi-
gation to that performed in Section 4.2.4 was performed. Here, the optical coefficients
were defined as in Section 4.2.1, and the measurement data was simulated using the
two extremes in regards to the amount and number of illumination points: the first ex-
ample uses a single point source, as in Section 4.2.2.1, and the second will use four line
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F I G U R E 4 . 1 2 : Sensitivity of the absorption reconstruction to errors in the scattering
coefficient using four line sources. The graph shows the percent relative error in the
reconstructed absorption coefficient after 50 iterations when assuming that scattering
is fixed at a constant value, given by the x-axis. The labelled arrows indicate the value
of the background scattering (5 mm−1) and the mean scattering (5.55 mm−1).
sources, as in Section 4.2.3.4. For each case, the inversions for the absorption coefficient
were performed by assuming the scattering coefficient was homogeneous and fixed at a
constant value of 0 mm−1, and then again at increments of 0.25 mm−1 up to 10 mm−1,
which is twice the background scattering µbgs . The resulting percent relative error in
the absorption was calculated using Equation 4.45 and recorded for each change in the
scattering value. The results can be seen in Figure 4.11 and Figure 4.12, where the
background value and mean value of the scattering coefficient have been indicated by
an arrow and labels.
In both cases, the inversion appears to perform better when the scattering is fixed around
its background or mean value (in this case using either value will produce similar results
since the mean scattering is relatively close to the background). Diverting from this
value by either under- or overestimating the scattering results in much larger errors in
the absorption reconstruction. This may suggest that the method will be sensitive to
errors in the scattering estimate, however, it is worth noting that these are the results
after 100 iterations, and it is possible that the result will improve with more iterations of
the method (as in Section 4.2.4, where it was found that using a range of initial guesses
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at the absorption coefficient would produce comparably accurate results, though the
convergence may be slower). What is clear from these results is that, if the scattering is
to be assumed homogeneous, fixing the scattering coefficient at its background or mean
value appears to provide the fastest convergence to the correct absorption coefficient.
F I G U R E 4 . 1 3 : Improvement of errors in the absorption reconstruction when measure-
ment data obtained using multiple illumination positions are used. Each line shows the
sensitivity of the absorption reconstruction to errors in the scattering coefficient. Three
sets of measured data were obtained using a single line source (green), two line sources
(red) and four lines sources (blue). Resulting errors in the absorption reconstruction
when using noise-free data are shown by dashed lines, and the errors from noisy data
are shown by dotted lines.
Section 4.2.2 has established that the incorporation of additional sources from multiple
illumination positions is beneficial to the absorption reconstruction, either by improving
the resulting estimate of µa or by improving the speed of convergence, or both. Fig-
ure 4.13 shows how the sensitivity to errors in the scattering is improved as more images
are incorporated into the measurement data. Here, the scattering coefficient was scaled
to between 50% and 150% of its true value, at increments of 10%, and the resulting
error in the reconstructed absorption was recorded. This was done for three cases: a
single line source, two line sources and four line sources. The results using noise-free and
noisy data were recorded for each case. In the case where four line sources are used, the
absorption coefficient can be recovered to within 6% even where the scattering estimate
is underestimated by 50%. This is a promising result, though it should be considered
with caution: the scattering coefficient has simply been scaled, so that the structure of
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its heterogeneities are still intact. Indeed, it may be argued that there is some a priori
knowledge about the scattering coefficient in this case.
F I G U R E 4 . 1 4 : Sensitivity of the absorption reconstruction to errors in the scatter-
ing coefficient using the fixed point iteration described in Section 3.3.3.1 and the
gradient-based minimisation presented in Section 4.1.3. The measurement data has
been obtained using a single point source. In the case of single-sided illumination, the
gradient-based method performs comparably to the fixed point iteration.
In Section 3.3.3.1 we discussed how the fixed-point iteration provides a useful tool where
the scattering coefficient is known or can be estimated with some confidence. In the case
where the scattering is assumed constant, and the measurement data has been obtained
using a single illumination position, the fixed point iteration and the gradient-based
method perform comparably. Figure 4.14 shows the resulting error in the absorption
reconstruction when a single point source has been used to obtain the measured data.
Due to the formulation of the fixed point iteration, however, data from multiple images
cannot be incorporated, and the fixed point iteation does not therefore benefit from the
improved accuracy and speed of convergence in the reconstruction provided by multiple
illuminations.
Figure 4.15 shows the sensitivity to errors in the scattering using the fixed point itera-
tion and the gradient-based method. A single line source has been used to obtain the
results using the fixed point iteration, while four line sources are used to perform the
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F I G U R E 4 . 1 5 : Sensitivity of the absorption reconstruction to errors in the scattering
coefficient using the fixed point iteration described in Section 3.3.3.1 and the gradient-
based minimisation presented in Section 4.1.3. The incorporation of additional informa-
tion provided by multiple PAT obtained using multiple illumination positions improves
the absorption reconstruction significantly. The fixed point iteration is unable to in-
clude these additional images into its framework, and is therefore unable to obtain a
comparable estimate of absorption.
gradient-based method. These demonstrate the best-case scenario for each method. The
gradient-based method performs comparably to the fixed point iteration where a sin-
gle illumination is used, but significantly outperforms the fixed point iteration where
multiple images can be obtained. If the scattering is known, or is to be assumed con-
stant throughout the domain, the gradient-based method will therefore provide the best
method for reconstructing the absorption coefficient.
These results suggest that fixing the scattering at some constant value may be enough to
produce a sufficient estimate of the absorption coefficient for some applications. This is
due to the relatively weak dependence of the data on the scattering coefficient; the ab-
sorbed energy density is the product of the absorption coefficient and the optical fluence,
which is more strongly affected by absorption than scattering. The absorbed energy
density is therefore much more strongly dependent on µa than µs. Given that it is likely
that the scattering will be unknown, it will be useful to know how accurately we are able
to recover µa if we are forced to use an estimate of the scattering coefficient.
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4.2.6 Inversions with estimated scattering
The results in Section 4.2.5 suggest that, if we are to fix the scattering at some constant
value, the background or mean value may produce the smallest error in the reconstructed
absorption coefficient (or at least may provide faster convergence). In this section, we
will therefore assume that the scattering coefficient is homogeneous and fixed at its
mean value of µs = 5.55 mm−1. Under this assumption, we will attempt to reconstruct
quantitative estimates of the absorption coefficient. The simulated measurement data
is obtained exactly as outlined in Section 4.2.1. Since the use of multiple illumination
directions seems to improve the results more than simply increasing the signal to noise
by including more source along the same boundary, we will now only consider the three
cases using line sources, corresponding to Figure 4.3.
4.2.6.1 Single line source
In this first example, the data was obtained using a single line source, as shown in Fig-
ure 4.3(A). Figure 4.16 shows the results after 100 iterations. The percent relative errors
in the absorption reconstructions were a = 8.53% and a = 9.96% for the noise-free
and noisy data, respectively. Considering that the scattering is assumed to be completely
homogeneous when in fact it has two strongly scattering heterogeneities, this result is
encouraging. The structure of the heterogeneous absorption coefficient is recovered, and
a reasonably small error is incurred. There is, however, a significant underestimation of
the absorption coefficient in the two heterogeneities, and convergence to this incorrect
solution is obtained in both the noisy and noise free case (in the noise-free case, the
solution begins to diverge, but this would likely be remedied if some regularisation were
used).
The corresponding example in the case where the scattering is known a priori, which was
shown in Section 4.2.2.2, obtained relative errors of a = 7.9× 10−3 % and a = 5.46%
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F I G U R E 4 . 1 6 : Reconstructed absorption coefficient when the scattering is fixed at its
mean value. The domain was illuminated using a single line source, corresponding to
Figure 4.3(A). (A) shows the true absorption coefficient, (B) shows the reconstructed
absorption coefficient from noise-free data, and (C) shows the reconstructed absorption
coefficient from data with 5% additive Gaussian noise. A profile comparison can be
seen in (D), which compares the true absorption coefficient (grey solid), reconstructed
absorption coefficient from noise-free data (blue dashed) and reconstructed absorption
coefficient from noisy data (red dotted). The profile is taken in the x-direction at
z = 1.2 mm. The percent relative error of the reconstructed absorption coefficients at
each iteration can be seen in (E).
F I G U R E 4 . 1 7 : Comparison of the reconstructed absorption coefficients when the
scattering is known a priori (left-hand image) and when it is fixed at its mean value
(right-hand image). In this example, the domain was illuminated using a single line
source, corresponding to Figure 4.3(A). The profile comparison compares the true
absorption coefficient (grey solid), reconstructed absorption coefficient from noise-free
data (blue dashed) and reconstructed absorption coefficient from noisy data (red dot-
ted), and the profile is taken in the x-direction at z = 1.2 mm.
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for the noise-free and noisy case, respectively. Whilst the latter error may seem signifi-
cant, it is largely due to a low signal to noise ratio in regions far from the source causing
the amplification of the noise in the inversion. Figure 4.17 shows a comparison of the
reconstructed absorption coefficients obtained when the scattering is known a priori and
when it is assumed to be homogeneous and fixed at its mean value. In the case where the
scattering is known, the quantitative estimation of the absorption coefficient in the two
heterogeneities is highly accurate in both the noise-free and noisy case. When fixed at
its background value, the absorption coefficient in the heterogeneities is underestimated
significantly.
4.2.6.2 Two line sources
F I G U R E 4 . 1 8 : Reconstructed absorption coefficient when the scattering is fixed at
its mean value. The domain was illuminated using two line sources, corresponding to
Figure 4.3(B). (A) shows the true absorption coefficient, (B) shows the reconstructed
absorption coefficient from noise-free data, and (C) shows the reconstructed absorption
coefficient from data with 5% additive Gaussian noise. A profile comparison can be
seen in (D), which compares the true absorption coefficient (grey solid), reconstructed
absorption coefficient from noise-free data (blue dashed) and reconstructed absorption
coefficient from noisy data (red dotted). The profile is taken in the x-direction at
z = 1.2 mm. The percent relative error of the reconstructed absorption coefficients at
each iteration can be seen in (E).
Chapter 4 : Gradient-based QPAT using the RTE 1 121
Here, the data was obtained using two line sources, corresponding to Figure 4.3(B). Fig-
ure 4.18 shows the results after 18 iterations. The results after 18 iterations are shown
as the minimisation converged to a solution at this point. The per cent relative errors
in the absorption reconstructions were a = 4.56% and a = 4.84% for the noise-free
and noisy data, respectively. As in the known scattering case, the incorporation of an
additional PAT image illuminated from a different direction has increased the accuracy
of the resulting absorption estimate significantly. The speed of convergence has also
improved significantly; an improved approximation to µa was obtained in only 18 it-
erations, compared with 100 iterations when using a single-sided illumination. In this
example, the absorption has been overestimated in the two heterogeneities, though the
incorporation of an additional image obtained using a different illumination position has
helped to reduce the error in the absorption estimate.
F I G U R E 4 . 1 9 : Comparison of the reconstructed absorption coefficients when the
scattering is known a priori (left-hand image) and when it is fixed at its mean value
(right-hand image). In this example, the domain was illuminated using two line sources,
corresponding to Figure 4.3(B). The profile comparison compares the true absorption
coefficient (grey solid), reconstructed absorption coefficient from noise-free data (blue
dashed) and reconstructed absorption coefficient from noisy data (red dotted), and the
profile is taken in the x-direction at z = 1.2 mm.
The corresponding example in the case where the scattering is known a priori, which was
shown in Section 4.2.3.3, obtained relative errors of a = 7.5× 10−3 % and a = 1.41%
for the noise-free and noisy case, respectively. Figure 4.19 shows a comparison of the
reconstructed absorption coefficients obtained when the scattering is known a priori
and when it is assumed to be homogeneous and fixed at its mean value. As in the
single-sided illumination example, the estimation of the absorption coefficient in the two
heterogeneities when the scattering is known is highly accurate in both the noise-free
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and noisy case. When the scattering is fixed at its background value, the absorption coef-
ficient in the heterogeneities in this case has been overestimated. As in the single-sided
illumination example, the minimisation when assuming the scattering is homogeneous
has converged to the incorrect solution, suggesting that this is the best approximation
to the absorption coefficient that may be obtained when the scattering is assumed to be
homogeneous.
4.2.6.3 Four line sources
F I G U R E 4 . 2 0 : Reconstructed absorption coefficient when the scattering is fixed at
its mean value. The domain was illuminated using four line sources, corresponding to
Figure 4.3(C). (A) shows the true absorption coefficient, (B) shows the reconstructed
absorption coefficient from noise-free data, and (C) shows the reconstructed absorption
coefficient from data with 5% additive Gaussian noise. A profile comparison can be
seen in (D), which compares the true absorption coefficient (grey solid), reconstructed
absorption coefficient from noise-free data (blue dashed) and reconstructed absorption
coefficient from noisy data (red dotted). The profile is taken in the x-direction at
z = 1.2 mm. The percent relative error of the reconstructed absorption coefficients at
each iteration can be seen in (E).
In this example, the data was obtained using four line sources, as can be seen in Fig-
ure 4.3(C). Figure 4.20 shows the results after 11 iterations. The results after 11
iterations are shown as the minimisation convergence to a solution at this point. The per
cent relative errors in the absorption reconstructions were a = 2.62% and a = 2.74%
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for the noise-free and noisy data, respectively. As in the known scattering case, the
incorporation of additional PAT images illuminated from different directions has further
increased the accuracy of the resulting absorption estimate. The speed of convergence
has also been improved when compared with the previous example; the improved ap-
proximation to µa was obtained in only 11 iterations. The absorption coefficient is now
only slightly overestimated in the two heterogeneities, although the minimisation has
again converged to this incorrect solution.
F I G U R E 4 . 2 1 : Comparison of the reconstructed absorption coefficients when the
scattering is known a priori (left-hand image) and when it is fixed at its mean value
(right-hand image). In this example, the domain was illuminated using four line sources,
corresponding to Figure 4.3(C). The profile comparison compares the true absorption
coefficient (grey solid), reconstructed absorption coefficient from noise-free data (blue
dashed) and reconstructed absorption coefficient from noisy data (red dotted), and the
profile is taken in the x-direction at z = 1.2 mm.
The corresponding example in the case where the scattering is known a priori, which was
shown in Section 4.2.3.4, obtained relative errors of a = 5.7 × 10−3% and a = 0.84%
for the noise-free and noisy case, respectively. Figure 4.21 shows a comparison of the
reconstructed absorption coefficients obtained when the scattering is known a priori and
when it is assumed to be homogeneous and fixed at its mean value. These results indicate
that the gradient-based method is able to recover the absorption coefficient µa to within
3% of its true value, even where the scattering is unknown, or has been incorrectly
assumed to be homogeneous and fixed at its mean value. Incorrectly approximating the
scattering does result in an under- or overestimation in the recovered absorption coef-
ficient, but the heterogeneous structure is preserved and a good quantitative estimate
can be obtained, particularly when measured data obtained using multiple illumination
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positions is available.
In Section 4.2.5, we investigated the sensitivity of the absorption estimate to changes
in the value at which the scattering coefficient is fixed. Figures 4.11 and 4.12 showed
the resulting error in the absorption estimate when the scattering is assumed to be
homogeneous and is fixed at a range of values. These results indicated that the fastest
convergence to the correct solution would be provided if we choose to assume the scatter-
ing coefficient is homogeneous and equal to its mean. Following this, we have attempted
to recover the absorption coefficient for three different source geometries, and have
found that a reasonably accurate quantitative estimate of the absorption coefficient can
be found if the scattering is fixed at its mean value. The results of these inversions have
also shown that, in the case where the scattering coefficient is incorrectly assumed to
be homogeneous, the minimisation will converge to an under- or overestimation of the
absorption coefficient, and do not improve with more iterations of the method. Con-
sidering this, Figures 4.11 and 4.12, which show the error in the absorption coefficient
after 100 iterations, may indicate that moving away from the mean or background value
scattering will produce significantly larger errors in the resulting absorption estimate.
If this is the case, then the choice of the mean value could perhaps be considered a
best-case scenario. Indeed, it could be argued that considerable a priori knowledge has
been used to perform the inversion.
Let us reconsider the example presented above (see Figure 4.21), where the scattering
was assumed to be homogeneous and fixed at its mean value, and four line sources
were used to obtain the measured data. In this example, the percent relative errors
in the absorption reconstructions were a = 2.62% and a = 2.74 for the noise-free
and noisy data, respectively. We will now consider the same measurement data, but
instead we will assume that the scattering distribution is entirely unknown, and so we
are forced to choose a value at which to fix the scattering coefficient. We now incorrectly
choose the mean scattering to be twice its true value, that is, µs = 11.1 mm−1, and
attempt to reconstruct the absorption coefficient using the gradient-based minimisation
scheme. Figure 4.22 shows the results after 11 iterations, when convergence to a solution
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was achieved. In this case, the percent relative errors in the reconstructed absorption
coefficient were a = 13.2% for both the reconstructions from noise-free and noisy
data. Even in the ideal scenario where four line sources have been used to obtain the
measurement data, overestimation of the scattering mean has led to overestimation of
the reconstructed absorption coefficient, resulting in a significant increase in the percent
relative error.
F I G U R E 4 . 2 2 : Reconstructed absorption coefficient when the scattering is fixed at
twice its mean value (µs = 11.1 mm−1). The domain was illuminated using four line
sources, corresponding to Figure 4.3(C). (A) shows the true absorption coefficient, (B)
shows the reconstructed absorption coefficient from noise-free data, and (C) shows
the reconstructed absorption coefficient from data with 5% additive Gaussian noise. A
profile comparison can be seen in (D), which compares the true absorption coefficient
(grey solid), reconstructed absorption coefficient from noise-free data (blue dashed)
and reconstructed absorption coefficient from noisy data (red dotted). The profile is
taken in the x-direction at z = 1.2 mm. The percent relative error of the reconstructed
absorption coefficients at each iteration can be seen in (E). Overestimation of the
scattering mean has resulted in significantly larger errors than the results shown in
Figure 4.20.
4.3 Conclusions
◦ In this chapter, we have proposed, derived and implemented an adjoint-assisted gradient-
based minimisation method which uses the full RTE to recover quantitative estimates of the
optical absorption coefficient from simulated PAT images.
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The absorption and scattering coefficients consisted of a homogeneous background
with two non-smooth heterogeneities. The anisotropy factor was constant with g = 0.8
for all simulations. The numerical examples presented here can be placed into two
categories: known scattering and estimated scattering. A number of different source
geometries were considered for each scattering scenario. 2D simulated PAT images were
obtained using a FE implementation of the RTE. The FE mesh consisted of Ne = 3840
triangular elements, Nn = 1983 nodes and an angular discretisation of Na = 16 equal
angles. For each example, the gradient-based RTE method was used to reconstruct the
absorption coefficient from both noise-free data and data with additive Gaussian noise
scaled to 5% of the mean absorbed energy density. Table 4.1 summarises the results of
the numerical examples.
◦ When the scattering coefficient is known a priori, highly accurate quantitative estimates
of the optical absorption coefficient can be recovered.
In Section 4.2.2, we assumed that the scattering coefficient was known. The first
example considered a single PAT image obtained using a single point source. Using this
measurement data, a good approximation to the absorption coefficient was obtained,
though there was some underestimation of µa in areas far from the source where the
signal to noise ratio was relatively low. Increasing the signal by using a line array of
sources along the same boundary improved the approximation significantly, producing
an error of less than 0.01% in the noise-free case. The reconstructions using a single
illumination and noisy data still experienced errors due to the amplification of noise
in the inversion process. The inclusion of additional information from simulated PAT
images obtained using multiple illumination positions reduced the amplification of noise,
improved the accuracy of the reconstructed absorption, and also improved the speed of
convergence to a solution. Using multiple illumination, highly accurate estimates of the
absorption coefficient were obtained in both the noise-free and noisy cases.
◦ When the scattering coefficient is unknown, choosing the mean scattering is good place to
start.
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TA B L E 4 . 1 : Summary of the results of the gradient-based inversions presented in
Chapter 4. Two situations were investigated: the first considered the scattering to be
known a priori, and the second incorrectly estimated the scattering to be homogeneous,
and fixed at its mean value. A variety of source geometries were considered in each case,
corresponding to Figures 4.2 and 4.3. The two right-hand columns show the percent
relative error in the absorption coefficient from data which included 0% and 5% noise.
Scattering Source Distribution 0% noise 5% noise
Known Point Top 2.24 4.45
Top and bottom 0.06 2.55
Top, bottom, left and right 0.03 1.62
Line Top 7.9 × 10−3 5.46
Top and bottom 7.5 × 10−3 1.41
Top, bottom, left and right 5.7 × 10−3 0.84
Estimated Line Top 8.53 9.96
(Fixed at mean) Top and bottom 4.56 4.84
Top, bottom, left and right 2.62 2.74
In practice, the scattering coefficient is not likely to be known a priori, and so it is
necessary to develop a technique which can deal with an unknown scattering coefficient,
or is relatively insensitive to errors in its estimation. In PAT, the measurement data is
relatively weakly dependent on the scattering coefficient compared to the absorption
coefficient. Considering this, in Section 4.2.6 we investigated whether a crude estimate
of the scattering coefficient can be used to successfully reconstruct an accurate quanti-
tative estimate of µa. In these examples, the heterogeneous scattering coefficient was
incorrectly considered to be homogeneous, and was fixed to its mean value. The esti-
mation that the scattering is homogeneous was able to provide reasonable estimates of
the absorption coefficient, with percent relative errors as small as 2.62% when measure-
ment data obtained using four illumination positions was used. However, Section 4.2.5
indicated that knowledge of the mean value of the scattering coefficient is likely to be
considerably important a priori knowledge, as the method appears to be sensitive to the
scattering estimate and the reconstructions are less accurate as the scattering estimate
moves away from its mean value.
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◦ Multiple images obtained using different illumination directions can be used to improve
the reconstructions.
The absorption reconstructions can be improved using three methods: including a reg-
ularisation term to penalise the amplification of high frequencies in the data; increasing
the number of sources along the boundaries which already contain a source in order to
increase the signal to noise ratio; increasing the number of illumination directions, e.g.
illumination from all four sides of the domain. Using this gradient-based minimisation
method, these techniques could all be used simultaneously, for example, the domain
could be illuminated using an array of line sources at each boundary of the domain, and
regularisation could be added when performing the inversion. In practice, the choice
of these methods will depend on the application and the experimental setup available,
since it may not be possible to illuminate from more than one direction with a particular
setup or for a particular target. Where additional sources are unavailable, it will al-
ways be possible to include regularisation when using this type of iterative minimisation
scheme. Despite some small errors due to noise, the reconstruction of the absorption
coefficient appears to be stable, and so a regularisation term has not been included in
these examples, but the incorporation of an appropriate regularisation method could be
used to improve the reconstructions from noisy data.
◦ Unless there is confidence in the scattering mean, it is likely that both optical coefficients
will need to be reconstructed.
In practice, the scattering coefficient is likely to be heterogeneous and unknown. If
little information is known about the rough values of the scattering coefficient for a given
target, then estimating its mean value will be difficult. The incorrect estimation of the
scattering coefficient as a homogeneous distribution is therefore likely to limit the ability
to reconstruct the absorption coefficient significantly. Even in the case where there is
confidence in the mean value of the scattering and the multiple illuminations are avail-
able, the absorption coefficient can only be reconstructed to within around 5% of its true
value. In practice, a blind guess at the scattering mean is more likely to result in errors
of around 10 - 15% or higher, as in the example shown in Figure 4.22. If the scattering
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distribution is entirely unknown, and there is little confidence in the estimated mean
value, the gradient-based method presented here can be extended to reconstruct both
absorption and scattering coefficients simultaneously. In the next chapter, we will extend
the adjoint-assisted gradient-based method to the case where both optical coefficients
are heterogeneous and unknown.

Chapter 5
Gradient-based QPAT using the RTE
2: recovering absorption and
scattering
In Chapter 4, we proposed the use of a gradient-based method based on the RTE for
recovering quantitative estimates of the optical absorption coefficient. This inversion
method, which uses the full RTE to model the propagation of light within the tissue, was
used to reconstruct highly accurate quantitative estimates of the absorption coefficient
from 2D simulated PAT images when the scattering is known a priori. Section 4.2.6
investigated how well the absorption coefficient can be reconstructed if the scattering
coefficient is incorrectly assumed to be a homogeneous distribution. In this case, good
quantitative estimates of absorption can be found if there is confidence in the estima-
tion of the mean scattering and if multiple illumination positions are used to obtain
the measurement data, however, the method is sensitive to errors in the scattering es-
timate. Generally in QPAT, the scattering coefficient µs will be heterogeneous and will
not be known in advance. It will therefore be difficult to estimate its mean value or
distribution. In this case, it is necessary to recover both the absorption and scattering
coefficients simultaneously. Following the uniqueness results discussed in Section 3.4.1,
multiple illuminations positions are used to ensure a unique solution, however, we will
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first consider the case of a single PAT image before extending the method to the multiple
illumination case.
5.0.1 Functional gradient with respect to the scattering coefficient
We now seek to minimise the error functional with respect to both the absorption and
scattering coefficients, that is, we wish to solve
argmin
µa,µs
ε =
1
2
∥∥∥hobs − h(µa, µs)∥∥∥2
=
1
2
∫
Ω
(hobs − h(µa, µs))2 dΩ. (5.1)
The fact that the scattering is now considered unknown does not change the calculation
of the functional gradient with respect to absorption presented in Section 4.1.3. We now
only need to consider the functional gradient with respect to the scattering coefficient.
Consider the scattering coefficient µs at a point ri ∈ Ω, which we will denote by
µis := µs(ri). To calculate the scattering gradient of the objective function, differen-
tiate Equation 5.1 with respect to µis to obtain
∂ε
∂µis
= −
∫
Ω
∂h
∂µis
(hobs − h) dΩ. (5.2)
Since h = µaΦ, this can be written equivalently as
∂ε
∂µis
= −
∫
Ω
∂Φ
∂µis
µa(h
obs − h) dΩ. (5.3)
Now recall that the time-independent RTE is given by
(sˆ · ∇+ µa(r) + µs(r))φ(r, sˆ) = µs(r)
∫
Sn−1
Θ(sˆ, sˆ′)φ(r, sˆ′) dsˆ′ + q(r, sˆ). (5.4)
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The sensitivity of the fluence Φ to changes in the scattering coefficient can be found by
differentiating the RTE with respect to µis, which yields
(sˆ · ∇+ µa + µs) ∂φ
∂µis
− µs
∫
Sn−1
Θ(sˆ, sˆ′)
∂φ(sˆ′)
∂µis
dsˆ′
=
(∫
Sn−1
Θ(sˆ, sˆ′)
∂φ(sˆ′)
∂µis
dsˆ′ − φ(sˆ)
)
δ(r− ri). (5.5)
Similarly to Section 4.1.3, an adjoint model is introduced to assist the gradient calcula-
tion. The adjoint RTE model is defined by
(−sˆ · ∇+ µa + µs)φ∗(sˆ)− µs
∫
Sn−1
Θ(sˆ, sˆ′)φ∗(sˆ′) dsˆ′ = µa(hobs − h), (5.6)
and has solution φ∗, the adjoint radiance. Evaluating φ∗×(5.5) −(∂φ/∂µis)×(5.6) yields
φ∗(sˆ)(sˆ · ∇)∂φ(sˆ)
∂µis
+
∂φ(sˆ)
∂µis
(sˆ · ∇)φ∗(sˆ)
− φ∗(sˆ)µs
∫
Sn−1
Θ(sˆ, sˆ′)
∂φ(sˆ′)
∂µis
dsˆ′ +
∂φ(sˆ)
∂µis
µs
∫
Sn−1
Θ(sˆ, sˆ′)φ∗(sˆ′) dsˆ′
=
(∫
Sn−1
Θ(sˆ, sˆ′)φ∗(sˆ)φ(sˆ′) dsˆ′ − φ∗(sˆ)φ(sˆ)
)
δ(r− ri)− ∂φ(sˆ)
∂µis
µa(h
obs − h).
(5.7)
Similarly to Equation 4.10 in the absorption case, this equation can be reduced signifi-
cantly by integrating over all angles sˆ ∈ Sn−1 and over the domain Ω to obtain
∫
Ω
∫
Sn−1
φ∗(sˆ)(sˆ · ∇)∂φ(sˆ)
∂µis
dsˆ dΩ +
∫
Ω
∫
Sn−1
∂φ(sˆ)
∂µis
(sˆ · ∇)φ∗(sˆ) dsˆ dΩ
−
∫
Ω
µs
∫
Sn−1
φ∗(sˆ)
∫
Sn−1
Θ(sˆ, sˆ′)
∂φ(sˆ′)
∂µis
dsˆ′ dsˆ dΩ
+
∫
Ω
µs
∫
Sn−1
∂φ(sˆ)
∂µis
∫
Sn−1
Θ(sˆ, sˆ′)φ∗(sˆ′) dsˆ′ dsˆ dΩ
=
∫
Ω
∫
Sn−1
(∫
Sn−1
Θ(sˆ, sˆ′)φ∗(sˆ)φ(sˆ′) dsˆ′ − φ∗(sˆ)φ(sˆ)
)
dsˆ δ(r− ri) dΩ
−
∫
Ω
µa(h
obs − h)
∫
Sn−1
∂φ(sˆ)
∂µis
dsˆ dΩ. (5.8)
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The divergence theorem, given by Equation 4.12, is used again to replace the first two
terms of Equation 5.8 with an integral over the boundary ∂Ω:
∫
Ω
∫
Sn−1
φ∗(sˆ)(sˆ · ∇)∂φ(sˆ)
∂µis
dsˆ dΩ +
∫
Ω
∫
Sn−1
∂φ(sˆ)
∂µis
(sˆ · ∇)φ∗(sˆ) dsˆ dΩ
=
∫
∂Ω
∫
Sn−1
(sˆ · nˆ)φ∗(sˆ)∂φ(sˆ)
∂µis
dsˆ dΩ. (5.9)
It is now clear that this single term equates to zero, since both φ∗ → 0 and ∂φ/∂µis → 0
on ∂Ω. Equation 4.11 therefore reduces to
∫
Ω
µs
∫
Sn−1
∫
Sn−1
Θ(sˆ, sˆ′)φ∗(sˆ)
∂φ(sˆ′)
∂µis
dsˆ′ dsˆ dΩ
−
∫
Ω
µs
∫
Sn−1
∫
Sn−1
Θ(sˆ, sˆ′)φ∗(sˆ′)
∂φ(sˆ)
∂µis
dsˆ′ dsˆ dΩ
=
∫
Ω
∫
Sn−1
(
φ∗(sˆ)φ(sˆ)−
∫
Sn−1
Θ(sˆ, sˆ′)φ∗(sˆ)φ(sˆ′) dsˆ′
)
dsˆ δ(r− ri) dΩ
+
∫
Ω
µa(h
obs − h)
∫
Sn−1
∂φ(sˆ)
∂µis
dsˆ dΩ. (5.10)
Since Θ is a symmetric function, the left-hand side of Equation 5.10 also equates to zero,
leaving us with
−
∫
Ω
µa(h
obs − h)
∫
Sn−1
∂φ(sˆ)
∂µia
dsˆ dΩ
=
∫
Ω
∫
Sn−1
(
φ∗(sˆ)φ(sˆ)−
∫
Sn−1
Θ(sˆ, sˆ′)φ∗(sˆ)φ(sˆ′) dsˆ′
)
dsˆ δ(r− ri) dΩ. (5.11)
The fluence Φ is equal to the integral over all directions sˆ of the time-integrated radiance
φ, that is,
Φ(r) =
∫
Sn−1
φ(r, sˆ)dsˆ. (5.12)
It therefore follows that
∂Φ
∂µis
=
∫
Sn−1
∂φ(sˆ)
∂µis
dsˆ, (5.13)
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and hence Equation 5.11 can be written as
−
∫
Ω
∂Φ
∂µis
µa(h
obs − h) dΩ
=
[∫
Sn−1
φ∗(sˆ)φ(sˆ) dsˆ
]
r=ri
−
[∫
Sn−1
∫
Sn−1
Θ(sˆ, sˆ′)φ∗(sˆ)φ(sˆ′) dsˆ′ dsˆ
]
r=ri
. (5.14)
We can now equate Equation 5.14 and Equation 5.3 to obtain an expression for the
scattering gradient
∂ε
∂µis
=
[∫
Sn−1
φ∗(sˆ)φ(sˆ) dsˆ
]
r=ri
−
[∫
Sn−1
∫
Sn−1
Θ(sˆ, sˆ′)φ∗(sˆ)φ(sˆ′) dsˆ′ dsˆ
]
r=ri
. (5.15)
It then follows that, in general, the error functional gradient with respect to the scattering
coefficient is given by
∂ε
∂µs
=
∫
Sn−1
φ∗(sˆ)φ(sˆ) dsˆ−
∫
Sn−1
∫
Sn−1
Θ(sˆ, sˆ′)φ∗(sˆ)φ(sˆ′) dsˆ′dsˆ. (5.16)
5.0.2 Implementation
As in Section 4.1.4, the least-squares error functional (Equation 5.1) can be written in
vector notation as
ε(µa, µs) =
1
2
(hobs − h)T(hobs − h), (5.17)
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and its derivative with respect to µks , the absorption over the k
th element, as
∂ε
∂µks
= −
(
∂h
∂µks
)T
(hobs − h)
⇒ ∂ε
∂µks
= −
(
µa
∂Φ
∂µks
)T
(hobs − h)
⇒ ∂ε
∂µks
= −
(
µaM
∂φ
∂µks
)T
(hobs − h). (5.18)
The sensitivity of the radiance to changes in the scattering coefficient is found by differ-
entiating the FE model of the RTE, given by
Aφ = b, (5.19)
with respect to µks . Doing so and applying the product rule, we obtain
∂A
∂µks
φ+A
∂φ
∂µks
= 0
⇒ ∂φ
∂µks
= −A−1
(
∂A
∂µks
)
φ. (5.20)
Substituting this into Equation 5.18 then gives
∂ε
∂µks
=
(
µaMA
−1
(
∂A
∂µks
)
φ
)T
(hobs − h)
⇒ ∂ε
∂µks
= φT
(
∂A
∂µka
)T
(AT)−1(µaM)T(hobs − h), (5.21)
where ∂A/∂µks is the gradient of the FE system matrix, given by Equation 4.25, with
respect to the scattering coefficient. For each element k = 1, . . . , Ne, this is given by
∂A
∂µks
=
∫
Ω
χk(r)ψj(r)ψj′(r) dr
∫
Sn−1
ψl(sˆ)ψl′(sˆ) dsˆ
−
∫
Ω
χk(r)ψj(r)ψj′(r) dr
∫
Sn−1
∫
Sn−1
Θ(sˆ, sˆ′)ψl(sˆ′) dsˆ′ ψl′(sˆ) dsˆ. (5.22)
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The FE RTE adjoint model corresponding to Equation 4.9 is given by
ATφ∗ := (µaM)T(hobs − h), (5.23)
which we can substitute into Equation 5.21 to obtain
∂ε
∂µks
= φT
(
∂A
∂µks
)T
φ∗. (5.24)
This leads to a general expression for the gradient of the error functional with respect to
the scattering coefficient
∂ε
∂µs
= φT
(
∂A
∂µs
)T
φ∗. (5.25)
The gradient of the error functional with respect to the absorption coefficient was calcu-
lated in Section 4.1.3, and so we now have expressions for the functional gradients with
respect to both coefficients
∂ε
∂µa
= φT
(
∂A
∂µa
)T
φ∗ − ΦT(hobs − h), (5.26)
∂ε
∂µs
= φT
(
∂A
∂µs
)T
φ∗. (5.27)
Since the forward and adjoint fluences are the same in both the absorption and scatter-
ing case, we can now calculate both functional gradients with one run each of the two
models.
5.0.2.1 Extension to multiple illumination positions
The inclusion of multiple PA images into the inversion requires the summation of the
data over the number of sources. If Ns is the number of source positions, then the error
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functional becomes
ε =
Ns∑
p=1
Ne∑
k=1
1
2
(hobsp (rk)− hp(rk))2, (5.28)
where the subscript ·p denotes the quantity at the pth source position. The error func-
tional gradients must also be summed over the number of source positions, in which
case we have
∂ε
∂µa
= −
Ns∑
p=1
ΦTp (h
obs
p − hp) +
Ns∑
p=1
φTp
(
∂A
∂µa
)T
φ∗p (5.29)
and
∂ε
∂µs
=
Ns∑
p=1
φTp
(
∂A
∂µs
)T
φ∗p. (5.30)
5.0.3 Comparison with finite difference calculation
We discussed in Section 4.1.5 that finite difference methods can be used to approximate
the error functional gradients. The method, though robust and accurate, can be time-
consuming; calculating the functional gradient with respect to absorption will require
Ne + 1 evaluations of the forward model, where Ne is the number of elements in the
computational mesh. Calculating the functional gradient with respect to the scattering
coefficient will demand a further Ne evaluations of the forward model. Determining
both functional gradients using a finite difference method will therefore require 2Ne + 1
evaluations of the forward model. On the other hand, the adjoint-assisted method can
be used to calculate both functional gradients with respect to absorption and scattering
using only a single run each of the forward and adjoint models, equivalent to two evalu-
ations of the forward model.
Chapter 5 : Gradient-based QPAT using the RTE 2 139
F I G U R E 5 . 1 : Error functional gradient with respect to scattering calculated using the
adjoint-assisted method presented in Section 5.0.1, compared with those calculated
using a finite difference method. The absorption and scattering coefficients are both
heterogeneous and can be seen in Figures 3.4(A) and 3.4(B). Given an initial guess at
the absorption coefficient, the error functional 5.1 can be calculated straightforwardly.
The functional gradient with respect to scattering can then be calculated using the
adjoint-assisted method (Equation 5.26) and also using a finite difference method. The
figure below shows the functional gradient with respect to absorption calculated using
(A) the adjoint-assisted method and (B) a finite difference method. The difference
between the two is shown in (C) and a profile in the z-direction at x = 1 mm can be
seen in (D).
In Section 4.1.5, we verified that the adjoint-assisted calculation for the functional gradi-
ent with respect to absorption is correct. We will now use a finite difference calculation
to verify the adjoint-assisted calculation for the functional gradient with respect to the
scattering coefficient. The absorption and scattering coefficients and absorbed energy
distribution are the same as used in Section 4.1.5. Figure 5.1(A) shows the absorption
gradient calculated using the adjoint-assisted method, and Figure 5.1(B) shows the ab-
sorption gradient calculated using a finite difference method. As in the absorption case,
there is excellent agreement between the two figures. A profile comparison is shown in
Figure 5.1(C). The relative error for the scattering coefficient can be calculated using
εs =
∥∥∥∥( ∂ε∂µs)FD − ( ∂ε∂µs)adj
∥∥∥∥∥∥∥( ∂ε∂µs)FD∥∥∥ , (5.31)
where (∂ε/∂µs)FD and (∂ε/∂µs)adj are the functional gradients with respect to scattering
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calculated using the finite difference method and adjoint-assisted method, respectively.
The relative error in this case was εa = 2.59×10−5 %, and the finite difference calculation
took approximately 1 hour 26 minutes to calculate both the absorption and scattering
gradients, compared with under 6 seconds to complete the adjoint-assisted method.
5.0.4 Regularisation
In Section 3.4.1, we discussed how the second-order dependence of the measurement
data on the scattering coefficient can lead to the amplification of high frequencies in
the scattering inversion. To mitigate these effects, a first order Tikhonov regularisation
penalty term is added to the error functional whenever noise is present in the simulated
measurement data. This has a smoothing effect on the solution to the scattering coef-
ficient. A large amount of literature on regularisation techniques for inverse problems
exists, e.g. [89–94], and other forms of regularisation could easily be incorporated into
this inversion scheme. The inclusion of a Tikhonov penalty term means that the error
functional is now given by
ε =
Np∑
p=1
N∑
k=1
1
2
(hobsp (rk)− hp(rk))2 +
1
2
β |∇µs|2 , (5.32)
where β is a constant scaling factor. This additional term changes the functional gradient
for the scattering, which now includes the additional term
∂ε
∂µs
=
Np∑
p=1
φTp
(
∂A
∂µs
)T
φ∗p + β∇2µs. (5.33)
The effect of adjusting the regularisation parameter β can be seen in Figure 5.2. In this
left-hand column of this figure, (A) shows the true absorption coefficient, and (B)-(E)
show the reconstructed absorption coefficient using β = 1, β = 10−3, β = 10−6 and
β = 10−8, respectively. In the right-hand column of Figure 5.2, figure (F) shows the true
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F I G U R E 5 . 2 : The effect of varying the regularisation parameter β on the reconstructed
optical coefficients. (A) shows the true absorption coefficient, and (B)-(E) show the
reconstructed absorption coefficient using β = 1, β = 10−3, β = 10−6 and β = 10−8, re-
spectively. (F) shows the true scattering coefficient, and (G)-(J) show the reconstructed
scattering coefficient using β = 1, β = 10−3, β = 10−6 and β = 10−8, respectively.
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scattering coefficient, and (G)-(J) show the reconstructed scattering coefficient using
β = 1, β = 10−3, β = 10−6 and β = 10−8, respectively. In the case where β = 1, the
largest amount of regularisation used here, the reconstructed scattering coefficient is
smoothed out almost entirely to the background value. As we decrease the amount of
regularisation to 10−3 and then to 10−6, the heterogeneities in the scattering coefficient
can be seen and the reconstruction begins to improve. However, reducing β to as small as
10−8 removes the effect of the regularisation, and allows the high frequency components
of the noise to be amplified and produce very large errors in the scattering reconstruc-
tion. It is worth nothing, however, that the instability and errors which appear in the
scattering reconstruction when very little regularisation is applied do not produce compa-
rable errors in the reconstructed absorption coefficient, and actually under-regularising
produces a better absorption estimate than over-regularising and fully smoothing out
the scattering. The ability to produce a good quantitative estimate of absorption with-
out including any regularisation at all would be particularly beneficial if little is known
about the underlying structure and quantitative values of the optical coefficients, and the
choice of an appropriate regularisation scheme and appropriate regularisation parameter
is therefore unclear.
Choosing β = 10−3 results in a smoother reconstruction and a smaller scattering er-
ror than when β = 10−6. However, this smoothing results in an underestimation of
the scattering heterogeneities, and therefore produces a larger error in the resulting
absorption coefficient (a = 2.80% compared to a = 1.42%). This can be seen in the
profile comparison shown in Figure 5.3. Using β = 10−6 provides a better quantitative
reconstruction in the scattering heterogeneities, though the instability due to the noise is
more apparent than when β = 10−3. The mean scattering, however, is closer to the true
scattering mean in the former case, indicating that the noise present in the scattering
reconstruction may not adversely affect the resulting absorption estimate provided that
the mean of the reconstructed scattering is close to the scattering coefficient’s true mean.
Following these results, the examples presented in the remainder of these chapter were
obtained using a regularisation parameter of β = 10−6.
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F I G U R E 5 . 3 : Profile comparison showing the effect of varying the regularisation
parameter β on the reconstructed optical coefficients. (A) shows a profile of the true
and reconstructed absorption coefficients at z = 1 mm, while (B) shows a profile of the
true and reconstructed scattering coefficients at z = 3 mm. The grey solid lines show
the true absorption (A) and scattering (B) coefficients. The reconstructed coefficients
using β = 1 (red dashed), β = 10−3 (blue dotted), β = 10−6 (green dashed) and
β = 10−8 (pink dotted).
5.1 Numerical examples recovering absorption and scatter-
ing
In this section, the gradient-based method which uses the full RTE will be used to recover
both optical absorption and scattering simultaneously from 2D simulated PAT images.
The method will be tested using several different illumination positions, and the effects
of including additive Gaussian noise to the simulated measurement data will be investi-
gated.
5.1.1 Simulation of measurement data
To simulate the measurement data, the same computational mesh, illumination positions
and optical properties that were used in Section 4.2.1 are used in this section. The
optical properties are shown in Figures 3.4(A) and 3.4(B). This provides consistency
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and allows us to compare the results in this chapter with the results obtained for the
known- or constant-scattering case. As a reminder, and to provide easier reference for
the reader, we will restate these properties here. The computational mesh, used for all
the simulations in this chapter, was a 4 mm × 4 mm square, consisting of Ne = 3840
triangular elements, Nn = 1983 nodes and a discretisation of Na = 16 equal angles. The
anisotropy factor was considered to be known and constant at g = 0.8, and the scattering
coefficient µs was chosen such that µ′s = µs(1− g) varies between 1 mm−1 and 3 mm−1,
giving a background value of µbgs = 5 mm−1 and two non-smooth scattering inclusions
of µ1s = 10 mm
−1 and µ2s = 15 mm−1. The absorption coefficient had a background
value of µbga = 0.01 mm−1 and two non-smooth absorbing inclusions of µ1a = 0.2 mm−1
and µ2a = 0.3 mm
−1.
The source geometries used in Section 4.2.2 were also used to perform these inversions.
These can be seen in Figures 4.2 and 4.3. Since multiple illuminations are required to
guarantee a unique solution when recovering absorption and scattering simultaneously,
inversions using a single point source and single line source (Figures 4.2(A) and 4.3(A))
are omitted.
By solving Equation 4.24, the FE implementation of the RTE, for a particular source b,
we obtain the radiance φ = φ(µa, µs), and summing over all angles according to Equa-
tion 4.30 gives the fluence Φ(µa, µs). The measured absorbed energy is then equal to
the product of the absorption coefficient and the fluence, that is, hobs = µaΦ(µa, µs).
Additive Gaussian noise, scaled to 5% of the mean absorbed energy density, was added
to this absorbed energy distribution to simulate the measurement noise which would
be present in real photoacoustic data. In each example, the results using noise-free and
noisy data are shown.
The background values are used as an initial guess to begin the iterative procedure. To
quantify the error in the reconstructions, we shall look at the per cent relative error a
Chapter 5 : Gradient-based QPAT using the RTE 2 145
and s, calculated using
a =
∥∥µtruea − µapproxa ∥∥
‖µtruea ‖
(5.34)
and
s =
∥∥µtrues − µapproxs ∥∥
‖µtrues ‖
. (5.35)
A positivity constraint was added to threshold the values of the optical coefficients which
fall below zero, a reasonable constraint since these values do not make physical sense.
5.1.2 Inversion results: recovering absorption and scattering
5.1.2.1 Two point sources
F I G U R E 5 . 4 : Reconstructed absorption and scattering coefficients when using two
point sources, corresponding to Figure 4.2(B). (A) shows the true absorption coefficient,
(B) shows the reconstructed absorption coefficient from noise-free data, and (C) shows
the reconstructed absorption coefficient from data with 5% additive Gaussian noise. (D)
shows the true scattering coefficient, (E) shows the reconstructed scattering coefficient
from noise-free data, and (F) shows the reconstructed scattering coefficient from data
with 5% additive Gaussian noise.
In this example, a set of two images were obtained using two point sources, as shown
in Figure 4.2(B). Figure 5.4 shows the recovered absorption and scattering after 1000
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F I G U R E 5 . 5 : Simultaneous recovery of absorption and scattering coefficients using
two point sources. A profile comparison of the reconstructed absorption coefficient
can be seen in (A), which compares the true absorption coefficient (grey solid), recon-
structed absorption coefficient from noise-free data (blue dashed) and reconstructed ab-
sorption coefficient from noisy data (red dotted). The profile is taken in the x-direction
at z = 1.2 mm. A profile comparison of the reconstructed scattering coefficient can be
seen in (B), which compares the true scattering coefficient (grey solid), reconstructed
scattering coefficient from noise-free data (blue dashed) and reconstructed scattering
coefficient from noisy data (red dotted). The profile is taken in the x-direction at z = 2.4
mm. The percent relative errors of the reconstructed absorption (blue) and scattering
(red) coefficients at each iteration can be seen in (E).
iterations of the l-BFGS method. The percent relative error in the reconstructed absorp-
tion for the noise-free and noisy cases are a = 14.2% and a = 15.3%, respectively.
The percent relative error in the reconstructed absorption for the noise-free and noisy
cases are s = 37.9% and s = 50.4%, respectively. The difficulties in recovering the
scattering coefficient due to the ill-posedness of the problem, which were discussed in
Section 3.4.1, can be seen in the results of this inversion. The reconstruction of the
scattering coefficient is quite poor, however, the data is so insensitive to the scattering
coefficient that a reasonably good estimate of the absorption coefficient can still be ob-
tained. Figure 5.5 shows a profile comparison of the true and reconstructed absorption
and scattering coefficients for this example. The relative error in the reconstructed ab-
sorption and scattering coefficients at each iteration can be seen in Figure 5.5(C). The
scattering error has increased significantly at around the tenth iteration, even in the
noise-free case, indicating that the inversion for the scattering coefficient has been fairly
unstable. Despite this, the error in the absorption coefficient continued to decrease, and
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a good approximation to the structure and quantitative values in the heterogeneities
is obtained, although the error begins to increase towards the boundaries that do not
contain a source. As in the previous chapter, it is likely that these results will improve
with the incorporation of additional sources along the boundary, or information from
additional illumination directions.
5.1.2.2 Two line sources
F I G U R E 5 . 6 : Reconstructed absorption and scattering coefficients when using two
line sources, corresponding to Figure 4.3(B). (A) shows the true absorption coefficient,
(B) shows the reconstructed absorption coefficient from noise-free data, and (C) shows
the reconstructed absorption coefficient from data with 5% additive Gaussian noise. (D)
shows the true scattering coefficient, (E) shows the reconstructed scattering coefficient
from noise-free data, and (F) shows the reconstructed scattering coefficient from data
with 5% additive Gaussian noise.
In this example, two images were simulated, with each corresponding to a line source
placed at either the top or bottom edge of the domain, as shown in Figure 4.3(B). Fig-
ure 5.6 shows the recovered absorption and scattering after 1000 iterations. In this
case, the percent relative errors in the absorption coefficient for the noise-free and noisy
reconstructions are a = 10.6% and a = 15.1%, respectively. The percent relative error
in the reconstructed absorption for the noise-free and noisy cases are s = 25.2% and
s = 33.1%, respectively. The inclusion of additional sources along the boundary when
obtaining the two simulated images has improved the reconstructions significantly. In
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F I G U R E 5 . 7 : Simultaneous recovery of absorption and scattering coefficients using
two line sources. A profile comparison of the reconstructed absorption coefficient can be
seen in (A), which compares the true absorption coefficient (grey solid), reconstructed
absorption coefficient from noise-free data (blue dashed) and reconstructed absorption
coefficient from noisy data (red dotted). The profile is taken in the x-direction at z = 1.2
mm. A profile comparison of the reconstructed scattering coefficient can be seen in (B),
which compares the true scattering coefficient (grey solid), reconstructed scattering
coefficient from noise-free data (blue dashed) and reconstructed scattering coefficient
from noisy data (red dotted). The profile is taken in the x-direction at z = 2.4 mm.
The percent relative errors of the reconstructed absorption (blue) and scattering (red)
coefficients at each iteration can be seen in (C).
particular, the structure of the scattering coefficient is much more clear, though the val-
ues in the two heterogeneities are underestimated significantly. A profile comparison of
the true and reconstructed optical coefficients can be seen in Figure 5.7. The absorption
coefficient is slightly underestimated, but the correct structure is preserved even without
regularisation to the absorption reconstruction, and a good estimate to the quantities
in the two heterogeneities is obtained. Figure 5.7 shows a profile comparison of the
true and reconstructed absorption and scattering coefficients for this example. The un-
derestimation of the scattering coefficient could be due to the smoothing effect of the
Tikhonov regularisation. This type of regularisation is not particularly appropriate for
non-smooth parameters such as these, and so the estimation of the scattering coefficient
and hence the absorption estimate would likely improve with the incorporation of an
edge-preserving regularisation scheme, e.g. total variation [94]. The relative error in
the reconstructed absorption and scattering coefficients at each iteration can be seen in
Figure 5.7(C). The errors in the reconstructed scattering coefficient using noisy data
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show the amplification of noise, and indicate again that the regularisation of the inver-
sion could be improved. The absorption error continually decreases, and has still not
converged after as many as 1000 iterations. This suggests that, should better regulari-
sation be applied to the inversion, the reconstructed coefficients might improve if the
minimisation is continued for a larger number of iterations.
5.1.2.3 Four point sources
F I G U R E 5 . 8 : Reconstructed absorption and scattering coefficients when using four
point sources, corresponding to Figure 4.2(C). (A) shows the true absorption coefficient,
(B) shows the reconstructed absorption coefficient from noise-free data, and (C) shows
the reconstructed absorption coefficient from data with 5% additive Gaussian noise. (D)
shows the true scattering coefficient, (E) shows the reconstructed scattering coefficient
from noise-free data, and (F) shows the reconstructed scattering coefficient from data
with 5% additive Gaussian noise.
Since the reconstructions in Section 4.2 improved with the incorporation of additional
sources, we shall now investigate how well the absorption coefficient can be recovered
using the gradient-based method when the domain is illuminated from all four directions.
In this case, four images were simulated, each corresponding to a point source placed
at either the top, bottom, left-hand side or right-hand side of the domain. We again
investigated both the noise-free and noisy scenarios, with 5% Gaussian noise being
added to the measurement data in the noisy case. Figure 5.8 shows the reconstructed
absorption and scattering coefficients when using these data. In this case, the percent
relative errors in the absorption coefficient for the noise-free and noisy reconstructions
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F I G U R E 5 . 9 : Simultaneous recovery of absorption and scattering coefficients using
four point sources. A profile comparison of the reconstructed absorption coefficient
can be seen in (A), which compares the true absorption coefficient (grey solid), recon-
structed absorption coefficient from noise-free data (blue dashed) and reconstructed ab-
sorption coefficient from noisy data (red dotted). The profile is taken in the x-direction
at z = 1.2 mm. A profile comparison of the reconstructed scattering coefficient can be
seen in (B), which compares the true scattering coefficient (grey solid), reconstructed
scattering coefficient from noise-free data (blue dashed) and reconstructed scattering
coefficient from noisy data (red dotted). The profile is taken in the x-direction at z = 2.4
mm. The percent relative errors of the reconstructed absorption (blue) and scattering
(red) coefficients at each iteration can be seen in (C).
are a = 5.26% and a = 8.62%, respectively, and the percent relative error in the
reconstructed absorption for the noise-free and noisy cases are s = 22.6% and s =
27.5%, respectively. Interestingly, illuminating from four directions using point sources
produces a more accurate quantitative reconstruction in both optical coefficients than
when using two line sources, suggesting that it might be preferable to illuminate from
more directions with fewer sources than to illuminate from fewer directions with a
line array of sources. In this example, accurate quantitative estimate of both optical
coefficients are obtained, and again it is likely that better regularisation could improve
these further. A profile comparison of the true and reconstructed optical coefficients
can be seen in Figure 5.9. Figure 5.9 shows a profile comparison of the true and
reconstructed absorption and scattering coefficients for this example. There is now only
a small underestimation of the absorption coefficient, and a small overestimation of the
scattering coefficient. The relative error in the reconstructed absorption and scattering
coefficients at each iteration can be seen in Figure 5.9(C). These errors behave much
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more conventionally than in the previous two examples. The absorption error continues
to descend even after 1000 iterations, suggesting that the estimate shown here might
improve given more iterations.
5.1.2.4 Four line sources
F I G U R E 5 . 1 0 : Reconstructed absorption and scattering coefficients when using four
line sources, corresponding to Figure 4.3(C). (A) shows the true absorption coefficient,
(B) shows the reconstructed absorption coefficient from noise-free data, and (C) shows
the reconstructed absorption coefficient from data with 5% additive Gaussian noise. (D)
shows the true scattering coefficient, (E) shows the reconstructed scattering coefficient
from noise-free data, and (F) shows the reconstructed scattering coefficient from data
with 5% additive Gaussian noise.
In this example, four images were simulated, each corresponding to a line source placed
at either the top, bottom, left-hand side or right-hand side of the domain. Again, we
investigated both the noise-free and noisy scenarios, with 5% Gaussian noise being
added to the measurement data in the noisy case. Figure 5.10 shows the reconstructed
absorption and scattering coefficients when using these data. In this case, the method is
able to produce excellent quantitative estimates of the absorption coefficient, even in the
presence of 5% Gaussian noise; the percent relative errors in the absorption coefficient
for the noise-free and noisy reconstructions are a = 0.08% and a = 1.16%, respectively,
and the percent relative errors in the scattering coefficient are s = 11.6% and s = 28.3%
for the noise-free and noisy reconstructions, respectively. A profile comparison of the
true and reconstructed optical coefficients can be seen in Figure 5.11. Using four line
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F I G U R E 5 . 1 1 : Simultaneous recovery of absorption and scattering coefficients using
four line sources. A profile comparison of the reconstructed absorption coefficient can be
seen in (A), which compares the true absorption coefficient (grey solid), reconstructed
absorption coefficient from noise-free data (blue dashed) and reconstructed absorption
coefficient from noisy data (red dotted). The profile is taken in the x-direction at z = 1.2
mm. A profile comparison of the reconstructed scattering coefficient can be seen in (B),
which compares the true scattering coefficient (grey solid), reconstructed scattering
coefficient from noise-free data (blue dashed) and reconstructed scattering coefficient
from noisy data (red dotted). The profile is taken in the x-direction at z = 2.4 mm.
The percent relative errors of the reconstructed absorption (blue) and scattering (red)
coefficients at each iteration can be seen in (C).
sources produces an almost exact reconstruction of the absorption coefficient. Figure 5.11
shows a profile comparison of the true and reconstructed absorption and scattering
coefficients for this example. The relative error in the reconstructed absorption and
scattering coefficients at each iteration can be seen in Figure 5.11(C). Here, it is clear
that errors due to noise have propagated in the inversion from noisy data, which can be
seen in the reconstructed scattering coefficient in Figure 5.10(F). Despite this, a good
estimate of the scattering coefficient is still obtained, which in turn produces a highly
accurate quantitative reconstruction of the absorption coefficient.
5.2 Conclusions
◦ In this chapter, we have extended the gradient-based minimisation method based on the
RTE to enable the simultaneous recovery of quantitative estimates of the optical absorption
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and scattering coefficients from simulated PAT images.
The absorption and scattering coefficients consisted of a homogeneous background
with two non-smooth heterogeneities. The anisotropy factor was constant with g = 0.8
for all simulations. A number of different source geometries were considered. 2D sim-
ulated PAT images were obtained using a FE implementation of the RTE, in which the
FE mesh consisted of Ne = 3840 triangular elements, Nn = 1983 nodes and an angu-
lar discretisation of Na = 16 equal angles. For each example, the gradient-based RTE
method was used to reconstruct the absorption coefficient from both noise-free data and
data with additive Gaussian noise scaled to 5% of the mean absorbed energy density.
Reconstructing both optical coefficients simultaneously from simulated PAT images is
challenging for a number of reasons. Firstly, reconstructing (µa, µs) from a single PAT
image does not necessarily have a unique solution, and so additional information must
be incorporated to guarantee uniqueness. In the examples presented in this chapter,
multiple illumination positions were used, whereby a set of simulated PAT images are
obtained by illuminating the domain from different directions. Secondly, reconstructing
the scattering coefficient from a PAT image is more challenging than reconstructing the
absorption coefficient, since the data is only dependent upon the scattering coefficient
through its effect on the optical fluence. The fluence therefore acts as a low pass filter to
reduce the amplitudes of the high frequency components of the scattering distribution.
Consequently, inverting for the scattering coefficient will grow the high frequency com-
ponents, which will also have the effect of amplifying noise in the measured data. The
examples presented in this chapter have shown that the gradient-based method using the
RTE can be extended to the case where the scattering is unknown, and can successfully
recover quantitative estimates of both optical coefficients from simulated PAT images.
◦ It is not necessary that the details of the scattering reconstruction are accurate to obtain
a quantitative estimate of absorption, however, it is is necessary that the mean value of that
estimate is close to the true scattering mean.
When using two point sources, the estimate of the scattering coefficient was poor,
resulting in some errors in the reconstruction of the absorption coefficient. However,
despite the significant errors in the reconstructed scattering coefficient, the background
154 Chapter 5 : Gradient-based QPAT using the RTE 2
value and structure of the absorption coefficient was obtained accurately; with only small
under- or over-estimations of the values in the heterogeneities. This suggests that the
details, pixel-by-pixel, of the scattering coefficient are not highly relevant to the estimate
of µa. The correct estimation of the mean properties of the scattering appear to be more
important to the absorption reconstruction. The results using two line sources improved
the reconstruction of both coefficients, producing only a slight underestimation in the ab-
sorbing heterogeneity and an accurate estimation of the background value. Illuminating
the domain from all four directions produced significantly better quantitative results than
when fewer directions were used, and in this case, accurate quantitative reconstructions
of both optical coefficients were found. In the case of four line sources, the absorption
coefficient was reconstructed to within 1% of its true value in the noise-free case, and
1.15% in the noise-free case.
◦ In the case where data from only two illumination directions was used, determination of
the scattering coefficient proved to be challenging.
In the case where four multiple illuminations are not available, incorporating informa-
tion from multiple wavelength as well as multiple illumination positions could into the
gradient-based minimisation scheme could improve the reconstructions further. Another
method to improve stability in the reconstructions could be to scale the data, e.g. by
using the logarithm of the data, so that hobs = lnhobs. This method is often used in
optical tomography, since the dynamic range of the measured light intensities can be
very large [98, 99]. Preliminary results using a logarithmic scaling of the data are shown
in Appendix A.
The use of the full RTE rather than the DA means that few approximations to the propaga-
tion of light within the tissue are made, and so the method will be applicable to real PAT
data. The use of a gradient-based method means that the method is memory-efficient,
and so the extension to a large-scale 3D problem is possible. The remaining drawback
here is that solving the RTE for a large-scale 3D problem is itself computationally in-
tensive, and so performing a full 3D inversion using the RTE is likely to be extremely
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time-consuming. In the following chapter, we propose the use of the δ-Eddington ap-
proximation to the RTE to improve the computational efficiency of the model.

Chapter 6
Gradient-based QPAT using the
δ-Eddington approximation
In previous chapters, we have discussed the importance of accounting for the dependence
of the transportation of light in biological tissue on both optical absorption and optical
scattering when attempting to determine quantitative estimates of tissue optical proper-
ties from measured PAT images. We have also motivated the use of iterative minimisation
schemes for tackling the full and general problem of quantitative photoacoustic tomogra-
phy (QPAT), in which the optical absorption and scattering coefficients are heterogeneous
and unknown. We addressed the challenges of applying a Jacobian-based minimisation
method to real PAT images, and based on these conclusions we proposed the use of a
gradient-based minimisation scheme to provide a much less memory-intensive method,
enabling the application of the method to large-scale, three-dimensional (3D) data sets.
These minimisation schemes require an accurate computational model of light transport,
and in Chapter 5 we demonstrated that the radiative transfer equation (RTE) provides
an accurate model of light transport which can be incorporated into a gradient-based
minimisation scheme to produce accurate quantitative estimate of optical absorption
from two-dimensional (2D) simulated PAT images when the scattering coefficient was
known. In Chapter 5 we demonstrated that this type of gradient-based minimisation
scheme can be used to successfully recover quantitative estimates of the unknown optical
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absorption and optical scattering coefficients from 2D simulated PAT images. Since, in
practice, PAT images will be large-scale and 3D, the next step is to extend this work to
3D simulated PAT images.
For a large-scale, 3D problem, a numerical solution to the RTE will require significant
computational memory and time due to the angular dependence of the phase function;
the solution φ(r, sˆ) is a function of angle at each point within the domain, so that the 3D
problem essentially becomes a four-dimensional problem. The gradient-based method
presented in Chapter 5 will require one evaluation each of the forward and adjoint mod-
els per iteration. Since it is possible that hundreds of iterations may be required to obtain
a sufficiently accurate estimate of optical absorption, an RTE-based iterative method is
likely to be extremely time-consuming for a typical QPAT problem, and hence may not
be a particularly practical method for the full and general problem. As in the choice of
Jacobian-based vs. gradient-based methods, we once again find ourselves in a trade-off
between accuracy and practicality. The RTE provides us with an accurate model, but
its complexity may prove it to be an infeasible choice for a practical solution method.
In Section 2.4.4 we discussed how the diffusion approximation (DA) to the RTE can be
used to derive a much simpler, more efficient model of light transport than the full RTE.
To derive the DA, it is assumed that the transportation of light is dominated by scattering
(µa  µs), and that the scattering is only weakly isotropic. Whilst the former is typically
true for biological tissue, the latter is violated in regions close to boundaries and sources.
This is due to the fact that scattering of light in biological tissue is highly forward-peaked,
and will only behave diffusely once a few scattering events have occurred. This move
into the diffusive regime occurs around a few transport mean free paths away from the
source, where a transport mean free path is given by l = (µa + µ′s)−1. The DA therefore
breaks down at regions within a few transport mean free paths from any light sources.
In biological tissue, a transport mean free path may be on the order of 1 mm, and can
therefore constitute a significantly large portion of a PAT image. This region may also
contain information of great interest. The DA is therefore unsuitable for the quantitative
modelling of PAT images, and using the DA in an inversion scheme will not recover
sufficiently accurate estimates of optical absorption for QPAT. The tractability of the DA,
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however, is extremely desirable; the removal of angular dependence makes the DA much
simpler and quicker to solve, and its incorporation into this type of iterative minimisa-
tion scheme for QPAT would provide a practical solution method even for large-scale, 3D
data sets. In this chapter we will introduce another approximation to the RTE, called
the δ-Eddington approximation [54]. The δ-Eddington approximation is similar to the
DA, in that it removes the dependence on scattering angle which makes the RTE diffi-
cult and time-consuming to solve, whilst retaining accuracy where the DA breaks down.
This is achieved by improving the approximation to the scattering phase function by
incorporating a strongly forward-peaked component, and also by modelling the ballistic
(unscattered) portion of light resulting from the boundary source. This collimated part
of the fluence field then provides the source term to a diffusion equation to model the
scattered field, meaning that the resulting model can be solved as quickly and efficiently
as the DA. The improved approximation to the transportation of light in biological tissue
and comparable tractability to the DA mean that the δ-Eddington approximation may
provide the ideal light model for solving the full and general problem of QPAT.
6.1 The δ-Eddington approximation
In Chapter 2 we derived the time-independent RTE (Equation 2.30), which is given by
(sˆ · ∇+ µa + µs)φ(r, sˆ) = µs
∫
Sn−1
Θ(sˆ, sˆ′)φ(r, sˆ′) dsˆ′ + q, (6.1)
and is solved for φ(r, sˆ), the radiance at position r travelling in the direction of the unit
vector sˆ. The RTE is based on the principle of energy conservation, and describes how
optical energy in some control volume may be lost due to absorption or scattering out
of the direction of interest, or gained through scattering into the direction of interest or
from a source of energy q = q(r, sˆ). In Equation 6.1, µa = µa(r) and µs = µs(r) are the
optical absorption and scattering coefficients, respectively, and Θ(sˆ, sˆ′) is the scattering
phase function, which represents the fraction of light scattering from a direction sˆ′ into
a direction sˆ. The scattering phase function is a probability density function, and is
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normalised such that
∫
Sn−1
Θ(sˆ, sˆ′) dsˆ′ = 1. (6.2)
In Section 2.4.3 we discussed that the RTE can be simplified by expressing the direc-
tional dependence as a sum of spherical harmonics [47]. In this case, the quantities in
Equation 6.1 are expressed as
φ(r, sˆ) =
∞∑
l
l∑
m=−l
(
2l + 1
4pi
) 1
2
Ψl,m(r)Yl,m(sˆ), (6.3)
q(r, sˆ) =
∞∑
l
l∑
m=−l
(
2l + 1
4pi
) 1
2
ql,m(r)Yl,m(sˆ), (6.4)
where the terms Ψl,m and Yl,m are spherical harmonics of order l and degree m, depend-
ing on the associated Legendre polynomials. The phase function can also be expressed
using spherical harmonics, as
Θ(sˆ, sˆ′) =
∞∑
l
(
2l + 1
4pi
)
ΘlPl(cos θ), (6.5)
where Pl are the associated Legendre polynomials of order l, and cos θ is the angle
between the unit vectors sˆ and sˆ′. The Henyey-Greenstein phase function uses Θl = gl
to model the scattering of light in biological tissue, and so the Henyey-Greenstein phase
function to also be written in terms of spherical harmonics:
ΘHG(sˆ, sˆ
′) =
∞∑
l=0
2l + 1
4pi
glPl(cos θ). (6.6)
These expressions can be substituted into 6.1 and, after some algebra, we are left with
an infinite set of coupled equations known as the PN approximations to the RTE. The
DA can be derived by assuming that Ψl,m = 0 for l > 1, and hence the DA is sometimes
referred to as the P1 approximation.
The truncation of the infinite sums describing the radiance, scattering phase function
and source term leaves only the first two terms for each quantity, which has the effect
Chapter 6 : Gradient-based QPAT using the δ-Eddington approximation 161
of leaving only weak-anisotropy in the resulting light model. The first two Legendre
polynomials can be calculated easily, since P0(x) = 1 and P1(x) = x. Substituting
these into 6.6 and 6.3 leaves two important terms used to derive the DA, which will be
used analogously in this chapter to derive the δ-Eddington approximation. The first is a
truncated phase function, sometimes known as the Eddington phase function, which (in
the 3D case) is given by
ΘE(sˆ, sˆ
′) =
1
4pi
(1 + 3g cos θ) . (6.7)
The second is an expression for the P1 approximation to the radiance, which can be
found by substituting the Legendre polynomials and manipulating Equation 6.3 above
to give
φ(r, sˆ′) =
1
4pi
Φ(r) +
3
4pi
(sˆ · J(r)), (6.8)
where Φ is the optical fluence and J is the radiant flux. Equations 6.7 and 6.8 can then
be substituted into Equation 6.1 and manipulated to obtain the DA.
The DA assumes that the scattering of light within the domain is only weakly anisotropic,
however, light scattering in biological tissue is typically highly anisotropic, which means
that the DA breaks down close to sources, where the light is strongly forward-directed
and has not been scattered enough to behave diffusely. The DA can be improved by
incorporating an extra term into the scattering phase function, thereby shifting a portion
f of the light into the forward direction to better model the forward-peaked scattering
of biological tissue. To obtain the δ-Eddington approximation, the phase function ΘE is
replaced by the δ-Eddington phase function Θδ−E of Joseph et al [54], given by
Θδ−E =
1
4pi
{
2fδ(1− (sˆ · sˆ′)) + (1− f)(1 + 3gˆ(sˆ · sˆ′))} . (6.9)
The modified anisotropy factor gˆ can be found by considering that, in turbid media,
the DA is valid at depths greater than a few transport mean free paths. In this region,
the scattering of light is characterised solely by the reduced scattering coefficient µ′s =
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µs(1−g) [66]. If we define the modified reduced scattering coefficient µˆ′s = µˆs(1− gˆ) and
enforce the requirement that this parameter remain unchanged, we obtain an expression
for the modified anisotropy factor gˆ:
µˆ′s = µ
′
s
⇒ µs(1− f)(1− gˆ) = µs(1− g)
⇒ gˆ = g − f
1− f (6.10)
The parameter f can be chosen to best match an appropriate scattering phase func-
tion. For example, an empirical formula for calculating f as a function of g (f =
0.026094g3 + 0.023597g2 + 0.13572g + 0.60366) was determined by comparison with
Monte Carlo simulations [100], while comparison with the first n terms of the Henyey-
Greenstein phase function results in a choice of f = gn.
Given a suitable choice of f , the approximation to the phase function Θ ≈ Θδ−E can be
substituted into the RTE (Equation 6.1) to give
(sˆ · ∇+ µa + µˆs)φ(r, sˆ) = µˆs
4pi
∫
4pi
(1 + 3gˆ(sˆ · sˆ′))φ(r, sˆ′) dsˆ′, (6.11)
where µˆs = (1 − f)µs. The radiance may be separated into its collimated (φc) and
scattered (φs) components
φ(r, sˆ) = φc(r, sˆ) + φs(r, sˆ), (6.12)
and hence the fluence can be separated similarly, since
Φ(r) =
∫
4pi
φ(r, sˆ) dsˆ
⇒ Φ(r) =
∫
4pi
φc(r, sˆ) dsˆ+
∫
4pi
φs(r, sˆ) dsˆ
⇒ Φ(r) = Φc(r) + Φs(r), (6.13)
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where Φc and Φs denote the collimated and scattered fluence, respectively. Substituting
6.12 and 6.13 into 6.11 gives
(sˆ · ∇+ µa + µˆs)φs(r, sˆ)
= −(sˆ · ∇+ µa + µˆs)φc(r, sˆ)
+
µˆs
4pi
(Φc(r) + Φs(r))
+
3gˆµˆs
4pi
∫
4pi
(sˆ · sˆ′)(φc(r, sˆ′)
+ φs(r, sˆ
′)) dsˆ′. (6.14)
The collimated radiance includes both unscattered light and light scattered into the
forward direction zˆ, and is hence attenuated at a rate proportional to the modified
transport coefficient µˆt = µa + µˆs, that is,
(sˆ · ∇)φc(r, sˆ) = −µˆtφc(r, sˆ). (6.15)
This can then be used to reduce Equation 6.14 to
(sˆ · ∇+ µa + µˆs)φs(r, sˆ)
=
µˆs
4pi
(Φc(r) + Φs(r))
+
3gˆµˆs
4pi
∫
4pi
(sˆ · sˆ′)(φc(r, sˆ′)
+ φs(r, sˆ
′)) dsˆ′. (6.16)
If the source is considered to be a monodirectional flux I0(r) incident in the positive
z-direction, the solution to Equation 6.15 is given by
φc(r, sˆ) = I0(r) exp
(
−
∫ z
z0
µˆt(z
′) dz′
)
δ(1− (sˆ · zˆ)), (6.17)
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where zˆ is a unit vector in the z-direction, which means the collimated fluence can be
written as
Φc(r) =
∫
4pi
φc(r, sˆ)dsˆ
⇒ Φc(r) = I0(r) exp
(
−
∫ z
z0
µˆt(z
′) dz′
)
. (6.18)
Substituting 6.17 and 6.18 into 6.16 then gives
(sˆ · ∇+ µa + µˆs)φs(r, sˆ)
=
µˆs
4pi
(Φc(r) + Φs(r))
+
3gˆµˆs
4pi
{
Φc(r)(sˆ · zˆ) +
∫
4pi
(sˆ · sˆ′)φs(r, sˆ′) dsˆ′
}
. (6.19)
Recall from Equation 6.8 that the scattered radiance can be written as
φs(r, sˆ) =
1
4pi
Φs(r) +
3
4pi
(sˆ · Js(r)), (6.20)
where Φs is the scattered fluence and Js is the scattered radiant flux. This is substituted
into Equation 6.19 to give
(sˆ · ∇)Φs + µaΦs + 3(sˆ · ∇)(Js · sˆ) + 3(µa + µˆs)(Js · sˆ)
= µˆsΦc + 3gˆµˆsΦc(sˆ · zˆ)
+
3gˆµˆs
4pi
(
Φs
∫
4pi
(sˆ · sˆ′) dsˆ′ + 3
∫
4pi
(sˆ · sˆ′)(Js · sˆ′) dsˆ′
)
. (6.21)
To progress from here, we will take two approaches to derive two expressions for the
divergence of the scattered flux∇·Js, which we can equate to obtain one single equation
and remove the scattered flux entirely. The following solid angle vector identities will be
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useful:
∫
4pi dsˆ = 4pi, (6.22)∫
4pi sˆ dsˆ = 0 (6.23)∫
4pi sˆ · A dsˆ = 0, (6.24)∫
4pi(sˆ · A)sˆ dsˆ =
4pi
3
A, (6.25)∫
4pi(sˆ · A)(sˆ · B) dsˆ =
4pi
3
(A · B), (6.26)∫
4pi sˆ(sˆ · A)(sˆ · B) dsˆ = 0, (6.27)
which hold for arbitrary vectors A and B. To obtain the first expressions for ∇ · Js, we
integrate Equation 6.21 over all angles sˆ ∈ Sn−1, giving
∫
4pi
(sˆ · ∇)Φs dsˆ+ µaΦs
∫
4pi
dsˆ+ 3
∫
4pi
(sˆ · ∇)(sˆ · Js) dsˆ
+ 3(µa + µˆs)
∫
4pi
(sˆ · Js) dsˆ
= µˆsΦc
∫
4pi
dsˆ+ 3gˆµˆsΦc
∫
4pi
(sˆ · zˆ) dsˆ
+
3gˆµˆs
4pi
Φs
∫
4pi
∫
4pi
(sˆ · sˆ′) dsˆ′ dsˆ
+
9gˆµˆs
4pi
∫
4pi
∫
4pi
(sˆ · sˆ′)(Js · sˆ′) dsˆ′ dsˆ. (6.28)
Using the solid angle vector integral identities 6.22, 6.24 and 6.26, Equation 6.28 reduces
to the first equation for the divergence of Js:
∇ · Js = µˆsΦc − µaΦs. (6.29)
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To obtain the second expression, we return to Equation 6.21 and instead we first multiply
by sˆ before integrating over all angles to obtain
Φs
∫
4pi
sˆ(sˆ · ∇) dsˆ+ µaΦs
∫
4pi
sˆ dsˆ+ 3
∫
4pi
sˆ(sˆ · ∇)(sˆ · Js) dsˆ
+ 3(µa + µˆs)
∫
4pi
sˆ(sˆ · Js) dsˆ
= µˆsΦc
∫
4pi
sˆ dsˆ+ 3gˆµˆsΦc
∫
4pi
sˆ(sˆ · zˆ) dsˆ
+
3gˆµˆs
4pi
∫
4pi
∫
4pi
(sˆ · sˆ′) dsˆ′sˆ dsˆ
+
9gˆµˆs
4pi
∫
4pi
∫
4pi
(sˆ′ · sˆ)(sˆ′ · Js) dsˆ′sˆ dsˆ. (6.30)
Using the identities 6.23, 6.25 and 6.27, we find this reduces to
1
3
∇Φs + (µa + µˆs(1− gˆ))Js = 3gˆµˆsΦczˆ, (6.31)
or equivalently,
Js(r) = 3gˆκˆµˆsΦc(r)zˆ− κ∇Φs(r), (6.32)
where κˆ(r) = (3(µa+µˆs(1−gˆ)))−1. Taking the divergence of 6.32 gives a second equation
for the divergence of Js:
∇ · Js(r) = −∇ · κˆ∇Φs(r)− 3gˆκˆµˆtµˆsΦc(r). (6.33)
We can now equate 6.29 and 6.33 to obtain a diffusion equation for the scattered fluence
(∇ · κ∇− µa)Φs(r) = −(1 + 3gˆκˆµˆt)µˆsΦc(r), (6.34)
where the right-hand side represents the collimated source. Thus, having found the
collimated fluence Φc using Equation 6.17, the scattered fluence Φs can be found by
solving the diffusion equation 6.34, and the total fluence found using Φ = Φc + Φs. The
reduction to a diffusion equation means that the δ-Eddington approximation is compara-
tive to the DA in its computational efficiency, while the improved approximation to the
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scattering phase function and its ability to model a collimated light source improves the
accuracy at regions close to the source.
6.1.1 Model verification
To verify that the FE δ-Eddington model has been implemented correctly, we will cal-
culate its solution for a given tissue geometry and compare it with the ‘gold standard’
model of light transport, the Monte Carlo (MC) method. MC methods simulate the
delivery of a large number of packets of energy into a computational domain with some
given optical properties. Each packet’s journey through the tissue is tracked until either
its energy is depleted due to absorption or it leaves the domain. The random walks
that these energy packets take are decided by sampling probability distributions for step
length and angular deflection per scattering event. This process is then repeated for
a large number of energy packets until a sufficiently with sufficiently low variance is
obtained. For a given problem, the number of energy packets required will depend on
several factors, including domain size and mesh element size, and can be found in much
the same way as determining how fine a mesh to use for a FE problem; the number of
energy packets used in the forward model is gradually increased until convergence in
the resulting solution is obtained.
We have discussed how the δ-Eddington approximation can model light transport more
accurately than the DA in the low-scattering case and in regions of the domain where the
DA breaks down. To demonstrate this, we will also compare the results of the MC and
δ-Eddington models with the DA. To assess the performance of the δ-Eddington model,
the three models (MC, δ-Eddington and DA) were used to simulate the transportation of
light within the square domain [0, 15]× [0, 15] mm2. These particular implementations of
the MC and δ-Eddington models require two different types of mesh elements, rectangu-
lar (MC) and triangular (δ-Eddington). The two meshes were chosen so that the nodes of
the mesh coincided exactly, with each square element of the MC mesh being split into two
triangular elements to create the δ-Eddington mesh. The MC model requires a structured
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F I G U R E 6 . 1 : Absorbed optical energy calculated using three different computational
light models and three different values of optical scattering. In each case, a line array
of sources was used to illuminate the domain from the top boundary (z = 15 mm)s.
The optical absorption coefficient was heterogeneous, with two absorbing inclusions
over a background absorption, and remained the same for each simulation. The three
columns show the resulting absorbed optical energy calculated using the Monte Carlo
method (left column), the δ-Eddington approximation (centre column) and the diffusion
approximation (right column). Each row represents a different value of homogeneous
scattering coefficient. The images show that the δ-Eddington approximation gives a
good approximation for each scattering case, while the diffusion approximation, though
accurate in the far-field, is unable to model the absorbed energy accurately in regions
close to the source, particularly in the low-scattering case.
rectangular mesh, and in this case the mesh contained 16384 square elements, while
the DA and δ-Eddington models were solved on a structured triangular mesh containing
32768 triangular elements. A line array of collimated sources, placed at each mesh node
along the top boundary, was used to illuminate the domain. The absorption coefficient
was heterogeneous, with a background value of 0.01 mm−1 and two square absorbing
inclusions placed at (5, 10) and (10, 5), with absorption coefficients of 0.2 mm−1 and 0.3
mm−1, respectively. The anisotropy factor was chosen to be g = 0.95, and the factor f of
light scattered into the forward direction for the δ-Eddington approximation was chosen
to be f = 0.026094g3 + 0.023597g2 + 0.13572g+ 0.60366, a polynomial in g found to best
match MC simulations when using the Henyey-Greenstein phase function for biological
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tissue [100]. The scattering coefficient µs is considered to be constant throughout the en-
tire domain for all simulations in this section. Three different values of µs have been used
to demonstrate the breakdown of the DA as the scattering becomes weak. These were
µs = 20 mm−1, µs = 10 mm−1 and µs = 5 mm−1, resulting in reduced scattering coeffi-
cients of µ′s = 1 mm−1, µ′s = 0.5 mm−1 and µ′s = 0.25 mm−1. A line array of sources was
placed along the top boundary (z = 15 mm). Since the DA cannot describe collimated
sources correctly [49], a common approach is to simulate a collimated pencil beam by
placing an isotropic source at a depth of 1/µ′s below the tissue surface. This enables the
DA to produce accurate results at depths more than one mean free path from the source.
Figure 6.1 shows the resulting absorbed optical energy densities calculated using the
MC method, δ-Eddington approximation and DA for three different cases of optical scat-
tering. The three rows represent the different values of scattering coefficient, while the
three columns represent the three different computational light models. These images
demonstrate that the DA, though accurate in the far-field, breaks down significantly in
regions close to the source and becomes significantly worse as the scattering coefficient
decreases. The δ-Eddington approximation performs well in all three scattering cases,
closely matching the MC solution throughout the whole domain. Figure 6.2 shows a
profile comparison of the light models in each of the three scattering cases. The profile
is in the z-direction at x = 5 mm, running through the centre of one of the absorbing
inclusions. These profiles show more clearly the breakdown of the DA close to the source.
The δ-Eddington approximation provides a better approximation to the MC solution than
the DA in all areas of the domain, though the approximation breaks down in a small
region very close the source. The profiles also show that there is a discrepancy between
the models at the boundary farthest from the source, which is due to the fact that not
enough photons have reached that area when running the MC simulation. Increasing
the number of photons used to obtain the MC solution would remove this drop-off. To
obtain the MC solution, the simulation of 106 energy packets was used; a higher number
would have produced a smoother solution by reducing the variance (MC noise) and
removing the drop-off found in regions farther from the source, however, the model that
has been used to produce this forward solution has not been optimised, and increasing
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F I G U R E 6 . 2 : Profiles of the absorbed optical energy calculated using three different
computational light models and three different values of optical scattering. In each
case, a line array of sources was used to illuminate the domain from the top boundary
(z = 15 mm). The optical absorption coefficient was heterogeneous, with two absorbing
inclusions over a background absorption, and remained the same for each simulation.
The three figures show profiles in the z-direction at x = 5 mm of the absorbed optical
energy calculated using three different values of homogeneous reduced scattering coef-
ficient; (A) 1 mm−1, (B) 0.5 mm−1 and (C) 0.25 mm−1. Each figure compares the three
light models; the Monte Carlo method (red dash), the δ-Eddington approximation (blue
dot-dash) and the diffusion approximation (green dots). The profiles show that the
δ-Eddington approximation gives a good approximation for each scattering case, and
highlight that the diffusion approximation, though accurate in the far-field, is unable to
model the absorbed energy accurately in regions close to the source, particularly in the
low-scattering case (C).
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this number significantly would be very time-consuming. The number of photons used
was considered to be sufficient enough to obtain a reasonably accurate solution and
demonstrate the behaviour of the solution in the near-field and through the absorbing
inclusion.
6.2 Incorporation into a gradient-based minimisation scheme
Now that we have verified that the δ-Eddington approximation derived above is able
to model the transportation of light accurately, we can use the model to produce accu-
rate simulations of PAT images and incorporate it into the gradient-based minimisation
scheme discussed in Chapter 5. We will assume that the PA efficiency parameter is known
and constant such that Γˆ(r) = 1 ∀r ∈ Ω, and hence
p0 = h = µaΦ = µa(Φc + Φs). (6.35)
We therefore seek a solution to
argmin
µa,µs
ε =
1
2
(hobs − h(µa, µs))T(hobs − h(µa, µs)), (6.36)
where hobs and h are the measured and modelled PAT images, respectively. To employ
a gradient-based minimisation scheme, we will need to obtain an expression for the
gradient of 6.36 with respect to (µa, µs). We will move straight to the case where the
model has been implemented using the finite element method (FEM), i.e. the diffusion
equation for the scattered fluence (6.34) has been converted to its weak formulation
and the domain is constructed from continuous piecewise linear basis functions ψj(r),
j = 1, . . . , N , so that the scattered fluence can be written as
Φs(r) ≈ Φhs (r) =
N∑
i=1
Φisψ
i(r). (6.37)
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The absorption and scattering coefficients are also defined using a piecewise linear basis:
µa(r) ≈ µha(r) =
N∑
i=1
µiaψ
i(r), µs(r) ≈ µhs (r) =
N∑
i=1
µisψ
i(r). (6.38)
This means that µa and Φ are now defined in the same basis, removing the need to
interpolate the fluence to the elements to calculate the product h = µaΦ, as in the RTE
case. Having noted that these parameters are now expressed in this form, we will drop
the superscript (.)h for notational convenience. More information on the numerical im-
plementation of the diffusion equation using the FEM can be found in the literature, e.g.
[48, 49, 101].
6.2.1 Functional gradient for the absorption coefficient
Applying the FEM allows us to write Equation 6.34 in the matrix form
AΦs = b, (6.39)
which is solved for Φs(r) =
∑N
i=1 Φ
i
sψ
i(r), where A is the FE system matrix with entries
Ajk =
∫
Ω
κˆ(r) ∇ψk(r) · ∇ψj(r) dΩ +
∫
Ω
µa(r) ψ
k(r) · ψj(r) dΩ, (6.40)
and b is the FE source vector with entries
bk =
∫
Ω
(1 + 3gˆκ(r)µˆt(r))µˆs(r)Φc(r)ψ
k(r) dΩ, (6.41)
for j = 1, . . . , N , k = 1, . . . , N . We now consider the gradient of the error functional
6.36 with respect to the absorption coefficient µa. Differentiating Equation 6.36 with
respect to µa at a point ri is given by
∂ε
∂µia
= −
(
∂h
∂µia
)T
(hobs − h), (6.42)
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where µia = µa(ri). The derivative of h with respect to µ
i
a is given by
∂h
∂µia
=
∂µa
∂µia
Φ + µa
∂Φc
∂µia
+ µa
∂Φs
∂µia
. (6.43)
Substituting this into Equation 6.42 and using the property of matrix transposes
(A1A2 . . . An)
T = ATn . . . A
T
2 A
T
1 , (6.44)
we find that
∂ε
∂µia
= −ΦT
(
∂µa
∂µia
)T
(hobs − h)
−
(
∂Φc
∂µia
)T
µTa (h
obs − h)
−
(
∂Φs
∂µia
)T
µTa (h
obs − h). (6.45)
The first term can be calculated directly, and the second term requires differentiating
6.18 with respect to µia, which is simply the derivative of an exponentially decaying
function. The third term requires the derivative of the scattered fluence, which we do
not have a direct expression for. To obtain this, we differentiate 6.39 with respect to µia
to obtain
∂(AΦs)
∂µia
=
∂b
∂µia
⇒ ∂A
∂µia
Φs +A
∂Φs
∂µia
=
∂b
∂µia
⇒ ∂Φs
∂µia
= A−1
(
∂b
∂µia
− ∂A
∂µia
Φs
)
. (6.46)
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Substituting this into 6.45 gives
∂ε
∂µia
= − ΦT
(
∂µa
∂µia
)T
(hobs − h)−
(
∂Φc
∂µia
)T
µTa (h
obs − h)
−
(
∂b
∂µia
)T
(A−1)TµTa (h
obs − h)
+ ΦTs
(
∂A
∂µia
)T
(A−1)TµTa (h
obs − h), (6.47)
and, since (A−1)T = (AT)−1,
∂ε
∂µia
= − ΦT
(
∂µa
∂µia
)T
(hobs − h)−
(
∂Φc
∂µia
)T
µTa (h
obs − h)
−
(
∂b
∂µia
)T
(AT)−1µTa (h
obs − h)
+ ΦTs
(
∂A
∂µia
)T
(AT)−1µTa (h
obs − h). (6.48)
By defining the adjoint fluence Φ∗ to be the solution to another diffusion equation
ATΦ∗ := µTa (h
obs − h)
⇒ Φ∗ = (AT)−1µTa (hobs − h), (6.49)
we can substitute 6.49 into Equation 6.48 to obtain an expression for the absorption
gradient:
∂ε
∂µia
= −ΦT
(
∂µa
∂µia
)T
(hobs − h)−
(
∂Φc
∂µia
)T
µTa (h
obs − h)
−
(
∂b
∂µia
)T
Φ∗ + ΦTs
(
∂A
∂µia
)T
Φ∗. (6.50)
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The gradient of the FEM system matrix can be calculated from
∂Ajk
∂µia
=
∫
Ω
∂κˆ
∂µia
∇ψk(r) · ∇ψj(r) dΩ +
∫
Ω
∂µa
∂µia
ψk(r) · ψj(r) dΩ, (6.51)
where
∂κˆ(r)
∂µia
= −3κˆ(ri)2. (6.52)
The gradient of the source vector b with respect to µia is given by
∂b
∂µia
=
∂
∂µia
((1 + 3gˆκµˆt)µˆsΦc)
⇒ ∂b
∂µia
= (1 + 3gˆκµˆt)µˆs
∂Φc
∂µia
+ 3gˆκµˆs(1− 3κµˆtΦc), (6.53)
and the derivative of the collimated fluence with respect to µia can be calculated from
∂Φc
∂µia
= −Φc
∫ z
z0
∂µa(z
′)
∂µia
dz′. (6.54)
6.2.2 Functional gradient for the scattering coefficient
The gradient for the scattering coefficient can be found analogously, and is given by
∂ε
∂µis
= −
(
∂Φc
∂µis
)T
µTa (h
obs − h)−
(
∂b
∂µis
)T
Φ∗ + ΦTs
(
∂A
∂µis
)T
Φ∗, (6.55)
with
∂Ajk
∂µis
=
∫
Ω
∂κˆ
∂µis
∇ψk(r) · ∇ψj(r) dΩ +
∫
Ω
∂µa
∂µis
ψk(r) · ψj(r) dΩ, (6.56)
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where the derivative of the diffusion coefficient can be calculated using
∂κˆ(r)
∂µis
= −3(1− f)(1− gˆ)κˆ(ri)2. (6.57)
The derivative of the source vector with respect to µis is given by
∂b
∂µis
=
∂
∂µis
((1 + 3gˆκµˆt)µˆsΦc)
⇒ ∂b
∂µis
= (1 + 3gˆκµˆt)µˆs
∂Φc
∂µis
+ (1 + 3gˆκ(µˆt + µˆs − 3(1− gˆ)κµˆtµˆs))(1− f)Φc, (6.58)
and the derivative of the collimated fluence with respect to µis is found from
∂Φc
∂µis
= −
∫ z
z0
∂µˆs(z
′)
∂µis
dz′Φc. (6.59)
As with the RTE-based minimisation scheme, the incorporation of the adjoint model
means that both functional gradients can be calculated using only one run each of the
forward and adjoint model.
6.2.3 Verification of functional gradient calculations
Though a finite difference calculation might be time-consuming, it is also a very accurate
and robust way to approximate a derivative. We will therefore check that the above gra-
dient calculations are correct by comparing them to the derivative of the error functional
calculated using a finite difference method. The derivative of the error functional with
respect to the absorption coefficient at a particular point ri, denoted by µia = µa(ri), can
be approximated by
∂ε
∂µia
≈ ε(µ
i
a + ∆µa)− ε(µia)
∆µa
, (6.60)
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and with respect to the scattering coefficient at ri, denoted by µis = µs(ri), by
∂ε
∂µis
≈ ε(µ
i
s + ∆µs)− ε(µis)
∆µs
, (6.61)
where ∆µa and ∆µs are some small, non-zero perturbations to µa and µs, respectively. In
this case we chose ∆µa = 10−5 mm−1 and ∆µs = 5× 10−3 mm−1. To evaluate the error
functional at the perturbed absorption coefficient, the forward δ-Eddington model must
be solved to obtain the absorbed optical energy evaluated at the perturbed absorption
coefficient. This process must be repeated for every node in the computational mesh to
build up an image of the absorption and scattering gradients across the entire domain.
This means that calculating the functional gradients with respect to absorption and scat-
tering will require 2Nn + 1 evaluations of the forward model, where Nn is the number
of nodes in the computational mesh. Using the adjoint-assisted method presented in
Section 6.2.1, both functional gradients can be calculated using a single run each of the
forward and adjoint models, equivalent to two runs of the forward model. This will
speed up the gradient calculation significantly, even for a very coarse mesh. If we con-
sider that the functional gradients will be evaluated at each iteration of a gradient-based
minimisation method, the incorporation of the adjoint-assisted calculation makes the
use of a gradient-based method much more practical.
F I G U R E 6 . 3 : Absorption and scattering coefficients used to compare the error func-
tional gradients calculated using the adjoint-assisted method to a finite difference calcu-
lation. The optical absorption coefficient consists of a homogeneous background of 0.01
mm−1 with two square absorbing inclusions with values of 0.2 mm−1 and 0.3 mm−1.
The optical scattering coefficient consists of a homogeneous background of 5 mm−1
with two square absorbing inclusions with values of 10 mm−1 and 15 mm−1.
A structured triangular mesh consisting of Nn = 1089 nodes and Ne = 2048 triangular
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elements was used to perform the simulations in this section. The absorption and scat-
tering coefficients are shown in Figure 6.3. The optical absorption coefficient consists of
a homogeneous background of 0.01 mm−1 with two square absorbing inclusions with
values of 0.2 mm−1 and 0.3 mm−1. The optical scattering coefficient consists of a homo-
geneous background of 5 mm−1 with two square absorbing inclusions with values of 10
mm−1 and 15 mm−1. Given these absorption and scattering coefficients, the δ-Eddington
approximation can be used to create a set of simulated PAT images (see Section 6.3.1 for
more details), which we will refer to as the measured data. Additive Gaussian noise can
be added to these images to simulate the noise that would be present in a real PAT image.
Once this measured data hobs has been simulated, an initial guess at the absorption and
scattering can be made and used to simulate the absorbed energy h based on this initial
guess. Here, initial guesses of homogeneous absorption and scattering coefficients set at
their respective background values have been used. Now that we have measured data
hobs and an initial estimate h, the error functional 6.36 can then be calculated straight-
forwardly. The error functional gradients with respect to absorption and scattering can
then be calculated using the adjoint-assisted method (Equation 6.50) and compared to
the resulting functional gradients calculated using a finite difference method.
F I G U R E 6 . 4 : The error functional gradient with respect to the absorption coefficient
is calculated using (A) the adjoint-assisted method presented in Section 6.2.1 and
compared with (B) a finite difference calculation. A profile comparison in the z-direction
at x = 1 mm can be seen in (C).
Chapter 6 : Gradient-based QPAT using the δ-Eddington approximation 179
F I G U R E 6 . 5 : The error functional gradient with respect to the scattering coefficient
is calculated using (A) the adjoint-assisted method presented in Section 6.2.1 and
compared with (B) a finite difference calculation. A profile comparison in the z-direction
at x = 1 mm can be seen in (C).
Figures 6.4 and 6.5 show the results for the absorption and scattering gradients, re-
spectively. In both cases, the functional gradients calculated using the adjoint-assisted
method show excellent agreement with the corresponding finite difference calculation.
Analogously to Sections 4.1.5 and 5.0.3, the relative errors in the gradients can be
calculated using
εa =
∥∥∥∥( ∂ε∂µa)FD − ( ∂ε∂µa)adj
∥∥∥∥∥∥∥( ∂ε∂µa)FD∥∥∥ (6.62)
and
εs =
∥∥∥∥( ∂ε∂µs)FD − ( ∂ε∂µs)adj
∥∥∥∥∥∥∥( ∂ε∂µs)FD∥∥∥ , (6.63)
where
(
∂ε
∂µa
)
FD
and
(
∂ε
∂µa
)
adj
are the functional gradients with respect to absorption cal-
culated using the finite difference method and adjoint-assisted method, respectively, and(
∂ε
∂µs
)
FD
and
(
∂ε
∂µs
)
adj
are the functional gradients with respect to scattering calculated
using the finite difference method and adjoint-assisted method, respectively. In this case,
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the errors were εa = 4.09× 10−6 and εs = 6.5× 10−3. The finite difference calculation
took approximately 7 minutes to calculate both the absorption and scattering gradients,
compared with less than half a second to complete the adjoint-assisted calculation.
6.3 Numerical examples using 2D simulated data
In this section, the adjoint-assisted quasi-Newton scheme based on the δ-Eddington ap-
proximation to the RTE will be used to recover quantitative estimates of the optical
absorption coefficient from 2D simulated PAT images. Section 6.3.2 will assume that the
scattering coefficient is known a priori in order to demonstrate that a highly accurate
quantitative estimate of the absorption coefficient can be found using the above algo-
rithm. Section 6.3.3 will assume that the absorption coefficient is known a priori and
attempt to recover the scattering coefficient. Section 6.3.4 will look to reconstruct both
optical coefficients simultaneously for three different sets of measured PAT data obtained
using three different source geometries. Each example will show the reconstructed coef-
ficients using noise-free simulated data and data including additive Gaussian noise.
6.3.1 Simulation of 2D PAT images
The computational mesh, used for all the simulations in this section was a triangulation
of the square domain [0, 4] × [0, 4] mm2, consisting of Ne = 2048 triangular elements
and Nn = 1089 nodes. The anisotropy factor was considered to be known and constant
at g = 0.8, and the factor f of light scattered into the forward direction was chosen to
be f = 0.026094g3 + 0.023597g2 + 0.13572g + 0.60366 to maintain correspondence with
the Monte Carlo forward solution [100]. The optical coefficients were the same as those
used to verify the functional gradient calculation in Section 6.2.3, as shown in Figure 6.3.
The scattering coefficient µs was chosen such that µ′s = µs(1 − g) varied between 1
mm−1 and 3 mm−1, which is typical of biological tissue. µs consisted of a background
value of µbgs = 5 mm−1 and two non-smooth scattering inclusions of µ1s = 10 mm−1
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and µ2s = 15 mm
−1. The absorption coefficient had a background value of µbga = 0.01
mm−1 and two non-smooth absorbing inclusions of µ1a = 0.2 mm−1 and µ2a = 0.3 mm−1.
As in Chapters 4 and 5, multiple images were used to perform the inversion, obtained
using combinations of different source geometries. These were arrays of point sources
placed to create either a line across the domain boundary, or a ‘top hat’ beam profile with
a width of 0.5 mm at the centre of each boundary. Top hat sources were used to avoid
some instability in the solution which results from using a single point source. Figure 6.6
shows the four illuminations positions for the line source arrays, and Figure 6.7 shows
the four illumination positions of the top hat arrays.
F I G U R E 6 . 6 : Mesh structure and source geometry used to perform the gradient-based
QPAT inversion which incorporates the δ-Eddington approximation. Four illumination
positions containing four different line source arrays are used to create sets of simulated
PAT images.
Given that we have now defined our optical coefficients, source geometry and other
important constants, we can now solve Equation 6.18 for the collimated fluence distri-
bution Φc. This is then used to calculate the source term for the diffusion equation 6.34,
which is solved for the scattered fluence Φs. The total fluence distribution Φ is then equal
to the sum of the collimated and scattered fields, and the measured absorbed optical
energy density is calculated from hobs = µaΦ + η, where η represents additive Gaussian
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F I G U R E 6 . 7 : Mesh structure and source geometry used to perform the gradient-based
QPAT inversion which incorporates the δ-Eddington approximation. Four illumination
positions containing four different ‘top hat’ source arrays are used to create sets of
simulated PAT images.
noise. Figure 6.8 shows (A) the collimated fluence, (B) the scattered fluence, (C) the
total fluence, and (D) the measured absorbed optical energy density with additive noise
scaled to 5% of the mean absorbed energy. These images result from a line source array
placed along the top boundary (z = 4 mm), as shown in Figure 6.6(A).
Using this set of measured absorbed energy images, we can proceed to apply a gradient-
based method using the functional gradient calculations derived in Section 6.2.1. For all
of the results in this chapter, as in previous chapters, the limited memory BFGS (l-BFGS)
method was used to perform the inversion. The l-BFGS method saves gradient informa-
tion from a user-defined number of previous iterations to build an approximation to the
inverse Hessian matrix (see Appendix D for more details). Here, 15 previous iterations
were stored, following advice found in the literature [95]. The l-BFGS method was
performed for a maximum of 2500 iterations. The background values of the optical coef-
ficients to be recovered are used as an initial starting guess to begin the iterative scheme.
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F I G U R E 6 . 8 : Forward data calculated using the δ-Eddington approximation to the
RTE. The absorption and scattering coefficients are both heterogeneous, consisting
of two square inclusions placed in a homogeneous background, and can be seen in
Figure 6.3. The source is a line source array placed along the top boundary (z = 4
mm), as shown in Figure 6.6(A). Given these optical coefficients and source geometry,
a PAT image can be simulated using the δ-Eddington approximation by calculating (A)
the collimated fluence, (B) the scattered fluence, (C) the total fluence, and finally (D)
the measured absorbed optical energy density, to which additive Gaussian noise may be
added. In (D), noise scaled to 5% of the mean absorbed energy has been included.
6.3.2 Inversion for absorption coefficient
In this example, the gradient-based method incorporating the δ-Eddington approxima-
tion is demonstrated by recovering a quantitatively accurate estimate of the optical
absorption coefficient from a set of 2D simulated PAT images when the optical scattering
coefficient is considered to be known a priori. Four line sources, as shown in Figure 6.6,
were used to simulate the 2D measured data. Two sets of measurement data were ob-
tained; one without any additive noise and another with additive Gaussian noise scaled
to 5% of the mean absorbed optical energy density. The background absorption coeffi-
cient was used as an initial guess to begin the iterative inversion. To quantify the error in
the absorption reconstruction, we shall look at the per cent relative error a, calculated
using
a =
∥∥µtruea − µapproxa ∥∥
‖µtruea ‖
, (6.64)
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where µtruea is the true absorption coefficient, seen in Figure 6.3(A), and µ
approx
a is the
reconstructed absorption coefficient.
F I G U R E 6 . 9 : Reconstructed absorption coefficient using the gradient-based method
based on the δ-Eddington approximation from 2D simulated data when the scattering is
known a priori. (A) True absorption coefficient; (B) Reconstructed absorption coefficient
from noise-free data; (C) Reconstructed absorption coefficient from data including 5%
additive Gaussian noise.
Figure 6.9 show the results of the reconstruction for the optical absorption coefficient
after 35 iterations. Figure 6.9(A) shows the true absorption coefficient, Figure 6.9(B)
shows the reconstructed absorption coefficient from the noise-free data, and Figure 6.9(C)
shows the reconstructed absorption coefficient from the noisy data. The percent relative
errors in the absorption reconstructions were a = 2.8 × 10−12% and a = 0.8% for
reconstructions from noise-free and noisy data, respectively.
F I G U R E 6 . 1 0 : (A) shows a profile comparison corresponding to the results shown
in Figure 6.9, the reconstructed absorption coefficient when the scattering is known
a priori. The profiles compare the true absorption coefficient (solid grey) and the
reconstructed absorption coefficients from noise-free (blue dashed) and noisy (red
dotted) simulated 2D images. The profile is in the x-direction at z = 1.2 mm. (B) shows
the percent relative errors in the reconstructed absorption coefficient from noise-free
(blue dashed) and noisy (blue dotted) data at each iteration of the method.
A profile comparison in the x-direction at z = 1.2 mm, which is through the smaller,
stronger absorbing inclusion, can be seen in Figure 6.10(A). Figure 6.10(B) shows a plot
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of the percent relative error a at each iteration. Both cases show excellent agreement
with the true absorption coefficient in all areas of the domain after only 35 iterations.
In both cases, a relative error less than 1% is achieved after 10 iterations. In the noisy
case, the solution converges to an error of a = 0.8%, and does not improve with more
iterations of the method. Though this is only a small error, it is likely that it may be
improved by the inclusion of an appropriate regularisation scheme for non-smooth data
was included, e.g. total variation regularisation.
6.3.3 Inversion for scattering coefficient
In this example, we assume the optical absorption coefficient is known a priori and
investigate how well we can recover a quantitatively accurate estimate of the optical
scattering coefficient. The simulated data is obtained as outlined in Section 6.3.3, and
the background scattering coefficient is used as an initial guess to begin the iterative
inversion. The sensitivity to noise is more apparent when reconstructing the scattering
coefficient, and so first-order Tikhonov regularisation was added to the error functional,
which has the effect of smoothing the solution. To quantify the error in the scattering
reconstruction, we shall look at the per cent relative error s, which is analogous to
Equation 6.64 and is calculated using
s =
∥∥µtrues − µapproxs ∥∥
‖µtrues ‖
, (6.65)
where µtrues is the true scattering coefficient, seen in Figure 6.3(B), and µ
approx
s is the
reconstructed scattering coefficient.
Figure 6.11 show the results of the reconstruction for the optical scattering coeffi-
cient after 500 iterations. Figure 6.11(A) shows the true scattering coefficient, Fig-
ure 6.11(B) shows the reconstructed scattering coefficient from the noise-free data, and
Figure 6.11(C) shows the reconstructed scattering coefficient from the noisy data. The
percent relative errors in the scattering reconstructions were s = 1.95% and s = 14.32%
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F I G U R E 6 . 1 1 : Reconstructed scattering coefficient using the gradient-based method
based on the δ-Eddington approximation from 2D simulated data. (A) True scattering
coefficient; (B) Reconstructed scattering coefficient from noise-free data; (C) Recon-
structed scattering coefficient from data including 5% additive Gaussian noise.
for reconstructions from noise-free and noisy data, respectively. A profile comparison in
the x-direction at z = 2.4 mm, through the smaller, stronger scattering inclusion, can be
seen in Figure 6.12(A). Figure 6.12(B) shows a plot of the percent relative error s at
each iteration.
F I G U R E 6 . 1 2 : (A) shows a profile comparison corresponding to the results shown
in Figure 6.11, the inversion results using the gradient-based method which incorpo-
rates the δ-Eddington approximation to reconstruct the scattering coefficient from 2D
simulated data. The profiles compare the true scattering coefficient (solid grey) and
the reconstructed scattering coefficients from noise-free (blue dashed) and noisy (red
dotted) simulated 2D images. The profile is in the x-direction at z = 2.4 mm. The
profile is in the x-direction at z = 1.2 mm. (B) shows the percent relative errors in
the reconstructed absorption coefficient from noise-free (red dashed) and noisy (red
dotted) data at each iteration of the method.
These results demonstrate that the relatively weak dependence of the data on the optical
scattering coefficient means that the recovery of µs is much more challenging than the
recovery of µa; even in the case where the µa is known a priori, and there is no noise
present in the simulated data, convergence to the correct µs is much slower than when
convergence to the correct µa. Obtaining a scattering estimate which is comparably
accurate to the absorption estimate obtained in Section 6.3.2 takes a significantly larger
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number of iterations of the method. For the noise-free case, an error of s = 1.95%
was found after 500 iterations. The error plot in Figure 6.12(B) suggests that this will
continue to improve if a larger number of iterations are used, however, when recovering
for µa in Section 6.3.2, an error of a = 0.1% was found in only 10 iterations. In the
case where noisy data is used, the reconstructed scattering eventually converges to an
underestimation of the true scattering at the inclusion locations, though this may be
partly due to the smoothing effect of the added Tikhonov regularisation. Regularisation
based on prior knowledge of the optical coefficients will always provide an improved
reconstruction, and so in this case, where the optical coefficients are discontinuous, an
edge-preserving regularisation method such as total variation would likely improve the
reconstructions. However, in general, the structure of the optical coefficients will not be
known, and so that prior information will not be available.
6.3.4 Inversion for absorption and scattering
In this section it is assumed that both optical coefficients are unknown, and we attempt
to recover both optical absorption and scattering coefficients simultaneously. The true
absorption scattering coefficients can be seen in Figure 6.3. Three examples will be
investigated, corresponding to three different sets of simulated data obtained using dif-
ferent source geometries. In each example we show the reconstructed optical coefficients
recovered from noise-free and noisy data. Wherever noisy data has been used, Tikhonov
regularisation is included to reduce the amplification of noise in the scattering inversion.
6.3.4.1 Example using two line sources
The first example will consider the case where two PAT images have been simulated
using two line source arrays, one from the top of the domain and one from the bottom
of the domain, as can be seen in Figures 6.7(A) and 6.7(B).
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F I G U R E 6 . 1 3 : Reconstructed absorption and scattering coefficients using the gradient-
based method incorporating the δ-Eddington approximation from 2D simulated data
obtained using two line sources. (A) True absorption coefficient; (B) Reconstructed
absorption coefficient from noise-free data; (C) Reconstructed absorption coefficient
from data including 5% additive Gaussian noise. (D) True scattering coefficient; (E)
Reconstructed scattering coefficient from noise-free data; (F) Reconstructed scattering
coefficient from data including 5% additive Gaussian noise.
F I G U R E 6 . 1 4 : Profile comparison of the inversion results corresponding to Fig-
ure 6.13. (A) Profile comparison of the true absorption coefficient (solid grey) and
the reconstructed absorption coefficients from noise-free (blue dashed) and noisy (red
dotted) simulated 2D images. The profile is in the x-direction at z = 1.2 mm. (B)
Profile comparison of the true scattering coefficient (solid grey) and the reconstructed
scattering coefficients from noise-free (blue dashed) and noisy (red dotted) simulated
2D images. The profile is in the x-direction at z = 2.4 mm. (C) shows the percent rela-
tive errors in the reconstructed absorption and scattering coefficients at each iteration;
absorption error from noise-free data (blue dashed); absorption error from noisy (blue
dotted) data; scattering error from noise-free data (red dashed); scattering error from
noisy data (red dotted).
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6.3.4.2 Example using four top hat sources
This second example recovering both absorption and scattering simultaneously will con-
sider the case where four PAT images have been simulated using four top hat source
arrays, one from each of the four sides of the domain, as can be seen in Figures 6.7(A-D).
F I G U R E 6 . 1 5 : Reconstructed absorption and scattering coefficients using the gradient-
based method incorporating the δ-Eddington approximation from 2D simulated data
obtained using four top-hat sources. (A) True absorption coefficient; (B) Reconstructed
absorption coefficient from noise-free data; (C) Reconstructed absorption coefficient
from data including 5% additive Gaussian noise. (D) True scattering coefficient; (E)
Reconstructed scattering coefficient from noise-free data; (F) Reconstructed scattering
coefficient from data including 5% additive Gaussian noise.
Figure 6.15(A) shows the true absorption coefficient, Figure 6.15(B) shows the re-
constructed absorption coefficient from the noise-free data after 2227 iterations, and
Figure 6.15(C) shows the reconstructed absorption coefficient from the noisy data af-
ter 100 iterations. The percent relative errors in the absorption reconstructions were
a = 0.08% and a = 1.63% for reconstructions from noise-free and noisy data, respec-
tively. Figure 6.15(D) shows the true scattering coefficient, Figure 6.15(E) shows the
reconstructed scattering coefficient from the noise-free data, and Figure 6.15(F) shows
the reconstructed scattering coefficient from the noisy data. The percent relative errors
in the scattering reconstructions were s = 1.29% and s = 28.66% for reconstructions
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from noise-free and noisy data, respectively.
F I G U R E 6 . 1 6 : Profile comparison of the inversion results corresponding to Fig-
ure 6.15. (A) Profile comparison of the true absorption coefficient (solid grey) and
the reconstructed absorption coefficients from noise-free (blue dashed) and noisy (red
dotted) simulated 2D images. The profile is in the x-direction at z = 1.2 mm. (B)
Profile comparison of the true scattering coefficient (solid grey) and the reconstructed
scattering coefficients from noise-free (blue dashed) and noisy (red dotted) simulated
2D images. The profile is in the x-direction at z = 2.4 mm. (C) shows the percent rela-
tive errors in the reconstructed absorption and scattering coefficients at each iteration;
absorption error from noise-free data (blue dashed); absorption error from noisy (blue
dotted) data; scattering error from noise-free data (red dashed); scattering error from
noisy data (red dotted).
Profile comparisons in the x-direction can be seen in Figure 6.16. Figure 6.16(A) shows
a profile at z = 1.2 mm comparing the true and reconstructed absorption coefficients,
and Figure 6.16(B) shows a profile at z = 2.4 mm comparing the true and reconstructed
scattering coefficients. Figure 6.16(C) shows a plot of the percent relative errors a and
s at each iteration.
6.3.4.3 Example using four line sources
This first example will consider the case where four PAT images have been simulated
using four line source arrays, one from each of the four sides of the domain, as can be
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seen in Figures 6.6(A-D).
F I G U R E 6 . 1 7 : Reconstructed absorption and scattering coefficients using the gradient-
based method incorporating the δ-Eddington approximation from 2D simulated data
obtained using four line sources. (A) True absorption coefficient; (B) Reconstructed
absorption coefficient from noise-free data; (C) Reconstructed absorption coefficient
from data including 5% additive Gaussian noise. (D) True scattering coefficient; (E)
Reconstructed scattering coefficient from noise-free data; (F) Reconstructed scattering
coefficient from data including 5% additive Gaussian noise.
Figure 6.17 show the results of the reconstruction after 2270 iterations. Figure 6.17(A)
shows the true absorption coefficient, Figure 6.17(B) shows the reconstructed absorp-
tion coefficient from the noise-free data, and Figure 6.17(C) shows the reconstructed
absorption coefficient from the noisy data. The percent relative errors in the absorp-
tion reconstructions were a = 7.7 × 10−4% and a = 1.12% for reconstructions from
noise-free and noisy data, respectively. Figure 6.17(D) shows the true scattering coeffi-
cient, Figure 6.17(E) shows the reconstructed scattering coefficient from the noise-free
data, and Figure 6.17(F) shows the reconstructed scattering coefficient from the noisy
data. The percent relative errors in the scattering reconstructions were s = 0.44% and
s = 17.09% for reconstructions from noise-free and noisy data, respectively.
Profile comparisons in the x-direction can be seen in Figure 6.18. Figure 6.18(A) shows
a profile at z = 1.2 mm comparing the true and reconstructed absorption coefficients,
and Figure 6.18(B) shows a profile at z = 2.4 mm comparing the true and reconstructed
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F I G U R E 6 . 1 8 : Profile comparison of the inversion results corresponding to Fig-
ure 6.17. (A) Profile comparison of the true absorption coefficient (solid grey) and
the reconstructed absorption coefficients from noise-free (blue dashed) and noisy (red
dotted) simulated 2D images. The profile is in the x-direction at z = 1.2 mm. (B) Profile
comparison of the true scattering coefficient (solid grey) and the reconstructed scat-
tering coefficients from noise-free (blue dashed) and noisy (red dotted) simulated 2D
images. The profile is in the x-direction at z = 2.4 mm. (C) shows the percent relative
errors in the reconstructed absorption and scattering coefficients at each iteration: the
absorption error from noise-free data (blue dashed); the absorption error from noisy
(blue dotted) data; the scattering error from noise-free data (red dashed); the scattering
error from noisy data (red dotted).
scattering coefficients. Figure 6.18(C) shows a plot of the percent relative errors a
and s at each iteration. In both cases, highly accurate reconstructions of the absorp-
tion coefficient can be recovered; an error of less than 2% is achieved in 10 iterations,
which improves considerably more in the case where noise-free data is used. As may
be expected from the previous sections, the scattering estimate is slower to converge. A
highly accurate estimate of the scattering coefficient, with s = 0.44%, is recovered in the
noise-free case. This estimate is more accurate than the result obtained in Section 6.3.3
after 500 iterations, confirming the previous thought that the estimate would improve if
the minimisation had completed a larger number of iterations. In the case where noisy
data has been used, a good estimate of the scattering coefficient is recovered, though it
is underestimated and smoothed. This is also in line with the results from Section 6.3.3,
and is again likely to be an effect of the Tikhonov regularisation.
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6.4 Simulating PAT images using the Monte Carlo method
In the numerical examples presented so far, the simulation of the measurement data has
been performed using the δ-Eddington approximation. Whilst the δ-Eddington is a good
approximation to the behaviour of light in tissue, it is still an approximation, and will not
therefore be an exact representation of the measurement data that would be obtained in
practice. In this section, we will use a highly accurate model of light transport to obtain
the measurement data in order to provide a more accurate simulation of a PAT image.
Using this data, we will then apply the gradient-based method using the δ-Eddington
approximation to reconstruct the optical coefficients.
To simulate the forward data we used the MC method, which was used to verify the δ-
Eddington model in Section 6.1.1. The MC model requires a structured rectangular mesh.
The mesh to calculate the forward data contained 16384 square elements. The mesh
to perform the inversion was a structured triangular mesh containing 32768 triangular
elements. The measured data was a set of simulated PAT images obtained using four
illumination positions. For each image, the domain was illuminated using a line array of
collimated sources, placed at each mesh node along one of the domain edges. The MC
method used Np = 106 photon packets to obtained the measurement data for each illumi-
nation. The absorption coefficient was heterogeneous, with a background value of 0.01
mm−1 and two square absorbing inclusions with absorption coefficients of 0.2 mm−1 and
0.3 mm−1, respectively. This is the same absorption coefficient used in previous examples
in this chapter, and can be seen in Figure 6.3(A). The anisotropy factor was chosen to be
g = 0.95, and the factor f of light scattered into the forward direction for the δ-Eddington
approximation was chosen to be f = 0.026094g3 + 0.023597g2 + 0.13572g + 0.60366, a
polynomial in g found to best match MC simulations when using the Henyey-Greenstein
phase function for biological tissue [100]. This particular implementation of the Monte
Carlo allows only homogeneous scattering. The scattering coefficient µs is therefore
considered to be constant throughout the entire domain, with µs = 20 mm−1. Additional
noise has not been added to the measured data, since the interpolation between the mesh
used for the forward simulation and the mesh used for the inverse simulation should
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provide a reasonable amount of error between the two cases. Furthermore, the model
used to produce the forward data is entirely unrelated to the model used to perform the
inversion. The inverse crime has therefore been entirely avoided.
6.4.1 Inversion for absorption coefficient
This example first looks to reconstruct the optical absorption coefficient when the scat-
tering is known. Figure 6.19 shows the reconstructed µa after 19 iterations of the l-BFGS
method. In this case, an excellent quantitative approximation to the absorption coeffi-
cient can be obtained, although there is a slight underestimation in the two absorbing
heterogeneities and in regions close to boundaries, as can be seen in the profile Fig-
ure 6.19(C). The percent relative error in the reconstruction was a = 4.14%.
F I G U R E 6 . 1 9 : Reconstructed absorption coefficient using the gradient-based δ-
Eddington minimisation where the forward data is simulated using the MC method.
The measurement data was obtained using four illumination positions. The scattering
coefficient was assumed to be known and homogeneous. (A) shows the true absorption
coefficient. (B) shows the reconstructed absorption coefficient after 19 iterations. (C)
shows a profile comparison in the x-direction of the true (grey solid) and reconstructed
(blue dashed) absorption coefficients at z = 1.2 mm. (D) shows the percent relative
error in the reconstruction at each iteration.
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6.4.2 Inversion for absorption and scattering
In this example we will attempt to recover both absorption and scattering coefficients
from the multiple-illumination PAT images simulated using the MC method. Unlike in
previous examples, the scattering coefficient is homogeneous, with µs = 20 mm−1. The
initial guess at absorption was chosen to be the background value, µbga = 0.01 mm−1, and
the initial guess at the scattering coefficient was chosen to be µs = 5 mm−1. Figure 6.20
shows the results of the reconstruction for both coefficients after 73 iterations. In this
case, the reconstructed absorption coefficient, shown in Figure 6.20(B), is actually more
accurate than in the case when the scattering is known a priori. This is likely to be due to
the fact that the minimisation ran for a larger number of iterations. The percent relative
error in the absorption and scattering reconstructions were a = 3.31% and s = 29.4%,
respectively. Significant cross-talk can be seen in the scattering reconstruction in Fig-
ure 6.20(D), where the structure of the absorption coefficient is clear in the scattering
reconstruction. This may be due to the fact that the scattering is homogeneous, and so
the gradient-based method struggles to produce an entirely flat reconstruction from the
heterogeneous gradient. A profile comparison of the true and reconstructed absorption
and scattering coefficients can be seen in Figure 6.21. Although the reconstructed scat-
tering coefficient does not accurately represent the true, homogeneous scattering, the
reconstruction has moved the initial guess of 5 mm−1 up to its correct value of 20 mm−1
in significantly large portions of the domain.
6.5 Numerical examples using 3D simulated data
The efficiency of the δ-Eddington model compared to the full RTE enables the practical
extension of the gradient-based technique to 3D data whilst still maintaining sufficient
accuracy in the computational light model. In this section, the adjoint-assisted quasi-
Newton scheme based on the δ-Eddington approximation to the RTE is used to recover
the absorption and scattering coefficients from 3D simulated PAT images. Section 6.5.1
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F I G U R E 6 . 2 0 : Reconstructed absorption coefficient using the gradient-based δ-
Eddington minimisation where the forward data is simulated using the MC method.
The measurement data was obtained using four illumination positions.
F I G U R E 6 . 2 1 : Reconstructed absorption coefficient using the gradient-based δ-
Eddington minimisation where the forward data is simulated using the MC method.
The measurement data was obtained using four illumination positions.
describes how the 3D data is simulated, and Section 6.5.2 shows the results of the inver-
sion when recovering both optical coefficients simultaneously from 3D PAT images using
multiple illumination positions.
Chapter 6 : Gradient-based QPAT using the δ-Eddington approximation 197
6.5.1 Simulation of 3D PAT images
The computational mesh used in this section was a structured 3D mesh of the cubic
domain [0, 4] × [0, 4] × [0, 4] mm3, consisting of Ne = 3375 elements and Nn = 4096
nodes. The anisotropy factor was considered to be known and constant at g = 0.8,
and the factor f of light scattered into the forward direction was chosen to be f =
0.026094g3 + 0.023597g2 + 0.13572g + 0.60366. As in Section 6.3.1, the scattering coef-
ficient µs was chosen such that µ′s = µs(1 − g) varied between 1 mm−1 and 3 mm−1,
which is typical of biological tissue. µs therefore consisted of a background value of
µbgs = 5 mm−1 and a non-smooth scattering inclusions of µ1s = 15 mm−1. The absorption
coefficient had a background value of µbga = 0.01 mm−1 and a non-smooth absorbing
inclusions of µ1a = 0.3 mm
−1. Figure 6.22 shows the 3D geometries of the optical coeffi-
cients used in the numerical simulations.
F I G U R E 6 . 2 2 : Optical absorption and scattering coefficients used to simulate 3D PAT
images. The optical absorption coefficient consists of a homogeneous background of
0.01 mm−1 with a cubic absorbing inclusion with a value of 0.3 mm−1. The optical
scattering coefficient consists of a homogeneous background of 5 mm−1 with a cubic
absorbing inclusion with a value of 15 mm−1. (A) A slice at x = 1.2 mm of the optical
absorption coefficient. (B) A slice at x = 2.4 mm of the optical scattering coefficient.
The units of the colorbar are mm−1.
For the 3D examples, the domain was illuminated with a planar source array placed
at one of the six sides of the domain to create a simulated 3D PAT image. This was
done for four sides, corresponding to z = 0 mm, z − 4 mm, y = 0 mm and y = 4 mm,
which created a set of four simulated PAT images.Equation 6.18 is then solved for the
collimated fluence distribution Φc, which is used to calculate the source term for the
diffusion equation 6.34. This equation is solved for the scattered fluence Φs, and the
total fluence distribution Φ is then calculated from Φ = Φc +Φs. The measured absorbed
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optical energy density can then be calculated from hobs = µaΦ + η, where η represents
additive Gaussian noise. Figure 6.23 shows (A) the collimated fluence, (B) the scattered
fluence, (C) the total fluence, and (D) the absorbed optical energy density with additive
noise scaled to 5% of the mean absorbed energy. These images result from a planar
source array placed along the top edge of the domain (z = 4 mm).
F I G U R E 6 . 2 3 : Forward data calculated using the 3D δ-Eddington approximation
to the RTE. The absorption and scattering coefficients are both heterogeneous, each
consisting of a cubic inclusion placed in a homogeneous background, and can be seen
in Figure 6.22. The source is a planar source array placed along the top boundary
(z = 4 mm). Given these optical coefficients and source geometry, a 3D PAT image can
be simulated using the δ-Eddington approximation by calculating (A) the collimated
fluence, (B) the scattered fluence, (C) the total fluence, and finally (D) the measured
absorbed optical energy density, to which additive Gaussian noise may be added. In
(D), noise scaled to 5% of the mean absorbed energy has been included.
Using this set of measured absorbed energy images, we can proceed to apply a the l-BFGS
method using the functional gradient calculations derived in Section 6.2.1. As in the 2D
case, 15 previous iterations were stored, and the method was performed for a maximum
of 2500 iterations. The background values of the optical coefficients to be recovered are
used as an initial starting guess to begin the iterative scheme.
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F I G U R E 6 . 2 4 : Profiles of the forward data calculated using the 3D δ-Eddington
approximation to the RTE, corresponding to Figure 6.23. The profiles are in the z-
direction and run through the absorbing heterogeneity at x = 1.2 mm and y = 1.2 mm.
The profiles show (A) the collimated fluence, (B) the scattered fluence, (C) the total
fluence, and (D) the measured absorbed optical energy density.
6.5.2 Inversion for absorption and scattering
In this section we will demonstrate the ability of the method to recover the optical
absorption and scattering coefficients simultaneously from a set of simulated 3D PAT
images. The measured data was simulated using the δ-Eddington approximation with
four planar source arrays; a planar source array placed at a different edge of the domain
(z = 0 mm, z = 4 mm, y = 0 mm, y = 4 mm) gave rise to a different simulated 3D PAT
image. Two sets of measurement data were obtained; one without any additive noise and
another with additive Gaussian noise scaled to 5% of the mean absorbed optical energy
density. Tikhonov regularisation has been included in the scattering reconstruction in
the case of noisy data. The background absorption and scattering coefficients were
used as an initial guess to begin the iterative inversion. To quantify the error in the
reconstructions, we shall look at the per cent relative errors a and s that we used in the
2D inversions, which are calculated using
a =
∥∥µtruea − µapproxa ∥∥
‖µtruea ‖
, (6.66)
200 Chapter 6 : Gradient-based QPAT using the δ-Eddington approximation
F I G U R E 6 . 2 5 : Slices of the true and reconstructed optical absorption coefficient
recovered from simulated 3D PAT data obtained using four planar sources. The optical
coefficients are heterogeneous, and can be seen in Figure 6.22. The slices are taken at
x = 1.2 mm, x = 1.4 mm and x = 1.6 mm, where the absorbing inclusion is placed. The
left-hand column shows the true absorption coefficient, the centre column shows the
reconstructed absorption coefficient from noise-free data, and the right-hand column
shows the reconstructed absorption coefficient from noisy data.
where µtruea is the true absorption coefficient and µ
approx
a is the reconstructed absorption
coefficient, and
s =
∥∥µtrues − µapproxs ∥∥
‖µtrues ‖
, (6.67)
where µtrues is the true scattering coefficient and µ
approx
s is the reconstructed scattering
coefficient.
Slices through the true and reconstructed absorption coefficients can be seen in Fig-
ure 6.25, and slices through the true and reconstructed scattering coefficients can be
seen in Figure 6.26. These are the results after 2270 iterations of the l-BFGS method.
Using this measurement data, the gradient-based method is able to recover a highly
accurate quantitative estimate of the absorption coefficient in both the noise-free and
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F I G U R E 6 . 2 6 : Slices of the true and reconstructed optical scattering coefficients
recovered from simulated 3D PAT data obtained using four planar sources. The optical
coefficients are heterogeneous, and can be seen in Figure 6.22. The slices are taken at
x = 2.2 mm, x = 2.4 mm and x = 2.6 mm, where the scattering inclusion is placed.
The left-hand column shows the true scattering coefficient, the centre column shows
the reconstructed scattering coefficient from noise-free data, and the right-hand column
shows the reconstructed scattering coefficient from noisy data.
noisy cases. The percent relative errors in the reconstructed absorption coefficients are
a = 5.8 × 10−3 % and a = 1.92% for the reconstructions from noise-free and noisy
data, respectively. The percent relative errors in the reconstructed scattering coefficients
are s = 0.19% and s = 22.4% for the reconstructions from noise-free and noisy data,
respectively. A highly accurate reconstruction of the scattering coefficient was obtained
in the noise-free case, though the propagation of errors due to noise are apparent in the
reconstruction from noisy data. This reconstruction also produces an underestimation
of the scattering coefficient. This is possibly due to the smoothing effect of the regulari-
sation, and may be improved if a more appropriate regularisation method were used. A
profile comparison of the true and reconstructed coefficients can be seen in Figure 6.27.
The relative errors in the reconstruction at each iteration are plotted in Figure 6.27(C).
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As we have seen in previous examples, these plots show that errors due to noise have
been amplified in the reconstructions from noisy data. Although the underestimation of
the scattering is significant, recovering for both optical coefficients simultaneously en-
ables a reconstruction of the scattering coefficient which is accurate enough to produce
an extremely accurate reconstruction of µa in both the noise-free and noisy case.
F I G U R E 6 . 2 7 : Profiles of the true and reconstructed optical absorption and scattering
coefficients recovered from simulated 3D PAT data obtained using four planar sources.
The optical coefficients are heterogeneous, and can be seen in Figure 6.22. (A) shows
a profile comparison of the true absorption coefficient (solid grey), the reconstructed
absorption coefficient from noise-free data (blue dashed), and the reconstructed ab-
sorption coefficient from noisy data (red dotted). The profiles are taken at x = 1.4
mm, y = 1.4 mm, through the absorbing inclusion. (B) shows a profile comparison of
the true scattering coefficient (solid grey), the reconstructed scattering coefficient from
noise-free data (blue dashed), and the reconstructed scattering coefficient from noisy
data (red dotted). The profiles are taken at x = 2.4 mm, y = 2.4 mm, through the ab-
sorbing inclusion. (C) shows the percent relative error in the reconstructed absorption
(blue) and scattering (red) coefficient from noise-free (dashed) and noisy (dotted) data
at each iteration.
6.6 Conclusions
◦ The δ-Eddington approximation provides a more accurate light model than the DA, and
has been incorporated into an adjoint-assisted gradient-based minimisation scheme for
QPAT.
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Section 6.1 derived the δ-Eddington approximation for modelling light transport in
biological tissue, and Section 6.1.1 verified the model against a Monte Carlo method.
We also demonstrated the increased accuracy of the δ-Eddington approximation over
the DA for three cases of scattering. In Section 6.2 we have shown that the δ-Eddington
approximation can be successfully incorporated into the adjoint-assisted, gradient-based
minimisation scheme presented in Chapters 4 and 5, and we verified the adjoint-assisted
gradient calculations against a finite different calculation. Section 6.3 demonstrated
the ability of the method to recover highly accurate quantitative estimates of optical
absorption and scattering coefficients from simulated 2D PAT images. The results were
achieved by using the model derived in Section 6.1 and the gradient calculations outlined
in Section 6.2 to perform a limited-memory BFGS minimisation [95].
◦ The gradient-based method using the δ-Eddington approximation can be used to recover
the optical coefficients from 2D simulated PAT images.
In the 2D reconstructions, the reconstruction of the absorption coefficient is reasonably
stable even where additive noise is present in the measured data and no regularisation
has been used to assist the inversion. When reconstructing the scattering coefficient,
a first-order Tikhonov regularising penalty term, which depends only on the scattering
coefficient, was added to the error functional, and subsequently the scattering functional
gradient. In the reconstructions from noisy data, the inversion for the scattering coef-
ficient was underestimated significantly more than the inversions from noise-free data.
This smoothing effect of the reconstructed scattering coefficient when reconstructing
from noisy data could be remedied by the inclusion of a more appropriate regularisation
technique; Tikhonov regularisation looks to smooth out the solution, and will not pre-
serve the sharp edges of the scattering coefficients used in these simulations. The total
variation method, an edge-preserving regularisation technique, would have been a more
appropriate regularisation technique for these particular scattering coefficients. Includ-
ing total variation regularisation may therefore improve the scattering reconstruction,
and subsequently the absorption reconstruction. In practice, however, the optimal regu-
larisation scheme to use will ultimately depend on the geometry of the target. Given that
the target may be unknown, it is encouraging at least that the absorption reconstruction
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is not particularly sensitive to the method or inclusion of regularisation.
The use of the MC method to simulate the forward data is a good test for the accuracy
of the δ-Eddington model. The use of a more accurate forward model that is entirely
different to the model used in the inversion method avoids the inverse crime entirely. In
Section 6.4, we demonstrated that highly accurate quantitative estimates of the absorp-
tion coefficient can be obtained even where MC is used to generate the simulated 2D
PAT images. In these examples, the scattering coefficient was homogeneous. In the case
of unknown scattering, the absorption coefficient was recovered despite the fact that the
estimate of the scattering coefficient was quite poor, and significant absorption-scattering
cross-talk could be seen in the reconstruction. However, the estimate was still roughly
around the mean value of the scattering coefficient, which provides another example
of how it may not be important to recover the scattering distribution pixel-by-pixel, but
rather ensure its mean value is obtained. These results may be improved if the MC
solution was obtained by simulating the delivery of a larger number of photon packets.
Section 6.1.1 showed that the δ-Eddington provides a good approximation to the MC
model, with a small error close to the source. Larger errors could be seen close to the
boundary farthest from the source due to the fact that the number of photons Np used to
obtain the MC solution was not large enough to reduce the variance in the solution. In
these examples, Np = 106 photon packets were used to obtain a solution for four illumi-
nation positions. Running the MC method for, say, Np = 107 photon packets would have
therefore been impractical, but might have improved the reconstructions significantly.
◦ It has been demonstrated that the gradient-based method using the δ-Eddington approxi-
mation can be extended to recover the optical coefficients from 3D simulated PAT images.
The most significant advantage of using the δ-Eddington approximation is the ability
to use the gradient-based method to obtain quantitative reconstructions from 3D data
in a reasonable amount of time even for large-scale data sets. Section 6.5 demonstrated
that the method can be successfully applied to 3D data sets obtained using multiple
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illumination positions. In this case, highly accurate quantitative estimates of both ab-
sorption and scattering coefficients were obtained. A significant number of iterations
were required to obtain the results presented in Sections 6.3 and 6.5 (typically around
2250 iterations). This is due to the slow convergence of the scattering coefficient. Whilst
this number may seem large, the efficiency of the δ-Eddington model means that many
more iterations can be used to perform the minimisation in less time than when using
the full RTE for a problem of the same size. The reconstruction of the absorption and
scattering coefficients are more accurate than the corresponding 2D RTE reconstruc-
tions, which may be due to the increase in the number of iterations taken to obtain the
presented solutions. This presents another advantage of using the δ-Eddington approxi-
mation for QPAT, in that it will be able to perform a large enough number of iterations
to produce convergence to a solution in a practical amount of time even for 3D data sets.

Chapter 7
Conclusions
The aim of this thesis has been to develop an accurate and practical method for deter-
mining chromophore concentrations from PAT images. By accurate, we mean a method
which solves the full and general problem, in which there are no restrictions to the tissue
geometry, and the optical absorption and scattering coefficients are unknown and may
vary spatially. It will also be important that the light model is sufficiently accurate to
perform a quantitative inversion. By practical, we mean a method which can remain
computationally efficient when applied to large-scale, 3D data sets. This means that both
the inversion scheme and the light model must be efficient for data sets of this size.
The difficulty in determining chromophore concentrations from PAT images is due to
the non-linear dependence of the image on the concentrations themselves. Obtaining
quantitatively accurate maps of chromophore concentrations requires the removal of the
effects of the unknown light fluence, which varies both spatially and with wavelength, so
that the problem is a non-linear inverse problem. Various approaches to tackling QPAT
have been proposed. Early suggestions have involved invasive or clinically inapplicable
methods such as tissue excision [56] or the embedding of absorbers beneath the skin
[57]. Others have required additional information, such as the incorporation of contrast
agents [58] or the use of measurements obtained using another imaging modality, e.g.
optical tomography [59]. This thesis has focused on developing a method for QPAT
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which avoids these limitations; the technique uses a mathematical representation of
light transport in biological tissue to formulate a numerical model which can accurately
simulate multi-wavelength PAT images. To obtain the chromophore concentration maps,
the parameters of interest within the model are varied until the difference between
the measured images and those predicted by the numerical model is minimised. This
approach is non-invasive, does not require any additional hardware or changes to the
usual experimental setup, and is applicable to any tissue geometry or type. However,
for 3D data sets, model-based minimisation schemes can quickly become impractical;
the chosen minimisation scheme may require so much computational memory for a
3D inversion that its implementation is unfeasible, or the complexity of the numerical
model may mean that such an inversion is extremely time-consuming. Since PAT images
are inherently 3D, these limitations must be overcome before a model-based inversion
scheme can be successfully and routinely applied to experimental data. This thesis has
demonstrated a practical inversion method for the full and general QPAT problem, in
which the tissue geometry is arbitrary, the optical coefficients are unknown and the data
is large-scale.
The majority of proposed methods for QPAT assume that the light field can be mod-
elled using the diffusion approximation (DA) to the radiative transfer equation (RTE)
[88]. Since the DA is not accurate close to the tissue surface, which is a region-of-interest
in PAT, a more accurate model of light transport is required. This thesis initially pro-
posed and implemented a practical inversion scheme which employs the full RTE. In
Chapter 4 we derived a gradient-based minimisation scheme, in which the gradients of
a non-linear least squares error functional with respect to the desired model parameters
are calculated and used to step down towards the minimum. Calculating the gradients
is straightforward if we employ a finite difference method, however, this would require
N runs of the light model per iteration, where N is the number of unknowns in the
problem (potentially millions for 3D data). The efficiency of this method was greatly
improved by incorporating an adjoint light model; this allows the gradients to be cal-
culated using only two runs of the model per iteration. Thus, while the time taken to
solve the forward model may increase with the number of unknowns, the number of
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evaluations of the forward model per iteration will remain the same. This means that,
while a gradient-based minimisation will typically require a larger number of iterations
than a corresponding Jacobian-based method such as the Gauss-Newton method, the
time required per iteration will scale much more favourably. It is therefore likely that,
even if it became possible to store the Jacobian matrix for a large data set, it will take
significantly less time to perform an adjoint-assisted gradient-based method than a cor-
responding Jacobian-based method.
7.1 Known scattering
In our first approach, we have proposed, derived and implemented an adjoint-assisted,
minimisation-based approach to recover quantitative estimates of the optical absorp-
tion coefficient from simulated PAT images. The method incorporates the full radiative
transfer equation (RTE) to accurately model the propagation of light within biological
tissue. In Section 4.2.2, we demonstrated the ability of the adjoint-assisted gradient-
based method to reconstruct highly accurate estimates of the heterogeneous absorption
coefficient from 2D simulated images when the scattering is known a priori. We first
considered a single PAT image obtained using a single point source which illuminated a
square domain from the top boundary. Using this measurement data, a good quantitative
estimate of the absorption coefficient was obtained, though there was some underesti-
mation of µa in areas far from the source where the signal-to-noise ratio (SNR) was
relatively low. The results were improved significantly by increasing the SNR using a
line array of sources along the same boundary; the percent relative error was less than
0.01% in the noise-free case. In the case where the measurement data included Gaussian
noise, the reconstruction contained errors due to the amplification of noise in area where
the SNR is low. To remedy this, additional information from multiple simulated PAT im-
ages obtained using multiple illumination positions was incorporated, and was shown
to not only improve the accuracy of the reconstructed absorption, but also the speed
of convergence to a solution. Using this multiple illumination approach, the proposed
adjoint-assisted, gradient-based method can produce highly accurate estimates of the
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absorption coefficient in both the noise-free and noisy cases.
In the inversions described above, the background absorption coefficient was used as
an initial guess at the absorption coefficient, required to begin the iterative minimisation.
A thorough investigation into the effect of changing the initial guess at the absorption
coefficient on the absorption reconstruction was performed in Section 4.2.4. In the case
where the initial guess is far from the background absorption, comparable quantitative
estimates of the true absorption coefficient can still be found, although the number of
iterations required to perform the inversion may increase. The results of this section
therefore indicate that the background absorption provides the best starting point for
the minimisation, however, the method should still converge to a correct solution should
the background absorption be known.
The results in Section 4.2.2 assume a priori knowledge of the scattering coefficient.
Since this quantity is difficult to both measure and estimate, it is important to develop a
method which is either relatively insensitive to errors in the estimation of the scattering
coefficient, or one that does not rely on making an approximation at all. In Section 4.2.5,
we investigated how accurately we can recover the absorption coefficient if we were to
incorrectly assume that the scattering coefficient is homogeneous and fixed at some con-
stant value. The results in this section suggest that making this assumption of constant
scattering when the true scattering coefficient is heterogeneous can produce reasonable
accurate quantitative results when the scattering is fixed around its mean value. Divert-
ing from this value by either under- or overestimating the scattering mean results in
much larger errors in the absorption reconstruction, and will not be suitable for provid-
ing quantitatively accurate results. Assuming the scattering is homogeneous therefore
requires a different kind of a priori knowledge, in the form of the scattering mean, which
is unlikely to be available or easy to measure in practice.
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7.2 Homogeneous scattering
The results in Section 4.2.5 suggest that fixing the scattering at its mean value may
be enough to produce a sufficient estimate of the absorption coefficient for some ap-
plications. This is due to the relatively weak dependence of the data on the scattering
coefficient; the absorbed energy density is the product of the absorption coefficient and
the optical fluence, which is more strongly affected by absorption than scattering. Al-
though the scattering is unlikely to be known in practice, there may be cases where a
reasonable estimate of the scattering mean can be provided, in which case it will be use-
ful to know how accurate a quantitative estimate we can obtain should this information
be available. Section 4.2.6 looked at how accurately we are able to recover µa if we
assume the heterogeneous scattering coefficient is considered homogeneous and is fixed
at its mean value, where we found that reasonable estimates of the absorption coefficient
can be determined, with percent relative errors as small as 2.62% when measurement
data obtained using four illumination positions was used. However, Section 4.2.5 in-
dicated that knowledge of the mean value of the scattering coefficient is likely to be
considerably important a priori knowledge, since the errors in the reconstructions are
significantly worse as the value at which the scattering is fixed moves away from the
scattering mean. The accuracy of this method will therefore be directly related to the
confidence in the true scattering mean, and, unfortunately, few situations arise in prac-
tice where the scattering mean is known or can be measured with accuracy.
7.3 Unknown scattering
If the scattering distribution is entirely unknown, and there is little confidence in the es-
timated mean value, the gradient-based method presented in Chapter 4 can be extended
to reconstruct both absorption and scattering coefficients simultaneously. Reconstructing
both optical coefficients simultaneously from simulated PAT images is challenging for a
number of reasons. Firstly, reconstructing (µa, µs) from a single PAT image does not nec-
essarily have a unique solution, and so additional information must be incorporated to
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guarantee uniqueness. In the examples presented in this chapter, multiple illumination
positions were used, whereby a set of simulated PAT images are obtained by illuminating
the domain from different directions. Secondly, reconstructing the scattering coefficient
from a PAT image is more challenging than reconstructing the absorption coefficient,
since the data is only dependent upon the scattering coefficient through its effect on the
optical fluence. The fluence therefore acts as a low pass filter to reduce the amplitudes
of the high frequency components of the scattering distribution. Consequently, inverting
for the scattering coefficient will grow the high frequency components, which will also
have the effect of amplifying noise in the measured data.
In Chapter 5, we extended the adjoint-assisted, gradient-based method to the case
where both optical coefficients are heterogeneous and unknown. In this case, it was
shown that both optical coefficients can be simultaneously reconstructed from a set of
2D simulated images obtained using multiple illumination positions. When using two
point sources, the estimate of the scattering coefficient was poor, resulting in some errors
in the reconstruction of the absorption coefficient. However, despite the significant errors
in the reconstructed scattering coefficient, the background value and structure of the ab-
sorption coefficient was obtained accurately; with only small under- or over-estimations
of the values in the heterogeneities. This suggests that the details, pixel-by-pixel, of the
scattering coefficient are not highly relevant to the estimate of µa. The correct estimation
of the mean properties of the scattering appear to be more important to the absorption
reconstruction. The results using two line sources improved the reconstruction of both
coefficients, producing only a slight underestimation in the absorbing heterogeneity and
an accurate estimation of the background value. Illuminating the domain from all four
directions produced significantly better quantitative results than when fewer directions
were used, and in this case, accurate quantitative reconstructions of both optical co-
efficients were found. In the case of four line sources, the absorption coefficient was
reconstructed to within 1% of its true value in the noise-free case, and 1.15% in the
noise-free case.
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The approach presented here relies on the fact that data can be obtained using multi-
ple illumination positions. Highly accurate estimates of the absorption coefficient when
using four illumination positions can be obtained, but reconstructions from two illumi-
nation positions resulted in some over- or under-estimation of the absorption coefficient
which may be significant in some applications. In the case where only two illumination
positions are available, it is possible that the incorporation of additional information
using multiple wavelengths could improve the reconstructions. This information could
be easily incorporated into the gradient-based minimisation approach presented here,
and may then provide enough information to produce results which are comparable with
those using four illumination positions. An alternative approach could be to use the
logarithm of the measured data to scale the dynamic range; preliminary results using
this method can be found in Appendix A.
7.4 The δ-Eddington approximation
The gradient-based minimisation scheme presented in this thesis has demonstrated that
it is possible to determine highly accurate quantitative estimates of the absorption coef-
ficient in the case where there is no a priori knowledge of the optical coefficients. The
use of a gradient-based method means that the method is memory-efficient, and so the
extension to a large-scale 3D problem is possible. Furthermore, the use of the full RTE
rather than the DA means that few approximations to the propagation of light within the
tissue have been made, enabling accurate quantitative results to be obtained. However,
since the RTE explicitly considers the light as a function of angle at every position, its
solution is considerably more computationally expensive. 3D inversions using the RTE
will therefore be time-consuming. To tackle this, we proposed the use of the δ-Eddington
approximation to the RTE in a gradient-based minimisation scheme for QPAT. The δ-
Eddington approximation first models the collimated light, found straightforwardly using
the Beer-Lambert law, and uses this as the source term to determine the scattered light,
which is the solution to a diffusion equation. The sum of the collimated and scattered
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fields then provides the total field, which more accurately models the light in those re-
gions where the DA breaks down. The δ-Eddington approximation is therefore a more
suitable model for QPAT, since it is simultaneously accurate and tractable enough to use
in a 3D gradient-based minimisation scheme.
A full and rigorous derivation of the δ-Eddington approximation to the RTE was in-
cluded in Chapter 6, and the model was implemented in 2D and 3D. We then incor-
porated the δ-Eddington approximation into the adjoint-assisted gradient-based min-
imisation scheme described above. We showed that the adjoint-assisted gradient-based
minimisation method using the δ-Eddington approximation can be used to reconstruct
both optical coefficients simultaneously from 2D and 3D simulated PAT images.
In the 2D reconstructions, the reconstruction of the absorption coefficient is reasonably
stable even where additive noise is present in the measured data and no regularisation
has been used to assist the inversion. When reconstructing the scattering coefficient,
a first-order Tikhonov regularising penalty term, which depends only on the scattering
coefficient, was added to the error functional, and subsequently the scattering functional
gradient. In the reconstructions from noisy data, the inversion for the scattering coef-
ficient was underestimated significantly more than the inversions from noise-free data.
This smoothing effect of the reconstructed scattering coefficient when reconstructing
from noisy data could be remedied by the inclusion of a more appropriate regularisation
technique; Tikhonov regularisation looks to smooth out the solution, and will not pre-
serve the sharp edges of the scattering coefficients used in these simulations. The total
variation method, an edge-preserving regularisation technique, would have been a more
appropriate regularisation technique for these particular scattering coefficients. Includ-
ing total variation regularisation may therefore improve the scattering reconstruction,
and subsequently the absorption reconstruction. In practice, however, the optimal regu-
larisation scheme to use will ultimately depend on the geometry of the target. Given that
the target may be unknown, it is encouraging at least that the absorption reconstruction
is not particularly sensitive to the method or inclusion of regularisation.
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It was also demonstrated that the δ-Eddington-based minimisation can recover accu-
rate quantitative estimates of the absorption coefficient from 2D data simulated using a
Monte Carlo method, establishing that the δ-Eddington approximation will be applicable
to real PAT data. The use of the MC method to simulate the forward data is a good test for
the accuracy of the δ-Eddington model. The use of a more accurate forward model that
is entirely different to the model used in the inversion method avoids the inverse crime
entirely. In Section 6.4, we demonstrated that highly accurate quantitative estimates of
the absorption coefficient can be obtained even where MC is used to generate the simu-
lated 2D PAT images. In these examples, the scattering coefficient was homogeneous. In
the case of unknown scattering, the absorption coefficient was recovered despite the fact
that the estimate of the scattering coefficient was quite poor, and significant absorption-
scattering cross-talk could be seen in the reconstruction. However, the estimate was
still roughly around the mean value of the scattering coefficient, which provides another
example of how it may not be important to recover the scattering distribution pixel-by-
pixel, but rather ensure its mean value is obtained. These results may be improved if
the MC solution was obtained by simulating the delivery of a larger number of photon
packets. Section 6.1.1 showed that the δ-Eddington provides a good approximation to
the MC model, with a small error close to the source. Larger errors could be seen close
to the boundary farthest from the source due to the fact that the number of photons
Np used to obtain the MC solution was not large enough to reduce the variance in the
solution. In these examples, Np = 106 photon packets were used to obtain a solution for
four illumination positions. Running the MC method for, say, Np = 107 photon packets
would have therefore been impractical, but might have improved the reconstructions
significantly.
The most significant advantage of using the δ-Eddington approximation is the ability
to use the gradient-based method to obtain quantitative reconstructions from 3D data
in a reasonable amount of time even for large-scale data sets. Section 6.5 demonstrated
that the method can be successfully applied to 3D data sets obtained using multiple
illumination positions. In this case, highly accurate quantitative estimates of both ab-
sorption and scattering coefficients were obtained. A significant number of iterations
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were required to obtain the results presented in Sections 6.3 and 6.5 (typically around
2250 iterations). This is due to the slow convergence of the scattering coefficient. Whilst
this number may seem large, the efficiency of the δ-Eddington model means that many
more iterations can be used to perform the minimisation in less time than when using
the full RTE for a problem of the same size. The reconstruction of the absorption and
scattering coefficients are more accurate than the corresponding 2D RTE reconstruc-
tions, which may be due to the increase in the number of iterations taken to obtain the
presented solutions. This presents another advantage of using the δ-Eddington approxi-
mation for QPAT, in that it will be able to perform a large enough number of iterations
to produce convergence to a solution in a practical amount of time even for 3D data sets.
7.5 Future work
Some very basic questions, such as the conditions under which QPAT is possible at all,
even in principal, have only been answered since beginning the work in this thesis, and
my contribution has been to devise the first, and so far only, algorithm which is simulta-
neously both sufficiently computationally efficient and accurate (in terms of the physics)
to be applicable to experimental data. However, to take this very good start and translate
it into something that would be useful to practitioners and transform preclinical practice
requires several additional problems to be solved, which could form the programme for
future work.
My suggestion for the advancement of this research is to apply the presented model-based
inversion technique to in vivo 3D PAT images, with the aim of solving the remaining
problems of QPAT. Some achievable specific objectives could be:
(1) To determine absolute blood oxygen saturation (sO2) from in vivo 3D PAT images
of the blood vasculature.
Chapter 7 : Conclusions 217
(2) To determine chromophore concentrations from in vivo 3D PAT images of the blood
vasculature.
(3) To extend the inversion method to the limited-view case, thereby broadening the
range of clinical applications.
These objectives correspond to three scenarios with increasing generality and difficulty
due to the reduction of available information. Since blood sO2 is calculated as a ratio of
concentrations, it will remove the difficulties related to the calibration of the system and
the unknown Gruneisen parameter. Methods developed during my PhD can therefore be
extended straightforwardly to the multiwavelength case and used to solve (1). Objective
(2) will require calibration of the system and must address the unknown Grüneisen pa-
rameter, and (3) will consider the case where there is a limited amount of data available
(e.g. one-sided illumination).
7.5.0.1 Determining absolute blood oxygen saturation
The inversion algorithms presented here could be adapted to multiwavelength data to
determine blood sO2 from experimentally obtained images. The first of these experiments
could be to acquire PA images of simple tissue phantoms using nickel chloride and
copper chloride, in order to determine a concentration ratio analogous to sO2. In vivo
experimental data using measurements made in the mouse leg or tail could then be used
to apply the proposed inversion method to determine quantitative estimates of oxy- and
deoxyhaemoglobin, hence providing quantitative 3D spatial maps of absolute blood sO2
from in vivo PAT images. To verify these results, the true sO2 could be established by
extracting arterial and venous blood immediately following the scan. Extension of the
method to the multiwavelength case would be straightforward, and since sO2 is a ratio,
the main difficulty I foresee is in ensuring that the parameters in the model are correct,
e.g. the way the illumination is modelled, especially for the case of in vivo data, where
the mouse will have a curved surface.
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7.5.0.2 Recovery of chromophore concentrations
Experimentalist collaborators within the Photoacoustic Imaging Group at UCL are just
completing a system that will enable detection over a V-shaped array. This will, in prin-
ciple, allow exact images to be reconstructed within the V-shape, though no algorithm
that can do it has yet been devised which can account for the reflections between the
array surfaces. It may therefore be useful to explore the use of an iterated time reversal
reconstruction [102] in this setting. Having a data set that is free of artifacts takes QPAT
to within one step of applying the methods developed in this thesis. The remaining
challenges are the unknown calibration factor and Grüneisen parameter. Preliminary
theoretical analysis [28] has suggested that the use of multiwavelength data can ensure
uniqueness when determining the optical properties and the Grüneisen parameter simul-
taneously. By incorporating multiwavelength data and inverting for the parameters of
interest and the unknown calibration factor simultaneously, a self-calibrating inversion
can be performed. An alternative approach could be to extend the vector-field approach
[28] from the diffusion equation to the closely-related δ-Eddington approximation.
7.5.0.3 Limited-view data
It is not always possible to obtain a full data set because of a lack of access to all sides
of the region of interest. This is especially true when imaging humans, e.g. head and
neck tumours or skin cancers. Developing a method for QPAT which uses limited-view
data would therefore provide flexibility in the data acquisition process and significantly
broaden the range of clinical applications. A future project could therefore be to apply
the recently-proposed artifact-minimising approach [103] to image reconstructions with
both the Universal Backprojection formula and time-reversal (using a k-space acoustic
propagation model), and explore the use of penalty terms which incorporate prior knowl-
edge to remove image artifacts [104]. While a full Bayesian inversion is out of reach for
computational reasons, one could nevertheless ameliorate the uncertainty in the most
troublesome parameters [87].
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As well as providing useful information about the molecular structure of the imaged
region, the model and inversion scheme could also be used to inform the experimental
design. For example, in practice there will be constraints on the number of wavelengths
and/or a limitation on the wavelength range. The model/inversion scheme might there-
fore be used to identify the optimum wavelengths, assess the uncertainty in the known
input parameters or investigate the impact of errors in the reconstructed PA images.

Appendix A
Scaling the measured data
The results in Section 3.4.1.5 suggest that it may be worthwhile to use a different type
of error functional in order to increase the sensitivity of the error functional to changes
in the scattering coefficient. The use of a different error functional will subsequently
change the gradient calculation shown in Section 4.1.4, and so a new calculation based
on the new error functional is required. In optical tomography, the dynamic range of the
light fluence is very large, and so the data is often scaled to ensure numerical stability
of the optimisation problem [98]. Tarvainen et al. [30] suggested the use of this kind
of scaling for QPAT, and used a Gauss-Newton method to recover the optical coefficients
from the logarithm of the measured data.
Section 3.4.1.5 demonstrated that the error functional is relatively insensitive to the
scattering coefficient. (see Figure A.1 ), suggesting that reconstruction of the scattering
coefficient might be difficult. By scaling the measured data so that hobs = ln(hobs), the
sensitivity to the scattering coefficient can be improved. Figure A.2 shows the improve-
ment to the sensitivity of the error functional when logarithmic data is used.
Here, we demonstrate that the logarithmic scaling of the data may be incorporated
into the presented gradient-based minimisation scheme and used to improve the recon-
structed absorption and scattering coefficients.
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F I G U R E A . 1 : (A) Contour and (B) surface plot showing the sensitivity of the error
functional to changes in the absorption and scattering coefficients. The error map
reaches its absolute minimum of zero at the correct perturbation data set, when µperta =
0.3 mm−1 and µperts = 15 mm
−1, which is indicated by a blue cross. The error functional
ε is much less sensitive to changes in the scattering coefficient than changes in the
absorption coefficient.
F I G U R E A . 2 : (A) Contour and (B) surface plot showing the improved sensitivity of
the error functional to changes in the absorption and scattering coefficients when using
logarithmic data. The error map reaches its absolute minimum of zero at the correct
perturbation data set, when µperta = 0.3 mm
−1 and µperts = 15 mm
−1, which is indicated
by a blue cross.
A.0.1 Functional gradients using logarithmic data
If the measured absorbed optical energy density hobs is scaled such that hobs = lnhobs,
the error functional is given by
ε =
N∑
i=1
1
2
(ln(hobs)− ln(hi))2, (A.1)
where hi = µa(xi)Φ(µa(xi), µs(xi)), which can be written in vector notation as
1
2
(ln(hobs)− ln(h))T (ln(hobs)− ln(h)). (A.2)
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Recall from Section 5.0.2 that the finite element light transport model can be written as
Aφ = b, (A.3)
where the intention is to solve for the radiance φ. The light fluence is the sum of the
radiance over all angles, and is calculated from
Φ = Mφ, (A.4)
where M is some measurement matrix. If the measured absorbed optical energy density
hobs is scaled such that hobs = lnhobs, the error functional is given by
ε =
N∑
i=1
1
2
(ln(hobs)− ln(hi))2, (A.5)
where hi = µa(xi)Φ(µa(xi), µs(xi)), which can be written in vector notation as
1
2
(ln(hobs)− ln(h))T (ln(hobs)− ln(h)). (A.6)
Before continuing, first recall some established properties of the logarithm function:
• For a function f , the logarithmic derivative is given by
(ln(f))′ =
f ′
f
. (A.7)
• For functions f and g, the logarithmic derivative of their product is the sum of their
logarithmic derivates (follows from the product rule):
(ln(fg))′ =
(fg)′
fg
=
f ′g + fg′
fg
=
f ′
f
+
g′
g
= (ln(f))′ + (ln(g))′. (A.8)
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To differentiate Equation (A.6) with respect to the absorption coefficient we apply these
properties to obtain
∂ε
∂µa
= −∂(ln(h))
∂µa
(ln(hobs)− ln(h))
= −∂(ln(µaΦ))
∂µa
(ln(hobs)− ln(h))
= −
(
∂(ln(µa) + ln(Φ))
∂µa
)
(ln(hobs)− ln(h))
= −
(
∂(ln(µa))
∂µa
+
∂(ln(Φ))
∂µa
)
(ln(hobs)− ln(h))
=
(
1
µa
+
1
Φ
∂Φ
∂µa
)
(ln(hobs)− ln(h)). (A.9)
To calculate the sensitivity of the fluence with respect to the absorption, first differentiat-
ing (A.4) with respect to µa gives
∂Φ
∂µa
= M
∂φ
∂µa
, (A.10)
and to calculate this we differentiate (A.3) with respect to µa to arrive at
∂(Aφ)
∂µa
=
∂b
∂µa
⇒ ∂A
∂µa
Φ +A
∂φ
∂µa
= 0
⇒ ∂φ
∂µa
= −A−1 ∂A
∂µa
φ. (A.11)
Substituting (A.11) into (A.10) then gives
∂Φ
∂µa
= −MA−1 ∂A
∂µa
φ, (A.12)
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and substituting this into (A.9) gives
∂ε
∂µa
= −
(
1
µa
− 1
Φ
MA−1
∂A
∂µa
φ
)T
(ln(hobs)− ln(h))
= −
(
1
µa
)T
(ln(hobs)− ln(h)) +
(
1
Φ
MA−1
∂A
∂µa
φ
)T
(ln(hobs)− ln(h))
= −
(
1
µa
)T
(ln(hobs)− ln(h))
+
(
∂A
∂µa
φ
)T ( 1
Φ
MA−1
)T
(ln(hobs)− ln(h))
= −
(
1
µa
)T
(ln(hobs)− ln(h))
+ φT
(
∂A
∂µa
)T
(AT )−1
(
1
Φ
M
)T
(ln(hobs)− ln(h)). (A.13)
(A.14)
The adjoint solution is then defined by
φ∗ = (AT )−1
(
1
Φ
M
)T
(ln(hobs)− ln(h)) (A.15)
⇒ ATφ∗ =
(
1
Φ
M
)T
(ln(hobs)− ln(h)), (A.16)
so that the error functional gradient is given by
∂ε
∂µa
= −
(
1
µa
)T
(ln(hobs)− ln(h)) + φT
(
∂A
∂µa
)T
φ∗. (A.17)
Similarly, the functional gradient for the scattering coefficient is given by
∂ε
∂µs
= φT
(
∂A
∂µs
)T
φ∗. (A.18)
These adjoint-assisted functional gradients can be calculated efficiently, using only one
run each of the forward and adjoint models. The gradients can then be used in a quasi-
Newton scheme to obtain an estimate of the optical coefficients.
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A.1 Numerical example using two line sources
In Chapter 5, the gradient-based method was used to reconstruct the unknown absorp-
tion and scattering coefficients simultaneously. Where only two illumination positions
were used (Section 5.1.2.2), the method produced relative errors in the reconstructions
of a = 10.6% and s = 15.1%. Here, the same example was performed, but this time
logarithmic data and the corresponding gradients were used to perform the inversion.
Figure A.3 shows the reconstruced absorption coefficients from noise-free data. The
percent relative errors in these reconstructions are a = 6.31% and s = 24.63%. A
profile comparison can be seen in Figure A.4. Using this data, the estimation of the
absorption coefficient is significantly improved. The reconstructed scattering coefficient
is also improved. The values of the reconstructed scattering in the two heterogeneities
are much closer to the true scattering, though the relative error has increased. This is
possible due to errors in the background close to the boundary. These preliminary results
suggest that the use of logarithmic data can improve the quality of the reconstructions,
and may aid the inversions in the case where a larger number of multiple illuminations
are unavailable.
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F I G U R E A . 3 : Reconstructed absorption and scattering coefficients from logarithmic
data when using two line sources, corresponding to Figure 4.3(B). (A) shows the true
absorption coefficient, (B) shows the reconstructed absorption coefficient from noise-
free data. (C) shows the true scattering coefficient, and (D) shows the reconstructed
scattering coefficient from noise-free data. The use of logarithmic data has improved
the reconstruction of the optical absorption coefficient.
228 Appendix A : Scaling the measured data
F I G U R E A . 4 : Simultaneous recovery of absorption and scattering coefficients from
logarithmic data using two line sources. A profile comparison of the reconstructed
absorption coefficient can be seen in (A), which compares the true absorption coef-
ficient (grey solid) and the reconstructed absorption coefficient from noise-free data
(red dashed). The profile is taken in the x-direction at z = 1.2 mm. A profile compari-
son of the reconstructed scattering coefficient can be seen in (B), which compares the
true scattering coefficient (grey solid) and the reconstructed scattering coefficient from
noise-free data (blue dashed). The profile is taken in the x-direction at z = 2.4 mm.
The percent relative errors of the reconstructed absorption (blue) and scattering (red)
coefficients at each iteration can be seen in (C).
Appendix B
Using quotient data to remove the
PA efficiency
In quantitative photoacoustic tomography (QPAT), the photoacoustic (PA) efficiency
parameter, Γˆ, is typically assumed to be known a priori. In practice, it is not likely
that this will be the case, nor is it likely that Γˆ will be easy to estimate or to measure.
It is likely then, that we may require a reconstruct method which can simultaneously
recover the absorption coefficient µa, the scattering coefficient µs and the PA efficiency Γˆ.
However, Bal et al. have shown that, using the multiple illumination approach described
in Section 3.4.1.1, only two out of the three parameters may be reconstructed uniquely,
regardless of the number of different illuminations used [34]. Since Γˆ is independent
of wavelength, it is possible that this may be remedied by incorporating measurement
data obtained using multiple illumination positions and multiple wavelengths. Another
approach was taken by Zemp [25], who tackled this problem by using a quotient of
two PA images obtained using different illumination positions. Since the PA efficiency
is independent of the source position, this removes Γˆ from the problem entirely. The
method in [25] uses a linearisation technique which only allows the recovery of small
perturbations to the optical coefficients. Here, we propose the incorporation of the
‘quotient’ type data into the gradient-based minimisation scheme for QPAT that has been
demonstrated in this thesis.
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B.1 Quotient data type using multiple illumination positions
To remove the PA efficiency parameter Γˆ, we construct a new data type
d =
p1
p2
=
Γˆh1
Γˆh2
=
ΓˆµaΦ1
ΓˆµaΦ2
, (B.1)
where h1 and h2 denote two PA images of a region of tissue illuminated with sources
q1 and q2, respectively. Similarly, Φ1 and Φ2 denote the two fluences arising from the
sources q1 and q2, respectively. Because Γˆ and µa do not change when the position of the
source is altered, their product cancels out of the above equation, and we are left with
d =
Φ1
Φ2
. (B.2)
The error functional to be minimised now becomes
ε =
1
2
∫
Ω
(
Φ1
Φ2
− d
)2
dΩ, (B.3)
and, using the quotient rule, the functional gradients with respect to the absorption and
scattering coefficients can be written as
∂ε
∂µa
=
∫
Ω
(
Φ2
∂Φ1
∂µa
− Φ1 ∂Φ2∂µa
(Φ2)2
)(
Φ1
Φ2
− d
)
dΩ (B.4)
and
∂ε
∂µs
=
∫
Ω
(
Φ2
∂Φ1
∂µs
− Φ1 ∂Φ2∂µs
(Φ2)2
)(
Φ1
Φ2
− d
)
dΩ, (B.5)
or equivalently
∂ε
∂µa
=
∫
Ω
(
∂Φ1
∂µa
(
1
Φ2
)(
Φ1
Φ2
− d
)
− ∂Φ2
∂µa
(
Φ1
(Φ2)2
)(
Φ1
Φ2
− d
))
dΩ (B.6)
and
∂ε
∂µs
=
∫
Ω
(
∂Φ1
∂µs
(
1
Φ2
)(
Φ1
Φ2
− d
)
− ∂Φ2
∂µs
(
Φ1
(Φ2)2
)(
Φ1
Φ2
− d
))
dΩ. (B.7)
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An adjoint model can be used to assist the calculation of the functional gradients. The
choice of adjoint model will depend on the choice of forward model used to perform the
inversion. Here we will use the full radiative transfer equation (RTE) to demonstrate
how the functional gradients can be calculated using a quotient data type. We define
two RTE adjoint models
(−sˆ · ∇+ µa + µs)φ∗1(sˆ)− µs
∫
Sn−1
Θ(sˆ, sˆ′)φ∗1(sˆ
′) dsˆ′ =
1
Φ2
(
Φ1
Φ2
− d
)
(B.8)
and
(−sˆ · ∇+ µa + µs)φ∗2(sˆ)− µs
∫
Sn−1
Θ(sˆ, sˆ′)φ∗2(sˆ
′) dsˆ′ =
Φ1
(Φ2)2
(
Φ1
Φ2
− d
)
, (B.9)
which will be used to assist the gradient calculations with respect to the absorption and
scattering coefficients.
B.1.1 Functional gradient for the absorption coefficient
The functional gradients for the absorption and scattering coefficients can be expressed
in terms of the solutions of the adjoint models. For i = 1, 2, the RTE is given by
(sˆ · ∇+ µa + µs)φi(sˆ) = µs
∫
Sn−1
Θ(sˆ, sˆ′)φi(sˆ′) dsˆ′ + qi(sˆ), (B.10)
and differentiating with respect to µa(r′) gives
(sˆ · ∇+ µa + µs) ∂φi(sˆ)
∂µa(r′)
− µs
∫
Sn−1
Θ(sˆ, sˆ′)
∂φi(sˆ
′)
∂µa(r′)
dsˆ′ = −φi(sˆ)δ(r− r′). (B.11)
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We now compute (φ∗1 ×B.6)− (∂φ1/∂µa ×B.8) with i = 1 to obtain
Φ∗1(sˆ · ∇)
∂Φ1
∂µa
− ∂Φ1
∂µa
(sˆ · ∇)Φ∗1
− Φ∗1µs
∫
Sn−1
Θ(sˆ, sˆ′)
∂Φ1(sˆ
′)
∂µa
dsˆ′
+
∂Φ1
∂µa
µs
∫
Sn−1
Θ(sˆ, sˆ′)Φ∗1(sˆ
′) dsˆ′
= −Φ∗1Φ1δ(r− r′)−
∂Φ1
∂µa
(
1
Φ2
)(
Φ1
Φ2
− d
)
. (B.12)
We now integrate over all angles sˆ ∈ Sn−1 and over a volume Ω, use the identity 4.12,
and note that ∂φ/∂µa → 0 on the boundary ∂Ω to arrive at∫
Ω
∫
Sn−1
∂Φ1
∂µa
(
1
Φ2
)(
Φ1
Φ2
− d
)
dsˆ dΩ = −
[∫
Sn−1
Φ∗1Φ1 dsˆ
]
r=r′
. (B.13)
If we now substitute this into Equation 4.6, we have
∂ε
∂µa
= −
[∫
Sn−1
Φ∗1Φ1 dsˆ
]
r=r′
− ∂Φ2
∂µa
(
Φ1
(Φ2)2
)(
Φ1
Φ2
− d
)
dΩ. (B.14)
We now compute (φ∗2 × 4.6)− (∂φ2/∂µa ×B.8) with i = 2 to obtain
Φ∗2(sˆ · ∇)
∂Φ2
∂µa
− ∂Φ2
∂µa
(sˆ · ∇)Φ∗2
− Φ∗2µs
∫
Sn−1
Θ(sˆ, sˆ′)
∂Φ2(sˆ
′)
∂µa
dsˆ′
+
∂Φ2
∂µa
µs
∫
Sn−1
Θ(sˆ, sˆ′)Φ∗2(sˆ
′) dsˆ′
= −Φ∗2Φ2δ(r− r′)−
∂Φ2
∂µa
(
Φ1
(Φ2)2
)(
Φ1
Φ2
− d
)
. (B.15)
Integrating over all angles sˆ ∈ Sn−1 and over a volume Ω, using the identity 4.12 and
noting that ∂φ/∂µa → 0 on the boundary ∂Ω yields∫
Ω
∫
Sn−1
∂Φ2
∂µa
(
Φ1
(Φ2)2
)(
Φ1
Φ2
− d
)
dsˆdΩ = −
[∫
Sn−1
Φ∗2Φ2 dsˆ
]
r=r′
. (B.16)
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This can be substituted into Equation B.14 to obtain an expression for the functional
gradient for the absorption at a point r = r′, given by
∂ε
∂µa
= −
[∫
Sn−1
Φ∗1Φ1 dsˆ
]
r=r′
+
[∫
Sn−1
Φ∗2Φ2 dsˆ
]
r=r′
, (B.17)
and hence, in general,
∂ε
∂µa
=
∫
Sn−1
Φ∗2Φ2 − Φ∗1Φ1 dsˆ. (B.18)
B.1.2 Functional gradient for the scattering coefficient
Differentiating Equation B.10 with respect to µs(r′) gives
(sˆ · ∇+ µa + µs) ∂φi(sˆ)
∂µs(r′)
− µs
∫
Sn−1
Θ(sˆ, sˆ′)
∂φi(sˆ
′)
∂µs(r′)
dsˆ′
=
(∫
Sn−1
Θ(sˆ, sˆ′)Φi dsˆ′ − φi(sˆ)
)
δ(r− r′), (B.19)
for i = 1, 2. Evaluating (φ∗1 ×B.7)− (∂φ1/∂µs ×B.8) with i = 1 yields
Φ∗1(sˆ · ∇)
∂Φ1
∂µs
− ∂Φ1
∂µs
(sˆ · ∇)Φ∗1
− Φ∗1µs
∫
Sn−1
Θ(sˆ, sˆ′)
∂Φ1(sˆ
′)
∂µs
dsˆ′ +
∂Φ1
∂µs
µs
∫
Sn−1
Θ(sˆ, sˆ′)Φ∗1(sˆ
′) dsˆ′
= Φ∗1
(∫
Sn−1
Θ(sˆ, sˆ′)Φi dsˆ′ − φi(sˆ)
)
δ(r− r′)− ∂Φ1
∂µs
(
1
Φ2
)(
Φ1
Φ2
− d
)
, (B.20)
and, analogous to the absorption case, this reduces to
∫
Ω
∂Φ
∂µs
(
1
Φ1
)(
Φ1
Φ2
)
dΩ
=
∫
Sn−1
∫
Sn−1
Θ(sˆ, sˆ′)φ∗1(sˆ)φ1(sˆ
′) dsˆ′dsˆ−
∫
Sn−1
φ∗1(sˆ)φ1(sˆ) dsˆ. (B.21)
Similarly, for the second illumination position we have
∫
Ω
∂Φ
∂µs
(
Φ1
(Φ2)2
)(
Φ1
Φ2
)
dΩ
=
∫
Sn−1
∫
Sn−1
Θ(sˆ, sˆ′)φ∗2(sˆ)φ2(sˆ
′) dsˆ′dsˆ−
∫
Sn−1
φ∗2(sˆ)φ2(sˆ) dsˆ, (B.22)
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and substituting these into Equation B.7, we arrive at
∂ε
∂µs
=
∫
Sn−1
∫
Sn−1
Θ(sˆ, sˆ′)
(
φ∗1(sˆ)φ1(sˆ
′)− φ∗2(sˆ)φ2(sˆ′)
)
dsˆ′dsˆ
+
∫
Sn−1
(φ∗2(sˆ)φ2(sˆ)− φ∗1(sˆ)φ1(sˆ)) dsˆ. (B.23)
The data is also less dependent on the absorption coefficient, which may mean that the
scattering coefficient is recovered more easily.
B.2 Implementation
When using a finite element (FE) model to solve the RTE, the numerical implementation
of the model must be accounted for when calculating the functional gradients. Recall
from Equation 4.24 that the FE RTE model calculates the radiance φ by solving
Aφh = b, (B.24)
where A is the FE system matrix representing the terms in the RTE and b is the source
term. Translating this to the multiple illumination case, the two fluences can be calcu-
lated from
Aφ1 = b1, Φ1 = Mφ1, (B.25)
Aφ2 = b2, Φ2 = Mφ2, (B.26)
where φ1 and φ2 are the radiance arising from two different source vectors b1 and b2,
and M is a measurement matrix which performs the summation over all angles. The
error functional in vector notation becomes
ε =
1
2
(
Φ1
Φ2
− d
)T(Φ1
Φ2
− d
)
. (B.27)
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B.2.1 Functional gradient for absorption
The absorption gradient is calculated by differentiating Equation B.27 with respect to
µ′a = µa(r′) to obtain
∂ε
∂µ′a
=
∂
(
Φ1
Φ2
)
∂µ′a

T(
hm − Φ1
Φ2
)
. (B.28)
Using the quotient rule, this can be written as
∂ε
∂µ′a
=
Φ2 ∂Φ1∂µ′a − Φ1 ∂Φ2∂µ′a
(Φ2)2
T(d− Φ1
Φ2
)
=
(
1
Φ2
Φ1
(Φ2)2
∂Φ1
∂µ′a
)T(
hm − Φ1
Φ2
)
−
(
∂Φ2
∂µ′a
)T(
hm − Φ1
Φ2
)
. (B.29)
The gradients of the radiances φ1 and φ2 with respect to the absorption coefficient at r′
are given by
∂Φ1
∂µ′a
= −MA−1 ∂A
∂µ′a
φ1, (B.30)
and
∂Φ2
∂µ′a
= −MA−1 ∂A
∂µ′a
φ2. (B.31)
Substituting these into Equation (B.29) gives
∂ε
∂µ′a
= −
(
1
Φ2
MA−1
∂A
∂µ′a
φ1
)T(
hm − Φ1
Φ2
)
+
(
Φ1
(Φ2)2
MA−1
∂A
∂µ′a
φ2
)T(
hm − Φ1
Φ2
)
,
(B.32)
which can be rearranged (using the identity (AB . . .N)T = NT . . . BTAT and the fact
that (A−1)T = (AT)−1) to give
∂ε
∂µ′a
= −φT1
(
∂A
∂µ′a
)T
φ∗1 + φ
T
2
(
∂A
∂µ′a
)T
φ∗2, (B.33)
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where φ∗1 and φ∗2 are the solutions to the adjoint models
ATφ∗1 = M
T
(
1
Φ2
)T(
hm − Φ1
Φ2
)
and ATφ∗2 = M
T
(
Φ1
(Φ2)2
)T
. (B.34)
Similarly, the scattering gradient uses the same adjoint models, and is given by
∂ε
∂µs
= −φT1
(
∂A
∂µs
)T
φ∗1 + φ
T
2
(
∂A
∂µs
)T
φ∗2. (B.35)
These gradients and the error functional (B.27) can be used in the same quasi-Newton
algorithm as the previous results in this thesis to provide an efficient minimisation tech-
nique to recover the optical coefficients that does not require knowledge or estimation
of the Grüneisen parameter. Because of the division of data involved in construction this
quotient of photoacoustic images, there may be problems at points in the region where
the fluence is low. One way to tackle this problem could be to add in a regularising term
whenever the fluence falls below some threshold value.
Appendix C
Including the acoustic propagation
and reconstruction
All of the methods to solve the optical inverse problem presented so far have assumed
that the acoustic inverse problem has been solved, and an exact reconstruction of the
initial pressure distribution p0 has been obtained. To simulate the noise present in the
measured data, Gaussian noise has been added by scaling a distribution of pseudorandom
numbers from a normal distribution with mean 0 and standard deviation 0.25 by a
percentage of the mean value of the true absorbed energy. For example, after setting
some optical coefficients µa, µs and calculating Φ(µa, µs) with a numerical light model,
the true absorbed energy distribution ht is found from
ht = µaΦ. (C.1)
If we wish to add 5% Gaussian noise, then the noise term is then calculated from
η = 0.05×max(ht)×N (0, (0.25)2), (C.2)
where N (0, (0.25)2 is the normal distribution with mean 0 and standard deviation 0.25.
This choice of mean and standard deviation means that the pseudorandom numbers
come from a normal distribution between -1 and 1, so that the maximum additive noise
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is 5% of the true absorbed energy. Although the addition of this type of noise might be
a good indicator of how well each method will stand up when using real photoacoustic
data, it is not representative of the artifacts and noise present in a real photoacoustic
(PA) image, which is the solution to another inverse problem. When using simulated
data, it may therefore be useful to simulate a more realistic noise model by including the
acoustic propagation and inversion procedure into the simulation of PA images.
The acoustic inverse problem takes the boundary pressure measurements resulting from
the propagation of a PA wave following the absorption of a light pulse and reconstructs
the initial pressure using time-reversal methods, back-projection methods or fourier
series expansion methods, all of which will results in different artifacts in the presence
of noise and possibly under-estimate, over-estimate or completely remove parts of the
data depending on the ultrasound detector geometry [21]. Simulating the forward and
inverse acoustic problems will describe more closely the types of noise, artifacts and data
problems that may appear in a real PA image and the resulting initial pressure distribution
measurements that constitute the measured data of the optical inverse problem. The
following publications demonstrate the adjoint-assisted gradient-based method using the
RTE and the δ-Eddington approximation, and have included the acoustic propagation
and reconstruction in the simulation of the measurement data.

Appendix D
Newton and quasi-Newton methods
In the late seventeenth century, Sir Isaac Newton developed a simple method for approx-
imating the roots of polynomials. The method shows that, given a function f(x), its
derivative f ′(x) and some current approximation to a root xn, a better approximation
xn+1 can be found by calculating
xn+1 = xn − f(xn)
f ′(xn)
. (D.1)
In the mid-eighteenth century, Thomas Simpson realised that the method is not restricted
to finding roots of polynomials, but can be used to solve general nonlinear equations.
Simpson also noted that, since the derivative of a function is zero at its extrema, by
applying Newton’s method to the derivative of the function the method can also be used
for solving optimisation problems.
D.1 Newton’s method in optimisation
We first expand the obejctive function f by its Taylor series about some current approxi-
mation xn, so that
f(xn + ∆x) ∼= f(xn) + f ′(xn)∆x+ 1
2
f ′′(xn)(∆x)2. (D.2)
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This function attains its extremum when its derivative is equal to zero, i.e. when
f ′(xn + ∆x) ∼= f ′(xn) + f ′′(xn)∆x = 0, (D.3)
or equivalently
∆x = − f
′(xn)
f ′′(xn)
. (D.4)
This gives the iterative update
xn+1 = xn − f
′(xn)
f ′′(xn)
. (D.5)
This method can be generalised to several dimensions by replacing the derivative with
the gradient vector
∇f(xn) = g(xn) =
[
∂f
∂x1
, . . . ,
∂f
∂xN
]T
(D.6)
and the second derivative with the Hessian matrix
∇2f(xn) = H(xn) =

∂2f
∂x21
. . . ∂
2f
∂x1∂xN
...
. . .
...
∂2f
∂x1∂xN
· · · ∂2f
∂x2N
 , (D.7)
in which case the update is
xn+1 = xn −H−1n gn, (D.8)
where gn = g(xn) and Hn = H(xn). The term −H−1n gn is referred to as the Newton
direction, and is often denoted by pn = −H−1n gn. Newton’s method is a powerful
technique, with quadratic convergence guaranteed in many cases.
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D.1.1 Line search methods
At each iteration, the Newton direction pn is calculated and a line search is performed
to determine how far along the search direction should be moved to give an appropriate
reduction in the objective function. The iteration is therefore given by
xn+1 = xn + αnpn, (D.9)
where α is the step length. In computing an appropriate step length there is often a
trade-off between accuracy and efficiency. Although the step length which produces the
biggest reduction in the objective function is desireable, it is not often worthwhile to
spend a lot of time determining which step length that may be. For example, it may be
that the most accurate method to find α involves a gradient calculation, but since this
may be much more expensive than evaluation of the objective function only, it may be
more efficient to perform multiple function evaluations to improve the estimate of α
than it is to use the gradient. Most line search implementations of Newton’s method use
the unit step α = 1, with adjustments only when there is an unsatisfactory reduction in
the value of f [95]. In this work, α was found by calculating the objective function at
three different step lengths α0 = 0, α1 and α2, i.e. by evaluating
f0 = f(xn), (D.10)
f1 = f(xn + α1p), (D.11)
f2 = f(xn + α2p). (D.12)
The initial value of α2 will depend on the typical values of the objective function, and
we take α1 = α2/2. If f1 results in a lower value than f0 or f2, then we take α1 to be
the appropriate step length. If f2 produces the greatest reduction in f , then we attempt
to find a bigger reduction than that and increase the bracket by setting f1 = f2 and
f2 = 2f2. In the case that f0 provides the greatest reduction, the bracket is reduced by
setting f2 = f1 and f1 = f1/2. This method can then be repeated until it is f1 produces
the greatest decrease in f or until α1 has fallen below some minimum step length.
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Whilst Newton methods are an extremely efficient way of finding the minimise of a
function, their main drawback is that finding the inverse of the Hessian matrix can be
an expensive and error-prone operation. Because of this, efforts have been made to find
accurate, computationally cheap approximations to the Hessian inverse.
D.2 Quasi-Newton methods
Instead of performing the laborious Hessian calculation and inversion, quasi-Newton
methods use an approximation to the inverse Hessian by calculating the gradient g and
making use of the fact that changes in the gradient provide information about the second
derivative of f . This can be seen by using a Taylor series expansion of the gradient about
the current approximation xn, which gives
∇f(xn + ∆x) ∼= ∇f(xn) +∇2f(xn)∆x. (D.13)
By defining ∆x := xn+1 − xn and employing the notation defined earlier, this can be
equivalently written as
Hn(xn+1 − xn) ∼= gn+1 − gn, (D.14)
which is often written as
Hnsn ≈ yn, (D.15)
where
sn = xn+1 − xn and yn = gn+1 − gn. (D.16)
Quasi-Newton methods keep a rolling estimate of the Hessian matrix by improving the
approximation at each iteration using the new gradient information. One of the most pop-
ular quasi-Newton methods is the Broyden-Fletcher-Goldfarb-Shanno method (BFGS).
The BFGS algorithm begins by making an initial guess x0 and initial approximation to the
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Hessian matrix B0 (often the identity matrix). By calculating the gradient information
g0, the Newton direction p0 can be found from
p0 = −B−10 g0. (D.17)
An acceptable step length α0 is found by performing a line search, such as that described
in Section D.1.1, and the update to the minimiser approximation is calculated from
x1 = x0 + α0p0 (D.18)
and the gradient g1 = g(x1) is calculated using this update. The values s0 and y0 can
now be calculated using Equation D.16 and substituted into the BFGS update to the
Hessian approximation
B1 = B0 − B0s0s
T
0 B0
sT0 B0s0
+
y0y
T
0
yT0 s0
. (D.19)
These steps are then repeated until the value of x which minimises the objective function
is found, and in doing so the Hessian approximation is continuously improved since it in-
cludes information from every previous iteration step. The general BFGS approximation
is given by
Bn+1 = Bn − Bnsns
T
nBn
sTnBnsn
+
yny
T
n
yTn sn
. (D.20)
The minimiser xk is then the value of x at an iteration k which causes the objective
function f(xk) to fall below some user-defined tolerance.
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