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ABSTRACT 
 
The slow cookoff behavior of a proprietary cast modified double base (CMDB) propellant was 
examined using a variety of diagnostic techniques with the ultimate goal of capturing aspects of 
the chemical, physical, and morphological behavior of the propellant during gradual heating and 
ignition. Experimental measurements of thermally stimulated propellants can be used to improve 
predictive modelling and safe handling and storage procedures.  
The primary decomposition products of CMDB were examined using mass spectrometry for 
stable gas phase species and broadband absorption spectroscopy for condensable products such 
as water. Absorption spectroscopy was also applied to traditional double base, ammonium 
nitrate, and ammonium perchlorate propellants for comparison. The physical behavior of the 
propellant was captured using pressure diagnostics during the cookoff of confined samples in a 
sealed blast chamber and was compared to HMX and RDX detonations. Morphological behavior 
was examined using X-ray computed tomography to provide qualitative information on void 
formation due to gradual heating.   
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CHAPTER 1: INTRODUCTION 
 
Rockets have existed in one form or another since at least the 13
th
 century, with the first recorded 
military use being by the Chinese in 1232 AD against the Mongols. After its initial introduction 
the technology spread westward and was widely experimented with. Some notable cases include 
early plans for a rocket propelled torpedo and the first plans for a multi-stage rocket in the 14
th
 
century. Despite these initial efforts early rockets remained inaccurate and unreliable, typically 
consisting of a tube filled with black powder as a propellant and an open end to allow the escape 
of combustion gasses. The use of these early rockets was often quite hazardous, as demonstrated 
by the apocryphal tale of the first Chinese astronaut, Wan Fu, who disappeared in a cloud of 
smoke and fire while trying to fly to the moon on a spaceship consisting of a wicker chair and 47 
black powder rockets. [1] 
 
The state of rocketry began advancing rapidly in the early 20
th
 century, with Robert Goddard 
launching the first liquid propellant rocket in 1926. [2] Germany led the development of 
battlefield rockets following World War I due to prohibitions against possessing heavy artillery, 
but by the end of World War II rockets were being used in large numbers by most major 
combatants. It is during this period that the development of advanced solid propellants began in 
earnest. [3] 
 
1.1 Solid Propellants 
Solid propellants are materials that contain both fuel and oxidizer and will burn independently of 
the existence of external oxygen once ignited. While there are many subsets and types of 
propellants, they can be broadly categorized as being either homogenous or composite in nature. 
Homogenous propellants generally have slightly lower performance than their composite 
counterparts but are comparatively inexpensive and simple to produce. Homogenous propellants 
in military applications also have the major advantage of creating primarily gaseous combustion 
products which do not leave visible exhaust plumes.  [3] [4] 
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Homogenous propellants are typically categorized as single or double base depending on their 
composition. Single base propellants are generally composed nitrate esters such as nitrocellulose 
(NC, C6H9(NO2)O5), which burns as a monopropellant when ignited. Double base (DB) 
propellants combine NC and nitroglycerin (NG, C3H5N3O9) for added energy. Triple base 
propellants frequently appear in artillery applications with the addition of nitroguanidide 
(CH4N4O2), though this is uncommon in rocket propellants. Many homogenous propellants also 
contain stabilizers, curing agents, and burn rate modifiers on the one percent mass level. In 
military applications it is common to modify DB propellants through the addition of energetic 
materials in order to increase performance, though this can complicate production. [4]  
  
Composite propellants consist of oxidizer crystals contained in a polymer binder and tend to 
have higher performance than their homogenous counterparts and are commonly found in large 
missiles and solid rocket boosters for space launch vehicles. Ammonium perchlorate (AP,  
NH4ClO4) is the most commonly utilized oxidizer, though ammonium nitrate (AN, NH4NO3) is 
also utilized in low performance applications. The polymer binder acts as the fuel during 
propellant combustion and is typically either polybutadiene acrylonitrile (PBAN) or hydroxyl-
terminated polybutadiene (HTPB). As with homogenous propellants, curing agents and burn rate 
modifiers are commonly found in the one percent mass range. Unlike in homogenous 
propellants, metals such as aluminum are frequently added to the propellant to improve energy 
content and density. Metal additives in homogenous propellants are avoided due to the formation 
of solid products in the exhaust plume. [4]  
 
1.2 Slow Cookoff Background and Literature Review 
Cookoff testing entails heating a munition until the material undergoes ignition and begins 
burning in a self-sustained manner. The auto-ignition of energetic materials exposed to external 
thermal stimuli became a major topic of interest within the armed services following major fires 
on the aircraft carriers USS Forrestal and USS Enterprise in 1967 and 1969 respectively. Both 
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fires were worsened by the cookoff of ordinance on deck, and in the case of the USS Enterprise 
the initial fire was started by a rocket motor overheating and exploding due to being kept in close 
proximity to an auxiliary starter unit. [5]  
 
Figure 1.1 Views of the USS Enterprise during the fire of 14 January 1969 
Events like the ones on the Forrestal and Enterprise were a driving force in the implementation 
of insensitive munitions (IM) standards, of which cookoff testing is a part. 
 
Cookoff can be divided into two categories based on heating rate – fast cookoff (FCO) and slow 
cookoff (SCO). The definitions of both test categories are not consistent, with different 
researchers and agencies using different standards. For example, NATO STANAG 4382 [6] 
defines slow cookoff as heating at 3.3°C/hr following thermal conditioning at 50°C for eight 
hours, while industry often uses heating at 6°C/hr. [7] Fast cookoff standards are equally varied, 
with most sources using 70°C/hr. [4] [8] Geisler offers yet another standard, defining slow, 
intermediate, and fast cookoff as heating at 13.8, 1200, and 90000 °C/hr respectively. [9] 
 
The initial stages of heating can be easily modelled by 1-D heat transfer models. Common 
propellant materials are good insulators, and heat diffuses into the bulk of the propellant only 
slowly. [10] As the propellant continues heating the material undergoes both chemical and 
morphological changes. The exact nature of this damage depends upon several factors, including 
sample confinement and the initial sample morphology. [11]  
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While there is no universally accepted model for cookoff  ignition, a commonly accepted theory 
is as follows: as the material degrades and voids form, permeability increases and decomposition 
gasses collect in voids. As these voids grow and coalesce, hot spots are formed. These hot spots 
within the material ultimately cause ignition of the sample, leading to either detonation or 
deflagration. The work of Aydemir et al. provides a picture of this self-heating behavior in a 
230x33 mm cylinder of PBXN-110 standing in as a generic warhead, and S.Y. Ho suggests that 
the change in temperature gradient between external heating and internal thermal runaway can be 
used to differentiate between fast and slow cookoff behavior. [12] [7] Once ignition of a 
thermally degraded sample occurs, the flame rapidly propagates into the voids, leading to a 
deflagration or detonation of the material. [13] 
 
Until recently, cookoff testing has focused primarily on measuring the damage done to the 
environment by the abused article with only limited instrumentation given to the material itself. 
[14 – 17]. Because the aforementioned tests are often expensive and offer only limited insight 
into the decomposition and ignition process, there is a drive toward smaller scale testing and 
more chemistry-centric testing. As with fast versus slow cookoff, what constitutes small scale 
can vary substantially. For example, Atwood describes a 102x22 mm cylindrical sample as small 
scale, whereas in this work samples are typically 10x10x2 mm sheets. [18]   
 
While information involving combustion products and mechanisms of double-base [19] and 
modified double base propellants [20] are available in the public domain and provide a useful 
starting point for cook off product analysis, the systems are not completely analogous. 
Spectroscopic analysis of combustion plume composition reveals many of the key species 
involved in cookoff, but the pressure and temperature conditions are substantially different. The 
foam layer and melting front are more directly related to cookoff-type processes but, by their 
very nature, are not given to spectroscopic measurements in a strand burner. Brill conducted 
several valuable studies on the cookoff decomposition products of energetic throughout his 
career by using thermolysis and FTIR spectroscopy to provide insight into key species and 
pressure dependence; however, these studies were performed at much higher heating rates (70 
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°C/sec) than what could be considered slow cookoff conditions [21].  The primary products of 
double base propellant decomposition are in all cases the oxides of nitrogen: NO2, NO, and N2O, 
followed by various carbon based molecules from the molecular backbone of the nitrate esters. 
NO2 and N2O have been shown to be the most abundant products, though this can vary 
substantially with ambient pressure. [21] [22]  
 
Finally, although cookoff has traditionally been modeled as an exclusively condensed phase 
phenomenon, recently more attention has been given to the importance of gas phase chemistry in 
the prediction of cookoff behavior. The work of Ali et al. demonstrated that sample ignition can 
actually originate in the gas phase decomposition product plume rather than the condensed 
sample itself. It further demonstrates that the disruption of the gaseous product plume can 
prevent ignition of the sample. [23] 
 
1.3 Scope of Research 
This research is part of an ongoing effort to develop a chemo-thermo-mechanical model of a 
propellant undergoing slow cookoff. While there is a great deal of literature examining cookoff 
chemistry, morphology, or violence, there is comparatively little work examining all of these 
characteristics together for one material. Examining all of the above aspects of one propellant 
undergoing cookoff  provides an extensive set of parameters for use in the development of 
predictive models. 
 
This research presents the characterization of a cast modified double base (CMDB) propellant 
under fast and slow cookoff conditions. Chemical decomposition prior to ignition is examined 
through the use of spectroscopy and mass spectrometry. Sample morphology as a function of 
heating conditions is examined using x-ray computed tomography (XCT). Finally, violence 
following ignition is examined using an instrumented blast chamber.  
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CHAPTER 2: EXPERIMENTAL SETUP AND METHODOLOGY 
 
Propellant characterization was carried out using four separate systems: a small scale heating 
chamber for mass spectrometry and initial characterization, a heated gas cell for absorption 
spectroscopy, an XCT scanner, and a blast chamber fitted with pressure diagnostics. Each is 
detailed in its respective section throughout this chapter.  
 
2.1 Small Scale Apparatus and Mass Spectrometry  
The small-scale heating apparatus is used for testing sub-gram sized CMDB propellant. The test 
chamber itself consists of a 6061 aluminum block measuring 6.985 cm tall and 8.89 cm in 
diameter with a test chamber machined into the top. The test chamber measures 3.81 cm in 
diameter and 3.23 cm deep, creating a test volume of approximately 14.5 mL. Heating is 
provided by a 650 W band heater with a maximum operating temperature of 480°C wrapped 
around the exterior of the apparatus. The heater is controlled by an Omega CN7500 PID 
temperature controller. Temperature for the feedback loop is measured from the floor of the test 
chamber.  
 
Each sample was cut by hand to vary the sample dimensions and mass based on the individual 
requirements of each test. Typical samples had a mass between 300 and 450 mg and measured 
approximately 10x10x2 mm, forming a wafer-like shape, as shown in Figure 2.1. The samples 
were intentionally kept thin to minimize the temperature gradient between the test chamber floor 
and the upper face of the propellant, though cube-shaped geometries were used for two tests for 
comparison purposes.  
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Figure 2.1 A typical propellant wafer with a penny for scale 
The block is designed to accommodate the propellant sample along with temperature, pressure, 
optical, and gas composition diagnostics. Optical access for imaging via objective lens and CCD 
camera is provided by a quartz window located in the top of the apparatus. A diagram of the 
small-scale apparatus can be seen in Figure 2.2 a picture of the apparatus without any 
instruments attached can be seen in Figure 2.3. A picture of the apparatus instrumented under 
test conditions and a technical drawing can be seen in Figure 2.4. 
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Figure 2.2 Small Scale Apparatus Diagram 
 
Figure 2.3 Small Scale Apparatus Without Instrumentation 
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Figure 2.4 Small Scale Apparatus Under Testing Conditions and Technical Drawing. Units 
are inches.  
 
All data logging was accomplished using a LabVIEW Visual Interface created for cookoff 
testing by Bradley Horn. A thorough discussion of the LabVIEW program can be found in his 
thesis. [8] 
 
2.1.1 Pressure Diagnostics  
Pressure data are collected using a GEMS 2200 series CVD pressure transducer. The transducer 
has a range of 0 to 1000 psia and is accurate to within ± 2.5 psia. The GEMS pressure transducer 
has a response time of 0.5 ms, allowing terminal event pressure to be captured using a picoScope 
paired with a pressure trigger. The small scale heating apparatus was leak tested under testing 
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conditions and found to have a leak rate of approximately 0.3 psi an hour between 100 and 85 
psig. As shown “Chapter 3: Results and Discussion,” the leak-tested pressures are far in excess 
of what is seen under typical testing conditions until the terminal cookoff event.   
 
 2.1.2 Temperature Control and Diagnostics 
Temperature data are collected using 0.3175 cm diameter, ungrounded Type E thermocouples 
purchased from Omega Engineering, Inc, and are accurate to within ±2.2℃. In the case of the 
small-scale cookoff chamber the thermocouples are placed in contact with the chamber floor, 
while in the casing apparatus heating block the thermocouple is placed within 0.3175 cm of the 
propellant sample within the heating block. Temperature was recorded once every second 
throughout the test.  
 
The apparatus temperature and heating rate were controlled using an Omega CN7523 PID 
temperature controller paired with a solid state relay. The controller has been used in prior 
research and is capable of producing highly linear heating profiles. Standard operating procedure 
called for heating the sample from ambient to 50°C in five minutes, followed by thermal 
conditioning for one hour. Following completion of the thermal conditioning, the sample was 
heated at 6, 12, 25, or 70°C/hr. Figure 2.5 illustrates the aforementioned heating profiles out to 
250 minutes of testing. These heating profiles were used throughout the body of work presented 
here unless otherwise noted. 
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Figure 2.5 FCO, SCO and intermediate heating profiles 
 
In order to verify the accuracy of the thermocouples at elevated temperatures and the heating 
apparatus behaved isothermally during testing, a small sample of Indium powder with a known 
melting point of 157 ℃ was placed in the test section. A heating ramp of 100℃/hr was then 
applied to the apparatus and the powder was observed until it melted. The powder was observed 
to melt when the apparatus temperature readout registered 157℃ , confirming isothermal 
behavior.  
 
2.1.3 Imaging Diagnostics   
Imaging of the sample is accomplished through the use of an Adimec 1000m CCD camera. The 
camera is capable of 50 frames per second and has 1 MP resolution via a 1004 x 1004 pixel 
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detector. When paired with a 5x or 20x objective lens the camera can capture images with 
resolutions of 8.9 μm per pixel and 1.8 μm per pixel respectively.  
 
 2.1.4 Mass Spectrometry 
Gas composition within the small scale test apparatus was examined thought the use of a 
Stanford Instruments QMS 200 Quadrupole Mass Spectrometer. The mass spectrometer provides 
information on stable, noncondensing gas phase decomposition products throughout the course 
of the tests.  
 
The QMS 200 is capable of providing data at the rate of approximately one scan every 25 
seconds and has a specified detection threshold of below 1 ppm. Under practical operating 
conditions data is collected once every 60 seconds and detection of species as rare as 10 ppm is 
common. As the primary products of interest in the decomposition are well above the ppm 
threshold these deviations from the ideal sensitivity were of no concern. 
 
The original QMS 200 design utilizes one diaphragm pump to both move sample gas into the 
mass spectrometer and exhaust the turbomolecular pump governing the test section pressure. The 
dual use diaphragm pump arrangement leads to significant hydrogen backflow, leading to 
elevated counts. This backflow can additionally persist in the system for an extended period of 
time, even when hydrogen is no longer present in the actual test sample.  
 
The aforementioned backflow issues were partially addressed through the addition of a second 
diaphragm pump. The results of the second pump in reducing steady state hydrogen readings and 
improving exhaust times after exposure to a 15% hydrogen calibration gas can be seen in Figures 
2.6 and 2.7 respectively. When sampling atmospheric air the hydrogen is a result of the 
fragmentation of water vapor. 
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Figure 2.6 Steady state molecular hydrogen readings for atmospheric air and a 15% 
hydrogen calibration gas  
 
Figure 2.7 Detected hydrogen vs time from exposure to a 15% hydrogen gas using one and 
two diaphragm pumps 
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As Figures 2.5 and 2.6 demonstrate, the addition of a second pump results in substantially 
improved hydrogen handling performance. The issue of hydrogen back diffusivity can be 
completely solved through the addition of a hydrogen handling subsystem, such as in the 
Stanford Research Systems UGA Hydrogen series (listed at $32,000 as of March 2015). 
 
An additional consideration when using the mass spectrometer is the instrument pumping curve. 
While the amount of gas drawn off by the mass spectrometer is typically between 1 and 10 
mL/min, this becomes an important consideration during testing due to the small volume of the 
testing chamber and the inevitable presence of small leaks. Figure 2.8 shows the mass 
spectrometer pumping curve when paired with the small scale cookoff apparatus. The pumping 
curve can be used to calculate the total amount of decomposition products as a function of time. 
The curve was developed by attaching a well-sealed pipe of known volume to the mass 
spectrometer and pumping it down several times while recording pressure data. This process was 
repeated three times. 
 
Figure 2.8 Mass spectrometer pumping curve when hooked to the small scale testing 
apparatus.  
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The final consideration for the mass spectrometer dealt with molecular fragmentation during 
ionization by the residual gas analyzer filament. For example, both carbon monoxide and 
nitrogen have peaks at 28 AMU, but can be deconvoluted through examination of fragmentation 
peaks at 12 (carbon), 14 (nitrogen) and 16 (oxygen) AMU.  
 
 The fragmentation of patterns of individual molecules is governed by molecular geometry, the 
ionization power, detector sensitivity, and the age and condition of the filament. The 
fragmentation behavior of each molecule is thus governed by  
Hm=∑ αmgSgPg
g
 
Where Hm is the total signal for a given mass number, g denotes the gases present, α is the 
fragmentation constant for the gas at the given mass number, S is the detector sensitivity, and P 
is the partial pressure of the gas. By solving for αmgSg it is possible to deconvolve the mass 
spectrum and solve for the mixture composition. 
 
Because molecular nitrogen and carbon monoxide both display their primary peaks at 28 amu 
and their fragmentation peaks overlap peaks associated with methane at 14 and 16 amu, a 
calibration gas consisting of 15% hydrogen, 15% methane, 60% nitrogen and 10% carbon 
monoxide was ordered. This calibration gas and atmospheric air were used to solve the 
fragmentation patterns and sensitivity coefficients for the QMS 200. After hard capping 
hydrogen at 15% due to back diffusivity issues a matrix of the raw mass spectrometer data for air 
and the calibration gas was solved using least squared regression. The processed data and the 
calibration gas results can be seen below in Table 2.1. The error of the calibration is within the 
mixture uncertainty given by the gas vendor. Some oxygen, argon and carbon dioxide are also 
present due to atmospheric air and ionization chamber background effects. 
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Table 2.1 Mass Spectrometer Fragmentation Calibration Results 
Species Calibration Gas Post-calibration Results 
Hydrogen 15%  15.00% * 
Methane 15% 14.38% 
Nitrogen 60% 58.23% 
Carbon Monoxide 10% 10.84% 
Oxygen  0%   1.38% 
Argon  0%   0.08% 
Carbon Dioxide  0%   0.19% 
 
* hard-capped at 15% due to back diffusivity 
 
Using the calibration results shown above, a MATLAB script was written to read in the mass 
spectrometer output files and process them into moles of species present for each time stamp. 
Coupling the mass spectrometer output to the pressure and temperature readings via the ideal gas 
law yielded the molar composition of the gas, which can then be normalized to the propellant 
sample mass. This code can be found in Appendix C.  
 
 2.2 Absorption Spectroscopy  
While mass spectrometry is a powerful tool for the measurement of a large number of stable gas 
phase decomposition products, the accurate observation species such as water presents a 
challenge due to condensation in the sampling lines. In cases such as the above, absorption 
spectroscopy provides for a more accurate measurement of condensable species. The 
experimental apparatus is depicted in Figures 2.9 and 2.10 and consists of a broadband light 
source, a heated gas cell containing the propellant sample, a Czerny-Turner spectrometer, a 
Hamamatsu 8061 InGaAs detector, and a variety of collimating and focusing optics.  
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Figure 2.9 Absorption Spectrometry setup diagram 
 
Figure 2.10 Experimental setup in 1308 MEL 
Broadband light is provided by an Oriel quartz tungsten halogen lamp, which provides a stable 
source in the visible and near IR spectrum. The source is then collimated and passed through a 
heated gas cell in such a way as to ensure the beam diameter is slightly greater than the internal 
diameter of the gas cell, ensuring the entire cell volume is measured.  
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The cell itself has a path length of 29.21 cm, an internal diameter of 2.54 cm, and is constructed 
of 6061 aluminum with quartz windows on either end. A simple NPT plug allows samples to be 
placed in the cell such that they sit just below the optical path. The cell is also fitted with a valve 
that allows atmospheric pressure to be maintained throughout the test to prevent pressure 
broadening due to the accumulation of gaseous decomposition products and elevated 
temperatures. Heating is achieved using a resistance heater wrap with a maximum operating 
temperature of 482 °C controlled with the same type of control setup as the small scale cookoff 
apparatus. Figure 2.11 shows the configuration of the gas cell ends. 
 
Figure 2.11 Gas cell end detail. Units are inches. 
After passing through the cell the light is focused onto the 25 um entrance slit of the 
spectrometer. The spectrometer itself is a Czerny-Turner type with a focal length of 444 mm. For 
these experiments a gold coated planar ruled reflection grating with 1200 gr/mm and a blaze 
angle of 36.8° was chosen as ideal for the target wavelength of 1135 nm. While NIR water 
absorption is more commonly measured around 1.3 or 1.8 um [24], the absorption features 
around 1135 nm were chosen because of good sensitivity at low temperatures and liquid water’s 
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low absorbance at this wavelength [25]. Avoiding liquid water absorption is important due to the 
condensation on the cell windows.  The features used are noted in Figure 2.12.  
 
Figure 2.12 Absorption features at 1134.4, 1134.7, and 1135.9 nm used during water 
absorption analysis 
In order to obtain quantifiable data a calibration was performed. 0.5 mL of water was placed in 
the gas cell and heated from 25 to 90°C. The partial pressure was then used to create a 
calibration relating integrated intensity to the known density of water. The results of this 
calibration can be seen below in Figure 2.13. The peaks were integrated using OriginPro 2015 
software after fitting the raw data with a cubic polynomial baseline and diving by the curve to 
provide a plot of I/I0. The integration becomes more reliable at higher signal levels, as at low 
signal levels etelon effects are more pronounced.  
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Figure 2.13 Absorption features at 1134.4, 1134.7, and 1135.9 nm used during water 
absorption analysis 
Detection is provided by a Hamamatsu 8061 InGaAs 512 pixel linear image sensor with a pixel 
width of 25 um. The spectrograph paired with the 8061 detector provides a range of roughly 15 
nm with a resolution of 0.029 nm.  Calibration of the spectrometer was accomplished through 
use of a neon lamp with lines at 1139 and 1141 nm.  
 
 2.3 X-ray Computed Tomography 
X-ray computed tomography was carried out in the Imaging Technology Group Microscopy 
Suite in the Beckman Institute. The suite contains two XCT scanners, the Xradia Bio MicroCT 
and the Xradia MicroCT. There is little functional difference between the two scanners aside 
from internal volume, and for the purposes of this research the two units were used 
interchangeably. The MicroCT is pictured in Figure 2.14. Image post processing was done using 
Amira in the Visualization Laboratory in Beckman. 
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Figure 2.14 Xradio MicroCT in the Beckman Institute 
 
The primary challenges of XCT tomography centered on preventing sample deformation during 
scanning and safely scanning degraded propellant. Initial efforts at scanning CMDB utilized a 
spring loaded clamp that had previously been used with AP propellants, but the continued 
pressure of the clamp gradually deformed the sample over the course of the scan. The 
deformation of the sample created the impression of long, fibrous material in the binder. 
 
Sample deformation during scanning was resolved through the use of a pedestal instead. Figure 
2.15 shows a scan where the sample deformed over time, a proper scan of the propellant, and a 
volume rendering of the proper scan showing particles within the binder. The binder appears 
dark gray while the particles are light gray or off-white.  
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Figure 2.15 XCT results showing a scan where the sample shifted (R), a proper scan (C), 
and a volume rendering (L). Resolution is approximately 1 µm/pixel for the XCT scans. 
 
After establishing a working method for obtaining consistent propellant scans it was necessary to 
develop a method to package thermally conditioned propellant to protect the researcher and XCT 
scanner while simultaneously allowing for the collection of data. Safety was a concern due to 
reports of the propellant being sensitized by thermal degradation. The solution adopted consisted 
of an aluminum post and close-fitting LDPE sleeve with volume for the sample.  The aluminum 
post provided a smooth surface for sample placement and clear contrast for orientation during 
XCT alignment, while the LDPE was X-ray transmissive and had good energy absorption 
properties in the event of sample initiation. The two halves were adhered together using epoxy 
and tape prior to each scan. 
 
The samples themselves were prepared by cutting CMDB into cubes with masses of 
approximately 10 mg and thermally degrading them in the small scale cookoff apparatus using 
the heating profiles previously discussed. The sample mass was selected due to safety 
considerations coupled with a desire to capture as much of the sample as possible during 
scanning.  
 2.4 Blast Chamber 
Event violence testing was carried out in a blast chamber located in 1304 MEL. The chamber 
was 36 inches in diameter and 33 inches tall with hemispherical ends. Total volume was 0.49 m
3
 
including access flanges and accompanying plumbing. Instrumentation of the free field pressure 
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wave was provided by two Kulite #XTEL-190A piezoresistive pressure transducers. In order to 
determine the blast wave velocity the gauges were staggered at 0.203 and 0.330 meters from the 
chamber center and 0.137 meters from the chamber floor during the explosively initiated tests. 
The charge height was increased from to 0.254 to 0.308 m due to the increased apparatus size 
between the explosively initiated and cookoff tests. All other parameters were held constant. 
 
In order to test cookoff violence 2 gram samples were confined in Type 1117 steel cases with a 
wall thickness of 0.508 mm. 1117 steel was chosen for the casing because it has properties very 
similar to typical low carbon steel while being easier to machine. The thickness was chosen 
based upon a thin-walled pressure vessel analysis of thicknesses between 3.175 mm and 0.127 
mm. The results of the analysis can be found in Table 1 below. The pressure within the casing 
used during the analysis was based on pressure data from the small cookoff apparatus tests 
scaled to fit a 2 g sample assuming a mean molecular weight of 32 g/mol. Table 2.2 shows the 
results of the analysis. Type 117 steel has a yield strength of 387 MPa.  
Table 2.2 Hoop stress analysis for casing design 
Wall Thickness (mm) 3.175 2.54 1.27 0.508 0.254 0.127 
Hoop Stress (MPa) 20.6 25.0 47.1 113 223 445 
 
A wall thickness of 0.508 mm was selected as a favorable compromise between casing strength, 
machinability, and a desire to minimize the generation of heavy fragments. Figure 2.16 shows a 
technical drawing of the casing. The casings required careful machining in order to fit onto the 
heating apparatus without allowing decomposition gases to leak. The internal diameter of 19.18 
mm was chosen to allow sections of the propellant sample rods to fit without trimming them 
down from their original diameter. The internal height was defined by the propellant density. 
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Figure 2.16 Casing for violence testing. Units are inches. 
Heating was accomplished using a copper block machined to mate with the casing in Figure 2.13 
and a resistive heater band similar to the one used with the small scale cookoff apparatus. As 
with the small scale cookoff apparatus and the gas cell, temperature was controlled using an 
Omega CN7523 and solid state relay. A Type E thermocouple was placed directly under the 
propellant- heating block interface, as seen in Figure 2.17. 
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Figure 2.17 Heating block for violence testing. Units are inches. 
Testing for explosively initiated HMX and RDX samples was also carried out for baseline 
testing. In these tests the heating block was replaced by an identical aluminum piece, except the 
thermocouple hole was drilled through and enlarged to 0.7493 mm to accommodate an RP-80 
detonator.  
 
Data acquisition was accomplished using PicoScope software with an acquisition rate of 10 Mhz 
over a 100 ms period.  For the tests using RP-80 detonators a function generator provided the 
trigger signal to the PicoScope. Pressure data were acquired from 5 ms prior to the event to 95 
ms afterwards. Data acquisition for the cookoff tests was triggered by placing a 30 gauge trip 
wire across the top of the casing. The trip wire was used to complete a circuit with a AA battery 
and a 1 MΩ resistor. Voltage across the resistor was measured and the voltage drop due to the 
trip wire being broken being used to trigger the PicoScope. For the cookoff tests the data 
acquisition window was set from 25 ms prior to the event to 75 ms after in order to capture any 
pressure released during a slow breakout or leak. Test data was then processed using an in-house 
MATLAB code found in Appendix D.  
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CHAPTER 3: RESULTS AND DISCUSSION 
 
The results of the propellant characterization can be broadly divided into four areas: chemical 
decomposition, ignition behavior, void formation and morphology, and violence. The chemical 
decomposition was determined using mass the spectrometry and absorption spectroscopy 
apparatuses discussed previously. Ignition behavior was obtained during a parametric study 
using the small scale cookoff apparatus. Void formation and morphology utilized the XCT 
scanner, and violence characterization was carried out in the blast chamber facilities. 
 
 3.1 Mass Spectrometry and Absorption Spectroscopy  
Mass spectrometry and absorption spectroscopy were carried out in order to characterize CMDB 
propellant under a variety of heating conditions. Mass Spectrometry was carried out on sub-gram 
samples of CMDB under SCO, FCO, and intermediate heating rates to determine the dominant 
stable gas phase decomposition products. Absorption spectroscopy was carried out on CMDB, 
AN, AP, and DB propellants in order to measure the evolution of water vapor during cookoff. 
The CMDB propellant was examined under SCO and FCO conditions, while the AN, AP and 
DB propellants were heated at 2°C/ min as a simple comparison. 
 
 3.1.1 Mass Spectrometry Results 
In total 17 tests were run using samples between 0.2 and 0.7 g in the small cookoff apparatus. 
These tests were split into two sets: Nine parametric ignition tests examine the influence of 
temperature ramp, sample mass, and sample geometry, and 8 general tests under SCO, FCO, 12, 
and 25°C/hr. Tables 3.1 and 3.2 summarize the test matrix for both the parametric and general 
tests. Mass spectra were collected for all tests unless otherwise noted.  
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Table 3.1 General testing matrix. All samples between 0.25 and 0.35g 
Heating Rate (°C/hr) Repeats 
6 2 
12 2 
25 2 
70 2 
 
Table 3.2 Parametric testing matrix. Mass, geometry, heating rate, and decomposition 
product concentration are varied. 
Heating Rate (°C/hr) Approximate Mass (g) Other Notes 
6 0.3  
6 0.3 Cubic sample 
6 0.4  
6 0.7  
6 0.6 Cubic sample 
6 0.4 No Mass Spec 
70 0.2  
70 0.3  
70 0.4  
70 0.4 Cubic Sample 
 
The primary species of interest were determined to be CH4, CO, NO, CO2, N2O, and NO2 based 
on work reported in by Brill and observation of preliminary testing. [21] Typical plots of these 
species versus temperature for each temperature ramp are shown in Figure 3.1 with additional 
data in Appendix A. It be noted that all data presented are processed with the H2 peaks at 1 and 2 
AMU removed due to back streaming in the mass spectrometer. While substantial amounts of 
molecular hydrogen are present following sample ignition, prior to ignition hydrogen levels do 
not exceed those observed from the fragmentation of water molecules present in atmospheric air. 
The presence of condensable species detected by the mass spectrometer, such as H2O, HCN, and 
HNO3, are also not presented due to the likelihood that many of these products condensed in the 
capillary line running from the test apparatus to the mass spectrometer, although these species 
are thought to be important components of any decomposition mechanism [19-21, 28].   
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Figure 3.1 % composition of selected species as a function of temperature. UL is 6°C/hr, 
UR is 12°C/hr, LL is 25°C/hr, and LR is 70°C/hr. All plots use the legend in the LR figure. 
Decomposition trends and relative species concentrations do not vary dramatically with 
temperature ramp. The SCO tests show that all decomposition products appear roughly 40 °C 
sooner in the test than in the FCO case, with the intermediate ramps falling between the two 
extremes. This difference is most likely due to the gradual degradation of the sample at lower 
temperatures over a longer time, as the time from 50 °C to 130 °C in SCO is 13.3 hr while the 
same rise under FCO conditions is only 1.1 hr.  
 
Regardless of temperature ramp conditions, all tests display the same overall trend with N2O 
appearing first, followed by NO2, and then the remaining species. The large quantities of N2O 
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observed were somewhat unexpected, as NO2 is widely viewed as the most likely decomposition 
product during decomposition of both the binder and heterogeneous crystals [21, 22], although 
mechanisms for the decomposition of the heterogeneous crystals further calls for N2O [27, 28]. 
This discrepancy can be attributed to condensed phase and near-surface reactions of the 
decomposition products [21].   
 
More predictably, nitrogen oxides remain the predominant species throughout the decomposition 
process, with CH4, CO, and CO2 appearing in lower concentrations. The carbon containing 
products originate from the hydrocarbon backbones of the molecules in question, which tend to 
break down further along in the cookoff process [21]. Large quantities of solid carbon products 
were also observed in the test apparatus even after complete pyrolyzation of the sample. The 
dominance of nitrogen oxides relative to carbon containing molecules is also  thought to be a 
function of pressure in the system, with higher pressures (above 100 psi) tending to create more 
CO, CO2, and CH4 [21]. The testing conditions used herein seldom exceed 40 – 50 psia, except 
for immediately prior to ignition as discussed in ignition behavior section. It is also of note that 
the relative concentrations during decomposition remain the same regardless of whether the 
sample went to ignition or simply pyrolized.  
 
 3.1.2 Absorption Spectroscopy Results 
Absorption spectroscopy tests were performed on AN, aluminized AP, DB and CMDB 
propellants in accordance with Table 3.3. The CMDB tests were conducted using standard SCO 
and FCO procedures, while the AN, AP and DB propellants were heated to 50°C and held for 
five minutes, followed by heating at 2°C/ min until ignition. 
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Table 3.3 
Propellant Sample Mass 
(g) 
Heating Rate 
(°C/hr) 
Final Temperature 
(°C) 
Ignition  
(yes / no) 
AN 0.365 120 230 Yes 
AP 0.386 120 210 Yes 
DB 0.350 120 172 Yes 
CMDB 0.265 FCO 230 No 
CMDB 0.360 FCO 230 No 
CMDB 0.457 SCO 230 No 
CMDB 0.391 SCO 230 No 
 
Plots of water vapor density versus temperature were created for each test. The results from the 
AN, AP and DB propellant tests are plotted in Figures 3.2 – 3.4.   
 
Figure 3.2 Plot of water vapor density vs. temperature for 0.365 g AN heated at 2°C/min 
until ignition at 230°C. 
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Figure 3.3 Plot of water vapor density vs. temperature for 0.386 g AP heated at 2°C/min 
until ignition at 210°C. 
 
Figure 3.4 Plot of water vapor density vs. temperature for 0.350 g DB heated at 2°C/min 
until ignition at 172°C. 
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As seen in Figures 3.2 – 3.4, all three propellants release water vapor prior to ignition. While AN 
released no measureable amounts of water vapor until 170°C, both the AP and DB propellants 
show an initial rise in water vapor followed by a second increase immediately prior to ignition. 
The low ignition temperature of AP relative to AN was unexpected, but falls within the lower 
edge of observed values [29, 30]. The lower ignition temperature is likely attributable to the 
presence of aluminum, which increases the thermal conductivity of the propellant. Another 
possibility is aging of the propellant, as the sample was originally cast in 1997.  
 
The FCO and SCO tests are presented in Figures 3.5 – 3.8. In the case of SCO tests no data were 
recorded between 50 and 100°C. The decision not to log data was based on the mass 
spectroscopy data showing initial product formation occurring between 120 and 130 °C. The 
drop in water vapor concentration towards the end of testing is due to the cessation of 
decomposition coupled with the venting of the gas cell to maintain atmospheric pressure and 
mitigate condensation on the gas cell windows.  
 
 
Figure 3.5 Plot of water vapor density vs. temperature for 0.265 g CMDB heated at 
70°C/hr until pyrolyzation. 
0
0.02
0.04
0.06
0.08
0.1
25 75 125 175 225
D
e
n
si
ty
 (
kg
/ 
m
3
) 
Temperature (°C) 
1134.4 and 1134.7 nm
1135.9 nm
  33 
 
 
Figure 3.6 Plot of water vapor density vs. temperature for 0.360 g CMDB heated at 
70°C/hr until pyrolyzation. 
 
Figure 3.7 Plot of water vapor density vs. temperature for 0.457 g CMDB heated at 6°C/hr 
until pyrolyzation. 
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Figure 3.8 Plot of water vapor density vs. temperature for 0.391 g CMDB heated at 6°C/hr 
until pyrolyzation. 
The FCO and SCO tests reveal behavior similar to that seen from the mass spectrometry data 
discussed previously. Under FCO conditions water concentration rapidly around 170°C, while 
SCO tests show rises in water concentration around 130°C. The mechanisms related to the 
formation of water vapor are directly related to those discussed previously 
 
 3.2 Ignition Behavior 
During the course of the test matrix outlined in Table 3.1, it was observed that there appeared to 
be a critical mass threshold for sample ignition. This threshold observation led to a parametric 
study of propellant sample mass, geometry, heating rate, and gaseous product confinement 
outlined in Table 3.2. Testing confirmed that samples below 0.2 g do not ignite, even under FCO 
conditions. While the 0.2g FCO threshold confirmed one aspect of sample ignition requirements, 
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alone does not determine whether or not a sample will proceed to ignition during thermal 
degradation. 
 
Following the confirmation of a critical mass threshold for ignition, several SCO tests were run 
with increasing masses in an attempt to identify an SCO ignition mass threshold. This test series 
was halted after 0.7 g without the identification of a mass threshold due to the perceived 
structural limitations of the small cookoff apparatus and the start of larger scale violence testing 
as discussed in section 3.4. Figure 3.9 shows a Go/NoGo plot of all 16 tests. The only tests that 
resulted in ignition were FCO tests above 0.2 g. 
 
Figure 3.9: Heating Rate vs. Mass plot of all tests along with ignition notes. 
Because the SCO tests last significantly longer than FCO tests, it was hypothesized that the 
concentration of gas phase products in the test chamber may be responsible for the difference in 
ignition characteristics across the test regime. This effect was observed by Ali during the testing 
of HMX pellets under very rapid cookoff conditions using a laser pulse. [23]  To examine this 
possibility, a 0.35 g sample was tested under SCO conditions without gas draw off from the mass 
spectrometer. While pressures rose well above those seen in FCO tests prior to sample ignition, 
ignition was not observed. 
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The final parametric test conducted examined the role of sample geometry on ignition 
characteristics. Because the wafer samples have a high surface area-to-volume ratio, it was 
postulated that losses to the environment through the observation window could play a 
substantial roll in arresting hot spot generation and thermal runaway. A cursory 1-dimensional 
heat transfer analysis using mass averaged properties reported by Bayros [10] was carried out 
using the equation below: 
k(T1-T2)
L
=εσ(T2
4-T∞
4) 
Where the thickness was 1 mm and emissivity was estimated to be 0.7. Ambient temperature was 
assumed to be 293 K. The above resulted in a temperature gradient of 2°C across the propellant, 
which, while small, was larger than expected.  
 
To test the influences of geometry on losses, three tests were conducted using cubic samples: 0.4 
g sample under FCO conditions and 0.3 and 0.6 g samples under SCO conditions. While 
adopting a cubic geometry reduced the surface area available for losses through the observation 
window by a factor of 4 (approximately 1 cm
2
 to 0.25 cm
2
 for equivalent masses), the SCO 
samples still did not ignite. Conversely, the cubic FCO sample ignited at 213 °C, which falls 
within the range of previously observed values.  
 
The results of the parametric study strongly suggest that the ignition of subgram-sized MSP 
samples is a function of the heat flux into the sample due to the temperature ramp and, to a lesser 
degree, a function of sample mass. While a sufficiently small sample will not retain enough 
generated heat during decomposition to ignite under isothermal conditions, it is possible to push 
the sample into ignition with a faster temperature ramp. 
 
Plotting  pressure-temperature data of a FCO test that underwent ignition and a SCO test that 
underwent pyrolysis reveal very similar behavior until a threshold around 185 °C, at which point 
the FCO sample goes to ignition while the SCO sample plateaus. A plot of this behavior is 
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shown in Figure 3.10. It should be noted that the SCO pressure drop is due to mass spectrometer 
pumping, and the FCO pressure is cut off as the sample underwent ignition at 206°C.  
 
Figure 3.10 FCO and SCO pressure and temperature plots. Note that temperature and 
time are directly related. 
During two of the FCO tests that resulted in sample ignition, it was possible to capture terminal 
event pressure data. The PicoScope was triggered at 100 psia and acquired pressure data at 
100kHz for 2 s, capturing the final pre-ignition pressure rise, the spike from the ignition event, 
and post-ignition quasi-static pressure. These data are presented in Figure 3.11. Note that one of 
the traces appears saturated at peak pressure due to a PicoScope malfunction, but the event 
duration and quasi-static pressure data remain valid.  
0
5
10
15
20
25
30
35
40
45
100 200 300
P
re
s
s
u
re
 (
p
s
ia
) 
Temperature ( C ) 
0.4 g SCO
test
0.4 g FCO
test
  38 
 
 
Figure 3.11 Terminal event pressure data during FCO 
Propellant ignition appears to be a two-stage process consisting of an initial pressure spike 
followed by a delay and larger event. Using 1 cm as a characteristic length scale gives the tests 
linear speeds of 68 cm/s and 40 cm/s for the 0.398 g and 0.378 g tests, respectively, well below 
the threshold for detonation. Sample deflagration was further confirmed by the violence testing 
presented in section 3.4.  
 
 3.3 Morphology  
CMDB samples in the range of 5-10 mg were heated to temperatures between 80 and 180 °C and 
scanned as described in Chapter 2. Images were collected using a 10x lens, providing 
approximately 2μm resolution. Table 3.4 provides an overview of the testing and observations. 
The original goal of the scans was to obtain qualitative data on void formation during cookoff. 
Difficulties in finding the damage onset point under SCO allowed for a more thorough 
characterization of the CMDB under these conditions.  It was originally suspected that void 
formation would occur in close proximity to initial decomposition product observation as 
outlined in Figure 3.1, but the XCT scans revealed that decomposition product appearance does 
not directly correlate with void formation. 
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Table 3.4 XCT Tests and Notes 
 
Heating 
Rate (°C/hr) 
Final 
Temperature (°C) 
Final / Initial 
Mass (mg) 
Notes 
 
70 
 
 
160 
 
9.5 / 9.0 
(1.06) 
Sample is hardened, voids observed 
 
70 
 
 
160 
 
3.5 / 4.5 
(0.78) 
Sample is hardened, voids observed 
 
25 
 
 
160 
 
4.9 / 6.7 
(0.73) 
Sample is hardened, no voids observed 
 
12 
 
 
160 
 
4.2 / 12 
(0.35) 
Sample is hardened, no voids observed 
 
6 
 
80 
 
4.0 / 4.5 
(0.89) 
Sample is firmer than a pristine sample, 
but not fully hardened. No voids 
observed. 
 
6 
 
 
100 
 
8.4 / 10.1 
(0.83) 
Sample is firmer than 80°C sample, but 
not fully hardened. No voids observed. 
 
6 
 
 
120 
 
2.9 / 3.6 
(0.81) 
Sample is hardened, no voids observed 
 
6 
 
 
160 
 
4.4 / 5.7 
(0.77) 
Sample is hardened, voids observed 
 
6 
 
 
170 
 
5.4 / 7.9 
(0.68) 
Sample is hardened, voids observed. 
Larger than 160°C.  
 
6 
 
 
180 
 
3.9 / 7.2 
(0.55) 
Sample is hardened, voids observed. 
Larger than 170°C.  
 
 
Several images of interest from the XCT scans are presented on the following pages. Figures 
3.12 and 3.13 show a pristine MSP sample together with the second FCO scan (78% of original 
mass). Figures 3.14 – 3.16 show the progression of damage from 160 to 170 °C.  In all cases the 
voids are the result of the chemical degradation of the double base binder rather than the crystals.  
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Figure 3.12  Pristine MSP 
 
 
Figure 3.13 MSP heated to 160 °C under FCO conditions. Final/ Initial mass is 0.78. 
 
  
Figure 3.14 MSP heated to 160°C under SCO conditions. Final/ Initial mass is 0.77. 
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Figure 3.15 MSP heated to 170°C under SCO conditions. Final/ Initial mass is 0.68. 
 
 
Figure 3.16 MSP heated to 180°C under SCO conditions. Final/ Initial mass is 0.54. 
 
As seen above, the samples heated under SCO conditions display a larger number of small voids 
when compared to FCO samples. The darker propellant in Figure 3.13 may further suggest a 
more fundamental change to the propellant, as 180°C roughly corresponds to the first appearance 
of CO during slow cookoff. Also of note is the location of the voids in the sample. Voids tend to 
be concentrated on one end, suggesting the existence of a temperature gradient as suggested in 
3.2 and the possibility of higher heat losses from the top surface than those suggested by a simple 
1-D analysis.  
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If the initial mass reading for the FCO test with a final / initial mass ratio of 1.06 was erroneous, 
it can be argued that the mass loss behavior is similar but void formation changes are sensitive to 
the heating rate. Figure 3.17 shows the mass vs temperature plot under SCO conditions. Mass 
loss accelerates substantially after the first voids appear in the sample, which is consistent with 
previously reported pressure data.  
 
 
Figure 3.17 Final / Initial mass for all SCO scans 
 
 3.4 Violence Testing  
Ten violence tests were carried out: a series of six baseline tests using two tests each of PBXN-9 
(HMX), Detasheet (RDX), and inert PEG samples initiated with RP-80s and four cookoff tests 
using CMDB and the heating apparatus discussed in Chapter 2. Because casing geometry was 
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RDX and CMDB tests with further results available in Appendix B. In both figures blue is the 
closer of the two pressure gauges.  
 
 
 
Figure 3.18 Test RDX-1: 1.52 g of RDX-based Detasheet  
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Figure 3.19 Test FCO-1: 1.62 g of CMDB propellant 
 
As seen in Figures 3.18 and 3.19 the differences in violence between the detonator initiated 
explosives and the cookoff of CMDB is substantial. The CMDB tests all showed pressures on the 
low end of detectability, with even the RP-80 and PEG tests producing noticeably higher signal.  
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Nevertheless, the CMDB did provide sufficient signal for analysis using the code found in 
Appendix D. QSP at arrival is computed by examining the slope of the total pressure trace 
assuming linear growth or decay due to burning or minor leaks in the chamber. Impulse was 
calculated by integration of the initial blast wave as defined by the initial rise and the return to 
ambient pressure. Velocity is obtained by comparing the time of initial rise in both gauges to 
their known distances from the charge. Tables 3.5 and 3.6 summarize the key results. The 
changes in the velocity uncertainty are due to slightly altered charge heights between test runs, 
while the lack of a velocity for HMX-1 is due to equidistant gauge placement. HMX-2 lacks 
impulse data for Channel A due to fragmentation damage to the cable after the initial blast wave. 
Table 3.5 Explosively initiated test results 
 
TEST 
 
Material 
 
Mass (g) 
 
Channel 
 
Avg. 
QSP 
(psig) 
QSP at 
Arrival 
(psig) 
Impulse 
(psi*ms) 
 
Velocity 
(m/s, +- 7.6%) 
 
HMX 
1 
 
PBXN-9 
& RP-80 
 
2.08 
 
A 1.30 1.30 0.623 
N/A 
 
B 1.29 1.27 0.621 
Avg 1.29 1.29 
 HMX 
2 
 
PBXN-9 
& RP-80 
 
2.08 
 
A NA NA NA 
404 
 
B 1.23 1.24 0.549 
Avg NA NA NA 
RDX 
1 
 
RDX 
Detasheet 
& RP-80 
1.52 
 
A 1.38 1.55 0.536 
419 
 
B 1.24 1.26 0.550 
Avg 1.31 1.40 
 RDX 
2 
 
RDX 
Detasheet 
& RP-80 
1.60 
 
A 1.68 1.73 0.607 
472 
 
B 1.67 1.70 0.501 
Avg 1.68 1.72 
 PEG 
1 
 
PEG inert 
& RP-80 
 
1.17 
 
A 0.029 0.038 0.112 
370 
 
B 0.029 0.012 0.099 
Avg 0.029 0.028 
 PEG 
2 
 
PEG inert 
& RP-80 
 
1.09 
 
A 0.042 0.074 0.114 
369 
 
B 0.044 0.070 0.096 
Avg 0.043 0.072 
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Table 3.6 MSP cookoff test results 
 
TEST 
 
Material 
 
Mass (g) 
 
Channel 
 
Avg. 
QSP 
(psig) 
QSP at 
Arrival 
(psig) 
Impulse 
(psi*ms) 
Velocity 
(m/s, +- 9.8%) 
FCO 
1 
 
CMDB 
 
2.19 
 
A 0.024 0.034 0.013 
304 
 
B 0.037 0.044 0.0088 
Avg 0.030 0.039 
 FCO 
2 
 
CMDB 
 
1.69 
 
A 0.085 0.069 0.048 
514 
 
B 0.088 0.077 0.049 
Avg 0.086 0.073 
 SCO 
1 
 
CMDB 
 
1.62 
 
A 0.036 0.036 0.018 
360 
 
B 0.024 0.024 0.0092 
Avg 0.030 0.030 
 SCO 
2 
 
CMDB 
 
1.76 
 
A 0.19 0.017 0.012 
368 
 
B 0.19 0.011 0.0096 
Avg 0.19 0.014 
  
Testing reveals that MSP undergoing cookoff yields a QSP and impulse near than of an RP-80 
detonator (80 mg PETN, 123 mg RDX) with an inert polyethylene glycol load and nowhere near 
that of Detasheet or PBXN-9. Comparison of QSP averaged over the final 40 ms of data 
acquisition to the QSP at arrival shows an expected decline due to losses in the case of the 
explosively initiated tests, but shows a pressure increase in three of the four cookoff tests. These 
results imply that some portion of the CMDB continues to burn following case rupture, 
suggesting a deflagration consistent with the pressure data obtained using the small scale cookoff 
apparatus.  
 
Examination of the casing remnants following cookoff further highlights the differences between 
cookoff and explosive initiation of energetic materials. In three of the four cookoff tests the 
casing top broke off in one solid piece and was recovered from the chamber post-test. In of SCO-
1 the casing additionally showed crystals left over from the propellant decomposition process, as 
seen in Figure 3.20.  
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Figure 3.20 Expended SCO casing showing the tripwire and leftover crystals. 
 
Similar crystals were also observed on the propellant face starting around 170°C during 
preparation of the XCT samples and during propellant melting using the Adimec 1000m and a 5x 
lens, as seen in Figure 3.21. Further optical investigation of the evolution of the crystals from the 
binder was not possible due to condensation on the test apparatus window. 
 
Figure 3.21 Crystals protruding from the left edge of a propellant wafer during FCO under 
a 5x lens 
The presence of intact crystals on the casing following cookoff suggests incomplete combustion 
and/ or rapid extinguishment of the propellant after breakout from the casing. Rapid 
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depressurization is a proven method for extinguishing propellant grains. Crystals were not 
observed following FCO tests in the small cookoff apparatus, and this may be attributable to the 
elevated pressures within the chamber during the run up to ignition. Unlike in the small cookoff 
apparatus, the propellant contained within the casing is immediately exposed to atmospheric 
pressure following the initial breakout event. 
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CHAPTER 4: CONCLUSIONS AND RECOMMENDATIONS 
 
The work presented here provides an extensive picture of the basic chemo-thermo-mechanical 
properties of a CMDB propellant undergoing cookoff. Violence and water vapor creation were 
also measured in similar materials for comparison. The instrumentation and methodology 
implemented in this effort can be applied to most solid energetics without more than cursory 
modification. 
 
 4.1 Conclusions 
Mass spectrometry revealed that oxides of nitrogen are the first decomposition products detected 
and remain dominant throughout the cookoff process under all conditions tested. The presence 
and persistence of NO2, N2O, and NO were expected given the chemical composition of the 
CMDB propellant. The temperature at which detectable levels of decomposition products are 
created was found to be dependent on heating rate, varying between 130 and 170 °C between 
FCO and SCO conditions. Spectroscopic measurement of water vapor revealed similar trends, 
with rapid increases in water vapor density occurring in the vicinity of 130 and 170 °C for SCO 
and FCO tests respectively.  
 
Morphological examination of the propellant through XCT revealed void formation occurring 
around 160°C regardless of heating rate. The fact that void formation and detection of 
decomposition products did not align was surprising, especially because mass loss after heating 
to only 80°C. The size and number of voids were found to depend on heating rate, with SCO 
conditions yielding numerous, small voids whereas FCO yields a smaller number of large voids. 
In both cases the voids tended to form along one face of the sample, suggesting the existence of a 
temperature gradient. Anecdotal mass loss data suggests that while void morphology is a 
function of heating rate within the tested regimes, mass loss is not. The preparation of samples 
for XCT scanning also allowed for the qualitative examination of mechanical properties as a 
function of heating, with samples hardening with increasing temperatures. 
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Violence testing compared confined CMDB undergoing cookoff to HMX and RDX based 
explosives and found CMDB to have drastically lower initial impulse and QSP when compared 
to RDX and HMX. The presence of  crystalline propellant within the casing remnants following 
testing suggests incomplete combustion following ignition. Comparison with the picoScope 
pressure plots from the small scale test apparatus may suggest that the initial ignition of the 
propellant ruptures the case and scatters the remaining material without igniting it, though this 
cannot be verified without further testing. 
 
Propellant ignition behavior was found to be a function of sample mass and heating rate, with 
some evidence for pressure dependence as well. Samples below 0.2 g in the small scale cookoff 
apparatus did not ignite under FCO conditions, and no samples were observed to ignite under 
SCO conditions until violence testing with 1.6 g samples under confinement. Two factors are 
thought to explain this phenomenon: 1) heat losses to the environment from the sample are larger 
relative to sample mass for sub gram samples, and 2) without close confinement flammable 
decomposition products are unlikely to support flame propagation.  
 
 4.2 Recommendations 
Several improvements to current facilities and new areas of research using the existing systems 
are suggested. In order to better understand the temperature profile of the propellant during 
cookoff, an infrared camera could be used to look for hotspot formation and temperature 
variations immediately prior to ignition. The research group has several camera cores that would 
be suitable for this if coupled with IR transmissive optics.  
 
Casing behavior during the terminal stages of violence testing cookoff could be observed using 
shadowgraph imaging techniques such as those used by Hargather and Settles. [31] 
Retroreflective shadowgraph imaging was attempted as part of this research but were 
unsuccessful. Further efforts along these lines would yield more insight into the breakout and 
combustion of the casing during cookoff.  
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The detection of decomposition products can be improved through the use of a universal gas 
analyzer (UGA). While the addition of a second diaphragm pump cut reduced hydrogen 
recirculation a purpose built platform would have improved performance. Increased inlet 
pressures and self-cleaning abilities would also reduce the danger inherent in attaching the 
instrument to the small scale cookoff apparatus. 
 
The detection of condensable decomposition species can be continued using the existing 
apparatus. One species of particular interest is HONO due to its potential role in the formation of 
NO2 and N2O. HONO has absorption bands in both the near infrared and ultraviolet.  
 
The list of solid propellants the techniques and apparatuses discussed herein could be applied to 
is only limited by the ability to obtain high quality samples for testing. Ideal candidates for 
examination are new systems, such as the minimum smoke propellant CL-20, and difficult to 
obtain aged samples. The composite propellant examined using the absorption spectroscopy 
apparatus is an ideal candidate for examination because it has been aged in storage since 1997 
and a new propellant of the same formulation could be prepared relatively easily. Propellants that 
have been aged under natural storage conditions rather than simulated ones are relatively rare 
and a subject of some interest.  
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APPENDIX A: ADDITIONAL MASS SPECTROMETRY PLOTS 
 
Provided below are several additional mass spectrometry plots. Test conditions are noted in each 
caption. 
 
Figure A-1 SCO of 0.277g CMDB wit early test termination. Discontinuity at 110°C is 
likely due to a valve suddenly opening.  
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Figure A-2 6°C/hr heating of 0.4 g CMDB without ignition 
 
Figure A-3 6°C/hr heating of 0.7 g CMDB without ignition 
0.00
10.00
20.00
30.00
40.00
50.00
60.00
100 150 200
%
 C
o
m
p
o
si
ti
o
n
 
Temperature ( C) 
CH4
CO
CO2
NO
NO2
N2O
0.00
10.00
20.00
30.00
40.00
50.00
60.00
100 150 200
%
 C
o
m
p
o
si
ti
o
n
 
Temperature ( C) 
CH4
CO
CO2
NO
NO2
N2O
  57 
 
 
Figure A-4 12°C/hr heating of 0.389 g CMDB without ignition 
 
Figure A-5 25°C/hr heating of 0.375 g CMDB without ignition 
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Figure A-6 25°C/hr heating of 0.408 g CMDB without ignition 
 
Figure A-7 70°C/hr heating of 0.3 g CMDB with ignition 
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Figure A-8 70°C/hr heating of 0.4 g CMDB with ignition 
 
Figure A-9 70°C/hr heating of 0.4 g CMDB with ignition (2
nd
 test) 
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Figure A-10 70°C/hr heating of 0.378 g CMDB with ignition 
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APPENDIX B: ADDITIONAL BLAST CHAMBER PLOTS 
 
Provided below are several additional pressure traces from the blast chamber testing. Test 
conditions are noted in each caption. For all plots blue is channel A and red is channel B.  These 
plots are the raw transducer signal converted to pressure using pre-test calibrations. The results 
presented in Chapter 3 included some post processing using the code found in Appendix D, the 
most notable of which is baseline zeroing due to amplifier drift. 
 
 
Figure B-1 2.08 g  PBXN-9 initiated w/ RP-80. Both gauges are 0.292 m from the chamber 
center and 0.137 m from the chamber floor. Charge height is 0.254 m 
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Figure B-2 2.08 g  PBXN-9 initiated w/ RP-80. Gauges A and B are 0.203 m and 0.330 m 
respectively from the chamber center and 0.137 m from the chamber floor. Charge height 
is 0.254 m.  Fragments damaged the cable running to Gauge A after the initial blast. 
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Figure B-3 1.52 g  RDX Detasheet initiated w/ RP-80. Gauges A and B are 0.203 m and 
0.330 m respectively from the chamber center and 0.137 m from the chamber floor. Charge 
height is 0.254 m.   
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Figure B-4 1.60 g  RDX Detasheet initiated w/ RP-80. Gauges A and B are 0.203 m and 
0.330 m respectively from the chamber center and 0.137 m from the chamber floor. Charge 
height is 0.254 m.   
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Figure B-5 1.16 g  PEG  (inert) initiated w/ RP-80. Gauges A and B are 0.203 m and 0.330 
m respectively from the chamber center and 0.137 m from the chamber floor. Charge 
height is 0.254 m.   
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Figure B-6 1.09 g  PEG  (inert) initiated w/ RP-80. Gauges A and B are 0.203 m and 0.330 
m respectively from the chamber center and 0.137 m from the chamber floor. Charge 
height is 0.254 m.   
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Figure B-7 2.19 g CMDB initiated under FCO conditions. Gauges A and B are 0.203 m and 
0.330 m respectively from the chamber center and 0.137 m from the chamber floor. Charge 
height is 0.308 m.  Ignition temperature was approximately 185°C. 
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Figure B-8 1.69 g CMDB initiated under FCO conditions. Gauges A and B are 0.203 m and 
0.330 m respectively from the chamber center and 0.137 m from the chamber floor. Charge 
height is 0.308 m.  Ignition temperature was approximately 181°C. 
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Figure B-9 1.62 g CMDB initiated under SCO conditions. Gauges A and B are 0.203 m and 
0.330 m respectively from the chamber center and 0.137 m from the chamber floor. Charge 
height is 0.308 m.  Ignition temperature was not noted. 
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Figure B-10 1.76 g CMDB initiated under SCO conditions. Gauges A and B are 0.203 m 
and 0.330 m respectively from the chamber center and 0.137 m from the chamber floor. 
Charge height is 0.308 m.  Ignition temperature was not noted. 
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APPENDIX C: MASS SPECTRA PROCESSING CODES 
 
The MATLAB codes in this appendix were developed by an undergraduate assistant, John 
Baader, under the direction of the author. The code imports pressure, temperature, and mass 
spectrometer data and converts it into % composition and mole data that can be plotted against 
temperature, pressure, or time. All files are imported as tab delimited text files. 
 
SoE_Main.m – calls all other functions and solves for species composition 
function [] = SoE_Main(func,PressureFile,TempFile,del) 
%% Imports data file given a name "func" 
if del == 0 
    
[DATE1,TIME,AMU1,AMU2,AMU12,AMU13,AMU14,AMU15,AMU16,AMU17,AMU18,AMU19,
AMU20,AMU22,AMU26,AMU27,AMU28,AMU29,AMU30,AMU31,AMU32,AMU36,AMU38,AMU4
0,AMU44,AMU45,AMU46,AMU47] = importfiletab(func, 1, inf); 
%data(row,column) to acess data cell data{row,column} to access the 
actual value 
end 
 
if del == 1 
    
[DATE1,TIME,AMU1,AMU2,AMU12,AMU13,AMU14,AMU15,AMU16,AMU17,AMU18,AMU19,
AMU20,AMU22,AMU26,AMU27,AMU28,AMU29,AMU30,AMU31,AMU32,AMU36,AMU38,AMU4
0,AMU44,AMU45,AMU46,AMU47] = importfilecomma(func, 1, inf); 
end 
 
if (del~=0)&&(del ~= 1) 
    disp(' ') 
    disp('**ERROR**') 
    disp(' ') 
    disp('Invalid delimiter option for SoE_Main(func,del)') 
    disp(' ') 
    disp('choose del = 0 (tab delimited), or 1 (comma delimited)') 
    disp(' ') 
    disp('Example: for tab delimited data, input SoE_Main(func,0), 
where func is the local address to the data text file') 
    disp(' ') 
    disp('If tab delimited does not work try comma delimited') 
    disp(' ') 
     
    return 
end 
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%% Find the AMU percentage portion of the data, this occurs at the 
index after which 'TIME' is seen twice in the TIME string array 
row = 1; 
hold = 0; 
while hold ~= 2 
    if strcmp(TIME(row),'TIME') == 1 
        hold = hold + 1; 
    end 
    row = row+1; 
end 
 
temprow = row; 
finish = size(TIME); 
finish = finish(1); 
 
placeholder = row - 1; 
 
%% Writes everything to a data file with the total compositions of 
each component 
while finish + 1 ~= row 
  % Calculates the peak of all nesscary AMU's given a certian data 
file 
  
[peak1,peak2,peak12,peak13,peak14,peak15,peak16,peak17,peak18,peak19,p
eak20,peak22,peak26,peak27,peak28,peak29,peak30,peak31,peak32,peak36,p
eak38,peak40,peak44,peak45,peak46,peak47] = 
Peakevaluator(AMU1,AMU2,AMU12,AMU13,AMU14,AMU15,AMU16,AMU17,AMU18,AMU1
9,AMU20,AMU22,AMU26,AMU27,AMU28,AMU29,AMU30,AMU31,AMU32,AMU36,AMU38,AM
U40,AMU44,AMU45,AMU46,AMU47,row);  
   
  % Solves a system of equations that solves for gas composition 
taking 
  % into account fragmentation peaks of each species 
  [O2,N2,H2,H2O,CH4,CO,CO2,NO,NO2,HCN,AR,N2O] = 
SystemofEquations(peak1,peak2,peak12,peak13,peak14,peak15,peak16,peak1
7,peak18,peak19,peak20,peak22,peak26,peak27,peak28,peak29,peak30,peak3
1,peak32,peak36,peak38,peak40,peak44,peak45,peak46,peak47); 
   
  % Puts Data into Arrays 
  O2Total(row - placeholder) = O2; 
  N2Total(row - placeholder) = N2; 
  H2Total(row - placeholder) = H2; 
  H2OTotal(row - placeholder) = H2O; 
  CH4Total(row - placeholder) = CH4; 
  COTotal(row - placeholder) = CO; 
  CO2Total(row - placeholder) = CO2; 
  NOTotal(row - placeholder) = NO; 
  NO2Total(row - placeholder) = NO2; 
  HCNTotal(row - placeholder) = HCN; 
  ARTotal(row - placeholder) = AR; 
  N2OTotal(row - placeholder) = N2O; 
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  DATETotal(row - placeholder) = DATE1(row); 
  TIMETotal(row - placeholder) = TIME(row); 
   
  % Steps forward in the array 
  row = row + 1; 
end 
 
%% Import Time data in a different format which can be used to 
interpolate values 
if del == 1 %if tab delimated 
    TIMEstep = importTIMEcomma(func, 1, inf); 
end 
 
if del == 0 %if tab delimated 
    TIMEstep = importTIMEtab(func,1,inf); 
end 
 
     
%% Import Pressure data and Temperature data 
[TIMEPressure,Pressure] = importPressure(PressureFile,1,inf); 
%space/tab delimited call ***Units are PSIG*** 
     
[TIMETemp,Temperature] = importTemp(TempFile,1,inf); %space/tab 
delimited call ***Units are Celsius*** 
 
%% Step through each time in the AMU data and calculate Ptotal and T 
for that specific time 
 
row = temprow; %reset row to original value 
while row ~= finish + 1 
    [PTemp, TTemp] = 
findPandT(TIMEstep(row),TIMETemp,Pressure,Temperature); 
  
    P(row-placeholder) = PTemp; 
    T(row-placeholder) = TTemp; 
     
    row = row + 1; 
end 
 
P=P'; 
T=T'; 
 
 
%% Writes the composition file 
 
FileID = fopen('Output.txt','w'); 
 
rowfinish = size(TIMETotal); 
rowfinish = rowfinish(2); 
 
fprintf(FileID,'%-
s\t%s\t%s\t%s\t%s\t%s\t%s\t%s\t%s\t%s\t%s\t%s\t%s\t%s\t%s\t%s\n','DATE
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','TIME','Pressure(PSIG)','Temperature(C)','O2Total','N2Total','H2Tota
l','H2OTotal','CH4Total','COTotal','CO2Total','NOTotal','NO2Total','HC
NTotal','ARTotal','N2OTotal'); 
 
for rowholder = 1:rowfinish 
fprintf(FileID,'%-
s\t%s\t%1.4f\t%1.4f\t%1.4f\t%1.4f\t%1.4f\t%1.4f\t%1.4f\t%1.4f\t%1.4f\t
%1.4f\t%1.4f\t%1.4f\t%1.4f\t%1.4f\t\n',DATETotal{rowholder},TIMETotal{
rowholder},P(rowholder),T(rowholder),O2Total(rowholder), 
N2Total(rowholder), H2Total(rowholder), H2OTotal(rowholder), 
CH4Total(rowholder), COTotal(rowholder), CO2Total(rowholder), 
NOTotal(rowholder), NO2Total(rowholder), HCNTotal(rowholder), 
ARTotal(rowholder), N2OTotal(rowholder)); 
end 
 
fclose(FileID); 
 
 
%% The following section Converts %AMU into moles for a second output 
file 
 
 
%% remodify composition output to make it out of 100...all comparable 
to itself 
row = temprow; 
%add all positive components together to form species total 
%species is ignored if composition is determined to be negative 
while finish + 1 ~= row 
   total = 0; 
  
   if O2Total(row-placeholder) >= 0 
       total = total + O2Total(row-placeholder); 
   end 
    
   if N2Total(row-placeholder) >= 0 
       total = total + N2Total(row-placeholder); 
   end 
    
   if H2Total(row-placeholder) >= 0 
       total = total + H2Total(row-placeholder); 
   end 
    
   if H2OTotal(row-placeholder) >= 0 
       total = total + H2OTotal(row-placeholder); 
   end 
    
   if CH4Total(row-placeholder) >= 0 
       total = total + CH4Total(row-placeholder); 
   end 
    
   if COTotal(row-placeholder) >= 0 
       total = total + COTotal(row-placeholder); 
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   end 
    
   if CO2Total(row-placeholder) >= 0 
       total = total + CO2Total(row-placeholder); 
   end 
    
   if NOTotal(row-placeholder) >= 0 
       total = total + NOTotal(row-placeholder); 
   end 
    
   if NO2Total(row-placeholder) >= 0 
       total = total + NO2Total(row-placeholder); 
   end 
    
   if HCNTotal(row-placeholder) >= 0 
       total = total + HCNTotal(row-placeholder); 
   end 
    
   if ARTotal(row-placeholder) >= 0 
       total = total + ARTotal(row-placeholder); 
   end 
    
   if N2OTotal(row-placeholder) >= 0 
       total = total + N2OTotal(row-placeholder); 
   end 
   
   %create new modified vectors which will have a summed composition 
of 
   %100% relative to one another 
    
   index = row-placeholder; %placeholder is used to reset the index to 
1 at the start since 'row' is a large number due to the blank spaces  
    
   O2mod(index) = O2Total(index)/total; 
   N2mod(index) = N2Total(index)/total; 
   H2mod(index) = H2Total(index)/total; 
   H2Omod(index) = H2OTotal(index)/total; 
   CH4mod(index) = CH4Total(index)/total; 
   COmod(index) = COTotal(index)/total; 
   CO2mod(index) = CO2Total(index)/total; 
   NOmod(index) = NOTotal(index)/total; 
   NO2mod(index) = NO2Total(index)/total; 
   HCNmod(index) = HCNTotal(index)/total; 
   ARmod(index) = ARTotal(index)/total; 
   N2Omod(index) = N2OTotal(index)/total; 
    
   row = row + 1; 
     
end 
 
%% calculate moles 
row = temprow; 
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while finish + 1 ~= row 
     
  % Calculates moles present and splits it by the percentage 
composition 
  % calculated earlier 
  MO2Total(row - placeholder) = findmoles(row-
placeholder,P,T,O2mod(row-placeholder)); 
  MN2Total(row - placeholder) = findmoles(row-
placeholder,P,T,N2mod(row-placeholder)); 
  MH2Total(row - placeholder) = findmoles(row-
placeholder,P,T,H2mod(row-placeholder)); 
  MH2OTotal(row - placeholder) = findmoles(row-
placeholder,P,T,H2Omod(row-placeholder)); 
  MCH4Total(row - placeholder) = findmoles(row-
placeholder,P,T,CH4mod(row-placeholder)); 
  MCOTotal(row - placeholder) = findmoles(row-
placeholder,P,T,COmod(row-placeholder)); 
  MCO2Total(row - placeholder) = findmoles(row-
placeholder,P,T,CO2mod(row-placeholder)); 
  MNOTotal(row - placeholder) = findmoles(row-
placeholder,P,T,NOmod(row-placeholder)); 
  MNO2Total(row - placeholder) = findmoles(row-
placeholder,P,T,NO2mod(row-placeholder)); 
  MHCNTotal(row - placeholder) = findmoles(row-
placeholder,P,T,HCNmod(row-placeholder)); 
  MARTotal(row - placeholder) = findmoles(row-
placeholder,P,T,ARmod(row-placeholder)); 
  MN2OTotal(row - placeholder) = findmoles(row-
placeholder,P,T,N2Omod(row-placeholder)); 
   
  % Steps forward in the array 
  row = row + 1; 
end 
 
%% Print mole file (accuracy on the decimal places for the moles 
output is to be determined) 
FileID = fopen('Moles_Output.txt','w'); 
 
rowfinish = size(TIMETotal); 
rowfinish = rowfinish(2); 
 
fprintf(FileID,'%-
s\t%s\t%s\t%s\t%s\t%s\t%s\t%s\t%s\t%s\t%s\t%s\t%s\t%s\t%s\t%s\n','DATE
','TIME','Pressure(PSIG)','Temperature(C)','O2Moles','N2Moles','H2Mole
s','H2OMoles','CH4Moles','COMoles','CO2Moles','NOMoles','NO2Moles','HC
NMoles','ARMoles','N2OMoles'); 
 
for rowholder = 1:rowfinish 
fprintf(FileID,'%-
s\t%s\t%1.5f\t%1.5f\t%1.5f\t%1.5f\t%1.5f\t%1.5f\t%1.5f\t%1.5f\t%1.5f\t
%1.5f\t%1.5f\t%1.5f\t%1.5f\t%1.5f\t\n',DATETotal{rowholder},TIMETotal{
rowholder},P(rowholder),T(rowholder),MO2Total(rowholder), 
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MN2Total(rowholder), MH2Total(rowholder), MH2OTotal(rowholder), 
MCH4Total(rowholder), MCOTotal(rowholder), MCO2Total(rowholder), 
MNOTotal(rowholder), MNO2Total(rowholder), MHCNTotal(rowholder), 
MARTotal(rowholder), MN2OTotal(rowholder)); 
end 
 
fclose(FileID); 
 
 
end 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  78 
 
SoE.m – System of equations determined using the calibration gas and NIST data. 
 
function [O2,N2,H2,H2O,CH4,CO,CO2,NO,NO2,HCN,AR,N2O] = 
SystemofEquations(peak1,peak2,peak12,peak13,peak14,peak15,peak16,peak1
7,peak18,peak19,peak20,peak22,peak26,peak27,peak28,peak29,peak30,peak3
1,peak32,peak36,peak38,peak40,peak44,peak45,peak46,peak47) 
%% Vector intilization 
%   http://webbook.nist.gov/chemistry/form-ser.html 
%   rounded up to nearest thousandths place 
%                             
 
%Below is the calibrated fragmentation matrix based on NIST data and 
%testing with a calibration gas and air scans 
% %[    O2      N2      H2      H2O     CH4     CO      CO2     AR ]   
CalNi =[0       0       0.2167  0       0       0       0       0;      
%peak1 
        0       0       1.5380  0       0       0       0       0;      
%peak2 
        0       0       0       0       0.0171  0.0114  0.2519  0;      
%peak12 
        0       0       0       0       0.1053  0       0       0;      
%peak13 
        0       0.0465  0       0       0.1412  0       0       0;      
%peak14 
        0       0       0       0       0.5327  0       0       0;      
%peak15 
        0.0514  0       0       0.0690  0.2612  0.1742  0.0001  0;      
%peak16 
        0       0       0       0.1620  0.0353  0       0       0;      
%peak17 
        0       0       0       0.7630  0       0       0       0;      
%peak18 
        0       0       0       0.0040  0       0       0       0;      
%peak19 
        0       0       0       0.0020  0       0       0       
0.1183; %peak20 
        0       0.4361  0       0       0       0.0727  836.972 0;      
%peak28 
        0.6410  0       0       0       0       0       0       0;      
%peak32 
        0       0       0       0       0       0       0       
0.8495; %peak40 
        0       0       0       0       0       0       3.2746  0];     
%peak44 
     
     
     
Peaks1 = [ 
    peak1; 
    peak2; 
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    peak12; 
    peak13; 
    peak14; 
    peak15; 
    peak16; 
    peak17; 
    peak18; 
    peak19; 
    peak20; 
    peak28; 
    peak32; 
    peak40; 
    peak44 
]; 
 
 
Composition = CalNi\Peaks1; 
 
 
O2 = Composition(1); 
N2 = Composition(2); 
H2 = Composition(3); 
H2O = Composition(4); 
CH4 = Composition(5); 
CO = Composition(6); 
CO2 = Composition(7); 
AR = Composition(8); 
 
%These gasses were not present in the air scan or calibration gas and 
were 
%calculated via their most prominent fragmentation peak. 
NO = peak30/0.893; 
NO2 = peak30/0.592; 
HCN = peak27/0.792; 
N2O = peak44/0.622; 
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importTemp.m – imports temperature files 
function [VarName2,VarName4] = importfile(filename, startRow, endRow) 
%IMPORTFILE Import numeric data from a text file as column vectors. 
%   [VARNAME2,VARNAME3,VARNAME4] = IMPORTFILE(FILENAME) Reads data 
from 
%   text file FILENAME for the default selection. 
% 
%   [VARNAME2,VARNAME3,VARNAME4] = IMPORTFILE(FILENAME, STARTROW, 
ENDROW) 
%   Reads data from rows STARTROW through ENDROW of text file 
FILENAME. 
% 
% Example: 
%   [VarName2,VarName3,VarName4] = importfile('6C1_Temp.txt',1, 
154723); 
% 
%    See also TEXTSCAN. 
 
% Auto-generated by MATLAB on 2014/06/25 15:23:54 
 
%% Initialize variables. 
delimiter = {'\t',' '}; 
if nargin<=2 
    startRow = 1; 
    endRow = inf; 
end 
 
%% Format string for each line of text: 
%   column2: date strings (%s) 
% column3: double (%f) 
%   column4: double (%f) 
% For more information, see the TEXTSCAN documentation. 
formatSpec = '%*s%s%f%f%*s%[^\n\r]'; 
 
%% Open the text file. 
fileID = fopen(filename,'r'); 
 
%% Read columns of data according to format string. 
% This call is based on the structure of the file used to generate 
this 
% code. If an error occurs for a different file, try regenerating the 
code 
% from the Import Tool. 
dataArray = textscan(fileID, formatSpec, endRow(1)-startRow(1)+1, 
'Delimiter', delimiter, 'EmptyValue' ,NaN,'HeaderLines', startRow(1)-
1, 'ReturnOnError', false); 
for block=2:length(startRow) 
    frewind(fileID); 
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    dataArrayBlock = textscan(fileID, formatSpec, endRow(block)-
startRow(block)+1, 'Delimiter', delimiter, 'EmptyValue' 
,NaN,'HeaderLines', startRow(block)-1, 'ReturnOnError', false); 
    for col=1:length(dataArray) 
        dataArray{col} = [dataArray{col};dataArrayBlock{col}]; 
    end 
end 
 
%% Close the text file. 
fclose(fileID); 
 
%% Post processing for unimportable data. 
% No unimportable data rules were applied during the import, so no 
post 
% processing code is included. To generate code which works for 
% unimportable data, select unimportable cells in a file and 
regenerate the 
% script. 
 
%% Convert the contents of column with dates to serial date numbers 
using date format string (datenum). 
dataArray{1} = datenum(dataArray{1}, 'HH:MM:SS'); 
 
%% Allocate imported array to column variable names 
VarName2 = dataArray{:, 1}; 
VarName3 = dataArray{:, 2}; 
VarName4 = dataArray{:, 3}; 
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importPressure.m – imports pressure files 
function [VarName2,VarName4] = importPressure(filename, startRow, 
endRow) 
%IMPORTFILE Import numeric data from a text file as column vectors. 
%   [VARNAME2,VARNAME3,VARNAME4] = IMPORTFILE(FILENAME) Reads data 
from 
%   text file FILENAME for the default selection. 
% 
%   [VARNAME2,VARNAME3,VARNAME4] = IMPORTFILE(FILENAME, STARTROW, 
ENDROW) 
%   Reads data from rows STARTROW through ENDROW of text file 
FILENAME. 
% 
% Example: 
%   [VarName2,VarName3,VarName4] = 
importfile('Pressure70C1_5_7_14.txt',1, 
%   17638); 
% 
%    See also TEXTSCAN. 
 
% Auto-generated by MATLAB on 2014/06/06 14:21:25 
 
%% Initialize variables. 
delimiter = {'\t',' '}; 
if nargin<=2 
    startRow = 1; 
    endRow = inf; 
end 
 
%% Format string for each line of text: 
%   column2: date strings (%s) 
% column3: double (%f) 
%   column4: double (%f) 
% For more information, see the TEXTSCAN documentation. 
formatSpec = '%*s%s%f%f%[^\n\r]'; 
 
%% Open the text file. 
fileID = fopen(filename,'r'); 
 
%% Read columns of data according to format string. 
% This call is based on the structure of the file used to generate 
this 
% code. If an error occurs for a different file, try regenerating the 
code 
% from the Import Tool. 
dataArray = textscan(fileID, formatSpec, endRow(1)-startRow(1)+1, 
'Delimiter', delimiter, 'EmptyValue' ,NaN,'HeaderLines', startRow(1)-
1, 'ReturnOnError', false); 
for block=2:length(startRow) 
    frewind(fileID); 
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    dataArrayBlock = textscan(fileID, formatSpec, endRow(block)-
startRow(block)+1, 'Delimiter', delimiter, 'EmptyValue' 
,NaN,'HeaderLines', startRow(block)-1, 'ReturnOnError', false); 
    for col=1:length(dataArray) 
        dataArray{col} = [dataArray{col};dataArrayBlock{col}]; 
    end 
end 
 
%% Close the text file. 
fclose(fileID); 
 
%% Post processing for unimportable data. 
% No unimportable data rules were applied during the import, so no 
post 
% processing code is included. To generate code which works for 
% unimportable data, select unimportable cells in a file and 
regenerate the 
% script. 
 
%% Convert the contents of column with dates to serial date numbers 
using date format string (datenum). 
dataArray{1} = datenum(dataArray{1}, 'HH:MM:SS'); 
 
%% Allocate imported array to column variable names 
VarName2 = dataArray{:, 1}; 
VarName3 = dataArray{:, 2}; 
VarName4 = dataArray{:, 3}; 
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importTIMEtab.m – imports time stamps 
function TIME = importTIME(filename, startRow, endRow) 
%IMPORTFILE Import numeric data from a text file as column vectors. 
%   TIME = IMPORTFILE(FILENAME) Reads data from text file FILENAME for 
the 
%   default selection. 
% 
%   TIME = IMPORTFILE(FILENAME, STARTROW, ENDROW) Reads data from rows 
%   STARTROW through ENDROW of text file FILENAME. 
% 
% Example: 
%   TIME = importfile('C70_5_7_14_Test_Out.txt',1, 505); 
% 
%    See also TEXTSCAN. 
 
% Auto-generated by MATLAB on 2014/06/06 12:44:52 
 
%% Initialize variables. 
delimiter = '\t'; 
if nargin<=2 
    startRow = 1; 
    endRow = inf; 
end 
 
%% Read columns of data as strings: 
% For more information, see the TEXTSCAN documentation. 
formatSpec = '%*s%s%[^\n\r]'; 
 
%% Open the text file. 
fileID = fopen(filename,'r'); 
 
%% Read columns of data according to format string. 
% This call is based on the structure of the file used to generate 
this 
% code. If an error occurs for a different file, try regenerating the 
code 
% from the Import Tool. 
dataArray = textscan(fileID, formatSpec, endRow(1)-startRow(1)+1, 
'Delimiter', delimiter, 'HeaderLines', startRow(1)-1, 'ReturnOnError', 
false); 
for block=2:length(startRow) 
    frewind(fileID); 
    dataArrayBlock = textscan(fileID, formatSpec, endRow(block)-
startRow(block)+1, 'Delimiter', delimiter, 'HeaderLines', 
startRow(block)-1, 'ReturnOnError', false); 
    dataArray{1} = [dataArray{1};dataArrayBlock{1}]; 
end 
 
%% Close the text file. 
fclose(fileID); 
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%% Convert the contents of columns containing numeric strings to 
numbers. 
% Replace non-numeric strings with NaN. 
raw = repmat({''},length(dataArray{1}),length(dataArray)-1); 
for col=1:length(dataArray)-1 
    raw(1:length(dataArray{col}),col) = dataArray{col}; 
end 
numericData = NaN(size(dataArray{1},1),size(dataArray,2)); 
 
% Convert the contents of column with dates to serial date numbers 
using 
% date format string (datenum). 
for row=1:length(dataArray{1}) 
    try 
        numericData(row, 1) = datenum(dataArray{1}{row}, 'HH:MM:SS'); 
        raw{row, 1} = numericData(row, 1); 
    catch me 
    end 
end 
 
 
%% Replace non-numeric cells with NaN 
R = cellfun(@(x) ~isnumeric(x) && ~islogical(x),raw); % Find non-
numeric cells 
raw(R) = {NaN}; % Replace non-numeric cells 
 
%% Allocate imported array to column variable names 
TIME = cell2mat(raw(:, 1)); 
 
 
 
 
 
 
 
 
 
  86 
 
findPandT.m – Averages pressure and temperature data into minute values to match mass 
spectrometer scanning rate.  
function [PTemp, TTemp] = findPandT(time,TIMETemp,P,T) 
%% Initilize variables 
row = 1; 
dim = size(TIMETemp); 
dim = dim(1); 
PTemp = 0; 
TTemp = 0; 
 
%% Find the time at which the time we are looking for is less than the 
time found 
while time >= TIMETemp(row) 
        row = row + 1; 
end 
 
 
%% Find the Pressure and Temperature by averaging the 60 closest 
points to that timestamp 
 
if (row < 30)  
    for rh=1:60 
        PTemp = PTemp + P(rh); 
        TTemp = TTemp + T(rh); 
    end 
    PTemp = PTemp/60; 
    TTemp = TTemp/60; 
end 
 
if (row + 30 > dim) 
    for rh=dim-60:dim 
        PTemp = PTemp + P(rh); 
        TTemp = TTemp + T(rh); 
    end 
    PTemp = PTemp/60; 
    TTemp = TTemp/60; 
end 
 
if (row > 30) && (row + 30 < dim) 
   for rh=row-30:row+30 
        PTemp = PTemp + P(rh); 
        TTemp = TTemp + T(rh); 
    end 
    PTemp = PTemp/60; 
    TTemp = TTemp/60; 
end 
%% Interpolate between the time just after the time we want, and the 
time just before the time we want. 
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%PTemp = Pressure(row-1) + (((time - TIMETemp(row-1))/(TIMETemp(row)-
TIMETemp(row-1)))*(Pressure(row)-Pressure(row-1))); 
%TTemp = Temperature(row-1) + (((time - TIMETemp(row-
1))/(TIMETemp(row)-TIMETemp(row-1)))*(Temperature(row)-
Temperature(row-1))); 
 
end 
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Findmoles.m – Converts the composition into moles using P & T data. 
 
function [ moles ] = findmoles(row,P,T,CompositionPercentage) 
%finds the number of moles due to each amu peak value 
%Pi*V = nRT 
%Pi = Pt*(xi/xtotal) = Pt*(composition) 
%xtotal = 100 
%atmospheric pressure is 14.696 psi 
%Volume of chamber is 14.5 cm3 
%R-value 82.05736 cm^3?atm?K?1?mol?1 
 
V = 14.5; %cm^3 
R = 82.05736; %(cm^3?atm)/(K mol) 
 
Ptemp = (CompositionPercentage)*(P(row)+14.696); %psia 
Ptemp = 0.0680459639*Ptemp; %converts psi to atm 
 
Ttemp = T(row)+273.15; %Converts Celsius to Kelvin 
 
%n = Pi*V/RT 
moles = (Ptemp*V)/(R*Ttemp); 
 
if CompositionPercentage < 0 
    moles = 0; 
end 
 
end 
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APPENDIX D: BLAST ANALYSIS CODE 
 
The MATLAB code presented here was developed by Jose Guadarrama for use in reactive 
casing studies. The code adjusts for baseline pressure drift and provides time of arrival, impulse, 
and QSP analysis. With his permission it is reproduce below. 
close all 
clear all 
clc 
 
redo = 'Y'; 
while redo=='Y' 
    clear all 
%Load .mat Pressure file 
msg1 = msgbox('Select .mat file to be analyzed'); 
pause(1); 
[file1,path1] = uigetfile('*.*'); 
filename1 = strcat(path1, '\', file1); 
delete(msg1); 
 
load(filename1) 
 
%The following asks the user how many channels he wishes to analyze 
channels = input('Number of Channels to analyze from loaded file: '); 
Gauges = zeros(Length,channels); 
constants = zeros(channels,2); 
Gauge_type = NaN(1,channels); 
transient_count =0; 
channel_names =zeros(1,channels); 
 
%This section of the code asks for input information with regards to 
the 
%pressure calibration associated with each pressure channel 
for i=1:channels 
%    Gauges(:,i) = input(['Which Picoscope channel corresponds to 
Channel ',num2str(i),' (A,B,C,D): ']); 
 
        acceptable_channel='N'; 
        while acceptable_channel=='N' 
                    Gauges(:,i) = input(['Which Picoscope channel 
corresponds to Channel ',num2str(i),' (A,B,C,D): ']); 
                     
                     
            if sum(Gauges(:,i))==sum(A) || sum(Gauges(:,i))==sum(B) || 
sum(Gauges(:,i))==sum(C) || sum(Gauges(:,i))==sum(D) 
                acceptable_channel='Y'; 
            else 
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                disp('That is not a channel, select from (A,B,C,D): 
'); 
            end 
        end 
         
        constants(i,1)   = input(['Enter the Calibration Slope for 
Channel ',num2str(i),' (psi/V) : ']); 
        constants(i,2) = input(['Enter the Calibration Y-intercept for 
Channel ',num2str(i),' : ']); 
         
        Correct_Gauge_type = 'N'; 
        while Correct_Gauge_type=='N'; 
        Gauge_type(i) = input(['What type of Gauge was used for 
Channel ',num2str(i),' (1-llolipop, 2-QSP, 3-pencil): ']); 
        if Gauge_type(i) == 1 || Gauge_type(i) == 2 || Gauge_type(i) 
== 3 
          Correct_Gauge_type = 'Y'; 
        else 
          disp('Choose Correct Type of Gauge (1-llolypop, 2-long 
duration, 3-pencil') 
        end 
        end 
        disp(' ') 
         
       %Takes calibration values correlating voltage to pressure 
        for j=1:Length 
            Calibrated_Gauges(j,i) = Gauges(j,i)*constants(i,1) + 
constants(i,2); 
        end 
         
        %Background/Baseline value of data taken from the first 1000 
points 
        Background_Gauges(i)=mean(Calibrated_Gauges([1:1000],i)); 
         
        %Background value is subtracted from pressure trace to obtain 
a 
        %corrected value for the gauges 
        for j=1:Length 
            Corrected_Gauges(j,i) = Calibrated_Gauges(j,i) - 
Background_Gauges(i);   
        end 
         
        %counter that keeps track of the number of llolypo and 
transient 
        %gauges for further blast analysis of impulse, TOA, Peak 
Pressure 
        if Gauge_type(i)==1 || Gauge_type(i)==3 
        transient_count=transient_count+1; 
        end 
end 
 
%Create time vector in milliseconds for the quasistatic pressure file 
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for i=1:Length 
    format long; 
    t(i) = (Tstart + Tinterval*i)*1000; 
end 
 
%The QSP will be calculated in 3 ways: 1) QSP_avg from linear region 
in the 
%long duration pressure, 2)linear fit trace to Ta 3) exponential fit 
trace 
%to Ta 
f=figure; 
for i=1:channels 
    subplot(channels,1,i) 
    plot(t,Corrected_Gauges(:,i),'LineWidth',1.5) 
    title(['Blast Curve: Channel ',num2str(i),]) 
    xlabel('Time (ms)'); 
    ylabel('Pressure (psi)'); 
    xlim([min(t),max(t)]) 
end 
 
%The data can be truncated at a region that seems nearly linear 
visually. 
disp('Truncate data from subplot by choosing a minimum and maximum per 
plot') 
[time,p] = ginput(2*channels); 
 
%close all windows and find the time index for the chosen limits 
close all 
for i=1:2:length(time) 
    index_trunc(i)  = find(t < time(i),  1, 'last'); 
    index_trunc(i+1)= find(t > time(i+1),1, 'first'); 
end 
 
 
Truncated_Gauge=NaN(max(index_trunc)-min(index_trunc),channels); 
t_trunc=NaN(max(index_trunc)-min(index_trunc),channels); 
P=NaN(channels,2); 
%2nd order polynomial fit for the chosen long duration pressure 
for i=1:channels 
    for j=index_trunc(2*i-1):index_trunc(2*i) 
    Truncated_Gauge(j-index_trunc(2*i-1)+1,i) = Corrected_Gauges(j,i); 
    t_trunc(j-index_trunc(2*i-1)+1,i) = t(j); 
    end 
     
    Pressure_Gauge(i) = nanmean(Truncated_Gauge(:,i)); 
     
    Remove_NaN_time = isnan(t_trunc(:,i)); 
    Remove_NaN_pressure = isnan(Truncated_Gauge(:,i)); 
    P(i,:) = 
polyfit(t_trunc(Remove_NaN_time==0,i),Truncated_Gauge(Remove_NaN_press
ure==0,i),1); 
    L_fit(:,i) = P(i,1)*t+P(i,2); 
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end 
 
 
%The following section of the code will process transient data to 
determine 
%the TOA, Peak Pressure and Impulse from the intial blast wave. 
if transient_count>0 
figure; 
plot_count=1; 
for i=1:channels 
if Gauge_type(i)==1 || Gauge_type(i)==3 
    subplot(transient_count,1,plot_count) 
    plot(t,Corrected_Gauges(:,i),'LineWidth',1.5) 
    title(['Blast Curve: Channel ',num2str(i),]) 
    xlabel('Time (ms)'); 
    ylabel('Pressure (psi)'); 
    format long 
    xlim([t(find(t>0,1,'first')),t(find(t>0,1,'first'))+2]) 
    ylim([min(Corrected_Gauges(:,i))*.9 
max(Corrected_Gauges(:,i))*1.2]); 
     
    plot_count=plot_count+1; 
end 
end 
 
disp('Choose a point slightly before/after the intitial blast wave') 
[time2,pressure2] = ginput(2*transient_count); 
disp('Selection complete'); 
 
reflect = input('Is there a reflected pressure rise in the exponential 
region of the intial blast wave? (Y/N) ','s'); 
disp(' '); 
if reflect == 'Y' 
    disp('Choose a point slightly before the initial blast wave and a 
point after the peak overpressure. ') 
        [time_reflect,pressure_reflect] = ginput(2*transient_count); 
    disp('Selection Complete') 
end 
disp(' '); 
 
index_blast = zeros(1,channels); 
%Find time indices from the truncated intial blast wave 
for i=1:2:length(time2) 
    index_blast(i)  = find(t < time2(i),  1, 'last'); 
    index_blast(i+1)= find(t > time2(i+1),1, 'first'); 
end 
 
% index_reflect = zeros(1,channels); 
%Find time indices from the truncated pressure trace 
if reflect== 'Y' 
    for i=1:2:length(time_reflect) 
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        index_blast(i) = find(t<time_reflect(i),1,'last'); 
        index_blast(i+1) = find(t>time_reflect(i+1),1,'first'); 
    end 
end 
 
%This section of the code will fit a linear first order polynomal for 
the 
%initial pressure rise 
pressure_trunc = NaN(max(index_blast)-
min(index_blast)+1,transient_count); 
MaxPressure = NaN(1,channels); 
plot_count=1; 
time_count=1; 
 
 
for i=1:channels 
 
    if Gauge_type(i)==1 || Gauge_type(i)==3 
        for j=index_blast(2*time_count-1):index_blast(2*time_count) 
            pressure_trunc(j-index_blast(2*time_count-1)+1,i) = 
Corrected_Gauges(j,i); 
        end 
         
        subplot(transient_count,1,plot_count) 
        plot(t,Corrected_Gauges(:,i),'LineWidth',1.5) 
        title(['Blast Curve: Channel ',num2str(i),]) 
        xlabel('Time (ms)'); 
        ylabel('Pressure (psi)'); 
     
        xlim([time2(2*time_count-1) time2(2*time_count)]) 
        ylim([min(Corrected_Gauges(:,i))*.9 
max(Corrected_Gauges(:,i))*1.2]); 
         
        %Max Pressure and its time index are found based on whether 
the 
        %initial blast wave has a secondary shock in the exponential 
region 
%         if reflect =='Y' 
%             [MaxPressure(i), Index(i)] = 
max(Corrected_Gauges(1:index_reflect(2*time_count),i));    
%             Index(i) = index_reflect(2*time_count-1)+Index(i); 
%             MaxPTime(i) = t(Index(i)); 
%         else 
            [MaxPressure(i), Index(i)] = 
max(Corrected_Gauges(index_blast(2*time_count-
1):index_blast(2*time_count),i));     
            Index(i) = index_blast(2*time_count-1)+Index(i); 
            MaxPTime(i) = t(Index(i)); 
%         end 
         
        plot_count=plot_count + 1; 
        time_count=time_count+1; 
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    end 
     
     
     
end 
 
 
disp('Choose two points in the linear rise time regime, preferably 
closer to the intial rise: ') 
[time3,pressure3] = ginput(2*transient_count); 
disp('Selection complete') 
disp(' ') 
 
%find the time indices for the chosen linear region 
for i=1:2:length(time3) 
    index_linear(i)  = find(t < time3(i),  1, 'last'); 
    index_linear(i+1)= find(t > time3(i+1),1, 'first'); 
end 
 
 
%Preallocation of the linear time and pressure c 
tLinear = NaN(max(index_linear)-min(index_linear)+1,transient_count); 
PLinear = NaN(max(index_linear)-min(index_linear)+1,transient_count); 
ExpFit = NaN(max(index_blast)-min(index_blast)+1,transient_count); 
ExpTime = NaN(max(index_blast)-min(index_blast)+1,transient_count); 
ExpPressure = NaN(max(index_blast)-
min(index_blast)+1,transient_count); 
trise = NaN(max(index_blast)-min(index_blast)+1,transient_count); 
L_region = NaN(max(index_blast)-min(index_blast)+1,transient_count); 
ExpCurve = NaN(max(index_blast)-min(index_blast)+1,transient_count); 
time_blast = NaN(max(index_blast)-min(index_blast)+1,transient_count); 
TOA = NaN(1,channels); 
RiseTime = NaN(1,channels); 
linearR2 = NaN(1,channels); 
expR2 = NaN(1,channels); 
Impulse = NaN(1,channels); 
 
time_count=1; 
for i=1:channels 
     
    if Gauge_type(i)==1 || Gauge_type(i)==3 
     
    for j=index_linear(2*time_count-1):index_linear(2*time_count) 
        tLinear(j-index_linear(2*time_count-1)+1,time_count) = t(j); 
        PLinear(j-index_linear(2*time_count-1)+1,time_count) = 
Corrected_Gauges(j,i); 
    end 
     
    %Perform the linear fit 
    Remove_NaN_time = isnan(tLinear(:,time_count)); 
    Remove_NaN_pressure = isnan(PLinear(:,time_count)); 
    %Remove_NaN_trise = isnan(trise(:,i)); 
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    P_linear(time_count,:) = 
polyfit(tLinear(Remove_NaN_time==0,time_count),PLinear(Remove_NaN_pres
sure==0,time_count),1);  
    L_linear(:,time_count) = 
P_linear(time_count,1).*tLinear(:,time_count)+P_linear(time_count,2); 
     
    for k=index_blast(2*time_count-1):Index(i) 
       trise(k-index_blast(2*time_count-1)+1,time_count) = t(k);  
       L_region(k-index_blast(2*time_count-1)+1,time_count) = 
P_linear(time_count,1)*trise(k-index_blast(2*time_count-
1)+1,time_count)+P_linear(time_count,2); 
    end 
     
    linearmean(i) = nanmean(L_region(:,time_count)); 
    linearR2(i) = 1 - (nansum((PLinear(:,time_count)-
L_linear(:,time_count)).^2))/(nansum((PLinear(:,time_count)-
linearmean(i)).^2)); 
     
     
        subplot(transient_count,1,time_count) 
        plot(t,Corrected_Gauges(:,i),'LineWidth',1.5) 
        title(['Blast Curve: Channel ',num2str(i),]) 
        xlabel('Time (ms)'); 
        ylabel('Pressure (psi)'); 
     
        xlim([time2(2*time_count-1) time2(2*time_count)]) 
        ylim([min(Corrected_Gauges(:,i))*.9 
max(Corrected_Gauges(:,i))*1.2]); 
        hold on 
        plot(trise(:,time_count),L_region(:,time_count),'green-') 
        hold off 
     
     
    %Perform the exponential decay of the blast curve using the 
modified 
    %friedlander equation. 
    Po = mean(Corrected_Gauges((1:1000),i)); 
     
     
    for ii=Index(i):index_blast(2*time_count)     
        ExpTime(ii-Index(i)+1,time_count) = t(ii); 
        ExpPressure(ii-Index(i)+1,time_count) = 
Corrected_Gauges(ii,i); 
    end 
     
    Remove_NaN_exptime = isnan(ExpTime(:,time_count)); 
    Remove_NaN_exppressure = isnan(ExpPressure(:,time_count)); 
    ExpTime_MF = ExpTime(Remove_NaN_exptime==0,time_count); 
    ExpPressure_MF = 
ExpPressure(Remove_NaN_exppressure==0,time_count); 
    for jj=index_blast(2*time_count-1):index_blast(2*time_count) 
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        time_blast(jj-index_blast(2*time_count-1)+1,time_count) = 
t(jj); 
    end 
     
    %Input initial guesses for the friedlander fit 
    c0(1) = MaxPressure(i); 
    c0(2) = input(['Input initial guess for T+ (in ms) for Channel 
',num2str(i),' : ']); 
    c0(3) = input(['Input initial guess for decay constant for Channel 
',num2str(i),' : ']); 
     
    options = optimset('MaxFunEvals',10000); 
    options = optimset(options,'MaxIter',10000); 
     
    ExpDecay = @(c,ExpTime) Po + c(1)*(1 - ExpTime./c(2)).*exp(-
(c(3)/c(2)).*ExpTime); 
    [c,Resnorm,ExpFitResidual,Exitflag,ExpFitOutput] = 
lsqcurvefit(ExpDecay,c0,ExpTime_MF,ExpPressure_MF,[],[],options); 
     
    for kk=1:length(ExpTime_MF) 
        ExpCurve(kk,time_count) = Po + c(1)*(1 - 
ExpTime_MF(kk)./c(2)).*exp(-(c(3)/c(2)).*ExpTime_MF(kk)); 
    end 
     
     
    for iii=1:length(t) 
        ExpFit(iii,time_count) = Po + c(1)*(1 - t(iii)./c(2)).*exp(-
(c(3)/c(2)).*t(iii)); 
    end 
     
     
    Remove_NaN_expcurve = isnan(ExpCurve(:,time_count)); 
    ExpCurve2 = ExpCurve(Remove_NaN_expcurve==0,time_count); 
    expmean(i) = nanmean(ExpFit(:,time_count)); 
    expR2(i) = 1 - (sum((ExpPressure_MF-
ExpCurve2).^2))/(sum((ExpPressure_MF-expmean(i)).^2)); 
     
    %Spit out the TOA and Rise Time of the initial blast wave 
    TOA_index(i) = find(L_region(:,time_count) < 0,1,'last'); 
    TOA(i) = t((index_blast(2*time_count-1))+TOA_index(i)); 
    RiseTime(i) = MaxPTime(i)-TOA(i); 
     
     
    Intersect = find(Corrected_Gauges(:,i) - ExpFit(:,time_count) > 
0,1,'first'); 
    PressureRise = Corrected_Gauges(index_blast(2*time_count-
1):Intersect,i); 
    Axiscross = find(ExpFit(isnan(ExpFit(:,time_count))==0,time_count) 
> 1E-3,1,'last'); 
    Exponential = ExpFit(Intersect:Axiscross,time_count); 
    Final_BlastCurve = cat(2,PressureRise',Exponential'); 
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    Final_BlastTime = t(index_blast(2*time_count-1)-1:Axiscross); 
 
    %Impulse 
    Impulse(i) = trapz(Final_BlastTime,Final_BlastCurve); 
     
    if Gauge_type(i)==1 || Gauge_type(i)==3 
    subplot(transient_count,1,time_count) 
    plot(t,Corrected_Gauges(:,i),'LineWidth',1.5) 
    title(['Blast Curve: Channel ',num2str(i),]) 
    xlabel('Time (ms)'); 
    ylabel('Pressure (psi)'); 
     
    xlim([time2(2*time_count-1) time2(2*time_count)]) 
    ylim([min(Corrected_Gauges(:,i))*.9 
max(Corrected_Gauges(:,i))*1.2]); 
    hold on 
    %plot(time_blast(:,i),ExpFit(:,i),'red--') 
%     plot(trise(:,i),L_region(:,i),'green--') 
    plot(Final_BlastTime,Final_BlastCurve,'red--') 
    end 
    time_count = time_count+1; 
    end 
     
end 
end 
 
 
% The following section will determine the QSP for all of the channels 
f=figure; 
QSP_linear = NaN(1,channels); 
QSP_exponential = NaN(1,channels); 
time_count=1; 
for i=1:channels 
    if Gauge_type(i)==1 || Gauge_type(i)==3 
        QSP_linear(i) = L_fit(index_blast(2*time_count-
1)+TOA_index(i),time_count); 
%         QSP_exponential(i) =  
 
        time_count=time_count+1; 
    end 
end 
 
for i=1:channels 
    subplot(channels,1,i) 
    plot(t,Corrected_Gauges(:,i),'LineWidth',1.5) 
    title(['Blast Curve: Channel ',num2str(i),],'Fontsize',18) 
    xlabel('Time (ms)','FontSize',18); 
    ylabel('Pressure (psi)','FontSize',18); 
    xlim([min(t),max(t)]) 
 
    hold on 
    plot(t,L_fit(:,i),'red-') 
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Rownames(i) = {['Channel ',num2str(i)]}; 
end 
 
%The following section of the code will display blast parameters of 
%interest 
format 
if transient_count>0 
    QSP = Pressure_Gauge'; 
    QSP_L = QSP_linear'; 
    Peak = MaxPressure'; 
    Ta = TOA'; 
    Imp = Impulse'; 
    Rise = RiseTime'; 
 
    T=table(QSP,QSP_L,Peak,Ta,Rise,Imp,'RowNames',Rownames) 
else 
   QSP = Pressure_Gauge'; 
   QSP_L = QSP_linear';  
 
    T=table(QSP,QSP_L,'RowNames',Rownames) 
 
end 
response='B'; 
while response=='B' 
    refit = input('Would you like to analyze another file? (Y/N): 
','s'); 
    if refit == 'Y' || refit == 'N' 
        redo=refit; 
        response='G'; 
    else 
        disp('Error: That is not a valid response!'); 
    end 
end 
 
if redo=='N' 
    disp('Analysis Complete') 
end 
 
end 
 
