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Welcome to the VI WCDANM|2019
Dear Participants, Colleagues and Friends,
it is a great honour and a privilege to give you all a warmest welcome to the
sixth Workshop on Computational Data Analysis and Numerical Methods
(VI WCDANM).
This Workshop takes place at the University of Beira Interior, located in
the beautiful city of Covilhã, Portugal. The host institution, as well as the
Polytechnic Institute of Tomar and the University of Évora have committed
themselves to this challenge, hoping that the final result may exceed the
expectations of the participants, sponsors and organizers. The important
contributions of plenary speakers, the high scientific level of oral and poster
presentations and an active audience will certainly contribute to the success
of the meeting. A special thanks to all, since this event could not be possible
without any of these essential and complementary parts.
An acknowledgment is also due to the Members of the Executive, Scientific
and Organizing Committees, specially to Alberto Simões (Local Chair), Célia
Nunes and Ilda Inácio (hosts from the University of Beira Interior) and
Fernando Carapau (University of Évora), who have been relentless in the
search for a balanced, broad and interesting program, having achieved an
excellent result.
The submitted papers to the VI WCDANM, coming from Portugal and for-
eign countries, have been increasing over time, being this edition no excep-
tion, where the (theoretical and applied) papers in different research fields
involve big data, data mining, data science and machine learning. For the
second consecutive year, the Journal of Applied Statistics (Taylor & Fran-
cis) and Neural Computing and Applications (Springer) are also associated
to the event.
It is a pleasure to join you all in Covilhã, in a familiar atmosphere, hop-
ing that the Workshop can be intellectually stimulating and an opportunity
xxxi
xxxii Welcome to the VI WCDANM|2019
for the scientific community to work together, providing all unforgettable
moments!
Covilhã, June 27− 29, 2019
Chairman of the Executive Committee of VI WCDANM,
Luís Miguel Grilo
Instituto Politécnico de Tomar, Portugal
Centro de Matemática e Aplicações (CMA), FCT, UNL, Portugal
Program

Program
VI Workshop on Computational Data Analysis and Numerical Methods
VI WCDANM
Universidade da Beira Interior
June 2729, 2019, Covilhã, Portugal
Event Place
Departamento de Matemática, Universidade da Beira Interior
Thursday (June 27th)
13:30-14:00 | Registration
14:00-14:15 | Open Ceremony of the VI WCDANM
14:15-15:00 | Plenary Session: Delfim Torres, University of Aveiro, Portugal
15:00-15:45 | Plenary Session: Ivette Gomes, University of Lisboa, Portugal
15:45-16:00 | Coffee Break and Poster Session
16:00-17:00 | Parallel Sessions
17:30 | Welcome Reception at the City Hall and walk through the historic
center to see Urban Art
Friday (June 28th)
08:30-09:00 | Registration
09:00-10:00 | Parallel Sessions
10:00-10:45 | Plenary Session: Padmanabhan Seshaiyer, George Mason Uni-
versity, USA
10:45-11:00 | Coffee Break and Poster Session
xxxv
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11:00-11:30 | Round table about special issues in scientific journals: Milan
Stehlík (Associate Editor)
11:30-12:45 | Parallel Sessions
12:45-14:00 | Lunch
14:00-18:00 | Social Program - Visit to the Belmonte Museums. Tasting
Kosher products
20:30 | Conference Dinner - Hotel Puralã
Saturday (June 29th)
09:00-09:30 | Registration
09:30-10:30 | Parallel Sessions
10:30-11:15 | Plenary Session: Leonid Hanin, Idaho State University, USA
11:15-11:30 | Coffee Break and Poster Session
11:30-12:45 | Parallel Sessions
12:45-14:00 | Lunch
14:00-15:00 | Parallel Sessions
15:00-15:15 | Coffee Break and Poster Session
15:15 | Closing Ceremony
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Numerical Methods for Fractional Optimal Control
Problems
Delfim F.M. Torres1
1CIDMA, Department of Mathematics, University of Aveiro, Portugal
Corresponding/Presenting author: delfim@ua.pt
Abstract
Optimal control theory allows us to choose control functions in a dynamical
system to achieve a certain goal. The theory generalizes that of the classi-
cal calculus of variations and has found many applications in engineering,
physics, economics, and life sciences. In 1996/97, motivated by nonconser-
vative physical processes in mechanics, the subject was extended to the case
in which derivatives and integrals are understood as fractional operators of
arbitrary order. In this talk, we begin with a brief survey of main results and
techniques of the fractional variational calculus and fractional optimal con-
trol. We consider variational problems containing Caputo derivatives and
review both indirect and direct methods. In particular, we provide neces-
sary optimality conditions for the fundamental, higher-order, and isoperi-
metric problems, and compute approximated solutions based on truncated
GrünwaldLetnikov approximations of Caputo derivatives [3,2]. Although
indirect methods are also very useful in practical terms [6], we then pro-
ceed restricting ourselves to direct methods, which allow us to consider more
complex problems, where numerical methods are indispensable. We begin by
presenting three direct methods, based on GrünwaldLetnikov, trapezoidal,
and Simpson fractional integral formulas to solve fractional optimal control
problems (FOCPs). At first, the fractional integral form of the FOCP is con-
sidered, then the fractional integral is approximated by GrünwaldLetnikov,
trapezoidal, and Simpson formulas, in a matrix approach. Thereafter, the
performance index is approximated either by trapezoidal or Simpson quadra-
ture. As a result, FOCPs are reduced to nonlinear programming problems,
which can be solved by well-developed algorithms. To improve the efficiency
of the presented methods, the gradient of the objective function and the
Jacobian of constraints are prepared in closed forms. The efficiency and re-
liability of the developed numerical methods are assessed by numerical tests
involving a free final time FOCP with a path constraint, a bang-bang FOCP,
and an optimal control problem of a fractional-order HIV-immune system [7].
We also present a Method Of Lines (MOL), which is based on the spectral
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collocation method, to solve space-fractional advection-diffusion equations
(SFADEs) on a finite domain with variable coefficients. We focus on the
cases in which the SFADEs consist of both left- and right-sided fractional
derivatives. To do so, we begin by introducing a new set of basis functions
with some interesting features. The MOL, together with the spectral col-
location method based on the new basis functions, are successfully applied
to the SFADEs. Several numerical examples, including benchmark problems
and a problem with discontinuous advection and diffusion coefficients, are
provided to illustrate the efficiency and exponentially accuracy of the pro-
posed method [4]. Such method can be extended to develop a direct numerical
method for the solution of optimal control problems governed by two-side
space-fractional diffusion equations. A direct numerical method containing
two main steps is developed. In the first step, the space variable is discretized
by using the JacobiGauss pseudospectral discretization and, in this way, the
original problem is transformed into a classical integer-order optimal control
problem. The main challenge, which we faced in this step, is to derive the
left and right fractional differentiation matrices. In this respect, novel tech-
niques for derivation of these matrices are presented. In the second step, the
LegendreGaussRadau pseudospectral method is employed. With these two
steps, the original problem is converted into a convex quadratic optimization
problem, which can be solved efficiently by available numerical methods. Our
approach can be easily implemented and extended to cover fractional optimal
control problems with state constraints. Examples are provided to demon-
strate the efficiency and validity of the presented method. The results show
that our method reaches the solutions with good accuracy and a low CPU
time [1]. We end our talk mentioning other efficient and reliable numerical
methods for fractional optimal control problems, which have recently been
developed on the basis of modified hat functions [5].
Keywords: optimal control, fractional calculus, direct methods, numerical
methods.
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Approximations for Extremes and Bounds for the
Reliability of Large Systems
M. Ivette Gomes1,2, Luísa Canto e Castro2, Sandra Dias3,4 and Paula
Reis5,2
1 Universidade de Lisboa (UL), FCUL, DEIO, Portugal
2 Centro de Estatística e Aplicações (CEA-UL), Portugal
3 Universidade de Trás-os-Montes e Alto Douro, Portugal
4Pólo CMAT-UTAD and CEMAT, Portugal
5DMAT, EST-IPS, Setúbal, Portugal
Corresponding/Presenting author: ivette.gomes@fc.ul.pt
Abstract
The rate of convergence of the sequence of linearly normalized extremes to
the corresponding non-degenerate extreme value (EV) limiting distribution
is a relevant problem in the field of EV theory (EVT). In their seminal 1928
paper, Fisher and Tippett observed that, for normal underlying parents, if we
approximate the distribution of the suitably linearly normalized sequence of
maxima not by the so-called Gumbel limiting distribution, associated with an
EV index (EVI) ξ = 0 but by an adequate sequence of other EV distributions
with an EVI ξn = o(1) < 0, the approximation can be improved. Such
approximations are often called penultimate approximations and have been
theoretically studied from different perspectives. The modern theory of rates
of convergence in EVT began in the Ph.D. thesis of Clive Anderson (1971),
University of London, and M. Ivette Gomes (1978), University of Sheffield,
and in the book by Janos Galambos (1978), on The Asymptotic Theory of
Extreme Order Statistics. For papers on the subject prior to 1992, we refer
the review in [1]. Developments have followed different directions that can be
found in the review paper [2]. Recently, this same topic has been revisited
in the field of reliability, where the exact reliability function (RF) of any
complex technological system, S, with lifetime T , can be difficult to obtain.
It was shown in [3] that any coherent system can be represented as either
a series-parallel (SP) or a parallel-series (PS) system. Its lifetime can thus
be written as the minimum of maxima or the maximum of minima. Our
strategy is now similar to the one in [4] and [5], among others: Assuming
that the number n of components of S goes to infinity, asymptotic EV or
ultimate models can often provide an accurate estimation of the RF of S,
or at least of lower and upper bounds for such an RF. Considering that n
is fixed despite of large, pre-asymptotic or penultimate models provide an
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improvement of the convergence rate and a better approximation. Ultimate
and penultimate approximations for the RFs of regular and homogeneous PS
and SP systems are discussed. A broader class of penultimate approximations
is also put forward and a few conclusions are drawn.
Keywords: extreme value theory, Monte-Carlo simulation, penultimate and
ultimate approximations, system reliability.
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Computational modeling, analysis and numerical
methods for biological, bio-inspired and engineering
systems
Padmanabhan Seshaiyer1
1George Mason University, Department of Mathematical Sciences, USA
Corresponding/Presenting author: pseshaiy@gmu.edu
Abstract
Research in computational mathematics, which comprises of modeling, anal-
ysis, simulation and computing is quickly becoming the foundation for solv-
ing most multi-physics problems in science and engineering. These real-world
problems often involve complex dynamic interactions of multiple physical
processes which presents a significant challenge, both in representing the
physics involved and in handling the resulting coupled behavior. If the desire
to control and design the system is added to the picture, then the complexity
increases even further. Hence, to capture the complete nature of the solution
to the problem, a coupled multi-physics approach is essential. Performing
research and teaching in computational mathematics, therefore, needs an in-
depth understanding of the underlying mathematics and the fundamental
principles that govern a physical phenomenon. It is well known that many
physical systems can be described by partial differential equations. Thus,
understanding the behavior of the numerical solution to such equations is of
paramount importance for elucidating the actual physical problem. Some ex-
amples of physical systems include flow-structure interactions to understand
rupture of aneurysms to non-linear dynamics of micro-air vehicles as well as
uncertainty quantification [13]. Through our research in this field, we have
come to appreciate that analyzing any numerical technique requires a com-
bined theoretical and computational approach. Theory is needed to guide
the performance and interpretation of the numerical technique while compu-
tation is necessary to synthesize the results. The focus of the proposed talk
will be to describe how one can systematically combine sophisticated compu-
tational techniques, more specifically non-conforming finite element methods
with high performance computing applied to several computationally chal-
lenging multi-physics problems involving fluid-structure interaction. We will
also describe how to mathematically and computationally investigate the sta-
bility, convergence and control of a variety of non-conforming techniques and
use this information to develop a general problem solving methodology that
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can subsequently be used for solving such challenging problems efficiently.
With this solution methodology one can hope to obtain efficient solutions
that will not only benefit various engineering fields such as aerospace, mate-
rial science, mechanical, thermal, chemical and bioengineering, but also aid
in the process of designing better products and processes from automobiles
and aircraft to prosthetic implants. We will also present how the research
focus can be integrated with an education plan where the primary goal is to
teach students to apply these well-developed research concepts in engineer-
ing, computer science, and mathematics to fundamental applications arising
in other areas. This will be accomplished by incorporating these concepts
into new or existing inter-disciplinary computational mathematical curricu-
lum and also by mentoring students at the graduate, undergraduate, and
high school levels and teachers through workshops, seminars and other en-
richment activities [4,5].
Keywords: fluid-structure interaction, computational mathematics, finite
element methods, aneurysms.
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Mathematical Discovery of Natural Laws in
Biomedical Sciences: A New Methodology with
Application to the Effects of Primary Tumor and
Its Resection on Metastases
Leonid Hanin1
1Idaho State University, Department of Mathematics and Statistics, USA
Corresponding/Presenting author: hanin@isu.edu
Abstract
Mechanistic mathematical modeling of systemic biomedical processes faces
two principal challenges: great complexity of these processes and enormous
variability of individual characteristics of biological systems. As a result,
mathematical models, statistical methods and computational tools chroni-
cally fall short and lag behind the rapidly expanding body of biomedical
knowledge. We propose a new, alternative methodology that enables math-
ematical models and statistical methods to give, in certain cases, definitive
answers to important biomedical questions of systemic nature that evade
resolution both by empirical means and through mechanistic modeling. We
call such definitive qualitative or quantitative answers, perhaps for lack of a
better term, natural laws. Our new methodology is based on two ideas: (1)
employing mathematical models that are so general that they can account
for any, or at least many, biological mechanisms, both known and unknown;
and (2) finding those model parameters whose optimal values are indepen-
dent of observations. Here optimality refers to maximization of likelihood or
minimization of a certain distance between theoretical and empirical distri-
butions of some observable quantity. Every such universal parameter value,
if it exists, reveals a natural law. Clearly, a model allowing such universal
parameter values must not satisfy regularity conditions required for consis-
tency of the relevant estimator. We illustrate this approach with the discov-
ery of a natural law governing cancer metastasis. Specifically, we found in
[1] that under very minimal mathematical and biomedical assumptions the
likelihood-maximizing scenario of metastatic cancer progression in an indi-
vidual patient is invariably the same: Complete suppression of metastatic
growth before primary tumor resection followed by abrupt growth accelera-
tion after surgery. Importantly, this scenario is widely observed in clinical
practice, considered a common knowledge among veterinarians, and sup-
ported by a wealth of experimental studies on animals published over the
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last 110 years starting with the early pioneering work by Paul Ehrlich of 1906
[2]. Furthermore, several tentative biological mechanisms behind the above
natural law have been identified, see [1], [3]. The above natural law results
from the application of the method of maximum likelihood to an extremely
general individual-patient mathematical model of metastatic cancer progres-
sion. This type of models was initially proposed in [4]. Although the model is
rooted in contemporary understanding of cancer progression, it is essentially
free of specific biological assumptions of mechanistic nature. The model ac-
counts for primary tumor growth and resection, shedding of metastases off
the primary tumor according to a Poisson process, and their selection, dor-
mancy and growth in a given secondary site. However, functional parameters
descriptive of these processes are essentially arbitrary. In spite of such gen-
erality, the model still allows for computing the distribution of the sizes of
detectable metastases in a given secondary site in closed form. Assuming
exponential growth of metastases before and after primary tumor resection,
we showed in [1] that, regardless of other model parameters and for any
set of site-specific sizes of detected metastases, the likelihood-maximizing
pre-surgery rate of growth of metastases is always zero, thus representing
a universal parameter value. By contrast, the optimal post-surgery rate of
metastatic growth is a positive quantity that depends on observations.
Keywords: cancer, metastasis, method of maximum likelihood, Poisson pro-
cess.
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Complex movement: symbolic dynamics for
interacting agents
Carlos Correia Ramos1
1University of Évora, Mathematics Department and CIMA-UE, Portugal
Corresponding/Presenting author: ccr@uevora.pt
Abstract
We develop a deterministic discrete dynamical system which is used to clas-
sify a variety of types of movements, either two dimensional or three di-
mensional. The dynamical system is defined by a one-parameter family of
bimodal interval maps, through iteration. The characterization of the move-
ments is obtained from the topological classification of the discrete dynamical
system. Techniques from symbolic dynamics and topological Markov chains
are applied. Here we present a method to analyze the behaviour of a set
of agents moving according to the referred model and subject to certain
interactions.
Keywords: Topological dynamics, Markov chains, symbolic dynamics, com-
plex motion, coupling dynamics.
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Control Strategies for an epidemiological model
with vaccination
Sandra Vaz1, César Silva1 and Joaquim Mateus2
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Abstract
The study of epidemiological models is still a current research subject, and
one of the reasons is the attempt of adjusting the models to reality. This
allows us, for instance, to obtain better estimates regarding the disease evo-
lution. In a previous work, [1], we analyzed the conditions that led to ex-
tinction and permanence of the disease for a discrete SIRVS model. In this
work, using the same model, we compare two control strategies, involving the
vaccination rate. To illustrate our findings we will present some simulation
results using real data.
Keywords: Control theory, epidemic models, quasi-sliding mode control,
Mickens Numerical Method.
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Performance analysis of different kernels on SVM
classification using different feature selection
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Abstract
Support Vector Machine (SVM) classifiers have been used extensively in
classification problems based on gait data (e.g.[1]). A good performance of a
SVM classifier depends on the right choice of the kernel function. It is also
very well known that the selection of a feature subset can improve the predic-
tion accuracy of classifiers and save computation time [3]. The objective of
this study is to systematically investigate the impact of different kernel func-
tions (linear, polynomial, Gaussian Radial Basis Function (RBF), and Sig-
moid) and feature selection methods (step-wise regression, Lasso regression,
and Gini-index) on the performance of SVM algorithm in the classification
of Parkinsonian gait. The study group comprised 30 patients with Parkin-
sonism, subdivided into 15 patients with Vascular Parkinsonism (VaP) and
15 patients with Idiopathic Parkinson's Disease (IPD), and 15 age-matched
healthy controls. The gait features of each subject were acquired by wear-
able sensors from a continuous walking course (for more detail about the
participants and the experiment see [4]). The three feature selection meth-
ods were applied on 26 gait features. The selected features were then used
in SVM with different kernel functions. To evaluate the performance of the
different methods, the accuracy was assessed for each combination (feature
selection method plus kernel function). This analysis has been examined on
two different pairs of groups: all patients with Parkinsonism vs. Control, and
VaP vs. IPD. When assessing the ability of a SVM classifier to discriminate
between patients with Parkinsonism and controls, the linear kernel presented
the higher accuracies (96.67%-100%) for all three feature selection methods.
An accuracy of 100% was found when the features (5 in total) were selected
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by the Lasso regression method. The best performance of SVM when dis-
tinguishing the two group of patients, VaP vs. IPD, was of 85% accuracy.
This performance was obtained when using the RBF kernel and the Lasso
regression for feature selection. In this case, 6 features were selected. In both
cases, the Lasso regression presented the best classification performance.
However, the selected feature subsets were different. These results suggest
that the choice of the kernel function and feature selection methods for SVM
classifier is crucial when working with data-driven modeling. Based on our
findings the Lasso regression can be considered as the method with the best
performance for gait feature selection.
Keywords: Support Vector Machine (SVM), Kernel functions, Feature se-
lection methods, Parkinsonian gait
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Sufficient conditions for heteroclinic solutions of
-Laplacian generalized differential equations
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Abstract
In this paper we consider the second order discontinuous differential equation
in the real line,(
a (t, u(t)) φ
(
u′(t)
))′
= f
(
t, u(t), u′(t)
)
, a.e.t ∈ R,
u(−∞) = ν−, u(+∞) = ν+,
with φ an increasing homeomorphism such that φ(0) = 0 and φ(R) = R,
a ∈ C(R2,R) with a(t, x) > 0 for (t, x) ∈ R2, f : R3 → R a L1-Carathéodory
function and ν−, ν+ ∈ R such that ν− < ν+. The existence and localization
of heteroclinic connections is obtained assuming a Nagumo-type condition
on the real line, and without asymptotic conditions on the nonlinearities φ
and f. To the best of our knowledge, this result is even new when φ(y) = y,
that is, for equation(
a (t, u(t))u′(t)
)′
= f
(
t, u(t), u′(t)
)
, a.e.t ∈ R.
Moreover these results can be applied to classical and singular φ-Laplacian
equations and to the mean curvature operator.
Keywords: φ-Laplacian operator, mean curvature operator, heteroclinic so-
lutions, lower and upper solutions, Nagumo condition on the real line.
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An optimal control problem of a non autonomous model for
an outbreak of a Zombie infection
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Abstract
In this work we revisit an icon of the American culture: A Zombie invasion.
In the past several decades, several movies and TV series appeared concern-
ing a Zombie invasion. A few years ago, several media (Tv and Journals)
stated that the USA government had a plan againt a Zombie invasion. In
2009, see [1], the first mathematical investigation of the zombie community
appears. Taking their cues from traditional zombie movies, in [1], studied
the hypothesized the effect of a zombie attack and its impact on human
civilization. According to their mathematical model, a zombie outbreak is
likely to lead to the collapse of civilization, unless it is dealt with quickly.
While aggressive quarantine may contain the epidemic, or a cure may lead
to coexistence of humans and zombies, the most effective way to contain the
rise of the un dead is to hit hard and hit often. In this model we consider the
case where there exists a self regulation from all the individuals of the sus-
ceptible population [1]. In addition, we assume the birth rate is a constant,
Π. The model is as follows:
S˙ = Π − βtSZ − δS
Z˙ = βtSZ + ζR− αSZ
R˙ = δS + αSZ − ζR
where S represents the Susceptible individuals, Z the Zombies and R, the
Removed. We consider that the contact rate β is not constant and reflects the
behaviour of the susceptible elements of the population during the Zombies
outbreak. The aim is to formulate an optimal control problem to minimize
the number of infected elements (Zombies) of the population. The control
is made by an aggressive behaviour to infected elements of the population.
Namely, we consider the optimal control problem
min
u
JZ,R = min
u
∫ T
0
κ1Z + κ2u
2dt
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subjected to the conditions:
S˙ = Π − βtSZ − δS
Z˙ = βtSZ + ζR− αSZ − uZ
R˙ = δS + αSZ − ζR
with initial conditions
S0 = S0, Z0 = Z0 and R0 = R0.
Basically, we are formulating an optimal control problem for a non au-
tonomous SIR model of a disease propagation.
Keywords: zombies, SIR model, optimal control, non autonomous.
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State-space representation of MIMO 3-periodic
behaviors
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Abstract
The aim of this work is to provide an algorithm to obtain periodic state-space
minimal representations for MIMO 3-periodic behavioral systems. The key
tool for this procedure is based on a well-known technique which allows to as-
sociate a periodic behavior with a time-invariant behavior. Furthermore, this
used approach differs from the classical method since we do not start from a
transfer function description but rather from linear difference equations with
periodically time-varying coefficients.
Keywords: mathematical systems theory, linear systems, discrete-time sys-
tems, behavioral systems.
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Dense numerical semigroups
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Abstract
A numerical semigroup is a subset of the set of nonnegative integers (de-
noted by N) closed under addition, containing zero element and with finite
complement in N. A numerical semigroup S is dense if for all s ∈ S\{0} we
have that {s− 1, s+ 1}∩S 6= ∅. In this talk, we give algorithms to compute
the whole set of dense numerical semigroups with fixed genus, Frobenius
number and multiplicity. Furthermore, we solve the Frobenius problem for
dense numerical semigroups with embedding dimension three.
Keywords: numerical semigroups, Dense Numerical semigroups, tree, Frobe-
nius number, Multiplicity and genus.
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Mixed models with random effects with known
dispersion parameters
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Abstract
There are some popular methods available for the estimation of variance
components in linear mixed models, such as maximum likelihood, restricted
maximum likelihood or analysis of variance based methods. The goal of this
talk is to present a least squares estimation method, to estimate the variance
components and the estimable vectors in linear mixed models. An advantage
of this procedure is that it can be applied without requiring normality, un-
like the ML, and REML methods. Besides this, the same procedure can be
applied to balanced or unbalanced mixed models, contrary to the ANOVA.
Keywords: Least squares estimator method, linear mixed models, variance
components.
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Tests for Multiple Additive Models
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Abstract
In [3], [4] and [5] the authors considered a linear regression for each treat-
ment of a base design. Then, they studied the action of the factors of this
design on the vectors β(l), l = 1, ..., d. In this talk we will consider multi-
ple additive models which are an extension of these models. We will show
how to test hypothesis on fixed effects part. Then, we will use the structure
of these models to ensure that the vectors of homologue components are
approximately homoscedastic which enable us to apply ANOVA.
Keywords: Additive Models, ANOVA, Cumulants, Moments.
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Abstract
Letrinhas is an information system created by the Polytechnic Institute of
Tomar, in partnership with the Grouping of Schools Artur Gonves (Portu-
gal), to promote learning and reading development. This system makes use of
mobile technologies, providing a more dynamic, interactive and meaningful
learning. The creation of applications that allow for the diagnosis and interac-
tion with students with reading difficulties is extremely important [1], which
leads Letrinhas to occupy a prominent role in the Portuguese panorama, as it
responds to this need and is an innovative system that takes advantage of the
potential of mobile devices with touch based interfaces, while promoting the
students' motivation and autonomy. In fact, studies show that ICT provides
students with a more active role in building knowledge [2] [3]. Furthermore,
Letrinhas distinguishes itself from similar tools for evaluating reading fluency
because it agrees with the Curricular Goals established by the Portuguese
Government and because it allows teachers to choose texts and exercises to
work with the students according to the diagnosed needs [4]. Studies show
that intervention in the context of reading difficulties should focus on three
main aspects: 1) early identification; 2) prevention; 3) re-education. With
this in mind, the implementation of reading programs should take place in
the first two years of schooling [5]. In order to analyze the impact of Letrinhas
in the promotion of reading, along with its implications in the organizational
and educational dynamics of the schools, a study was carried out in several
School Groups of the Center Region of Portugal. This was done with the col-
laboration of the Training Center The Templars which is running a Letrinhas
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software training programme for teachers. A total of 37 teachers and 116 stu-
dents with reading difficulties participated in this innovative learning process,
but only the results of the regular students who attended the 2nd and 3rd
years of schooling were considered (the total sample size is 65). Two groups
of students were formed: one using the Letrinhas (experimental group, with
33 students) and another using traditional teaching methods (control group,
with 32 students). In the students learning process, there are two essential
reading components: fluency and precision. To compare statistically the data
gathered for these two variables, in both groups (experimental and control),
some (non)parametric tests were applied. The differences between the two
teaching methods of reading, observed in graphs and in the values of some
descriptive statistical measures, are statistically significant (also the values
obtained for the effect sizes measures are considerable). The positive impact
of the Letrinhas software on the fluency and precision of reading, empirically
identified by teachers, was statistically confirmed.
Keywords: Educational technology, non(parametric) tests, reading difficul-
ties, special education.
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Confidence Ellipsoids for Additive Models
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Abstract
In this talk we will apply Edgeworth Expansions to obtain (approximate)
quantiles for the Uh, h = 1, ..., n cumulants. Then we will adjust confidence
ellipsoids to these quantiles reducing the quadratic form to an inner product.
We will also show that the Edgeworth Expansions allows us to obtain esti-
mated quantis and then confidence ellipsoids and hypothesis tests through
duality.
Keywords: Edgeworth Expansions, Confidence Ellipsoids, Cumulants.
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Abstract
Erschler and Karlsson [3] constructed a homomorphism from a finitely gene-
rated group to the reals through a random walk approach. In our previous
work, similar results were obtained for a semidirect product using the word
length [1]. In [2], the word length was replaced by a quasimorphism. It turns
out that, working with quasimorphisms made it possible to generalize fur-
ther the construction to an infinite, finitely generated semigroup S, endowed
with a probability measure. Specifically, using semigroup quasimorphisms,
we construct a homomorphism from S to (R,+).
Keywords: Random walks on semigroups, Semigroup homomorphism, Semi-
group quasimorphism.
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an open economy: The case of Mozambique
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1Universidade Eduardo Mondlane, DMI Maputo  Mozambique and Department of
Mathematics, FCT NOVA and CMA-FCT-UNL, Portugal
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Abstract
This paper studies the dynamics of Mozambique real Gross DomesticProd-
uct (GDP), uncovering the role of three aggregate shocks, supply, demand
and external, taking as South Africa economy as key for measuring the latter
shock. The data covers, on an annual basis, Mozambique real GDP output
variable, Mozambique GDP deflator aggregate prices and South Africa
GDP external economic activity over 1990 to 2012. Statistical analysis of
the data reveals the existence of unit roots and cointegration, after resorting
to standard ADF testing and applying Johansen cointegration analysis (see
Johansen [5]). The results from the test led to consider all series as inte-
grated and to the existence of cointegration. Then, we analyzed causality
(see Granger [4]), using Dolado and Lütkepohl [3]), and proceeded to iden-
tify the Vector Error-Correction (VEC) employing a long run scheme in line
with Blanchard and Quah [1]) and Breitung, et al. [2]). The identified VEC
delivers impulses responses where permanent effects on GDP come, essen-
tially, from aggregate supply shock, which is also the major source of output
fluctuations.
Keywords: aggregate supply, demand and external shocks, structural vector
error-correction, Mozambique.
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Metric functionals: a new class of examples
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Abstract
Inspired by Gromov's construction of horofunction compactification, Karls-
son [1], [2], among others, started an entire program dedicated to the idea
of transposing functional analysis constructions to metric spaces. Central in
this realm of ideas is the concept of metric functional. In this work we con-
sider the metric space of metrics, defined on a finite set [3], and obtain the
entire description of metric functionals in the first nontrivial cases.
Keywords: Horofunction compactification, Metric space, Metric functional.
Acknowledgements
This work was partially supported by FCT through CMA-UBI, project UID-
MAT-00212-2019.
References
[1]Karlsson, A., Elements of a metric spectral theory, Preprint
[2]Gouëzel, S., Karlsson, A., Subadditive and multilplicative ergodic theorems To appear
in J. Eur. Math. Soc.
[3]Khare, A., The non-compact normed space of norms on a finite-dimensional Banach
space, arXiv:1810.06188
Organized Session
Statistical Modeling and Applications
Organizer: Swati DebRoy
Organized Session 35
The impact of psychosocial stressors on college
students' wellbeing. A case study with application
of PLS-SEM
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Abstract
College students are exposed to psychosocial stressors during their studies
(undergraduate|graduate) that can have a negative influence in their (psycho-
logical and physical) wellbeing. In fact, students experience multiple socio-
economic, relational, and socio-professional outcome concerns that can lead
them to the burnout psychological syndrome, usually associated with aca-
demic performance unbalance and school dropout [1]. To evaluate the aca-
demic burnout some questionnaires have been used despite some discussion
in the scientific literature regarding their psychometric characteristics [3,4,6].
In this case study a questionnaire was developed by students of the course of
Modelling and Simulation in Global Health and Neglected Tropical Diseases
(School of Human Evolution and Social Change, Arizona State University,
USA), where they tried to consider their own experience as students. The
questions used correspond to ordinal variables measured on a 10-point scale
and the data gathered have a character entirely observational (these ordinal
observed/manifest variables operationalize latent variables|constructs such
as cognitive stress, behavioral stress, quantitative demands, insecurity, so-
matic stress and distress). The Structural Equations Modeling (SEM) was
applied to analyze the relationships between the manifest variables (directly
measured) and the latent constructs (not directly observed), as well as among
the latent constructs. Partial Least Squares (PLS), a variance-based estima-
tor, was applied because it maximizes the explained variance of the available
endogenous latent constructs and because it emphasizes prediction while it
simultaneously relaxes the demands on data and the specification of those re-
lationships [2,5]. Based on a priori perceptions about causal relations among
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those constructs, and consistent with literature and authors' experience, a
theoretical structural model was proposed. The PLS-SEM estimated model
allows a better understanding of the variables that may be considered as
a source of burnout in college students. Although PLS-SEM is basically an
exploratory technique, the use of bootstrap resampling procedure allows lim-
ited but credible forms of inference leading to the conclusion that the main
causal hypothesis expressed with the model were supported by data. The la-
tent constructs distress and quantitative demands have a direct effect on the
academic burnout, and the latent constructs behavioral stress and insecurity
have an indirect effect on that endogenous variable. To compare the model
obtained by gender (female and male) a multi-group analysis was developed,
where the differences founded in the paths coefficients are not statistically
significant. However, some of these differences might be considered interest-
ing in the light of psychological theory.
Keywords: Bootstrap, Partial Least Squares, SmartPLS, Survey.
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Latin Text Authorship using Dynamical
Measurements of Complex Networks
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Abstract
The study of complex systems through has proved to be very useful, espe-
cially in the analysis of social networks. Using clustering techniques, com-
munities are detected in networks of friendship or shared interests [1,3]. In
this work we study a network of Latin text to obtain authorship verification
[4]. The Latin texts are from Historia Augusta, a collection of biographies of
Roman emperors stretching from Hadrian(117-138) to Carus (282-83) and
his son Carinus (283-285) and Numerian (AD 283284), and our goal is to
verify the hypotesis that the authorship atribution of the texts is correct (six
authors) or that all texts are written by the one author. We apply a spectral
clustering tool that we have developed, based on the second eigenvector of
the Laplacian matrix of the graph to obtain the topological chacterization of
the networks: Degrees, Accessibility, Betweenness, Assortativity, Clustering
coefficient e Average shortest path length. This techniques allows to avoid
the high cost of combinatorial algorithms using numerical methods of linear
algebra, well established in scientific computation, see [2]. In the case under
study, the detection of communities identifies trends that allows to suspect of
text clusters by the same author. To evaluate our results we study the Latin
text authorship using other authors texts such as Res Gestae a Fine Corneli
Taciti by Ammianus Marcelinus (4 AC) an author contemporary of Historia
Augusta authors; and we use different computationaly methods to verify
texts authorship such as Kmeans. To improve our authorship verification we
use a list of Latin stop words, latin words lemmatization as well as some
syntatic structures detection [5].
Keywords: Latin text Authorship, network graphs, clustering, weighted
graphs, spectral clustering.
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Mathematical Modeling Applied to Childhood
Obesity
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Abstract
School-based interventions provide the best obesity prevention and reduction
strategy in children. Evaluating the isolated effectiveness of an intervention in
light of changing height and body composition is challenging. Additionally,
physiological and psychosocial responses to an intervention are dependent
on baseline body mass index (BMI), sex, socioeconomic status, and age.
We propose a non-linear ordinary differential equation model to quantify
expected school specific BMI trends and determine how and if the BMI
trajectory was altered due to the intervention. This model is modified from
the adult obesity model formulated by Thomas, et al. [1]. The talk will also
discuss how data gathered by our team through a middle school intervention
has helped in direct parameter estimation for the model.
Keywords: ordinary differential equation, parameter estimation, childhood
obesity.
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Numerical solution of variable-order fractional
optimal control-affine problems using Bernoulli
polynomials
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Abstract
Optimal control theory lets us to choose control functions in a dynamical
system to reach a specific goal and has found many applications in many life
sciences [1,2]. When the dynamical system in an optimal control problem
includes fractional differential equations, the problem is called a fractional
optimal control problem. A recent generalization of the theory of fractional
calculus is to allow the fractional order of the derivatives to be dependent
on time [3]. In this work, we focus on the following variable-order fractional
optimal control-affine problem
min J =
∫ 1
0
φ(t, x(t), u(t))dt,
s.t. the control-affine dynamical system
C
0 D
α(t)
t x(t) = ϕ
(
t, x(t), C0 D
α1(t)
t x(t), . . . ,
C
0 D
αs(t)
t x(t)
)
+ b(t)u(t),
and the initial conditions
x(i)(0) = xi0, i = 0, 1, . . . , n,
where φ, ϕ and b 6= 0 are smooth functions of their arguments, n is a positive
integer number such that for all t ∈ [0, 1]: 0 < α1(t) < α2(t) < . . . <
αs(t) < α(t) ≤ n, and C0 Dα(t)t is the (left) fractional derivative of the variable-
order defined in the Caputo sense. Our aim is to find an approximation
of the optimal value of the performance index J using the properties of
the Caputo derivative and RiemannLiouville integral operators of variable-
order. To this aim, we introduce an accurate operational matrix of variable-
order fractional integration for the Bernoulli polynomials [4] and use this
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matrix to give approximations for the state function x(t) and its derivatives.
Then, an approximation of the unknown control function u(t) is given using
the dynamical system. By employing GaussLegendre quadrature rule and
using the optimality condition, the main problem is reduced to the solution
of a system of nonlinear algebraic equations. Finally, in order to show the
efficiency and accuracy of the method, we apply this new technique to a test
problem.
Keywords: variable-order fractional optimal control problem, Bernoulli poly-
nomials, operational matrix.
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Curtail the spread of cholera outbreaks through
optimal control theory
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Abstract
We propose and study several mathematical models for the transmission
dynamics of some strains of the bacterium Vibrio cholerae, responsible for
the cholera disease in humans. Control functions are added with the purpose
to obtain different optimal control problems. Its study allow us to determine
the best way to curtail the spread of the disease. Such models are applied
to the cholera's outbreak of Haiti (2010-2011) and Yemen (2017-2018) (see
[1,2]).
Keywords: disease-free and endemic equilibria, stability, quarantine, vacci-
nation.
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Abstract
The Ebola virus disease is a severe viral haemorrhagic fever syndrome caused
by Ebola virus. This disease is transmitted by direct contact with the body
fluids of an infected person and objects contaminated with virus or infected
animals, with a death rate close to 90% in humans. Recently, some mathe-
matical models have been presented to analyse the spread of the 2014 Ebola
outbreak in West Africa. In this paper, we introduce vaccination of the sus-
ceptible population with the aim of controlling the spread of the disease
and analyse two optimal control problems related with the transmission of
Ebola disease with vaccination. Firstly, we consider the case where the total
number of available vaccines in a fixed period of time is limited. Secondly,
we analyse the situation where there is a limited supply of vaccines at each
instant of time for a fixed interval of time. The optimal control problems
have been solved analytically. Finally, we have performed a number of nu-
merical simulations in order to compare the models with vaccination and
the model without vaccination, which has recently been shown to fit the real
data. Three vaccination scenarios have been considered for our numerical
simulations, namely: unlimited supply of vaccines; limited total number of
vaccines; and limited supply of vaccines at each instant of time. This talk is
based on the recent paper [1].
Keywords: transmission of Ebola, control of the spread of the Ebola disease,
optimal control with vaccination constraints, vaccination scenarios.
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Abstract
Drag is a mechanical force that acts in the opposite direction to the relative
motion of a solid moving in a fluid environment. Its magnitude is typically
proportional to the cube of the solid's speed and therefore the power needed
to overcome the drag is proportional to the cube of the speed [1]. Moti-
vated by trajectory planning problems of Autonomous Underwater Vehicles
(AUV), we propose an optimization problem responsible for driving a vehicle
from an initial position to a final target while minimizing both acceleration
and drag [3]. The corresponding EulerLagrange equations will be derived.
The absence of the drag term corresponds to the problem of finding cubic
polynomials prescribing initial and final velocities. Even for this particular
case, finding explicit solutions for the EulerLagrange equations is a ma-
jor issue that remains unsolved and motivated several authors to look for
alternative approaches [2]. Needless to say that the presence of the drag
term will increase substantially the difficulty of the problem [5]. In order
to overcome these difficulties, a numerical optimization procedure based on
the discretization of the given functional will be proposed in order to obtain
approximate solutions for the problem [4]. Several numerical illustrations of
the solutions will be provided for some of the most important curved spaces
used in robotics applications.
Keywords: drag, calculus of variations, Riemannian geometry, numerical
optimization.
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Can malware propagation be softened via optimal
control theory and mathematical epidemiology?
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Abstract
Purposing to lessen malware propagation, this work proposes optimal control
measures using epidemiological modeling ([1] and [2]). By taking advantage
of real-world data related to the number of reported cybercrimes in Japan
from 2012 to 2017, an optimal control problem is formulated in order to
minimize the number of infected devices in a cost-effective way ([3]). Overall,
numerical simulations show the usefulness of the proposed control strategies
in reducing the spread of malware infections.
Keywords: optimal control, optimal control application, malware propaga-
tion, SCIRS epidemiological model.
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Optimality conditions for variational problems
containing a derivative with a non-singular kernel
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Abstract
The aim of this talk is to show sufficient and necessary optimality conditions
[1] of certain problems of calculus of variations with a Lagrangian depending
on a fractional derivative that have a non-singular kernel. Some special cases
of fractional variational problems will be presented.
Keywords: Fractional calculus, calculus of variations, Caputo-Fabrizio frac-
tional operator.
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Abstract
Often, a group of mobile robots is used to perform a certain task as a team.
On the one hand, they are coupled but, on the other hand, the movement of
each one does not directly affects the others, which means they can be con-
sidered dynamically decoupled. Reported work in the areas of cooperative
control and multiple vehicles systems can be found, for example, in [1,2,6].
When mobile robots perform as a team, there are some situations where we
need to change the layout of the multivehicle formation. In many applica-
tions, this change is due to the adaptation to new tasks or to changes in
the trajectory of the robots. A typical example involves the reshape of the
formation to pass through a narrow passage or when there is an obstacle in
the path. In these cases, the multivehicle formation must be reconfigured
to a new geometry. In this work we address the problem of reconfiguring
the layout of a formation of undistinguishable nonholonomic mobile robots,
where each vehicle moves from its current position to a target oriented posi-
tion using the shortest path [3]. We combine results from previous work on
optimal formation switching of robots that are holonomic [2] with results on
the structure of the shortest path for nonholonomic vehicles [1]. To solve the
optimal control problem inherent to this application, we use direct methods
[4]. A new feature that distinguishes this work from previous approaches is
the fact that the shortest path between two oriented points in the plane for
a nonholonomic vehicle has to be computed, which is done through Dubin's
result [4].
Keywords: nonholonomic systems, multivehicle formation, formation re-
configuration, optimal control, direct methods, numerical methods, adaptive
mesh refinement.
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Abstract
Drinking water is an essential supply that is increasingly scarce, not only
due to climate change but also due to the pollution caused by humans. It
is extremely important to know how to use the water in a sustainable way.
Agriculture uses the largest portion, about 70% of freshwater. More and more
farmers are adopting water management strategies to improve the use of wa-
ter in an efficient way, such as innovative irrigations systems. Using Optimal
control [5], the authors have developed a model for the irrigation systems,
[1]. This model has the advantage of planning the use of water for 10 days,
instead of an ON-OFF irrigation system. The ON-OFF systems trigger the
irrigation cycle when a minimum critical value of soil moisture is detected
and suspend it when a defined maximum is reached (sometimes close to sat-
uration). The excess of water in the soil, that arise frequently when applying
of these techniques, is responsible for a significant water waste. Having a
planning irrigation systems not only allows to safe water, but also allows
to be adapted to different growth stages of the crop. In [2], predictive con-
trol techniques are used to improve the model described in [1], to correct
the forecast imprecisions of the weather data. Using the humidity soil data,
the software determines whether the water spent was lower or greater in
comparison with the real needs, and the replanning is activated when the
estimated humidity of the soil is not on a small vicinity of the real humidity
of the soil. Based on the work develop in [4], we use a fine mesh and cre-
ate several scenarios to understand the behaviour of the optimal irrigation
systems, in [3]. The inclusion of hourly data in the model allows to consider
scenarios where, for instance, rainfall is uniform or not uniform, the rainfall
is concentrated in a period of time. The use of smaller time steps produce
a smoother solution, with less water consumption. In this work, we propose
to use predictive control to improve model [3] with the techniques described
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in [2]. Thus, we obtain the possibility to replan the irrigation, using a finer
mesh.
Keywords: optimal control, predictive control, mesh refinement, replan,
irrigation systems.
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Firm Competition on a Hotelling Network
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Abstract
We develop a theoretical framework to study the location-price competition
under uncertainty of firms' production costs. Firms compete in a two-stage
Hotelling- type network game, with linear transportation costs. We show the
existence of a Bayesian-Nash equilibrium price if, and only if, some explicit
conditions on the ex- pected production costs and on the network structure
hold. Furthermore, we prove that the local optimal location of the firms are
at the nodes of the network.
Keywords:Hotelling network mode, game theory, price competition, oligopoly
models.
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Abstract
The reinfection SIRI model describes the spreading of an epidemics in a
population of susceptible (S), infected (I), and recovered (R) individuals,
where after an initial infection the recovered individuals only have partial
immunity against a possible reinfection. Grassberger, Chaté and Rousseau
[1] considered similar models with partial immunization, and observed tran-
sitions between phases of no-growth, annular growth and compact growth.
The transition between annular growth and compact growth corresponds to
the reinfection threshold in epidemiology, introduced by Gomes et al. in 2004
[2]. In this work, we propose a new concept of reinfection threshold based
on the global maximum of the positive curvature of the endemic stationary
state. This new maximum curvature reinfection threshold forms a smooth
curve with respect to the temporary immunity transition rate, and has the
property of coinciding with the previous notion of the reinfection threshold
at the limit of vanishing the temporary immunity transition rate.
Keywords: reinfection threshold, SIRI model, curvature.
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Pure price duopoly equilibria for discrete
preferences
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Abstract
We show that in a duopoly with homogeneous consumers, if these are nega-
tively influenceable by each other behavior (e.g. through a congestion snob
Veblen effect), a pure price equilibrium with positive profits for both firms
exists. Furthermore, even in the case products are undifferentiated, an equi-
librium where firms charge different (positive) prices and have different prof-
its exists. In particular, such an equilibrium exists for atomic distributions of
consumer preferences. We further show that in the case products are differen-
tiated, social differentiation overcomes the effect of standard differentiation
in creating price asymmetries. Furthermore, this provides a way to discretize
the Hotelling model while guaranteeing pure price equilibria.
Keywords: Social influence, Bertrand duopoly, Bertrand paradox, Bertrand
competition, consumption externalities, product differentiation, pure price
equilibrium.
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Abstract
Based on the classical epidemiological SIR model, we propose a similar model
to analyze the spreading of a false rumor in a homogeneous mixing population
[1]. Regarding the rumor, individuals can be ignorants (I), believers (B) or
unbelievers (U). Hence, we propose the IBU spreading model. Assuming
that the rumor is false, we study its spreading depending on the level of the
real information attained by the individuals. Since the search for information
can have costs but can also be very advantageous to an individual, we will
introduce the expected learning payoff and we will compute the Nash and
the evolutionary stable information search strategies [2].
Keywords: SIR model, Rumors.
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Abstract
In this talk, we study the multidimensional time-fractional diffusion-wave
equation where the time fractional derivative is in the Caputo sense with or-
der β ∈ ]0, 2]. Applying operational techniques via Fourier and Mellin trans-
forms we obtain an integral representation of the fundamental solution (FS)
of the time fractional diffusion-wave operator. Series representations of the
FS are explicitly obtained for any dimension. From these we derive the FS
for the time fractional parabolic Dirac operator in the form of integral and
series representation. Fractional moments of arbitrary order γ > 0 are also
presented. To illustrate our results we present and discuss some plots of the
FS for some particular values of the dimension and of the fractional param-
eter. The results presented in talk can be found in [1].
Keywords: Time fractional diffusion-wave operator, Time fractional parabolic
Dirac operator, Fundamental solutions, Caputo fractional derivative, Frac-
tional moments.
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Abstract
In this talk we present a time-fractional operator calculus in fractional Clif-
ford analysis. Initially we study the Lp-integrability of the fundamental so-
lutions of the multidimensional time-fractional diffusion and parabolic Dirac
operators. Then we introduce the time-fractional analogues of the Teodor-
escu and Cauchy-Bitsadze operators in a cylindrical domain, and we inves-
tigate their main mapping properties. As a main result, we prove a time-
fractional version of the Borel-Pompeiu formula based on a time-fractional
Stokes' formula. This allows us to present a Hodge-type decomposition for
the Lp-sapce.. The obtained results exhibit an interesting duality relation
between forward and backward parabolic Dirac operators and Caputo and
Riemann-Liouville time-fractional derivatives. Some applications of the ob-
tained results for solving time-fractional boundary value problems will be
shown. The results presented in the talk can be found in [1].
Keywords: Fractional Clifford analysis, Fractional derivatives, Time-fractional
parabolic Dirac operator, Fundamental solution, BorelPompeiu formula.
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Abstract
Motivated by the range of possible applications of convolutions in Mathe-
matics and other sciences (e.g. [3,4]), the main purpose of this talk is to
present three new convolutions for some oscillatory integral operators de-
fined on the positive half-line and in the framework of L1 Lebesgue spaces.
For that purpose, we present some fundamental and operational properties
of those integral transforms. Probably, the most important property of a con-
volution is to satisfy a factorization property which is typically associated
with one or more than one integral operators (Convolution Theorem). In this
sense, we prove that the convolutions introduced exhibit certain factorization
identities when considering the operators under studied applied to all those
functions. In most of the cases, such factorization property is fundamental
to solve consequent integral equations which can be characterized by those
convolutions (e.g. [1,2]).
Keywords: integral operators, operator properties, convolutions, factoriza-
tion identities.
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Abstract
We propose eight new convolutions exhibiting convenient factorization prop-
erties associated with two classes of finite integral transforms of Fourier-type.
Properties of these new convolutions are derived and applied to the solvabil-
ity of a class of the integral equations of Wiener-Hopf plus Hankel type (on
finite intervals). Fourier-type series are used to produce the solution formula
of such equations, and a Shannon-type sampling formula is also obtained.
Keywords: convolution, integral transform, integral equation, Wiener-Hopf
plus Hankel equation, Shannon-type sampling formula.
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Abstract
In this work we obtain the first and second fundamental solutions (FS) of the
multidimensional time-fractional equation with Laplace or Dirac operators,
where the two time-fractional derivatives of orders α ∈]0, 1] and β ∈]1, 2] are
in the Caputo sense. We obtain representations of the FS in terms of Hankel
transform, double Mellin-Barnes integrals, and H-functions of two variables.
As an application, the FS is used to solve Cauchy problems of Laplace.
Keywords: Laplace operator, fractional calculus, fundamental solution.
Acknowledgements
The work of the authors was supported by Portuguese funds through the
CIDMA - Center for Research and Development in Mathematics and Appli-
cations, and the Portuguese Foundation for Science and Technology (FCT
Fundação para a Ciência e a Tecnologia), within project UID-MAT-0416-
2019.
References
[1]Ferreira, M., Rodrigues, M. M. and Vieira, N., Fundamental solution of the multi-
dimensional time fractional telegraph equation, Fractional Calculus and Applied Anal-
ysis 20(4), 2017, pp. 868894.
[2]Ferreira, M., Rodrigues, M. M. and Vieira, N., Fundamental solution of the time-
fractional telegraph Dirac operator, Mathematical Methods in the Applied Sciences
40(18), 2017, pp. 70337050.
Organized Session
Dental Research Applications of Statistical
Methods
Organizer: José A. Lobo Pereira

Organized Session 71
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Abstract
Dental plaque is a major biological determinant common to the development
of dental caries and periodontal diseases [1]. Thus, elimination of bacterial
plaque from tooth surfaces is essential for maintaining dental health [2].
Plaque disclosing agents (PDA) are preparations containing dye or other col-
oring agents used to identify bacterial plaque, providing a valuable visual aid,
playing an important role in patient's motivation, control of dental hygiene
efficacy and research. The Mira-2-Ton Tablets Hager & Werken R© (M2T) is
the PDA routinely used in the clinic of Faculdade de Medicina Dentária da
Universidade do Porto (FMDUP) to estimate the plaque index (percentage
of dental surfaces with plaque). However, until now, we do not have informa-
tion on the power of M2T to separate plaque positive surfaces from plaque
negative ones. Aiming to estimate the power of M2T test through accuracy,
sensitivity, specificity, positive and negative predictive values, we compare
M2T against the physical removing of plaque method, considered the gold
standard. Twenty patients of FMDUP where randomly selected, and 4 sur-
face per tooth screened for presence of plaque, firstly by the M2T followed
by the physical removing technique. The result of the two diagnostic test
were compared and the measures of M2T performance computed. The data
were processed with R software [3]. The performance of M2T varied among
sextants with accuracy ranging from 0.54 to 0.85, sensitivity from 0.57 to
0.93, specificity from 0.12 to 0.96, positive predictive value from 0.47 to 0.98
and negative value from 0.12 to 0.80. The performance of M2T was satisfac-
tory for motivational purposes but presents some limitations when applied
to research.
Keywords: Dental plaque, Plaque disclosure, Test performance measures.
72 Organized Session
References
[1]Sanz, M., et al. (2017) Role of microbial biofilms in the maintenance of oral health
and in the development of dental caries and periodontal diseases. Consensus report
of group 1 of the joint EFP(ORCA workshop on the boundaries between caries and
periodontal diseases. Journal of Clinical Periodontology 44:S18, 511.
[2]Löe, H. et al. Experimental Gingivitis in Man. Journal of Periodontology, Chicago, v.36,
p.177-87, 1965.
[3]Gustafson, K.E. and Rao, D.K.M., Numerical range, the Field of Values of Linear Op-
erators and Matrices, Springer, New York, 1997.
[4]R. Core Team (2019). R: A language and environment for statistical computing. R Foun-
dation for Statistical Computing, Vienna, Austria. URL https://www.R-project.org/.
Organized Session 73
Estimation of the Minimum Interval Between
Orthopantomography to Detect Early Variations of
Bone Level Through Logistic Regression Classifiers
Inês Oliveira1, J.A. Lobo Pereira1, Luzia Mendes1 and Rui Sérgio
Sousa1
1Faculdade de Medicina Dentária, Universidade do Porto, Portugal
Corresponding/Presenting author: ines.oliveira.199624@gmail.com
Abstract
Periodontal disease (PD) is an infectious/inflammatory disease that affects
the tooth supporting tissues and is characterized by alveolar bone loss. Be-
ing one of the most prevalent oral disorders, affecting about 20-50% of global
population, [1] periodontitis, the destructive form of periodontal disease, is
the leading cause of tooth loss among adults. The early diagnose of peri-
odontitis and a good estimation of its progression rate allows an accurate
diagnosis and prognosis and, consequently, an adequate treatment plan. The
assessment of periodontal bone level changes is of paramount importance to
estimate the rate of periodontitis progression, and therefore provide crucial
information to achieve a more accurate prognosis. Panoramic radiographs
(PR) are part of the patient care protocol at the FMDUP clinic and the
first radiological medium for periodontal bone level screening. The interval
between two PR needs to be small enough to detect early changes of bone
level, however must minimize the amount of radiation received. Aiming to
know the minimum interval between PR that allows detecting variations of
bone level, we performed an observational study with 400 PR of 200 patients
of the FMDUP clinic. Variation of interproximal bone level between two PR
of the same patient was assessed through a percentile ruler graded at 5% and
a binary classifier logistic regression was applied with R software. Binomial
generalized linear models were fitted to data, with the predictive variables
age, gender, and interval between PR. The results showed that the minimum
interval between PR was 2.5 years with a sensitivity and specificity of 46.0%
and 85.1%, respectively, and the area under the curve (AUC) was 69.6.
Keywords: Periodontal disease, Bone loss, Logistic Regression Classifiers.
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Halitosis, or bad breath, is used to describe an unpleasant and offensive
odour in exhaled air. Although halitosis could result from systemic disorders
[1], it is now widely accepted that the major source of bad breath is odorific
compounds, particularly volatile sulphur compounds (VSC), produced by
bacterial metabolic degradation of food debris, desquamated cells and saliva
proteins [2] within the oral cavity [3]. The success of antihalitosis interven-
tions appears to hinge on the reduction of VSC levels by mechanical or
chemical methods. Mechanical interventions (i.e. toothbrushing, flossing and
tongue scraping) aim to reduce the numbers of VSC-producing bacteria and
bacterial substrate, while chemical interventions (toothpaste and mouthrinse
use) have an antibacterial effect in addition to direct odour neutralization
[4]. The aims of this study were to compare the volatile sulphur compounds
(VSC)-reducing effect of two commercial mouthrinses using a morning bad
breath model and to assess the role of mechanical plaque control (MPC) when
performed previously to mouthrinse use. Eleven volunteers with good oral
health were enrolled in a double-blind, randomized, six-step crossover design
study with a 7-day washout period. Two commercial mouthrinses were tested
using a saline solution (NaCl 0.9%) as a negative control: one mouthrinse
contained 0.05% chlorhexidine, 0.05% cetylpyridinium chloride and 0.14%
zinc lactate (CHX-CPC-Zn), while the other contained 0.05% chlorhexidine,
0.15% triclosan and 0.18% zinc pidolate (CHX-triclosan-Zn). A portable sul-
phide monitor (Halimeter R©) was used for VSC quantification. Measurements
were made at baseline, and 1, 3 and 5 h after rinsing. Significant differ-
ences were detected by multivariate analysis of variance (MANOVA). We
were unable to demonstrate a significant influence of mechanical plaque con-
trol on the reduction of VSC levels when performed before mouthrinse use
(p = 0.631). Both mouthrinses effectively lowered VSC levels in all test in-
tervals (p < 0.05). No statistically significant differences were found between
mouthrinses in any of the test intervals (p = 0.629, 0.069 and 0.598 at 1, 3
and 5 h).
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Abstract
Periodontal disease (PD) is one of the most prevalent oral disorders, affecting
20% - 50% of world population [1] and non-surgical periodontal therapy is
the usual treatment approach. Hyaluronan (HY) is a naturally occurring high
molecular weight glycosaminoglycan is present in all periodontal tissues and
has been demonstrated to facilitate wound healing in a variety of organs and
tissues, and hence has potential to be used in periodontal therapy. Individ-
ual clinical studies presented thus far provide evidence that HY associated
with non-surgical periodontal therapy present no adverse effects, however
the effect on periodontal pocket depth (PPD) reduction vary from null to
substantial. This meta-analysis intends to find a point estimate of the effect
of HY as adjunct of non-surgical periodontal treatment (PT) on PPD reduc-
tion. A total of 8 articles were selected through the search on the electronic
databases (Medline (PubMed) and Web of Science). Although with similar
experimental design, some potential sources of bias were detected. The stan-
dard mean difference effect size was computed from mean gain scores for
each study. We applied the randon-effects model by summarizing the results
of 8 studies, each of which has a sample size nk. In each study, there is a
true effect βk estimated by βˆk, with a true standard error σk estimated by
σˆk, or, equivalently, a true variance β2k estimated by σˆ
2
k and between-study
variance τ2. The τ2 and β were estimated by restricted maximum-likelihood
estimator (REML) and the inference was attained by first-order statistics.
The meta-analysis results were presented in a forest plot graph and publi-
cation bias was assessed by a funnel plot graph combined with the trim and
fill method and tested for asymmetry by Egger's linear regression method.
The statistical procedures were performed with R software [2]. The results
suggest that HY associated with non-surgical periodontal therapy have a
significant effect on PPD reduction for a confidence level of 95% (ES = 1;
95% CI = 0.46, 1.54) and a nonsignificant level of heterogeneity (τ2 = 0.266;
Q = 12.690, p− val = 0.080).
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Abstract
The development of methodologies to predicting the useful life of materials
used as building materials or as ornamental stones is fundamental for the
optimization of its choice, application criteria and maintenance in the short-
and long-term period of time. Taking into account that the construction ma-
terials applied outside the buildings are currently exposed to aggressive at-
mospheres due to increased pollution, the analysis of their behaviour against
these atmospheres, simulated laboratorially, allows to obtain data, that when
analyzed with the proper techniques of statistical prevision modelling, pro-
vide us a precious information about their expected behaviour over time. In
order to modelling the degradation of Portuguese granites used as material
construction and ornamental stones exposed to three different acidified so-
lutions (simulation of acid rain), we have applied a polynomial regression
analysis to the laboratorial data obtained. For all the acidified solutions it
was possible to verify that the pattern of the degradation curve is identi-
cal, in an S form and with a very high coefficient of determination values,
translating a very significant adjustment to this model.
Keywords: degradation Modeling, Polynomial Regression, Granite Decay.
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Problem posing has long been under the shadow of problem solving in math-
ematics education, however, in recent years, problem posing has received
incresing attention and has been described as beneficial to train students for
a changing world and an effective stategy for teaching and learning Mathe-
matics. The proper interpretation of probability problems involves, not only,
the linguistic, semantic and schematic knowledge [9], necessary for the inter-
pretation of any mathematical problem, but also the domain of probabilistic
vocabulary, whose meaning is often discrepant from the common meaning
[1]. The interpretation stage is, in fact, one of the critical points in the pro-
cess of solving problems of probabilities, since an unsuccessful interpretation
enhances the manifestation of misunderstandings and probabilistic fallacies
and makes it impossible to reach the correct solution of the problem. There
have been numerous warnings about the dire consequences of the study of
probabilities based on routine and decontextualized tasks [5], particularly
their inability to eliminate the misunderstandings and fallacies associated
with the concepts of probabilities [7], [8]. For students to become aware of
the complexity of probabilistic reasoning, it is essential to engage them ac-
tively in activities that provide knowledge building based on their effort, mis-
takes and interaction with peers. [4]. Problem-posing tasks are described in
the literature as beneficial for problem-solving skills, contributing to deeper
understanding of concepts, improved reasoning, motivation and creativity
(eg, [3]). By requiring greater abstraction and proper use of natural and for-
mal language [12], problem-posing tasks may be an ally in overcoming the
difficulties associated with the interpretation of problems of probabilities.
Keywords: Problem posing, Problem solving, Fallacies, Misconceptions,
Probabilities.
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Abstract
Learning through projects can be seen as a methodology that facilitates
the acquisition of new knowledge and at the same time allows the develop-
ment of new skills that can better prepare students and teachers for the job
market.This project, reference number: 609551-EPP-1-2019-1-BG-EPPKA2-
CBHE-JP, which we intend to develop in the Higher School of Technology
and Management of the Polytechnic Institute of Portalegre, in partnership
with otherinternational higher education institutions (Trakia University, Bul-
gária; State Pedagogical University Ion Creanga, Moldava; American Univer-
sity of Moldova, Moldava; Odessa National Academy of Food Technologies,
Ukrain; National Technical University of Ukraine Igor Sikorsky Kyiv Poly-
technic Institute, Ukraine, Bialystok University of Technology, Poland and
Siauliai State College, Lithuania) targeting students and teachers through
innovative training courses in the areas of Science, Technology, Engineering
and Mathematics (STEM), and the creation of new courses in these areas.
For this, it is foreseen the development of activities of project implementa-
tion - development, adaptation and test of new curricula and methodologies
to improve the level of competences in the institutions of higher education.
For the development of new courses, it is intended to integrate new ICT
methods into the training practices in each of the partner institutions in the
project. The objectives of the project are: (i) to provide training to target
groups of students and teachers from different institutions; (ii) to develop
innovative curricula and methodologies; and (iii) to create new courses with
application of the practices developed in the STEM. The evaluation of the re-
sults achieved will be carried out through quantitative indicators to evaluate
the quality of the project implementation by type of activity in accordance
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with a work plan. The culmination of the project results in the dissemina-
tion of innovative practices developed, new curricula and methodologies as
well as the improvement of the level of competences of the higher education
institutions and the availability of the elaborated didactic materials and of
free access. Dissemination of the results achieved may enable other institu-
tions at regional and European level to adopt more appropriate curriculum
methodologies and curricula in the areas of STEM.
Keywords: Methodologies, Pedagogical practices, Formation.
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Abstract
In this work the income, consumption and saving of Portuguese households
during the last two decades (1995 to 2016) are analyzed. Through the use
of PORDATA portal data different variables are used for each of the three
aggregates. The results show that the majority of households live with a low
income (below 10,000 euros per year), which justifies the great inequality
in the distribution of income in Portuguese households (in 2016, the richest
households earn six times more than the poor) and the high risk of poverty
(almost 50%). This latter indicator is only attenuated to 20% due to the
important role of Social Security and other social support institutions. It is
also verified that more than 50% of households consumption is concentrated
in three sectors: Food, beverages and tobacco; Housing, water, electricity,
gas and fuels; and, Transport and communications Finally, the results show
that the saving rate has been decreasing in the last two decades, standing
at 5,3% of disposable income in 2016. Although this decrease in saving in
relative terms, it shows an increase in absolute terms of the amount invested
in term deposits from 2006. This is a reflection of a concern of the households
to safeguard the future in a period of economic difficulties that the country
faced.
Keywords: Portuguese households, Income, Consumption, Saving, Forma-
tion.
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Abstract
The technological world provides new ways of learning and is part of the
transformation that society has been suffering over the last century. Most
schools have already incorporated the new technological transformations,
since they provide many of the necessary pedagogical resources. This new
context has broken with traditional teaching, school activities are no longer
linked only to the classroom. The web has allowed the introduction of numer-
ous tools that allow many of the school tasks and not only can be carried out,
in the most varied places from the coffee, car, train, restaurants, libraries,
etc. The dissemination of information of all kinds, can now be found online
with the greatest of facilities, simply by having a computer connected in a
network. The use of information technologies can contribute to help develop
students' literacy either in terms of readings made or in terms of writing re-
quirement. The objective of this work is to present a study carried out with
students of a Polytechnic institution of higher education, which intends to
ascertain the importance that these students give to the contents made avail-
able online by others and how they incorporate them in their learning. The
results of this research indicate that although new technologies are present
in the lives of students and teachers, and despite their importance in the
learning process, the largest and key role continued to belong to the teacher.
The content taught in the classroom, and the availability of the same in dig-
ital platforms, to which the students access and with which they interact,
have importance recognized by the students. The search for information on-
line, and its acceptance as true, seems to be consensual among the students
interviewed. The study also allowed us to conclude that, students continue
to privilege the contents made available by teachers in the classroom and
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that, the use of internet is not the basis of their preparation, serving only as
a supplement in case of questions on a subject, it has been less clear.
Keywords: Literacy, Information technologies, Higher education.
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Abstract
In this study, the discussion focuses on the dynamic modeling procedure
based on the state space approach (associated to the Kalman filter), in the
context of surface water quality monitoring in a hydrological river basin, in
order to analyze and evaluate the temporal evolution of the environmental
water quality variables within a dynamic monitoring procedure ([1], [2]).
This modeling approach allows to obtain pertinent findings concerning water
surface quality interpretation and an online monitoring management. Issues
such as trends, seasonality, temporal correlation and detection of change
points are addressed ([3], [4]). From the environmental point of view, this
research highlights the potential value of this proposed approach to identify
unanticipated changes and behaviors that are important in the management
process and for the assessment of water quality.
Keywords: water quality, state space modeling, Kalman filter, distribution-
free estimation.
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Abstract
In the discussion on environmental policy, the notion of eco-efficiency is often
used. The Eco-efficiency is defined by the delivery of products and services to
competitive values, reducing the ecological impacts and the satisfying human
needs [1]. This work presents an empirical study of a Portuguese company in
the industrial sector. The problematic presented is based on the company's
growing concern to reduce the amount of scrap produced, by rationalizing
energy consumption and natural resources. The main objective is to model
the aluminum extrusion process; in particular, minimize the production of
scrap, taking into account the various variables involved in the process. In
an environment of great competitiveness in which the companies live, the
improvements in the productive process is one of the differentiating factors
in relation to the competition. Thus, it is necessary to understand the main
operations and dynamics of the company. From the bibliographic research, a
strong relationship of dependence between the different variables was evident
[2]. Using statistical techniques, in particular a multiple linear regression,
allowed, additionally, to identify the level of significance of the variables
under study for the scrap production.
Keywords: Aluminium Extrusion, Scrap, Extrusion variables, Multivariate
Linear Regression.
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Abstract
In the current business world, the increasing competitiveness forces compa-
nies to adopt optimization strategies to ensure or improve their market po-
sition. It is crucial to take the best decisions from the production-planning
point of view. The production-planning system aims at ensuring that the
desired products are produced at the right time, at a minimal cost, in the
exact quantities, while maintaining the established quality levels [1]. It is
fundamental improve and understand all levels of planning, from strategic,
to tactical and operational [2]. The tactic planning deals with the type of
aggregate planning and the amount of production over a period of weeks
up to six months. While, operational planning is responsible for decisions,
such as, scheduling, i.e., the exact order in which operations are to be per-
formed, and the sizing of production lots. At the operational level, one of
the most important activities is production scheduling [3]. This is where the
present work focuses on. More precisely, this work concerns the planning of
the production of a portuguese company in aluminium production using di-
rect extrusion. Extrusion is a process of mechanical conformation by plastic
deformation of an aluminium billet, in which the material is subjected to
high pressures applied by a punch, and forced to pass through the hole of a
die, in order to reduce it and/or change the shape of its cross-section[5]. The
production of aluminium profiles poses several challenges to the production
manager. This paper address a real case of a company that operates in the
aluminium market, whose core business is the development and production
of aluminium profiles for application in several areas, such as, engineering,
architecture and industry works in general. The aim is, on the one hand, to
minimize production waste, commonly known as scrap, and on the other, to
reduce product delivery times, maintaining quality and increasing produc-
tivity. This case study focuses on a scheduling flow shop problem involving
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sequence-dependent setup times arising from the need to change the tools
used in the process of aluminium extrusion. Each job has to be processed in
each of the stages in the same order, i.e., each job has to be processed first in
stage 1, then in stage 2, and so on [6,7]. A mixed integer programming model
is being developed and implemented for answering the company's challenge.
Several instances provided by the company will be solved and compared to
the company's current procedure in terms of the fulfillment of the deadlines
and also on the quantity of scrap that is generated during the production
process. The quantity of scrap is modeled using multivariate regression mod-
els, that consider the dies geometry as well as other aspects of the dies and
of the extrusion process. Furthermore, cluster analysis is used for selection
of relevant test instances.
Keywords: Aluminium Extrusion, Optimization, Mixed Integer Models,
Custer Analysis, Multivariate Regression Models.
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Abstract
This article describes the knowledge, attitudes and preventive practices re-
garding the infection by the Zika virus (ZIKV) among the population em-
barked on Portuguese Navy ships. Once the surface ship fleet oj Portuguese
Navy has some destinations that includes endemic Zika zones (see [1,2]), two
distinct groups are considered in the present study: those who will navigate
in endemic areas of Zika virus and navigators that have already traveled
to endemic areas of ZIKV. A questionnaire based on [5] was implemented
in the both groups revealing that the Knowledge, Attitudes and Practice
(KAP) level about ZIKV reveals significant differences between the distinct
questions and groups. A significant percentage of people under study did
not know the existence of Zika virus. Between the individuals who knew the
existence of ZIKA virus, the majority did not Known how could be infected.
Also, between the individuals who knew the existence of ZIKA virus, the
most part did not know how could make its prevention. A descriptive and
detailed analysis of such data can be found in [3]. In [4] is done a more de-
tailed statistical approach, where the questionnaire is validated, and some
multivariate statistical techniques are applied. In this manuscript we present
an Exploratory Factorial Analysis identifying some factors with a clear mean-
ing. These factors can help to identify which are the themes that shall be
focused in a disclosure issue.
Keywords: Literacy, questionnaire, statistical approach, Zika virus.
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Abstract
In studies on firm bankruptcy or financial distress prediction, it is usual to
adopt the survival analysis methodology to model the conditional probabil-
ity that the event of interest occurs within a given time interval (e.g., [9],
[10] [6] and [11]). The Cox Proportional Hazard model (CPHM)[4] is one of
the mostly used as it is able to reflect the longitudinal factor of time and
incorporate multiple covariates to test its effect on the risk of bankruptcy
or financial distress. In the specific context of firm bankruptcy or financial
distress, [7] make an interesting contribution to the choice of the most appro-
priate methodology, by empirically comparing discrete-time hazard models
and continuous-time CPHM, focusing lightly on the problem in the choice
of the time-scale on this type of models. Typically, two time-scales are used
in practice: (i) time-on-study, the most frequently used, and (ii) chronologi-
cal age time-scale. However, there is no general consensus about which time
scale is the most appropriate. For example, [8] argue that if the cumulative
baseline hazard is exponential or if the age-at-entry is independent of covari-
ates, then time-on-study versus chronological age time-scale will give similar
results. Alternatively, [3] show analytically and through a simulation study
exactly the opposite. This problematic of time-scale choice in CPHM is ad-
dressed typically in health-related studies as in [8], [2], [12] and [3]. Thus,
based on a bench-marking methodological approach, we aim to contribute
to this problematic specifically in the context of small and medium-sized
enterprises (SMEs) financial distress were age was shown as an important
predictor (e.g. in the work of [1], [11] and [5]. Contributing to the growing lit-
erature on SMEs financial distress, by providing comparison of SMEs failure
prediction using different time-scales. Using a dataset that includes financial
information on 18 145 Portuguese SMEs, between 2007 and 2017, we test
both time scales (testing also for non-linear of age effect). Comparing the
different models by its estimates, predictive power (by means of the Har-
rell's C Index) and proportional hazard assumptions diagnostic, indicating
also advantages and disadvantages between both procedures in this context.
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Abstract
Tâmega and Sousa is a region with a large concentration of wineries, which
are essential to its economical development. This economical sector presents
several challenges, most of them concerned with the harverest season. In
fact, the process of grape reception in wineries during the short span of
the yearly harvest days is a significant challenge [1,2]. The arrival of loaded
trucks follows a non-uniform distribution across the day, which is difficult
to plan ahead. Furthermore, each truck may be carrying different varieties
of grapes and may have different characteristics (e.g. sifferent load capaci-
ties, and dump vs. non-dump). There are also restrictions on the side of the
winery, which include the limited number of presses and grain-tanks, as well
as the times for filling, discharging, pressing and cleaning these instruments.
This represents a decision problem in which the manager must decide, at
any given moment: 1) which presses should be working; 2) what grape va-
riety or varieties should be assigned to them; 3) when a new truck arrives
to which machine should it be allocated; and 4) in which position of the
waiting queue for that machine should it be allocated. All this impacts the
deterioration of the grapes, the quality of the wine produced[3] and the idle
times of the winery's machines and operators. To address these challenges
we propose the use of a Genetic Algorithm [4], to devise solutions with two
main goals: to minimize the waiting time of each truck loaded with grapes
and the idle time of the winery's machines. The developed tool, along with
its graphical interfaces, constitutes a Decision-Support System that can be
used with two main purposes: to simulate a given scenario beforehand and to
solve a specific problem, in real-time. For instance, the press manager may
use the system in real-time to, given the state of the winery at any given
time (e.g. number of trucks in each queue, characteristics of trucks, number
of machines available), decide on how to assign trucks and grapes to each
machine. In its final version, the system will be constantly online, allowing
a continuous optimization of the whole process in real-time, whenever the
state of the problem changes.
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Abstract
The main purpose of this study is to determine whether expert's perceptions
about technology, science, and other knowledge are efficiently transferred
from universities and public research centers to new and growing firms. This
is a subject considered in National Expert Survey (NES), a survey of the
Global Entrepreneurship Monitor (GEM). The GEM research project is an
annual assessment of the national level of entrepreneurial activity in multi-
ple, diverse countries, for twenty years. GEM conducted its inaugural survey
of entrepreneurship in 10 developed economies in 1999. Since then, GEM has
surveyed over 2.9 million adults in 112 economies. NES is part of the stan-
dard GEM methodology and it assesses various Entrepreneurial Framework
Conditions (EFCs) as well as some other topics related to entrepreneurship.
It is intended to obtain the views of additional experts capturing expert
judgements to evaluate specific national conditions. In this work we used
the 2014 NES dataset in orther to identify the entrepreneurship conditions
favourable to this transfer. For this we used several multivariate analyzes,
namely factor analysis and multiple linear regression. With factor analysis
we find for factors in the variables suggested in literature: government sub-
sidies / subsidies for companies; preparation provided by education to start
a business; transfer of new technology and knowledge and entrepreneurship
encouraged by primary and secondary education. Using multiple linear re-
gression we find that several perceptions about entrepreneurship conditions
suggested by literature are related with the perceptions about knowledge
dissemination.
Keywords: Entrepreneurship, Knowledge and Technology Transfer, Factor
Analysis, Multivariate Linear Regression.
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Abstract
The problem of predicting the future values of time series and symbol se-
quences (and the problem of the sequence classification close to it) is one
of the most important areas of modern theory and practice of big data pro-
cessing. Considering that, on the one hand, different software tools based
on various mathematical principles are used for forecasting, that can be
rather expensive, and on the other hand, there may be high demands on
the speed of forecasting (sometimes in real time), in order to choose a pre-
diction method/tool requires the possibility of an a priory estimate of the
fundamental possibility of making reliable predictions [1]. This leads to the
problem of assessing predictability with respect to osed class of the predic-
tion models. The accuracy of the prediction depends on the input information
model used, on the prediction model (often determined by the data model),
decision criteria (models). Among various means of ensuring the accuracy
of predictions, such means as predictability, confidence, taking into account
the specifics of prediction methods and the specifics of prediction objects
(financial, telecommunication network systems) can be considered. (Note,
that modern approaches to prediction can use not only single predictors but
some sets of different predictors, with the subsequent formation of a forecast
as a fusion of the results of individual predictors). Forecasting can be based
either on probabilistic or on logical-ontological models. We consider models
of the first type. The presentation will consider possible a priory estimates
of predictability. The following aspects are considered: 1. Dependence on the
used mathematical model of predicted data; 2. Dependence on the predic-
tor model (which, of course, must be consistent with the data model); 3.
Dependency on used Loss function. It is proposed to identify two classes of
context models: context of individual sequence [2], and the model based on
history of success rates predictions. As for latter, suppose we use a predictor
P to predict the value of the time series at time t + 1, knowing the values
at times t, t− k, where k is the window size (training window). Let, besides,
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for each t − i, i = 0, ...k, we know the success rate SR = NP (i)/k of the
predictions t− i in the window [t− i− k, t− i]. We consider the sequence of
the prediction outputs as binary (0- wrong prediction, 1- right). In this case,
the predictability analysis is the answer is whether it possible to use the pre-
dictor properties of this sequence to assess the quality (confidence interval,
for example ) of a prediction at t+ 1. The sequence of previous predictions
can be considered either as a Bernoulli sequence, or Markov chain (state 0,
1), or k-order Markov chain. Some optimality property of such algorithm will
be demonstrated. As possible approach to the Loss functions, the distance
between accurate and predicted sequences can be considered. Levenshtein
edit distance is one of interesting examples [3]. Say, there is an experience
to use Levenshtein distance measurement technique as loss function for web
session behavior prediction since it is applicable to strings of unequal size.
However, in other cases, e.g. for prediction model of web caching, an order-
ing of web objects is an important aspect that is this distance metric is o
not an appropriate way in this research [4]. Some modification of this metric
will be considered. Another concept of predictability estimation deals with
analysis of the inherent complexity of an empirical time series, then study
the correlation of that complexity with the predictive accuracy. Theoreti-
cally, it can be expressed by the Kolmogorov-Sinai entropy (KSE) but this
calculation is difficult. So called permutation entropy method of KSE ap-
proximation [5] (through frequency of that permutation occurring in various
l-windows of time series xi, i = 1, ..., N , l < N is also rather computationally
expensive. Therefore, in this presentation will be shown that permutation in
the l-window for time series is similar to LSH for symbolic sequences. Then,
it will be shown the correspondence between probability permutation (and
Locality Sensitive Hashing(LSH) [6].
Acknowledgements
Research partially supported by the Russian Foundation for Basic Research
under grant RFBR 18-07-00669.
References
[1]Hassani,H.,Silva., E.S., Forecasting with Big Data: A Review, Annals of Data Science,
2, 1, 2015 pp 519.
[2]N. Merhav and M. J. Weinberger, On universal simulation of information sources using
training data, IEEE Trans. Inform. Theory 50, 1, 2004, pp. 520.
[3]Li Yujian and Liu Bo, A Normalized Levenshtein Distance Metric, IEEE Transactions
on Pattern Analysis and Machine Intelligence, 29, No. 6, 2007.
[4]Patel, D., Study of Distance Measurement Techniques in Context to Prediction Model
of Web Caching and Web Prefetching, International Journal on Soft Computing,
Artificial Intelligence and Applications (IJSCAI), 5, 1, February 2016.
Organized Session 111
[5]Joshua, G, Ryan, G., Bradley,J., Model-free quantification of time-series predictability,
Physical Review E, November 2014.
[6]Jure Leskovec, Anand Rajaraman, and Jeffrey David Ullman, Mining of massive
datasets, Cambridge university press, 2014.
112 Organized Session
Rank one symmetric stochastic matrices
Cristina Dias1, Carla Santos2, Manuela Oliveira3 and João T. Mexia4
1Polytechnic Institute of Portalegre and CMA-FCT-UNL, Portugal
2Polytechnic Institute of Beja and CMA-FCT-UNL, Portugal
3 University of Évora, Mathematics Department and CIMA-UE, Portugal
4Departamento de Matemática da Faculdade de Ciências e Tecnologia and
CMA-FCT-UNL, Portugal
Corresponding/Presenting author: cpsd@ipportalegre.pt
Abstract
The models that we consider are based in the spectral decomposition of the
mean matrices µ . In this work we propose a new formulation introducing vec
operators, which simplify for symmetric stochastic matrices the adjustment
and validation. This validation being new, give us a theoretical support for
the use of rank one symmetric stochastic matrices. These vectorial operators,
besides presenting themselves as an important part in the new formulation
for these models, also facilitate the presentation of these results. The models
for symmetric stochastic matrices are the basis for inference for isolated ma-
trices and for structured families of matrices. In these families the matrices,
all of the same order, correspond to the treatments of base models. Since the
matrices have all the same order, we are in the balanced case where we have
the same number of degrees of freedom for the error for each treatment. The
ANOVA and related techniques are, in the balanced case, robust techniques
for heteroscedasticity and even more for non-normality.
Keywords: vec operators, adjustment and validation, ANOVA, base models.
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Linear mixed models are useful in several disciplines,providing a flexible ap-
proach in situations of correlated data. When the variance-covariance matrix
of the mixed model can be written as a linear combination of the matrices of
its principal basis we obtain a more restrict class of mixed models, introduced
by Nelder [3] [4], named models with orthogonal block structure (OBS). Im-
posing a commutativity condition between the orthogonal projection matrix
on the space spanned by the mean vector and the variance-covariance ma-
trix we get a particular class of OBS, that of models with commutative
orthogonal block structure, COBS, introduced in Fonseca et al. [1]. This
commutativity condition is a necessary and sufficient condition for the least
square estimators, LSE, to be best linear unbiased estimators, BLUE, what-
ever the variance components, Zmy±lony [7]. When dealing with COBS, we
may be interested in performing the joint analysis of models obtained in-
dependently. For this, we can consider model crossing and model nesting,
introduced in Mexia et al. [2], and model joining, introduced in Santos et al.
[5]. Using these operations on COBS, in the resulting model the orthogonal
projection matrix in the space spanned by the mean vector commutes with
the variance-covariance matrix, thus the resulting model is COBS.
Keywords: Commutative orthogonal block structure, mixed models, model
crossing, model nesting, model joining.
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Abstract
This research presents a spatio-temporal model for burn severity and
ecosystem recovery. It takes as input satellite data acquired in the framework
of the Monitoring Trends in Burn Severity (MTBS) project considering the
period from 1984 to 2018. It develops a Hierarchical Bayesian model to an-
alyze the burn severity and recovery trends in the Oregon and Washington
wildfire perimeters. Results show that the Hierarchical Bayesian methods
allow for multi-level parameter estimation using Bayesian procedures.
Keywords: hierarchical Bayesian model, burn severity, multi-level parame-
ter estimation.
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Abstract
In a randomly varying environment, a harvesting model assumes the form of
a stochastic differential equation (SDE)
dX(t) = f(X(t))X(t)dt+ σX(t)dW (t)− qE(t)X(t)dt, X(0) = x,
where X(t) is the harvested population size at time t, f(X) is its mean (per
capita) natural growth rate when its size is X (assumed to be of class C1
and such that f(0+) is finite 6= 0 and f(+∞) < 0), σdW (t)/dt describes
the effect of environmental fluctuations on the growth rate (with W (t) a
standard Wiener process and σ > 0 a noise intensity parameter), E(t) is the
harvesting effort at time t and q > 0 the catchability. The yield per unit
time is H(t) = qE(t)X(t). The profit per unit time is Π(t) = P (t) − C(t),
where P (t) = p1H(t) − p2H2(t) (p1 > 0, p2 ≥ 0) is the sale price and
C(t) = c1E(t) + c2E
2(t) (c1, c2 > 0) is the cost. We consider the case of
no Allee effects (f strictly decreasing with f(0+) > 0) and the case of Allee
effects (there are constants 0 < L < K such that f(K) = 0, f increases
strictly for 0 < X > L and strictly decreases for X > L). Allee effects
([1]) may occur at low population sizes (0 < X < L) when, for instance,
the geographical dispersion makes if difficult for individuals to find mating
partners or to mount an effective collective defence against predators. The
case E(t) ≡ 0 (absence of fishing) was studied in [2] in terms of conditions for
extinction and for existence of a stationary density (stochastic equilibrium).
Here, based on [3], we do a similar study for sustainable harvesting policies
with constant harvesting effort E(t) ≡ E. Following the ideas in [4] and
[1], when a stationary density exists we also determine (see [3]) the effort
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that maximizes E[Π(+∞)] (expected profit per unit time at the stationary
regimen) .
Keywords: stochastic differential equations, constant effort harvesting poli-
cies, profit optimization, stationary density.
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Abstract
In order to optimize profit, we model harvesting in a randomly varying envi-
ronment by stochastic differential equation (SDE) versions of the most com-
monly used deterministic models with and without Allee effects, based on
the logistic equation. They correspond to particular cases of the general SDE
models of the form dX(t) = f(X(t))X(t)dt + σX(t)dW (t) − qE(t)X(t)dt,
where X(t) is the harvested population size at time t, f(X) is its mean (per
capita) natural growth rate when its size is X, σdW (t)/dt describes the ef-
fect of environmental fluctuations on the growth rate (with W (t) a standard
Wiener process and σ > 0 a noise intensity parameter), E(t) is the harvest-
ing effort at time t and q > 0 the catchability. The yield per unit time is
H(t) = qE(t)X(t). The logistic-like model with Allee effects corresponds to
f(X) = r
(
1− XK
) (
X−A
K−A
)
(r > 0, K > 0, A is an Allee strength parameter
such that −K < A < 0 gives weak Allee effects and 0 < A < K gives strong
Allee effects); this is a re-parametrization (to facilitate comparisons) of a
well-known model. The logistic model (without Allee effects) corresponds to
f(X) = r
(
1− XK
)
and can be obtained as the limiting case A → −∞. The
profit per unit time is Π(t) = P (t)− C(t), where P (t) = p1H(t)− p2H2(t)
(p1 > 0, p2 ≥ 0) is the sale price and C(t) = c1E(t) + c2E2(t) (c1, c2 > 0)
is the cost. Here, following the ideas in [1] and [2], we present, based on the
results of [3] and [4], optimal sustainable harvesting policies with constant
harvesting effort (E(t) ≡ E), determining the conditions for non-extinction
and existence of a stationary density and obtaining, under such conditions,
the constant effort E∗∗ that maximizes the expected profit per unit time
at the stationary regimen. We compare, for a particular case based on a
real fishery data, the logistic model with the logistic-like models with Allee
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effects, studying the effect of the Allee parameter A. Following [3] and [4]
and using the same data, we present the application of stochastic optimal
control theory and the Hamilton-Jacobian-Bellman equation to determine,
using the numerical methods in [5], the optimal variable effort E∗(t) policy
that maximizes the expected discounted profit over a time horizon T . Again,
we compare the logistic model with the logistic-like model and study the
effect of the Allee parameter A. The implementation of this policy requires
constant knowledge of the population size (an inaccurate, costly and difficult
process) and leads to wildly varying efforts and heavy social implications,
being inapplicable in practice. As we will see, the policy based on E∗∗ is less
profitable, but it does not have these disadvantages and is very simple to
apply; furthermore, if the Allee effects are absent or are mild, the difference
in profit is very small.
Keywords: stochastic differential equations, profit optimization, Hamilton-
Jacobi-Bellman equation, constant effort, optimal harvesting policies.
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Abstract
Many mechanical and structural systems commonly used in engineering, in
real life, are characterized by responding dynamically to random loads. The
need to understand the responses of a system or a structure to actions of a
stochastic nature, or to other types of uncertainties, involving its representa-
tion in the form of a mathematical model, and being able to understand the
reasons for different behaviors (for example by identifying structural damage
and failures), often lead to problems of statistical inference. In this work, we
consider a simple harmonic oscillator with a degree of freedom modeled by
a two-dimensional stochastic differential equation, assuming two behavioral
regimes, subject to an external stochastic load. We assume that the oscil-
lator changes from one regime to another at any given unknown time, as
a result of damage or considerable deterioration of its operating conditions.
The regimes differ in the value of the parameter called the stiffness coeffi-
cient, which characterizes the system. This formulation includes the scenario
of a structure that suffers possibly from a loss of stiffness, of unknown value,
after a certain unkown lifetime. The stochastic forces acting on the system
are assumed to be modeled by a Wiener process. The system, written in state
space form, describing displacements and velocities over time, is assumed to
be completely observed and observations are assumed to be obtained in a
sequence of discrete time instants. We describe how to calculate the maxi-
mum likelihood estimates of the parameters of the stochastic model from the
observations as well as the natural frequencies of vibration of the oscillator
in both regimes, i.e. before and after regime changes, using all data available
over of the entire observation time interval. The method that we propose
uses a model changetest that we designed, inspired by other tests existing
in the literature that solve, in particular, problems in Finance. The novelty
of this test lies in the fact that it applies to a class of stochastic differential
equations of dimension larger than 1, see [4].
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Uhlenbeck process, stochastic harmonic oscillator.
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On a SDE coupled system for commodity pricing
Manuel L. Esquível1,2
1Centro de Matemática e Aplicações, FCT-UNL, Portugal
2Departamento de Matemática, FCT-UNL, Portugal
Corresponding/Presenting author: mle@fct.unl.pt
Abstract
We will consider, similarly as in [1], a system of coupled SDE to describe the
price evolution of both the processes of the spot prices (St)t≥0 and the futures
contract  expiring at date T  price process (F Tt )t≥0, for commodities, given
by: {
dSt = k
S(θS − ln(F Tt ))Stdt+ σSStdBt S0 ∈ R+
dF Tt = k
F (θF − ln(St))F Td t+ σFF Tt dBt F T0 ∈ R+ .
This choice of modelling  a system of coupled equations of constant re-
verting type  was justified by the observation that (yt)t≥0 the generalized
convenience yield defined to satisfy the following equation at all times t ≥ 0,
F Tt = Ste
(C−yt)(T−t) or yt = rt +
1
T − t ln
(
St
F Tt
)
,
for (rt)t≥0 the spot interest rate process, had, in most of the commodities
analyzed, a similar behaviour, to wit, ln(St/F Tt ) tended to quickly fade. In
this presentation we will describe several properties related to this model.
Keywords: stochastic differential equations, commodities pricing models,
spot and futures prices.
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Abstract
The discounted price process under the constant elasticity of variance (CEV)
model is not a martingale (wrt the risk-neutral measure) for options markets
with upward sloping implied volatility smiles. The loss of the martingale
property implies the existence of (at least) two option prices for the call
option: the price of Emanuel and MacBeth [1] for which the put-call parity
holds and the (risk-neutral) price of Heston et al. [2] representing the lowest
cost of replicating the call payoff. Based on the insights of Larguinho et al. [3],
this article derives closed-form solutions for the Greeks of the risk-neutral
call option pricing solution that are valid for any CEV process exhibiting
forward skew volatility smile patterns. Using an extensive numerical analysis,
we conclude that the differences between the call prices and Greeks of both
solutions are substantial, which might yield significant errors of analysis for
pricing and hedging purposes. See Dias et al. [4] for more details about this
talk.
Keywords: bubbles, CEV model, Greeks, option pricing, put-call parity,
local martingales.
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Abstract
The concept of optimization is used in many areas of engineering. It is de-
voted to the study of the minimum or maximum of a function with several
variables on a certain domain of definition, particularly in the estimation
of numerical model parameters from data [1]. This can be achieved using
various methods depending on the applications. In many studies the opti-
mization of a problem relies on the use of the least squares method [2], [3].
It is well known method that is usually used in order to quantify the er-
rors of functions in order to compare the experimental data, which generally
has measurement uncertainties, with the results of a mathematical model
[3], [4]. This is used, in particular, if the application consists on minimizing
a function describing a complicated problem, hard to estimate, and whose
derivatives are not always available. To these difficulties are added the con-
sideration of non-linear constraints [5]. The majority of studies that are based
on this method choose to work with the easiest way to measure the distances
between the measured data and the mathematical model which consists on
calculating the vertical distances [2], [3], [6], due to its uncomplicated calcu-
lations, especially in the case of nonlinear functions. However, this approach
does not consider the measurement uncertainties contained by the variable
in X-axis which occurs for the real measured data. This work aims to estab-
lish a more practical method to solve the total lest squares problem in way
that considers the measurement uncertainties contained in both variables. A
comparative study done with numerical simulation is presented.
Keywords: Least Squares Algorithm, Nonlinear Models.
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range problem
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Abstract
The numerical range of a linear operator is the convex set in the complex
plane comprising all Rayleigh quotients. The numerical range is a useful tool
in the study of matrices and operators (see, e.g. [2] and references therein)
which has applications in the stability analysis of dynamical systems and the
convergence theory of matrix iterations, among others. For a given complex
matrix, Uhlig [4] proposed the inverse numerical range problem: given a point
z inside the numerical range determine a unit vector wz for which this point
is the corresponding Rayleigh quotient. Hence, this is an algebraic problem
consisting of a system of two complex quadratic equations in the complex
components of wz. The inverse numerical range problem attracted the at-
tention of several authors (e.g., Carden [1] and [1]), and different methods
of solution have been proposed. In the present note we propose an alterna-
tive method of solution to those that have appeared in the literature. Our
approach builds on the fact that the numerical range can be seen as a union
of ellipses under a compression to the bidimensional case [3], in which case
the problem has an exact solution. It requires a small number of eigenvector
computations and compares well in execution time and in error with the
existing ones in the literature.
Keywords: field of values, inverse problem, generating vector, compression.
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Abstract
For n×n complex matrices A, C and H, where H is non-singular Hermitian,
the Krein space C-numerical range of A induced by H is the subset of the
complex plane given by
{
Tr(CU [∗]AU) : U−1 = U [∗]
}
with U [∗] = H−1U∗H
the H-adjoint matrix of U . We revisit several results on the geometry of
Krein space C-numerical range of A.
Keywords: J-Hermitian matrix, Krein space C-numerical range, indefininte
inner product.
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Abstract
Since symmetry is an idealized phenomenon and asymmetry is more typical
for real problems, e.g. noncompatible bivariate conditioning, skewed errors,
asymmetric KL divergences for non-normal distributions (see [3]), develop-
ment of proper methods for medical applications can be of great interest both
for theory and practice. I will illustrate this importance by several examples
from Health and Ecological Sciences. We can take as examples data from
bivariate relationships between cholesterol and blood pressures in cardiology
risk preventive studies and studies on relationships between several quan-
titative measures for bone mineral density (see [1]). I will illustrate several
paradoxes of statistical inference for the typical measures of dependence, like
correlation coefficient prevalently used for measuring the association between
cholesterols and blood pressures. This sever over-symmetrization prevents
medical discoveries completely fundamental for proper treatment of e.g. hy-
pertension for older patients. Thus, in general employing measures of linear
association (e.g., correlation) may ignore the asymmetric and hierarchical
levels of dependencies. Finally I will discuss on the importance of defining
proper statistical invariants (see [2]), which can be defining abstract forms
of statistical symmetries, not visible from a standard perspective, especially
with ecological applications for Chilean mountain glaciers.
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Optimal control applied to a HIV delayed model
Cristiana J. Silva1
1University of Aveiro, Mathematics Department and CIDMA-UA, Portugal
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Abstract
We consider an optimal control problem applied to an in-host HIV model
with discrete time-delays in state and control variables. Direct methods to
compute solutions of optimal control problems with distinct discrete time
delays in state and control variables are analyzed. We apply a discretization
method, proposed in [2], and formulate a large-scale nonlinear programming
problem, using the Applied Modeling Programming Language AMPL [1]
which can be linked to several powerful optimization solvers, for example,
the Interior-Point optimization solver IPOPT developed by Wächter and
Biegler [5]. Necessary optimality conditions are verified for the delayed op-
timal control problem, and for the undelayed case also sufficient optimality
conditions are verified. Concrete delayed optimal control problems, applied
to in host delayed HIV models, will be analyzed, see e.g. [4,3].
Keywords: optimal control, HIV delayed model, stability, optimal solutions,
numerical simulations.
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Three-dimensional velocity field for blood flow
using the power-law viscosity function
Fernando Carapau1 and Paulo Correia1
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Corresponding/Presenting author: flc@uevora.pt
Abstract
The three-dimensional model associated with blood flow in vessels with vis-
cosity depending on shear-rate, e.g., power-law type, is a complex model to
obtaining computational implementation, which in many important situa-
tions reveals impracticable. In order to simplify the three-dimensional model,
and as an alternative to classic one-dimensional models, we will use the
Cosserat theory related fluid dynamics to approximate the three-dimensional
velocity field, and thus obtain a one-dimensional system. Therefore, this sys-
tem consists on an ordinary or partial differential equation depending only
on time and on a single spatial variable, the flow axis. From this reduce
system, we obtain the unsteady equation for the mean pressure gradient de-
pending on the volume flow rate, Womersley number and the flow index over
a finite section of the tube geometry. Attention is focused on some numeri-
cal simulations for constant and non-constant mean pressure gradient using
a Runge-Kutta method and on the analysis of perturbed flows. In partic-
ular, given a specific data we can get information about the volume flow
rate and consequently we can illustrate the three-dimensional velocity field
on the constant circular cross-section of the tube. Moreover, we compare
the three-dimensional exact solution for steady volume flow rate with the
corresponding one-dimensional solution obtained by the Cosserat theory.
Keywords: Cosserat theory, blood flow, shear-thinning fluid, one-dimensional
model, power-law model, volume flow rate, mean pressure gradient.
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An alternative Viscoelastic Model for Blood Flow
Simulation
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Abstract
An alternative viscoelastic model is presented and applied to blood simu-
lations. This model is validated using several 2D benchmark problems [2],
designed to reproduce difficulties that arise in the simulation of blood in
blood vessels or medical devices.
Keywords: Blood, Viscoelastic fluid, finite elements.
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On the mathematical modeling of leukostasis
Oualid Kafi1, Adélia Sequeira1 and A.S. Silva-Herdade2
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Abstract
Inflammation is a nonspecific response to injury that includes a variety of
functional and molecular mediators, including recruitment and activation
of leukocytes [1]. Leukocyte-endothelial interaction plays an important role
in the early phase of the development of certain inflammation-associated
diseases, such as the diabetic retinopathy (DR). Diabetic retinopathy is the
most common microvascular complication of diabetes and remains one of
the leading causes of blindness worldwide among adults aged 20 - 74 years.
Leukostasis is the crucial step in the pathogenesis of DR and the major
component of inflammatory processes, which increases significantly in the
retinas of diabetic animals and may contribute to capillary nonperfusion in
DR [2]. In this preliminary work, we will present the results obtained using
models for an Oldroyd-B viscoelastic droplets [3] which are, qualitatively, in
agreement with those observed by the experimentalists working in the field.
Keywords: inflammation, diabetic retinopathy, Oldroyd-B viscoelastic model.
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Near-wall region analysis in intracranial aneurysms
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Abstract
Cerebral aneurysms still represent a frightful threat. The mechanisms behind
the natural history of the aneurysm development are not fully understood.
However, hemodynamic factors, especially those related to the vessel wall,
are considered to play a fundamental role in this pathophysiology. The effects
of abnormal flow patterns and its mechanical phenomena, exerted by blood
on the vessel wall favour degradation and deformations on the vessel wall.
The near-wall region is where the blood flow interacts with the endothelium
cell layer and, therefore, is extremely important to understand the physio-
logical functions of the vascular system and how the mechanical forces act
in the mechanotransduction. A crucial part of these functions is the mass
transport process to/from the blood and the vessel wall. We present a CFD
methodology to describe the near-wall flow field, by WSS and the WSS di-
vergence, as proportional to the velocity components tangential to the wall
or perpendicular to it, respectively. We present, also, the WSS critical points
as local instantaneous streamlines, which describe locally the motion of the
flow. We believe this analysis can provide a step further on a better under-
standing of the flow within the aneurysms and consequently the mechanisms
which lead to a possible rupture[1,2].
Keywords: Intracranial aneurysms, Medical image segmentation, CFD, Near-
wall transport, Critical Points.
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Divided-difference operators from the geometric
point of view
Fonseca André1 and Maria das Neves Rebocho1,2
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Corresponding/Presenting author: fonsecandre1987@hotmail.com
Abstract
The present communication is part of a Dissertation project that we have
been developing since last year at the Faculty of Sciences of UBI in the
Mathematics Course for Teachers in the area of Mathematical Analysis. Our
communication has the purpose of presenting the relationship that exists
between a conic and the operators. It should be noted that we consider
the operators of differences Df(x), Dwf(x) and Dqf(x) defined in the real
function space to the real variable, with the property of that D transforms
a polynomial of degree n into another polynomial of degree n − 1. For this
study we give a classification of such operators, combined with a geometric
interpretation.
Keywords: Operators of divided differences, Conic, geometric interpreta-
tion.
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Relative asymptotics of Laguerre polynomials
modified with an infinite number of discrete mass
points
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Abstract
In this talk we consider the sequences of polynomials {Q(α)n }n≥0, orthogonal
with respect to the inner product
〈f, g〉ν =
∫ +∞
0
f(x)g(x)dµ(x) +
m∑
j=1
aj f(cj)g(cj),
where dµ(x) = xαe−x is the Laguerre measure on the real line, α > −1,
cj < 0, aj > 0 and f, g are polynomials with real coefficients. This poly-
nomials were already considered in ([3]) and ([4]) concerning analytic and
electrostatic properties. In this contribution we analyze two open problems
considering the outer relative asymptotic behavior as m→∞, and the inner
asymptotics of {Q(α)n }n≥0 when the discrete mass points are located in the
support of the measure of the classical Laguerre polynomials.
Keywords: orthogonal polynomials, Krall polynomials, asymptotic behav-
ior.
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q-analogs of Laplace transform. Towards different
q-difference orthogonal polynomials
Alberto Lastra1
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Abstract
The study of q-difference equations in the complex domain from the asymp-
totic point of view is of increasing interest. Different techniques such as
q−analogs of Borel-Laplace procedure have been developed in the last decades.
The main aim of the talk is to recall one of the definitions of q−Laplace
transform, as described in [1,2] and its applications to find solutions of
q−difference equations. More precisely, q−exponential growth of the func-
tions in adequate domains allow to apply q−Laplace transformation and
state summability results. We will also explain how orthogonal polynomials
appear as solutions to certain equations of that type.
Keywords: q-Laplace transform, q-difference equation, orthogonal polyno-
mials.
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Analytic properties of discrete Sobolevtype
ortogonal polynomials in non uniform (snul) and
q-lattices
Edmundo J. Huertas1
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Corresponding/Presenting author: edmundo.huertas@uah.es
Abstract
In this contribution we analyze several ways to obtain sequences of polyno-
mials {Qλn}n≥0 orthogonal with respect to the following inner product
〈p, q〉M,N =
∫
I
p (x) q (x) dψ(x) +Mp(c)q(c) +N (Dp) (c) (Dq) (c),
M,N ∈ R+, involving the first order divided difference operator at x (see [1],
[2])
(Df) (x) = f(ϕ1(x))− f(ϕ2(x))
ϕ1(x)− ϕ2(x)
where ϕ1(x) and ϕ2(x) are the two roots in y of the quadratic equation
Ay2+2Bxy+Cx2+2Dy+2Ex+F = 0. We explore possible orthogonality
measures ψ on special nonuniform lattices (and maybe in q-lattices), and
the possible values of the discrete mass point c ∈ R such that 〈p, q〉M,N is
positive definite.
Keywords: orthogonal polynomials, q-lattices, non uniform lattices (snul).
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Operators of vec type
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Abstract
In this work we will show how to use vec operators in model validation. The
operators vec are operators that when applied to a matrix, stack successively
the columns of this matrix. Operators of type vec are operators that also
match vectors to matrices, that is, they allow to reorganize some elements
of an array in a column vector. The formulation presented here allows us to
make inferences about the study series, since the results presented in this
dissertation can be applied to the matrices of the Hilbert-Schmidt products,
matrices that are very important in the first phase of the Statis methodology.
Thus, the operators allowed us to present results that allow to make inference
for models for symmetric stochastic matrices.
Keywords: symmetric stochastic matrices, Inference, Hilbert-Schmidt prod-
ucts.
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The Brian Tracy Method Applied to Students of
Higher Education
Maria I. Borges1, Cristina Dias2, Maria José Varadinov1 and João
Romacho1
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Innovation (C3i), Portalegre, Portugal
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Corresponding/Presenting author: m.i.borges@ipportalegre.pt
Abstract
Higher education has been gradually changing in the last 25 years in order
to promote greater student autonomy, changing the traditional role of the
teacher into a more coaching profile style, that is, a tutorial teaching. How-
ever, as teachers, we can easily realize that most students entering higher
education system are systematically faced with extreme difficulty in manag-
ing their available time in order to maximize their use to achieve the best
possible performance as students, without harming their personal quality
of life and social relationship. This article intends to present to students of
higher education, in a simple way, one of the several techniques available
to carry out a planning and management of the scientific tasks that usually
arise associated to their academic course, thus allowing a decrease in stress,
better academic performance and also a better quality of life by avoiding
getting overwhelmed.
Keywords: Higher education, Academic performance, Stress dealing .
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Addressing risk to physical fitness with factor
analysis
Domingos Silva1 and Manuela Oliveira1
1University of Évora, Mathematics Department and CIMA-UE, Portugal
Corresponding/Presenting author: domingosjlsilva@gmail.com
Abstract
Principal Components Analysis (PCA) is an appropriate tool for reduce low-
dimension subspaces which capture most of the information of the whole data
set. In this paper, using physical fitness tests (sit-and-reach, lower-limbs ex-
plosive power, sit-up's, and cardiorespiratory fitness), a PCA was conducted
in 11th grade students. It was performed a descriptive and correlation anal-
ysis between variables. The adequacy of PCA was measured by KMO and
chi-square tests. It was found that the proportion of variance of each vari-
able, explained by principal components (communalities), was greater than
80%, which means that it is appropriate to describe the latent correlation
structure between physical fitness tests. The eigenvalues and the proportion
of variance explained by each component showed that the PCA followed by
Varimax rotation gave the retention of two components; explaining about
87% of the total variability. Regarding component matrix, both without and
with rotation of the components, it was recorded high and balanced factorial
loads (> 88%). The factorial loads were analyzed by component transfor-
mation matrix. The solution was presented after Varimax rotation, leading
to a better definition of the components. With Kaiser normalization crite-
rion we observe the scores of each variable in the components. All variables
saturate in only one component, meaning that these tests can be explained
in a single component. The component one had a close relationship with
strength-resistance; the component two were more associated with exibility.
Keywords principal components analysis, physical fitness, secondary edu-
cation.
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A comparative study of exponential smoothing
models for retail sales forecasting
A. Manuela Gonçalves1, Susana Lima2 and Marco Costa3
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Abstract
Forecasting future economic time series provides the best assessment of the
business information available. Therefore, it is required an accurate fore-
casting system that plays a crucial role in the quality of the decision-making
process. In the business operations of the retail sales segment, forecasting ac-
curacy is even more important to the quality of the decision-making process
because retailing is widely recognized as a competitive industry in both ma-
ture and developing markets [1]. The purpose of this study is to compare the
accuracy of retail sales forecasting between two exponential smoothing mod-
els (additive and multiplicative Holt-Winters exponential smoothing) applied
to a monthly retail sales time series in Portugal from 2000 to 2018. These
methods are chosen because of their ability to model trend and seasonal
fluctuations present in retail sales data [2]. The Holt-Winters Exponential
Smoothing is an extension of the Holt method, and is applied whenever the
data behaviour is trendy and seasonal [3]. This work aims to discuss and
compare these two Holt-Winters exponential smoothing formulations based
on the same economic dataset [4].
Keywords: retail sales, time series modeling, Holt-Winters exponential smooth-
ing, forecast accuracy.
Acknowledgements
This work is financed by FEDER funds through the Competitivity Factors
Operational Programme - COMPETE, and by national funds through FCT
(Fundação para a Ciência e a Tecnologia) within the framework of Project
POCI-01-0145-FEDER-007136, and Project UID-MAT-00013-2013.
Contributed Posters 159
References
[1]Scheider, M.J. and Gupta, S., Forecasting sales of new and existing products using con-
sumer reviews: a random projections approach, International Journal of Forecasting,
32(2), 2016, pp. 243256.
[2]Costa, M. and Goncalves, A.M., Forecasting time series combining Holt-Winters and
Bootstrap approaches, in Proceedings of the International Conference on Numerical
Analysis and Applied Mathematics 2014 (ICNAAM-2014), AIP Conference Proceed-
ings, American Institute of Physics, 1648, 2015, pp. 110004-1110004-4.
[3]Winters, P.R., Forecasting sales by exponential weighted moving averages,Management
Science, 6(3), 1960, pp. 324342.
[4]R Core Team. R: a language and environment for statistical computing. Version 3.5.0.
Vienna, Austria: R Foundation for Statistical Computing, 2018, URL https://www.R-
project.org/.
160 Contributed Posters
Numerical simulations of a third-grade fluid flow on
a tube through a contraction
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Abstract
Based on a director theory approach related to fluid dynamics we reduce
the nonlinear three-dimensional equations governing the axisymmetric un-
steady motion of a non-Newtonian incompressible third-grade fluid to a one-
dimensional system of ordinary differential equations depending on time and
on a single spatial variable. From this new system we obtain the unsteady
equation for the mean pressure gradient and the wall shear stress both de-
pending on the volume flow rate, Womersley number and viscoelastic pa-
rameters over a finite section of a straight, rigid and impermeable tube with
variable circular cross-section. We present some numerical simulations of un-
steady flows regimes through a tube with a contraction using a nine-directors
theory.
Keywords: third-grade fluid, one-dimensional model, unsteady flow, hier-
archical theory.
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Abstract
In this presentation we undertook a review of certain results on Cumulative
Generation Functions and on Cumulants. This results will be useful to show
how to obtain estimators for the cumulants of a class of mixed models, the
additive models. As we shall explain, a simulation study is presented to show
that these models are easy to implement and have many advantages.
Keywords: additive models, cumulants, mixed Models, moments.
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Abstract
In Discriminant Analysis (DA) the main task is to set rules that assigns
an unknown subject to one of two or more groups on the basis of a multi-
variate observation. It is of much essence to consider the costs of assignment,
the priori probabilities of belonging to one of the groups, and the number
of groups involved [1,3]. The allocation rule is selected to optimize some
function of the costs of making an error and the priori probabilities of be-
longing to one of the groups [2]. In this work, we consider discrete variables,
using DA in connection with Statistical Decision Theory (SDT) to derive a
rule, that minimizes the assignment costs. We present an application on a
two-phase discrimination process on an HIV/AIDS dataset of 62676 subjects
from Instituto de Higiene e Medicina Tropical, Universidade Nova de Lisboa.
Keywords: Discriminant Analysis, Discrimination rule, Two-Phase discrim-
ination, Decision theory.
References
[1]Philip J Brown, T Fearn, and MS Haque. Discrimination with many variables. Journal
of the American Statistical Association, 94(448):13201329, 1999.
[2]Philip L Cooley. Bayesian and cost considerations for optimal classification with dis-
criminant analysis. Journal of Risk and Insurance, pages 277287, 1975.
[3]Peter A Lachenbruch and M Goldstein. Discriminant analysis. Biometrics, pages 6985,
1979.
Contributed Posters 163
Big Data and Ordinal Logistic Regression
Dina Salvador1,2, Sandra Monteiro1,2 and Sandra Nunes1,2
1Polytechnic Institute of Setúbal, Portugal
2Centre for Mathematics and Applications of Faculty of Sciences and Technology of
NOVA University of Lisbon, Portugal
Corresponding/Presenting author: sandra.nunes@esce.ips.pt
Abstract
Logistic Regression, as well as all regressions, are used to predict a data
value based on prior observations of a data set. Logistic Regression allows
estimating the relation between several variables when the dependent vari-
able is categorical. At the base of this technique is the logistic function that
began to be used to describe the growth of a population, originally due to
Pierre-François Verhulst in 1838, see [1]. The Logistic Regression is currently
widely used in the most diverse areas of knowledge, see [2], [3] and [4]. This
regression can be binomial, ordinal or multinomial, depending on the num-
ber of categories that the dependent variable assumes. In this study only the
Ordinal Logistic Regression is considered.
In this work we intent to show the importance of this technique in rapidly
expanding areas such as Big Data. According Wang et all (2016), [5], Big
Data are data on a massive scale in terms of volume, intensity, and com-
plexity that exceed the capacity of standard analytic tools (p.399). The role
of statisticians in Big Data studies has been under-recognized. In our opin-
ion it is important to change it. With this work we intent to contribute to
this change, showing the important role that Logistic Regression already
has in Big Data analysis. We believe that the research in Big Data present
opportunities as well as challenges to statisticians.
Keywords: Logistic Regression, Logistic Regression Model, Ordinal Data,
Big Data.
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Abstract
Finite mixture models are a well-known method for modelling data that
arise from a heterogeneous population. In regression analysis, it has been a
popular practice for modelling unobserved population heterogeneity through
finite mixtures of regression models. Within the family of mixtures of regres-
sion models, finite mixtures of linear mixed models have also been applied in
different areas of application since, besides taking into account the hetero-
geneity in the population, they also allow to take into account the correlation
between observations from the same individual, which makes them particu-
larly used in longitudinal data (see McLachlan and Peel [1]). One of the main
issues in mixture models concerns the estimation of the parameters. The
maximization of the log-likelihood function in mixture models is complex,
producing in many cases infinite solutions whereby the maximum likelihood
estimator may not exist, at least globally. In order to solve the problem, it is
common to resort to iterative methods in the estimation of the parameters,
in particular to the Expectation-Maximization (EM) algorithm (Dempster
et al. [2]), an algorithm that consists of two steps, an E- and M-steps, which
are used alternately until achieving convergence. In the attempt to overcome
the slow convergence of the EM algorithm, several modified versions of this
algorithm were developed over the years, the most usual being the Classifi-
cation EM (CEM) and the Stochastic EM (SEM) (see Faria and Soromenho
[3,4]). The CEM algorithm incorporates a classification step, C-step, between
the E- and M-steps, which consists of assigning each observation to one of
the components of the mixture model, the one that corresponds to the max-
imum posterior probability. On the other hand, the SEM algorithm incorpo-
rates a stochastic step, S-step, between the E- and M-steps, which consists
of simulating a realization of the unobserved indicator for each individual,
by choosing it randomly from its conditional distribution. In this work we
compare the performance of the three algorithms in the estimation of the pa-
rameters of mixtures of linear mixed models through a simulation study. For
166 Contributed Posters
this, we analyse the computational effort of each algorithm by studying the
mean number of iterations necessary to converge, we analyse two statistical
properties of the estimators (the bias and the mean square error (MSE)) and
we also analyse goodness of fit by computing the root mean-squared error
of prediction (MRSEP) through K-fold cross-validation. Based on the mean
number of iterations for convergence, we conclude that the CEM algorithm
always converge in fewer iterations than the EM algorithm, whereas the slow
convergence of the SEM algorithm can be a drawback to its use. On the other
hand, the bias and MSE of the parameter estimates for the three algorithms
show that three algorithms present approximately the same behaviour, with
all the estimates having small bias and MSE. Finally, for studying goodness
of fit we used 10-fold cross-validation to compute the MRSEP. The obtained
values of the MRSEP show that, although once again the three algorithms
perform similarly, the SEM algorithm performs generally better whenever
the error variance increases and, on the other hand, it seems that both the
EM and the CEM algorithms perform better for smaller error variances. In
conclusion, in our simulation study it can be seen that the three algorithms
provide similar maximum likelihood estimates for the parameters, both in the
sense of lower bias and MSE and in the sense of goodness of fit. However, of
the three algorithms, the CEM algorithm is the algorithm less computation-
ally demanding, that is, it is always the one converging in fewer iterations,
so we reccommend its use in every situation.
Keywords: mixture models, maximum likelihood estimation, goodness of
fit, cross-validation.
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Abstract
In the present work we deal with a new stochastic diffusion process based on
the generalized Goel-Okumoto curve ([1], [2]). We follow the methodology
considered in the diffusion process associated with the generalized von Berta-
lanffy growth curve [3]. From the corresponding Itô's stochastic differential
equation (SDE), First of all we establish the probabilistic characteristics of
the studied process, such as the solution to the SDE, the probability transi-
tion density function and their distribution, the moments function in partic-
ular the conditional and non-conditional trend functions. Then, we treat the
parameters estimation problem by using the maximum likelihood method in
basis of the discrete sampling.
Keywords: Diffusion process, Genaralized Goel-Okumoto curve, Stochastic
differential equation, maximum likelihood estimation.
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Abstract
Voronoi diagrams are geometrical constructs that divide the space into re-
gions, named Voronoi cells, where each region comprises all the points that
are closer to a particular point from a given set of central points (centroids)
than to any of the other centroids. For a given set of N distinct points
{c1, c2, c3, ..., cN} the Voronoi diagram is, thus, defined as a collection of
Voronoi cells {V (c1), V (c2), V (c3), ..., V (cN )} where each cell is defined as
V (ci) = {x ∈ Rd : ‖x− ci‖ ≤ ‖x− cj‖,∀j 6= i}
The Voronoi cells thus formed are convex polyhedra and fill completely the
space. They are also characterized by a set of geometric attributes like the
edges number, vertices number, the face areas and the cell volume. The
Voronoi tesselation construction has found many applications in a wide range
of fields, particularly in the study of the structure of fluids [1], glasses [2],
solids packing [3], proteins [4] and biological membranes [5] where the charac-
terization of the spatial structure of the system is a challenging problem. For
many of these applications, the relevant property to evaluate is the Voronoi
polyhedra volumes and its distribution. This implies the determination of
the Voronoi polyhedra for a set of configurations of particles, which requires
considerable computational effort. In this work we apply a simple alterna-
tive procedure for the Voronoi cells volume determination by a Monte Carlo
method and apply it to bilayer model membrane systems.
Keywords: Monte Carlo, area computation, volume computation, Voronoi
tesselation.
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Abstract
The distribution of the sum of a random number, N , of independent and
identically distributed random variables, X1, X2, . . . , XN , is an important
topic for example in risk management to model aggregate claims. However,
in many cases the distribution of this random sum does not have a man-
ageable form. Several techniques such as numerical algorithms or simulation
based approaches have been used mainly for problems related with the dis-
tribution of aggregate claims [13]. Motivated by the results in [4,5] which
combine the properties of mixtures with a matching moment technique to
address the sum of a fixed number of random variables, we propose a new
and simple computational technique to approximate the distribution of the
sum of a random number of variables. In this first work we assume that Xi,
i = 1, . . . , N , follows a Loggamma distribution and that N has a Poisson
distribution. Numerical studies are conducted to assess the precision of the
approximations developed, and an application related with aggregate claims
is presented.distribution.
Keywords: Sum of random variables, random number of random variables,
mixture distributions, aggregate claims.
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Abstract
In many applications, the response variable of interest is a count, that is,
takes on nonnegative integer values. Classical Poisson regression is the most
well-known methods for modeling count data. However, its equidispersion
constraint does not accurately represent real data. This equal mean-variance
relationship rarely occurs in observational data and in most cases, the ob-
served variance is larger than the mean. This excess variability is called
overdispersion and has been widely considered in the literature (see Dupuy
[1]). Various reasons make counts overdispersed, e.g. missing covariates or
interactions, neglected or unobserved heterogeneity, violations in the distri-
butional assumptions of the data, outliers in the response variable or corre-
lation between responses, (see Hinde and Demetrio [2]). Two main problems
are associated with overdispersion: a possible loss of efficiency in the estima-
tions under different conditions and consequently incorrect inferences on the
regression parameters (a variable may appear to be a significant predictor
when it is in fact not significant) (see Quintero-Sarmiento, Cepeda-Cuervo,
and Nunez-Anton [3]). To model overdispersion, many alternatives to Poisson
regression models have been suggested in literature. Among them, we con-
sider the negative binomial regression model (see Hilbe [4]) (which have been
approached frequently to model overdispersion) and the generalized Poisson
regression model introduced by Consul and Famoye [5]. In this work, we
model the number of major derogatory reports recorded in the credit his-
tory of a sample of applicants for a type of credit card, applying Poisson
regression models. However, the models developed show an overdispersion
problem and the alternatives are negative binomial and generalized Poisson
regression models.
Keywords: count data, generalized Poisson regression model, negative bi-
nomial regression model, overdispersion.
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Abstract
Several studies have been conducted to identify the different factors that
influence students' school performance. International programmes of educa-
tional achievement, such as the OECD Programme for International Stu-
dent Assessment (PISA), are being developed, which makes it easier to ob-
tain information to carry out these studies (see OECD [1]). The purpose of
this study was to explore the factors that affect the students' mathematics
achievement in Portugal. Data on about 7325 Portuguese students and 246
schools who participated in PISA-2015 were used to accomplish our objec-
tives. Studies based on PISA data to explain student performance are very
common in literature (see Agasisti and Cordero-Ferrera [2] and Pereira an
Reis [3]). The PISA data are hierarchically structured, in which students
are nested within classrooms, classrooms, in turn, are nested within schools,
schools are nested within regions and regions are nested within countries.
Given the hierarchical structure of data, the models adopted for statistical
analysis were multilevel regression models, which can take into account data
variability within and among the hierarchical levels (see Goldstein [4]). A
three-level modeling technique was used to model the variation in mathe-
matics achievement as a function of student- (level 1), school- (level 2), and
region-level (level 3) factors ( see Agasisti, Ieva, and Paganoni [5]). The study
concluded that factors such as the economic, social and cultural index of the
student, being a male student, starting the first year of schooling with 6
years, the total number of students in school and the proportion of girls in
school positively influence the student's performance in mathematics. On the
other hand, the grade repetition had a negative influence on the performance
of the Portuguese student in Mathematics.
Keywords: mathematics achievement, multilevel regression models, Pro-
gramme for International Student Assessment (PISA) 2015.
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Abstract
This work presents an approach that considers orthogonal mixed models,
under situations of stability, when the samples dimensions are not known
in advance. In this case we assume that the samples sizes are realizations
of independent random variables. This methodology is applied to the case
where there is an upper bound for the sample dimensions, which may not be
attained due the occurrence of failures. Accordingly, we assume that sam-
ple sizes are Binomial distributed. An application on the incidence of un-
employed people in the European Union as well as a simulation study are
conducted to illustrate the proposed methodology.
Keywords: mixed models, random sample sizes, stability situations, Bino-
mial distribution, unemployment in European Union.
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Abstract
Big Data (BD) has the potential to help assess and improve the decision-
making process, and in recent years has attracted strong interest from aca-
demics and practitioners. BD has become the new paradigm in the world of
collecting and analyzing data and it is in general characterized by five di-
mensions: volume (number of observations, attributes and relations), variety
(diversity of data sources, formats, media and content), velocity (production
speed and data change), veracity (quality, origin and reliability of the data)
and value. Big Data Analytics is increasingly becoming a trendsetter that
many organizations adopt for the purpose of creating valuable BD infor-
mation for decision-making. Areas such as Computer Science, Engineering
and Statistics play a key role in analyzing BD, each with its own specificity,
but all equally important. Data Science (DS) is an interdisciplinary area
dedicated to the study and analysis of data, which also aims at extracting
knowledge for possible decision making and combining the areas of BD and
Machine Learning, as well as techniques from other interdisciplinary areas.
DS can help to transform large amounts of raw data into business insights,
and thereby aid decision-making to achieve better results. In this work we are
going to present and discuss some of the challenges of Statistical Modeling
in this new era of Big Data and Data Science.
Keywords: statistical modeling, big data, data science, e-learning.
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