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Jesus S. Villaseñor,**and Shawn D. Murphy†† 
ExoplanetSat is a proposed 10×10×34-cm space telescope designed to detect 
down to Earth-sized exoplanets in an orbit out to the habitable zone of bright, 
Sun-like stars via the transit method. Achieving this science objective requires 
one-arcsecond line-of-sight pointing control for the science CCD detector, an 
unprecedented requirement for CubeSats. A two-stage control architecture that 
coordinates coarse rigid-body attitude control with fine line-of-sight pointing 
control will be employed to meet this challenging pointing requirement. De-
tailed testing of the reaction wheels and CMOS detectors has been performed to 
extract key performance parameters used in simulations. The results of these si-
mulations indicate that a 1.4 arcsecond pointing precision (3σ) is achievable. To 
meet the 1.0-arcsecond pointing requirement, several options are analyzed. In 
particular, a new technique to estimate reaction wheel vibrations for feedforward 
cancellation of reaction wheel vibrations is presented. This estimator adaptively 
estimates disturbances from noisy sensor measurements and effectively stores 
disturbance amplitude and phase in memory as a function of wheel speed. In ad-
dition to these simulation results, testing results from a hardware-in-the-loop 
(HWIL) testbed demonstrate the capability of the fine pointing control loop. Fu-
ture plans for complete HWIL testing of the coarse and fine control loops are 
presented. 
INTRODUCTION 
ExoplanetSat, shown in Figure 1, is a concept for a 10×10×34-cm three-unit CubeSat designed 
to detect exoplanets using the transit method. If an exoplanet's orbital plane is aligned with the 
line of sight from Earth, the exoplanet will transit in front of the star causing the overall bright-
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ness of its star to dim. Observations of these transit events will provide information on the exop-
lanet's radius and orbital period. The orbital period determines whether the exoplanet resides in 
the habitable zone of its star, a region where liquid water can exist on the exoplanet's surface. De-
tection of these exoplanets will enable other observatories to perform follow-up measurements 
such as Doppler spectroscopy to determine the exoplanet's mass and atmospheric spectroscopy to 
determine the composition of the exoplanet's atmosphere. All of these pieces of information form 
the stepping stones to determining if life exists outside of our solar system.  
 
Figure 1. Baseline Design for ExoplanetSat. 
These follow-up measurements, however, are only feasible to perform on exoplanets orbiting 
bright stars. NASA's Kepler, a satellite launched in March 2009, has a mission to provide a cen-
sus of exoplanets. To observe enough stars (approximately 150,000), Kepler is imaging a field of 
faint stars. While this will provide valuable information on the frequency of Earth-sized exopla-
nets orbiting Sun-like stars, follow-up doppler and atmospheric spectroscopy measurements are 
not currently feasible for low-mass exoplanets around most of these faint stars. Due to the sparse 
distribution of bright stars across the sky and the low probability of necessary orbital plane 
alignment, the discovery of Earth-sized exoplanets orbiting these bright stars will rely on dedicat-
ed, inexpensive missions continually monitoring a single target. By adhering to the CubeSat stan-
dard, ExoplanetSat can fill this need and become an inexpensive platform with multiple launch 
opportunities. It is envisioned that a constellation of ExoplanetSats, each with a different target 
star, will enable the possibility of detecting down to an Earth-sized exoplanet in an orbit out to the 
habitable zone of these bright stars. 
To detect down to an Earth-sized exoplanet, the spacecraft must achieve a photometric preci-
sion of approximately 10 ppm. One of the largest challenges with obtaining this level of precision 
is that the sensitivity on the main science instrument, a back-illuminated CCD, may vary on the 
order of 50% within a pixel.
1
 Changes in the line-of-sight pointing of the spacecraft will cause the 
light from the target star to illuminate different parts of the CCD, which changes the measured 
intensity of the target star. A model of this phenomenon, known as jitter noise, has been devel-
oped and used to determine a pointing requirement for the satellite.
2
 Reference 2 presented initial 
analyses, which only considered sensitivity variations between pixels. Subsequent analyses which 
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included a subpixel sensitivity model have resulted in the development of a nominal pointing re-
quirement of 1.0 arcsecond (3σ).* 
This tight pointing requirement has served as the main driving requirement for the satellite de-
sign. The current conceptual design for ExoplanetSat is shown in Figure 1. Coarse rigid-body 
attitude control to within 120 arcseconds (3σ) is provided by Maryland Aerospace Inc.’s MAI-
200, a set of three orthogonal reaction wheels, which are desaturated with torque coils. Fine line-
of-sight pointing control down to the 1.0-arcsecond (3σ) requirement is provided by a two-axis 
piezoelectric stage which translates the focal plane. An exploded view of the optical layout is 
shown in Figure 2. The focal plane consists of comounted CMOS detectors for star tracking and 
the science CCD, shown in Figure 3. Other sensors include a three-axis MEMS gyro and magne-
tometer. Further details on the other subsystems in the satellite can be found in References 2 and 
3. 
  
Figure 2. Baseline Optical Layout. 
Figure 3. Baseline Focal Plane Array 
Layout. 
A high-fidelity simulation of the satellite has been developed to determine the feasibility of 
achieving this 1.0-arcsecond pointing requirement.
3
 The results presented in Reference 3 have 
been further refined through more accurate models of the actuators, sensors and flight software. 
The extensions of this simulation, hardware testing of key components, and initial hardware-in-
the-loop testing will be presented in this paper. 
SOFTWARE DESCRIPTION 
The attitude determination and control subsystem (ADCS) operates in many different control 
modes, shown in Figure 4. This diagram may also serve as the satellite’s general concept of oper-
ations. The satellite is inserted in a 600-km, low-inclination orbit
†
 and begins in the ―Damp 
Rates‖ mode. The angular rate of the satellite is slowed down with the torque coils until the reac-
tion wheels can capture the satellite. The satellite then enters the ―Sun Acquisition‖ mode where 
the satellite performs an attitude maneuver to acquire the sun and point the solar panels directly at 
                                                   
* Article is in preparation by M. W. Smith, et al. 
† This is an ideal orbit for low radiation, low aerodynamic drag, and communication with equatorial ground stations. 
Since the satellite has no propulsion or ability to change its orbit, other orbits are being considered to take advantage of 
any launch opportunity that may arise. 
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the sun to recharge the batteries. Then the ―Calibration‖ mode is entered, which initializes the 
Extended Kalman Filter and allows the estimates to converge to the true attitude. Calibration of 
any other instruments, such as the CCD, may be performed in this mode. 
Once the necessary calibrations are complete, the satellite begins nominal operations. During 
orbit day, the satellite points the solar array toward the sun, charges its batteries, and desaturates 
the reaction wheels to their nominal speeds in the ―Sun Pointing‖ mode. As the satellite enters 
orbit night, the satellite enters ―Night Slew‖ where the satellite performs a smooth spinup-coast-
spindown eigenaxis slew to the target star. Because the satellite relies on the gyros and magneto-
meter during orbit day, attitude estimate may have accumulated an error on the order of a few 
degrees. Therefore when the slew is finished, the stars observed with the CCD and CMOS detec-
tors must be matched against a limited star catalog to determine the current attitude in the ―Star 
Survey‖ mode. A minor ―Target Acquisition Slew‖ is then performed to place the target star on 
the same orbit-to-orbit position on the CCD and the optimal guide stars on the CMOS detectors. 
Additional time is allowed after the slew to damp any residual angular rates of the spacecraft dur-
ing the ―Target Acquisition Slew.‖ Finally, the ―Science Data Collection‖ mode is entered where 
the CCD collects science data and the stringent pointing requirement must be met. 
 
Figure 4. Control Modes for the Attitude Determination and Control Subsystem. 
Precise pointing during the ―Science Data Collection‖ mode is achieved through a two-stage 
control architecture, shown in Figure 5. The outer coarse attitude control loop commands the 
reaction wheels at rate of 4 Hz. The inner fine pointing control loop commands the piezoelectric 
stage at 12 Hz. 
The 12 Hz output of the CMOS detectors must first be processed to be used for control com-
mands. Image frames from the CMOS detectors are windowed to small regions of interest around 
the brightest guide stars. These windows are then processed to determine each guide star’s centro-
id using a simple center of mass calculation.
4
 Since these centroids contain some amount of effec-
tive delay,
*
 this delay can be compensated through a small amount of processing as follows. The 
                                                   
* Delays can be caused by the finite integration time of the detector, processing time of the sensor electronics, and 
processing time of the avionics. 
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centroid measurements are in the moving frame of the piezoelectric actuator so, to simplify the 
calculations, the centroids are converted to the focal plane frame, which is fixed relative to the 
lens, by adding the position of the piezoelectric stage. Through back differencing, the centroid 
location in the focal plane frame can be propagated forward in time to compensate for fixed, de-
terministic time delays. It has been determined through simulation that the benefit of compensat-
ing these time delays outweighs the sensor noise amplification introduced by this process. 
For the coarse attitude control loop, these centroids (in the fixed focal plane frame) from the 
CMOS detectors are used in a star tracking algorithm. These centroids are matched to known 
stars in a star catalog stored on board. With this information, the attitude quaternion is estimated 
with the QUaternion ESTimation (QUEST) algorithm.
5
 In addition to the CMOS detectors, gyros 
are also used. The gyro outputs are filtered and downsampled to match the 12 Hz CMOS output 
and biases are subtracted out. These biases are estimated by an Extended Kalman Filter (EKF), 
which combines the attitude quaternion measurements (from the processed CMOS detectors’ out-
put) and the processed gyro measurements.
6
 The attitude quaternion estimate from the EKF and 
the processed gyro measurements are fed into a nonlinear proportional-derivative reaction wheel 
control law.
2,7
 An integrator with a small gain can be added to this controller to remove any long-
term biases on the piezoelectric stage and help reduce the probability of saturation. To further 
ensure that the piezoelectric stage is not saturated, any remaining long-term biases in the stage 
can change the quaternion command given to the RW control block (not shown in Figure 5). 
For the fine pointing control loop, the processed centroids (in the fixed focal plane frame) are 
converted back to the moving piezoelectric stage frame by subtracting the piezoelectric stage po-
sition. Since these stars are matched to known stars in a catalog, their desired positions can be 
calculated knowing the desired attitude of the satellite. The weighted average
*
 of the difference 
between the measured and desired centroid positions gives an error signal. This error signal is fed 
into a proportional-integral control law to give a relative position command. To convert this into 
an absolute position command, the current position of the piezoelectric stage is added to the con-
trol law output. The output of the CCD also feeds into this control law to mitigate any changes in 
relative position of the CCD and CMOS sensors (e.g., thermal effects) to ensure the target star 
remains on the exact same position from orbit to orbit. 
 
Figure 5. Science Data Collection Block Diagram. 
                                                   
* The weights can be determined by the brightness of the star since centroid error depends on brightness. 
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It is important to ensure that the selected gains for the two-stage control architecture have 
some stability margins. Figure 6 shows a simplified single-axis block diagram of this two-stage 
control architecture to analyze the gain and phase margins analytically. Some of the important 
simplifications are that the delay compensation and EKF are not represented and the attitude of 
the satellite is directly measured. It is also interesting to note that this figure shows that the con-
trol loops are only one-way coupled since they are two loops that are in series—the output of the 
coarse rigid-body attitude control loop is the ―reference‖ input to the fine line-of-sight pointing 
control loop. This greatly simplifies the control law design since the gains can be selected inde-
pendently for stability. 
 
Figure 6. Simplified Single-Axis Two-Stage Control Block Diagram. 
Gain and phase margins were calculated analytically using the simplified block diagram 
shown in Figure 6 and verified with the nonlinear simulation described in the following section. 
Verification was performed by adding a gain or time delay into the feedback loop until the system 
went unstable. The crossover frequencies were extracted with a Fourier analysis of the unstable 
outputs. Table 1 shows the resulting gain and phase margins. Phase margin is also expressed in 
terms of an equivalent time delay,
*
 which gives a requirement on allowable processing delay to 
maintain stability. Close agreement of the linear analysis and nonlinear simulation gives confi-
dence that these are the true margins. In addition, these margins meet typical gain and phase mar-
gins levied on ADCS. 
Table 1. Coarse and Fine Loop Gain and Phase Margins. 
  Gain Margin Phase Margin 
Coarse Loop 
Lin. Analysis 30 dB @ 0.23 Hz 75° @ 0.020 Hz 10.9 s 
Nonlin. Sim. 28 dB @ 0.23 Hz 73° @ 0.075 Hz 2.7 s 
Fine Loop 
Lin. Analysis 6.3 dB @ 6.0 Hz 61° @ 1.9 Hz 0.089 s 
Nonlin. Sim. 6.3 dB @ 6.0 Hz 44° @ 1.5 Hz 0.083 s 
Typical Requirement ≥ 6 dB ≥ 30° 
 
SIMULATION DESCRIPTION & COMPONENT TESTING RESULTS 
The ADCS software described in the preceding section has been incorporated into a 
MATLAB Simulink simulation of the satellite to determine the achievable pointing precision. 
                                                   
* This can be calculated by dividing the phase margin by the crossover frequency.  
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This simulation has high-fidelity models of the sensors, actuators, satellite dynamics, and space 
environment. The sensors are modeled with the appropriate bandwidth, quantization, discretiza-
tion, saturation, and noise characteristics. The actuators contain also models of physical distur-
bances such as the reactive forces of the piezoelectric stage movement and vibrations produced 
by the reaction wheels. Satellite dynamics are modeled including gyroscopic effects and external 
disturbances from the space environment. Further details on the simulation models can be found 
in Reference 3. 
While many hardware specifications can be found from manufacturer’s datasheets, some of 
the components needed to be tested for important performance characteristics that are unavailable 
from the manufacturers. The two hardware tests that were deemed to be the most critical for this 
simulation are measuring the reaction wheel vibration characteristics and measuring the CMOS 
centroiding error. 
Reaction Wheel Disturbance Measurements 
It is important to quantify the magnitude of the reaction wheel vibrations to determine how 
much these vibrations will affect the pointing of the satellite. Vibrations that may normally be 
considered ―small‖ can have large effects at the arcsecond level. Tonal disturbances (both forces 
and torques) tied to the reaction wheel speed are modeled as sinusoids,
8
 
     iRWiRWii thctd   sin
2
  (1) 
where ci is the coefficient of the i
th
 harmonic, hi is the harmonic number of the i
th
 harmonic, ωRW 
is the speed of the reaction wheel, θRW is the phase of the reaction wheel, and φi is a uniformly 
distributed random variable over the domain [0, 2π). Each reaction wheel produces radial distur-
bances (forces and torques orthogonal to the spin axis) that are offset by 90° in phase between the 
two axes as well as axial disturbances (forces and torques in the direction of the spin axis) for 
each of the harmonics. The harmonics and their corresponding coefficients are wheel-dependent 
and are therefore determined experimentally.  
Tests of the MAI-200, the reaction wheel set used on ExoplanetSat, have been performed at 
the Massachusetts Institute of Technology Space Systems Laboratory (SSL) as well as the Kistler 
Load table at the Goddard Space Flight Center (GSFC). Figure 7 shows the MAI-200 mounted on 
the Kistler table and Figure 8 shows a sample of the data produced by this testing. The reaction 
wheel was run at a set of discrete speeds up to the maximum wheel speed. These time-domain 
data sets were converted to PSDs and plotted as a waterfall plot. The radial spokes coming out the 
origin are the tonal disturbances tied to the reaction wheel spin rate. 
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Figure 7. MAI-200 Test Setup at GSFC. Figure 8. Example Waterfall Plot. 
 8 
The waterfall plots are further processed to determine the coefficients, ci, and the correspond-
ing harmonic number, hi, for the force and torque disturbances, axial and radial directions, and all 
of the harmonics. Table 2 shows the results of this testing. These numbers are used along with 
Equation (1) to simulate the tonal reaction wheel disturbances. 
Table 2. MAI-200 Reaction Wheel Disturbance Data. 
Harmonic 
Number 
Force [mg·mm] Torque [mg·mm
2
] 
Axial Radial Axial Radial 
1 510 170 9,300 57,000 
2 810 520 27,000 100,000 
2.5 230 370 4,700 38,000 
3 980 540 36,000 140,000 
3.5 330 310 10,000 43,000 
4 2,400 1,300 190,000 310,000 
4.5 340 390 37,000 50,000 
5 1,100 1,600 260,000 140,000 
5.5 240 250 39,000 31,000 
6 1,200 1,300 110,000 180,000 
 
In addition to these tonal disturbances, there are also broadband disturbances caused by the 
reaction wheels, which change with wheel speed.
9
 A model of these broadband disturbances was 
created and the effect of these broadband disturbances was found to be insignificant. 
CMOS Detector Centroiding Error 
Another important parameter in the simulation is the error in the measured centroid of the 
guide stars. This is important because the CMOS detectors are the most precise sensor and they 
feed into both the coarse and fine control loops. Any change in this parameter greatly affects the 
simulation results. 
Figure 9 shows the experimental setup that was created to measure the centroiding error as a 
function of guide star magnitude and integration time. An LED behind a pinhole simulates a sin-
gle guide star. The guide star brightness was adjusted by varying the current powering the LED 
and calibrated using an optical power meter placed in the optical path. By using neutral density 
filters, the brightness was brought down to known V magnitudes.
*
 The light from this guide star 
was focused using a Zeiss 85 mm f/1.4 lens onto a custom B/W OmniVision OV5642 detector.
†
 
Centroids were calculated using a center of mass calculation.
4
 Figure 10 shows an example of a 
picture taken of a 4
th
 magnitude star with an 80 ms integration time. Note that the image is not 
saturated; the maximum is 107 out of 1023 counts, given the 10-bit resolution imager. 
V magnitude was varied from 0 to 6
 
and integration times were varied from 10 to 80 ms. For 
each setting, the standard deviation of the centroids of 1000 images of the stationary guide star 
was calculated. Figure 11 shows the results. Note that for 4
th
 magnitude and lower, some of the 
data points for low integration time were excluded because there were not enough counts on the 
detector to distinguish the star from the noise. Also, paired with each integration time is a maxi-
                                                   
* The optical power meter used was not able to accurately measure the brightness of the star with the neutral density 
filters in place due to its resolution. 
† Both the lens and CMOS imager used in the test are the models that will be used in the flight unit.   
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mum readout rate for the detector. Since the CMOS detectors are assumed to be operating at 12 
Hz, an integration time of 83 ms or less must be used. The tested integration times comply with 
this requirement. The results agree with intuition: lower magnitude stars and lower integration 
times cause the centroid error to increase. 
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Figure 9. Experimental Setup of  
Guide Star Centroid Error. 
Figure 10. Example Image of Guide Star:  
4
th
 Magnitude, 80 ms Integration Time. 
 
Figure 11. Guide Star Centroid Error as a Function of V Magnitude and Integration Time. 
Further testing can be done to improve these results. Two additional parameters (defocus and 
analog gain in the imager) can be adjusted to determine if the centroid error can be improved. In 
addition, other centroiding algorithms such as a Gaussian fit, may improve the accuracy of the 
centroid measurements. For the simulation, a centroid error 0.1 pixels (1σ) was assumed. This is 
slightly optimistic since 6
th
 magnitude stars are much more common than 4
th
 magnitude stars and 
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brighter. A more detailed analysis of candidate target stars, their nearby guide stars, and the focal 
plane array layout will be performed to see exactly what guide stars, and therefore centroiding 
error can be expected. 
SIMULATION RESULTS 
Parameters from the previous section were used in a simulation of the closed-loop satellite dy-
namics to determine the achievable pointing precision. Figure 12 shows the results of the baseline 
simulation. The plot on the left shows the motion of the target star on the CCD over a period of 5 
minutes. It can be seen that there is a large-amplitude, low-frequency component that causes the 
target star to wander around the CCD. This is due to the low-bandwidth, closed-loop response of 
the rigid-body attitude dynamics in the presence of disturbances and sensor noise. Superimposed 
on this is a high-frequency, low-amplitude jitter due to the reaction wheel disturbances. The plot 
on the right shows that when the piezoelectric stage is activated, most of the low frequency error 
is removed. The achieved line-of-sight pointing precision from this baseline simulation was 1.4 
arcseconds (3σ), which does not meet the requirement of 1.0 arcseconds (3σ). 
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Figure 12. Target Star Motion on the CCD without the Piezoelectric Stage Activated (Left)  
and with the Piezoelectric Stage Activated (Right). 
To see the various contributions to this 1.4 arcsecond pointing precision, it is useful to plot the 
power spectral density (PSD) and the cumulative mean-square value (MSV) of the pointing error, 
which is shown in Figure 13. The PSD shows the frequency content of the pointing error; large 
peaks correspond to tonal pointing errors. The cumulative MSV shows the actual contribution of 
each of these peaks to the pointing error. There are three peaks near 16 Hz that correspond to 
large jumps in the MSV at the same frequencies, and therefore contribute greatly to the pointing 
error. These tonal disturbances correspond to the vibrations of the reaction wheels operating near 
1000 rpm. This visualization tool allows the various contributions to the pointing error to be 
quantified. 
Analysis of the MSV plot in Figure 13 shows that 0.7 arcseconds of the 1.4 arcsecond error is 
due to the closed-loop response of the satellite. This is a result of sensor noise and process noise 
acting on the closed-loop dynamics of the system. This contribution can be seen visually as the 
slow rise of the MSV for frequencies less than 10 Hz. The other 0.7 arcseconds of pointing error 
is due to the reaction wheel vibrations. Of this 0.7 arcsecond pointing error, around 0.4 arcse-
conds is from the once-per-rev harmonic disturbance (~16 Hz) and 0.3 arcseconds is from the 
higher harmonics (~33 Hz, ~50 Hz, etc.). It was also determined that the reaction forces due to 
 11 
the acceleration of the focal plane on the piezoelectric stage was insignificant—it contributed less 
than 5% of the pointing error. 
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Figure 13. Pointing Error Power Spectral Density (PSD)  
and Cumulative Mean-Square Value (MSV). 
Since reaction wheel vibrations contribute almost half of the pointing error, several options for 
reducing the effect of these vibrations were analyzed. The first option considered was adding an 
angular rate sensor to directly measure the high-frequency (> ~10 Hz) angular rate of the space-
craft and feedforward a command to the piezoelectric stage to compensate for this movement. 
The second option considered was to add a vibration isolator with a cutoff frequency of 5 Hz to 
filter out the vibrations. The angular rate sensor option achieved a pointing precision of 1.1 arcse-
conds while the vibration isolator achieved a pointing precision of 0.9 arcseconds. While these 
results are promising, the addition of this extra hardware, considering the tight volume, mass, and 
power constraints is hardly feasible. 
There are many options, including the ones above, that may be explored to meet the 1.0-
arcsecond pointing requirement. A prioritized list of these options and a brief discussion of each 
is provided below: 
 Dynamically balance the reaction wheels. The wheels that were tested at GSFC were 
only statically balanced, which reduces the force disturbances in the radial direction. 
Dynamic balancing can also reduce the torque disturbances in the radial direction at 
the cost of a more complicated balancing procedure. Note that this will only affect the 
once-per-rev harmonic and not the higher harmonics, which are due to other sources 
such as bearing noise. 
 Develop software algorithms using existing sensors and actuators to measure and can-
cel the reaction wheel vibrations. This is a very attractive option because it would not 
require additional hardware. Using gyro measurements, the reaction wheel distur-
bances can be estimated. This can then be fed forward to the piezoelectric stage to 
cancel the effect of these tonal vibrations. This method will be discussed further in the 
―Reaction Wheel Disturbance Estimation‖ section. 
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 Add isolation to the individual reaction wheels. While addition isolation was explored 
above, it still remains to be determined where this isolation can or should be placed. 
Isolating each wheel is the simplest place to put isolation on the satellite. The satellite 
is tightly packed into a small volume, making the addition of isolation mounts diffi-
cult to place. This introduces additional challenges such as accommodating the larger 
size of the reaction wheel unit and providing a sufficient thermal path from the motor 
block to the case. 
 Add isolation to entire reaction wheel unit. This would be an attractive option since 
the reaction wheel unit comes as a single block. However, as seen in Figure 1, the cur-
rent design of the solar panels provides a mechanical short around the isolator. The so-
lar panel design would have to be heavily customized to accommodate this option. 
 Incorporate additional actuators and sensors into the satellite. This option is less desir-
able than the passive isolation because it would require additional power for these de-
vices. In addition to the angular rate sensor option that has been discussed above, oth-
er devices could be used such as a piezoelectric transducer between the reaction 
wheels and the rest of the satellite. This could be used as both a sensor and actuator: 
forces and torques generated by the reaction wheels can be measured and also gener-
ated with this transducer. This option faces similar integration challenges with the so-
lar panels. 
All of these options are being pursued to determine the optimal design choice for Exoplanet-
Sat. One option in particular, the estimation of reaction wheel disturbances for feedforward con-
trol, will be discussed further in the ―Reaction Wheel Disturbance Estimation‖ section. If the 
pointing requirement cannot be met with these options and given the project budgets, it may be 
necessary to relax the requirement. A reduction in pointing precision would increase the jitter 
noise, causing a corresponding increase in the detectable exoplanet size. 
HARDWARE-IN-THE-LOOP TESTING 
In addition to the simulation, a hardware-in-the-loop (HWIL) testbed is also being developed 
as a risk mitigation technique to demonstrate the pointing control architecture. A phased approach 
is being taken: the fine pointing control alone will be implemented and tested in hardware first, 
and then the two-stage control will be implemented and tested on a full three-degree-of-freedom 
air bearing. 
The fine pointing control testbed is the same testbed shown in Figure 9. Both the guide star 
emulator and the CMOS detector are equipped with a piezoelectric stage. Satellite attitude 
movements can be simulated by moving the guide star with one piezoelectric stage. This motion 
can then be compensated with the piezoelectric stage with the CMOS detector. The HWIL testbed 
is controlled entirely by LabVIEW. 
A screenshot of the HWIL user interface during testing is shown in Figure 14. The image on 
the left shows the image of the guide star. The guide star begins by moving around in the image 
according to the simulated residual attitude errors from the coarse control loop. This can be seen 
in the plot of the guide star centroid in the top right. About halfway through the run (~150 
seconds), the piezoelectric stage is enabled. It can be seen that the centroid immediately snaps 
into place at the origin and the guide star motion is compensated by moving the piezoelectric 
stage around. 
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Figure 14. Screenshot of the HWIL Testbed During a Test Run. 
This demonstrates the fine line-of-sight pointing control with the hardware running in the 
loop. While matching the performance of the simulation was not the primary goal of the testbed, 
it should be possible to achieve the same pointing precision. However, a pointing precision of 2.3 
arcseconds (3σ) was achieved compared to the expected 0.7 arcseconds (3σ) from the simulation.* 
Several improvements to this HWIL are planned to improve this pointing precision. First, a more 
realistic star field will be used. The simulation assumes that there are 6 guide stars while the 
HWIL testbed only has a single guide star to use. Centroid error improves approximately by the 
square root of the number of stars in the field of view. A more realistic star field, with multiple 
guide stars that match the angular position and magnitude of a candidate target star (such as Al-
pha Centauri) will greatly improve the fidelity of the HWIL simulation. In addition, the use of 
LabVIEW MathScript nodes necessitated slowing down the sampling rate of the fine control 
loop. The desktop computer running LabVIEW will be replaced with embedded avionics to 
process the images and run the fine control loop at the specified 12 Hz. 
REACTION WHEEL DISTURBANCE ESTIMATION 
The baseline design achieves a pointing precision of 1.4 arcseconds (3σ) in simulation, which 
does not meet the 1.0-arcsecond requirement, as mentioned in the ―Simulation Results‖ section. 
There are many options that can be explored to achieve this requirement, but the most attractive 
one at the moment is one that uses advanced software algorithms and existing hardware. The idea 
is to estimate the reaction wheel disturbances and feed this forward to command the piezoelectric 
stage and cancel the effect of the vibrations. This is very similar to the approach taken with the 
angular rate sensor, but instead using the gyros, which are already in the baseline design. Using 
the measurements from the gyros directly is not feasible because there is too much noise that 
would be fed into the control loop. By taking advantage of the fact that the reaction wheel distur-
bances are at a known frequency (a multiple of the reaction wheel speed, which can be measured 
                                                   
* Since the reaction wheel vibrations are not being simulated in this HWIL testbed, the simulation shows that a pointing 
precision of 0.7 arcseconds should be feasible. 
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by tachometers and/or encoders) and the fact that the amplitude varies with the wheel speed, the 
signal can be filtered from the noise. 
A Kalman filter can be developed to estimate these disturbances. However, to achieve accu-
rate estimation, process noise weights must be relatively low, which increases the convergence 
time of the estimates. If the reaction wheel speeds are changing, the Kalman filter may never 
converge as its settling time may slower than the rate of change of the reaction wheel speeds. In-
stead, an adaptive estimator can be employed. This adaptive estimator can be equipped with 
―memory,‖ which allows the estimator to use adaptation information from previously visited 
wheel speeds. The reaction wheel vibrations can therefore be learned slowly over time, without 
having to converge faster than the wheel speed changes. 
A preliminary overview of this technique will be presented, which develops an estimator for 
the linear, single-axis attitude dynamics of a satellite: 
 
 du
J
SC
SCSC


1




  (2) 
where θSC is the attitude of the satellite, ωSC is the angular rate of the satellite, J is the satellite’s 
inertia, u is the control input torque, and d is the disturbance torque. This technique will need to 
be extended to a three-degree-of-freedom to be used on ExoplanetSat. 
The design of the adaptive estimator can be roughly split into three major tasks. The first task 
is to determine a set of basis functions that can accurately represent the disturbance. It is neces-
sary that this approximation have the element of memory to store disturbance amplitude and 
phase information as a function of wheel speed. The second task is to develop an estimation law 
that provides stable estimation dynamics. The third task is to develop an adaptation law that ad-
justs the weights of the basis functions that ensures stability of the estimator and drives the esti-
mation error to zero. 
Disturbance Approximation 
A general scalar function, f(p), can be approximated as 
      pppf T  ga   (3) 
where a is a vector of weights, g(p) is a vector of basis functions, and ε(p) represents the residual 
error of the approximation. 
A common choice of a set of basis functions or a basis function ―network‖ is the General Re-
gression Neural Network (GRNN). For this particular choice of basis functions, a single basis 
function is given by 
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where μi is the mean of the Gaussian function and σ is the variance. This is arranged into a net-
work of basis functions: 
         TN pppp gggg 21   (5) 
The value of the means and the common variance for this network can be chosen a priori to 
approximate a given function to a given accuracy.
10
 With an increasing number of basis func-
tions, the approximation error, ε tends to zero.11 Figure 15 shows an example of eleven basis 
functions in a GRNN and Figure 16 shows an example of a weighted output of this GRNN. This 
shows how an arbitrary function can be approximated by determining the appropriate weights, a, 
for each basis function. 
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Figure 15. Basis Functions Forming a GRNN. Figure 16. Weighted Output of a GRNN. 
These networks cannot approximate the reaction wheel vibrations because they are missing a 
sinusoidally varying time dependence. The GRNN can easily be modified to be 
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By adding in sine and cosine terms, the magnitude and phase of these sinusoids can effectively be 
estimated through adaptation of the weights of these basis functions. 
Estimation Law 
An estimation law can now be developed. Considering only a single-axis model of spacecraft 
attitude, the dynamics are linear and can therefore be written as 
 .du du BBAxx    (7) 
where x is the state of the system, A is the dynamics matrix, Bu is the control input matrix, and Bd 
is the disturbance-input matrix. The sensor output, y, and adaptation output, z, is given by 
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.xC
xCy
z
y
z 

  (8) 
For the satellite model, Cy was chosen to be the identity matrix, since there are sensors to 
measure both the attitude and angular rate of the spacecraft. The Cz matrix, however, was chosen 
to select only the spacecraft angular rate. This is because this scalar z variable will be used in the 
adaptation law and only the gyros will have a high enough sampling frequency to capture the 
reaction wheel vibrations. The CMOS detectors that measure the spacecraft attitude have a sam-
pling frequency that is too low to capture the reaction wheel vibrations. 
Given this linear system, and assuming that the disturbance input is known, the estimator can 
be designed with the following dynamics 
 
   
xC
LygaBBxLCAx
ˆˆ
,ˆˆˆ
z
RWRW
T
duy
z
u

 
  (9) 
The estimator gain matrix, L, can be selected with standard linear techniques such as pole 
placement or linear quadratic estimator techniques. This would ensure that the estimator dynam-
ics, given by the matrix A-LC, is stable. If the disturbance was known exactly, the estimator 
would be stable since the disturbance is known to be a bounded input. However, the disturbance 
is not exactly known. The disturbance is d ≈ aTg(ωRW,θRW). The true values of a are not known 
exactly and are therefore an estimate, â, needs to be adapted over time. 
Adaptation Law 
An adaptation law, which updates the estimates of the weights of the GRNN, â, must be de-
veloped to ensure stability of the estimator. To do this, first an error signal is defined as the dif-
ference between the adaptation output of the system and the adaptation output of the estimator: 
 .ˆ zze    (10) 
It can be shown that this error signal can be written as
12
 
    RWRW
TsHe  ,gδ   (11) 
where H(s) is the error transfer function defined as 
     dyz ssH BLCAIC    (12) 
and δ = â - a. Equation (10) defines a well known error signal, which has associated provably 
stable adaptation laws.
12,13
 If the error transfer function is strictly positive real (SPR), the follow-
ing adaptation law can be used 
  RWRWe  ,ˆ ga    (13) 
where η > 0 is the learning rate. If the error transfer function is not SPR, the following adaptation 
can be used 
    RWRWsH  ,ˆ ga    (14) 
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where 
        .,ˆ,ˆ RWRW
T
RWRW sHsHe  gaga
T    (15) 
This adaptation law results in a slower adaptation since the signals are filtered through H(s). 
The second adaptation law was chosen since the error transfer function was not SPR. The stability 
proof is a Lyapunov-based proof that shows that a transformed error signal goes to zero due to a 
positive definite Lyapunov-like function and an associated negative semidefinite time deriva-
tive.
12
 
Results 
A simulation of the spacecraft with the adaptive estimator was developed. Realistic sensor 
noise (e.g., angular random walk of the gyros) was included. The simulation was run with the 
reaction wheel speed being swept linearly from 900 to 1100 back to 900 rpm with a period of 200 
seconds. With a total simulation time of 1000 seconds, the reaction wheel speed range is swept 
through 10 times. In addition, a lightly damped resonance was added at 16 Hz (~1000 rpm) to 
make the problem a little more difficult. 
Figure 17 shows the estimate of the disturbance over the length of the simulation. During the 
first sweep, the disturbance amplitude estimate grows but does not quite reaction the true ampli-
tude. During the second wheel speed sweep (100 to 200 seconds), however, the disturbance esti-
mate grows again to better match the actual disturbance. This is because it is able to use the pre-
viously adapted reaction wheel disturbance estimates stored in the GRNN weights. With each of 
the successive sweeps, the disturbance estimate is refined and by the end of the simulation, any 
further adaptation is due to sensor noise—steady state has been reached. 
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Figure 17. Estimated Disturbance and Disturbance Error Versus Time. 
As an alternative way to view this disturbance estimation, several plots were generated, shown 
in Figure 18, which shows the estimated disturbance amplitudes as a function of wheel speed for 
various points in the simulation. Note that this disturbance amplitude estimate corresponds to the 
output of an unmodified GRNN where each weight is determined by the root-sum-square (RSS) 
of the two corresponding sine and cosine weights of the modifed GRNN. The first plot shows the 
estimated disturbance amplitude at 25 seconds into the simulation. Since only wheel speeds in the 
range 900 to 950 rpm have been visited, only estimated amplitudes in that range have been al-
tered due to the spatial locality of GRNN basis functions. Also, as shown previously, the esti-
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mated amplitudes are not quite as large as the actual amplitudes. The second and third plots show 
the estimated amplitudes as the reaction wheel speed increases up to 1000 rpm. The fourth plot 
shows the estimated amplitudes after the first complete reaction wheel speed sweep. It can be 
seen that all amplitudes within the range 900 to 1100 rpm have been updated now. The subse-
quent plots show the incremental convergence of the amplitude estimates to the true values. 
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Figure 18. Estimated Disturbance Amplitude as a Function of Reaction Wheel Speed for Various 
Simulation Times (25 s, 50 s, 75 s, 100 s, 400 s, 1000 s). 
This adaptive estimator was compared against a tuned disturbance-estimating Kalman filter.
*14
 
The steady-state RMS estimation error for the adaptive estimator was 2.0×10
-4
 Nm compared to 
                                                   
* See, e.g., Section 7.1 of Reference 14 for a standard continuous Kalman filter implementation. The state includes the 
attitude, angular rate, disturbance magnitude for the sine component, and disturbance magnitude for the cosine compo-
nent. 
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4.5×10
-4
 Nm for the Kalman filter. This demonstrates a 55% improvement of the adaptive estima-
tor against a standard Kalman filter. 
While these results are promising, the improved performance comes at the cost of additional 
processing and memory requirements. This simulation used on the order of one hundred basis 
functions in the network. For additional reaction wheels and harmonics, this number can grow 
quite large.
*
 However, since the basis functions are very local only a few weights need to be 
adapted at any point in time. In addition, the memory requirements are fairly modest. Assuming 
that 1000 basis functions are used to cover a reaction speed range of interest for three harmonics 
of three reaction wheels with single-precision weights, 108 kilobytes of memory is required. 
The results presented are preliminary and several extensions need to be made to implement 
this in ExoplanetSat.  First, this technique needs to be extended to a three-axis satellite model 
with nonlinear dynamics and multiple inputs and outputs. Second, this estimator implementation 
is continuous, while measurements are discrete at different rates. The estimator needs to be mod-
ified to handle discrete multi-rate measurements, especially since the attitude measurements 
(CMOS detectors) cannot measure the reaction wheel vibrations while the gyroscopes have the 
bandwidth to make these measurements. It is possible that the previously developed EKF can be 
used for this purpose—the only complication is including this in the transfer function given by 
Equation (12). Third, the estimator can be extended to handle additional harmonics beyond the 
once-per-rev harmonic. One interesting issue that occurs with three reaction wheels is what hap-
pens when reaction wheel speeds cross. Since the disturbances produced by both wheels will be at 
the same frequency, it is unclear how the adaptation law will handle this case. With these exten-
sions, it will be possible to say how much of an improvement this new technique will provide and 
whether or not the 1.0-arcsecond pointing requirement can be met. 
CONCLUSION 
Achieving a pointing precision of 1.0 arcseconds (3σ) is a very challenging requirement, espe-
cially when adhering to the CubeSat standard. To determine the feasibility of achieving this re-
quirement, detailed testing, analyses, and simulations have been performed. Key hardware speci-
fications, reaction wheel vibration characteristics and CMOS detector centroiding errors, were 
measured. These specifications were fed into a high-fidelity simulation of the satellite to deter-
mine the performance. The baseline simulation achieved a pointing precision of 1.4 arcseconds 
(3σ). 
Several options were analyzed, which suggest that meeting the requirement is feasible, how-
ever with additional hardware. In an effort to see if meeting the requirement without additional 
hardware is possible, an adaptive estimator with memory that estimates the reaction wheel vibra-
tions from relatively noisy gyro measurements is developed. It is shown to estimate reaction 
wheel vibrations 55% better than a standard Kalman filter. Further work is necessary to incorpo-
rate this into the full simulation of the satellite to determine how much the pointing precision will 
be improved. 
In addition to the simulation work, a HWIL testbed has been built to demonstrate the fine 
pointing control loop. A pointing precision of 2.7 arcseconds (3σ) has been demonstrated and 
further improvements to the setup have been proposed to have the testbed match expected point-
                                                   
* The number is calculated as (number of reaction wheels)*(3 axes per wheel)*(number of harmonics per 
wheel)*(number of basis functions per harmonic). 
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ing precisions achieved by simulation. This fine pointing control loop is a major milestone in a 
phased approach to demonstrating the two-stage control architecture in hardware. 
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