We introduce a new topological descriptor of a network called the density decomposition which is a partition of the nodes of a network into regions of uniform density. The decomposition we define is unique in the sense that a given network has exactly one density decomposition. The number of nodes in each partition defines a density distribution which we find is measurably similar to the degree distribution of given real networks (social, internet, etc.) and measurably dissimilar in synthetic networks (preferential attachment, small world, etc.).
the ratio of the number of pairs of neighbors of v that are connected to the number of pairs of neighbors of v; the clustering coefficient of a network is the average clustering coefficient of its nodes. Our model, naïvely applied, unfortunately, but not surprisingly, results in networks with very low clustering coefficients. However, we show that applying the abstract model in a more sophisticated manner, using ideas from the small world model of Watts and Strogatz [28] , results in much higher clustering coefficients (Section 4.2) suggesting that real networks may indeed be hierarchies of small worlds.
Our hierarchies of small worlds specification is just one way to tune our abstract model; our model is quite flexible allowing for the easy incorporation of other network generation techniques, which we discuss at the end of this paper. A key observation that distinguishes our model from other network models is our qualitatively different treatment of nodes. That is, our model begins by assigning nodes to levels of the density decomposition. This sets nodes qualitatively apart from each other; for example, a node assigned to a dense level of the decomposition is treated very differently from a node assigned to a sparse level of the decomposition.
This is in contrast to other network models. In the small worlds model and the classic random graph model (G n,p ) each node is treated the same way [28] . In the preferential attachment model, in which nodes are attached one at a time to some fixed number of existing nodes [3] , one may argue that nodes are treated differently since they arrive to the network at different times. However, when each node arrives, it is treated the same way as nodes before it. Similarly more recent network models, such as the affiliation network [12] , community-guided attachment and forest-fire models [15] , nodes are not distinguished from one another in a fixed way. We posit that in order to generate realistic networks, in particularly networks exhibiting the rich density hierarchy we have observed in all the networks we have tested, one must assign nodes to classes and treat those classes differently.
Data sets We note that our conclusions on the similarity of density and degree distributions of a given network are stronger for self-determining networks or those networks that represent relationships, each of which is determined by at least one of the parties in this relationship. Perhaps the clearest example of a self-determining network is a social network in which nodes represent people and an edge represents a friendship between two people. On the other hand a network representing the transformers and power lines that connect them in a power grid is clearly not self-determining as the transformers themselves do not determine which other transformers they are connected to, but a power authority does. For comparison, we include two non-self-determining networks. See Table 1 for details of all of the data sets we use.
The density decomposition
Density (the ratio of number of edges to number of nodes 1 ) is closely related to node degree (the number of edges adjacent to a given node): the density of a network is equal to half the average total degree. We partition the nodes of the network into sets R k , R k−1 , . . . , R 0 that induce regions of uniform density in the following sense:
Definition 1 (Density Decomposition). For any i = 0, . . . , k, identifying the nodes in ∪ j>i R j and deleting the nodes in ∪ j<i R j leaves a network G whose density is in the range (i − 1, i] (for |R i | sufficiently large).
In particular, R k identifies the densest region in the network. Note that, in considering the i th density region, we count the connections from the more dense regions (identifying ∪ j>i R j ) but not to less dense regions (deleting ∪ j<i R j ). To identify a set S of nodes in a graph, we merge all the nodes in S into a single node s and remove any self-loops (corresponding to edges of the graph both of whose endpoints were in S).
We find such a decomposition by first orienting each edge in such a way that the indegrees of the nodes are as balanced as possible as allowed by the topology of the network; we call such an orientation egalitarian. The following procedure, the Path-Reversal algorithm, finds such an egalitarian orientation:
1 A less commonly used definition is the ratio of number of edges to total number of possible edges:
. Arbitrarily orient the edges of the network. While there is a directed path from a node of low indegree to a node of high indegree, reverse this path.
Self-determining networks
By only considering differences between high and low of at least 2, this procedure converges [6] . The orientation resulting from this termination condition suggests a hierarchical decomposition of its nodes: Let k be the maximum indegree in the orientation. Ring k, denoted R k , contains all nodes of indegree k and all nodes that reach nodes of indegree k. By the termination condition of the above procedure, only nodes of indegree k or k − 1 are in R k ; R k therefore satisfies the requirements of the density decomposition for the densest region of the network, as described above. Iteratively, given R k , R k−1 , . . . , and R i+1 , R i contains all the remaining nodes with indegree i along with all the remaining nodes that reach nodes with indegree i. Nodes in R i must have indegree at least i − 1 by the termination condition of the procedure. By this definition, an edge between a node in R i and a node in R j is directed from R i to R j when i > j and all the isolated nodes are in R 0 . Consider the network G i formed by identifying the nodes ∪ j>i R j and deleting the nodes in ∪ j<i R j ; this network has one node (resulting from identifying the nodes ∪ j>i R j ) of indegree 0 and |R i | nodes of indegree i of i − 1, at least one of which must have indegree i. Therefore, for any i, the density of G i is at most i and density at least
The relationship between density and this decomposition is much stronger. In Appendix A, we give proofs of the following properties:
1. The density of a densest subnetwork is at most k. That is, there is no denser region R j for j > k.
2. The density decomposition of a network is unique and does not depend on the starting orientation.
3. Every densest subnetwork (a subnetwork with maximum density) contains only nodes of R k .
These properties allow us to unequivocally describe the density structure of a network. We summarize the density decomposition by the density distribution:
e. the number of nodes in each region of uniform density. We will refer to a node in R i as having density rank i.
Interpretation of density rank
We can interpret orientations as assigning responsibility: if an edge is oriented from node a to node b, we can view node b as being responsible for that connection. Indeed several allocation problems are modelled this way [6, 30, 26, 2, 9] . Put another way, we can view a node as wishing to shirk as many of its duties (modelled by incident edges) by assigning these duties to its neighbors (by orienting the linking edge away from itself). Of course, every node wishes to shirk as many of its duties as possible. However, the topology of the network may prevent a node from shirking too many of its duties. In fact, the egalitarian orientation is the assignment in which every node is allowed to simultaneously shirk as many duties as allowed by the topology of the network. An example is given in Figure 1 ; although nodes a and b both have degree 7, in the start network a can shirk all of its duties, but in the clique network, b can only shirk half of its duties. There is a clear difference between these two cases that is captured by the density rank of a and b that is not captured by the degree of a and b. For example, if these were co-authorship networks, the star network may represent a network in which author a only co-authors papers with authors who never work with anyone else whereas the clique network shows that author b co-authors with authors who also collaborate with others. One would surmise that the work of author a is more reliable or respectable than the work of author b.
a a 
Relationship to k-cores
A k-core of a network is the maximal subnetwork whose nodes all have degree at least k [24] . A k-core is found by repeatedly deleting nodes of degree less than k while possible. For increasing values of k, the k-cores form a nesting hierarchy (akin to our density decomposition) of subnetworks H 0 , H 1 , . . . , H p where H i is an i-core and p is the smallest integer such that G has an empty (p + 1)-core. For networks generated by the G n,p model, most nodes are in the p-core [16, 22] For the preferential attachment model, all nodes except the initial nodes belong to the c-core, where c is the number of edges connecting to each new node [1] . These observations are similar to those we find for the density distribution (Section 3) and many of the observations we make regarding the similarity of the degree and density distributions of real networks also hold for k-core decompositions [19] . However, the local definition of cores (depending only on the degree of a node) provides a much looser connection to density than the density decomposition, as we make formal in Appendix A.1. Further, while the core decomposition of a network can be found in time linear in the number of edges [4, 7] as opposed to the quadratic time required for the density decomposition [6] , core decompositions do not lend themselves to a framework for building synthetic networks, since it is not clear how to generate a p-core at random, whereas density decompositions do (Section 4). The (truncated) normalized density and degree distributions. The degree distributions have long diminishing tails. AS 2013 has 67 non-empty rings, but rings 31 through 66 contain less than 1.5% of the nodes; ring 67 contains 0.75% of the nodes. DBLP has 4 non-empty rings denser than ring 30 that are disconnected; rings 32, 40, 52 and 58 contain 0.02%, 0.01%, 0.03% and 0.04% of the nodes, respectively.
The normalized density ρ and degree δ distributions for three of the networks in our data set are given in Figure 2 , illustrating the similarity of the distributions. We quantify the similarity between the density and degree distributions of these networks using the Bhattacharyya coefficient, β [5] . For two normalized p and q, the Bhattacharyya coefficient is:
for normalized, positive distributions; β(p, q) = 0 if and only if p and q are disjoint; β(p, q) = 1 if and only if p = q. We denote the Bhattacharyya coefficient comparing the normalized density ρ and degree δ distributions, β(ρ, δ) for a network G by β ρδ (G). Specifically,
where ρ i is the fraction of nodes in the i th ring of the density decomposition of G and δ i is the fraction of nodes of total degree i in G; we take ρ i = 0 for i > k where k is the maximum ring index. For all the networks in our data set, β ρδ > 0.78, and, for self-determining networks, β ρδ > 0.9 ( Figure 3 ). Perhaps this is not surprising, given the close relationship between density and degree; one may posit that the density distribution ρ simply bins the degree distribution δ. However, note that a node's degree is its total degree in the undirected graph, whereas a node's rank is within one of its indegree in an egalitarian orientation. Since the total indegree to be shared amongst all the nodes is half the total degree of the network, we might assume that, if the density distribution is a binning of the degree distribution, the density rank of a node of degree d would be roughly d/2. That is, we may expect that the density distribution is halved in range and doubled in magnitude (ρ i ≈ 2δ 2i ) and not as similar as we see in Figure 2 . If this is the case, then
If we additionally assume that our network has a power-law degree distribution such as
(after normalizing the distributions and using a continuous approximation of β). Even with these idealized assumptions, this does not come close to explaining β ρδ being in excess of 0.9 for the self-determining networks. Further to that, for many synthetic networks β ρδ is close to 0, as we discuss in the next section. We note that this separation between similarities of density and degree distributions for self-determining, non-self-determining and synthetic networks can be illustrated with almost any divergence or similarity measure for a pair of distributions. 
The dissimilarity of degree and density distributions of random networks
In contrast to the measurably similar degree and density distributions of real networks, the degree and density distributions are measurably dissimilar for networks produced by many common random network models; including the preferential attachment (PA) model of Barabasi and Albert [3] and the small world (SW) model of Watts and Strogatz [28] . We will discuss the degree-sequence model in Section 4.3. We usẽ β ρδ (M ) to denote the Bhattacharyya coefficient comparing the expected degree and density distributions of a network generated by a model M .
Preferential attachment networks
Small-world networks A small-world network is one generated from a d-regular network 2 by reconnecting (uniformly at random) at least one endpoint of every edge with some probability. For probabilities close to 0, a network generated in this way is close to d-regular; for probabilities close to 1, a network generated this way approaches one generated by the random-network model (G n,p ) of Erdös and Rényi [8] . In the first extreme,β ρδ (SW ) = 0 (Lemma 2 below) because all the nodes have the same degree and the same rank. As the reconnection probability increases, nodes are not very likely to change rank while the degree distribution spreads slightly. In the second extreme, the highest rank of a node is c/2 + 1 [29] and, using an observation of the expected size of the densest subnetwork [18] , with high probability nearly all the nodes have this rank. It follows thatβ
which approaches 0 very quickly as c grows. We verified this experimentally finding thatβ ρδ (G n,p ) < 0.5 for c ≥ 5. 
Random networks with given density distributions
Given a density distribution ρ, we can generate a network with n nodes having this density distribution using the following abstract model:
Input: density distribution ρ and target size n Output: an network G with n nodes and density distribution ρ 1: Initialize G to be a network with empty node set V 2: for i = |ρ|, . . . , 0 do
3:
R i ← set of ρ i n nodes 4: add R i to V
5:
for each node v ∈ R i do 6: connect i nodes of V to v Using this generic model, we propose two specific models, the random density distribution model (RDD) and the hierarchical small worlds model (HSW), by specifying how the neighbors are selected in Step 6. First we show that this abstract model does indeed generate a network with the given density distribution:
Lemma 3. The network resulting from the abstract model has density distribution ρ.
Proof. We argue that the orientation given by, in Step 6, directing the added edges into v is egalitarian. For a contradiction, suppose there is a reversible path. There must be an edge on this path from a vertex x to a vertex y such that the in-degree of y is strictly greater than the degree of x. By construction, then, x was added after y and so an edge between x and y must oriented into x, contradicting the direction required by the reversible path.
Finally, since the nodes in set R i have indegree i according to this orientation, the orientation is a witness to a density decomposition of the given distribution.
Notice that in this construction, nodes in R i will have indegree i while a network with the same density decomposition may have nodes in R i with indegree i − 1. We could additionally specify the number of nodes in R i that have indegree i and indegree i − 1; this would additionally require ensuring that there is an egalitarian orientation in which all the nodes destined to have indegree i − 1 in R i reach nodes of indegree i in R i . We believe this is needlessly over-complicated and, indeed, over-specification that will have little affect on the generation large realistic networks.
Further notice that this abstract model may generate a network that is not simple. Without further constraint, in Step 6, v may connect to itself (introducing a self-loop) or to a node that v is already connected to (introducing parallel edges). We adopt a simple technique used for generating d-regular networks [17] : we constrain the choice in Step 6 to nodes of V that are not v itself nor neighbors of v. McKay and Wormald prove this constraint still allows for uniformity of sampling when d is sufficiently small (d = O(n 1/3 )) [10] ; likewise, since i is small compared to |R i | for large networks, adopting this technique should not affect our sampling. In our two specific models, described below, we ensure the final network will be simple using this technique.
Random density distribution model
For the RDD model, we choose i nodes from V uniformly at random in Step 6. We use this to model four networks in our data set (AS, DBLP, EMAIL, and TRUST). For each given network, we generate another random network having the given network's number of nodes and density distribution. Remarkably, although we are only specifying the distribution of the nodes over a density decomposition, the resulting degree distributions of the RDD networks are very similar to the original networks they are modeling. We use the Bhattacharyya coefficient to quantify the similarity between the normalized degree distribution of an RDD network and the normalized degree distribution of the original network; we denote this by β δδ (to distinguish from our use of the Bhattacharyya coefficient to compare degree distributions to density distributions. For all four models, β δδ > 0.93 (Figure 4) . Further, the average path lengths of the RDD networks are realistic, within 2 of the average path lengths of the original networks ( Figure 5) .
However, the clustering coefficients of the RDD networks are unrealistically low (Figures 4 and 5) . Upon further inspection, we find that, for example, the PHYS networks have many more edges between nodes of a common ring of its density decomposition than between rings as compared to the corresponding RDD model. For the RDD model, we can compute the expected fraction of edges that will have one endpoint in R i and one endpoint in R j . Since there are |R j ||R i | such edges to choose from (for j > i) and at most |R i |( 1 2 (|R i | − 1) + j>i |R j |)) edges between R i and R j (for j > i), we would expect this fraction to be:
In Figure 6 we plot the difference between the actual fraction of edges connecting R i to R j in the PHYS networks with this expected fraction for all values of j − i. We see that when j − i = 0, or for edges with both endpoints in the same ring, there is a substantially larger number of edges in the original networks than is being captured by our model. This provides one explanation for the low clustering coefficients produced by the RDD model. 
Hierarchical small worlds model
We provide a more sophisticated model which addresses the unrealistically low clustering coefficients of the RDD model by generating a small world (SW) network among the nodes of each ring of the density decomposition. Recall that a SW network on n nodes, average degree d and randomization p network is created as follows: order the nodes cyclically and connect each node to the d nodes prior to it; with probability p reconnect one endpoint of each edge to another node chosen uniformly at random. The SW model provides a trade-off between clustering coefficient and average path length: as p increases, the clustering coefficient and the average path length decreases [28] .
In the hierarchical small worlds (HSW) model, for nodes in R i , we create a SW network on |R i | nodes and average degree i in the same way, except for how we reconnect each edge with probability p. For an edge uv where u is a node within d nodes prior to v in the cyclic order, we select a node x uniformly at random from ∪ j>i R j and replace uv with xv. For the densest ring, we select a node uniformly at random from the densest ring. This process is exactly equivalent to the following: order R i cyclically; for each v ∈ R i , with probability p, connect each of the i nodes before v in this order to v; if c ≤ i neighbors for v are selected in this way, select i − c nodes uniformly at random from ∪ j>i R j (or R i if this is the densest ring) and connect these to v. Clearly, this is a specification of neighbor selection for Step 6 of the abstract model.
For the AS, DBLP, EMAIL, and TRUST networks in our data set, we generate a random network according to the HSW model that is of the same size and density distribution of the original network. We do so for p = 0.1, 0.2, . . . , 0.9. As with the SW model, the HSW model provides a similar trade-off between clustering coefficient and average path length ( Figure 5 ), although the relationship is less strong. In addition, we observe a similar trade-off between p and degree distribution: as p increases, the degree distribution approaches that of the original network ( Figure 4 ). This is in sharp contrast to the SW model which have degree distributions far from the original (normal vs. close to power law).
Comparing to the degree sequence model
We also compare our models (RDD and HSW) to a degree sequence (DS) model. For a given degree distribution or sequence (assignment of degree to each node), a DS model will generate a graph, randomly, having that degree sequence. We use the model of Viger and Latapy which generates a connected, simple graph by iteratively selecting neighbors for nodes (from highest remaining degree to be satisfied to lowest) and randomly shuffling to prevent the process from getting stuck (if no new neighbor exists that has not yet fulfilled its prescribed degree) [27] . As with RDD and HSW we generate a network using this DS model corresponding to the degree sequence of the AS, EMAIL, and TRUST networks. The clustering coefficients of the resulting networks are much lower than in the real networks ( Figure 5 ); in the case of the AS network, this mismatch is less extreme, most likely because this network has an extremely long tail with a node with degree 4,171; many nodes would connect to these high degree nodes, providing an opportunity for clustering. The average path lengths are close to the original networks. Notably, the density distributions of the networks generated by the DS model are very similar to their degree distribution, all having β ρδ > 0.9.
These observations for the DS model add evidence to our proposal that in order to generate realistic networks, one must distinguish between types of nodes; doing so results in networks that resemble real networks. However, we must note that the DS model suffers from two drawbacks. First, the algorithms for generating such networks are much less efficient than our models (RDD and HSW, which run in linear time); in order to guarantee simplicity and connectivity, the reshuffling required incurs a large computational overhead, particularly when the degree sequence includes very high degree nodes (such as in the AS network). Second, the amount of information required to specify network generation via the DS model is an order of magnitude greater than our abstract model. In the former, the degree of every node must be specified, or at least the number of nodes having each degree. For example, the SLASH network has 457 unique degrees (and a maximum degree of 2553) while only having 61 non-empty rings in the density decomposition.
Conclusion
We close by pointing out that the abstract model as presented at the start of Section 4 is very flexible. One may specify any number of ways to choose how neighbors are selected in Step 6. As an additional example, one may select neighbors with probability proportional to their current degree as in the preferential attachment model; this would likely result in lower average path lengths, but also unrealistically low clustering coefficients. Or, one could modify our HSW model by reconnecting to nodes in a preferential way; that is one could combine the SW and PA model within our abstract model. More than likely, different types of networks, such as autonomous system networks versus social networks, would be best modeled by different specifications of the abstract model. Needless to say, the most important quality that we believe our model provides is a realistic partitioning of the nodes into classes. We will show that R i ⊆ B i ; symmetrically B i ⊆ R i , completing the theorem. With respect to the blue orientation, all nodes in S have indegree strictly less than i. Further, by Observation 7, the total indegree shared amongst the nodes in S with respect to the red orientation is at most that of the blue orientation. Since all nodes in S have indegree i or i − 1 with respect to the red orientation, and, by Observation 7, the total indegree shared amongst the nodes in S with respect to the red orientation is at most that of the blue orientation, all nodes in S have indegree i − 1 with respect to the red orientation.
In order for every node in S to have indegree i − 1 in the red orientation, all nodes that are directed into S in the blue orientation, must also be directed into S in the red orientation; in particular this is true about the edges between S and R i \ S. Therefore, none of the nodes in S (which have indegree i − 1) reaches a node of R i \ S of indegree i with respect to the red orientation. This contradicts the definition of R i ; therefore S must be empty.
The following theorem relies on the fact that the density decomposition is unique and proves Property D3.
Theorem 8. The densest subnetwork of a network G is induced by a subset of the nodes in the densest ring of G.
Proof. First note that the densest subnetwork is an induced subnetwork, for otherwise, the subnetwork would be avoiding including edges that would strictly increase the density. Let S be a set of nodes that induces a densest subnetwork of G. Consider a density decomposition of G and let k be the maximum rank of a node in G. Let S k = S ∩ R k and letS k = S \ S k .
Let Therefore, removing the nodes of G[S] that are not in R k produces a network of strictly greater density.
Theorem 9. For a clique on n nodes, there is an orientation where each node has indegree either n/2 or n/2 − 1.
Proof. Give the nodes of the clique an ordering, v 1 , v 2 , . . . v n . Orient the edges between v 1 and v 2 , . . . , v n/2 +1 toward v 1 and edges between v 1 and v n/2 +2 , . . . v n toward v n/2 +2 , . . . v n . Clearly v 1 has indegree n/2 . Similarly, for v 2 : Orient the edges between v 2 and v 3 , . . . , v n/2 +2 toward v 2 and edges between v 2 and v n/2 +3 , . . . v n toward v n/2 +3 , . . . v n . Clearly v 2 has indegree n/2 . Continue in this fashion until v n . It is immediate that v 1 , v 2 , . . . v n/2 have indegree n/2 . Now for the remaining nodes: Consider v i , n/2 < i ≤ n. v i has n − i incoming edges from nodes v i+1 , . . . v n and also i − n/2 − 1 incoming edges from v 1 , . . . , v i− n/2 −1 . Therefore v i has indegree n/2 − 1. Therefore all nodes in the clique have indegree n/2 or n/2 − 1. Clearly such an orientation is egalitarian.
A.1 The weaker relationship between density and k-cores
Lemma 10. Given a core decomposition H 0 , H 1 , . . . , H k of a network, the subnetwork formed by identifying the nodes in ∪ j>i H j and deleting the nodes in ∪ j<i H j has density in the range [ Proof. Let n be the number of nodes in the described subnetwork: n = |H i | + 1. Let d be the degree of the node resulting from the identification of ∪ j>i H j . Since every node in H i has degree at least i in the subnetwork, the density of the subnetwork is at most 1 2 (i·n+d) n , from which the lower bound of the lemma follows since d > 0. This lower bound is also tight when H i induces an i-regular network.
Further, the i-core is witnessed by iteratively deleting nodes of degree at most i while such nodes exist. The subnetwork will have the greatest density (the most edges) if each deletion removes a node of degree exactly i. Then the subnetwork has density at most i·(n−1) n .
