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Self-interaction is the process by which a microturbulence eigenmode that is extended
along the direction parallel to the magnetic field interacts with itself non-linearly. This
effect is particularly significant in gyrokinetic simulations accounting for kinetic passing
electron dynamics. Self-interaction is known to generate stationary E × B zonal flow
shear layers at radial locations near low order mode rational surfaces (Weikl et al. 2018).
We find however that it also plays a significant role in generating fluctuating zonal flows,
which is critical to regulating transport throughout the radial extent. Unlike the usual
picture of zonal flow drive where microturbulence eigenmodes coherently amplify the
flow, the self-interaction drive of zonal flows from these eigenmodes are uncorrelated
with each other. It is shown that the associated shearing rate of the fluctuating zonal
flows therefore reduces as more toroidal modes are resolved in the simulation. In flux-
tube simulations accounting for the full toroidal domain, such an increase in the density
of toroidal modes corresponds to an increase in the system size, leading to a finite system
size effect that is distinct from the well-known profile shearing effect.
1. Introduction
Loss of heat and particles from the core of magnetic confinement fusion devices, as a
result of microturbulence arising from plasma instabilities, presents a challenge in achiev-
ing burning plasma (Horton 1999). The role of passing electron dynamics on ion scale
microinstabilities, in particular Ion Temperature Gradient (ITG) and Trapped Electron
Mode (TEM) instabilities, has been studied relatively little. In first approximation, these
electrons, which are highly mobile along the confining magnetic field, are assumed to
respond adiabatically to the low frequency ion-scale modes. However, the phase velocity
parallel to the magnetic field of a perturbation with fixed mode numbers m and n in
the poloidal and toroidal directions respectively becomes infinite at corresponding radial
position of Mode Rational Surfaces (MRSs) x = xm,n, where the magnetic safety factor
profile qs(x) is such that qs(xm,n) = m/n. The condition for adiabatic electron response
gets violated here and thus non-adiabatic passing electron response becomes important.
With non-adiabatic passing electron dynamics, ITG and TEM linear eigenmodes can
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become significantly extended along the magnetic field lines (Hallatschek & Dorland
2005), producing fine radial structures at the corresponding MRSs (Dominski et al. 2015,
2017). These structures persist in non-linear simulations as well, leading to time-constant
corrugation on the radial profiles of density, temperature and E × B zonal shear flows
at low order MRSs, which in turn can act as transport barriers (Waltz et al. 2006;
Chowdhury et al. 2008; Falchetto et al. 2003). Given that shearing and decorrelation of
turbulent eddies by zonal flows is a primary mechanism by which turbulence saturates
(Biglari et al. 1990; Rosenbluth & Hinton 1998; Lin et al. 1998; Waltz et al. 1994), it is
of particular interest to investigate the zonal flow fine-structures in detail.
The generation mechanism behind these zonal flow fine-structures at low order MRSs
have been explained to some length in the work by Weikl et al. (2018) and is also discussed
further in this paper. Called the self-interaction mechanism, this process involves each
individual microturbulence eigenmode interacting with itself non-linearly, along the
direction parallel to the magnetic field line, to produce a Reynolds stress contribution at
its corresponding MRS. It is in fact a result of an eigenmode being significantly extended
along the magnetic field line and ‘biting its tail’ after one poloidal turn at MRS. At low
order MRSs, these Reynolds stress contributions from self-interaction localized at the
MRSs corresponding to each microturbulence mode radially align and add up to drive
the stationary E × B zonal shear flows (See figure 2 in (Waltz et al. 2006), figure 12 in
(Dominski et al. 2017) and figure 4 of this paper).
However, the important point to note is that in the core of a tokamak, low order MRSs
(denoting mainly integer/half-integer q-surfaces) are few and far apart, whereas the radial
domain between them occupy majority of the plasma volume. Therefore it is relevant to
study the effect of the self-interaction mechanism between low order MRSs. This is the
main focus of this paper. Between low order MRSs, the other MRSs corresponding to the
various microturbulence modes tend to be radially misaligned. Hence, the time-averaged
self-interaction contributions to Reynolds stress from the microturbulence modes tend to
cancel each other out, driving nearly zero stationary zonal flows at these radial positions.
In the turbulent phase, amplitudes of the various microinstability eigenmodes modes vary
in time, and furthermore are decorrelated with respect to each other. Hence, at a given
time, the self-interaction contributions to Reynolds stress from these microturbulence
modes do not cancel each other out. The sum total of these fluctuating decorrelated
contributions drive non-zero fluctuating zonal flows between low order MRSs (as opposed
to zero stationary flows at these radial positions). We show that, with non-adiabatic
passing electrons, self-interaction contributions to Reynolds stress from the various
microturbulence modes can be significant and act as random decorrelated "kicks" that
can disrupt what is usually considered the main drive of zonal flows - Modulational
instability (Hasegawa & Mima 1978; Hasegawa et al. 1979). Modulational instability
mechanism involves the resonant decays of microinstability modes into zonal modes
via secondary microinstability daughter modes. Unlike self-interaction, it is a coherent
process, leading to a correlated contribution from the various microinstability modes to
the Reynolds stress drive of zonal modes.
We study the statistical properties of the self-interaction contributions to Reynolds
stress drive from the various microturbulence modes. To this end, we vary the number of
toroidal modes participating in our turbulence simulations. Given the toroidal axisym-
metry of the tokamak, each linear microturbulence eigenmode mode has a fixed toroidal
mode number n, which in our case is directly related to the Fourier mode ky via the
relation ky = −nq0/r0, where q0 is the safety factor at the radial position r0 of the flux-
tube (ky represents the wave-number corresponding to the binormal direction y; see §2
for the detailed definition of coordinate y). Assuming that non-linear turbulence can be
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approximately represented as a sum of linear microturbulence eigenmodes, varying the
ky−spectral density of toroidal modes in the simulation varies the number of unstable
microturbulence eigenmodes which contribute significantly to turbulent transport (i.e.
for the ion-scale turbulence considered here, all kys such that kyρi . 1, where ρi is the ion
Larmor radius). Consequently, the number of ky contributions from the self-interaction
mechanism at given a radial position also varies. The ky−spectral density is determined
by the ky−grid spacing denoted by ky,min. We therefore carry out a scan in ky,min; that
is, we change the length of the simulation box in the y direction while keeping the spatial
resolution fixed. Note that ky,minρi = ρ∗nminq0a/r0, where ρ∗ = ρi/a measures the
system size, a is the minor radius of the tokamak, and nmin is the minimum considered
toroidal mode number.
It is essential to note that the true flux-tube model represents a tokamak plasma in
the limit of ρ∗ → 0 (Beer et al. 1995). Finite system size effects such as profile shearing
are absent in this model (Waltz et al. 1998, 2002; McMillan et al. 2010). However, in
numerical simulations, for obvious practical reasons, kyminρi is finite. In fact, if correctly
handled, it models a finite ρ∗ effect retained in flux-tube simulations. Thus, carrying out
the above mentioned ky,minρi scan also enables us to address whether/how the simulation
results converge as ky,minρi → 0 and enables us to quantify this particular system size
effect. Our simulations of ITG driven turbulence show that it is not obvious for practical
values of ky,minρi to achieve convergence of turbulent fluxes. With decreasing ky,minρi,
the gyro-Bohm normalised ion heat and particle fluxes appear to diverge towards higher
values in case of strong background temperature gradients, i.e. away from marginal
stability. However in all cases, both far and near marginal stability, the standard deviation
over time of shearing rate associated to zonal flows at any given radial position is found
to decrease with decreasing ky,minρi. Based on simple statistical arguments, we show that
this could be a consequence of the decorrelated nature of the self-interaction drive from
the various microturbulence modes.
We can find two practical solutions to deal with the non-obvious convergence of flux-
tube simulation results as ky,minρi → 0. Given that self-interaction can be realistically
modelled by considering the full flux-surface (i.e. nmin = 1) (Weikl et al. 2018), one option
is to use the ρ∗ of the tokamak plasma of interest to set ky,minρi with nmin = 1, and
accurately capture that particular system size effect remaining in the flux-tube model.
Note however that other possibly competing finite ρ∗ effects are missing. Another option
is to eliminate the effects of self-interaction as discussed in the work by Ball et al. (2020)
and the references therein, to model a tokamak plasma in the true limit of ρ∗ → 0.
To perform this study, we have used the flux-tube version of Eulerian gyrokinetic code
GENE (Jenko et al. 2000; Merz 2008). We recall details of its field-aligned coordinate
system and boundary conditions in §2. Note that it is through the parallel (along magnetic
field) condition that one models the particular dynamics taking place at MRSs. In §3, a
short summary of the effects of non-adiabatic passing electron response already pointed
out in references (Dominski et al. 2015, 2017), is given. We use linear simulations to
demonstrate the formation of fine-structures at MRSs corresponding to ITG eigenmodes.
In non-linear simulations we demonstrate MRSs acting as channels for the transport
of non-adiabatic passing electrons and the formation of corrugations on density and
temperature profiles, as well as E ×B zonal flow shear layers at low order MRSs.
We then proceed to carry out the scan in ky,minρi and show the preliminary results
on scaling of zonal flow shearing rate and heat flux levels in §4. To understand why
fluctuating zonal flow levels develop a dependence on ky,minρi, we analyse in §5 the zonal
flow driving mechanisms in detail. After showing that the radial gradient of Reynolds
stress can be identified as a proxy to the drive of zonal flows in §5.1, we review the two
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basic zonal flow driving mechanisms - Modulational instability and self-interaction in
§5.2 and §5.3 respectively. In §5.4, to illustrate these two basic mechanisms, ‘reduced’
non-linear simulations are carried out, where the evolution of zonal modes via the decay
of an initialized ITG eigenmode is studied. These simulations are carried out with both
adiabatic and kinetic electrons to demonstrate the dominance of modulational instability
in the former case and the dominance of self-interaction in the latter. Evidence of
self-interaction and modulational instability mechanisms in fully developed turbulence
simulations are then presented in §5.5 and §5.6 respectively. A comparison between
simulations with adiabatic and kinetic electrons is done here as well. Using statistical
methods such as bicoherence-like and Reynolds stress correlation analysis diagnostics,
we show that the self-interaction contributions to Reynolds stress from the various
microturbulence modes are essentially decorrelated, while the modulational instability
contributions are correlated with each other.
Using simple statistical arguments, in §6 we discuss how the random nature of drive of
zonal flows from the self-interaction mechanism may explain the decrease in the shearing
rate associated to fluctuating zonal flows, with decreasing ky,minρi in kinetic electron
simulations. Finally, conclusions are drawn in §7.
2. The GENE flux-tube model
GENE is an Eulerian electromagnetic gyrokinetic code. The flux-tube version of the
code is used in this study. In view of the issues addressed in this paper, we recall some
important features of the flux-tube model (scaling assumptions, field-aligned coordinate
system, boundary conditions).
GENE uses a non-orthogonal, field-aligned coordinate system (x, y, z) defined in terms
of the magnetic coordinates (ψ, χ, ϕ) as follows (Beer et al. 1995) :
x = x(ψ) : radial coordinate, (2.1)
y = Cy[qs(ψ)χ− ϕ] : binormal coordinate, (2.2)
z = χ : parallel coordinate. (2.3)
ψ, χ and ϕ represent the poloidal magnetic flux, straight field line poloidal angle and the
toroidal angle respectively. The function x(ψ) is a function of ψ with units of length.
Cy = r0/q0 is a constant, where q0 is the safety factor at r0 denoting the radial position
of the flux-tube. The inverse aspect ratio of the flux-tube is defined as  = r0/R, where
R is the major radius of the tokamak.
The flux-tube model assumes a scale separation between the radial correlation length
of turbulent eddies (∼ ρi) and the radial length scale of variation of equilibrium (∼ a),
thus corresponding to the limit ρ∗ = ρi/a  1. Consistent with this scale separation,
the background density and temperature gradients, as well as the magnetic equilibrium
quantities, are considered constant across the radial extension Lx of the flux-tube,
and are evaluated at r0. An exception is the safety factor appearing in the parallel
boundary condition, discussed in detail later in this section. The background density
and temperature of a species j are, respectively, Nj,0 = Nj,0(r0) and Tj,0 = Tj,0(r0)
and their inverse radial gradients lengths are 1/LNj = −d log Nj,0/dr|r=r0 and 1/LTj =
−d log Tj,0/dr|r=r0 . The magnetic field amplitude B0 = B0(z), Jacobian J xyz = J xyz(z)
and the metric coefficients gµν(z) = ∇µ ·∇ν where µ and ν are the flux-tube coordinates
(x, y, z), depend only on the parallel coordinate.
The flux-tube coordinates (x, y, z) satisfy the double periodic boundary condition in
a tokamak as follows. The ∆ϕ-periodicity of any physical quantity A, in particular
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fluctuations, along the toroidal direction ϕ reads:
A(ψ, χ, ϕ+∆ϕ) = A(ψ, χ, ϕ),
and translates in (x, y, z) coordinates to an Ly-periodicity along y:
A(x, y + Ly, z) = A(x, y, z). (2.4)
where Ly = Cy∆ϕ. If the flux-tube covers the full flux-surface, ∆ϕ = 2pi, else ∆ϕ is only
a fraction of 2pi. The 2pi-periodicity in the poloidal direction χ reads:
A(ψ, χ+ 2pi, ϕ) = A(ψ, χ, ϕ),
and translates in (x, y, z) coordinates to a pseudo-periodic condition along z:
A(x, y + Cyqs(x)2pi, z + 2pi) = A(x, y, z). (2.5)
This boundary condition is referred to as the parallel boundary condition (Scott 1998).
Note that in the flux-tube model in general, one can consider a periodicity in z that
is larger than 2pi as well (Beer et al. 1995; Ball et al. 2020). However, typically the
2pi-periodicity is considered, as it is in this work.
Furthermore, the radial scale separation ρ∗  1 justifies periodic boundary conditions
along x:
A(x+ Lx, y, z) = A(x, y, z). (2.6)
Given the periodicity along x and y expressed by equations (2.6) and (2.4), a Fourier
series decomposition is a practical representation of fluctuation fields as it naturally
verifies these boundary conditions. Such a Fourier representation reads:
A(x, y, z) =
∑
kx,ky
Aˆkx,ky (z) exp[i(kxx+ kyy)], (2.7)
with kx and ky corresponding in general to all harmonics of the minimum wave numbers
kx,min = 2pi/Lx and ky,min = 2pi/Ly respectively.
The underlying axisymmetry of a tokamak corresponds to an invariance of the unper-
turbed system wrt. to ϕ in (ψ, χ, ϕ) coordinates. This translates to an invariance wrt. y
in (x, y, z) coordinates. Consequently, any fluctuating field related to a linear eigenmode
of the toroidal system is thus composed of a single ky Fourier mode. Note that a given
ky wave number is equivalent to a toroidal wave number n according to the relation
n = −kyCy. (2.8)
It remains to express the pseudo-periodic boundary condition (2.5) in the Fourier
representation (2.7). In doing so, one considers the x-dependence of the safety factor
profile q(x). This is essential to ensure that the flux-tube model contains the information
on the radial position of MRSs related to a ky mode and thus accounts for the particular
dynamics, in particular resonances, that can take place at such surfaces. This is of key
importance to the study carried out in this paper. Accounting for the x-dependence of the
safety factor in these boundary conditions is thus an exception in the flux-tube framework,
as all other background and magnetic geometry coefficients, as already mentioned, are
assumed x-independent. Only a linearised safety factor profile of the form:
qs(x) = q0[1 + sˆ(x− x0)/r0], (2.9)
with sˆ standing for the magnetic shear, is in fact compatible with the Fourier represen-
tation along x. For a given ky Fourier mode, inserting (2.7) and (2.9) into (2.5) leads
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to∑
kx
Aˆkx,ky (z+2pi) exp[2pii kyCyqs(x = 0)] exp[i(kx+2piky sˆ)x] =
∑
kx
Aˆkx,ky (z) exp(ikxx).
(2.10)
For convenience and without further loss of generality, one assumes here that the origin
of the x coordinate corresponds to the lowest order MRS (LMRS), i.e. a MRS related to
ky,min. This condition reads:
ky,minCyqs(x = 0) = nminqs(x = 0) = nminq0(1− sˆx0/r0) ∈ Z,
with nmin the toroidal wave number associated to ky,min. Note that this relation provides
an equation for the shift in x0 and ensures that the phase factor exp[2pii kyCyq(x = 0)] =
1 for all ky modes. Based on (2.10), the boundary condition in z then finally translates
for a given ky Fourier mode to the following coupling between kx Fourier modes:
Aˆkx,ky (z + 2pi) = Aˆkx+2piky sˆ, ky (z). (2.11)
The coupling between kx Fourier modes can also be understood as follows. In a sheared
toroidal system, the wave vector associated to a Fourier mode (kx, ky) is given by
~k = kx∇x+ ky∇y = (kx + ky sˆ z)∇x− nqs∇χ+ n∇ϕ, (2.12)
having used relations (2.2) and (2.8). After one poloidal turn (z → z + 2pi), the wave
vector (2.12) obviously becomes the one associated to the Fourier mode (kx+2piky sˆ, ky),
thus explaining the coupling of kx modes.
One should emphasize that this coupling resulting from the parallel boundary condition
applies to any fluctuating field and in particular already to linear eigenmodes of the
system and is thus of different physical nature than the three Fourier mode (∼ 3-wave)
interaction discussed later on, resulting from non-linear dynamics.
A linear eigenmode with fixed ky thus couples to a set of kx = kx0 + p 2piky sˆ, p ∈ Z,
modes and is of the form:
A(x, y, z) = exp(ikyy)
+∞∑
p=−∞
Aˆkx0+p2piky sˆ, ky (z) exp[i(kx0 + p 2piky sˆ)x]. (2.13)
One can show that this form is equivalent to the so-called ballooning representation
(Connor et al. 1978; Hazeltine & Newcomb 1990):
A(ψ, χ, ϕ) =
+∞∑
p=−∞
Aˆb(χ+ p 2pi) exp[in(ϕ− q(ψ)(χ+ p 2pi − χ0))], (2.14)
noting in this relation the ballooning envelope Aˆb(χ), defined over the extended balloon-
ing space χ ∈]−∞,+∞[, as well as the field-aligned phase factor including the ballooning
angle χ0. The relation between the two representations (2.13) and (2.14) is given by
Aˆb(χ+ p 2pi) = Aˆkx0+p2piky sˆ, ky (χ) (2.15)
χ0 = −kx0/(ky sˆ), (2.16)
In a flux-tube of radial extension Lx, all coupled Fourier modes kx + p 2piky sˆ relative
to this direction must be harmonics of kx,min. This must hold for all ky and in particular
for the lowest harmonic ky,min:
2piky,minsˆ = M kx,min = M
2pi
Lx
,
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with M ∈ N? a strictly positive integer. This relation can be rewritten:
Lx =
M
ky,minsˆ
= M ∆xLMRS =
M
2pisˆ
Ly, (2.17)
thus imposing a constraint between the extensions Lx and Ly of the flux tube along the
directions x and y respectively. In practice, the integer M must be chosen such that Lx
is larger then the radial correlation length of turbulent eddies.
Relation (2.17) also implies that Lx must be an integer multiple of ∆xLMRS =
1/(ky,minsˆ), identified as the distance between lowest order MRSs. Indeed, considering the
linearised safety factor profile (2.9), the distance ∆xMRS between MRSs corresponding
to a given ky 6= 0 mode is constant and given by
1 = ∆[nq(x)] = ky sˆ ∆xMRS =⇒ ∆xMRS(ky) = 1/(ky sˆ),
having invoked (2.8). One thus in particular has ∆xLMRS = ∆xMRS(ky,min) =
1/(ky,minsˆ). For a given ky 6= 0 mode, the radial positions of corresponding MRSs
are thus
xMRS = m∆xMRS = m
ky,min
ky
∆xLMRS, m ∈ Z.
Note that the positions of lowest order MRSs, xLMRS = m∆xLMRS, are MRSs to all
ky 6= 0 modes. More generally, there tends to be an alignment of the radial positions
of MRSs corresponding to the different ky around the lowest order MRSs (second order
MRSs are common to every second ky, third order MRSs to very third ky, etc.) and
a misalignment around the higher order MRSs, as shown in figure 4(a). This level of
(mis)alignment of MRSs can be measured by their radial density, as shown in figure 12
in (Dominski et al. 2017).
Other numerical parameters are as follows. In the kx and ky Fourier spaces relative to
the x and y directions, one considers Nkx and Nky Fourier modes respectively. In real
space, the simulation volume Lx × Ly × Lz is discretised by Nx ×Ny ×Nz equidistant
grid points such that Nx = Nkx and Ny = 2Nky − 1. Note that by invoking the reality
condition, only modes ky > 0 are evolved in GENE. The parallel direction is treated
in real space with z ∈ [−Lz/2,+Lz/2[. For our study, which in particular addresses a
system size effect, it is essential to choose Lz = 2pi, i.e. considering only one poloidal
turn, for consistency with global geometries (Scott 1998). The gyrocenter velocity space
coordinates are (v‖, µ), where µ = mv2⊥/2B0 is the magnetic moment, and v‖ and v⊥ are
respectively the velocity components parallel and perpendicular to the magnetic field. For
the parallel velocity direction one considers v‖ ∈ [−v‖,max,+v‖,max] with a discretisation
involving Nv‖ equidistant grid points, while for the µ direction one considers µ ∈ [0, µmax]
with a discretisation involving Nµ grid points following the Gauss-Laguerre integration
scheme.
3. Non-adiabatic passing electron dynamics leading to stationary
zonal structures
This section presents a summary of relevant results from the articles (Dominski et al.
2015, 2017), which addressed certain effects of non-adiabatic passing electron dynamics
on turbulent transport.
Non-adiabatic passing electron response leads to generation of fine-structures at MRSs
which can be first studied in linear simulations. Figure 1 shows the envelope in the
(x, z) plane of the electrostatic potential Φ of the unstable linear ITG eigenmode with
kyρi = 0.28, considering either adiabatic or kinetic electron response, and for the set
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Figure 1. Linear eigenmode with kx0 = 0 and kyρi = 0.28, in the case of (a) adiabatic, (b)
kinetic electron response. Shown is the (x, z)-dependence of the electrostatic potential Φ in
absolute value, weighted by the Jacobian, J |Φ|.
Figure 2. Ballooning representation |Φˆb(χ)| of the electrostatic potential Φ for the same linear
eigenmode as in figure 1, showing both the case of kinetic (blue) and adiabatic (red) electrons.
Inset figure shows the zoom near χ = 0.
of physical parameters given in Table 1. This is the same ITG case as considered in
reference (Dominski et al. 2015) and same numerical grid resolutions have been considered
here. While in both cases the modes are ballooned at z = 0, one observes a fine radial
structure at the corresponding MRS (positioned at the center x = 0 of the radial domain)
only in the latter case. This is the result of the non-adiabatic passing electron response
taking place at MRSs where the parallel wavenumber k‖ → 0 (Chowdhury et al. 2008;
Dominski et al. 2015). In the vicinity of MRSs, the condition for adiabatic electron
response is violated as the phase velocity of the eigenmode parallel to the magnetic field
becomes greater than the electron thermal velocity: |ω/k‖| > vth,e. These fine structures
along the x direction translate to a broad range of significant kx Fourier modes, i.e. to
a broad ballooning structure according to equation (2.15), which is referred to as the
“giant electron tails” in (Hallatschek & Dorland 2005); see figure 2. No such broad tails
in the ballooning structure are observed with adiabatic electrons. Figure 3 plots the ky
spectrum of linear growth rates γ and real frequencies ωR of most unstable eigenmodes
for the cases considered here. Note that ωR > 0 corresponds in GENE convention to a
mode propagating in the ion-diamagnetic direction, as expected for ITG instabilities.
The radial structures related to the non-adiabatic passing electron dynamics have been
shown to persist in the non-linear turbulent regime, as discussed in references (Waltz
et al. 2006; Dominski et al. 2015, 2017). Studies by Dominski et al. (2015, 2017), based
on both local (flux-tube) and global gyrokinetic simulations, have furthermore shown
that, for each fluctuation mode with mode number ky, the corresponding MRSs act as
radially localized transport channels. This is illustrated in figures 4(a,b). Radial regions
with high (resp. low) density of MRSs thus tend to lead to high (resp. low) particle and
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Figure 3. (a) Linear growth rate γ and (b) real frequency ωR in units of vth,i/R as a function
of kyρi. Adiabatic electron simulations with R/LT,i = 6 and 15 are plotted in red and black
respectively. Kinetic electron simulations with R/LT,i = 4 and 6 are plotted in green and blue
respectively.
Figure 4. (a) Radial position of MRSs for each ky mode, (b) radial dependence of contribution
to time-averaged particle flux Γ in gyro-Bohm units ΓGB = N0vth,i(ρi/R)2 from each ky
mode, (c) radial gradient of flux-surface and time-averaged density fluctuation δn normalised
with respect to N0/LN (positive/negative values correspond resp. to flattening/steepening of
profiles), and (d) radial profile of time-averaged total particle flux (summed over all ky). All
subplots correspond to kinetic electron simulation for the parameter set given in table 1, with
ky,minρi = 0.035 and R/LT,i = 6. Ticks x/∆xLMRS = {−2,−1, 0, 1, 2} on the top axes denote
the lowest order MRSs (LMRSs).
heat diffusivities. Consequently, to ensure radially constant time-averaged total particle
and heat fluxes, density and temperature gradients (driving the turbulence) become
corrugated, steepening in regions with low density of MRSs and flattening in regions
with high density of MRSs. See figures 4(c,d) where the time-averaged density gradient
and particle flux are shown as a function x.
Stationary E×B shear flow layers associated to the time-averaged radial electric field
are also observed (see figure 5 where the corresponding effective shearing rate as defined
in (4.1) is plotted). This electric field component ensures the radial force balance with the
pressure gradients related to the corrugation of density and temperature profiles (Waltz
et al. 2006). In sections §5.3-§5.5, it is shown that these stationary shear structures are
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Figure 5. (a) Effective shearing rate ωeff(x, t) plotted as a function of the radial position x and
time t, for the kinetic electron simulation with parameters as given in table 1, ky,minρi = 0.035
and R/LT,i = 6. (b) Solid blue line indicates the associated time-averaged component 〈ωeff〉t,
normalised by the corresponding maximum linear growth rate γmax, at each radial position x.
Dashed blue line indicates the standard deviation SDt(ωeff)(x) =
[ 〈 (ωeff − 〈ωeff〉t)2 〉t ]1/2 in
time, normalised by γmax. For comparison, results for ky,minρi = 0.0175 have been added in
magenta.
actually driven by a contribution to the Reynolds Stress coming from the so-called self-
interaction mechanism (Weikl et al. 2018).
4. ky,minρi scan in ITG-driven turbulence. Role of stationary and
fluctuating components of zonal shear flows
Non-linear simulations have been carried out considering conditions of ITG-driven
turbulence. Reference physical and numerical parameters for these simulations are sum-
marized in table 1. The physical parameters are close to the Cyclone Base Case (CBC)
(Dimits et al. 2000), with background gradients slightly modified to eliminate unstable
TEM and ETG modes. A scan in ky,minρi was performed while keeping both ky,maxρi and
Lx/ρi fixed. Successively halving ky,minρi, the values ky,minρi = 0.14, 0.07, 0.035, and
0.0175 have been considered. To keep ky,maxρi fixed, the total number Ny of ky modes
must thus be doubled between consecutive runs, whereas to keep Lx/ρi fixed, the number
M of lowest order MRSs contained in the simulation box is halved. The parameter M
thus takes on the respective values M = 16, 8, 4 and 2. The case ky,minρi = 0.07 is in
fact equivalent to the ITG case already studied by Dominski et al. (2015).
Based on the relation ky,minρi = q0(a/r0)ρ∗ (assuming that all toroidal modes are
accounted for, so that nmin = 1) and for the typical mid-radius value r0/a = 0.5 and
here considered q0 = 1.4, one obtains ρ∗ = 5.0 · 10−2, 2.5 · 10−2, 1.25 · 10−2, 6.25 · 10−3.
Note for reference that typical values for this parameter are ρ? ' 1 ·10−2 in a smaller-size
machine such as the TCV tokamak, ρ? ' 3 · 10−3 in the DIII-D tokamak(Waltz 2005),
while the projected values for ITER are still an order of magnitude smaller.
In order to address how the results from the ky,minρi scan depend on whether one is near
or far from marginal stability, the scan was repeated for a second ion temperature gradient
Effect of self-interaction on zonal flows 11
Geometry: Ad-hoc concentric circular geometry(Lapillonne et al. 2009)
 = 0.18 q0 = 1.4 sˆ = 0.8 β = 0.001
mi/me = 400 Te/Ti = 1.0 R/LN = 2.0 R/LTi = 6.0 R/LTe = 2.0
Lx = 142.9 ρi L
∗
y = 179.5 ρi Lz = 2pi v‖,max = 3
√
2 vth,i µmax = 9Ti/B0,axis
M∗ = 4 Nkx ×N∗ky ×Nz ×Nv‖ ×Nµ = 512× 128× 16× 64× 9
Table 1. Parameter set for non-linear simulations. The parameter ky,min = 2pi/Ly is scanned
and takes the values ky,minρi ∈ {0.14, 0.07, 0.035, 0.0175}, while ky,max = ky,minNy/2 and
Lx = M/sˆky,min are kept constant. The values indicated in the table correspond to the
particular case ky,minρi = 0.035. Asterisks indicate variables which vary during the ky,minρi
scan. vth,i =
√
Ti/mi stands for the ion thermal velocity and B0,axis for the magnetic field on
axis.
in both the adiabatic and kinetic electron cases. To this end, carrying out preliminary
R/LTi scans for ky,minρi = 0.035, the non-linear (Dimits-shifted) critical temperature
gradients R/LTi,crit were first identified. For adiabatic electrons, R/LTi,crit = 5.5 was
found, so that the reference case temperature gradient R/LTi = 6 is relatively near
marginal stability and the second ky,minρi scan was therefore performed for R/LTi = 15
in this case, i.e. farther from marginal stability. For kinetic electrons, R/LTi,crit = 3.5, so
that the reference case temperature gradient R/LTi = 6 is relatively far from marginal
stability and the second ky,minρi scan was therefore performed for R/LTi = 4 in this
case, i.e. nearer marginal stability.
To ensure that the simulations results are sound, convergence tests with respect to
radial box size Lx and the numerical resolutions Nz, Nv‖ and Nµ were carried out.
Convergence test on Nx had already been addressed in Dominski et al. (2015). Based
on these tests, the turbulent heat and particle fluxes, as well as statistical properties
of E × B shearing rates are estimated to be within ∼ 10% of their converged value.
Benchmarking of the GENE results with the gyrokinetic code GS2 (Dorland et al. 2000)
was furthermore performed for a limited number of simulations. Although a reduced mass
ratio is considered here, similar results have been obtained with the physical mass ratio
of hydrogen mi/me = 1836.
First results from the ky,minρi scan will now be discussed. Given their importance in
saturating ITG turbulence, particular attention will be given to the statistical properties
of the shearing rate ωE×B associated to the to zonal E×B flows. We will in fact consider
the effective shearing rate ωeff , similar to that defined in (Dominski et al. 2015). This
rate is estimated as follows. One first defines the zonal E ×B shearing rate experienced
by the ions, which are the dominant instability drivers in the case of the here considered
ITG turbulence:
ωE×B,ion(x, t) =
1
B0
∂2〈Φ¯〉y,z
∂x2
,
where the flux-surface average 〈Φ¯〉y,z provides the zonal component of Φ¯ and
involves both an average over y, 〈·〉y = (1/Ly)
∫ Ly
0
· dy, and an average over z,
〈·〉z =
∫ +pi
−pi · Jxyzdz/
∫ +pi
−pi J
xyzdz. Φ¯ is the scalar potential gyroaveraged over the
Maxwellian ion background velocity distribution. The shearing rate ωE×B,ion is then
furthermore averaged over a small time window of width τ , given that fluctuations
that are very short-lived in time do not contribute effectively towards the zonal flow
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saturation mechanism (Hahm et al. 1999), thus providing the effective shearing rate:
ωeff(x, t) =
1
τ
∫ t+τ/2
t−τ/2
ωE×B,ion(x, t′) dt′. (4.1)
Here, τ = 1/γmax is considered, where γmax is the growth rate of the most unstable linear
mode.
As an illustration, the effective shearing ωeff(x, t) has been plotted in figure 5(a) as a
function of x over the full flux-tube width Lx and as a function of t over the simulation
time slice 50 < t vth,i/R < 180. Shown is the case with kinetic electrons, R/LTi = 6
and ky,minρi = 0.035. The radial profile for the time-averaged component 〈ωeff〉t(x), is
shown in figure 5(b). For comparison, the same profile is also shown for the same physical
parameters except for ky,minρi = 0.0175.
The system average of the total effective shearing rate is plotted in figure 6(a) as a
function of ky,minρi, considering a log-log scale. This average value is provided by the
Root Mean Square (RMS) estimate:
RMSx,t(ωeff) =
( 〈ω2eff 〉x,t )1/2 , (4.2)
involving both a radial average, 〈·〉x = (1/Lx)
∫ Lx
0
· dx, and an average over the whole
simulation time tsim, 〈·〉t = (1/tsim)
∫ tsim
0
· dt. Figure 6(a) shows results for the scans
carried out for the two respective temperature gradients R/LTi considered for both
adiabatic and kinetic electrons. The shearing rates have been normalised with respect to
the value of γmax, which takes on different values for the four considered datasets (see
figure 3). Normalised shearing values ωeff/γmax & 1 can be considered as significant for
saturating ITG-driven turbulence. Note that a straight system average 〈ωeff(x, t)〉x,t of
the shearing rate would converge to zero over sufficiently long simulation time, which is
why the RMS estimate (4.2) is considered. One notes that the total effective shearing
rate RMSx,t(ωeff) decreases in all cases with decreasing ky,minρi, i.e. with increasing
machine size. However, significantly stronger scaling is observed for the scans with kinetic
compared to adiabatic electrons. As can be seen from the log-log plot, over the considered
range the shearing rate appears to roughly scale as ∼ (ky,minρi)α, α > 0. This scaling is
particularly evident for the kinetic electron case far from marginal stability (R/LTi = 6),
for which α ' 0.34. Similar scaling is observed nearer marginal stability (R/LTi = 4) as
well. The adiabatic electron scans however show a weaker scaling with α ' 0.08 for both
R/LTi = 6 and R/LTi = 15.
Figure 7(a) plots in log-log scale, the time and flux-tube -averaged radial ion heat
flux Qi as a function of ky,minρi. Heat fluxes have been normalised to gyro-Bohm
units QGB,i = n0,iTivth,i(ρi/R)2. Results for all four considered datasets are again
presented. Over the considered range of ky,minρi, fluxes appear not to be converged
with respect to this parameter. This non-convergence is particularly striking for both
adiabatic and kinetic electron simulations for the respective ion temperature gradients
far from marginal stability. As can be seen from the log-log plot, in these cases one
observes a scaling Qi/QGB,i ∼ (ky,minρi)−α, α > 0, with α = 0.45 (kin.e.,R/LTi = 6)
and 0.24 (ad.e.,R/LTi = 15).
To provide insight into which wavelengths mainly contribute to the increasing heat
flux as ky,minρi decreases, the heat flux ky-spectra is plotted in figure 7(b) for the set
of simulations corresponding to the ky,minρi scan with kinetic electrons and R/LTi = 6.
Qi,ky is defined such that total heat flux Qi =
∑
ky Qi,kydky, where dky = ky,min. One
observes that all spectra present a peak at kyρi ' 0.2 and that the increase in heat flux
as ky,minρi → 0 is not carried by the ever smaller minimum wavenumbers but by the
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Figure 6. Effective shearing rate ωeff associated to the zonal E × B flows, normalised to
corresponding maximum linear growth rate γmax, as a function of ky,minρi. Solid lines denote
kinetic electron simulations for R/LT,i = 4 (green squares) and 6 (blue circles) respectively.
Dashed lines denote adiabatic electron simulations for R/LT,i = 6 (red triangles) and 15
(black stars) respectively. Other parameters remain the same as in table 1. (a) System average
of total shearing rate RMSx,t(ωeff) =
( 〈ω2eff 〉x,t )1/2. (b) Contribution from the stationary
component, RMSx(〈ωeff〉t) =
[ 〈 ( 〈ωeff〉t )2 〉x ]1/2. (c) Contribution from fluctuation component,
SDx,t(ωeff) =
[ 〈 (ωeff − 〈ωeff〉t)2 〉x,t ]1/2. All plots in log-log scale.
Figure 7. (a) Log-log plot of the time-averaged and gyro-Bohm normalised ion heat flux Qi
as a function of ky,minρi. Same cases as considered in figure 6. (b) Log-log plot of ky spectra of
ion heat flux Qi for the kinetic electron runs with R/LT,i = 6 and ky,minρi = 0.0175 (magenta),
0.035 (blue), 0.07 (red) and 0.14 (green). Inset figure shows lin-lin plot of the zoom near the
peaks.
contributions of modes 0.07 6 kyρi 6 0.35 in the vicinity of the peak (contributing to at
least 90% of the heat flux), range fully covered by all simulations, except for the largest
considered ky,minρi = 0.14. Note that the inertial range (kyρi & 0.35) remains essentially
identical over all runs.
A priori, a straightforward explanation for the decreasing E×B shearing rate leading
to increased heat fluxes as ky,minρi → 0, is the reduction in the radial density of
stationary shear layers at LMRSs. Let us indeed recall that the distance between LMRSs
is given by ∆xLMRS = 1/(ky,minsˆ). Note as well the remarkable fact that the radial
width and amplitude of the shear layers at LMRSs remains essentially invariant when
varying ky,minρi, as illustrated in figure 5(b). The contribution to the total shearing rate
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Figure 8. Radial correlation length λx of turbulent eddies in units of ρi (blue circles) as a
function of ky,minρi for kinetic electron simulations with R/LT,i = 6 and other parameters as
given in table 1. Blue dotted line indicates the fit. Distance ∆xLMRS = 1/(ky,minsˆ) between
LMRSs is plotted with black squares.
estimate (4.2) from the stationary component of the shearing rate profile 〈ωeff〉t(x) can
be calculated by:
RMSx(〈ωeff〉t) =
[
〈 ( 〈ωeff〉t )2 〉x
]1/2
, (4.3)
and has been plotted in log-log scale as a function of ky,minρi in figure 6(b). As expected,
this system average of the stationary shearing rate profile decreases algebraically for
kinetic electron simulations with decreasing ky,min, while for the adiabatic electron
simulations there is no obvious dependence on ky,minρi as the mechanism developing
the prominent fine stationary structures on 〈ωeff〉t(x) is absent in this case.
This explanation for the increase of turbulent fluxes as a result of the decrease in
the radial density of stationary zonal E × B shear layers is however not satisfactory
at closer scrutiny. This is made clear by the results presented in figure 8, where the
radial correlation length of turbulent eddies λx is plotted as a function of ky,minρi for
the case with kinetic electrons and R/LTi = 6. The radial correlation length is defined
as λx = 〈λx(y)〉y, with λx(y) calculated as that minimum ∆x where the auto-correlation
function R(∆x, y) =
∫
Φ′∗(x−∆x, y)Φ′(x, y)dx becomes 1/e times its maximum value; e
being the base of the natural logarithm. Φ′(x, y) is the scalar potential evaluated at the
outboard midplane, with the zonal (ky = 0) component removed: Φ′(x, y) = Φ(x, y, z =
0) − 〈Φ(x, y, z = 0)〉y. Figure 8 also presents a fitted scaling λx/ρi ∼ (ky,minρi)−0.27.
This radial correlation length thus increases as ky,minρi → 0, but with a much weaker
scaling than the increase of the distance ∆xLMRS/ρi ∼ (ky,minρi)−1 between the main
stationary shear layers located at LMRSs. Below a sufficiently small value of ky,minρi, one
has λx < ∆xLMRS. That is, the turbulent eddies are getting actively sheared and broken
in between low order MRSs where the stationary zonal shear flows are insignificant. The
stationary shear layers are therefore not expected to play a major role in the saturation of
turbulence as ky,minρi → 0. We therefore conclude that as ky,minρi → 0, the saturation
of turbulence through the break of turbulent eddies is mainly to be attributed to the
fluctuating component of zonal flows. This is discussed in detail in the following.
The time dependent component (as opposed to the stationary component) of the E×B
zonal flow and associated shearing rate appears to control the saturation of turbulence
and related flux levels between LMRSs. An estimate for the amplitude of this fluctuating
part of the shearing rate is provided by computing the radial profile of the Standard
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Deviation SDt(ωeff) of ωeff around the stationary component 〈ωeff〉t:
SDt(ωeff)(x) =
[
〈 (ωeff − 〈ωeff〉t)2 〉t
]1/2
The radial dependence of SDt(ωeff) has been added to figure 5(b) for the cases with
kinetic electrons, R/LTi = 6 and both ky,minρi = 0.035 and ky,minρi = 0.0175. Based on
figure 5(b), it appears that the fluctuating part of the shearing rate remains essentially
constant across the radial extent of the system. Furthermore, its amplitude for the
considered values of ky,minρi still remains significant, i.e. larger then γmax, and of the same
order as the maximum amplitude of the time-averaged 〈ωE×B〉t structures. A decreases of
the fluctuating component with decreasing ky,minρi is also observed. This is summarized
in figure 6(c), where the radial average of the fluctuating component, estimated by
SDx,t(ωeff) =
[
〈 (ωeff − 〈ωeff〉t)2 〉x,t
]1/2
, (4.4)
has been plotted. While SDx,t(ωeff) decreases with ky,minρi in both adiabatic and kinetic
electron simulations, the scaling is much stronger in the latter case. For instance,
SDx,t(ωeff) ∼ (ky,minρi)α, where α = 0.08 for the case with adiabatic electrons at
R/LTi = 15 and α = 0.32 for the case with kinetic electrons at R/LTi = 6.
Note that according to the definitions (4.2), (4.3) and (4.4), one has
[RMSx,t(ωeff)]
2
= [RMSx(〈ωeff〉t)]2 + [SDx,t(ωeff)]2 .
The decrease of both the fluctuation level of the shearing rate, shown in figure 6(c),
along with the decrease in the density of stationary shearing layers at LMRSs, reflected
by figure 6(b), thus provides a more complete picture of the decrease in the total system
average of the shearing rate ωeff as ky,minρi → 0 shown in figure 6(a). While the reason
for the decrease in shearing rate contribution from stationary zonal flows has already been
discussed and is obvious, that from the fluctuating zonal flows is not. To understand why
the fluctuation part of the shearing rate decreases with decreasing ky,minρi, it is necessary
to understand and analyze the different mechanisms driving the zonal flows. This is done
in the following section.
5. Analyzing zonal flow drive
5.1. Reynolds stress as a proxy for the drive of zonal flows
Zonal flows are linearly stable and are driven by turbulence through the quadratic
E×B non-linearity appearing in the gyrokinetic equation. To better understand their
evolution, we will analyze the properties of Reynolds stress (Diamond et al. 2005),
more exactly the off-diagonal component 〈V˜xV˜χ〉 of the Reynolds stress tensor resulting
from the combination of fluctuating E × B flow components in the radial and poloidal
directions. We will justify in the following that this Reynolds stress can be considered as
a valid proxy of the zonal flow drive (Weikl et al. 2018) . By analyzing Reynolds stress
we will be able to identify the different possible mechanisms driving zonal flows, their
statistical properties, and relative importance.
We start by considering an approximate evolution equation for the shearing rate ωE×B
associated to the E × B zonal flows. As shown in references (Abiteboul et al. 2011;
Abiteboul 2012), such an equation can be obtained from the radial conservation equation
for the total gyrocenter charge density, which in turn is derived by taking the appropriate
velocity moment and flux-surface -average of the gyrokinetic equation. This approach has
been considered here as well, but starting from the gyrokinetic equation in the limit of the
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local (flux-tube) delta-f model rather than the global full-f model considered by Abiteboul
(2012). Furthermore, assuming the electrostatic limit, invoking me/mi  1, and making
use of the quasi-neutrality equation in the long wavelength approximation (final result
thus valid only to second order in k⊥ρi), leads to a relation that can be interpreted as a
generalized vorticity equation:
∂
∂t
(Ω +Π) =
∂2
∂x2
(R+ P) + ∂
∂x
N . (5.1)
One identifies on the left hand side of equation (5.1) the generalized vorticity term Ω+Π,
composed of the actual vorticity associated to zonal flows and closely related to the zonal
flow shearing rate ωE×B (by neglecting the z dependence of B0 and gxx ' 1):
Ω = n0,imi
∂2
∂x2
〈
gxx
B20
Φ
〉
yz
' n0,imi
B0
ωE×B ,
as well as a perpendicular pressure term, related to lowest order finite ion Larmor radius
effects:
Π =
mi
2qi
∂2
∂x2
〈
gxx
B20
P⊥,i
〉
yz
,
with the fluctuating part of the perpendicular ion gyrocenter pressure P⊥,i expressed in
terms of the corresponding gyrocenter distribution fluctuation δfi:
P⊥,i =
∫
µB0 δfi d
3v.
On the right hand side of equation (5.1) one identifies the second radial derivative of
a term R = (n0,imi/C) RS, proportional to the Reynolds stress component RS driving
zonal flows:
RS =
〈
1
B20
∂Φ
∂y
(
gxx
∂Φ
∂x
+ gxy
∂Φ
∂y
)〉
yz
. (5.2)
This Reynolds stress term also has a finite Larmor radius correction term P, again
expressed in terms of P⊥,i:
P = mi
2qi C
〈
1
B20
(
gxx
∂Φ
∂x
∂P⊥,i
∂y
+ 2 gxy
∂Φ
∂y
∂P⊥,i
∂y
+ gxx
∂Φ
∂y
∂P⊥,i
∂x
)〉
yz
.
The last contribution on the right hand side of equation (5.1) is the radial derivative of
the so-called neoclassical term N , related to both curvature and ∇B drifts:
N = −
∑
species
2pi C
m
〈
γ2
∂B0
∂z
∫
dv‖dµ
mv2‖ + µB0
B20
(
δf +
q Φ¯
T0
f0
)〉
yz
,
with f0 the Maxwellian background distribution, γ2=gxxgyz − gxygxz and the constant
C=B0/|∇x×∇y|.
The different terms appearing in (5.1) can be monitored as a diagnostic along a
gyrokinetic simulation. For the purpose of verification, this diagnostic was first applied
to simple test cases, including the Rosenbluth-Hinton problem (Rosenbluth & Hinton
1998) addressing the linear dynamics of zonal fluctuations [in this case only the linear
neoclassical term contributes on the RHS of (5.1)], as well as the non-linear decay of
an initially single unstable eigenmode (as discussed in §5.4). For these simple tests, only
longer wavelength modes were considered, so as to stay well within the limit k⊥ρi  1
assumed for the derivation of relation (5.1).
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After this successful initial verification phase, the terms appearing in equation (5.1)
were monitored and compared for the fully developed turbulence simulations studied
in this paper, considering the reference gradient case R/LT,i = 6. In order to validate
Reynolds stress as a good proxy for the drive of zonal flows, the correlation between
Ω ∼ ωE×B and the two non-linear driving terms ∂2R/∂x2 and ∂2P/∂x2 in (5.1) was
estimated over these simulations. To this end, the following correlation estimator between
two observables a and b, functions of the radial variable x and time t, was applied:
Corr(a, b) =
σx,t(a, b)
σx,t(a)σx,t(b)
=
〈 (a− 〈a〉x,t) (b− 〈b〉x,t) 〉x,t√〈 (a− 〈a〉x,t)2 〉x,t√〈 (b− 〈b〉x,t)2 〉x,t .
Significant correlation estimates were obtained in this way between Ω and the Reynolds
stress drive term ∂2R/∂x2. Correlation values were found to increase further by con-
sidering only the longer wavelength contributions, achieved by filtering out |kx|ρi > 0.5
and |ky|ρi > 0.5 Fourier modes from the signals. This is in agreement with the long
wavelength approximation assumed for deriving equation (5.1). The positive correlation
values Corr = 0.77 and 0.37 were obtained in this way between Ω and ∂2R/∂x2 for the
adiabatic and kinetic electron turbulence simulations respectively, while the correlation
between Ω and ∂2P/∂x2 provided the values Corr = 0.75 and 0.40 respectively. These
results validate considering the Reynolds stress term ∂2RS/∂x2 as a proxy for the drive
of zonal flow shear ωE×B .
In the following, it will be insightful to consider the contributions from different ky
Fourier modes components of the fluctuating fields to the Reynolds stress term RS.
Relation (5.2) for RS can indeed be written as a sum over ky:
RS(x, t) =
∑
ky>0
RˆSky (x, t), (5.3)
with the contribution from the ky Fourier mode Φˆky (x, z, t) =
1
Ly
∫ Ly
0
Φ exp(−ikyy) dy
given by
RˆSky (x, t) = 2Re
[ 〈
1
B20
kyΦˆky
(
gxxi
∂Φˆ?ky
∂x
+ gxykyΦˆ
?
ky
)〉
z
]
, (5.4)
having invoked the reality condition Φˆ−ky = Φˆ?ky . Considering as well the kx Fourier
mode decomposition of Φ, each of these ky contributions can also be written as follows:
RˆSky (x, t) = 2Re{
∑
kx,k′′x
〈
1
B20
ky (g
xxk′′x + g
xyky) Φˆkx,ky Φˆ
?
k′′x ,ky
〉
z
exp[i(kx − k′′x)x] },
(5.5)
illustrating the drive of zonal modes (k′x = kx − k′′x , 0) through non-linear interaction
between Fourier modes (kx, ky) and (k′′x , ky), extensively discussed in sections §5.2 and
§5.3.
For the study carried out in this paper, it is essential to understand how different drift
modes may non-linearly interact to drive zonal flows via Reynolds stress. To start, we
recall in the next subsection the basic mechanism underlying the drive of zonal flows in a
simple shearless slab system before considering the more complex case of direct interest
to us, i.e. of a sheared toroidal system.
5.2. Modulational instability in shearless slab system
The drive of zonal flows by microturbulence has been extensively studied in the
literature considering a simple slab-like plasma confined by a uniform, shearless magnetic
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field. Such a system was in particular addressed in the original work by Hasegawa
& Mima (1978), where a cold fluid model was assumed for ions and an adiabatic
response for electrons. In this model, choosing an orthogonal Cartesian coordinate
system (x, y, z), the magnetic field is aligned along z, B = Bez and the background
density inhomogeneities along x, ∇n0 = (dn0/dx)ex. The corresponding well-known
model equation for the non-linear evolution of the electrostatic potential Φ associated
to the fluctuating fields describes the essentially two-dimensional drift wave turbulence
in the (x, y) plane perpendicular to the magnetic field. This model equation led to a
first understanding of the generation of zonal flows along y, i.e. in the direction both
perpendicular to B and the direction of inhomogeneity. The emergence of such large
scale flows can in particular be explained as the result of an anisotropic inverse cascade
of energy related to the conservation of energy and enstrophy in the 2-dimensional
turbulence. The emergence of zonal flows can also be understood at the level of elementary
non-linear processes as recalled in the following.
In a shearless slab system, the spatial dependence of linear eigenmodes are given by a
single Fourier mode Φ(x, y) ∼ Φk exp(ik·x), with x = x ex+y ey and k = kxex+kyey. The
corresponding time dependence is of the form ∼ exp(−iωkt), with ωk the eigenfrequency
of the mode. In the simple Hasegawa-Mima model, one has ωk = ky vd/(1+k2), with vd =
−(Te/eB)(d log n0/dx) ey these eigenmodes results from the quadratic non-linearity in the
Hasegawa-Mima equation, related to the vE×B = (−∇Φ×B)/B2 drift. The elementary
non-linear interaction thus involves a triplet of Fourier modes k, k′, k′′ verifying the wave
vector matching condition k = k′ + k′′, where each of the modes, e.g. k, is coupled to
the two others, k′ and k′′ in this case. In case of frequency matching ωk ' ωk′ + ωk′′
and under the condition k′ < k < k′′, one can have a resonant decay of mode k, i.e. a
transfer of energy from this mode, into the daughter modes k′ and k′′. This basic process
is referred to as the resonant 3-wave interaction mechanism. One can furthermore show
that in the case where mode k represents a drift wave, i.e. typically with |ky|  |kx|,
the decay happens preferentially (meaning with a higher growth rate of decay) if one of
the daughter wave vectors, e.g. k′, is (nearly-) aligned along the x direction, |k′x|  |k′y|
(Hasegawa et al. 1979). The E × B flow associated to the daughter mode k′ is then
obviously along y, thus explaining the emergence of zonal flows in this direction. Such a
mode with vector aligned along the direction of inhomogeneity ex is thus referred to as
a zonal mode.
Let us still further consider the decay of a pump drift wave k = (kx, ky), ky 6= 0, into a
zonal mode k′ = (k′x, 0) and the second daughter wave k′′ = k−k′ = (kx−k′x, ky), itself a
drift wave. The non-linear interaction between the two drift waves k and k′′ thus provides
the drive to the zonal mode k′ via the Reynolds stress RS discussed in §5.1, while the
non-linear coupling between the original drift wave k and zonal mode k′, leading to the
growth of the daughter drift wave k′′, actually represents the shearing of the drift mode
k by the zonal flows associated to k′.
Variations to the simple Hasegawa-Mima model have been considered in the literature.
In particular, the Enhanced Hasegawa-Mima model (Krommes & Kim 2000; Gallagher
et al. 2012) accounts for the fact that the adiabatic electron response is inhibited for
magnetic surface-averaged fluctuations, i.e. modes k with ky = 0, in other words zonal
modes, which leads them to having a reduced effective inertia compared to standard drift
waves with ky 6= 0. This effect results in an amplification of the decay rates of drift waves
into zonal modes and thus to an enhancement of corresponding energy transfer.
A further refinement to the basic driving mechanism of zonal flows is obtained by
accounting for the fact that given an initial large amplitude drift mode k, decaying into
a zonal mode k′, both triplet interactions [k,k′,k′′ = k − k′] and [k,−k′,k′′′ = k + k′]
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may be simultaneously resonant, i.e. ωk ' ωk′ +ωk′′ and ωk ' −ωk′ +ωk′′′ . This coupled
pair of 3-wave interactions leads to an effective 4-wave interaction involving modes k,
k′, k′′ and k′′′, referred to as the modulational instability mechanism (Gallagher et al.
2012).
An important point to emphasize is that, in both the case of the simple resonant 3-
wave interaction or the more general modulational instability, resonant coupling between
the initial large amplitude (pump) drift mode k = (kx, ky 6= 0) and a zonal mode k′ =
(k′x, k
′
y = 0) is established via either one sideband k′′ = k − k′, or respectively two
sidebands k′′ and k′′′ = k+k′, where all these Fourier modes are linearly decoupled from
each other. As a result, in the situation where in addition to the pump drift mode k, the
zonal mode k′ itself already has a finite initial amplitude and a well defined phase, the
other daughter waves k′′ (and k′′′) are free to adapt their phases to ensure a resonant
interaction and thus an efficient energy transfer from the pump to the zonal mode,
resulting in the further amplification of this zonal mode. In fact, a finite amplitude zonal
mode can stimulate the decay of multiple non-zonal modes, thus leading to coherent (as
a result of the frequency matching involved) and therefore correlated contributions from
these non-zonal modes to the Reynolds stress drive of the zonal mode.
Under realistic conditions, multiple elementary mechanisms such as the ones discussed
above (resonant 3-wave interaction / modulational instability) happen both simulta-
neously and successively in time, leading to an expanding set of Fourier modes, and
ultimately to a fully developed turbulent spectrum.
5.3. Self-interaction mechanism in sheared toroidal system
As in the shearless slab geometry, in the case of a tokamak system, i.e. based on a
sheared axisymmetric toroidal magnetic geometry, which is of main interest to our study,
the modulational instability involving resonant 3-wave interactions remains an essential
driving mechanism of zonal flows (Chen et al. 2000). In a tokamak however, one must
distinguish another form of the non-linear interaction leading to the drive of zonal modes.
This mechanism, referred to as self-interaction, is specific to systems presenting magnetic
shear and is explained in the following.
As already discussed in §2, parallel boundary conditions lead to the linear coupling of
kx Fourier modes. In particular, according to equation (2.13), the electrostatic potential
field ΦL of a linear microinstability eigenmode with fixed kx0 and ky 6= 0 is composed
of Fourier modes Φˆkx0+p 2piky sˆ, ky , p ∈ Z. The spatial dependence of the corresponding
eigenmode structure is thus given by:
ΦL(x, y, z) = Φ˜kx0,ky (x, z) exp(ikyy) + c.c., (5.6)
where c.c. stands for the complex conjugate [considered here to ensure that ΦL is real-
valued, essential for computing the quasi-linear estimate in (5.8)], and with the complex-
valued (x, z)-dependent envelope given by:
Φ˜kx0,ky (x, z) =
+∞∑
p=−∞
Φˆkx0+p2piky sˆ, ky (z) exp[i(kx0 + p 2piky sˆ)x]. (5.7)
These linearly coupled kx Fourier modes, all having same ky, drive the zonal modes
(k′x, 0), with k′x = p′ 2piky sˆ, p′ ∈ Z, forming a set of harmonics. Indeed, any two Fourier
modes Φˆkx0+p 2piky sˆ, ky and Φˆkx0+p′′ 2piky sˆ, ky composing the physical eigenmode will drive,
via three Fourier mode coupling, the zonal mode Φˆp′ 2piky sˆ, 0 with p′ = p − p′′ [see
equation (5.5)]. Note that this drive of zonal modes is via the same quadratic non-
linearity in the gyrokinetic equation related to E × B drifts as the one driving zonal
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modes through the modulational instability, but in this case involving Fourier modes
which are already linearly coupled to each other.
Assuming that the relative phases between the Fourier modes Φˆkx,0+p 2piky sˆ, ky remains
set by the linear coupling, even during the non-linear turbulent evolution (to what extent
this assumption holds is validated in §5.5), the phases of the associated contributions to
Reynolds stress driving the zonal modes is fixed. This translates in direct space to an
essentially fixed periodic radial dependence (with period ∆xMRS = 1/ky sˆ corresponding
to the distance between MRSs) of the contribution to Reynolds stress through this
self-interaction mechanism from a given ky eigenmode, the overall magnitude of this
contribution obviously varying in time as the amplitude of the eigenmode evolves. This
is a critical difference compared to the drive of zonal modes k′ through the modulational
instability discussed in §5.2, where the relative phases between the pump mode k and
sidebands k′′, k′′′ are free to adapt to enable a coherent (i.e. in phase) drive of a given
zonal mode.
Figure 9 plots the quasi-linear estimates of this self-interaction contribution to the
Reynolds stress drive term ∂2RS/∂x2 from the linear eigenmode with kx0 = 0, kyρi =
0.28, and R/LTi = 6, whose ballooning structures are given in figure 2, considering both
the case of kinetic and adiabatic electron response. These results are obtained by inserting
the corresponding eigenmode structure (5.6) into relations (5.4) and (5.5), leading to the
Reynolds stress contribution denoted R˜Skx0,ky (x):
R˜Skx0,ky (x) = RS[ΦL] = RˆSky [Φ˜kx0,ky ]
= 2Re
[ 〈
1
B20
kyΦ˜kx0,ky
(
gxxi
∂Φ˜?kx0,ky
∂x
+ gxykyΦ˜
?
kx0,ky
)〉
z
]
= 2Re
 +∞∑
p′=−∞
eip
′2piky sˆx
+∞∑
p=−∞
〈
1
B20
ky (g
xxk′′x + g
xyky) Φˆkx,ky Φˆ
?
k′′x ,ky
〉
z
 .
(5.8)
In the last equality of relation (5.8), kx = kx0 + p 2piky sˆ, k′′x = kx0 + p′′ 2piky sˆ and p′′ =
p−p′. This relation also clearly points out how this contribution to Reynolds stress from
a given ky eigenmode through self-interaction is periodic with period ∆xMRS = 1/ky sˆ.
The overall amplitude of the quasi-linear estimates shown in figure 9 are naturally
irrelevant. Furthermore, as these contributions to Reynolds stress have period ∆xMRS =
1/ky sˆ, only one such period is shown. Note how the radial profile of the quasi-linear
estimate of ∂2RˆSky/∂x2 is narrow in the case of kinetic electrons and localized around
the MRS at x = 0, clearly related to the fine structures of the eigenmode at MRSs and
the associated broad tail in ballooning representation. As expected, the corresponding
radial profile is much broader in the case of adiabatic electrons, as fine structures at
MRSs are essentially absent in this case.
5.4. Evidence of zonal flow drive by modulational instability and self-interaction in
reduced simulations
In this subsection, we consider reduced non-linear simulation setups in tokamak geom-
etry to clearly illustrate the two basic mechanisms driving zonal flows discussed in §5.2
and §5.3. For these reduced simulations, the same physical parameters as summarized
in Table 1 is considered, however with particular initial conditions defined as follows:
An unstable linear eigenmode (hereby called the pump mode with ky = ky,pump 6= 0) is
initialized with an amplitude a few times (∼ 5) less than the corresponding one in the
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Figure 9. Solid lines indicate the quasi-linear estimate of ∂2R˜Skx0,ky/∂x
2 normalised to its
maximum value as a function of x for the linear eigenmode with kx0 = 0, kyρi = 0.28 and either
kinetic (blue) or adiabatic (red) electrons. Dashed lines denote the time-average 〈∂2RˆSsiky/∂x2〉t
normalised with respect to the RMS in time of the total contribution ∂2RˆSky/∂x
2, for
kyρi = 0.28, in turbulence simulations considering either kinetic (blue) or adiabatic (red)
electrons. ky,minρi = 0.035, R/LTi = 6 and other parameters are given in table 1.
fully saturated turbulence simulation discussed in §5.5. The purpose of the simulation is
to study how this single linear eigenmode drives zonal modes via either the modulational
instability or self-interaction. The eigenmode with kx0 = 0 and kyρi = 0.28 was chosen
for this pump mode, as it is among the most linearly unstable ones and also contributes
significantly to the non-linear fluctuation spectra in the fully developed turbulence
simulations (see figures 3 and 7(b)). In addition, zonal Fourier modes (with ky = 0) are
initialized to amplitudes 10−12 orders of magnitude less than the pump mode to provide
a necessary seed for possible modulational instabilities. All Fourier modes not part of the
pump and zonal modes are initialized to zero. With this initial setup, only ky modes which
are harmonics of ky,pump can possibly develop non-linearly (ky = p ky,pump, p ∈ N). For
these reduced simulations we therefore set ky,min = ky,pump and actually only considered
Nky = 8 Fourier modes. The flux-tube width in the x direction was set to Lx = M/sˆky,min
with M = 32, so that it remains the same as in full turbulence simulations and the
resulting fine kx-spectrum allows for a detailed analysis of kx−dependence of zonal mode
growth. The remaining numerical resolutions are kept the same as in Table 1. This system
is then let to evolve until higher ky Fourier harmonics start to develop amplitudes similar
to the fundamental ky,pump. These steps ensure that the dominant non-linear interactions
mainly involve only ky = 0 and ky,pump. This reduced non-linear setup thus clearly
isolates the contribution to the drive of zonal modes from a single ky mode, while in the
much more complex case of a standard fully developed turbulence simulation, multiple
ky contributions may act simultaneously.
Figure 10 plots the evolution of the pump mode and the zonal modes driven by it. Solid
black line represents the time trace of the z-averaged amplitude of the most dominant
Fourier mode 〈|Φˆkx0,ky,pump |〉z(t) composing the pump mode. Note that the other linearly
coupled Fourier modes composing the pump mode are not shown. Coloured lines represent
the zonal mode amplitude 〈|Φˆkx,ky=0(t)|〉z for each kx. These results are shown for
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Figure 10. Lin-log plots. Coloured lines represent the time evolution of the z-averaged
amplitudes 〈|Φˆkx,ky=0|〉z of zonal modes in reduced non-linear simulations initialized with
a single large amplitude ky,pump 6= 0 eigenmode, considering either (a) adiabatic or (b)
kinetic electrons. The colourbar maps the value of kx in units of 2piky,pumpsˆ. Modes with
kx = p
′ 2piky,pumpsˆ, p′ ∈ N, are plotted with dashed lines. The solid black line represents
the time trace of the pump Fourier mode amplitude 〈|Φˆkx=0,ky,pump |〉z. The dotted black line
represents an evolution proportional to (e2γt−1), where γ is the linear growth rate of the pump
mode.
reduced non-linear simulations considering either adiabatic electrons (figure 10(a)) or
kinetic electrons (figure 10(b)).
In the initial stage, the pump eigenmode grows exponentially with corresponding linear
growth rates, i.e. γR/vth,i = 0.25 in the case of adiabatic electrons and γR/vth,i = 0.47
in the case of kinetic electrons.
Zonal Fourier modes Φˆk′x,ky=0 with k
′
x = p
′ 2piky,pumpsˆ, p′ ∈ Z, (see dashed coloured
time traces in figure 10) are driven by the large amplitude pump eigenmode through
the self-interaction mechanism, i.e. are driven by multiple quadratic non-linearities, each
involving two exponentially growing kx Fourier components of the pump , Φˆkx,ky,pump(t),
Φˆk′′x ,ky,pump(t) ∼ eγt, where k
(′′)
x = kx0 + p
(′′)2piky,pumpsˆ, p(′′) ∈ Z, and p − p′′ = p′. One
thus has for k′x = p′ 2piky,pumpsˆ:
Φˆk′x,ky=0(t)− Φˆk′x,ky=0(0) ∼
∫ t
0
Φˆkx,ky,pump(t
′) Φˆ∗k′′x ,ky,pump(t
′) dt′ ∼
∫ t
0
e2γt
′
dt′
∼ (e2γt − 1).
Note that for t  1/γ these modes thus start by growing linearly in time. In the initial
stage of the simulations shown in figures 10(a) and 10(b), i.e. for t . 28R/vth,i and
t . 15R/vth,i in the case of adiabatic and kinetic electrons respectively, the Fourier modes
driven by self-interaction, Φˆp′ 2piky,pumpsˆ,ky=0, therefore dominate the zonal kx-spectrum.
Black dotted lines in these figures indicate the time evolution ∼ (e2γt − 1), providing
a good fit to the initial evolution of these particular zonal modes. As discussed in §5.3,
these modes are driven by the Reynolds stress resulting from the self-interaction of the
linear eigenmode with ky = ky,pump, which in direct space is periodic in x with period
∆xMRS = 1/ky,pumpsˆ and aligned with corresponding MRSs. This is clearly reflected in
Figures 11(a) and 11(b), plotting the effective zonal flow shearing rate ωeff as a function
of x and time t, again for simulations with either adiabatic or kinetic electrons. At least in
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Figure 11. Effective zonal flow shearing rate ωeff as a function of radial position x and time t
for the same reduced non-linear simulations as in figure 10. Cases with either (a) adiabatic or
(b) kinetic electrons are shown.
the initial stage of the simulations, these plots indeed present a periodic radial variation
of ωeff with period 1/ky,pumpsˆ and perfectly aligned with the MRSs of the pump mode.
Zonal Fourier modes Φˆk′x,ky=0 with k
′
x 6= p′ 2piky,pumpsˆ, p′ ∈ Z, (see solid coloured time
traces in figure 10) are however driven by the pump eigenmode via the modulational
instability mechanism, i.e. mainly through the quadratic non-linearities involving the
large amplitude Fourier component Φˆkx0,ky,pump of the pump and either one of the initially
low amplitude sideband modes Φˆkx0±k′x,ky,pump . As a result, these particular zonal modes
grow as ∼ eγmodt, where γmod stands for the growth rate of the modulational instability.
Given that γmod ∼ |Φpump| (Hasegawa et al. 1979) and that the pump amplitude itself
grows exponentially, |Φpump| ∼ eγt, these zonal modes effectively end up growing super-
exponentially.
One can also see in figure 10(b) that all plotted zonal modes driven by self-interaction,
Φˆp′2piky,pumpsˆ,ky=0, p′ = 1, . . . , 7, are from the start driven up to similarly large amplitudes
in the case of kinetic electrons, as opposed to the adiabatic case in figure 10(a), where
these same modes are driven more weakly. This is explained by the different linear
eigenmode structures of the pump in the adiabatic and kinetic electron cases (see
corresponding ballooning representations in figure 2). With kinetic electrons, the Fourier
mode components Φˆkx,ky,pump(z), where kx = kx0 + p 2piky,pumpsˆ and p ∈ Z∗ (set of
integers excluding 0), which compose the tail of the ballooning representation, have
much higher relative amplitudes compared to the main Fourier component Φˆkx0,ky,pump(z)
than in the case with adiabatic electrons. As a result, the self-interaction drive of
a zonal mode Φˆp′2piky,pumpsˆ,ky=0, p′ ∈ Z∗, dominated by the non-linear interaction
between Φˆkx0,ky,pump(z) and Φˆkx0+p′2piky,pumpsˆ,ky,pump(z), is stronger with kinetic then with
adiabatic electrons.
The weaker drive of the zonal modes by the self-interaction mechanism in the case
with adiabatic electrons also explains why these particular zonal modes end up getting
overwhelmed by the ones driven by the modulational instability mechanism (reflected by
the absence of fine structures at MRSs on ωeff in figure 11(a) for t & 28R/vth,i), while
they remain significant in the case with kinetic electrons even after saturation of the
modes driven by the modulational instability (reflected by the persistent fine structures
on ωeff in figure 11(b) even for t & 15R/vth,i).
In the following two subsections, evidence of the self-interaction and modulational
instability mechanisms are provided in the case of fully developed turbulence simulations,
and their relative importance are compared between the cases of adiabatic and kinetic
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electron responses. Such simulations involve a fully saturated spectra of multiple ky
modes than the case in the just considered reduced non-linear simulations. We find that
the results obtained in the reduced non-linear simulations follow in general to the full
turbulence scenarios, but with certain differences.
5.5. Evidence of self-interaction in turbulence simulations
In this subsection, the self-interaction mechanism is analysed in fully developed turbu-
lence simulations with physical and numerical parameters given in Table 1. We first test
if in this non-linear system, the relative phase differences between the linearly coupled
kx−Fourier modes remain the same as in corresponding linear eigenmode, as was assumed
earlier in §5.3. It is found that the relative phase difference is only partially preserved,
and the consequent effect on the Reynolds stress driving zonal flows via self-interaction
is illustrated.
To find the non-linear modification of an eigenmode, first the absolute value of the time-
averaged ballooning structure of the electrostatic potential |〈Φˆb,nl(χ, t)/Φˆb,nl(χ0 = 0, t)〉t|
for an eigenmode with kx0 = 0 and kyρi = 0.28 in the full turbulence simulation is plotted
along with the corresponding linear ballooning structure |Φˆb,lin(χ)/Φˆb,lin(χ0 = 0)|, in
figure 12(a). See equation (2.15) for the definition of the ballooning structure Φˆb(χ).
The non-linear result with kinetic electrons starts significantly deviating from the linear
result for |χ| & pi. That is, the ’giant tails’ in the ballooning structure are reduced
compared to the linear case. Nonetheless, the non-linear ballooning structure with kinetic
electrons retain more significant tails compared to the case with adiabatic electrons.
One also finds that, with kinetic electrons, the relative phase along the ballooning
structure δφnl(χ, t) = φ[Φˆb,nl(χ, t)/Φˆb,nl(χ0 = 0, t)] remains approximately constant in
time (contrary to adiabatic electron results) and equal to its linear value δφlin(χ) =
φ[Φˆb,lin(χ)/Φˆb,lin(χ0 = 0)]; Here, φ[A]=arg(A) stands for the phase or argument of the
complex number A. This is true in particular for |χ| . 4pi, as demonstrated by the
solid blue line in figure 12(b) representing ∆φ(χ, t) = δφnl(χ, t) − δφlin(χ) for χ = 2pi
in the kinetic electron case. While there are jumps of 2pi, the line closely adheres to the
linear phase difference. To be quantitative, one considers the estimate MOD(∆φ(χ, t)),
where MOD(A) = (〈|mod2pi(A)|2〉t)1/2, mod2pi(A) ≡ A − 2pi × round(A/2pi), A ∈ R,
and the function round provides the nearest integer. One notes that, lower the value
of MOD(∆φ), more strongly is the relative phase fixed by the linear coupling. Further,
for uniform random values of ∆φ between −pi and pi, one gets MOD(∆φ) = 0.58pi. It
is found that, for the case with kinetic electrons, MOD(∆φ(χ = 2pi, t)) = 0.34pi. At
χ = 4pi, as illustrated by the dotted blue line in figure 12(b), the phase imposed by linear
coupling appears to be weakened but still present, giving MOD(∆φ(χ, t)) = 0.50pi. The
corresponding results with adiabatic electrons, denoted by the solid and dashed red lines
for χ = 2pi and 4pi respectively, clearly do not retain constant phase differences. The
respective values of MOD(∆φ(χ, t)) are 0.57pi and 0.61pi.
In other words, in a full turbulence simulation with adiabatic electrons, for a linearly
unstable eigenmode with given kx0 and ky, linear coupling between the Fourier modes
(kx = kx0 + 2pipky sˆ, ky) where p ∈ Z have become subdominant compared to non-linear
coupling effects. Thus, each (kx, ky) Fourier mode can be considered linearly decoupled
as in a shearless slab system and hence, modulational instability is the only driving
mechanism of zonal flows in turbulent simulations with adiabatic electrons. On the
other hand, with kinetic electrons, for a linearly unstable physical mode with given
kx0 and ky, linear coupling of Fourier modes is preserved to some extent but reduced
to only the three Fourier modes with kx = kx0 + 2pipky sˆ and |p| = 0,±1. Only these
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Figure 12. (a) Solid lines denote the absolute value of the time-averaged ballooning
structure of the electrostatic potential |〈Φˆb,nl(χ, t)/Φˆb,nl(χ0 = 0, t)〉t| for kx0 = 0 and
kyρi = 0.28 in the non-linear simulation described in table 1, with ky,minρi = 0.035
and R/LT,i = 6. Dotted lines denote the corresponding ballooning representation in linear
simulations (same as in figure 2). Inset figure shows the zoom near χ = 0. Red and blue
colours represent adiabatic and kinetic electron simulations respectively. (b) Phase difference
∆φ(χ, t) = (φ[(Φˆb,nl(χ, t)/Φˆb,nl(χ0 = 0, t))(Φˆb,lin(χ0 = 0)/Φˆb,lin(χ))]) plotted as a function of
time. Here, Φˆb,nl and Φˆb,lin denote the ballooning representation of the electrostatic potential for
the same eigenmode considered in subplot (a), in non-linear and linear simulations respectively.
Solid and dotted lines represent χ = 2pi and 4pi respectively.
Fourier modes have their relative phases largely fixed by their linear dynamics (and not
for all p ∈ Z, as assumed in §5.3). Hence the self-interaction mechanism is effectively
reduced to driving the zonal Fourier modes with k′x = ±2piky sˆ. Furthermore, the self-
interacting contribution to Reynolds stress R˜Skx0,ky (x) (defined in equation (5.8)) from
the particular physical eigenmode, becomes essentially sinusoidal in x, spanning the full
distance between corresponding MRSs with a period of ∆xMRS = 1/ky sˆ, and with fixed
phase/sign in time. Note that the radial width of the fine-structures do not have a
dependence on electron-ion mass ratio in turbulence simulations as they are already
broadened to span the distance between MRSs as a result of non-linear coupling effects.
This is unlike in linear simulations where where such a dependence exists (Dominski et al.
2015).
The net contribution RSsi from the self-interaction mechanism to Reynolds stress can
be obtained by summing R˜Skx0,ky (x) over all kys and all ballooning angles (measured by
kx0; see (2.16)):
RSsi(x) =
∑
ky>0
RˆS
si
ky (x) (5.9)
where
RˆS
si
ky =
piky sˆ∑
kx0=−piky sˆ
R˜Skx0,ky (x). (5.10)
In figure 9, the self-interaction contribution ∂2RSsi/∂x2 from a particular ky in full
turbulence simulation is plotted. The dashed lines denote the time average of ∂2RˆS
si
ky/∂x
2
for kyρi = 0.28, normalised by the RMS in time of total ∂2RˆSky/∂x2, in simulations
with kinetic (blue) and adiabatic (red) electrons; the total Reynolds stress contribution
RˆSky from a given ky being defined in (5.5). This diagnostic simultaneously measures
the relative importance of self-interaction drive of zonal flows with respect to the total
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Figure 13. (a) Each ky contribution of 〈∂2RS/∂x2〉t plotted as a function of the radial
coordinate x. (b) Total 〈∂2RS/∂x2〉t plotted vs x. Dashed line denote the standard deviation.
Results correspond to the non-linear simulation described in table 1, with ky,minρi = 0.035,
R/LT,i = 6 and kinetic electrons.
contribution to Reynolds stress drive from the considered ky, as well as how good its
phase/sign is fixed in time. One notes that, since for a given ky, eigenmode with kx0 = 0
is the most unstable/dominant, similar results are obtained for R˜Skx0=0,ky (x) as well,
instead of RˆS
si
ky in this diagnostic. From figure 9, one can conclude that, in full turbulence
simulations with kinetic electrons, each ky contribution ∂2RˆS
si
ky/∂x
2 from self-interaction
is significant. Furthermore, it is a sinusoidal with a period of 1/ky sˆ and maintains the
same sign at each radial position (although with randomly varying amplitude in time, as
will be shown at the end of §5.6). In particular, ∂2RˆS
si
ky/∂x
2 is zero at MRSs, negative to
the left and positive to the right. Whereas with adiabatic electrons, the self-interaction
contribution is weak, does not have a fixed sign, and essentially averages out to zero
over time. Further, with kinetic electrons, these significant time-averaged self-interaction
contributions, localized at MRSs of each ky, align at LMRSs, driving time-averaged
zonal flows at these radial positions. Whereas, away from LMRSs, the time-averaged self-
interaction contributions ∂2RˆS
si
ky/∂x
2 from each ky are spatially misaligned and cancel
each other out, resulting in relatively negligible time averaged zonal flow levels.
In figure 13, the time average of the total ∂2RˆSky/∂x2 is plotted as a function of both
position x and wavenumber ky. While between LMRSs, ∂2RˆSky/∂x2 follows essentially
the same spatial orientation (phase) as ∂2RˆS
si
ky/∂x
2 in figure 9, near LMRSs, there is
a reversal of spatial phase. We suspect this to be a result of the back reaction of zonal
modes driven by self-interaction on turbulence. At the moment, we postpone further
analysis on this to a later time.
Recall from earlier in this subsection that in kinetic electron turbulence simulations,
the self-interaction contribution from a given ky 6= 0 is effectively reduced to driving the
zonal Fourier modes with k′x = ±2piky sˆ. The combined self-interacting contributions from
the various kys therefore drive zonal Fourier modes with kx = 2pipsˆky,min, where p ∈ Z.
This can be seen as peaks in the kx-spectra of the time-averaged shearing rate 〈ωeff〉t,
shown with blue dashed line in figure 14 and correspond to the time-constant structures
at LMRSs separated by ∆xLMRS = 1/sˆky,min in figure 5. Given that, in the case of
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Figure 14. kx spectra of the effective shearing rate ωeff in turbulence simulations with
adiabatic (red) and kinetic (blue) electrons. Corresponding parameters are given in table 1,
with ky,minρi = 0.035 and R/LT,i = 6. Solid lines and dashed lines represent time average of the
amplitude and amplitude of the time average of ωeff respectively. All traces are normalised by
corresponding maximum linear growth rate γmax. Vertical dotted lines indicate positions where
kx = 2pipsˆky,min; p ∈ Z.
the reference turbulence simulation with kinetic electrons, the highest contribution to
heat flux (see figure 7(b)) and the |Φ|2 amplitude spectra is at kyρi ∼ 0.21 and that
for a given ky, eigenmodes with kx0 = 0 are the most dominant, the zonal mode with
kxρi ∼ 2pisˆ × 0.21 ∼ 1.06 are driven strongly via the self-interaction mechanism and
hence has the highest value in the kx-spectra of shearing rate. Similarly, those kys with
lower heat flux and amplitude contributions, contribute lesser towards the self-interaction
mechanism and thereby explains the number and position of peaks in the kx-spectra of
shearing rate with kinetic electrons in figure 14.
Solid red line in figure 14 denotes the kx-spectra of ωeff in the simulation with
adiabatic electron response. These zonal Fourier modes are driven predominantly by
modulational instability. In the next subsection, we test, if consequently, as a result
of the frequency matching involved in the modulational instability mechanism, those
zonal modes having high shearing rate amplitudes end up playing a major role in pacing
the dynamics of much of the (kx, ky 6= 0) Fourier modes in adiabatic electron simulations.
5.6. Evidence of modulational instability in turbulence simulations. Bicoherence and
correlation analysis.
In this subsection, we verify in fully developed turbulence simulations, that indeed
with adiabatic electron response, zonal flows are driven predominantly via modulational
instability, as found in reduced simulations in §5.4 and as discussed in §5.5. We test this
by doing a bicoherence-like analysis. We simultaneously show that, as a consequence, this
leads to correlated contributions from the various kys to the Reynolds stress drive of zonal
modes. We furthermore show that in kinetic electron simulations, the self-interaction
contributions to Reynolds stress from the various kys are random in time and decorrelated
with each other.
As already discussed earlier, modulational instability mechanism involves resonant 3-
wave interactions which require frequency matching. The strength of a particular resonant
interaction between the 3 Fourier modes, k = (kx, ky), the zonal mode k′ = (k′x, 0) and
daughter mode k′′ = k−k′ = (kx−k′x, ky), can thus be measured via a bicoherence-type
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analysis, essentially involving the time-average of the triplet product
T (k ; +k′) = Φˆk(t)Φˆ∗k′(t)Φˆ
∗
k′′(t) (5.11)
where Φˆq(t) ∼ exp[−i(ωqt + φq)] is the complex time dependent amplitude of the
electrostatic field with any Fourier mode q, having a frequency ωq, initial phase φq,
and evaluated at z=0. If the Fourier modes [k,k′,k′′ = k−k′] are frequency matched in
the simulation time, i.e. ωk = ωk′ + ωk′′ , then 〈T (k ; +k′)〉t 6= 0, where 〈.〉t stands for
the time-average over the simulation time.
Here, we remark that, for a given set of Fourier modes [k,k′,k′′ = k − k′] under
frequency matching condition, different resonant decay mechanisms could be possible,
each with a specific phase difference ∆φ = φk − φk′ − φk′′ associated to it. Hence, a
non-zero time average 〈T (k ; +k′)〉t over the simulation time is indicative of a particular
resonant decay mechanism being persistent throughout the simulation.
Now, a normalised measure of the strength of the resonant 3-wave interaction can be
calculated by the following estimate:
bN (k ; +k
′) =
|〈T (k ; +k′)〉t|
〈|T (k ; +k′)|〉t , (5.12)
defined as the bicoherence between the Fourier triplet [k,k′,k′′ = k−k′]. Note 0 6 bN 6
1. Further, bN (k ; +k′) ' 1 indicates a fully resonant 3-wave interaction between k, k′′
and the zonal mode k′, while bN ' 0 indicates a non-resonant process. Since modulational
instability is a simultaneous resonant interaction between both triplets [k,k′,k′′ = k−k′]
and [k,−k′,k′′′ = k+ k′], we define total bicoherence
BN (k ;k
′) = (bN (k ; +k′) + bN (k ;−k′))/2, (5.13)
such that a value of BN ' 1 indicates a fully resonant modulational instability mecha-
nism. In general, values of BN closer to zero are indicative of non-resonant interactions
while larger values of BN are characteristic of modulational instability mechanisms.
Figure 15(a) shows BN (k ;k′) as a function of k = (kx, ky), in the reference simulation
with adiabatic electrons, for the fixed zonal mode with k′ = (k′x = 0.13ρ
−1
i , 0) which
has the highest contribution to the zonal shearing rate kx-spectra (see solid red line in
figure 14). One can see that most k = (kx, ky) have high values of BN & 0.3, reflecting
the dominance of resonant 3-wave interaction processes. Whereas in figure 15(b), corre-
sponding kinetic electron simulation result for the zonal mode with k′ = (k′x = 0.26ρ
−1
i , 0)
having highest contribution to the shearing rate kx-spectra shows much smaller values
of BN , indicating much weaker resonant 3-wave interactions. Similar differences are seen
between adiabatic and kinetic electron results for other zonal modes k′ = (k′x, 0) as well.
Note that, for a given zonal mode k′ = (k′x, 0), under wave vector matching condition,
one has the following approximate estimate between associated triple products and the
Reynolds stress contributions driving the particular zonal mode:∑
kx
T (k ;k′) ∼ Φˆ∗k′RˆSky , (5.14)
where RˆSky has been defined in equation (5.5). Now, if 〈T (k ;k′)〉t (and the corresponding
total bicoherence BN (k ;k′)) for multiple Fourier modes k = (kx, ky) are simultaneously
significant for the same dominant zonal mode k′ (as is the case in figure 15(a) for adiabatic
electron simulation), then based on (5.14) one can conclude that the Reynolds stress
contributions RˆSky from the various kys tend to be in phase with the particular zonal
mode. This implies a coherent and thus correlated contributions (drives) from these
various RˆSky (∂2RˆSky/∂x2). To verify this explicitly, we define an effective correlation
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Figure 15. The bicoherence level BN , as defined by equation (5.13), in (a) adiabatic and
(b) kinetic electron turbulence simulations, for the zonal modes with k′xρi = 0.13 and 0.26
respectively. Results correspond to simulations with parameters as given in table 1, with
ky,minρi = 0.035 and R/LTi = 6.
function CRS measuring the average correlation between all pairs of [∂2RˆSky,1/∂x2,
∂2RˆSky,2/∂x
2] for ky,1 6= ky,2:
CRS[f ] =
∑
ky,i, ky,j
ky,j>ky,i
Cov[fˆky,i , fˆky,j ]
σ[fˆky,i ]σ[fˆky,j ]
/ ∑
ky,i, ky,j
ky,j>ky,i
1 . (5.15)
f = ∂2RS/∂x2, fˆky= ∂2RˆSky (x)/∂x2, covariance Cov[a, b] = (σ2[a+ b]−σ2[a]−σ2[b])/2,
and variance σ2[a] = 〈|a − 〈a〉t|2〉t, with 〈.〉t representing average over simulation time.
Note that CRS ∈ [0, 1], with 1 corresponding to perfect correlation between Reynolds
stress drive from all kys and 0 corresponding to total decorrelation between them. In
figure 16, CRS is plotted as a function of the radial position x, for adiabatic and kinetic
electron turbulence simulations. We can find that CRS[∂2RS/∂x2] for adiabatic electron
case (solid red line) only shows ∼ 7% correlation. However the important point to note is
that this is roughly an order of magnitude higher than that for kinetic electron simulation
(solid blue line). Thus, this diagnostic verifies that in adiabatic electron turbulence
simulations where modulational instability mechanism is stronger, Reynolds stress drive
∂2RˆSky/∂x
2 from the various kys are indeed more correlated with each other, when
compared to kinetic electron simulations where modulational instability mechanism is
weaker.
The same correlation diagnostic is now performed on the self-interacting part of
Reynolds stress in kinetic electron simulations. In figure 16, the correlation between
the ky contributions to ∂2RSsi/∂x2, measured by CRS[∂2RSsi/∂x2], is found to be nearly
zero. This implies that, each ky contribution to ∂2RSsi/∂x2 at a given radial position
(while in general having a fixed sign) has an amplitude that is completely independent
and decorrelated with each other. The self-interaction drive of zonal modes from each ky
thus acts like random ’kicks’. Consequently, if the decorrelated (incoherent) contributions
from the self-interaction mechanism becomes significant, it may disrupt the (coherent)
modulational instability interactions. We interpret this as being the cause for lower
bicoherence values of BN in figure 15(b), as well as the lower level of CRS[∂2RS/∂x2]
in figure 16 with kinetic electrons as compared to adiabatic electrons. Further evidence
for this interpretation is provided in the next section.
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Figure 16. Correlation between the ky modes of ∂2RS/∂x2, as defined by equation (5.15),
as a function of x in turbulence simulations with kinetic (solid blue line) and adiabatic (solid
red line) electrons. Corresponding parameters are given in table 1, with ky,minρi = 0.035 and
R/LT,i = 6. Correlation between the ky modes of self-interacting contribution ∂2RSsi/∂x2 in
the simulation with kinetic electrons is shown with dashed blue line.
6. Estimating the reduction in zonal flow drive from self-interaction
as ky,minρi → 0
The low temporal correlation between the various ky contributions to the Reynolds
stress drive ∂2RS/∂x2 of zonal flows in kinetic electron simulations, which appears to be
the result of strong self-interaction mechanism, could explain the decrease in the level of
shearing rate ωeff associated to fluctuating E × B zonal flows with decreasing ky,minρi
(discussed in §4, in particular in figure 6(c)), using simple statistical arguments described
as follows.
To start with, let us assume that the fluctuation energy density, proportional to
amplitude density |Φ|2 of the fluctuating electrostatic field Φ, remains the same across
the simulations with different ky,mins. Consequently the amplitude |Φˆky |2 of each ky
Fourier component of the electrostatic field scales as 1/Ny where Ny is the number of
participating modes, according to the following estimate based on Parseval’s identity:
1
Ly
∫ Ly
0
|Φ|2dy =
Ny∑
ky=0
|Φˆky |2 = constant =⇒ |Φˆky |2 ∼
1
Ny
. (6.1)
Here, Φˆky is defined as per the relation
Φ(x, y, z) =
∑
ky
Φˆky (x, z)e
ikyy. (6.2)
Since Reynolds stress is a quadratic quantity in Φ, the scaling in relation 6.1 also
implies that each ky contribution to the Reynolds stress drive scales as ∂2RˆSky/∂x2 ∼
|Φˆky |2 ∼ 1/Ny. Since Ny = ky,max/ky,min and ky,max remains the same across simulations
in the ky,min scan, one also has 1/Ny ∼ ky,min.
Now, further assuming the various ky contributions to Reynolds stress drive
∂2RˆSky/∂x
2 to be nearly fully decorrelated (characteristic of kinetic electron
simulations; see figure 16), the variance of the total Reynolds stress drive ∂2RS/∂x2 =
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Figure 17. Triangles: Standard deviation 〈SD(∂2RS/∂x2)〉x,t of Reynolds stress drive plotted
as a function of ky,min in log-log scale, in turbulence simulations with kinetic electrons.
Corresponding parameters are given in table 1, with R/LT,i = 6. Fit (dashed-dotted line)
shows scaling ∼ (ky,minρi)0.22. Squares: 〈|Φˆ|2〉x,z,t(kyρi = 0.28) plotted as a function of ky,min,
in the same set of simulations. Fit (dashed line) shows scaling ∼ (ky,minρi)0.73
.
∑
ky
∂2RˆSky/∂x
2 becomes the sum of variances of all ky contributions:
Var
∑
ky
∂2
∂x2
RˆSky
 '∑
ky
Var
(
∂2
∂x2
RˆSky
)
∼ Ny 1
Ny
2 ∼
1
Ny
∼ ky,min, (6.3)
having made use of Var(∂2RˆSky/∂x2) ∼ 1/N2y , given that ∂2RˆSky/∂x2 ∼ 1/N2y . We
therefore expect the standard deviation SD of the Reynolds stress drive ∂2RS/∂x2 to
scale as SD = Var0.5 ∼ k0.5y,min. Further, since ∂2RS/∂x2 is a proxy for the drive of zonal
flows, this explains a decrease in the standard deviation of ωeff with decreasing ky,min.
From the ky,min scan performed with kinetic electrons, R/LT,i = 6 and other pa-
rameters as given in Table 1, we find that the x and time-averaged standard deviation
〈SD(∂2RS/∂x2)〉x,t of the Reynolds stress drive actually scales as k0.22y,min, as shown in
figure 17. This mismatch between the expected and observed scalings pushes us to
reconsider the assumptions made that led to the estimate SD ∼ k0.5y,min.
The small but non-zero value of the correlation between the ky contributions of
∂2RS/∂x2 in these simulations (see solid blue line in figure 16) may account for a
small part of the discrepancy. However, the primary cause seems to arise from the
faulty assumption of constant fluctuation energy density across simulations with different
ky,mins. As the zonal flow shearing rate decreases with decreasing ky,min, the energy
density in the system tends to increase, so that the estimate made in relation 6.1 has to
be reconsidered. This is confirmed in figure 17 where the same set of simulations show
〈|Φˆky |2〉x,z,t ∼ k0.73y,min, for kyρi = 0.28 having a significant amplitude in the ky-spectra of
|Φ|2 and heat flux. Using this scaling ∂2RˆSky/∂x2 ∼ |Φˆky |2 ∼ k0.73y,min in place of ∼ k1y,min
in (6.3), we get
Var
∑
ky
∂2
∂x2
RˆSky
 '∑
ky
Var
(
∂2
∂x2
RˆSky
)
∼ 1
ky,min
(k0.73y,min)
2 ∼ k0.46y,min, (6.4)
i.e. the standard deviation of ∂2RS/∂x2 scales as SD = Var0.5 ∼ k0.23y,min, which is very
close to the observed trend of 〈SD(∂2RS/∂x2)〉x,t ∼ k0.22y,min.
32 Ajay C. J., S. Brunner, B. McMillan, J. Ball, J. Dominski, G. Merlo
7. Conclusions
In this paper, we have addressed the self-interaction mechanism and how it affects the
drive of zonal flows in ion-scale gyrokinetic turbulence simulations. The basic mechanism
of self-interaction is the process by which a microinstability eigenmode non-linearly inter-
acts with itself, generating a Reynolds stress contribution localised at its corresponding
MRS (figure 9). Compared to adiabatic electron simulations, this effect is more prominent
in kinetic electron simulations. The origin of this increased self-interaction in kinetic
electron simulations is the result of the non-adiabatic passing electron response at MRSs
leading to fine slab-like structures at these radial positions, reflected as well by broadened
ballooning structures of the eigenmodes (figure 2).
These self-interacting contributions from various eigenmodes to Reynolds stress radi-
ally align at low order MRSs to generate significant stationary zonal flow shear layers at
these positions. However, given that low order MRSs occupy only a tiny radial fraction
of core tokamak plasmas, we have focused primarily on how self-interaction affects the
drive of zonal flows between the low order MRSs. We have found that self-interaction
plays an important role in generating fluctuating zonal flows, in fact throughout the full
radial extent. These fluctuating components of zonal flows are furthermore found to be
critical to regulating transport levels.
These findings were obtained by studying the self-interaction contributions to Reynolds
stress drive from the various microturbulence modes by focusing on their statistical
properties. Critical to this approach has been to vary the number of significant toroidal
modes participating in our turbulence simulations by performing scans over ky,minρi.
In these turbulence simulations, using correlation analysis (see figure 16), we have
in particular shown that the amplitude of the Reynolds stress contributions from self-
interaction of each microturbulence mode are essentially random and decorrelated with
each other. In the case of kinetic electron simulations, the significant self-interaction
mechanism can in this way disrupt the coherent contributions from the alternative zonal
flow drive process provided by the modulational instability mechanism, as reflected by the
corresponding weak bicoherence analysis estimates presented in figure 15. In simulations
with adiabatic electrons however, for which self-interaction is weak, bicoherence estimates
reflect strong resonant 3 wave interactions, characteristic of the Modulational instability
process being dominant in this case.
Using simple statistical scaling arguments we have then demonstrated how such a
decorrelated drive from the self-interaction of various microturbulence modes could
in turn explain the observed decrease in shearing rate associated to fluctuating zonal
flows with decreasing ky,minρi. Assuming that the zonal flow shearing mechanism is the
dominant saturation mechanism at play, this in turn could lead to an increase in gyro-
Bohm normalised heat and particle flux levels as ky,minρi → 0. Such an increase in fluxes
is observed in kinetic electron simulations, for turbulence regimes far from marginal
stability, where the flux levels appear to present a clear non-convergence, at least in the
ky,minρi range considered in our scan, where they scale as (ky,minρi)α, with α < 0 (blue
line in figure 7(a)). Closer to marginal stability however (green line in figure 7(a)), the
gyro-Bohm normalised flux levels in kinetic electrons simulations appear to converge as
ky,minρi decreases. This convergence in fluxes is observed despite a decrease in (the total
RMS, time average and standard deviation of) the shearing rate associated to zonal flows
(as shown by green lines in figure 6(a-c)). One could attribute this apparent mismatch to
the more complex dynamics of turbulence close to marginal stability, including perhaps
other dominant saturation mechanisms, for instance via damped eigenmodes (Hatch et al.
2011).
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Since ky,minρi ∼ ρ∗, one can interpret the decrease in zonal flow shearing rates and the
possible associated increase in heat and particle flux levels for ky,minρi → 0 as a finite
machine size effect still present in the flux-tube simulations. This may appear surprising,
since the flux-tube model a priori assumes a converged limit of ρ∗ → 0. Given this fact,
one may possibly deal in practice with this convergence issue of flux-tube simulations
with respect to ky,minρi in two ways:
1. One approach has the intent of correctly resolving this physical finite ρ∗ effect,
but to be accurate, this requires considering the physical ky,minρi value (i.e. related
to nmin = 1) of the tokamak plasma conditions one is studying, which corresponds to
the flux-tube covering the full reference flux-surface in both the poloidal and toroidal
directions.
This can be practically quite challenging, even for flux-tube simulations relevant for a
medium-sized tokamak. A scan in ky,min, even when limited to ion scale turbulence, is
numerically quite costly, as it involves computations of larger and larger systems along
y as ky,min is decreased. For DIII-D for example, with ρ? ' 1/300, for a full flux-surface
(nmin = 1) located at mid-radius of the plasma (r0/a = 0.5), for q0 = 1.4 considered
here, the value of ky,minρi = ρ∗nminq0a/r0 ' 0.014 is approximately equal to the lowest
value of ky,minρi = 0.0175 considered in our scan. That is, we have not considered large
machines such as JET (ρ∗ ' 1/600) and ITER (ρ∗ ' 1/1000), whose corresponding
values of ky,minρi are 0.0047 and 0.0028 respectively.
Therefore in practice, if the simulation results (including heat and particle fluxes, shearing
rate associated to zonal flows, radial correlation length of turbulent eddies etc.) are
found to be converged for values of ky,minρi larger than that corresponding to the
physical machine one is interested in, then naturally one does not need to simulate the
full physical flux-surface, as the system size effect of self-interaction has also saturated
(become insignificant). However, if no such convergence is observed in ky,minρi, then one
should use the ky,minρi corresponding to the physical machine and correctly account for
the effect of self-interaction (Ball et al. 2020).
Note that, with this approach of using flux-tube simulations to physically resolve the
particular finite system size effect resulting from the self-interaction mechanism, the
other finite ρ∗ effects such as profile shearing are missing. Therefore if one wants to
study how self-interaction competes with other finite ρ∗ effects, either global simulations
should be used, or local simulations that treat these other finite ρ∗ effects explicitly such
as the one in reference (Candy et al. 2020) should be used. In global simulations too,
the full flux-surface will have to be modelled to accurately account for self-interaction,
in the sense that a simulation volume covering only a toroidal wedge, i.e. nmin > 1, is in
general insufficient.
2. As a second approach, one can entirely remove the effects of self-interaction, to
obtain the true ρ∗ → 0 flux-tube limit. It involves increasing the parallel length of the
simulation volume along the magnetic field until convergence is observed (Beer et al.
1995; Ball et al. 2020). That is, the flux-tube is made to undergo multiple poloidal turns,
instead of the one 2pi turn usually considered, before it connects back onto itself. Given
that self-interaction is a result of microinstability eigenmodes ‘biting their tails’ after
one poloidal turn at corresponding MRSs, this approach weakens the self-interaction
mechanism.
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