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Guaranteed simulation error bounds
for linear time invariant systems identified from data
Marco Lauricella and Lorenzo Fagiano
Abstract
This is a technical report that extends and clarifies the results presented in [1].
I. PROBLEM FORMULATION
Consider a discrete time, asymptotically stable, strictly proper linear time invariant system, with input u(k) ∈ R and
output z(k) ∈ R, where k ∈ Z is the discrete time variable. The state-space representation of the system dynamics is given
by:
x(k + 1) = Ax(k) +Bu(k)
z(k) = Cx(k)
(1)
where x ∈ Rn is the system state. The output measurement y(k) is affected by an additive disturbance d(k):
y(k) = z(k) + d(k), (2)
Assumption 1: (Disturbance and input bounds)
• |d(k)|≤ d¯0, ∀k ∈ Z.
• u(k) ∈ U ⊂ R, ∀k ∈ Z, U compact.
Assumption 2: (Observability and reachability) The system at hand is completely observable and reachable.
Assumption 2 is made for simplicity, as it can be relaxed by considering only the observable and controllable sub-space of
the system state. For a given value of k and of prediction horizon p ∈ N, we have z(k+p) = CApx(k)+C
p∑
i=1
giu(k+p−i),
where gi = A
i−1B. Under Assumption 2, this can be equivalently written as:
z(k + p) = [ZTn (k) U
T
p,n(k)]︸ ︷︷ ︸
ψp(k)T
[
θ0p,z
θ0p,u
]
︸ ︷︷ ︸
θ0p
= ψp(k)
T θ0p, (3)
where T denotes the matrix transpose operation, and:
Zn(k)
.
=


z(k)
z(k − 1)
...
z(k − n+ 1)

 , Up,n(k) .=


u(k + p− 1)
u(k + p− 2)
...
u(k − n+ 1)

 . (4)
It is well-known that, for an asymptotically stable system, the parameters θ
0,(i)
p are subject to the following bounds:
|θ
0,(i)
p,u | ≤ Luρ
i, i = 1, . . . , p+ n− 1
|θ
0,(i)
p,z | ≤ Lzρ
p+i, i = 1, . . . , n− 1
, (5)
where (i) denotes the element in the i-th position of a vector. In (5), the decay rate ρ and the constants Lu and Lz depend
on the system matrices in (1); in particular, ρ is dictated by the magnitude of the system’s dominant poles. Finally, we can
write the one-step-ahead dynamics of the true system as (considering p = 1 in (3)):
z(k + 1) = ψ1(k)
T θ01 , (6)
which corresponds to a standard auto-regressive description with exogenous input (ARX). For any p > 1, the entries of the
parameter vector θ0p are polynomial functions of the entries of θ
0
1 , readily obtained by recursion of (6). We indicate this
polynomial dependency in compact form as:
θ0p = h(θ
0
1 , p, n). (7)
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As motivated in [1], we consider the problem of identifying the parameters of a one-step-ahead model of (6) from data.
To this end, we introduce the model regressor ϕp(k) ∈ R
2o+p−1, where o ∈ N is the chosen model order:
ϕp(k)
.
= [Y To (k) U
T
p,o(k)]
T , (8)
where Yo(k)
.
= [y(k) y(k− 1) . . . y(k− o+ 1)]T ∈ Ro and Up,o is defined as in (4). Then, we consider the following ARX
model structure for our one-step-ahead model:
zˆ(k + 1) = ϕ1(k)
T θ1, (9)
where zˆ(k+1) ≈ z(k+1) is the predicted one-step-ahead output, and θ1 ∈ R
2o is the model parameter vector to be estimated
from data. Simulating (i.e. iterating) the model (9) defines the following multi-step predictors for each p > 1, p ∈ N:
zˆ(k + p) = ϕp(k)
T
[
θˆp,y
θˆp,u
]
= ϕp(k)
T θˆp, (10)
where zˆ(k + p) is the predicted (i.e. simulated) p-step ahead future output, and θˆp = h(θˆ1, p, o) ∈ R
2o+p−1 is the
corresponding parameter vector, whose entries are polynomial functions of the entries of θˆ1.
Besides the possible order mismatch (i.e. o 6= n), the main difference between the model (9) and the true system (6) is that
the former employs disturbance-affected measurements y(k) of the output in its regressor, instead of the true output values
z(k). To study the effects of this difference, let us define the vector ψp,o(k)
.
= [ZTo (k) U
T
p,o(k)]
T , where Zo is obtained
as in (4). Assumption 1, along with the asymptotic stability of the system, implies that the regressors ψp,o(k) belong to a
compact set Ψp,o:
ψp,o(k) ∈ Ψp,o ⊂ R
2o+p−1, Ψp,o compact, ∀p ∈ N, ∀k ∈ Z. (11)
Consequently, ϕp(k) belongs to a compact set Φp as well:
ϕp(k) ∈ Φp = Ψp,o ⊕ Dp, ∀p ∈ N, ∀k ∈ Z, (12)
where F ⊕M = {f +m : f ∈ F, m ∈M} is the Minkowski sum of two given sets F,M , and
Dp
.
= {[d(1), . . . , d(o), 0, . . . , 0]T : |d(i)|≤ d¯0} ⊂ R
2o+p−1 (13)
is the set of all possible disturbance realizations that can affect the system output values stacked inside the regressor ϕp. In
practical applications, the sets Ψp,o and Φp depend on the input/output trajectories of the system, and they are typically not
available explicitly. However, for the sake of parameter identification we assume to have a finite number N of measured
pairs (ϕ˜p(i), y˜p(i)), where ·˜ denotes a specific sample and y˜p(i)
.
= y˜(i+ p). These sampled data define the set:
V˜
N
p
.
=
{
v˜p(i) =
[
ϕ˜p(i)
y˜p(i)
]
, i = 1, . . . , N
}
⊂ R2o+p, (14)
The continuous counterpart of V˜ Np is:
Vp
.
=
{
vp =
[
ϕp
yp
]
: yp ∈ Yp(ϕp), ∀ϕp ∈ Φp
}
⊂ R2o+p, (15)
where Yp(ϕp) ⊂ R is the compact set of all possible measured output values corresponding to every value of ϕp ∈ Φp and
every disturbance realization d : |d|≤ d¯0.
Assumption 3: (Informative content of data) For any β > 0, there exists a value of N <∞ such that:
d2
(
Vp, V˜
N
p
)
≤ β,
where d2
(
Vp, V˜
N
p
)
.
= max
v1∈Vp
min
v2∈V˜ Np
‖v2 − v1‖2 represents the distance between the two sets.
The meaning of Assumption 3 is that, by adding more points to the measured data-set, the set of all the trajectories of
interest is densely covered, leading to lim
N→∞
d2
(
Vp, V˜
N
p
)
= 0. This corresponds to a persistence of excitation condition,
plus a bound-exploring property of the variable d(k).
We can now state the problem addressed in this paper.
Problem 1: Under Assumptions 1-3, use the available data (14) to:
a) estimate the disturbance bound d¯0, the system order n, and the decay rate ρ;
b) identify the parameters of the model (9) according to a suitable optimality criterion, together with associated guaranteed
bounds on the simulation (i.e. multi-step prediction) error |z(k+p)−zˆ(k+p)|, p = 1, . . . , p, where p¯ <∞ is a maximum
simulation horizon of interest.
We provide next an approach, based on multi-step Set Membership (SM) identification, to address point a) of Problem 1,
and to obtain worst-case bounds useful to solve point b) as well.
II. MULTI-STEP SET MEMBERSHIP IDENTIFICATION OF LINEAR SYSTEMS
A. Preliminary results
We start by recalling results derived in [2], which we employ and complement with further ones in the next sections.
Consider a generic p ∈ N and a generic parameter vector θp defining a multi-step predictor ϕp(k)
T θp ≈ z(k + p) (not
necessarily computed by iterating a one-step-ahead model). By denoting the error between the system output and such an
estimate as εp(θp, ϕp(k)) = z(k + p)− ϕp(k)
T θp, under Assumption 1 it follows that:∣∣y(k + p)− ϕp(k)T θp∣∣ ≤ ε¯p(θp) + d¯, (16)
where ε¯p(θp) represents the global error bound produced by θp (termed “global” since it holds for all possible regressor
values in the set Φp), and d¯ ≥ 0 is an estimate of the true disturbance bound d¯0. ε¯p(θp) is given by:
ε¯p(θp) =min
ε∈R
ε subject to
∣∣yp − ϕTp θp∣∣ ≤ ε+ d¯, ∀(ϕp, yp) :
[
ϕp
yp
]
∈ Vp
(17)
This bound cannot be computed exactly in practice, with a finite set of data points. In [2], a method for estimating ε¯p(θp) is
proposed, along with the proof that this estimate, denoted with λp, converges to ε¯p from below under suitable assumptions.
λp is obtained by solving the following linear program (LP):
λp = min
θp,λ≥0
λ subject to
∣∣y˜p − ϕ˜Tp θp∣∣ ≤ λ+ d¯, ∀(ϕ˜p, y˜p) :
[
ϕ˜p
y˜p
]
∈ V˜ Np
(18)
Then, the estimate is inflated to account for the uncertainty due to the use of a finite number of measurements, leading to:
ˆ¯εp = αλp, α > 1. (19)
We can now recall the Feasible Parameter Set (FPS) Θp, which is the tightest set of parameter values that are consistent
with the information coming from data and disturbance bound estimate:
Θp =
{
θp : |y˜p − ϕ˜
T
p θp|≤ ˆ¯εp + d¯, ∀(ϕ˜p, y˜p) :
[
ϕ˜p
y˜p
]
∈ V˜ Np
}
(20)
If the FPS is bounded, it results in a polytope with at most N faces (if it is unbounded, then the employed data are not
informative enough and new data should be collected). Now, the FPS can be used to derive a global bound on the prediction
error produced by a given value of θp, indicated with τp(θp):
|z(k + p)− zˆ(k + p)|≤ τp(θp)
τp(θp) = max
ϕp∈Φp
max
θ∈Θp
|ϕTp (θ − θp)|+ˆ¯εp.
(21)
Similarly to ε¯p, also τp(θp) cannot be computed exactly with a finite data set. An estimate is given by:
τp(θp) = max
ϕ˜p∈V˜ Np
max
θ∈Θp
|ϕTp (θ − θp)|+ˆ¯εp. (22)
τp(θp) converges to its counterpart τp(θp) from below as N increases under Assumption 3, see [2]. In practical applications,
we inflate τp(θp) as well, in order to compensate for the uncertainty deriving from the usage of a finite data-set:
τˆp(θp) = γ
(
max
ϕ˜p∈V˜ Np
max
θ∈Θp
∣∣ϕTp (θ − θp)∣∣
)
+ ˆ¯εp, γ > 1. (23)
Assumption 4: (Estimated error bounds) The estimated values of ˆ¯εp and τˆp(θp) are larger than the corresponding true
bounds ε¯p and τp(θp), respectively.
Remark 1: (On the choice of α and γ) The parameter α can be chosen sufficiently close to 1 if N is big enough to
‘guarantee’ that the experiment performed on the system is informative enough. A value of α that is too high will lead to
a conservative error bound and larger FPSs, reducing the performance of the estimate. Similarly, with a large enough value
of N , γ can be chosen really close to 1 and still satisfy Assumption 4. An excessive value of γ will produce a conservative
error bound τ , which could be far from the real performance achieved by the identified model. In a sense, α and γ express
how much one is confident on the informative content of the identification experiment.
B. New results on the estimated multi-step error bounds
We present two results showing additional properties of the quantity λp (18). These provide a theoretical justification to
the estimation procedures for the disturbance bound d¯0, system order n, and decay rate ρ, which we propose in Section
II-C.
Let us define:
λp
.
= min
θp∈Ω
max[
ϕp
yp
]
∈Vp
(∣∣yp − ϕTp θp∣∣− d¯) . (24)
In (24), Ω ⊂ R2o+p−1 represents a compact approximation of the real set R2o+p−1: it can be chosen e.g. by considering
box constraints of ±1015 on each element of the parameter vector. This is a technical assumption that allows us to use the
maximum and minimum operators, instead of supremum and infimum.
Assumption 5: (Predictor order) The estimated order o is chosen such that o ≥ n.
As indicated in Section II-C, this assumption can be satisfied by initially over-estimating the system order, since the results
presented below are not affected by the chosen value of o, as long as it is larger than n.
Remark 2: With a slight abuse of notation, in the remainder we imply that, when o 6= n, the parameter vectors θp (if
o < n), or θ0p (if o > n), are appropriately padded with zero entries to equate their dimensions, thus keeping consistency of
all matrix operations.
Theorem 1: Consider the asymptotically stable system (1). If Assumptions 1-3 and 5 hold, then:
1) λp
p→∞
−−−→ (d¯0 − d¯)
2) λp ≤ λp
3) ∀η ∈ (0, λp], ∃N <∞ : λp ≥ λp − η
Proof: See the appendix.
Corollary 1: Consider the asymptotically stable system (1). If Assumptions 1-3 and 5 hold, and if the disturbance bound
is correctly chosen as d¯ = d¯0, then:
λp = d¯0‖θ
0
p,z‖1≤ n d¯0 Lz ρ
p+1 (25)
Proof: See the appendix.
Remark 3: Theorem 1 and Corollary 1 imply two consequences that are useful for model identification. The first is that,
when d¯ = d¯0 and o < n, λp converges to a non-zero value as p increases, which is due to the model order mismatch. The
rationale behind this statement is that, when o < n, there exists a choice of ϕp and yp inside Vp such that it is not possible
to find a θp able to bring the error ϕ
T
p (θ
0
p − θp) to zero. This observation will be used to estimate the model order in the
next section. The second consequence is that λp
p→∞
−−−→ 0 with the same decay rate as that of the true system parameters,
thus providing a way to estimate the latter.
Remark 4: Here we resort to the result demonstrated in [2], which provides us with guarantees that the estimated λp
converges to λp from below as N grows, meaning that also λp will undergo by the properties described by Theorem 1 and
Corollary 1.
C. Estimation of disturbance bound, system order, and decay rate
From Theorem 1 it follows that, for N → ∞ and o ≥ n, picking a disturbance bound estimate d¯ ≥ d¯0 results in λp
converging to zero as p increases; instead, choosing d¯ < d¯0 results in λp converging to a non-zero value. We resort to this
property to estimate the value of the disturbance bound, as described by Procedure 1.
Procedure 1 Estimation of d¯0
1) Choose a large value as initial guess of o.
2) Set a starting value of d¯ small enough to have d¯ < d¯0.
3) Gradually increase d¯, recalculating each time λp, until the first value of d¯ under which ∃p¯ : λp = 0 ∀p > p¯ is found.
4) The obtained d¯ corresponds to the disturbance bound, and the related p¯ represents the system settling time.
Then, we propose an approach, based on the observation reported in Remark 3, to estimate the minimal model order that
verifies Assumption 5, as described by Procedure 2.
Finally, the observed decay rate of λp can be used to estimate the exponentially decaying trends (5) of the system. In
particular, our goal is to derive quantities ρˆ ≈ ρ, Lˆz ≈ Lz , and Lˆu ≈ Lu.
Let us define fε
.
=
[
ˆ¯ε1 · · · ˆ¯εpmax
]T
, where ˆ¯εp is obtained from (19) with d¯ resulting from Procedure 1, and pmax > p¯.
Let us also define, for given values of Lˆ and ρˆ, the quantities gLρ(p)
.
= Lˆρˆp, p ∈ [1, pmax]. Then, we solve the following
Procedure 2 Estimation of n
1) Set d¯ and p¯ to the values resulting from Procedure 1.
2) Choose a large value as initial guess of o.
3) Gradually decrease o, recalculating each time λp, until the first value of o under which ∃p > p¯ : λp > 0 is found.
4) The last value of o under which λp = 0 ∀p > p¯ will be the minimal predictor order.
optimization problem to compute ρˆ: [
Lˆ, ρˆ
]
=arg min
L,ρ
∥∥fε − gLρ∥∥22
subject to
gLρ  f ε
L > 0, 0 < ρ < 1
(26)
where gLρ =
[
gLρ(1) · · · gLρ(pmax)
]T
. In practice, the computed value of ρˆ minimizes the quadratic norm of the
difference between ˆ¯εp (i.e. the observed decay rate) and gLρ(p) (the theoretical exponential decay rate). Supported by
Corollary 1, this estimate of ρˆ is consistent with the system decay rate. However, we still need to estimate suitable values
of Lˆz, Lˆu. For the former, we exploit the FPSs Θp considering the parameters pertaining to the output values inside the
regressors ϕp:
Lˆz =
(
max
p∈[1,p¯]
max
θp∈Θp
max
i=1,...,o
θ(i)p
)/
ρˆ . (27)
Regarding Lˆu, we instead consider the parameters pertaining to the o most recent input values inside the regressors ϕp:
Lˆu =
(
max
p∈[1,p¯]
max
θp∈Θp
max
i=o+1,...,2o
θ(i)p
)/
ρˆ . (28)
Indeed, the magnitude of these parameters is not affected by the decay rate and it can be used to estimate the true bounds
Lz and Lu (see (5)).
III. IDENTIFICATION OF ONE-STEP-AHEAD PREDICTORS WITH GUARANTEED SIMULATION ERROR BOUNDS
Exploiting the results and procedures presented in Section II, we are now in position to address part b) of Problem 1. In
particular, we present new methods to learn the parameters of one-step-ahead prediction models of the form (9), considering
the simulation (multi-step) accuracy and trying to enforce asymptotic stability of the predictor as well. The first step is to
refine the FPSs Θp (20), by adding additional constraints that take into account the estimated system decay rate.
A. Feasible Parameter Sets with constraints on the parameters decay rate
Let us define:
Γp =
{
θp : |θ
(i)
p,u|≤ Lˆuρˆ
i, ∀i ∈ [1, p+ o− 1], ∧ |θ(i)p,y|≤ Lˆzρˆ
p+i, ∀i ∈ [1, o]
}
(29)
Then, we modify the Feasible Parameter Sets as follows:
ΘLρp = Θp ∩ Γp. (30)
Assumption 6: (Estimated decay rate) The parameters of the estimated exponential decay rate are such that ρˆ ∈ [ρ, 1),
Lˆz ≥ Lz , and Lˆu ≥ Lu.
Remark 5: Under Assumptions 4, 5 and 6, it follows that θ0p ∈ Θ
Lρ
p , ∀p, i.e. each FPS (30) is non-empty and contains
the parameters of the corresponding iterated model of the system (6). These assumptions cannot be verified in practice when
a finite data-set is used. However, as long as the sets ΘLρp are non-empty (which can be easily verified, since they are all
polytopes), we can be confident that the computed estimates and prior assumptions are not invalidated by data. Whenever
ΘLρp becomes empty for some p, the estimated bounds can be enlarged until non-empty sets are obtained again.
We describe next two possible procedures to estimate θ1 (9), exploiting the modified FPSs. Both procedures are based on
nonlinear programs.
B. Method I - minimize the worst-case simulation error bound
This method is based on the concept of global error bound. Here we want to find the predictor model that minimizes the
maximum worst-case error bound, along the considered prediction horizon. This is done by solving the following problem:
θˆ1 =arg min
θ1
‖τ (θ)‖∞
subject to
θp ∈ Θ
Lρ
p , ∀p ∈ [1, p¯]
(31)
where τ (θ) =
[
τˆ1(θ1) τˆ2(θ2) · · · τˆp¯(θp¯)
]T
, θp = h(θ1, p, o), and τˆp(θp) is defined as in (23). The resulting optimization
problem is:
θˆ1 =argmin
θ1
(
max
p∈[1,p¯]
max
i=1,...,N
max
θ∈ΘLρp
∣∣ϕ˜p(i)T (θ − θp)∣∣+ ˆ¯εp
)
subject to
θp ∈ Θ
Lρ
p , ∀p ∈ [1, p¯]
(32)
Problem (32) can be rewritten into a simpler nonlinear minimization problem. First of all, the absolute value can be split in
two terms introducing the following quantity:
ϕˇp(j) =
{
ϕ˜p(j) if j ≤ N
−ϕ˜p(j) if j > N
for j = 1, . . . , 2N.
Then, by defining:
cjp = max
θ∈ΘLρp
ϕˇp(j)
T θ, j = 1, . . . , 2N, p = 1, . . . , p¯,
we can reformulate (32) as:
θˆ1 =arg min
θ1
max
p∈[1,p¯]
max
i=1,...,2N
(cjp − ϕˇp(j)
T θp)
subject to
θp ∈ Θ
Lρ
p , ∀p ∈ [1, p¯]
(33)
The optimization problem defined by (33) corresponds to:
θˆ1 =arg min
θ1
ζ
subject to
cjp − ϕˇp(j)
T θp ≤ ζ, j = 1, . . . , 2N, p = 1, . . . , p¯
θp ∈ Θ
Lρ
p , ∀p ∈ [1, p¯]
(34)
This results into a nonlinear optimization problem, having 2N linear constraints and 2N(p¯− 1) nonlinear constraints, plus
2Np¯ nonlinear constraints that requires the previous solution of 2Np¯ LP problems.
C. Method II - minimize the simulation error enforcing the exponential decay rate
Here we propose a different approach, which is based on the SEM criterion. The idea is to minimize the simulation error
produced by the one-step iterated prediction model, given a certain initial condition ϕ1(0). This results in:
θˆ1 =arg min
θ1∈Θ
Lρ
1
∥∥∥Y˜ − Zˆ(θ1)∥∥∥2
2
subject to
θp ∈ Γp, ∀p ∈ [2, N ]
(35)
where Y˜ =
[
y˜(1) y˜(2) · · · y˜(N)
]T
, Zˆ(θ1) =
[
ϕ˜1(0)T θ1 ϕ˜2(0)T θ2 · · · ϕ˜N (0)T θN
]T
, and θp = h(θ1, p, o).
Equation (35) corresponds to a nonlinear optimization problem, having 2N linear constraints.
IV. SIMULATION RESULTS
The performance of the proposed identification approaches has been assessed through their application to a simulation case
study. We resort to a SISO, asymptotically stable, underdamped system, whose output is affected by a uniformly distributed
random noise, bounded in the interval [−0.1, 0.1] (i.e. d¯0 = 0.1). The transfer function of said system is:
G(s) =
160
(s+ 10) (s2 + 0.8s+ 16)
(36)
Input and output data points are acquired with a sampling time Ts = 0.1. The data-set collected for the identification phase
and the data-set used for the validation phase contain N = 1500 and Nv = 1500 samples of each signal, respectively. The
input signal takes values in the set {−1; 0; 1} randomly every 10 time units. Fig. 1 depicts the behavior of the measured
system output during the identification experiment.
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Fig. 1. Measured system output during the identification experiment.
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Fig. 2. Estimated values of λp for different choice of the measurement disturbance bound; model order o = 5. Fig. (a): d¯ = 0.098; fig. (b): d¯ = 0.099;
fig. (c): d¯ = 0.1. The dashed vertical lines indicate the value of p¯ corresponding to each choice of d¯.
The first step of our identification procedure regards the estimation of the disturbance bound d¯. Adopting the solution
proposed in Procedure 1, and choosing an initial model order o = 5, we perform the calculation of λp for several values of
d¯. The result of this procedure is depicted in Fig. 2. We decide to set d¯ = 0.099, to which corresponds p¯ = 115. An higher
value of d¯ would result in more conservative FPSs, while a lower value is not enough to obtain λp
p→∞
−−−→ 0, which is the
desired result, as described by Procedure 1. The obtained values of d¯ and p¯ are actually consistent with the true system
parameters, as d¯0 = 0.1, and the time constant corresponding to the dominant poles of G(s) is T = 2.5, which results in a
settling time of 125 steps, under the chosen Ts.
Then, we resort to Procedure 2 to obtain an estimate of the lowest order of the predictor model that verifies Assuption 5.
The result of the mentioned procedure, for values of o from 4 to 2, is shown in Fig. 3. Here we adopt o = 3, as it satisfies
point 4) of Procedure 2; this value is consistent with the (a priori unknown) order of the considered system and verifies
Assuption 5.
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Fig. 3. Estimated values of λp for different choice of the predictor model order; disturbance bound d¯ = 0.099. Fig. (a): o = 4; fig. (b): o = 3; fig.
(c): o = 2. The dashed vertical lines indicate the value of p¯ obtained for the chosen d¯, and are used to set o at the lowest possible value such that
λp = 0, ∀p > p¯.
Having defined our choice of d¯ and o, it is now possible to perform the procedure proposed in Section II-C for the
estimation of the system decay rate. Fig. 4 depicts the results of the estimation process of ρˆ. Here ρˆ is estimated as in (26);
then, Lˆz and Lˆu are chosen as in (27) and (28), respectively. This procedure results in Lˆz = 1.8707, Lˆu = 0.6787 and
ρˆ = 0.9645. For a comparison, the true system decay rate is ρ = 0.96.
Then, the values of λp corresponding to the chosen model order o and disturbance bound d¯ are inflated according to the
coefficient α = 1.3, as motivated in Section II, while we set γ = 1.2. The resulting ˆ¯εp are used alongside d¯, Lˆz, Lˆu and ρˆ,
to define the FPSs for all the p ∈ [1, p¯], as in (30).
Finally, we adopt the identification approaches presented in Section III to estimate the parameters of the one-step-ahead
predictor, and then calculate the guaranteed accuracy bounds related to the obtained predictors, as in (23).
As benchmarks for the proposed identification approaches, we consider a one-step-ahead prediction model identified
according to the classical PEM criterion, another one identified using the SEM criterion, and the decoupled multi-step
models, identified as proposed in [2]. Each of these decoupled multi-step models is the one that minimizes the corresponding
global error bound τˆp(θ
∗
p), and that are not linked one to the other by a one-step recursion, thus they denote the optimal
performance achievable for every step p in terms of minimization of the guaranteed error bound.
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Fig. 4. Exponentially decaying bound, estimated based on λp. Solid line: estimated bound; dotted line: calculated values of ˆ¯εp.
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Fig. 5. Guaranteed worst-case error bound. Dotted line with ‘+’: multi-step approach; solid line with ‘⋄’: Method II; dashed line with ‘’: SEM approach;
dash-dot line with ‘◦’: PEM approach.
TABLE I
COMPARISON BETWEEN VALUES OF τˆp AND ep OBTAINED BY THE PROPOSED IDENTIFICATION METHODS AND THE BENCHMARK MODELS.
PEM SEM Method I Method II Multi-step
τˆp ep τˆp ep τˆp ep τˆp ep τˆp ep
p = 1 0.521 0.199 0.636 0.211 0.531 0.186 0.594 0.195 0.459 0.184
p = 10 0.857 0.367 0.557 0.197 0.536 0.163 0.504 0.158 0.433 0.193
p = 35 0.646 0.412 0.262 0.114 0.234 0.076 0.235 0.078 0.166 0.081
p = 115 0.540 0.414 0.227 0.076 0.185 0.053 0.187 0.074 0.116 0.083
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Fig. 6. Estimation error calculated over validation data. Dotted line with ‘+’: multi-step approach; solid line with ‘⋄’: Method II; dashed line with ‘’:
SEM approach; dash-dot line with ‘◦’: PEM approach.
We use as performance indicators the guaranteed error bounds and the validation errors produced by each identification
approach. The validation error for the p-step ahead model, calculated over the validation data-set, is defined as:
ep = max
k=o,...,Nv−p
|z(k + p)− zˆ(k + p)| . (37)
Fig. 5 and 6 depict the behavior of the guaranteed error bound and the validation error, respectively, corresponding to the
various identification methods. Table I presents the values of the worst-case error bound and of the validation error of the
p-step ahead model, for some values of p.
The presented numerical results show that the proposed approaches obtain better performances in terms of guaranteed
error bound and validation error, with respect to both the classic PEM and SEM approaches. In particular, the second
proposed identification method (Section III-C), which is based on the simulation error cost, is able to significantly improve
the performance (both worst-case and actual error with validation data) of the SEM estimation approach without increasing
excessively the complexity of the optimization problem.
V. CONCLUSIONS
We presented new methods to learn one-step-ahead prediction models that provide guaranteed and minimal simulation
error bounds. We resorted to the Set Membership identification framework to evaluate and optimize the worst-case simulation
error, and presented new results pertaining to the estimation of noise bound, system order, and decay rate. These estimates
are then employed to enforce a converging behavior also to the identified model. Finally, we proposed two possible methods
to identify the model, and compared them with standard PEM and SEM approaches by means of numerical simulations. The
main outcome of the presented work is that the new approaches are able to improve over standard SEM methods, in terms
of both guaranteed error bounds and actual accuracy with validation data. In one of the proposed approaches, this comes
with minor additional computational complexity. Future work will be devoted to prove additional theoretical properties of
the proposed identification approach.
APPENDIX
Proof of Theorem 1
From (2), (3) and (12), we have that:
yp = ψ
T
p θ
0
p + d =
(
ϕ
T
p −∆
T
p
)
θ
0
p + d,
where ∆p ∈ Dp, and Dp is defined in (13). Then, (24) becomes:
λp = min
θp∈Ω
max[ϕp
yp
]
∈Vp
(∣∣∣ϕTp (θ0p − θp)−∆Tp θ0p + d∣∣∣− d¯) . (38)
Proof of claim 1)
Since d¯ ≥ 0, we have that:
max[ϕp
yp
]
∈Vp
(∣∣∣ϕTp (θ0p − θp)−∆Tp θ0p + d∣∣∣− d¯) = max[ϕp
yp
]
∈Vp
∣∣∣ϕTp (θ0p − θp)−∆Tp θ0p + d∣∣∣− d¯
Let us define Σp = ϕ
T
p (θ
0
p − θp)−∆
T
p θ
0
p + d for the sake of compactness; it is then possible to split |Σp| into two terms:
λp = min
θp∈Ω


max[ϕp
yp
]
∈Vp
(Σp)− d¯, if Σp ≥ 0
−min[ϕp
yp
]
∈Vp
(Σp)− d¯, if Σp < 0
Inside the set Vp, it is always possible to find at least an occurrence of ϕ
p
and y
p
such that:
λp = min
θp∈Ω
∣∣∣ϕT
p
(θ0p − θp)−∆
T
p θ
0
p + d¯0
∣∣∣− d¯
where
∣∣∆p∣∣ = [d¯0, · · · , d¯0, 0, · · · , 0]T . Then

max[ϕp
yp
]
∈Vp
(Σp) = ϕ
T
p
(θ0p − θp) + d¯0
∥∥θ0p,z∥∥1 + d¯0, if Σp ≥ 0
min[ϕp
yp
]
∈Vp
(Σp) = ϕ
T
p
(θ0p − θp)− d¯0
∥∥θ0p,z∥∥1 − d¯0, if Σp < 0
with ϕT
p
(θ0p − θp) ≥ 0 if Σp ≥ 0, and ϕ
T
p
(θ0p − θp) ≤ 0 if Σp < 0. Then, under Assumption 5, the only optimal choice of θp that
minimizes the resulting λp is such that:
ϕ
T
p
(θ0p − θp) = 0.
Thus, for ϕ
p
, y
p
, ∆p, and the corresponding optimal choice of θp, we have:
λp = d¯0
∥∥θ0p,z∥∥1 + d¯0 − d¯. (39)
Here d¯0
∥∥θ0p,z∥∥1 represents an upper bound of the free response of the system to an initial condition given by ∆p. For an asymptotically
stable system this bound converges exponentially to zero with decay rate ρ, see (5); thus, it holds that:
d¯0
∥∥θ0p,z∥∥1 p→∞−−−→ 0. (40)
Therefore, from (39) and (40), it follows that:
λp
p→∞
−−−→ (d¯0 − d¯).
Proof of claim 2)
Let us define λ′p as the solution of (38) corresponding to the previously defined ϕp
, y
p
, ∆p, and λ
′
p as the solution of (18) corresponding
to the values of [ϕ˜Tp y˜p]
T ∈ V˜ Np under which (18) holds with the equality. Since V˜
N
p ⊂ Vp, it follows that λ
′
p ≤ λ
′
p.
Proof of claim 3)
Let us define [
ϕ¯Np
y¯Np
]
= arg min[
ϕ˜p
y˜p
]
∈V˜ Np
∥∥∥[ ϕpy
p
]
−
[
ϕ˜p
y˜p
]∥∥∥
2
It follows from (18) that
λp ≥ min
θp∈Ω
(∣∣∣y¯Np − ϕ¯NTp θp∣∣∣− d¯) (41)
Then, adding and subtracting y
p
and ϕT
p
θp from (41), and neglecting the trivial case λp = 0, leads to:
λp ≥ min
θp∈Ω
(∣∣∣y
p
− ϕT
p
θp − (−y¯
N
p + yp) + (ϕp − ϕ¯
N
p )
T
θp
∣∣∣− d¯)
≥ min
θp∈Ω
(∣∣∣y
p
− ϕT
p
θp
∣∣∣)− max
θp∈Ω
(∣∣∣−y¯Np + yp + (−ϕp + ϕ¯Np )T θp
∣∣∣+ d¯)
= λp + d¯− max
θp∈Ω
(∣∣∣−y¯Np + yp + (−ϕp + ϕ¯Np )T θp
∣∣∣)− d¯
Therefore:
λp ≥ λp − max
θp∈Ω
(∣∣∣−y¯Np + yp + (−ϕp + ϕ¯Np )T θp
∣∣∣) .
Under Assumption 3, we have that:
∀β > 0, ∃N <∞ :
∥∥∥ϕ¯Np − ϕp
∥∥∥
2
≤ β,
∣∣∣y¯Np − yp
∣∣∣ ≤ β.
Since |aT b|≤ ‖a‖2 ‖b‖2, we have:
λp ≥ λp − max
θp∈Ω
(∣∣∣y¯Np − yp
∣∣∣+ ∥∥∥ϕ
p
− ϕ¯Np
∥∥∥
2
· ‖θp‖2
)
≥ λp − β
(
1 + max
θp∈Θ0p
‖θp‖2
)
Where Θ0p is the set of parameter such that:
Θ0p =
{
θ
0
p : θ
0
p = arg min
θp∈Ω
λp(θp)
}
.
Then, claim 3) of Theorem 1 is verified by choosing
β ≤
η(
1 + max
θp∈Θ0p
‖θp‖2
) .
Proof of Corollary 1
A straightforward consequence of Theorem 1 is that, if d¯ = d¯0, then λp
p→∞
−−−→ 0. In addition, following the procedure adopted for the
proof of claim 1) of Theorem 1, we can say that it is always possible to find at least an occurrence of ϕ
p
and y
p
inside the set Vp, such
that (38) reduces to:
λp = d¯0
∥∥θ0p,z∥∥1 . (42)
From (5) it follows that
∣∣∣θ0,(i)p,z ∣∣∣ ≤ Lzρp+1, i = 1, . . . , n− 1. Thus, (42) becomes:
λp = d¯0
∥∥θ0p,z∥∥1 ≤ n d¯0Lzρp+1. (43)
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