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SCHUR’S PARTITION THEOREM AND MIXED MOCK MODULAR
FORMS
KATHRIN BRINGMANN AND KARL MAHLBURG
Abstract. We study families of partitions with gap conditions that were introduced by
Schur and Andrews, and describe their fundamental connections to combinatorial q-series
and automorphic forms. In particular, we show that the generating functions for these fami-
lies naturally lead to deep identities for theta functions and Hickerson’s universal mock theta
function, which provides a very general answer to Andrews’ Conjecture on the modularity
of the Schur-type generating function. Furthermore, we also complete the second part of
Andrews’ speculation by determining the asymptotic behavior of these functions. In par-
ticular, we use Wright’s Circle Method in order to prove families of asymptotic inequalities
in the spirit of the Alder-Andrews Conjecture. As a final application, we prove the striking
result that the universal mock theta function can be expressed as a conditional probability
in a certain natural probability space with an infinite sequence of independent events.
1. Introduction and statement of results
The famous Rogers-Ramanujan identities show the equality of a hypergeometric q-series
and an infinite product. If r = 1 or 2, then the two identities can be simultaneously stated
as [39] ∑
n≥0
qn
2+(r−1)n
(q; q)n
=
1
(qr; q5)∞(q5−r; q5)∞
. (1.1)
Throughout the paper we use for n ∈ N0 ∪ {∞} the standard q-factorial notation (a)n =
(a; q)n :=
∏n−1
j=0 (1− aqj), as well as the the additional shorthand (a1, . . . , ar)n := (a1)n · · · · ·
(ar)n.
The Rogers-Ramanujan identities have had a tremendous influence throughout mathe-
matics in the more than one hundred years since they were first discovered. Generalizations
and applications of the identities have inspired developments in combinatorial and analytic
partition theory [30,41]; the theory of infinite continued fractions [2,31]; the theory of sym-
metries and transformations for hypergeometric q-series [5, 10]; the exact solution of the
hard hexagon model in statistical mechanics [11]; and vertex operator algebras [37]. Here we
Date: October 18, 2018.
2000 Mathematics Subject Classification. 05A15, 05A17, 11P82, 11P84, 60C05.
Key words and phrases. Rogers-Ramanujan identities; mock theta functions; Schur’s partition theorem;
integer partitions.
The research of the first author was supported by the Alfried Krupp Prize for Young University Teachers
of the Krupp Foundation and an individual research grant from the ERC. The second author was supported
by NSF Grant DMS-1201435.
1
2 KATHRIN BRINGMANN AND KARL MAHLBURG
study yet another direction, as we focus on the role of identities such as (1.1) in the theory
of automorphic forms.
In general it is a very challenging problem to determine the automorphic properties of
a hypergeometric q-series (for example, see the discussion of Nahm’s Conjecture in Section
II.3 of [47]). From this perspective, the Rogers-Ramanujan identities are nothing short of
incredible, as they equate a hypergeometric series written in “Eulerian” form on the left-hand
side to an infinite product that is recognizable as a simple modular function on the right. In
this paper we consider families of identities related to (1.1) whose automorphic properties
have not been previously determined, and we identify the surprisingly simple automorphic
forms that underlie the q-series.
Before we begin to describe our results, we note that it is helpful to understand the
Rogers-Ramanujan identities as combinatorial identities for integer partitions with gap or
congruential conditions. If λ is a partition of n, then λ consists of parts λ1 ≥ · · · ≥ λk ≥ 1
that sum to n; in this case we write λ ⊢ n (see the reference [12] for additional standard
notation and terminology). In particular, let B1(n) denote the number of partitions of n
such that each pair of parts differs by at least 2, and let C1(n) count the number of such
partitions where the smallest part is also at least 2. Furthermore, if d ≥ 3 and 1 ≤ r ≤ d
2
,
then we let Dd,r(n) denote the number of partitions of n into parts congruent to ±r (mod d).
The Rogers-Ramanujan identities (1.1) are then equivalent to the combinatorial statements
that
B1(n) = D5,1(n) and C1(n) = D5,2(n).
Following Rogers-Ramanujan, the next major development in the subject was due to
Schur [40], who proved a similar identity for partitions with parts differing by at least 3.
In fact, Gleissberg [29] extended Schur’s result to a general modulus, which we state in full
below. Let Bd,r(n) denote the number of partitions of n such that each part is congruent to
0,±r (mod d), each pair of parts differs by at least d, and if d | λi, then λi − λi+1 > d. We
denote the generating function by
Bd,r(q) :=
∑
n≥0
Bd,r(n)q
n. (1.2)
Furthermore, let Ed,r(q) denote the generating function for partitions into distinct parts that
are congruent to ±r (mod d), with enumeration function Ed,r(n), so that
Ed,r(q) :=
∑
n≥0
Ed,r(n)q
n =
∏
n≥0
(
1 + qr+dn
) (
1 + qd−r+dn
)
=
(−qr,−qd−r; qd)∞ . (1.3)
Schur’s general identity is then stated as follows.
Theorem ( [29, 40]). If d ≥ 3, 1 ≤ r < d
2
, then
Bd,r(q) = Ed,r(q). (1.4)
Remarks. 1. The case d = 3 and r = 1 is the most often cited case of Schur’s identities, as
it is easily seen that E3,1(n) = D6,1(n), and the resulting restatement of the theorem, the
identity B3,1(n) = D6,1(n), is directly analogous to the case r = 1 of (1.1). Indeed, the first
Rogers-Ramanujan identity may be viewed as a degenerate case of Schur’s Theorem, stating
B1,1(n) = D5,1(n).
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2. Euler’s Theorem states that the number of partitions of n into distinct parts is equal to
those with odd parts (Cor. 1.2 in [12]). This can also be viewed as a degenerate Schur-type
result, as it states that the partitions of n with gaps of at least 1 are equinumerous toD4,1(n).
3. One may assume in Schur’s Theorem that the greatest common divisor is (d, r) = 1, as
if (d, r) = g > 1, then the statement reduces to the smaller case of d′ = d
g
and r′ = r
g
.
4. Bressoud [18] and Alladi and Gordon [2] later gave bijective proofs of Schur’s identities
that also provide additional combinatorial information regarding the distribution of parts.
Schur’s family of identities relates partitions with gap conditions (with generating functions
Bd,r(q)) to infinite products that are essentially modular forms (as in (1.2)), and can in
particular be expressed as a simple quotient of theta functions (this will be made precise
later in the paper). In contrast, in [6] Andrews considered a partition function related to
the second of the Rogers-Ramanujan identities, which resulted in a q-series with more exotic
automorphic behavior.
In general, we let Cd,r(n) count the number of partitions enumerated by Bd,r(n) that
also satisfy the additional restriction that the smallest part is larger than d, and define the
corresponding generating function as
Cd,r(q) :=
∑
n≥0
Cd,r(n)q
n.
Andrews provided the following evaluation of the generating function for these “Schur-type”
partitions for the case of d = 3, r = 1.
Theorem (Andrews [6]). We have that
C3,1(q) =
(−q; q)∞
(q6; q6)∞
∑
n≥0
(−1)nq 9n(n+1)2 (1− q6n+3)
(1 + q3n+1)(1 + q3n+2)
. (1.5)
After stating this result, Andrews then commented that
. . . the generating function for C3,1(n) is similar to the mock theta func-
tions. Indeed, it is conceivable that a very accurate asymptotic formula for
C3,1(n) may be found. . . .
We not only answer Andrews’ claim about C3,1(q), but achieve much more - we fully
describe the automorphic properties of all the “Schur-type” generating functions. This de-
scription is only possible due to Zwegers’ groundbreaking thesis [49], where he thoroughly
described how Ramanujan’s famous mock theta functions (see [42]) fit into the modern
framework of real-analytic automorphic forms as developed in [19]. We adopt the terminol-
ogy from [26] and [48] when discussing q-series that have automorphic properties similar to
Ramanujan’s mock theta functions (see Section 2.2 for definitions). In particular, a (weak)
mixed mock modular form is a function that lies in the tensor product of the general spaces of
mock modular forms and (weakly holomorphic) modular forms, possibly multiplied with an
additional rational multiple of q. The following result shows that the Schur-type generating
functions are examples of such forms (see [16,20,24–26] for many other applications of mixed
mock modular forms).
Theorem 1.1. If d ≥ 3, 1 ≤ r < d
2
, then Cd,r(q) is a mixed mock modular form.
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Remark. Similarly, it was already well-known to experts that Bd,r(q) is a modular function
(up to a q-power); this is apparent from combining (1.3) and (1.4) with the general theory
of theta functions and modular units (cf. Proposition 2.4).
In fact, we can precisely describe the automorphic functions that arise in Theorem 1.1 in
terms of fundamental representatives from the spaces of modular and mock modular forms.
In order to do so, we recall Hickerson’s universal mock theta function (of odd order), which
is defined by
g3(x; q) :=
∑
n≥0
qn(n+1)
(x; q)n+1(x−1q; q)n+1
. (1.6)
Although the correct reference is often misattributed, we hope to make clear that Hickerson
was the first to recognize the importance of this function. Indeed, in [33] he showed that
Ramanujan and Watson’s examples can be decomposed into expressions in terms of g3, and
thereby proved the so-called “mock theta conjectures” by studying the identities satisfied by
the universal function. As we will see later, the sum in the expression (1.5) is also essentially
similar to the Appell-Lerch functions used in Zwegers’ study of the mock theta functions [49];
we prove later that (1.6) can also be expressed in terms of such sums. The present notation
was introduced by Gordon and McIntosh (see their recent survey [32]), who also found a
second universal mock theta function of “even order”, which they denoted by g2(x; q).
In the following theorem statement we adopt standard notation for modular forms and
theta functions; the definitions of η(τ) and ϑ(w; τ) are reviewed in Section 2.2 (specifically,
see (2.13) and (2.15)). Here and throughout the paper we let q := e2piiτ be the standard
uniformizer for the cusp i∞, where τ is in the complex upper-half plane H.
Theorem 1.2. If d ≥ 3, 1 ≤ r < d
2
, then
Cd,r(q) = −q− d12+ r2
ϑ(1
2
+ rτ ; dτ)
η(dτ)
g3
(−qr; qd) .
This result gives a resounding affirmative answer to Andrews’ original speculation regarding
the relationship between C3,1(q) and mock theta functions, as it precisely describes the
generating functions as simple mixed mock modular forms.
Remark. We will see in the proof that Theorem 1.2 is also equivalent to the identity
Cd,r(q) = Bd,r(q)g3
(−qr; qd) . (1.7)
Strikingly, this means that the universal mock theta function g3(−qr; qd) plays the role of a
combinatorial “correction factor” that precisely accounts for the difference in the enumera-
tion functions Bd,r and Cd,r.
Remark. In Section 8 of Andrews’ seminal work on Durfee symbols [13], he introduced
another combinatorial generating function that is closely related to the universal mock theta
function. In particular, he defined “odd Durfee symbols” (which generalize partitions with
certain parity conditions) and showed that the two-parameter generating function is
R01(x; q) :=
∑
n≥0
q2n(n+1)+1
(xq; q2)n+1(x−1q; q2)n+1
.
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Using (1.6) and Theorem 1.2, we therefore find another notable combinatorial relationship
for the Schur-type enumeration functions, namely
Cd,r(q) = −q− d12+ r−d2
ϑ(1
2
+ rτ ; dτ)
η(dτ)
R10
(
−qr− d2 ; q d2
)
.
As in (1.7), we see that the odd Durfee symbol generating function (and an additional
q-power) is similarly the correction factor between the two Schur-type functions.
We also answer the second part of Andrews’ grand statement by providing asymptotic
formulas for all of the Schur-type partition functions.
Theorem 1.3. Suppose that d ≥ 3 and 1 ≤ r < d
2
. As n→∞
Bd,r(n) ∼ 1
2
5
43
1
4d
1
4n
3
4
epi
√
2n
3d ,
Cd,r(n) ∼ 1
3
· Bd,r(n).
Remark. In fact, we prove much more than this, as our analysis also allows us to describe
further terms in the asymptotic expansion for these enumeration functions (see Theorem
1.4 for further applications). Moreover, one could also use the extension of the Hardy-
Ramanujan Circle Method that the authors developed in [20] in order to find expressions for
the coefficients with only polynomial error.
The results described thus far have followed the spirit of the Rogers-Ramanujan and
Schur identities, in which simple enumeration functions are shown to be combinatorially
equivalent, and whose generating functions lie in the intersection of hypergeometric q-series
and automorphic forms. However, there is also a notable body of research that was inspired
by a negative approach to (1.1) and (1.4). In [1] Alder proved a non-existence result for
certain general identities analogous to those of Rogers-Ramanujan and Schur (also see [3]).
Moreover, Andrews observed in [9] that such identities often fail to hold because of an
asymptotic inequality in which one enumeration function is eventually always larger than
the other.
To precisely describe the cases considered by Alder and Andrews, let qd,j(n) denote the
number of partitions of n in which each pair of parts differs by at least d and the smallest
part is at least j, and let Qd,j(n) denote the number of partitions into parts congruent to
±j (mod d+ 3). The Rogers-Ramanujan identities (1.1) are then equivalently stated as
q2,1(n) = Q2,1(n) and q2,2(n) = Q2,2(n).
Alder showed that if d ≥ 3, then qd,j(n) is not equal to any partition enumeration function
where the parts lie in some specified set of positive integers, taken without any restrictions
on multiplicity or gaps. Furthermore, he conjectured an inequality between qd,j(n) and
Qd,j(n) that was proven in a weaker asymptotic version by Andrews [9]. The full Alder-
Andrews Conjecture was recently confirmed across a series of papers by Yee [45, 46] and
Alfes, Jameson, and Lemke Oliver [4].
Theorem. If d ≥ 3 and n ≥ 2d+ 9, then
qd,1(n) > Qd,1(n).
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However, although there are now a plethora of identities and non-identities that relate
various pairs of the enumeration functions described within this paper, there are essentially
no results comparing the enumeration functions in the same family as d and/or r vary. Our
next main result shows that for each fixed d, the families of enumeration functions Bd,r and
Cd,r are asymptotically decreasing in r.
Theorem 1.4. Suppose that d ≥ 3 and 1 ≤ r < d
2
.
(i) As n→∞ we have the asymptotic equalities
Bd,r+1(n) ∼ Bd,r(n),
Cd,r+1(n) ∼ Cd,r(n).
(ii) For sufficiently large n we have the inequalities
Bd,r+1(n) > Bd,r(n),
Cd,r+1(n) > Cd,r(n).
We can also compare the enumeration families across different d values.
Theorem 1.5. Suppose that 3 ≤ d1 < d2 and 1 ≤ r1 < d12 , 1 ≤ r2 < d22 . For sufficiently
large n we have the inequalities
Bd1,r1(n) > Bd2,r2(n),
Cd1,r1(n) > Cd2,r2(n).
Remark. In light of (1.4) and Theorem 1.2, the two pairs of asymptotic results from these
theorems are statements about the asymptotic expansion of the coefficients of modular forms
and mixed mock modular forms, respectively. In the case of the Bd,r(n), it is entirely well-
known that exact formulas can be found for the coefficients of modular forms [38], and we
include the inequalities for the sake of completeness. The second case is more novel, and it
is only due to more recent advances in the asymptotic analysis of automorphic q-series (as
in [20]) that we are able to compare the Cd,r(n).
Remark. It would be of great interest if a bijective proof could be found for any of these
asymptotic results.
Our final results describe the surprising relationship between the Schur-type generating
functions and events in certain probability spaces with infinite sequences of independent
events. In particular, we find a remarkable interpretation in terms of conditional probabilities
for the universal mock theta function evaluated at real arguments; the precise definitions for
the following result are found in Section 4.
Theorem 1.6. Suppose that d ≥ 3, 1 ≤ r < d
2
and 0 < q < 1 is real. There are events W
and X in a certain probability space (see (4.2) and Theorem 4.1) such that
P(W | X) = g3
(−qr; qd) .
Remark. Since probabilities are between 0 and 1, Theorem 1.6 immediately implies that for
real 0 ≤ q < 1 we have the striking (and non-obvious) bound
g3
(−qr; qd) < 1.
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The remainder of the paper is structured as follows. In Section 2 we carefully study
the combinatorics of the Schur-type enumeration functions, deriving a q-difference equation
whose solution gives useful q-series expressions for the generating functions. We also identify
the automorphic properties of these q-series. In Section 3 we turn to the asymptotic behavior
of the Schur-type functions, using a modification of Wright’s Circle Method in order to find
asymptotic expansions for the coefficients. We conclude in Section 4 by defining a simple
probability space that is intimately related to the Schur-type partitions, and use this to prove
additional identities for the universal mock theta function.
2. Generating functions, identities, and automorphic q-series
In this section we evaluate the generating functions for Schur-type partitions, prove re-
lated q-series identities, and describe the relationship to automorphic objects such as theta
functions and mock theta functions.
2.1. Generating functions as hypergeometric q-series. We begin by introducing a
combinatorial refinement of the enumeration functions, from which we derive a q-difference
equation; the hypergeometric solution of the equation then gives the desired q-series expres-
sions. Our definitions are influenced by Andrews’ work in [6], which used the case d = 3 from
the general construction that follows. Specifically, for integer parameters d ≥ 3, 1 ≤ r < d
2
,
and m ≥ 1, j, n ≥ 0, we define
βd,r,j(n,m) := #
{
λ ⊢ n : λ = λ1 + · · ·+ λm where λi > j and λi ≡ 0,±r (mod d) ∀i,
with gaps λi − λi+1 ≥ d, and furthermore λi − λi+1 > d if d|λi
}
.
We also adopt the convention that βd,r,j(0, 0) := 1. It follows immediately from the definitions
that
Bd,r(n) =
∑
m≥0
βd,r,0(m,n), (2.1)
Cd,r(n) =
∑
m≥0
βd,r,d(m,n).
We denote the corresponding generating functions by
fd,r(x) = fd,r(x; q) :=
∑
m,n≥0
βd,r,0(m,n)x
mqn.
We are then particularly interested in finding hypergeometric series for the cases
Bd,r(q) = fd,r(1; q) =
∑
n≥0
Bd,r(n)q
n, (2.2)
Cd,r(q) = fd,r(q
d; q) =
∑
n≥0
Cd,r(n)q
n.
We achieve this by deriving and then solving the following q-difference equation.
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Proposition 2.1. For d ≥ 3, 1 ≤ r < d
2
, we have
fd,r(x) =
(
1 + xqr + xqd−r
)
fd,r
(
xqd
)
+ xqd
(
1− xqd) fd,r (xq2d) .
Proof. We prove the recurrence through a combinatorial inclusion-exclusion argument by
conditioning on the smallest part of the partition. Suppose that λ is a partition counted by
βd,r,0(m,n) for some m and n. Then its smallest part is either r, d−r, d, or something larger.
These cases are counted, respectively, by the following sum of generating functions (where
for convenience we write f instead of fd,r):
xqrf
(
xqd
)
+ xqd−rf
(
xqd
)
+ xqdf
(
xq2d
)
+ 1 · f (xqd) . (2.3)
The term f
(
xqd
)
ensures that the next smallest part is larger than d, while f
(
xq2d
)
gives a
part larger than 2d.
However, (2.3) also generates partitions that do not satisfy the Schur-type conditions for
d, r, so this excess must be subtracted. In particular, if (2.3) were precisely to equal to f(x),
then iterating the recurrence would give the term xqd−r ·xqd+rf(xq2d) = x2q2df(xq2d), which
represents a partition with the parts d− r and d+ r. Subtracting this unallowed small gap
gives the recurrence claimed in the proposition statement. 
Remark. Andrews originally proved this result for d = 3 in [6] by first describing a family
of recurrences satisfied by the β3,1,j(n,m), and then turning to their generating functions.
However, it is more direct to instead prove the q-difference equation through a direct com-
binatorial analysis of the underlying partitions, as we have done here.
Remark. A more general version of the recurrence in Proposition 2.1 is found in (2.1) of [2],
although the most interesting automorphic q-series arise from specializing the parameters
as in our statement. However, Alladi and Gordon’s study also includes many notable com-
binatorial results; the reader is particularly encouraged to consult equation (1.1) of [2] for
further details on the appearance of fd,r(x; q) in the theory of infinite continued fractions.
Solving the q-difference equation in Proposition 2.1 gives the following hypergeometric
expression for fd,r.
Proposition 2.2. For d ≥ 3, 1 ≤ r < d
2
and |q| < 1, we have
fd,r(x; q) =
(
x; qd
)
∞
∑
n≥0
xn
(−qr,−qd−r; qd)
n
(qd; qd)n
.
Proof. It is more convenient to renormalize the recurrence from Proposition 2.1 by setting
gd,r(x) :=
fd,r(x)
(x; qd)∞
. (2.4)
Then we have the recurrence (again writing g instead of gd,r)
(1− x)g(x) = (1 + xqr + xqd−r) g (xqd)+ xqdg (xq2d) . (2.5)
We now consider the expansion of g as a series in x, writing
g(x) =
∑
n≥0
Anx
n,
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where An = An(q) are rational expressions in q.
Isolating the coefficient of xn in (2.5) now gives the recurrence
An − An−1 = Anqdn + An−1
(
qd(n−1)+r + qdn−r + qd(2n−1)
)
.
Simplifying, we find that
An =
(
1 + qd(n−1)+r
) (
1 + qdn−r
)
1− qdn An−1.
Using the initial condition A0 = 1, we can therefore solve the recurrence to find the unique
solution (cf. Lemma 1 in [7])
g(x) =
∑
n≥0
xn
(−qr,−qd−r; qd)
n
(qd; qd)n
. (2.6)
The proof is now complete upon comparison with (2.4). 
We now use transformations for hypergeometric q-series in order to find additional rep-
resentations for the generating functions that directly display their automorphic properties.
We begin by recalling the following 3φ2 transformation, which is equivalent to equation
(III.10) in [28]
∑
n≥0
(
aq
bc
, d, e
)
n(
q, aq
b
, aq
c
)
n
(aq
de
)n
=
(
aq
d
, aq
e
, aq
bc
)
∞(
aq
b
, aq
c
, aq
de
)
∞
∑
n≥0
(
aq
de
, b, c
)
n(
q, aq
d
, aq
e
)
n
(aq
bc
)n
. (2.7)
We also recall a special case of the Watson-Whipple transformation for 8φ7 (let n → ∞ in
(III.18) of [28]), namely
∑
n≥0
(
aq
bc
, d, e
)
n(
q, aq
b
, aq
c
)
n
(aq
de
)n
=
(
aq
d
, aq
e
)
∞(
aq, aq
de
)
∞
∑
n≥0
(a, b, c, d, e)n (1− aq2n)(
q, aq
b
, aq
c
, aq
d
, aq
e
)
n
(aq)2n (−1)nq n(n−1)2
(1− a)(bcde)n . (2.8)
Proposition 2.3. For d ≥ 3 and 1 ≤ r < d
2
we have the identities:
Cd,r(q) =
(−qr,−qd−r; qd)∞
(qd; qd)∞
∑
n∈Z
(−1)nq 3dn(n+1)2
1 + qr+dn
=
(−qr,−qd−r; qd)∞ g3 (−qr; qd) . (2.9)
Proof. The first formula is obtained from (2.8) by setting q 7→ qd, a = x, b, c→∞, d = −qr,
and e = −qd−r. The left hand side of (2.8) then equals
∑
n≥0
(−qr,−qd−r; qd)
n
(qd; qd)n
xn = gd,r(x).
The right hand side of (2.7) simplifies to(−xqr,−xqd−r; qd)∞
(xqd, x; qd)∞
∑
n≥0
(
x,−qr,−qd−r; qd)
n
(qd,−xqr,−xqd−r; qd)n
(
1− xq2dn)
1− x (−1)
nx2nq
3dn2−dn
2 .
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Multiplying by (x; qd)∞, we find that
fd,r(x) =
(−xqr,−xqd−r; qd)∞
(xqd; qd)∞
∑
n≥0
(
x,−qr,−qd−r; qd)
n
(qd,−xqr,−xqd−r; qd)n
(
1− xq2dn)
1− x (−1)
nx2nq
3dn2−dn
2 .
Setting x = qd gives
Cd,r(q) = fd,r
(
qd
)
=
(−qr,−qd−r; qd)∞
(qd; qd)∞
∑
n≥0
(−1)n (1− qd(2n+1)) q 3dn22 + 3dn2
(1 + qr+dn)(1 + qd−r+dn)
. (2.10)
Using the routine partial fraction decomposition
1− qd(2n+1)
(1 + qr+dn)(1 + qd−r+dn)
=
1
1 + qr+dn
− q
d−r+dn
1 + qd−r+dn
,
we can rewrite the sum in (2.10) as the bilateral summation
∑
n∈Z
(−1)nq 3dn(n+1)2
1 + qr+dn
.
This completes the proof of the first identity in (2.9).
For the second expression, we note that the left hand side of (2.7) is the same as in (2.8).
We therefore proceed by making the same substitutions as above: q 7→ qd, b, c→∞, a = x,
d = −qr, and e = −qd−r. This gives
gd,r(x) =
(−xqr,−xqd−r; qd)∞
(x; qd)∞
∑
n≥0
(
x; qd
)
n
xnqdn
2
(qd,−xqr,−xqd−r; qd)n
. (2.11)
Setting x = qd gives the overall expression
Cd,r(q) =
(−qd+r,−q2d−r; qd)∞∑
n≥0
qdn(n+1)
(−qr+d,−q2d−r; qd)n .
Combined with the definition of the universal mock theta function from (1.6), this gives the
statement. 
Remark. We can also use (2.7) to recover the formula for Bd,r(q) from (1.4). In particular,
if we multiply (2.11) by (x; qd)∞ and set x = 1, then every term of the sum vanishes except
for n = 0, and hence we directly obtain the infinite product.
2.2. Automorphic properties. We now describe the automorphicity of the generating
functions from above and prove Theorem 1.2. We first recall several basic facts about auto-
morphic and Jacobi forms, although the definitions are stated very roughly (we specifically
suppress technical discussion of the finer points of multiplier systems and level structure), as
our primary aims are practical; we wish to describe how the combinatorial study of Schur-
type partitions leads to the fundamental objects from the theory of automorphic q-series, and
then to apply the theory to obtain asymptotic results. The interested reader should consult
the cited references for a complete background in the subject. We also provide special cases
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of modular transformations for the functions that arise in this paper, as we will use these
later for the asymptotic analysis in Section 3.
Briefly, a holomorphic function f : H→ C is a weakly holomorphic modular form of weight
k on a congruence subgroup Γ ⊂ SL2(Z) if f is meromorphic at the “cusps” of Γ and satisfies
the modular transformations
f
(
aτ + b
cτ + d
)
= χ(γ)(cτ + d)kf(τ) for all γ =
(
a b
c d
)
∈ Γ, (2.12)
where the χ(γ) are certain roots of unity that form a “multiplier system”. See [36] for further
details. Furthermore, as in [48], a holomorphic function f : H→ C is a mock modular form
of weight k if there is an associated modular form g of weight 2−k (the “shadow” of f) such
that f + g∗ satisfies a modular transformation of the form (2.12), where the real-analytic
correction term is given by
g∗(τ) :=
(
i
2
)k−1 ∫ ∞
−τ
g (−z)
(z + τ)k
dz.
A mixed mock modular form is then a product of a modular form and a mock modular
form, or a linear combination of such terms; the precise definition reflects a richer tensor
structure amongst the vector spaces of automorphic forms, and is found in Section 7.3 of [26].
Finally, we also encounter Jacobi forms, which are complex-valued functions on C×H that
satisfy modular-type transformations in the second argument, and certain lattice-invariant
transformations in the first argument. The full theory of such forms may be found in [27].
We now present the special automorphic functions that arise in the present study. First,
recall Dedekind’s eta-function, which is a modular form of weight 1
2
defined by
η(τ) := q
1
24
∏
n≥1
(1− qn) . (2.13)
In particular, it satisfies the inversion formula (Theorem 3.1 in [17])
η
(
−1
τ
)
=
√−iτη(τ). (2.14)
We next recall Jacobi’s theta function
ϑ(w) = ϑ(w; τ) :=
∑
n∈ 1
2
+Z
epiin
2τ+2piin(w+ 12), (2.15)
which has an equivalent product form (writing ζ := e2piiw)
ϑ(w; τ) = −iq 18 ζ− 12
∏
n≥1
(1− qn) (1− ζqn−1) (1− ζ−1qn) . (2.16)
This function is a Jacobi form of weight and index 1
2
, and it satisfies the following transfor-
mation formulas:
ϑ(−w; τ) = −ϑ(w; τ), (2.17)
ϑ
(
w
τ
;−1
τ
)
= −i√−iτ epiiw
2
τ ϑ (w; τ) . (2.18)
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Using these definitions the following formula can be immediately verified.
Proposition 2.4. If d ≥ 3, and 1 ≤ r < d
2
, then
Bd,r(q) = −
q−
d
12
+ r
2ϑ(1
2
+ rτ ; dτ)
η(dτ)
.
The statement of Theorem 1.2 then follows immediately by combining (1.4) and Propositions
2.3 and 2.4.
We close this section by describing the automorphic properties of Cd,r(q).
Proof of Theorem 1.1. Theorem 3.1 of [35] states that if α 6∈ Zτ + 1
3
Z, then g3 (e
2piiα; τ)
is a mock modular form of weight 1
2
, up to rational q-powers (note that one of the terms
in Kang’s theorem is the meromorphic function η
3(3τ)
η(τ)ϑ(3α;3τ)
, which is a weakly holomorphic
modular form of weight 1
2
by Theorem 1.3 in [27]). Sending τ → dτ , we then conclude that
g3(−qr; qd) is a mock modular form of weight 12 . 
Remark. The theory of mock modular forms (refer to [49]) also provides transformation
formulas for g3(x; q) similar to (2.17) and (2.18), but this is unnecessary in our asymptotic
analysis.
3. Asymptotic results
In this section we determine the asymptotic behavior of the enumeration functions Bd,r(n)
and Cd,r(n), proving Theorems 1.3 and 1.4. We achieve this by first studying the asymptotic
properties of the generating functions, and then applying Wright’s version of the Circle
Method, which was developed in [43, 44] (also see [21, 23] for further adaptations of the
approach in other recent applications).
3.1. Asymptotic expansions and proof outline. Our primary goal is to give the first
two terms in the asymptotic expansions of the enumeration functions. Theorems 1.3 and 1.4
follow immediately from the following results. Here Is denotes the standard modified Bessel
function (see Section 4.12 in [14]).
Theorem 3.1. Suppose that d ≥ 3 and 1 ≤ r < d
2
. As n→∞, we have
Bd,r(n) = α1n
− 1
2 I−1
(
pi
√
2n
3d
)
+ β1(r)n
−1I−2
(
pi
√
2n
3d
)
+O
(
n−
3
2 e
pi
√
2n√
3d
)
,
Cd,r(n) = α2n
− 1
2 I−1
(
pi
√
2n
3d
)
+ β2(r)n
−1I−2
(
pi
√
2n
3d
)
+O
(
n−
3
2 e
pi
√
2n√
3d
)
,
where
α1 :=
pi√
6d
, α2 :=
pi
3
√
6d
,
β1(r) :=
pi2
6d
(
d
12
− r
2
+
r2
2d
)
, β2(r) :=
pi2
6d
(
11d
108
− r
6
+
r2
6d
)
.
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The proof of Theorem 3.1 can easily be extended to give an asymptotic expansion with an
arbitrary number of terms. Furthermore, the full asymptotic expansion for the modified
Bessel function is also well-known (cf. (4.12.7) in [14]).
However, for our present purposes we need only the two terms in the theorem statement,
along with the fact that as x→∞, we have
Is(x) =
ex√
2pix
(
1 +O
(
1
x
))
. (3.1)
The asymptotic formulas in Theorem 1.3 then follow by applying (3.1) to the leading terms
in in Theorem 3.1. Since these terms are independent from r, the asymptotic differences of
the enumeration functions are found by comparing the terms with βj(r−1) and βj(r), again
using (3.1).
Corollary 3.2. As n→∞,
Bd,r−1(n)− Bd,r(n) ∼ pi
2
7
43
3
4d
3
4
(
1
2
− r
d
+
1
2d
)
n−
5
4 epi
√
2n
3d ,
Cd,r−1(n)− Cd,r(n) ∼ pi
2
7
43
7
4d
3
4
(
1
2
− r
d
+
1
2d
)
n−
5
4 epi
√
2n
3d .
In order to prove these results, we apply Cauchy’s Theorem and recover the coefficients
from the generating functions. Throughout this section we adopt the convenient shorthand
notation
F1(q) := Bd,r(q) and F2(q) := Cd,r(q).
Adopting similar shorthand for the coefficients, Cauchy’s Theorem then implies that for any
n ≥ 1
c1(n) := Bd,r(n) =
1
2pii
∫
C
F1(q)
qn+1
dq and c2(n) := Cd,r(n) =
1
2pii
∫
C
F2(q)
qn+1
dq, (3.2)
with the contour C chosen to be the (counter-clockwise) circle with radius e−N , where we
further define N := pi√
6dn
. It is convenient to parameterize this contour by setting q = e−z,
where z = N + iy and −pi < y ≤ pi. Note that we must be sure to use τ = iz
2pi
when applying
automorphic transformations.
We then decompose the contour into C = C1 + C2, with
C1 :=
{
q ∈ C : |y| < 2N
}
,
and C2 consisting of the remaining curve. We further denote the corresponding contributions
to (3.2) for j = 1, 2 by
Mj :=
1
2pii
∫
C1
Fj(q)
qn+1
dq and Ej :=
1
2pii
∫
C2
Fj(q)
qn+1
dq, (3.3)
as we will see that these integrals, respectively, contribute the main asymptotic term and
error terms.
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3.2. Asymptotic behavior near q = 1. We begin by determining the asymptotic behavior
of the functions Fj(q) on C1, which contributes to the main terms for the coefficients.
Lemma 3.3. If q = e−z ∈ C1 and j = 1, 2, then we have the bounds
Fj(q) = e
pi2
6dz
(
α′j + β
′
j(r)z +O
(
z2
))
,
where the constants are given by
α′1 = 1, α
′
2 =
1
3
,
β ′1(r) =
d
12
− r
2
+
r2
2d
, β ′2(r) =
11d
108
− r
6
+
r2
6d
.
Proof. We begin with F1(q), recalling Proposition 2.4. Combined with the inversion formulas
(2.14) and (2.18), this gives
Bd,r(q) = −q− d12+ r2
ϑ
(
1
2
+ irz
2pi
; idz
2pi
)
η
(
idz
2pi
) = −ie−
piir
d
+z
(
d
12
− r
2
+ r
2
2d
)
− pi2
2dz ϑ
(−pii
dz
+ r
d
; 2pii
dz
)
η
(
2pii
dz
) .
Recalling (2.13), (2.16), and (2.17), we find a (uniform) bound for (3.4) on C1, namely
Bd,r(q) = e
pi2
6dz
+z
(
d
12
− r
2
+ r
2
2d
) (
1 +O
(
e−
2pi2
dz
))
. (3.4)
Turning next to F2(q), by (1.7) and (3.4), we find its asymptotic expansion by first directly
calculating the Taylor expansion around z = 0 for the convergent sum
G(q) :=
∑
n≥0
qdn(n+1)
(−qr,−qd−r; qd)n+1
= G(0) +G′(0)z +O
(
z2
)
. (3.5)
The constant term evaluates to
G(0) =
1
4
∑
n≥0
1
4n
=
1
3
.
To calculate the derivative, we use the fact that
dG
dz
=
dG
dq
dq
dz
= −qdG
dq
and then apply logarithmic differentiation to each summand in order to find the evaluation
G′(0) = −1
4
∑
n≥0
1
4n
(
dn2 + dn−
n∑
j=0
(
r + dj
2
+
d+ dj − r
2
))
= −d
8
∑
n≥0
(n2 − 1)
4n
=
2d
27
.
Combining (1.7), (3.4), and (3.5) then gives the claim. 
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3.3. Asymptotic behavior away from q = 1. We next determine the asymptotic behavior
of the Fj(q) on C2. It is sufficient to find asymptotic bounds, as this contour only contributes
to the error term in the overall formulas for the coefficients.
Lemma 3.4. If q ∈ C2, then the following bounds are satisfied:
(i) F1(q)≪ e
pi
√
n
5
√
6d ,
(ii) F2(q)≪ ne
pi
√
2n
5
√
3d .
Proof. We begin by observing that the inversion formulas used in proving (3.4) also imme-
diately lead to a bound for F1(q) on C2. Namely, we have
Bd,r(q)≪ e
pi2
6d
Re( 1z).
In order to bound F2(q), we recall Proposition 2.3 and estimate the additional pieces
individually. We first address the infinite product, again using (2.14) to conclude that
1
(qd; qd)∞
≪ |z| 12 epi
2
6d
Re( 1z ).
It remains to bound the sum. We use the fact that Re(z) = N on C2 and calculate the
(rough) bound ∑
n∈Z
(−1)n q
3dn(n+r)
2
1 + qdn+r
≪ 1
1− e−N
∑
n≥0
e−nN ≪ 1
N2
≪ n.
Thus
G2(q)≪ |z| 12ne
pi2
3d
Re( 1z).
The statement now follows because |z| ≪ 1 on all of C, and furthermore, for q ∈ C2 we have
the additional inequality
Re
(
1
z
)
=
Re(z)
Re(z)2 + Im(z)2
≤ 1
5N
.

3.4. Asymptotic formulas for coefficients. We now complete the proofs of Theorem 3.1
and Corollary 3.2 by plugging the bounds for the Fj(q) into (3.3). We begin by considering
the first two terms from Lemma 3.3, and we relate the corresponding integrals to Bessel
functions. In particular, Wright’s calculations in Section 5 of [44] apply directly to the
present situation, implying that
1
2pii
∫
C1
e
pi2
6dz
(
α′j + β
′
j(r)z
)
qn+1
dq (3.6)
= α′j
(
pi√
6d
)
n−
1
2 I−1
(
pi
√
2n
3d
)
+ β ′j(r)
pi2
6d
n−1I−2
(
pi
√
2n
3d
)
+O
(
n−1e
pi
2
√
3n
2d
)
.
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We now turn to the error terms. Using the fact that |z| ≤ √5N on C1, we find that the
error terms from Lemma 3.3 for either j = 1, 2 contribute∫
C1
enN+
pi2
6d
Re( 1z )|z|2dz ≪ N3epi
√
2n√
3d ≪ n− 32 epi
√
2n√
3d . (3.7)
The bounds from Lemma 3.4 on C2 give a contribution with an exponentially lower order,
so the overall error is given by (3.7). Inserting (3.6) and (3.7) into (3.3), we then obtain
Theorem 3.1.
4. Probabilistic interpretation of universal mock theta functions
In this section we further examine the combinatorial properties of Schur-type partitions
and consequently prove the amazing fact that the universal mock theta function at real
arguments naturally occurs as the conditional probability of events in simple probability
spaces. This phenomenon was previously observed for individual examples of Ramanujan’s
mock theta functions (see [42] for notation), including ξ(q) [15] and φ(q) [22]. However, our
current results are significantly more fundamental due to the underlying importance of the
universal mock theta function.
Suppose that 0 < q < 1 is fixed, and let E1, E2, . . . be a sequence of independent events
that individually occur with probabilities
pj = P(Ej) :=
qj
1 + qj
. (4.1)
We also denote the complementary events by Fj := E
c
j , which have corresponding proba-
bilities øpj := P(Fj) = 1 − pj = 11+qj . For any events R and S, we adopt the space-saving
notational conventions RS := R ∩ S.
If d ≥ 3 and 1 ≤ r < d
2
, we consider certain events defined in terms of the sequence of
Ejs, although we first introduce one more notational shorthand, writing E
k
n := End+k (with
similar notation for the complementary F s). We now define the events
Ud,r :=
⋂
n≥0
(
ErnF
d−r
n F
0
n+1 ∪ F rn
)(
Ed−rn F
0
n+1F
r
n+1 ∪ F d−rn
)(
E0n+1F
r
n+1F
d−r
n+1F
0
n+2 ∪ F 0n+1
)
,
Vd,r :=
⋂
n≥1
(
ErnF
d−r
n F
0
n+1 ∪ F rn
)(
Ed−rn F
0
n+1F
r
n+1 ∪ F d−rn
)(
E0n+1F
r
n+1F
d−r
n+1F
0
n+2 ∪ F 0n+1
)
.
(4.2)
In words, Ud,r is the event such that if End+r occurs, then End+d−r and E(n+1)d do not occur;
if End+d−r occurs, then E(n+1)d and E(n+1)d+r do not occur; and if E(n+1)d occurs, then
E(n+1)d+r, E(n+1)d+d−r and E(n+2)d do not occur. The event Vd,r has the same conditions
beginning only from Ed+r, with no restrictions on whether Er, Ed−r, and Ed occur. Note
that the events Ud,r and Vd,r are independent from any Ej with j 6≡ 0,±r (mod d).
Theorem 4.1. Suppose that 0 < q < 1, d ≥ 3 and 1 ≤ r < d
2
. The following identities hold:
(i) P(Ud,r | Vd,r) = 1
(1 + qr) (1 + qd−r) (1 + qd)
· 1
g3 (−qr; qd) ,
(ii) P(FrFd−rFd | Ud,r) = g3
(−qr; qd) .
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Proof. Let Vk denote the event that all of the conditions in the definition of Ud,r are met
beginning from Ek, with no restrictions on Ej for j < k. For example, Vr = Ud,r, and
Vd+r = Vd,r. The following three recurrences follow from the definition of Vj in terms of the
gap conditions in Ud,r:
P(Vkd) = pkdøpkd+røpkd+d−røp(k+1)dP(V(k+1)d+r) + øpkdP(Vkd+r),
P(Vkd+r) = pkd+røpkd+d−røp(k+1)dP(V(k+1)d+r) + øpkd+rP(Vkd+d−r), (4.3)
P(Vkd+d−r) = pkd+d−røp(k+1)døp(k+1)d+rP(V(k+1)d+d−r) + øpkd+d−rP(V(k+1)d).
We now combine the three recurrences in (4.3) into one. Note that the first recurrence
already expresses P(Vkd) in terms of P(Vjd+r) for various j, and we can use the second
recurrence to do the same for P(Vkd+d−r), finding
P(Vkd+d−r) = 1
1− pkd+r
(
P(Vkd+r)− pkd+r(1− pkd+d−r)(1− p(k+1)d)P(V(k+1)d+r)
)
.
Plugging in this formula and the first line of (4.3) into the third line then gives an identity
involving only Vkd+r,V(k+1)d+r, and V(k+2)d+r. The resulting expression simplifies to the
following recurrence, where we write Uj := Vjd+r to save space
P(Uk) =
(
pkd+røpkd+d−røp(k+1)d + øpkd+rpkd+d−røp(k+1)d + øpkd+røpkd+d−røp(k+1)d
)
P(Uk+1)
(4.4)
+
(
øpkd+røpkd+d−rp(k+1)døp(k+1)d+røp(k+1)+d−røp(k+2)d
− øpkd+rpkd+d−røp(k+1)dp(k+1)d+røp(k+1)+d−røp(k+2)d
)
P(Uk+2).
We note that this is analogous to Andrews’ proof of Theorem 1 in [6], where he derives
three recurrences for the Schur-type partitions enumerated by C3,1(n) based on their smallest
part. Furthermore, just as in our proof of Proposition 2.1, one can alternatively show (4.4)
directly by by conditioning on whether Ekd+r, Ekd+d−r or E(k+1)d occur, and then subtracting
off the disallowed sequence Fkd+rEkd+d−rF(k+1)dE(k+1)d+rF(k+1)d+d−rF(k+2)d.
In order to more thoroughly describe the relationship between the events Vj and Schur-
type partition functions, we renormalize the generating function by defining
hd,r(x) = hd,r(x; q) :=
fd,r(x)
(−xqr,−xqd−r,−xqd; qd)∞
. (4.5)
Proposition 2.1 then becomes
hd,r(x) =
1 + xqr + xqd−r
(1 + xqr) (1 + xqd−r) (1 + xqd)
hd,r
(
xqd
)
(4.6)
+
xqd − x2q2d
(1 + xqr) (1 + xqd−r) (1 + xqd) (1 + xqd+r) (1 + xq2d−r) (1 + xq2d)
hd,r
(
xq2d
)
.
If we now define Hk = Hk(q) := hd,r(qkd) and recall (4.1), then (4.6) implies that the
recurrence (4.4) holds with Hk in place of P(Uk). We observe that as k → ∞, we have the
limit Hk → 1, because hd,r(x) → 1 as x → 0. Similarly, we also have P(Uk) → 1 since
18 KATHRIN BRINGMANN AND KARL MAHLBURG
there are no conditions on any Ej in the limit. This boundary condition guarantees that the
recurrence has a unique solution (cf. the theory of q-difference equations [7]), hence
P(Uk) = Hk(q) = hd,r
(
qkd
)
.
We can now complete the proof of the theorem. For part (i), we calculate
P(Ud,r | Vd,r) = P(Ud,r)
P(Vd,r)
=
P(U0)
P(U1) =
fd,r(1)
(1 + qr) (1 + qd−r) (1 + qd) fd,r (qd)
, (4.7)
where the last equality is due to (4.5). The theorem statement then follows from (1.4), (2.2)
and (4.5), which together imply that fd,r(q
d) = fd,r(1) · g3(−qr; qd).
For part (ii), we similarly have
P(FrFd−rFd | Ud,r) = P(FrFd−rFd ∩ Ud,r)
P(Ud,r)
=
P(FrFd−rFd)P(Vd,r)
P(Ud,r)
= g3
(−qr; qd) ,
where the final equality follows from (4.1) and the inverse of (4.7). 
Remark. Just as we worked directly with the combinatorics of q-difference equations in order
to prove Proposition 2.2 (thereby providing short new proofs of (1.4) and (1.5)), our use of
probability arguments above could also be adapted to give new proofs of the results relating
generating functions and probability found in Section 4 of [34] and Section 6 [22] (particularly
(6.1)).
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