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BACTERIAL MOTILITY PATTERNS IN CHEMOTAXIS AND POLYMER
SOLUTIONS
Yang Yang, PhD
University of Pittsburgh, 2018
We investigate bacterial chemotactic strategies using run-tumble and run-reverse-ick motil-
ity patterns. The former is typically observed in enteric bacteria such as Escherichia coli and
Salmonella, and the latter is observed in marine bacteria Vibrio alginolyticus and possibly
exhibited by other polar agellated species. It is shown that while the 3-step motility pattern
helps the bacterium to localize near hot spots, an exploitative behavior, its exploratory po-
tential in short times can be signicantly enhanced by employing a non-Poissonian regulation
scheme for its agellar motor switches.
We also explored the interaction of polymer solutions with Vibrio alginolyticus. As
the polymer concentrations increase, the ick of Vibrio alginolyticus is suppressed by the
surrounding media. Two theoretical models are developed to explain the interaction, which
conrms non-Poissonian property of Vibrio alginolyticus swimming interval distribution and
reveals that motor uctuations can be modeled with a damped harmonic oscillator. The
motor uctuations are coupled with the viscoelastic environment so that a \resonance-like"
eect of the directional autocorrelation function of swimming bacteria can be observed. On
the other hand, we only see the decreasing of swimming speed with increasing polymer
concentration, which is dierent from the non-monotonic results of E. coli observed by
Martinez et al. The swimming speed vs. concentration of polymer solutions shows a scaling
law.
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1.0 INTRODUCTION
1.1 THE DETAILS OF BACTERIA USED IN THE EXPERIMENTS
In this section, we will introduce the details of bacteria used in the experiment and in next
section the physical models needed as our theoretical tools will be presented.
The bacteria in our study are wild-type Escherichia coli (E. coli) RP437 and Vibrio
alginolyticus (V. alginolyticus) YM4. E. coli can be found in the human intestine system. It
is a well-studied microorganism with a rod shape, the typical size of which is approximately
1 m in width by 2 m in length. Most strains of E. coli are not harmful. Instead, they
are benecial for microbial balance in the intestine system, aiding in digestion, and helping
provide vitamin K [8].
V. alginolyticus is less studied than E. coli but still very well-known to researchers. It
is a marine bacterium with a similar shape, and the typical size of a single cell is similar to
E. coli [6].
1.1.1 Bacterial agella and agellar motor
Both E. coli and V. alginolyticus are agellated bacteria, meaning that they can use this
lash-like appendage to do locomotion. The wild-type E. coli has multiple agella around
its cell body while wild-type V. alginolyticus has a single polar agellum, which is shown in
Fig. 1. The typical size of E. coli 's agella is about 10 m long and 20 nm in thickness [9].
The average length and thickness of V. alginolyticus ' agella are about 5.5 m and 20 nm,
respectively [10][11].
Each bacterial agellum is connected to a agellar motor, located in the cellular mem-
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(A) (B)
(C) (D)
Figure 1: Flagella of E. coli and V. alginolyticus. (A) An electron microscope image of intact
cell of E. coli K12 strain RP487. The bar represents 1:0 m. (B) A real-time uorescent image of
agellar bundles of E. coli. The bar represents 2:0 m. (C) An immunogold electron microscope
image of V. alginolyticus. (D) A phase contrast microscope image of V. alginolyticus bacterium
[Kwangmin Son, CEE, MIT]. Here, (A) is from Figure 2 (A) of Ref. [1], (B) is from Figure 4 (A)
of Ref. [2], and (C) is from Ref. [3].
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brane [12]. The agellar motor is akin to an electric motor and is one of the largest cellular
machines, about 45 nm in diameter [9]. Powered by H+ (E. coli) or Na+ (V. alginolyticus)
ion uxes, they can rotate with the frequency around a few to several hundreds of hertz at a
low load [13]. The record of highest speed of motor rotation is 1700 Hz, measured from the
Na+-driven motor of V. alginolyticus at 37°C [14].
1.1.2 Bacterial motility patterns
V. alginolyticus and E. coli 's motors can rotate bi-directionally. When the motor of V. algi-
nolyticus rotates in counterclockwise (CCW, observed from a lament to a motor) direction,
the agellum will push cell body forward, and the corresponding swimming interval is named
as a run interval. When the motor reverses its direction to clockwise (CW) direction, the
cell moves backward, which is called a reverse interval. Because of cells swimming at low
Reynolds numbers, the reverse backtracks the run interval. However, this is not the case for
the run interval; upon a motor reversal from CW to CCW rotation, the compressive force
transiently causes the agellum to bend [4], deecting the cell to a new random direction.
So at the end of the reverse interval, there is a randomization process which is termed as a
ick.
For E. coli, multiple agella can bundle together, forming a left-handed helix when all
motors rotate in CCW direction. The bundle pushes cell forward, which is termed as a run
interval. If at least one motor reverses its direction to CW direction, the bundle falls apart,
and the cell randomizes its direction, which is termed as a tumble. The bacterial motility
patterns are based on these motor properties.
In summary, an E. coli bacterium swims in a uid by run (CCW motors interval) and
tumble (CWmotor interval) as depicted in Fig. 2 (A). After many run-tumble (2-step) cycles,
the bacterial track resembles a random walk. In comparison, a marine bacterium, such as
V. alginolyticus, uses a single polar agellum to navigate in seawater. Its motility pattern is
3-step cycles of run-reverse-ick as depicted in Fig. 2 (B). During the run (reverse) interval,
the polar agellar motor turns in the CCW (CW) direction. After several run-reverse-ick
cycles, the trajectory of the marine bacterium also resembles a random walk.
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Figure 2: Bacterial motility patterns. The motility patterns of E. coli is a sequence of
run and tumble intervals, which is a 2-step motility pattern. In comparison, wild-type V.
alginolyticus uses a single polar agellum to navigate in seawater. Its motility pattern is 3-
step cycles of run-reverse-ick as depicted in (B). During the run (reverse) interval, the polar
agellar motor turns in the CCW (CW) direction. Because of swimming at low Reynolds
numbers, the reverse backtracks the run interval. However, this is not the case for the run
interval; upon a motor reversal from CW to CCW rotation, the compressive force transiently
causes the agellum to bend [4], deecting the cell to a new random direction. After several
run-reverse-ick cycles, the trajectory of the marine bacterium also resembles a random walk.
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1.1.3 Chemotaxis
In a homogeneous motility buer, bacteria move randomly in unbiased run-tumble or run-
reverse-ick motility patterns. When a buer is added with a chemoattractant or chemore-
pellent that forms a chemical gradient, a bacterium can do biased locomotion by adjusting
its motility patterns to approach or keep away from the chemical source. This function of
bacteria is known as chemotaxis. Bacteria detect the chemicals by temporal sensing rather
than comparing chemical gradient in space due to its small size [15], which means that bac-
teria perform temporal comparisons to decide the gradient along swimming trajectories. In
Chapter 2, we studied the bacterial exploration and exploitation behaviors for both E. coli
and V. alginolyticus in chemotaxis.
1.1.4 Biosafety
It has been reported that some wild-type V. alginolyticus can cause wound infection, so
special care is needed for a person with an abrasion or minor cut when dealing with them in
the wild [16]. The strain YM4 used in our lab is subjected to the same lab safety requirements
of E. coli.
1.2 BROWNIAN MOTION
1.2.1 Langevin equation
Because of the close similarity of Brownian motions and bacterial chemotactic swimming, for
the convenience of a later discussion, let's rst familiarize ourselves with Brownian dynamics.
Brownian motion is named after British botanist Robert Brown who discovered it in 1827
[17]. He found that tiny ower pollens on water surface moved randomly under his microscope
but failed to nd out the reason. In 1906, Albert Einstein used kinetic molecular theory to
explain why Brownian particles moved in this way [18] and started the understanding that
random motion is due to thermal movements of surrounding water molecules.
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Langevin equation is used to describe a Brownian motion particle, which is governed
by the Newton's law of motion. Suppose the mass of the Brownian particle is m and it
experiences a Stokes friction force  ~v, where  > 0 is a constant friction coecient, the
equation of motion is
m
d
dt
~v(t) =  ~v(t) +
p
2q~(t); (1.1)
d
dt
~r(t) = ~v(t); (1.2)
with ~r and ~v being the position and velocity of the particle, respectively.
The nal term on the right-hand side in equation 1.1 characterizes the random force
applied to the particle, which is due to the stochastic impacts of the liquid molecules. q
characterizes the strength of random noise. The Cartesian components of ~(t) has a Gaussian
distribution which satises
hi(t)i = 0; hi(t)j(t0)i = ij(t  t0): (1.3)
After the integration we have
~v(t) = e t=

~v0 +
p
2q
m
Z t
0
dt0~(t0)et
0=

; (1.4)
where  = m=.
With Eq. 1.3 and 1.4, velocity autocorrelation function can be calculated,
h~v(t)  ~v(t0)i = e (t+t0)=~v20 +
dq
m

e jt t
0j=   e (t+t0)=

; (1.5)
where d is dimension number, and the mean squared displacement (MSD) is,
h[~r(t)  ~r(0)]2i =
Z t
0
dt0~v(t0)


 Z t
0
dt00~v(t00)

=
Z t
0
dt0
Z t
0
dt00h~v(t0)  ~v(t00)i
=

~v20  
dq
m

   e t=
2
+
2dq
2

t

  1 + e t=

:
(1.6)
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The strength of noise q can be calculated from equipartition theorem. Suppose the
equilibrium temperature of system is T , we have,
m
2
h~v2(t)i = dkBT
2
; (1.7)
where kB is the Boltzmann constant. We can nd that q = kBT . Thus the coecient of
the rst term in Eq. 1.6, (~v20   dqm) becomes zero, and the MSD of the Brownian particle is
simplied into
h[~r(t)  ~r(0)]2i = 2dq
2

t

  1 + e t=

: (1.8)
In Chapter 2, we will see that the mathematical form of E. coli 's MSD (Eq. 2.8) is
the same as the Brownian motion except for the time scale dierence, where the time scale
of Brownian motion and the motility pattern of E. coli are  and ccw, respectively. This
indicates that for a long time, the behavior of E. coli 's motility pattern resembles a Brownian
motion. In Chapter 2, the MSDs of E. coli and V. alginolyticus will be the tools to analyze
the ability of bacteria seeking food.
1.2.2 Brownian motion in a harmonic potential
In Chapter 3, when we analyze the motility patterns of bacteria swimming in polymer
solutions, we found that the viscosity and elasticity of polymer solutions cause bacterial
swimming to behave like a damped harmonic oscillator. We believe that the oscillation is a
result of agellar motor that executes cycles. By adjusting the concentrations of polymer,
we are able to observe a \resonance-like" state when the concentration of polymer solutions
is close to the overlapping concentration, where polymer coils start to touch each other.
The polymer property will be discussed in detail in Chapter 3. In this section, I prepare
the mathematical tool describing particles moving in harmonic potential with the help of a
Langevin equation. For this purpose, Eq. 1.1 is modied by adding a restoring force  k~r(t),
d
dt
~v(t) =  !20~r(t) 

m
~v(t) +
p
2kBT
m
~(t); (1.9)
where !0 =
q
k
m
, and we keep the noise as a Gaussian noise.
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For simplicity, we make our derivation in one dimension,
d
dt
v(t) =  !20r(t) 

m
v(t) +
p
2kBT
m
(t); (1.10)
and results for higher spatial dimensions can be readily generalized. We can use a Fourier
transform to analyze the stochastic dierential equation. Here the forward and backward
transformation is dened as ~X(!) =
R1
 1X(t)e
 i!t dt and X(t) =
R1
 1
~X(!)ei!t d!
2
.
In the Fourier space, i!~r(!) = ~v(!) and from Eq. 1.10 we have
i!~v(!) =  !20~r(!) 

m
~v(!) +
p
2kBT
m
~(!): (1.11)
The solutions for Eq. 1.11 are therefore
~r(!) =
p
2kBT
m
~(!)
i(!2   !20) + m!
; (1.12)
and
~v(!) =
p
2kBT
m
~(!)!
i(!2   !20) + m!
: (1.13)
We can nd the power spectrum for position and velocity with the result
~Sr(!) = j~r(!)j2 =
2kBT
m2
(!2   !20)2 + ( m!)2
; (1.14)
and
~Sv(!) = j~v(!)j2 =
2kBT
m2
!2
(!2   !20)2 + ( m!)2
: (1.15)
An inverse Fourier transform of power spectrum leads to the autocorrelation functions for
both position and velocity
Cr(t) =
Z +1
 1
~Sr(!)e
i!td!
2
=
kBT
m!20
e 

2m
t

cos(!00t) +

2m!00
sin(!00t)

; (1.16)
and
Cv(t) =
Z +1
 1
~Sv(!)e
i!td!
2
=
kBT
m
e 

2m
t

cos(!00t) 

2m!00
sin(!00t)

; (1.17)
where !00 =
p
!20   2=4m2. The autocorrelation function for velocity will be used to under-
stand data collected in the experiment of bacteria swimming in polymer solutions in Chapter
3.
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1.3 RESISTIVE-FORCE THEORY
1.3.1 The Navier-Stokes equation
Motility patterns of bacteria are aected by thermal uctuations of a medium, but unlike
powerless Brownian particles, they are also driven by agellar motors. The hydrodynamics
of agellar propulsion reveals the other side of what inuences bacterial motility. In this
section, we seek help from the Navier-Stokes equation, which is Newton's second law of
uid motion, determining the motion of the medium where the microorganisms live. The
Navier-Stokes equation of an incompressible Newtonian uid is in the form


@~u
@t
+ ~u  r~u

=  rp+ r2~u+ ~f; (1.18)
where  is the uid density,  is the shear viscosity, and ~f is any external applied force per
volume. The motion of the medium is indicated by a pressure eld p(~r; t) and a velocity
eld ~u(~r; t), with ~r(t) being the space point at time t [19][20].
1.3.2 Life at low Reynolds number
The Reynolds number is dened as the ratio of inertial force to viscous force, Re = av=
[21], where v and a are typical velocity and length scales of a test object moving in the uid.
In the world of microorganisms, with the value of   103 kg=m3,   10 3 Pa  s (water),
a swimming speed v  10m=s, and a characteristic cell length scale a  1m (E. coli),
the typical value of Re is 10 5  1, which means that the inertia force in the Navier-Stokes
equations can be neglected. So the left-hand side term in Eq. 1.18 is zero for inertialess case
[19] and for the system without any external forces, we get the Stokes equation
 rp+ r2~u = 0: (1.19)
For incompressible medium, the mass continuity equation can also be simplied into
r  ~u =  1

@
@t
= 0: (1.20)
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Then, we have
r2p = 0 and r4~u = 0: (1.21)
Next, we try to calculate uid motion induced by force distributions on a agellum. For
that purpose, we start by calculating the eect of a point force ~F(~r) which is located at the
position of ~r following Ref. [19]. Eq. 1.19 becomes
 rp+ r2~u+ ~F(~r) = 0; (1.22)
and by applying (r) on both sides, we have
 r2p+r 

~F(~r)

= 0: (1.23)
From the knowledge of r2  1
4r

=  (~r), we nd the solution to the Stokes equation due to
the point force
p =  r 
 ~F
4r

: (1.24)
Given a particular force eld ~F = (F; 0; 0), its corresponding pressure eld is
p =
Fx
4r3
; (1.25)
and based on Eq. 1.19, the velocity eld satises
r2~u = 1

rp = F
4

1
r3
  3x
2
r5
;
 3xy
r5
;
 3xz
r5

: (1.26)
Eventually, we have the solution of ~u as follows
~u =  1
6
r2

F
4
r x
r3

=
F
8

x2 + r2
r3
;
xy
r3
;
xz
r3

:
(1.27)
The values of ~u in radial and tangential directions are useful and they are given by
ur =
~r  ~u
r
=
F
8

2 cos 
r

; (1.28)
(1.29)
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and
u =
F
8
  sin 
r

: (1.30)
The velocity eld described by Eq. 1.27 is the eect of a stokeslet of strength (F; 0; 0) and
is named as the stokeslet velocity eld.
On the other hand, any velocity eld ~u = r (where r2 = 0) satises the Stokes
equation Eq. 1.19 and the mass continuity equation Eq. 1.20, where  is called a velocity
potential. By choosing a dipole velocity potential  =  r

~G
4r

= Gx
4r3
, where ~G = (G; 0; 0)
is the vector strength of the dipole, we can nd that the corresponding velocity and pressure
eld become
~u =
G
4

1
r3
  3x
2
r5
; 3xy
r5
; 3xz
r5

; (1.31)
p = 0: (1.32)
The radial and tangential directions of ~u are
ur =   G
4
2 cos 
r3
; (1.33)
u =   G
4
sin 
r3
: (1.34)
This velocity eld involves no external force on the uid. It is called a dipole velocity eld
of strength (G; 0; 0) or a source-doublet.
The stokeslet and dipole velocity eld will be used to not only satisfy boundary conditions
but also capture the velocity eld of certain force distributions.
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1.3.3 The normal motion of a circular cylinder section
We can use the results above to study the agellum propulsion [19]. We want to see what
the ow eld would be given a line distribution of singular forces and the source-doublets.
Assuming that the singular force is distributed in the range of [ b; c] of z axis (see Fig. 3), the
total strength of the force ~F is related to the force distribution with the result ~F =
R c
 b fx^ dz,
where the unit force (f dz; 0; 0) is located in (z; z + dz).
We hope to see the velocity eld on the cylinder x2 + y2 = a2, where a b and a c.
With Eq. 1.27, an approximated velocity eld on x2 + y2 = a2, and z = 0 is
~u =
f
8

2x2
a2
+ log
4cb
a2
;
2xy
a2
; 0

: (1.35)
Figure 3: A line distribution of singularities on a cylinder segment in its normal direction.
The left gure represents a segment of a agellum with a diameter 2a and the right gure
shows one section that we want to analyze, with the length b+ c. The direction of the unit
force follows the normal direction of the circular cylinder section, which is in x-axis here.
The velocity eld varies around the circle on the surface of the cylinder, but it is possible
to remove the variation with a similar conguration of source-doublets. For the velocity eld
due to the source-doublets with the same space conguration, we have
~u =
g
4

2
a2
  4x
2
a4
; 4xy
a4
; 0

: (1.36)
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By choosing g = fa
2
4
, the sum of above two elds gives
~u =
f
8

1 + log
4cb
a2
; 0; 0

: (1.37)
This result means that a section of a circular cylinder with geometry 2a2(b+c) moves
with the velocity in Eq. 1.37 when a uniform force (f; 0; 0) is applied to the cylinder per
unit length.
1.3.4 The tangential motion of the circular cylinder section
Figure 4: A line distribution of singularities on a cylinder segment in its tangential direction.
Unlike Fig. 3, the direction of the forces follows the tangential direction of the circular
cylinder section.
Similarly, the velocity eld can be calculated given a force distributed along the tangential
direction of the circular cylinder section. Following the setup in Fig. 4, the forces are in
x-axis, in the range of [ b; c]. The corresponding velocity eld is
~u =
f
8

  2 + 2 log 4cb
a2
; 0; 0

: (1.38)
This means that a line distributed tangential singular force generates the velocity eld
in Eq. 1.38. Combining the Eq. 1.37 and Eq. 1.38, we can nd that given same net force
f applied in tangential and normal direction of cylinder, the magnitude of velocity eld for
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the former is almost twice as fast as that of latter. We dene the normal and tangential
resistance coecient as follows,
kn = fn=u =
8
1 + log 4cb
a2
; (1.39)
kt = ft=u =
4
 1 + log 4cb
a2
: (1.40)
These two coecients will be used in the next section and Chapter 3.
1.3.5 Resistive-force theory of the agella
In this section, we follow Lighthill's way to calculate the thrust force and torque generated
by agella based on previous section's results [19]. For a agellum, the length of which is
l when stretched straight, we set up a coordinate system in Fig. 5 (A) to describe it. The
left-handed helix pointing backwards along x axis can be described as
~r(s) = (x; y; z) = (x (s) ; y (s) ; z (s)) ; (1.41)
where s is curvilinear distance from the bare of the agellum (see Fig. 5 (A)).  is the
wavelength along the curved agellum and  cos =  = , in which  is the helix angle,
cos = , and  is the pitch of the helix.
In the frame of cell body (see Fig. 5 (B)), when the agellum rotates counterclockwise
with the angular velocity !, one test point moves with a tangential velocity c, which has been
labelled as a red vector. The corresponding phase speed of the helical wave thus propagates
upwards with the velocity ~v = vx^ = cx^, relative to the cell body.
For the bacterium, assuming that the swimming velocity in the uid is ~u =  ux^, so the
velocity of the wave relative to the uid is (v   u)x^. We can nd the tangential velocity of
agellum relative to the uid
(v   u)x^  t^t^  ct^ = (v   u) cos t^  ct^ = [(v   u) cos   c]t^; (1.42)
where t^ indicates the unit tangential vector along the increasing s direction. The normal
velocity relative to the uid is (v   u)x^  n^n^ = (v   u) sin n^.
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(B)(A)
Figure 5: Flagellum details for resistive-force theory derivation. In (A), a schematic cell
is placed along x-axis and a test point on the agellum has been labeled with yellow color.
R is the radius of the helix,  characterizes the wavelength along the curved agellum, and
 is the pitch of the helix. In (B), the agellum from (A) is shown and represents the cell
body frame. The agellum rotate in CCW direction with angular velocity ! and ~v is the
phase velocity of the helical wave. For the yellow test point, its tangential velocity ~c has
been marked with red color. t^ and n^ are the tangential and normal direction at this point,
respectively. The velocity ~u is the cell swimming velocity relative to uid.
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With the tangential resistance coecient kt and normal resistance coecient kn obtained
previously, we can nd the trust force Ff by integrating over the whole agellum,
Ff =
Z l
0

kt

(v   u) cos   c

cos + kn(v   u)

1  cos2  

ds: (1.43)
We know that Z l
0
cos ds = l; (1.44)
and Z l
0
cos2  ds = l; (1.45)
where  = cos2  .
After integration, the thrust force is given by
Ff = ktl

(v   u)   v

+ knl

(v   u)(1  )

= lv

kt(   1) + (1  )kn

  lu

kt + (1  )kn

:
(1.46)
The torque Nf can be calculated by using the component of dFf normal to the helical
axis multiplied by the lever arm, which is the helix radius R,
dNf =

 Rkt

(v   u) cos   c

sin +Rkn(v   u) sin cos 

ds: (1.47)
The total torque is
Nf =
Z l
0

 Rkt

(v   u) cos   c

sin +Rkn(v   u) sin cos 

ds
=  Rkt

(v   u)l cos sin   vl
cos 
sin 

+Rkn(v   u)l sin cos 
= vRl( kt cos sin + kt tan + kn sin cos ) Rlu( kt sin cos + kn sin cos )
= vRl( kt
p
1   + kt
p
1  

+ kn
p
1  ) Rlu(kn + kt)
p
1  ):
(1.48)
The thrust force and torque can be expressed in the following concise way,24 Ff
Nf
35 =
24 A  B
 B D
35 
24u
!
35 ; (1.49)
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where ! = 2v

is the agellum rotation angular velocity.
We can nd that the matrix elements A, B and D are
A = knl(1  )
 
1 + k

1  

; (1.50)
B = knl(

2
)(1  ) 1  k; (1.51)
and
D = knl(

2
)2(1  ) 1 + k 1  


; (1.52)
where k = kt=kn.
It is due to this thrust force and torque that the agellum can push or drag a bacterium
in a liquid environment. These results give a propulsion matrix, from which we can calculate
the thrust force and torque if we know the velocity and angular velocity of the agellum.
We will discuss this in detail in Chapter 3.
The purpose for me to write down the derivation in detail here is that I hope to document
the theoretical background. When I tried to tackle the research problem, I explored for a
long time to gure out which part of theory is essential and eective to capture experimental
results. So I think this is instructional if anyone will do similar experiments.
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2.0 A NON-POISSON FLAGELLAR MOTOR SWITCH INCREASE
BACTERIAL CHEMOTAXIS POTENTIAL
2.1 INTRODUCTION
This chapter is about the performance of dierent bacterial searching strategies for scarcely
distributed chemical traces in a uctuating environment. This is the situation a bacterium
encounters in a pelagic micro-habitat where nutrients released from, say, marine snows or
lysed planktons are quickly dispersed by turbulent uid ows. Turbulent action stretches
and folds nutrients into thin striations and signicantly enhances their dispersal in water.
To sequester these ephemeral nutrient patches, microorganisms develop dierent niches to
gain advantage over their competitors. Surveys of coastal water samples have revealed that
the majority of motile bacteria are polar agellated, and they swim rapidly with a speed of
 100 times of their body lengths per second [22]. The most documented motility pattern of
marine bacteria is run-and-reverse, which is consistent with their agellation pattern. The
fact that peritrichously agellated bacteria were rarely found in such environment suggests
that the run-tumble motility pattern of E. coli, which is by far the best studied, is not
adopted by marine species. We recently found that marine bacterium V. alginolyticus, and
possibly others such as Pseudoalteromonas haloplanktis, incorporate a randomization step in
their motility patterns; namely these bacteria whirl their agellum at the end of the reverse
interval causing the cell body to deect in a new random direction before resuming forward
swimming [6]. This characteristic movement, which we termed a ick, makes a sharp kink
in the bacterial trajectory and signals the beginning of each run-reverse-ick cycle (see Fig.
2 (B)). Using uorescence video microscopy and optical trapping, we found that the ick
is very brief  50ms and is a part of the forward run [6]. A recent study by Son et al.
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demonstrated that the ick movement results from an elastic instability of the agellar hook
when it is compressed by the propulsive force when the motor switches from clockwise (CW,
reverse) to counter clockwise (CCW, run) rotation [4].
As illustrated in Fig. 2, the fundamental dierence between the run-tumble and run-
reverse-ick motility patterns is that the latter is able to backtrack, revisiting spaces that
have been covered in the previous run interval. This type of motility pattern is adopted
by many motile marine bacteria, suggesting its usefulness. In the present work we examine
how dierent motility patterns contribute to chemotaxis via the important characteristics
of bacterial diusivity [23, 24]. Since the motility patterns are regulated by the interval
distributions Px(x), where x is the dwell time for the motor state x, our work will examine
dierent distributions of x and how these distributions aect chemotaxis. For E. coli, it
is well documented that both the run ccw and tumble cw intervals are exponentially
distributed, Px(x) = exp( x=x)=x with x being the mean and x = (CCW; CW) [25].
However, for V. alginolyticus, our measurements show that both forward f and backward
b swimming interval distributions are strongly peaked at nite times, and it is only in long
times that the distributions are exponential [6]. The short-time (x=x  1) inhibition is
very strong, suggesting that the motor has a refractory period shortly after a reversal, where
x = (f; b). This behavior is very dierent from E. coli, showing that this marine bacterium
does not regulate its motor switch using a Poisson process. Our research presented herein
demonstrated that there may be a good biophysical reason for this phenotype, i.e., the marine
microorganisms can use reversibility enforced by the short-time inhibition to enhance their
exploitative behavior.
A quantitative measure of a bacterium's chemotactic potential, namely its ability to ex-
plore and exploit a natural habitat, is the bacterial diusivity D(), which measures the
space covered by the microorganism in a given time  . In this chapter, we rst present
experimental measurements of D() for the marine bacterium V. alginolyticus YM4 in dif-
ferent chemical environments and compare these measurements with commonly studied E.
coli strain RP437. We then developed a mathematical model that allows the time-dependent
D() to be calculated based on microscopic motility patterns with an arbitrary interval dis-
tribution Px(x). Our work demonstrates that even though the 3-step motility pattern can
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signicantly reduce bacterial diusivity in a long time, its short-time explorative potential is
signicantly enhanced by employing a non-Poisson regulation scheme for the agellar motor
switch.
2.2 RESULTS AND DISCUSSIONS
2.2.1 Experimental observations
While detailed bacterial culture conditions and measurement techniques are discussed in
Appendix C, here a brief description is provided. The bacteria E. coli RP437 and V. algi-
nolyticus YM4 were grown to a mid-exponential phase in M9 and VPG media, respectively,
and were transferred to their corresponding motility buers. Both bacteria were incubated
in their corresponding motility buer for > 30 minutes before transferred to an observation
chamber. Two sets of measurements were conducted for RP437: (i) in the homogeneous
motility buer (MB) and (ii) in the presence of a small source of a chemoattractant, ser-
ine. Three dierent sets of measurements were conducted for YM4: (i) in the homogeneous
motility (TMN) buer, (ii) in TMN with a uniform repellent phenol, and (iii) in the presence
of a small source of serine as above. In all cases individual bacteria were followed by video
microscopy in a phase contrast mode, and the image plane was set at  100m away from
the surface to minimize distortion of swimming trajectories [26]. The bacterial trajectories
were digitized using ImageJ and a home-developed software package. Each bacterium was
followed for as long as possible, typically a few seconds to as long as 20 s, before it swam
out of view. This yields a time series ~ri = (xi(ti); yi(ti)) with the successive time points ti
determined by the standard video rate of 30 fps or t = 33 ms. For each bacterial trajectory,
the mean-squared displacement (MSD) ~r2() =
PN n
i=1 ((xi+n   xi)2 + (yi+n   yi)2) =(N  n)
can be calculated and after averaging over many bacteria, one nds the population averaged
value MSD() = h~r2()i, where  = nt with n being an integer, and N is the length of the
trajectory.
Figure 6 displays MSDs for E. coli (A) and V. alginolyticus (B) in the uniform buers.
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One observes that for E. coli, there exist two regimes; for short times ( < 1:5 s), MSD() /
 2, suggesting a \ballistic-like" motion, and for long times ( > 1:5 s), MSD() /  , which
is normal diusion. The slope of this latter regime yields the long-time diusion coecient
D0 = 95 7m2=s. By comparison, we found that MSD for V. alginolyticus is signicantly
dierent; it consists of three regimes. For  < 0:5 s, the MSD increases as  2 as in the
case of E. coli, and it is followed by a rapid, quasi linear dependence on  . Unlike E.
coli, this rapid increase in MSD does not persist but is interrupted by a much slower linear
 dependence for   1:2 s. For V. alginolyticus, the long-time diusivity D0 = 102 
9m2=s is therefore comparable to that of E. coli, but its maximum instantaneous diusivity
Dmax
 d
d
MSD()=4

= 166  8m2=s (0:5    1:2 s) is considerably greater. We
next investigate the diusivity of YM4 subject to 10 mM phenol in TMN buer. Previous
studies have shown that phenol elicits a chemorepellent response in V. alginolyticus , and the
bacterium is not adapted to this chemical [27]. Observations show that the bacteria alter
their swimming directions rapidly with the typical dwell times in both swimming directions
being shorter than those in TMN. These characteristics are clearly displayed in Fig. 6 (C) in
which we found that overall MSD is smaller withD0 = 233m2=s andDmax = 945m2=s;
both are signicantly less than those measured in TMN without phenol.
Figure 6 (D) displays the MSD vs.  measured for YM4 in the presence of a localized
chemoattractant created from a micropipette lled with 1 mM serine. The chemical is
distributed over a small radius  10m [5]. We found that the measured curve in this
case still consists of three regimes as those in Figs. 6 (B, C) without a chemical gradient.
Specically, we found that the early time regimes are greatly expanded and the long-time
diusion is reduced. The latter indicates that the bacteria spend most of the time near
the source. Using the same analysis as above, we found D0 = 48  8m2=s and Dmax =
5659m2=s. The latter value is  3:4 times greater than measured in homogeneous TMN.
Despite very dierent time scales in the measurements presented in Figs. 6 (B-D), we noticed
that the functional forms for all of them are similar, but they are very dierent from E. coli.
This similarity is due to the fact that the marine bacterium uses the same motility pattern
to navigate regardless whether a chemical signal is present or not. Moreover it suggests
that the swimming interval control in the marine bacterium, characterized by the dwell-time
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distribution, must be similar as well in all cases.
As a comparison, we also performed the MSD measurement for RP437 in the presence of
a localized serine as above. The data is displayed by the purple dots in Fig. 6 (D). The MSD
displays the short-time ballistic regime and the long-time diusive regime similar to Fig. 6
(A) when no chemical gradient is present. The overall MSD is greater in the presence of
serine than in its absence as illustrated by plotting the two measurements (green and purple
curves) together in Fig. 6 (E). Unlike V. alginolyticus ' case, where the presence of the small
source causes strong localization as indicated by a reduction of D0 from its steady-state
value, E. coli forms a loose aggregate near the small source [6]. The long-time diusivity
D0 = 200  9m2=s of E. coli actually increases by nearly a factor of two when compared
to its steady-state value (see inset of Fig. 6 (F)). Observation under the microscope shows
that in the neighborhood of the micropipette tip, individual E. coli cells swim in more-or-
less straight lines, and the average swimming distance ` is comparable to the size of the
aggregate. Since D0 / v` and the swimming speed v is essentially unaected by serine, the
increased MSD and D0 are a result of increasing ` when E. coli cells are positively stimulated
and unable to adapt quickly.
The emerging physical picture based on the above experiments is the following: (i) the
basic functional forms of MSD vs.  , or for that matter D() vs.  , is largely determined by
bacterial motility patterns, and they are weakly or unaected by the presence of chemoeec-
tors; (ii) the ability for a cell to localize depends critically on how fast it can response to a
local environment by adaptation; and (iii) backtracking is essential for enhancing short-time
diusion while suppressing long-time diusion. Below we will incorporate some of these fea-
tures in mathematical models that allow MSD() and D() to be calculated and compared
with the experiment.
2.2.2 Theory
In what follows we delineate the steps that allow us to calculate the MSD, h~r2()i, and
the time-dependent diusivity, D(), for dierent motility patterns. Our formulation is
general enough to take into account temporal correlations between forward and backward
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Figure 6: Mean-Squared Displacement (MSD) as a function of time  . In (A-B), the measured
MSD() vs. time  are plotted respectively for E. coli (green dots) and V. alginolyticus (red dots)
in the homogeneous motility buers. In (C) the same measurements are presented for YM4 in 10
mM of phenol. The fast motor reversals of the bacterium greatly reduces its translational motion
as compared to the data in (B). In (D), MSD of YM4 in the presence of a point-like serine source; 1
mM of serine released from a micropipette tip in the background of TMN. The steady-state serine
prole covers approximately a volume  20  20  20 m3 [5]. Compared to (B-C), the positive
chemical stimulus signicantly alters the MSD. In all the plots, the error bars are standard errors
of the means. The solid black and green lines in (A-D) are ts to the theoretical models presented
in the main text. An excellent t to the E. coli data using exponential distribution for the CCW
intervals is demonstrated by the black lines in (A) and (D). Similarly good ts using the inverse
Gaussian distributions are obtained for V. alginolyticus as shown by the solid green lines in (B-D).
The experimental data for YM4 cannot be tted by the exponential distributions as delineated by
the dashed black lines. For comparisons between dierent measurements, all data and the tting
curves in (A-D) are replotted on the linear-linear scale in (E) and on the semi-log scale in the inset.
In (F), the reduced bacterial diusivity D=D0 for all cases are plotted using the same colors as in
(E), where dierent D are calculated based on the tting curves, D  ddMSD()=4, and D0 are
their corresponding asymptotic values.
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intervals and arbitrary dwell-time distributions for these intervals. We start by calculating
the velocity-velocity autocorrelation F ()  h~v(t)  ~v(t + )i=d, where the angular brackets
indicate both the time and the angular average, and d indicates the spatial dimension [28, 29].
In our experiment, since only those bacteria that swim more-or-less in the focal plane of the
microscope were included in our ensemble we will treat the problem as two-dimensional,
d = 2. It follows,
F ()  1
2dT
TZ
 T
dt
1
2
Z
2
d
~v(t)  ~v(t+ ) = 1
2dT
TZ
 T
dt~v(t)  ~v(t+ ); (2.1)
where the over-bar stands for the angular average. Ignoring thermal uctuations, one expects
that for  less than one swimming cycle f +b, ~v(t) and ~v(t+) are completely correlated,
but for  greater than f + b, they are uncorrelated, or ~v(t)  ~v(t+ ) = 0. This stems
from the fact that after a ick, the new swimming direction, specied by ~vf ; is completely
randomized [6]. This approximation is reasonable since the rotational-diusion time (3 4 s)
is longer than hfi + hbi ' 1 s, and direction randomization is essentially carried out by
the ick at the end of the backward interval [6]. The above analysis motivates us to break
the time integration into a sum of individual swimming cycles indexed by i = 1; 2; ::::M for
a given trajectory,
F () =
1
(hfi+ hbi)Md
MX
i=1
(f+b)iZ
0
dt ~vi(t)  ~vi(t+ ); (2.2)
where ~vi(t)  ~vi(t + ) is the inner product of the velocity pair in the ith cycle, and M '
2T= (hfi+ hbi). The autocorrelation within a swimming cycle itself is a random variable,
which, aside from being a function of t and  , depends on the swimming intervals f and
b. Thus, the sum in Eq. 2.2 can be viewed as the average over the intervals f and b,
1
M
X
::: =
1Z
0
dfPf (f )
1Z
0
dbPb(b):::: (2.3)
As an exercise, let's examine the simpler case of E. coli swimming, which can be classied as
a 2-step swimmer. It is known that for E. coli both CCW (run) and CW (tumble) interval
distributions are exponential, but since CCW interval is about ten times as long as the CW
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interval [30], the latter may be ignored. In this case the only meaningful correlation is when
ccw >  and ccw  t+  . Putting these conditions as a constraint, we have
~vi(t)  ~vi(t+ ) = v2ccwH(ccw   )H(ccw   t  ); (2.4)
where vccw is the swimming velocity of the bacterium, and H(t) is the Heaviside function.
Using Eq. 2.4, we nd,
ccwZ
0
dt ~vi(t)  ~vi(t+ ) = v2ccw(ccw   )H(ccw   ): (2.5)
Note that the more general case can be derived using the result of a 3-step swimmer
(see below) by setting vcw = 0 but keeping cw( hcwi) nite. Using Pccw(ccw) =
exp( ccw=ccw)=ccw and integrating over all possible ccw, we arrive at the velocity-velocity
autocorrelation function for E. coli,
F () =
v2ccwccw
d
exp

  
ccw

; (2.6)
where ccw = ccw=(ccw + cw) is the CCW bias. It follows from Appendix A, the time
dependent bacterial diusivity for E. coli is given by,
D2() =
Z
0
F ( 0) d 0 =
v2ccwccw
d
ccw

1  exp

  
ccw

: (2.7)
This shows that for short times =ccw  1, bacterial diusivity is D2() ' D02=ccw,
and for long times =ccw  1, D2 ! D02 = v2ccwccwd ccw, where the subscript 2 stands for
the 2-step swimmer. We note that for this type of bacteria, D2() approaches the long-
time behavior monotonically, A2() ( D2()=D02) = 1   exp ( =ccw), indicating that
the maximum diusivity Dmax is reached only when  ! 1. Using the velocity-velocity
autocorrelation function we are also able to calculate E. coli 's MSD (see Appendix A),
h~r()2i = 2d
Z
0
d 0(    0)F ( 0)
= 2v2ccw
2
ccwccw


ccw
  1 + exp

  
ccw

:
(2.8)
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Equation 2.8 yields the expected ballistic motion h~r()2i ! v2ccwccw 2 for =ccw  1, and
the diusive motion h~r()2i ! 2dD02 for =ccw  1. As shown in Fig. 6 (A), this equation
ts remarkably well to the experimental data despite the approximation cw = 0 made.
The calculation for 3-step swimmers is more tedious, and we leave the details to Ap-
pendix B. Despite the complication, for interval distributions that are exponential functions
and uncorrelated between swimming cycles, the velocity-velocity autocorrelation can still be
calculated analytically with the result,
F () =
1
d( 2f    2b )

v2ff (f   b) exp( 

f
)
+v2b b (f   b) exp( 

b
)  vfvbfb

exp(  
f
)  exp(  
b
)

:
(2.9)
It should be noted that in the limit vb ! 0, this equation converges to the 2-step case as it
should be. Using Eq. 2.9, we obtained the time dependent bacterial diusivity for the 3-step
swimmer,
D3() =
1
d( 2f    2b )

vf
2
f (vf (f   b)  vbb)Gf ()
+vb
2
b (vb(f   b) + vff )Gb()

;
(2.10)
where Gx()  1   exp( =x) with x = (f; b). In our experiment, since f is somewhat
greater than b, Gf () relaxes slower than Gb(). Moreover, since the amplitude of Gf ()
is negative and the amplitude of Gb() is positive, it follows that D3() peaks at a nite
 before leveling o to a constant value D03 = ((vff   vbb)2 + vfvbfb) =d(f + b) =
v2f f
d
f ((1  )2 + ) in long times, where f = f=(f + b),  = vb=vf , and  = b=f .
We note that for a symmetric 3-step swimmer, i.e.,  =  ! 1, D03 attains a simple form
D03 =
v2f f
d
f that is identical to the 2-step counterpart with D02 =
v2ccwccw
d
ccw. This
suggests that if hypothetical 2-step and 3-step (symmetric) swimmers are constructed such
that they are identical in all aspects, i.e. vccw = vf = vb and ccw = f = b, with the only
exception that their motility patterns is dierent, D03 = D02=2, where ccw ' 1 (since cw 
ccw) and f = 1=2. In a more realistic situation when ccw ' 90%, the above conclusion
is still qualitatively valid. This implies that the hypothetical 3-step swimmer can localize
better near a small source than its 2-step counterpart [24]. To attain a minimal diusivity in
long times, the 3-step swimmer can coordinate its forward and backward movements in such
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a way  = 0:5, which leads to (D03)min =
3
4
v2f f
d
f , where f is assumed to be approximately
a constant. The existence of such minimum diusion is illustrated in the inset of Fig. 7.
To characterize how D3(t) approaches its steady-state value, we dene A3() similarly
to the 2-step case,
A3()

 D3()
D03

=
vf
2
f (vf (f   b)  vbb)Gf () + vb 2b (vb(f   b) + vff )Gb()
(f   b) ((vff   vbb)2 + vfvbfb) :
(2.11)
This function is signicantly dierent from A2() and will be discussed shortly. To compare
with our experimental measurements, we also calculate MSD by integrating D(t) one more
time, yielding
h~r()2i = 2d
Z
0
d 0D( 0)
=
2
 2f    2b

vf
3
f (vf (f   b)  vbb) f ()
+vb
3
b (vb(f   b) + vff ) b()

;
(2.12)
where x()  x   1 + exp

  
x

with x = (f; b). The equation is somewhat simplied
with h~r()2i =  20

(vf   vb)20() + vfvb 0

1  exp

  
0

when f ! b = 0, and it
gives the correct long-time limit h~r()2i = v200 when vf ! vb = v0.
A major dierence between the 2-step and 3-step bacterial chemotaxis is that while
D() increases monotonically with  for the former, it does not for the latter. Figure 7
displays reduced diusivity A2() and A3(), and it shows that A3 is peaked when forward
and backward swimming behaves similarly with vf ' vb and f ' b. The peaking in
D() is a result of backtracking, and our observation shows that the more statistically
similar the two intervals are, the higher the peak is. Biologically, the backtracking may be
interpreted as a microorganism's means of explorative-exploitative behavior in chemotaxis.
In essence, it allows the microorganism to overshoot a target in searching for a greener
pasture, but if this fails it can backtrack, returning to the original position. When nutrients
are sparsely distributed and subject to convective mixing, this (run-reverse-ick) chemotactic
strategy can be more eective than the run-tumble strategy in searching for the nutrients
(see Conclusion). The quantity A() dened above therefore provides a quantitative measure
of a microorganism's potential for chemotaxis; the taller the peak or the larger Dmax is,
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the more explorative potential the microorganism has since the searching area scales as
Dmaxmax, where max maximizes D(). And the smaller the D0 is, the better the bacterium
can localize or more exploitative. In this light, we see that the marine bacterium's motility
pattern is well suited for exploration in short times and for exploitation (localization) in long
times. The relative height at the peak, Dmax=D0, is therefore a dimensionless measure of
bacterial chemotaxis potential. Using the exponential distribution for f and b, we found
that the peak height never exceeds Dmax=D03   1  15%, which is inconsistent with the
MSD measured in V. alginolyticus. Indeed using Eq. 2.12, we found that the theoretically
predicted form hardly ts the experimental data (dashed black lines in Figs. 6 (B-D)).
As we shall see below by employing a non-Poissonian motor regulation, Dmax=D0 can be
signicantly increased, and it agrees much better with our experiments.
Failure in the above tting procedure suggests that the Poisson process for motor regula-
tion is not stringent enough to enforce backtracking. Indeed, we found that V. alginolyticus
regulates its motor switch by a non-Poisson process [6], and such behavior has been seen
in other bacteria as well [31]. As will be shown below, for V. alginolyticus the swimming
intervals can be described satisfactorily by the inverse Gaussian distribution,
Px(x) 

Dx
23x
1=2
exp
"
 (1 x=Px)
2
2 (x=Dx)
#
; (2.13)
where x = (f; b). To put this model in perspective, we note that this distribution is the so-
lution of the rst-passage problem of a dispersion wave that propagates in a one-dimensional
domain of size L, and it may mimic the conformational spread of the agellar motor switch
of the marine bacterium [32]. For a wave packet that travels with velocity Vw and broadens
with a diusivity Dw, the relevant time scales in Eq. 2.13 are given by P = L=Vw and
D = L
2=2Dw. Thus, if the conformational spread in the motor switch has a low dispersion,
i.e. a small Dw; the diusion time D will be large and correspondingly a narrow Px(x).
For convenience of a later discussion, it is useful to delineate some mathematical features of
Eq. 2.13: First, the distribution is peaked at max = (P=2)
p
(3)2 + 4  3

, and it has
the mean hi = P and the standard deviation  = 1=2P , where  = P=D. Second, for
small times,   P , the distribution cuts o sharply as  exp( D=(2)) and for large
times,  P , the distribution is approximately exponential,  exp( D=(2 2P )). Hence,
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Figure 7: Normalized time-dependent diusivity A2;3()  D2;3=D0 calculated using the exponen-
tially distributed dwell-time distributions. The bacterial motor switches in these plots are assumed
to be governed by a Poisson process. The solid red lines in both (A) and (B) are for the 2-step
swimmer or E. coli (Ec). It shows that A2(=ccw) is a monotonically increasing function of time
 , and it eventually levels o to unity. The other colored lines in (A) and (B) are for the 3-step
swimmer or V. alginolyticus. In (A),  = vb=vf = 1 is xed but  = b=f is varied from 0.3-1.5.
As can be seen, A3(=f ) has a peak, and it attains its maximum value when  ' 1. In (B),  = 1
is xed but  is varied from 0.3-2. Again, we found that the maximum peak occurs at  ' 1.
The long-time diusion coecients D0 are plotted in the insets for dierent values of  (A) and
 (B), where colored symbols correspond to the A3(=f ) vs. =f curves in the main gures. It
is seen that D0 attains its minimal value when  = 1 and  ' 0:5, corresponding to vb = vf and
f ' 2b in (A), or when  = 0:5 and  = 1, corresponding to vf = 2vb and f = b in (B). We note
that for wild-type (wt) V. alginolyticus YM4 and without chemical stimulation, vf=vb ' 0:9 and
f=b ' 1, indicating that swimming of V. alginolyticus is approximately symmetric in the forward
and backward directions, and the bacterial diusivity is close but not equal to the minimum value
of D0.
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the short-time inhibition of motor switching sets this distribution apart from the exponential
ones [6].
We calculated numerically D3() for dierent parameters Pf , Pb, Df , and Db, and the
results are displayed in Fig. 8. For simplicity, vf and vb are assumed to be identical and
are set at v0 = 50m=s. We furthermore keep the time scale associated with the forward
interval xed, Pf = 0:5 s and Df = 1:5 s, and only varied the time scale associated with
the backward interval, Pb and Db. Specically, by keeping Db = 1:5 s xed, in Fig. 8 (A)
we examine how a change in Pb aects A3(). We found that A3() is a monotonically
increasing function of  for Pb  Pf , but becomes peaked when Pb is comparable to
Pf . Also as shown in the inset, in the neighborhood of Pf , the long-time diusivity D0
is a concave function of Pb, indicating that to localize near a source the mean dwell times,
hfi  Pf and hbi  Pb, have to be coordinated. Likewise, by keeping Pb = 0:5 s
xed, in Fig. 8 (B) we examine how Db, which determines the dispersion of the dwell-time
distribution, aects A3(). Here we again found that for small Db( Pb= 0:5 s), or a large
dispersion, A3() increases monotonically with  . A peak develops only when Db becomes
comparable to Pb. Moreover, the peak height grows rapidly as Db becomes large, and it is
accompanied by a relatively slow decrease in D0 (see the inset), indicating that in order to
localize, the dispersion in the dwell-time distribution needs to be small. As shown by the
thin red lines in Fig. 8 (A,B), wt V. alginolyticus YM4 in TMN operates at a nearly optimal
parameter range as indicated by their prominent peaks.
The above analysis shows that by introducing the non-Poissonian switching process, the
peaks in D3() are much more pronounced than those generated by the Poisson process. In
fact if one sets Pf ' Pb and reduces the dispersion by letting Pf=Df ' Pb=Db  1,
the dimensionless peak height Dmax=D03 can be arbitrarily large. The large range by which
the peak height of D3() can be tuned by varying Pf and Pb provides an opportunity for
robust adaptation of a microorganism to dierent environments.
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Figure 8: Normalized time-dependent diusivity A3()  D3()=D0 normalized time-dependent
diusivity A3()  D3()=D0 calculated using the inverse-Gaussian distribution: (A) vf = vb =
50m=s, Df = Db = 1:5 s, and Pf = 0:5 s are xed, but Pb is varied with Pb = 0:15 (purple
squares), 0:25 (green triangles), 0:5 (blue circles), 0:75 s (brown diamonds). The inset is the plot
of D0 vs. Pb. (B) vf = vb = 50m=s, Pf = Pb = 0:5 s, and Df = 1:5 s are xed, but Db is
varied with Db = 0:25 (purple squares), 0:75 (green triangles), 1:5 (blue circles), and 3 s (brown
diamonds). The inset is the plot of D0 vs. Db. The thin red lines in (A) and (B) are calculated
based on the observation of YM4 in TMN buer. The colored symbols in the insets match those
in the main gures.
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2.2.3 Interpretation of experimental observations
Using numerical integration, we are able to perform non-linear least square ts to our mea-
sured MSDs for YM4, which are displayed in Figs. 6 (B-D). As can be seen by the solid green
lines, the quality of these ts is good, much better than when the exponential distributions
(dashed black lines) were used. For convenience, the tting results for the three cases are
detailed in Table 1. We noticed that when phenol, to which V. alginolyticus cannot adapt, is
present in TMN, the average time in a swimming cycle, hfi+hbi, becomes shorter and the
reduction is mainly in the backward intervals. The situation is dierent when a point source
of serine is present. In this case, the mean time in a swimming cycle increases signicantly
from 1:2 s to 2:8 s, and the increment is contributed by both forward hfi and backward
hbi intervals. Most interestingly the forward and backward swimming intervals become
more symmetrical hfi ' hbi, and the interval time dispersion is signicantly reduced,
from f=hfi ' b=hbi ' 0:55 when no serine is present to  0:2 when it is present.
This indicates that around a small patch of chemoattractant, the marine bacterium does not
dierentiate forward and backward swimming directions, and the cell is strongly localized;
or in other words, the net displacement in a swimming interval, ` ( vff   vbb), is small.
We also noticed that our tting results are consistent with our previous ndings [6].
Specically, in our previous experiment for YM4 in TMN, hfi ' 0:4 s and hbi ' 0:5 s.
Both are in reasonable agreement with the corresponding values in Table 1. For a more
stringent check, we determined the swimming intervals of those bacterial trajectories that
were used for calculating the MSD in Fig. 6 (B). Altogether there are 354 forward and 418
backward intervals, and they allow us to construct the dwell-time PDFs, which are displayed
in Fig. 9. As delineated by the pink lines, these PDFs can be adequately described by the
inverse Gaussian distribution (Eq. 2.13), and the tting procedure yields Pf = 0:56 0:02 s,
Df = 1:5
+0:5
 0:1 s; Pb = 0:53
+0:06
 0:02 s, and Db = 2:30:4 s. These parameters are not identical to
those obtained by tting the MSD data in Fig. 6 (B) (see Table 1), but they are suciently
close as judged by the 2 [33] analysis presented in Fig. 9 (C). Here, the red dot represents
the best ts to P (f ) and P (b). Its value, 
2 ' 0:85, is suciently close to unity, indicating
that (i) the uncertainties in the measurements are correctly presented and (ii) the inverse
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Gaussian distribution is appropriate for the PDFs. In generating the surface plot in the
gure, we xed Df = 1:5 s and Db = 2:3 s, since they are less sensitive in the nonlinear
regression, and varied the remaining parameters Pf and Pb. The constant contours in the
plot correspond to integer multiple of the standard deviation n. Using the parameters
Pf = 0:59 s and Pb = 0:56 s from tting to the MSD data, we also evaluated 
2 and plotted
the point (2 ' 1:0) as the yellow dot in Fig. 9 (C). As shown the two 2 values are well
within one standard deviation, and it gives us much condence that our model has captured
essential features of bacterial diusivity in V. alginolyticus.
Finally, it is useful to compare our measurements for dierent bacteria and under dierent
chemical conditions. In Fig. 6 (E) we plotted the MSD data along with their tting curves
for the ve studied cases. It shows that while MSD increases slowly but steadily with time
for E. coli (green and purple curves), the same quantity increases rapidly and appears to
level o in long times for V. alginolyticus (red, blue, and brown curves). To view the earlier
behavior more clearly, the same set of data is also plotted on the semi-logarithmic scale
in the inset. The most striking feature is when D()=D0 is calculated based on the tting
curves by taking its time derivative as displayed in Fig. 6 (F). One observes that while the
E. coli (green and purple) curves are monotonic in time, the curves for V. alginolyticus (red,
blue, and brown) are strongly peaked. Interestingly, the peak height (D=D0)max depends
on the environment: when no chemoeector is present (red), (D=D0)max ' 2:1 but when
it is present (D=D0)max increases remarkably, e.g. 4.3 for phenol (blue) and 14 for serine
(brown). Moreover, the localized chemoattractant (serine) not only induces a taller peak,
it also causes the peak to broaden considerably and move to a large time. This remarkable
behavior indicates that the marine bacterium makes long excursions but the net displacement
` in a swimming cycle (forward+backward) is small due to backtracking.
2.3 CONCLUSION
It is generally expected that the ability for a bacterium to localize comes at a cost of lowering
its explorative potential. When we rst observed that the marine bacterium V. alginolyticus '
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Figure 9: Dwell-time PDFs of YM4 in TMN. In (A) and (B), the blue dots represent the mea-
sured forward and backward swimming interval distributions, P (f ) and P (b). These dwell-time
intervals were collected from the bacterial trajectories that were used for calculating MSD in Fig.
6 (B). The pink lines are ts using the inverse Gaussian distribution, Eq. 2.13. The quality of the
t is presented in (C), where 2 is plotted against two sensitive parameters, Pb and Pf , in the
inverse Gaussain distribution. The red dot with 2 ' 0:85 is located at the valley of the 2 plot,
representing the optimal t to the dwell-time PDFs in (A-B), and the yellow dot represents the
optimal t to the MSD data in Fig. 6 (B). The constant contours correspond to integer multiple
of the standard deviation .
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hfi  Pf (s) Df (s) f (s) hbi  Pb (s) Db (s) b (s)
TMN 0:59  0:03 1:5  0:9 0:37 0:56 0:03 2:3  0:9 0:28
10 mM phenol 0:34  0:01 5:2  0:9 0:09 0:22  0:01 8:5  0:9 0:04
1 mM serine 1:4  0:1 30  9 0:29 1:4  0:1 28  9 0:32
Table 1: Fitting parameters for the inverse Gaussian dwell time distribution for V. algi-
nolyticus YM4. Using the MSD data in Figs. 6 (B-D), which correspond to YM4 in uniform
TMN, in TMN supplemented with phenol, and near a point source of serine in TMN, a
non-linear least square tting routine is conducted. The tting results are displayed by the
green lines in Figs. 6 (B-D) and in the table above.
motor switch is not regulated in a Poissonian fashion, it was a surprise as well as a big puzzle
[6]. Here we believe that we may have the answer: The short-time inhibition of the agellar
motor switch can signicantly improve the bacterium's explorative behavior by increasing
its search radius in short times. This gives rise to a large peak Dmax in the time-dependent
diusivityD(). However, if a search turns out to be in the wrong direction, the backtracking
can readily bring the bacterium back to its more favorable location. By canceling out the
advance made in the searching step, the backtracking step is exploitative and can signicantly
reduce the net displacement ` in a swimming cycle. This gives rise to a small D0, which is
the long-time limit of D(). The dimensionless ratio, Dmax=D0, therefore provides a simple,
quantitative measure of a bacterium's ability for chemotaxis.
In an ocean environment, inhomogeneities of nutrients are created and dispersed rapidly
by ocean currents. The distribution of these inhomogeneities obeys the law of turbulent
mixing and is typically in the forms of small patches and ne striations. To follow and
become localized near these spatial structures could be a major problem for marine bacteria,
and our experiment provides a close glimpse of how one of them, V. alginolyticus, deals with
such challenge. When the environment is homogeneous, the bacterium has a typical motor
switching time of  0:5 s, suggesting that it cannot cover a large area. However, when a
chemical cue is present, it can swim over a large distance and can backtrack to localize when
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the source is small. In comparison, enteric bacterium E. coli fares much worse under the
same environment due to its long adaptation time and inability to backtrack.
2.4 APPENDIXES
2.4.1 Appendix A: The relationship between MSD and the velocity autocorre-
lation function
Relationship Between Velocity-Velocity Autocorrelation Function F (t), Time-Dependent
Diusivity D(t), and Mean-Squared Displacement h~r(t)2i. Since ~r() = R 
0
~v(t0) dt0, the
mean-squared displacement is given by,
h~r()2i 
Z
0
dt00
Z
0
dt0h~v(t00)  ~v(t0)i = d
Z
0
dt00
Z
0
dt0F (t00   t0); (2.14)
where d indicates the spatial dimension, and F (t) denes the one-dimensional velocity-
velocity auto-correlation function,
F (t00   t0) = 1
d
h~v(t00)  ~v(t0)i: (2.15)
Because of the symmetry in t0 and t00, it is expected that F (t00   t0) = F (t0   t00) or in other
words, the time dierence should be jt00  t0j: This allows us to rewrite the integration in Eq.
2.14,
h~r()2i = d
Z
0
dt00
t00Z
0
dt0F (t00   t0) = 2d
Z
0
dt00
t0Z
0
dt0F (t0): (2.16)
Finally, integration by parts yields,
h~r()2i = 2d
Z
0
dt0(   t0)F (t0): (2.17)
Useful physical information can be extracted from this equation. First of all, if the mean-
squared displacement is found experimentally, its time derivative immediately gives the time-
dependent diusivity,
D() =
1
2d
d
d
h~r()2i: (2.18)
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Second, if the velocity-velocity autocorrelation function F () is known, by calculation or by
measurements, the diusivity can be obtained by integration in time,
D() =
Z
0
dt0F (t0); (2.19)
which yields the long-time diusion constant D0 when  !1.
2.4.2 Appendix B: Velocity autocorrelation functions resulting from exponen-
tial and inverse Gaussian distributions
For a given  , there are four possibilities that are relevant for the calculation. These possi-
bilities along with the velocity-velocity autocorrelation functions ~vi(t)  ~vi(t+ ) for a given
ith swimming interval are given as follows:
(i) f   and b   :
H(f   )H(b   )

v2fH(f   t  )   vfvbH(t+   f )H(f   t)
+v2bH(t f )H(f +b   t  )

;
(ii) f   and b   :
H(f   )H(  b)

v2fH(f   t  )  vfvbH(t+   f )H(f +b   t  )

;
(iii) f   and b   :
H(  f )H(b   ) [ vfvbH(f   t) + v2bH(t f )H(f +b   t  )];
(iv) f   , b   but f +b   :
H(  f )H(  b)H(f +b   ) [ vfvbH(f +b   t  )].
The possibility, f   , b   , but f + b   , should be excluded since velocities
are uncorrelated between swimming cycles, and it is consistent with the way the integral in
Eq. 2.2 is broken into individual cycles.
Integrating over t,
R f+b
0
dt ~vi(t)  ~vi(t+ ), we nd that the above four possibilities give
the expressions:
(i) H(f   )H(b   )

v2f (f   )  vfvb + v2b (b   )

;
(ii) H(f   )H(  b)

v2f (f   )  vfvbb

;
(iii) H(  f )H(b   ) [ vfvbf + v2b (b   )];
(iv) H(  f )H(  b)H(f +b   ) [ vfvb(f +b   )].
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We next perform averages for these four possibilities according to the dwell distribution
functions P (f ) and P (b). For simplicity we assume that Px(x) is exponential, Px(x) 
1
x
exp

 x
x

, where x is the mean dwell time and x = (f; b). For this simple case, the
integration for the four possibilities can be carried out analytically with the result,
F1() =
1Z

dfPf (f )
1Z

dbPb(b)

v2f (f   )  vfvb + v2b (b   )

= exp

 

1
f
+
1
b


  
v2ff + v
2
b b   vfvb

;
(2.20)
F2() =
1Z

dfPf (f )
Z
0
dbPb(b)

v2f (f   )  vfvbb

= exp

 

1
f
+
1
b



vf

vb

   b

exp


b

  1

+vff

exp


b

  1

;
(2.21)
F3() =
Z
0
dfPf (f )
1Z

dbPb(b)
 vfvbf + v2b (b   )
= exp

 

1
f
+
1
b



vb

vbb

exp


f

  1

+vf

   f

exp


f

  1

;
(2.22)
F4() =
Z
0
dfPf (f )
Z
 f
dbPb(b) [ vfvb (f +b   )]
=
exp
h
 

1
f
+ 1
b


i
b   f vfvb

 b +  2b

exp


b

  1

+f

   f

exp


f

  1

:
(2.23)
The velocity autocorrelation function is dened as,
F () =
1
d(f + b)
[F1() + F2() + F3() + F4()]
=
1
d( 2b    2f )
exp

 

1
f
+
1
b


 
vfvbfb

exp


b

  exp


f

+v2ff (b   f ) exp


b

+ v2b b(b   f ) exp


f

:
(2.24)
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As shown in the main text, however, the exponential distributions are inadequate to t
our experimental data. The function that ts our measured dwell-time distribution functions
is the inverse-Gaussian [24],
Px(x) 

Dx
23x
1=2
exp
"
 (1 x=Px)
2
2 (x=Dx)
#
; (2.25)
that exhibits short-time inhibition Px(x ! 0) ! 0 and long-time exponential decay
Px(x ! 1) / exp

  Dx
22Px
x

, where x = (f; b). Unfortunately, this mathematical form
makes it impossible to calculate F1(); F2(); F3(), and F4() analytically. We therefore
resort to numerically integrate these functions. The velocity autocorrelation function in this
case is given by F () = 1
d(Pf+Pb)
(F1() + F2() + F3() + F4()), where Pf  hfi and
Pb  hbi. The codes are optimized so that it is ecient enough to allow non-linear least
square t to be implemented.
2.4.3 Appendix C: Bacterial cultures and measurement techniques
2.4.3.1 Bacterial cultures E. coli RP437 were grown overnight (ON) in M9 medium
(0.6% Na2HPO4, 0.3% KH2PO4, 0.1% NH4Cl, 0.05% NaCl, 1 mM MgSO4, 0.2% lactose,
0.1% casamino acids, 5 10 5% thiamine) at 30 oC with shaking at 200 rpm. The ON was
diluted 1:100 in fresh M9+lactose and grown to O.D.600  0.2. The cells were washed once
in the motility buer (10 mM potassium phosphates, 10 mM sodium lactate, 0.1 mM EDTA,
1uM L-methionine, pH=7.0), and then incubated in the motility buer with shaking at 200
rpm for more than 30 min at room temperature before measurement.
V. alginolyticus were grown overnight in the VC medium (5 g polypeptone, 5 g yeast
extract, 4 g K2HPO4, 30 g NaCl, 2 g glucose, and 10
3 mL H2O) at 30
oC with shaking at 200
rpm. The ON is inoculated at 1:100 in VPG (10 g polypeptone, 4 g K2HPO4, 30 g NaCl, 5 g
glycerol, and 103 mL H2O) and grown to O.D.600  0.2. Before the measurements, the cells
were inoculated at 1:100 to TMN buer (50 mM Tris-HCl (pH 7.5), 5 mM MgCl2, 5 mM
glucose, 30 mM NaCl, and 270 mM KCl) and incubated with shaking at room temperature
for more than 30 min. The growth protocol follows Ref. [34].
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2.4.3.2 Imaging and bacterial tracking To obtain bacterial swimming trajectories, a
sample chamber was made by sandwiching a 1.2 mm thick silicon gasket between two cover-
slips. In the case of point stimulation using serine, an open chamber was used. The chamber
was lled with bacteria in a motility buer and observed under an inverted microscope
(Nikon, TE-300) equipped with a 20x (n.a. 0.45) and a 60x (n.a. 0.70) objective. The
image plane was  100 m away from surfaces, which signicantly reduced distortion of
bacterial swimming trajectories near the surface. The typical time between lling the sample
and the measurements was about 5-10 minutes. We noticed that a few minutes after the
bacteria were introduced, the motility patterns and their associated parameters were not
changed discernibly in the open and closed chambers, indicating that oxygen stress was not
a problem in our measurements. Videos were taken at 30 fps by a charge couple device
camera (Hamamatsu, C9100). We used ImageJ (Particle Tracker plug-in) to analyze video
images and customized MATLAB programs to perform calculations.
In all measurements, bacterial concentrations were very low. For example, in the open
chamber, there was only a few bacteria in the eld of the view when there was no chemical
gradient present. A steady chemical gradient was established by slow ejection of 1 mM serine
in the motility buer from a micropipette situated at the center of the eld of view; more
details about this setup can be found in Ref. [5]. For YM4, we started video capturing as
soon as a cell was detected within the region of interest (ROI) dened as a 100m radius
centered at the tip of the micropipette. Video capturing was stopped when the ROI was
overly crowded, i.e. more than 5-6 cells in the area. In the ROI, we followed every trajectory
that stayed focused suciently long to have multiple forward-backward swimming cycles.
For the data presented in Fig. 6 (D), we captured three videos and followed 42 trajectories
with varying lengths, ranging from 1.7 to 22 s: Similar or better statistics were collected for
other runs and their corresponding uncertainties in the measured MSD are presented by the
error bars in Fig. 6.
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3.0 BACTERIAL MOTILITY PATTERNS IN POLYMER SOLUTIONS
3.1 INTRODUCTION
Flagellar propulsion of bacteria is one of the most important forms of microorganisms' motil-
ity, the studies of which help to solve puzzles in bacterial motility-related topics, such as an
early phase of infection [35], bacterial spreading [36], and biodegradation of organic mate-
rial [37]. Most of the time, the environments where bacteria live are not purely liquid but
contain macromolecules, such as polymers. These biopolymers form so-called complex uids
and inuence motility of bacteria signicantly. The most famous example of microorganisms
swimming in complex uids might be the locomotion of sperm cells in the mucus environ-
ments (cervical uid) [38]. The mucus in human's upper respiratory tract being the barrier
to prevent the bacterial infection is also well-known. Helicobacter pylori causing peptic ulcer
disease can even control the elasticity of uid in the gastrointestinal tract to overcome the
mucus barrier of the stomach [39].
From a physics point of view, adding polymers into the uids is to add uid viscoelas-
ticity. How viscoelasticity inuences the swimming of cells remains to a puzzle [40]. For
example, regarding swimming speed, experimental results show that both enhancing and
retarding eects can be found in viscoelastic environments for dierent species of microor-
ganisms. Borrelia burgdorferi has a higher swimming speed in methylcellulose solutions than
in buers with same viscosity [41]. Mouse sperm cells swim slower in the uid with extra
elastic eect [42]. However, E. coli shows a non-monotonic relationship of swimming speed
and polymer concentrations when the polymer solutions display a non-Newtonian eect [43].
In our measurement, we nd that the icking events of V. alginolyticus are suppressed when
polymers are added in solution, and the swimming speed decreases with an increasing poly-
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mer concentration, which is not consistent with the earlier measurement of E. coli [43].
However, this suggests that by adjusting a small amount of polymers in a uid environment
we can control the spreading of V. alginolyticus. During the study, the velocity autocor-
relation function h~v(t)  ~v(0)i has been chosen to quantify bacterial motility patterns, from
which we observe non-Poissonian behaviors of V. alginolyticus again. Velocity autocorrela-
tion function provides more fundamental information than MSD, which is present in Chapter
2, because MSD is the integral of the velocity autocorrelation function. A stochastic model
has been developed to quantify the suppression eects. In the meantime, we unexpectedly
discover a \resonance-like" eect of the swimming directional autocorrelation functions of
bacteria when the polymer concentration is close to the overlapping concentration of polymer
solutions, , where polymer coils start to touch each other. This eect can be explained by
a harmonic oscillator model, which could be a tool to quantify the coupling of bacterial mo-
tors uctuations and the viscoelasticity of polymer environments. The biological relevance
of this eect is possible that in the marine habitat of V. alginolyticus, although sea water
is mainly a viscous medium, viscoelastic environments are rare but exist. V. alginolyticus
has dierent strategies to deal with these two dierent environments. It has been reported
that V. alginolyticus can infect white shrimp and gilt-head sea bream [44][45]. During the
process of infection, bacteria have to locate the targets and overcome the barrier of mucus-
like surfaces of marine shrimps and shes. The \resonance-like" eect could possibly be the
response of V. alginolyticus to lock the target. Suppression of icking is benecial to locate
bacteria on the marine animal skin to keep persistent infection.
In the nal section of this chapter, with the resistive force theory, swimming velocities
vs. viscosity of polymer solutions has been obtained, and the results imply that the viscosity
felt by bacteria is lower than the bulk viscosity.
3.1.1 Experimental details
The Fig. 10 shows the experimental platform we used. During measurements, we gen-
tly mixed each concentration of polymer solutions with bacterial suspensions in a cylinder
chamber (diameter 1:1 cm and depth 1:2 mm, respectively). The chamber had a sandwich
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structure, with two cover slips covering a 1.2-mm-thick silicon gasket. After mixing, the
sample was observed under an inverted microscope (Nikon, TE-300). The focal plane of the
microscope was adjusted away from the surface of the top and bottom glass surfaces (distance
 600 m), avoiding the boundary eect. Multiple 3000-frame videos were recorded with the
CCD camera (Hamamatsu, EM-CCD C9100) with the frame rate set to 35 fps. The magni-
cation of the microscope (20X, 40X and 60X objectives were used in the measurements) were
adjusted based on cell swimming speed to guarantee high eciency of trajectories tracking
and sucient spatiotemporal resolution. The recorded videos were handled by MosaicSuite
of Fiji (National Institutes of Health) and MATLAB to extract trajectories. In order to
get sucient statistics, we randomly selected ten dierent places in the chamber to record
videos and repeated this procedure three times. In total, we have 30 parallel measurements
for a single polymer concentration. Eventually, we can track 3000  6000 cells for each
concentration. Since sizes of video les were large and USB transferring of data was too
slow, we migrated data directly via the network from the experiment-control computer to a
data-processing computer. Shell scripts and Fiji plugins were integrated to automate data
transferring, image processing, and trajectory tracking procedure, enhancing the eciency
of data processing signicantly.
The data from this 1st round of processing were still mixed with false-positive trajectories.
A machine learning program was then used to distinguish false-positive trajectories from real
ones. The program is based on Andrew Ng's online course. All the program used in this
chapter can be downloaded from https://github.com/sudoyang.
3.1.2 Polymer property
The polymer we used is Fluka Polyvinylpyrrolidone (PVP) K-90, which has a number aver-
aged molecular weight ofMn = 360 kDa and a weight-averaged molecular weight ofMw  106
Da [43]. This corresponds to a polydispersity Mw=Mn  2:8. PVP is a single-chain polymer
with the chemical formula of monomer C6H9NO. Its linear dimension, estimated by the
carbon-carbon bond distance is a  0:31 nm. In a good solvent, assuming a random walk
of a polymer chain, we estimate the radius of gyration to be rg ( aN )  39 nm , where
43
Focal Plane
Cylinder Chamber
CCD
Illumination Light
Data Collection Computer
Data Processing Computer
Wireless Transfer
Lens
Lens
Figure 10: The experimental setup. We used a phase-contrast microscope technique. The
sample in the chamber is illuminated by a focused beam of light and the transmitted light,
which carries the refractive index dierence information, passes through the objective and is
collected by the CCD camera. Videos were taken and stored in the data collection computer
and then transferred to a separated data processing computer.
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N = 3:2  103 is the average number of monomers in a random walk chain, and   0:6
is the exponent for a self-avoidance random walk of a polymer chain [46]. An overlapping
concentration can be obtained as  = MwnC=NA  1:01%, where nC = 1r3g is the closed
packing concentration,  is the density of solution, and NA is the Avogadro constant. The
measured overlapping concentration is  = 0:55  0:01% and radius of gyration rg = 56
nm according to Ref. [43]. Two kinds of PVP solutions were used: normal and dialyzed
solutions. Dialysis tubing we used is from Fisher Scientic with the molecular weight cuto
(MWCO) at 12-14 kDa. The purpose to use the dialyzed solutions is that based on the report
[43], bacteria may consume small polymer pieces, which can inuence swimming velocities.
But from our measurement, we did not nd this eect.
We initially used the polymer Methylcellulose (MC) for the experiment, but the time for
this polymer to dissolve is too long to be eectively used. Even after dissolution, the solution
was heterogeneous when viewed under the microscope, which inuenced the measurement
signicantly. We decided to switch to PVP, which was easy to dissolve and the solution was
homogeneous.
dilute overlap concentration semidilute concentrated
Figure 11: PVP polymer concentration regimes in good solvent: dilute, semidilute,and
concentrated. Between dilute and semidilute regimes, there is a critical concentration , at
which the overlap of polymer coils starts.
In our experiments, the whole range of polymer solutions not only covers a broad span of
concentrations but also contains ne increments at low concentrations (< 10%):  = 0, 0:25,
1, 2:25, 2:5, 5, 7:5, 10, 12:5, 15, 20, 25, and 30%. Roughly speaking, the concentrations 0%
and 0:25% belong to a dilute regime. The concentrations 2:25%, 2:5%, and 5% are falling
into a semidilute regime. For concentrations higher than 5%, they belong to a concentrated
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regime. The critical concentration is 1%, which is the overlap concentration. The behaviors
of polymers in micro-scale are illustrated schematically in Fig. 11.
3.2 THE EXPERIMENTAL RESULTS
As mentioned in Chapter 1, the single-agellum marine bacterium V. alginolyticus performs
a run-reverse-ick motility pattern in the swimming buer; a sample trajectory is shown in
Fig. 12 (A). However, when polymers are added to the swimming buers, the ick events
are found to be suppressed. The motility pattern becomes a sequence of several run-reverse
intervals connected by ick events. We show this in Fig. 12 (B). This swimming behavior
can be modeled eectively by a stochastic model described in the following section. What
surprised me is that I did not expect that in our highest polymer concentration bacteria
could still swim, but they do except with a reduced swimming velocity.
3.2.1 The velocity autocorrelation functions measured in the experiments
We used velocity autocorrelation function (ACF) to quantify changes in motility patterns in
dierent polymer concentrations. The velocity ACF is dened as,
h~v(t)  ~v(0)i = h~vn  ~v1i = 1
N   n
N nX
i=1
~vi+n  ~vi; (3.1)
where the subscripts indicate the frame numbers, and t = nt with t being the interval
between video frames. N is the total frame number of certain trajectory.
We realized that the uctuations in the swimming speed and the swimming directions
happen in dierent time scales, so they can be approximated as
h~v(t)  ~v(0)i = hv(t)v(0)iha^(t)  a^(0)i: (3.2)
In frame indices n, Eq. 3.2 is
h~vn  ~v1i = hvnv1iha^n  a^1i; (3.3)
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Figure 12: Typical V. alginolyticus motility patterns in buer (A) and in a polymer solution
(B). In (A), we can see a standard three-step motility pattern of V. alginolyticus and in (B)
it is noticed that the icking events are suppressed. A a sequence of run and reverse intervals
are connected and interrupted by a rare icking event. Some sample icking events have
been circled with red color.
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Figure 13: Measured velocity and speed ACFs for V. alginolyticus. (A-F) display results
from 0%, 0.25%, 1%, 2.25%, 2.5% and 5% polymer solutions. The purple and blue lines
are for the speed and velocity ACFs, respectively. (A'-F') are re-plotted from (A-F), with a
shorter time span of 2 seconds. It can be noticed that velocity and speed ACFs has similar
uctuations behaviors in very short time.
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where hvnv1i and ha^n  a^1i indicate speed and directional ACFs, respectively. We note that
since the marine bacterium alters its swimming direction on a time scale of a second, the
short-time decay of velocity ACF in Fig. 13 must be due to swimming speed uctuations.
In our previous experiment, we showed that V. alginolyticus ' swimming speeds in the run
and reverse intervals, to within  10%, are identical. The experimental results support the
argument of timescale separation after we plot velocity and speed ACFs (see Fig. 13), in
which we can nd a drop of the function hvnv1i at the beginning three to four frames, and
the same behavior can also be noticed in velocity ACF, h~vn  ~v1i. Then we use the speed
ACF to normalize the velocity ACF and plot the results in Fig. 14. The ACFs of velocity
directions ha^n  a^1i would be our objectives to tackle with.
Figure 14: Swimming directional ACFs of V. alginolyticus. (A-F) show results with polymer
concentrations of 0%, 0.25%, 1%, 2.25%, 2.5%, and 5% polymer solutions, respectively. The
insets are the same data, which only show the beginning 2 seconds and the rounded tops
at the beginning of curves indicate a non-Poissonian property of V. alginolyticus motility
patterns.
There is a slow decay of the speed ACFs for t in the range of 5 to 10 seconds. The
rst impression we have is that long trajectories in the ensemble of all collected data are
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due to slow swimmers. However, Fig. 15 shows that this is not the case; no correlations
between trajectory length and bacterial speed is found here. So the decay of speed as a
function of time is an intrinsic eect rather than a bias in data collection. This should be
consistent with our expectation. The speed ACFs for all polymer concentrations contain
a fast component and a slow component. The speed uctuations are due to the following
eects: (i) A swimming trajectory is intrinsically curved, and local curvatures change from
moment to moment. When sampled by discrete points by video microscopy, it naturally
leads to speed uctuations. (ii) Rotation of the agellar motor is unsteady and can uctuate
on dierent time scales. Short-time uctuations along with eect in (i) contribute to the fast
decay in speed ACFs, and long-time uctuations, which become most prominent when motor
reverses, contribute to slow decay in speed ACFs. We take the crossover point between the
short- and long-time as the average swimming speed, which turns out to be in a qualitative
agreement with direct calculations using the time series. Moreover, after a normalization of
plateau regimes in speed ACFs to one, Fig. 16 shows a collapse of the speed ACFs for all
concentrations except the highest one, 5%.
3.3 STOCHASTIC MODELS
To explain our experimental observation, theoretical models are constructed. Our calculation
starts with the classical analysis of Lovely et al. [29] and a recent calculation by Taktikos
et al. [23] for E. coli. Important extensions of the current work for V. alginolyticus are the
CCW and CW swimming intervals (i) being non-Poissonian, (ii) obeying dierent dwell time
distributions (PDFs), and (iii) having dierent mean-dwell times, t1 and t2, where t1 is for
CCW and t2 is for CW intervals.
3.3.1 A Poisson model for motility patterns of E. coli
As mentioned in Chapter 1, E. coli follows a run-tumble motility pattern. In the calculation
of Lovely and Taktikos, two features are crucial for modeling: 1. The run time of E. coli
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Figure 15: Scatter plot of trajectory lengths vs. speeds. All trajectories that are shorter
than 3 seconds have been eliminated. The gure shows an unbiased, uncorrelated scatter
plot.
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Figure 16: Normalized speed ACFs. The speed ACFs of all concentrations, but 5%, can be
collapsed into a same curve.
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is a random variable, which follows an exponential distribution with the mean run time 1 s
[25][30]. So the motility of E. coli follows a Poisson process. 2. The tumbling angle of E.
coli also follows a distribution with a mean tumbling angle of  = 70 [47]. The parameter
 = hcos i, which is the mean cosine of the angle between two adjacent run segments,
characterizes the persistence of motion. For E. coli,  is approximately equal to 0:33.
I try to re-derive Lovely's results here. A unit vector a^(t) is used to indicate the direction
of motion of a swimming bacterium at time t, and the directional ACF follows the denition
in [29], which is
C(t) = ha^(0)  a^(t)i: (3.4)
In a time interval [0; t], suppose that a cell tumbles n times, so the trajectory of the cell
contains n+1 run intervals, with the directions of the corresponding run intervals being a^0,
a^1, ..., a^n 1, and a^n, which are shown in Fig. 17. The correlations between two adjacent run
intervals can be noted as ha^0  a^1i = , ha^1  a^2i = , ..., and ha^n 1  a^ni = . For the whole
trajectory, the averaging process goes from the initial direction a^(0) to all the following unit
vectors up to a^(t),
ha^(0)  a^(t)i = ha^0  a^ni =   ::: = n: (3.5)
Next, we need to average the number of tumbling events during 0 and t. The probability
distribution of numbers of tumble follows a Poisson distribution Pn, which has the form
Pn =
(t=)n
n!
e t= ; (3.6)
where  is the mean run time of E. coli.
In time t, the bacterium can experience just one tumble, two tumbles, and up to n =1.
Taking all these possibilities into account, we obtained,
ha^(0)  a^(t)i = P00 + P11 + :::+ Pnn + :::
=
1X
n=0
(t=)n
n!
e t= = et=e t= = e (1 )t= = e t=c ;
(3.7)
where c is the correlation time given by c =

1  . When a bacterium keeps moving in a
straight line with  ! 1, c ! 1, which means the correlation always exists. However, if
! 0, which means for each tumble the bacterium completely randomizes its direction, the
correlation time will be just mean swimming time  .
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Figure 17: The interpretation of directional ACF calculation of E. coli motility patterns.
In the time period of [0; t], there are n+ 1 run intervals, the directions of which are labeled
with a^i (i = 0; 1; :::; n). With tumbling angles xed as their mean value, a^i can rotate freely
around a^i 1 on the surface of a cone of half angle , so the average correlation between ith
and (i+ 1)th intervals is . The average along the whole trajectory is n.
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3.3.2 A generalized Poisson model for motility patterns of V. alginolyticus
3.3.2.1 A Poisson model with nite number of swimming cycles before ran-
domization. In this section, we would like to consider a more general model that ts V.
alginolyticus 's motility patterns in polymer solutions. First, to capture the essential fea-
tures of motility patterns in the swimming buer, which is a three-step process, we need
to introduce  and  being the mean cosine angles between agellar motor reversals (Fig.
18 (B)), as what we have done in E. coli 's case with a single mean cosine of the tumbling
angle . Here,  = hcos 1i and  = hcos 2i indicate the angle between the run and reverse
intervals and the angle between the reverse and run intervals, respectively. We again assume
that the random processes of run and reverse intervals follow the Poisson processes with
dierent mean dwelling times. Thus the swimming intervals obey the exponential distribu-
tions, fi(t) = kie
 kit, and Fi(t)  1  
R t
0
dt0fi(t0) = e kit is the survival probability of the
exponential distributions, with i = 1 (run) and 2 (reverse). The mean dwelling times of
swimming intervals of run and reverse t1 and t2 are reciprocals of k1 and k2, respectively.
The directional ACF can be expressed in the following form,
C(t)  ha^(t)  a^(0)i = F1(t) +
Z t
0
dt1f1(t1)F2(t  t1) +
Z t
0
dt2
Z t2
0
dt1f1(t1)f2(t2   t1)F1(t  t2)
+
Z t
0
dt3
Z t3
0
dt2
Z t2
0
dt1f1(t1)f2(t2   t1)f1(t3   t2)F2(t  t3) + :::
+
Z t
0
dtm
Z tm
0
dtm 1:::
Z t2
0
dt1f1(t1)f2(t2   t1)f1(t3   t2):::F2(t  tm) + :::
= F1 + f1  F2 + f1  f2  F1 + 2(f1)2  f2  F2 + 22(f1)2  (f2)2  F1 + :::+
mm 1(f1)m  (f2)m 1  F2 + ::::
(3.8)
In the above, \" indicates the convolution, (f  g)(t) = R t
0
f(t0)g(t  t0)dt0.
After the polymer is added, the ick events are suppressed, and the motility pattern
becomes a sequence of serveral run-reverse intervals connected by ick events; namely, a cell
does not randomize its swimming direction until it executes m-cycles of motor reversals. As
long as there is a ick event, the innite sum in Eq. 3.8 will be terminated since cos 90 = 0.
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(A)       (B)
(C)       (D)
Figure 18: Figures (A) and (C) show the sample trajectories for V. alginolyticus swimming
in the buer and in the polymer solution, respectively. Their corresponding model trajec-
tories with m = 1 and m = 4 are depicted in (B) and (D). m is the number of complete
run-reverse cycle before a randomized ick.
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A hypothetical trajectory with CCW-CW-CCW-CW-CCW-CW-CCW-CW-90 (m = 4) is
delineated in Fig. 18 (D). In this case, there are only 2m terms left in Eq. 3.8, we can group
all terms according to the individual swimming cycles, e.g. the rst two terms in Eq. 3.9
corresponds to cycle m = 1, and the third and fourth terms corresponds to m = 2, and etc.
Suppose the trajectory starts with a CCW interval, nish m swimming cycles and then is
terminated with a randomized icking event, which is illustrated in Fig. 19 with m = 3 as
an example, we have,
CCW
Figure 19: A sample trajectory starting with a CCW interval, which is labeled with a green
arrow. Its corresponding turning angle's cosine value is . It is followed by a red arrow
indicating a CW interval and the corresponding turning angle's cosine value for the CW
interval is .
C1(m; t)  ha^(t)  a^(0)i = F1 + f1  F2 + f1  f2  F1 + 2(f1)2  f2  F2+
22(f1)
2  (f2)2  F1 + :::+ mm 1(f1)m  (f2)m 1  F2:
(3.9)
In short, we have
C1(m; t) =
mX
q=1
c1(q; t); (3.10)
with
c1(q; t) = ()
q 1

f q 11  f q 12  F1 + f q1  f q 12  F2

= ()q 1(f1  f2)q 1  (F1 + f1  F2);
(3.11)
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where multiplications of fpi f qj stand for p+ q folds of convolution and C1(m; t) should have
2m terms, with m  1.
Since the experimental data are acquired from a mixed ensemble of cells, some trajectories
start at CCW interval and others start at CW intervals, thus we need to take into account
the second case delineated by Fig. 20, in which all trajectories starts with a CW interval.
This yields
CW
Figure 20: A sample trajectory starting with a CW interval.
C2(m; t)  ha^(t)  a^(0)i = F2(t) +
Z t
0
dt1f2(t1)F1(t  t1) +
Z t
0
dt2
Z t2
0
dt1f2(t1)f1(t2   t1)F2(t  t2)
+
Z t
0
dt3
Z t3
0
dt2
Z t2
0
dt1f2(t1)f1(t2   t1)f2(t3   t2)F1(t  t3) + :::
+
Z t
0
dtm
Z tm
0
dtm 1:::
Z t2
0
dt1f2(t1)f1(t2   t1)f2(t3   t2):::F1(t  tm)
= F2 + f2  F1 + f2  f1  F2 + 2(f2)2  f1  F1 + 22(f2)2  (f1)2  F2 + :::+
m 1m 1(f2)m 1  (f1)m 1  F2:
(3.12)
Writing in terms of individual swimming intervals as above, we nd,
C2(m; t) =
mX
q=1
c2(q; t); (3.13)
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and
c2(q = 1; t) = F2;
c2(q  2; t) = q 2q 1f q 21  f q 12 

F1 + f1  F2

;
(3.14)
where C2(m; t) has 2m  1 terms.
The nal results of C(m; t) should take the ensemble average of C1(m; t) and C2(m; t)
with their mean dwelling times as the weights,
C(m; t) =
1
t1 + t2

t1C1(m; t) + t2C2(m; t)

: (3.15)
Eq. 3.15 gives us the directional ACF with nite number of swimming cycles (m cycles).
3.3.2.2 Discussion of the Poisson model Below we would like to attempt some simple
cases as they yield important insights about which parameters, such as t1, t2 and m, are
important for describing the directional ACF. Eq. 3.15 reduces to the known result [48] when
the dwell-time intervals are Poisson distributed. Moreover, a closed and analytical form of
C(m; t) is derived so that an innite sum of swimming intervals, m!1, is feasible.
For the special case of 3-step motility pattern, i.e. run-reverse-ick (m = 1), we obtained,
C(1; t) =
1
t1 + t2

t1C1(1; t) + t2C2(1; t)

=
1
t1 + t2

t1(F1 + f1  F2) + t2F2

:
(3.16)
It is easy to nd that
f1  F2 = k1
Z t
0
dt0e k1t
0
e k2(t t
0) = k1
e k1t   e k2t
k2   k1 ; (3.17)
we obtain,
C1(1; t) = e
 k1t +
k1
k2   k1 (e
 k1t   e k2t): (3.18)
Since C2(1; t) = exp( k2t), and t1 = k 11 and t2 = k 12 for the Poisson process, applica-
tion of Eq. (3.16) yields immediately,
C(1; t) =
1
k1 + k2

k2e
 k1t +
k1k2
k2   k1 (e
 k1t   e k2t) + k1e k2t

: (3.19)
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It is reassuring that this result is identical with Eq. (9) in Ref. [48].
It would be interesting to explore the large m limit. This can be best done using the
Laplace transformation, which according to the convolution theorem yields,
~C1(1; s) = ~F1 + ( ~f1) ~F2 + ( ~f1)( ~f2) ~F1 + ( ~f1)2( ~f2) ~F2
+ ( ~f1)
2( ~f2)
2 ~F1 + :::+ ( ~f1)
m( ~f2)
m 1 ~F2 + :::;
(3.20)
and
~C2(1; s) = ~F2 + ( ~f2) ~F1 + ( ~f2)( ~f1) ~F2 + ( ~f2)2( ~f1) ~F1
+ ( ~f2)
2( ~f1)
2 ~F2 + :::+ ( ~f2)
m 1( ~f1)m 1 ~F2 + :::;
(3.21)
where ~Fi = (s+ ki)
 1 and ~fi = ki(s+ ki) 1. For m!1, the innite sums above yields two
simple equations,
~C1(1; s) = s+ k2 + k1
(s+ k1)(s+ k2)  k1k2 ; (3.22)
and
~C2(1; s) = s+ k1 + k2
(s+ k1)(s+ k2)  k1k2 : (3.23)
These two equations have the same simple poles with the result: s+ =  k + s and
s  =  k   s, where k = k1+k22 and s = 12
p
(k2   k1)2 + 4k1k2 . Note that when
(k2   k1)2 + 4k1k2  0, s+ and s  are real, and C1(1; t) and C2(1; t), are given by,
~C1(1; t) = exp( kt)

cosh (st) +
k + 2k1
2s
sinh (st)

; (3.24)
~C2(1; t) = exp( kt)

cosh (st)  k   2k2
2s
sinh (st)

; (3.25)
and
~C(1; t) = exp( kt)

cosh(st) +
k2 + 2( + )k1k2
2(k1 + k2)s
sinh(st)

; (3.26)
where k = k2   k1.
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However, when (k2   k1)2 + 4k1k2 < 0, s+ and s  are complex, and C1(1; t) and
C2(1; t) are oscillatory and damped with a time constant k 1. This takes place only when
 and  have opposite signs. In this case, s = i
2
p
4jjk1k2   (k2   k1)2 and the above
equations are still valid with the simple replacements of cosh ! cos and sinh ! i sin. The
special case is  =  1 and   0, which is relevant to our experiment. One may also take
into account the case when the two roots are degenerate s+ = s  or s ! 0. In this case
we have the replacements cosh(st)! 1 and sinh(st)=s! t as s! 0.
Now let us consider a more challenging calculation for m being nite. With m being the
number of swimming cycles, we need to keep the rst 2m term in Eq. 3.20 and the rst
2m  1 terms in Eq. 3.21, and the resulting sums can be expressed as,
~C1(m; s) = ~C1(1; s)

1  (k1 ~F1)m(k2 ~F2)m

; (3.27)
and
~C2(m; s) = ~C2(1; s)  (k1 ~F1)m 1(k2 ~F2)m ~C1(1; s): (3.28)
In principle these equations can be inverted to the time domain by the Laplace inverse
transformation, but technically it is dicult. As a result we resort to the more tedious but
straightforward summation method described by Eq. 3.10 and 3.13. The simply feature of
the Poisson process, i.e., Fi(t) = exp( kit) and fi(t) = kiFi(t) with i = 1 and 2, makes
it possible to calculate the kernels c1(q; t) and c2(q; t) with the result (see mathematical
preparations in this section),
c1(q; t) =
( k1k2)q 1
(k2   k1)2(q 1) 
(2q   2)!
(q   1)!(q   1)! 

exp( k1t)F1(q; t)  exp( k2t)F2(q; t)

;
(3.29)
c2(q; t) = q;1F1(q; t) + (1  q;1)( k1)
q 2(k2)q 1
(k2   k1)2q 3 
(2q   4)!
(q   2)!(q   2)! 

exp( k1t)G1(q; t)
  exp( k2t)G2(q; t)

;
(3.30)
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where Fi(q; t) and Gi(q; t) can be expressed in terms of hypergeometric function 1F1 with
the result,
F1(q; t) = 1F1

1  q; 2q + 3; (k1   k2)t

 1
2
+ 1F1

1  q; 2q + 2; (k1   k2)t

 k1
k2   k1 ;
(3.31)
F2(q; t) = 1F1

2  q; 2q + 3; (k2   k1)t



1
2
  q;1

+ 1F1

1  q; 2q + 2; (k2   k1)t

 k1
k2   k1 ;
(3.32)
G1(q; t) = 1F1

2  q; 2q + 4; (k1   k2)t

+ 1F1

2  q; 2q + 3; (k1   k2)t

 k1
k2   k1 
2q   3
q   1 ;
(3.33)
and
G2(q; t) = 1F1

2  q; 2q + 4; (k2   k1)t

+ 1F1

1  q; 2q + 3; (k2   k1)t

 k1
k2   k1 
2q   3
q   1 :
(3.34)
Again, with Eq. 3.10 and Eq. 3.13, C1(m; t) and C2(m; t) should be averaged using the
mean dwelling times k 11 and k
 1
2 to nd C(m; t), and based on Eq. 3.15 the total correlation
function is,
C(m; t) = AC1(m; t) + (1  A)C2(m; t); (3.35)
where A = k2=(k1+k2). This calculation allows us to see whether a nite number of repetitive
swimming cycles before directional randomization will enhance anti-correlations and can be
used to mimic the experimental observations. We found that when   0, the depth of
the minimum of the correlation function is always smaller for m being nite as compared
to when m is innite. However, when  < 0, the depth of the minimum of the correlation
function is slightly larger for m being nite as compared to when m be innite. However, in
all cases tested, we did not nd that the correlation function can dip below  0:1 and hence
we conclude that marine bacteria V. alginolyticus swimming is not a Poisson process, which
is consistent with our dwell-time measurement reported earlier [48].
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Figure 21: Fitting results of Poisson model, plotted in linear-x scale.
Figure 22: Fitting results of Poisson model, plotted in semilog-x scale.
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We also used the model with the Poisson distribution to t the directional autocorrelation
data, which are shown in Fig. 21 and Fig. 22, where the results are plotted in a linear and
a semilogx scale, respectively. From these tting results, it is clearly that the Poisson model
is unable to handle both short time scale dynamics and long time behaviors. For short time
dynamics, the data shows a clearly at region but the Poisson model predicts a nite slope
for t ! 0. The mismatch demonstrates that V. alginolyticus adjust their swimming time
intervals in a non-Poissonian fashion.
3.3.3 A model with a Gamma distribution
In our earlier experiment [6], we found that the swimming interval distributions of V. al-
ginolyticus can be mimicked rather well by various distribution functions, such as inverse
Gaussian, log-normal, and Gamma distributions. The essential feature of these distribu-
tions is the inhibition of motor reversal in a short time as delineated by Fig. 23. Since the
Gamma distribution is mathematically simpler to handle, as the calculation above demon-
strates, herein we will use this distribution to mimic our experimental data. Little dierence
is expected if other distribution functions are used. For a Gamma interval distribution char-
acterized by the shape parameter n and a rate constant k, f(n; k; t) = k (kt)n 1 e
 kt
(n 1)! , the
survival probability is given by
F (n; k; t) = 1 
Z t
0
dt0f(n; k; t0) = exp( kt)
nX
j=1
(kt)n j
(n  j)! ; (3.36)
which by itself is a sum of Gamma functions of order n  j + 1, i.e., f(n  j + 1; k; t)=k. In
our model, n is an integer, k is a rate parameter, and t is interval. n will be replace by  ()
to indicate the shape parameter of run (reverse) interval distributions. Following the same
denition as for the Poissonian case, we nd,
c1(q; t) =
8>>>>>><>>>>>>:
F (; k1; t); if q = 1:
()q 1

1
k1
P
s=1  (q  s+ 1; k1; (q   1); k2; t)
+ 
k2
P
s=1  (q; k1; q   s+ 1; k2; t)

; for q > 1:
(3.37)
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Figure 23: Use the Gamma function to t the run and reverse time distributions for V.
alginolyticus. The purple dots are data extracted from Xie's work [6], and the grey lines
indicate the tting results with the Gamma swimming interval distributions. (A) shows the
time distribution for run interval. We xed run shape parameter  = 2, and the tting
result shows rate constant k = 4:8 s
 1. The corresponding mean run time can be obtained
as t = =k = 0:41 s. Similarly, In (B), the reverse interval distribution has been tted with
its reversal shape parameter  = 4, and the corresponding rate constant k = 8:7 s
 1. The
mean reversal time is t = =k = 0:46 s.
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and
c2(q; t) =
8>>>>>><>>>>>>:
F (; k2; t); if q = 1:
()q 2

1
k1
P
s=1  ((q   1)  s+ 1; k1; (q   1); k2; t)
+ 
k2
P
s=1  ((q   1); k1; q   s+ 1; k2; t)

; for q > 1:
(3.38)
where (; k1) and (; k2) are the set of parameters associated with the CCW and CW in-
tervals, and  (n1; k1;n2; k2; t) is the convolution of two Gamma functions, f(n1; k1; t) and
f(n2; k2; t), dened in the section of mathematical preparations. For the case of m cycles
before randomization, C1(m; t) =
Pm
q=1 c1(q; t) and C2(m; t) =
Pm
q=1 c2(q; t) and total corre-
lation function is given by,
C(m; t) = AC1(m; t) + (1  A)C2(m; t); (3.39)
where A = k2=(k2 + k1).
An extra average is taken since our measurement is in a random ensemble, which means
that the starting point can be in any one of the m cycles,
C(m; t) =
1
m
mX
s=1

k2
k2 + k1
C1(s; t) +
k1
k2 + k1
C2(s; t)

: (3.40)
Fig. 24 and Fig. 25 show the tting results when the swimming intervals are modeled
by the Gamma distributions. The short time behavior can be reasonably captured by the
model, which is missed by the Poisson approximation. For the two starting concentrations,
0% and 0:25%, we observed that there is a mismatch between theory and experiment for the
2  4 s interval, which is possibly due to heterogeneity of the cell populations.
Table 2 shows how the parameters change with dierent concentrations of polymer solu-
tions. We see that    1 for all concentrations, which indicates a purely reversal motion
and the values of  are close to zero when  = 0 and 0:25%. The eect of polymer does
not completely show for these two concentrations. Cells are still able to perform the normal
run-reverse-ick motility pattern, which means m should be one and   0, indicating a ran-
domization of swimming direction at the end of reverse intervals. We keep m = 1 for these
two concentrations to t data and the tting result agrees with the observation. The mean
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Figure 24: Fitting results using the Gamma model. On these linear-linear plots, the solid
blue lines represent the measured directional ACFs and the purple lines are the tting results
using the Gamma model. (A - F) show results with polymer concentrations of 0%, 0:25%
1%, 2:25%, 2:5%, and 5% polymer solutions, respectively.
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Figure 25: Fitting results using the Gamma model. The same as Fig. 24 but the horizontal
axes are logarithmic.
 (%)   k1 (Hz) k2 (Hz)   m t1 (s) t2 (s)
0 -1.00 0.008 8.13 5.82 2 3 1 0.25 0.52
0.25 -0.99 0.007 7.58 5.80 2 3 1 0.26 0.52
1 -1.00 -0.78 6.48 8.48 2 3 4 0.31 0.47
2.25 -0.99 -1.0 4.34 7.85 2 3 4 0.46 0.38
2.5 -1.00 -0.73 3.92 8.23 2 3 4 0.51 0.36
5 -0.91 -1.0 0.9 5.4 1 2 15 1.1 0.37
Table 2: Fitting results using the Gamma distribution.  and  characterize the persistence
of V. alginolyticus ' swimming. k1, k2, , and  are the parameters of the Gamma distribution
used in the model. t1 and t2 indicate the mean run and reverse time, respectively.
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run time t1( =k1) and reverse time t2( =k2) are close to the mean value obtained from
Xie's data, which are 0.41 s and 0.46 s, respectively [6]. When the concentration becomes
larger,  = 1, 2:25 and 2:5%, the ick events have been suppressed. The values of  become
negative, indicating a reversal-like motion. The motility patterns become a sequence of run
and reverse intervals. In our tting procedure, we nd the condition of m = 4 could capture
this eect. The mean run time t1 is getting smaller and the mean reverse time t2 is getting
bigger for these three concentrations, comparing with the mean times of the beginning two
concentrations. In general, the mean run and reverse times are not inuenced by the poly-
mer solutions in a obvious way. It seems that the time cells take to nish one swimming
cycle is roughly the same for dierent concentrations. For the highest concentration, the
negative correlation in the directional ACF disappears and the motility pattern becomes the
run-reverse type. The tting results show that bacteria need to nish multiple run-reverse
motility cycles (m = 15) until a very rare ick event happens. The directional ACF remains
positive.
3.3.4 Mathematical preparations for the model with Gamma distributions
We will be dealing with Gamma distributions, which have some nice mathematical properties
that we would like to discuss and use in the main text. First of all, the Gamma distribution
is a series convolution of the Poisson distribution dened as,
f(k; t) = ke kt: (3.41)
For an n-fold convolution, denoted as fn(k; t), one obtains,
fn(k; t) = k
(kt)n 1
(n  1)!e
 kt; (3.42)
which is called nth-order Gamma function. Using the property of the Beta function, (x; y) =R 1
0
tx 1(1 t)y 1dt =  (x 1) (y 1)= (x+y 1), the convolution of two Gamma distributions
with the same k0s can be found,
fn1(k; t)  fn2(k; t) = k (kt)
n1+n2 1
(n1 + n2   1)!e
 kt: (3.43)
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However, one often encounters situations when the k0s are not the same, k1 6= k2. In this
case, we need the use of hypergeometric functions 1F1(n1; n2; x). Let's dene the convolution
of fn1(k1; t) with f
n2(k2; t) as  (n1; k1;n2; k2; t), it can be shown [49],
 (n1; k1;n2; k2; t) = ( 1)n1 1 (n1 + n2   2)!
(n1   1)!(n2   1)! 
kn11 k
n2
2
(k2   k1)n1+n2 1

n
e k1t1F1
 
1  n1; 2  n1   n2; (k1   k2) t
  e k2t1F1 1  n2; 2 + n1 + n2; (k2   k1) to:
(3.44)
Whereas it is enticing that one can write convolution of two Gamma functions in a closed
form given by 3.44, this equation is not robust enough for tting the experimental data. The
problem stems from the fact that when k1 and k2 are close, the two terms inside the curly
brackets become very small, causing a numerical rounding error of the order of 10 15, which
uctuates as noises. These rounding errors are then amplied by the denominator (k2  
k1)
n1+n2 1, which is similarly small when k1 and k2 are close. The problem becomes worse
when n1 and n2 are large. To x this problem, a better understanding of the convolution
integral is needed particularly when k2 ! k1. We note that
R
 (n1; k1;n2; k2; t) dt = 1, which
suggests (n1+n2 2)!
(n1 1)!(n2 1)!(k1tmax)
k
n1 1
1 k
n2
2 t
n1+n2 1f:::g
[(k2 k1)t]n1+n2 1  1. For this quantity to have a proper limit
when k2 ! k1, kn1 11 kn22 tn1+n2 1f:::g  (n1 1)!(n2 1)!(n1+n2 2)!
[(k2 k1)t]n1+n2 1
k1tmax
= , where  can be set to
the rounding error of the computer, which in our case is  10 15 and tmax  10 s, a time
scale relevant to our experiment. This allows us to estimate the range of time t when Eq.
3.44 is applicable, which we found to be,
t > t0  1jk2   k1j
h
  (k1tmax)  (n1 + n2   2)
(n1   1)!(n2   1)!
i 1
n1+n2 1 : (3.45)
For t < t0, the following approximation is used,
 (n1; k1;n2; k2; t) 
8><>: k1
(k1t)n1 1(k2t)n2
(n1+n2 1)! e
 k1t; if n1  n2:
k1
(k1t)n1 1(k2t)n2
(n1+n2 1)! e
 k2t; if n1 < n2:
(3.46)
This equation yields the proper limit when k2 = k1 = k with the result  (n1; k;n2; k; t) =
fn1+n2(k; t). The above scheme allows us to calculate convolution of two Gamma functions
eciently and with a high accuracy.
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Finally, if the swimming interval distribution is given by a Gamma process with a density
f(; k; t), the mean dwell time t is given by =k and the survival probability F (; k; t) =
1  R t
0
f(; k; t0) dt0 is given by,
F (; k; t) =
X
l=1
f(  l + 1; k; t)=k: (3.47)
For simplicity, we will assume  to be an integer.
These are basically all we need to calculate the directional ACF for a non-Poisson swim-
mer.
3.4 A BROWNIAN HARMONIC OSCILLATOR MODEL
In Chapter 1, we show briey how the velocity ACF of a Brownian harmonic oscillator is
obtained. In this section, we try to explain its connection to our experimental observations.
One reason motivating us to use the harmonic oscillator model is that the mathematical
form of directional ACF in the Poisson model (cosh kt + sinh kt) has similarity with the
velocity ACF of a Brownian particle in a harmonic potential. The advantage of this model is
that it oers not only a reasonable agreement with experimental observation but also a clear
physics picture, comparing with the phenomenological models of bacterial motility patterns
in previous sections.
We re-plot the measured directional ACFs of all polymer concentrations  5% together
in Fig. 26. In the absence of polymers (green dots) the measured directional ACF decays
non-monotonically; it passes through a broad minimum at t  1:05 s before approaching zero
at a long time. Therefore the measured directional ACF is oscillatory in time similar to the
response function of a damped harmonic oscillator. The shallowness of the minimum suggests
that system is close to the condition of critical damping. We found that this oscillatory
behavior is strongly aected by the presence of polymers in the swimming buer. For too
low a concentration, say  = 0:25%, its directional ACF is nearly identical to the directional
ACF when  = 0. Unexpectedly, however, we found that there is a range of polymer
concentrations in which the oscillation in the autocorrelation is amplied as delineated in
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Figure 26: Directional ACFs of 0%, 0:25%, 1%, 2:25%, 2:5% and 5% concentrations of poly-
mer solutions. For comparing the eect of polymer concentrations on bacterial swimming,
all the correlation functions are graphed on this single plot, where in increasing polymer
concentrations,  = 0; 0:25; 1; 2:25; 2:5 and 5%, the corresponding correlation functions are
plotted in circles of green, pink, blue, purple, and black, respectively. Even without polymers
(green circles), the measured directional ACF is oscillatory showing a shallow minimum at
  1 s. Adding a moderate amount of polymers (a few percent) to the motility buer has
the eects of making the oscillation faster and a larger amplitude (red circles). For polymer
concentrations  = 5%, the oscillation is completely suppressed (black circles).
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Fig. 26 by the red (1%), blue (2:25%), and purple circles (2:5%); in the language of harmonic
oscillators, this regime can be classied as underdamped. When the polymer concentration
is increased further, such as  = 5% (black circles) in Fig. 26, the oscillation is totally
suppressed, and the correlation function cesses to decay in long times. For even higher
polymer concentrations,   5%, observations showed that the directional randomization
by icking is signicantly suppressed and the motility pattern is the run-reverse type. This
gives rise to the residual correlation in the swimming velocity in long times as depicted in
the gure.
Usually when polymers are added to a solution, the dominant eect is an increased
viscosity that enhances damping of the system. Our observed amplication of the oscillation
amplitude, when a small amount of polymers is added, appears quite odd in this light.
Inspection of data in Fig. 26 reveals certain regularities as  is increased, i.e., we found
that a higher oscillation frequency is associated with a larger oscillation amplitude. Such a
behavior is akin to a mechanical oscillator with an intrinsic frequency of !0; when coupled
to a viscous environment, this frequency drops according to !00 =
p
!20   (=2)2, where  is
a damping coecient. What is surprising however is that there appears to have an optimal
polymer concentration at which the system is close to resonance with the greatest oscillation
amplitude.
To appreciate what we have observed, it is useful to recall how bacterial motion is
generated. The microorganisms swim by rotating helical agella driven at their bases by
molecular motors. The direction of motor rotation is controlled by an internal network
known as chemotaxis network. For E. coli under a neutral condition (unstimulated), the
motor uctuations between CCW and CW states as a result of concentration uctuations of
the regulator protein, CheY-P, that binds to the motor complex. Studies have shown that
the interval length of these states is Poisson distributed with the mean for the CCW (run)
state  1 s and the CW (tumbling) state  0:1 s. Over a long time, the trajectory of a
bacterium is akin to the motion of a \massive" particle with the particle's inertia playing
the role of persistent in a run and random kickings by surrounding molecules playing the
role of a tumble. The symmetry of marine bacterial swimming presented above suggests
that the response of the polar agellar motor to CheY-P is dierent from an E. coli 's motor.
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Herein we would like to promote the idea that the polar agellar motor is internally driven
by a (noisy) oscillator, and the behavior of such an oscillator is inuenced by the viscoelastic
properties of the surrounding medium.
3.4.1 A Brownian harmonic oscillator behavior of motility patterns of V. algi-
nolyticus in buers
During our measurements, we gradually realized that the internal degree of freedom driving
the V. alginolyticus movement in motility buers could be approximated by a harmonic
oscillator. By assigning values of \+1" to run intervals and \ 1" to reverse intervals, which
means we only account for cells' swimming directions in a time series, random telegraph-like
time series can be obtained and their time correlations functions can be well approximated
by a harmonic oscillator subject to a white noise [32] [50]. The ensemble averaged correlation
function for individual cell to a high precision can be described by
C(t) =
cos(
0t  0)
cos0
e  0t; (3.48)
where 
0, 0 and  0 are the characteristic parameters for the cell population. Here, 1= 0
describes the damping time, 
0 is the oscillation frequency, and 0 = cos
 1 [1 + (
0= 0)2]
 1=2
is the phase shift.
A Langevin equation can be used to describe cell motion here. We notice that the random
forcing term on the right-hand side of Eq. 1.10 should not be a Gaussian white noise since
the cell is driven by molecular motors rather than thermal noise, so Eq. 1.10 should be
changed to,
d
dt
~v(t) =  ~v(t) +
~F (t)
m
; (3.49)
where  = 6a
m
is the damping term for a swimming cell of an eective mass m and radius
a, and ~F is the thrust force. Additional terms may be added to the right-hand side of Eq.
3.49 to account for thermal uctuations and active directional randomization. These eects
serve to enhance the rate of decay, making  0 in Eq. 3.49 larger. Ignoring these details, we
expect that the thrust force should have the property h~F i = 0, but h~F (0)  ~F (t)i 6= 0.
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The behaviors of agellar motors are controlled by the chemotaxis network. For the
chemotaxis network of E. coli, the motor uctuation between CCW and CW states is due
to concentration uctuations of the regulator protein, CheY-P, that binds to the motor
complex. The marine bacteria V. alginolyticus we used is dierent from that of E. coli in
the sense that the marine bacteria has a symmetric run-reverse period. While the details
of how the bacteria behave in an oscillatory fashion is unknown, an internal variable, such
as CheY-P concentration, that oscillates in time may not be surprising because a variety
mechanism can give rise to such a behavior; such as the existence of a feedback loop in the
chemotaxis network or simply a delayed reaction at the motor level will do [51]. We assume
that the noisy force at the motor level follows
Cf (t) = h
~F (t)
m

~F (0)
m
i = h~f(t)  ~f(0)i = (F=m)2 cos(
0t  0)
cos0
e  0t; (3.50)
as seen in Xie et al.'s experiment [32]. We have ~f(t) =
~F (t)
m
in the equation above. Addi-
tionally, people typically use a memory time rather than an eective mass to account for
persistent swimming, but the net eects are the same [52]. For our problem, the external
parameters are much faster than the internal parameters with the result    0 or 
0, so
these two sets of time scales are well separated. In this sense, the velocity ACF from Eq.
3.49 has the same mathematical form (see derivation) as the force ACF,
Cv(t) = v
2
sm
cos(
0t  0)
cos(0)
e  0t; (3.51)
where v2sm = f=2 is the swimming speed of a bacterium. A non-linear least square tting
to the buer data shows that 
0 = 3:41 rad/s, 0 = 0:85 rad, and  0 = 4:40 s
 1 and it is
plotted in Fig. 27. The closeness of 
0 and  0 suggests that the internal oscillator operates
near the critical damping condition.
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Figure 27: The tting result of the harmonic oscillator model for V. alginolyticus swimming
in the motility buer. The parameters obtained are 
0 = 3:41 rad/s, 0 = 0:85 rad, and
 0 = 4:4 s
 1. The deviation of data and the prediction between 1 s and 2:5 s is likely due to
the heterogeneity of the bacteria population.
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3.4.2 Polymer's viscoelastic eect
When polymers are added to the motility buer, a swimming bacteria in the polymer medium
not only feels the viscous force but also an elastic force. Based on our calculation, the
overlapping concentration of polymer solutions  is around 1%, which marks the onset of
viscoelasticity in the medium, and beyond which both the viscosity and elasticity increase
rapidly with . Polymer physics tells us that the shear modulus (viscosity, the dissipative
part) grows faster than the storage modulus (elasticity, non-dissipative part) as a function
of  [46]. A good approximation of this system is to add a restoring-force term in Eq. 3.49,
and the resulting equation then mimics a damped harmonic oscillator,
d
dt
~v(t) =  !20~r(t)  ~v(t) + ~f(t): (3.52)
The velocity ACF can be calculated and the result in Eq. 3.53 shows that the extra
restoring force only adds an additional phase shift  to Eq. 3.51, leaving the internal
variables 
0, 0 and  0 unchanged,
Cv(t) = e
  0t

1  A (A   0)
(A   0)2 + 
20

cos (
0t  0)  A
0
(A   0)2   
20
sin (
0t  0)

= C0 (A; 0;
0) e
  0t cos (
0t  0 +) :
(3.53)
Since the set of parameters  0, 0 and 
0 characterizes the cell behavior, we try to x
these parameters but only allow  to be the adjustable parameter. As the green dashed
lines in Fig. 28 shows, the model cannot t the data in this case and the values of the
corresponding parameter  is shown in Table 3. This implies that the internal variables
 0, 0 and 
0 are changed in response to the polymers. Getting rid of the constraint on the
tting procedure, the data for dierent concentrations of polymers can be reasonably tted
by the model, which are shown by purple solid lines in Fig. 28. For the nal concentration
(5%), the oscillation part cos(
0t 0) in the correlation function changes into cosh(
0t 0)
since both 
0 and 0 turn imaginary. In this case, oscillations of the correlation function
disappear.
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Figure 28: Damped harmonic oscillator model tting results. The velocity ACFs Cv(t)
are normalized, C(t)  Cv(t)=v2sm, and plotted for concentrations  = 0% (A), 0:25% (B),
1% (C), 2:25% (D), 2:5% (E) and 5% (F). The green dashed lines are ts to the model
assuming that internal variables, such as 
0 = 3:41 rad/s, 0 = 0:85 and  0 = 4:4 s
 1, are
xed and the eect of polymers only changes the phase  of the correlation function. The
tting procedure shows that the assumption is not good enough, especially when oscillation
amplitudes are large, such as (D) and (E). This indicates that the inuence from environment
does change internal variables. After we eliminate the restriction on the internal parameters,
a much better agreement is found, which is shown by purple curves. The result of the tting
procedure is given in Table 4. It is seen that for large polymer concentrations, such as
(F), the ACF decays monotonically in time and the functional dependence changes into
C(t) / cosh(
0t  0) exp(  0t).
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 (%) 0 0.25 1 2.25 2.5 5
 (rad) 0 0.2 0.39 0.24 0.23 -0.68
Table 3: Results of tting with xed 
0,  0 and 0. Here we assume that polymer does not
aect the internal valuables, 
0 and  0, as well as the phase of oscillation 0. Their values
are xed and the eect of added polymer is to change the phase of oscillations, .
The tting parameters are listed in Table 4 and plotted in Fig. 29. It shows that both

 and  = 0   reaches extrema when   1%, where 
 has a peak and  reaches the
minimum value, but   appears to decay monotonically with . The latter may be expected
because  , as discussed earlier, can be eected by bacterial motility pattern. As the polymer
concentration increases, bacterial gradually lose their ability to ick and hence   is reduced.
It is curious that polymer concentrations in the neighborhood of 1% have a large \resonance-
like" eect on marine bacterial swimming. What is special about these concentrations? The
following analysis provides a useful clue. In the simple model where one assumes that the
internal oscillator of a bacterium is rigid with xed 
0 and  0, the additional phase shift
 resulting from exterior viscoelastic medium is proportional to !20=. Since  = 6a=m
and !20 = k=m, where m is the eective mass of the bacterium and k is the eective spring
constant of the polymer matrix. k should be proportional to the plateau modulus, and it
follows   k=  G(0)N ()=(), where G(0)N is the plateau modulus. Based on Ref. [46],
it is shown that the following scaling,
G
(0)
N () =

N
kBT



 1
3 1
/



 3
3 1
; (3.54)
and
()  s
"
1 +



 3
3 1
#
; (3.55)
where N is the number of monomers in a polymer chain. According to this simple model,
therefore,  vanishes for both    and   , indicating that there is a maximum
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 (%) 
 (rad/s)   (s 1)  (rad)
0 3:4  0:5 4:4  0:4 0:9  0:2
0:25 3:4  0:3 3:5  0:4 0:7  0:1
1 5:1  0:3 3:8  0:6 0:46  0:02
2:25 4:4  0:5 3:5  0:4 0:61  0:06
2:5 4:0  0:5 3:6  0:4 0:62  0:09
5 1:2  0:3 1:1  0:1 1:5  0:2
Table 4: Results of tting without xing 
0,  0, and 0. Here we assume that polymers
aect the internal valuables, 
 and  , as well as the phase of the oscillation  = 0  .
Figure 29: Fitting parameters vs. concentrations. Both 
 and  have extrema (
 reaches
the maximum value but  reaches the minimum value.) at   1% but   decreases monoton-
ically as the polymer concentration  is increased. The latter is expected because swimming
direction randomization is suppressed by the polymer.
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added phase shift max. We note that the eect of  is to reduce 0, i.e.,  = 0 ,
and eectively makes the system closer to resonance. We also noticed that max occurs at
a polymer concentration 0 obeying the equation,
0  


1  
 3 1
3
: (3.56)
For  = 0:6, we nd 0=
  1:1, i.e., about 10% above . Using statistics of polymer
physics and available data for our PVP polymer,  is close to  1%, which is consistent
with the resonance-like condition observed. Importantly this analysis suggests that  is
special for coupling to a harmonic oscillator due to the emergence of an elastic compenent
of the uid but its viscosity still remains relatively low.
3.4.3 Mathematical details for the harmonic oscillator model
Let's focus on the Langevin equations in one dimension for simplicity. Higher dimension can
be obtained accordingly.
(i) Viscous case
In Fourier space, Eq. 3.49 becomes
i!~v(!) =  ~v(!) + ~f(!); (3.57)
~v(!) =
~f(!)
i! + 
; (3.58)
~Sv(!) =
~Sf (!)
!2 + 2
; (3.59)
The mobility function is
Mv(t) =
1
2
e jtj: (3.60)
So the velocity ACF becomes (t > 0)
Cv(t) = Mv(t) 

F
m
2
cos(
0t  0)
cos(0)
e  0t =
1
2
e t  f 2 cos(
0t  0)
cos(0)
e  0t; (3.61)
where f = F
m
.
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It is equal to
Cv(t) =
f 2
2 cos0
1p
(    0)2 + 
20

cos(
0t  0) cos + sin(
0t  0) sin 

e  0t
 

cos0 cos   sin0 sin 

e t

=
f 2
2 cos0
1p
(    0)2 + 
20

cos(
0t  0    )e  0t + cos(0 +  )e t

;
(3.62)
where cos =   0p
(  0)2+
20
. With the condition of    0 and 
0, we have that  ! 0 and
cos ! 1. The Eq. 3.62 thus is simplied into
Cv(t) =
f 2
cos0
1
22

cos(
0t  0)e  0t

: (3.63)
(ii) Viscoelastic case
In Fourier space, Eq. 3.52 becomes
i!~v(!) =  !20~r(!)  ~v(!) + ~f(!); (3.64)
where  = 6a=m, and
i!~r(!) = ~v(!): (3.65)
The position of the cell r(t) in Fourier space is
~r(!) =
1
!20   !2 + i!
~f(!) = ~Mr(!) ~f(!); (3.66)
where ~Mr(!) is the mobility function. Like what we have done in Chapter 1, we hope to
calculate ~Sr(!) , which is
~Sr(!) = j ~Mr(!) ~f(!)j2 = 1
(!2   !20)2 + (!)2
j ~f(!)j2; (3.67)
and then in time domain we have
Cr(t)  hr(t)r(0)i = 1
2!20
e 

2
t

cos(!00t) +

2!00
sin(!00t)

 Cf (t); (3.68)
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where !00 =
q
!20   (2 )2. Suppose the cell is only driven by thermal noise, Cf (t)  c = 2kBTm ,
Cr(t) =
c
2!20
e 

2
t

cos(!00t) +

2!00
sin(!00t)

; (3.69)
The mean squared displacement R(t) is
R(t) = h(r(t)  r(0))(r(t)  r(0)i = 2hr2(0)i   2hr(t)r(0)i
=
c
!20

1  e  2 t

cos!00t+

2!00
sin!00t

:
(3.70)
The diusion coecient D(t) and velocity ACF can be calculated below [53], which is
D(t) =
1
2
dR(t)
dt
=
c
2!20
e 

2
t

2
4!00
+ !00

sin!00t; (3.71)
and
Cv(t) =
dD(t)
dt
=
c
2!00
e 

2
t
h
!00 cos!
0
0t 

2
sin!00t
i
: (3.72)
From Eq. 3.72, we know that the Mv(t) is
Mv(t) =
1
2!00
e 

2
t
h
!00 cos!
0
0t 

2
sin!00t
i
=
e 

2
t
2
cos(!00t+ 0)
cos0
;
(3.73)
where cos0 =
!00p
!020 +(

2
)2
.
Then we replace the Gaussian noise with the agellar motor thrust force, and the Cf (t)
becomes ( F
m
)2e  0t cos(
0t 0)
cos0
, where cos0 =

0p

20+ 
2
0
. The velocity ACF in this case is
Cv(t) =
Z t
0
Mv(t
0   t)Cf (t0) dt0
=

Ame
  
2
t cos(!00t+ )



Affe
  0t cos(
0t  0)

;
(3.74)
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where Am =
1
2
1
cos0
and Aff =
(F=m)2
cos0
. By calculating the convolution, we have
Cv(t) =
1
2
AmAff
(
2
   0)2 + (!00 + 
)2
n
(

2
   0)
h
cos(
0t  0   0)e  0t   cos(!00t+ 0 + 0)e 

2
t
i
+ (!0 + 
0)
h
sin(
0t  0   0)e  0t + sin(!00t+ 0 + 0)e 

2
t
io
+
1
(
2
   0)2 + (!00   
)2
n
(

2
   0)
h
cos(
0t+ 0   0)e  0t   cos(!00t+ 0   0)e 

2
t
i
  (!0   
0)
h
sin(
0t+ 0   0)e  0t   sin(!00t+ 0   0)e 

2
t
io
:
(3.75)
Calculate the convolution in Eq. 3.75.
Cv(t) = AmAff
Z t
0
e 

2
(t t0) cos
 
!00(t  t0) + 0

e  0t
0
cos
 

0t
0   0

dt0
=
AmAffe
  
2
t
2
Z t
0
e(

2
  0)t0 fcos [!00(t  t0) + 0   
0t0 + 0] + cos [!00(t  t0) + 0 + 
0t0   0]g dt0
=
AmAffe
  
2
t
2
Z t
0
e(

2
  0)t0 fcos [!00t+ 0 + 0   (!00 + 
0)t0] + cos [!00t+ 0   0   (!00   
0)t0]g dt0
=
AmAffe
  
2
t
2
Z t
0
e(

2
  0)t0 fcos [(!00 + 
0)t0   !00t  0   0] + cos [(!00   
0)t0   !00t  0 + 0]g dt0
=
AmAffe
  
2
t
2
(
e(

2
  0)t0 (

2
   0) cos [(!00 + 
0)t0   !00t  0   0] + (!00 + 
0) sin [(!00 + 
0)t0   !00t  0   0]
(
2
   0)2 + (!00 + 
0)2
+ e(

2
  0)t0 (

2
   0) cos [(!00   
0)t0   !00t  0 + 0] + (!00   
0) sin [(!00   
0)t0   !00t  0 + 0]
(
2
   0)2 + (!00   
0)2
)
t
0
=
AmAff
2
1
(
2
   0)2 + (!00 + 
)2
n
(

2
   0)
h
cos(
0t  0   0)e  0t   cos(!00t+ 0 + 0)e 

2
t
i
+ (!0 + 
0)
h
sin(
0t  0   0)e  0t + sin(!00t+ 0 + 0)e 

2
t
io
+
AmAff
2
1
(
2
   0)2 + (!00   
)2
n
(

2
   0)
h
cos(
0t+ 0   0)e  0t   cos(!00t+ 0   0)e 

2
t
i
  (!0   
0)
h
sin(
0t+ 0   0)e  0t   sin(!00t+ 0   0)e 

2
t
io
:
(3.76)
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By introducing the phase shift + = cos
 1


2
  0p
( 
2
  0)2+(!00+
0)2

and   = cos 1


2
  0p
( 
2
  0)2+(!00 
0)2

,
we have
Cv(t) =
AmAff
2(
2
   0)
n
cos+

cos (
0t  0   0   +) e  0t   cos (!00t+ 0 + 0 + +) e 

2
t

+ cos 

cos (
0t+ 0   0 +  ) e  0t   cos (!00t+ 0   0 +  ) e 

2
t
o
:
(3.77)
Calculation of Eq. 3.77.
Cv(t) =
AmAff
2
p
(
2
   0)2 + (!00 + 
0)2
h
cos (
0t  0   0   +) e  0t   cos (!00t+ 0 + 0 + +) e 

2
t
i
+
AmAff
2
p
(
2
   0)2 + (!00   
0)2
h
cos (
0t+ 0   0 +  ) e  0t   cos (!00t+ 0   0 +  ) e 

2
t
i
=
AmAff
2(
2
   0)
n
cos+

cos (
0t  0   0   +) e  0t   cos (!00t+ 0 + 0 + +) e 

2
t

+ cos 

cos (
0t+ 0   0 +  ) e  0t   cos (!00t+ 0   0 +  ) e 

2
t
o
:
(3.78)
Now let's look at the case of overdamped oscillation in the environment, where !20 (2 )2 <
0. So we have !00 =
q
!20   (2 )2 = i
q
(
2
)2   !20 = i!000 . The mobility Mv(t) is,
Mv(t) =
1
4!000
e 

2
t
h
!000  

2

e (

2
 !000 )t +

!000 +

2

e (

2
+!000 )t
i
: (3.79)
Calculation of Eq. 3.79.
Mv(t) =
1
2!00
e 

2
t

!00 cos (!
0
0t) 

2
sin (!00t)

=
1
2i!000
e 

2
t

i!000 cosh (!
00
0 t)  i

2
sinh (!000 t)

=
1
2!000
e 

2
t

!000 cosh (!
00
0 t) 

2
sinh (!000 t)

=
1
4!000
e 

2
t

!000

e!
00
0 t + e !
00
0 t

  
2

e!
00
0 t   e !00o t

=
1
4!000
h
!000  

2

e (

2
 !000 )t +

!000 +

2

e (

2
+!000 )t
i
:
(3.80)
Dene A = 
2
  !000 and B = 2 + !000 , we have
Mv(t) =
1
4!000
 Ae At +Be Bt : (3.81)
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and the velocity ACF in the overdamped case is
Cv(t) = Mv(t)  Cf (t) =
Z t
0
1
4!000
 
F
m
2
cos0
h
 Ae A(t t0) +Be B(t t0)
i
e  0t
0
cos (
0t
0   0) dt0
=
1
4!000
 
F
m
2
cos0
Z t
0
h
 Ae A(t t0) +Be B(t t0)
i
e  0t
0
cos (
0t
0   0) dt0:
(3.82)
We try to calculate the integral part C(t), which is dened below, and its derivation is
shown in detail in Eq. 3.84,
C(t) =
Z t
0
h
 Ae A(t t0) +Be B(t t0)
i
e  0t
0
cos (
0t
0   0) dt0
=   Aq
(A   0)2 + 
20

cos (
0t  0   A) e  0t   cos (0 + A) e At

+
Bq
(B    0)2 + 
20

cos (
0t  0   B) e  0t   cos (0 + B) e Bt

;
(3.83)
where cosA =
A  0p
(A  0)2+
20
and cosB =
B 
0p
(B  0)2+
20
.
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Calculation of Eq. 3.83.Z t
0
h
 Ae A(t t0) +Be B(t t0)
i
e  0t
0
cos (
0t
0   0) dt0
=  Ae At
Z t
0
e(A  0)t
0
cos (
0t
0   0) dt0 +Be Bt
Z t
0
e(B  0)t
0
cos (
0t
0   0) dt0
=  Ae Ate(A  0)t0 (A   0) cos (
0t
0   0) + 
0 sin (
0t0   0)
(A   0)2 + 
20
t
0
+Be Bte(B  0)t
0 (B    0) cos (
0t0   0) + 
0 sin (
0t0   0)
(B    0)2 + 
20
t
0
=   Ae
 At
(A   0)2 + 
20
n
(A   0)

cos (
0t  ) e(A  0)t   cos ( 0)

+ 
0

sin (
0t  ) e(A  0)t   sin ( 0)
 o
+
Be Bt
(B    0)2 + 
20
n
(B    0)

cos (
0t  ) e(B  0)t   cos ( 0)

+ 
0

sin (
0t  ) e(B  0)t   sin ( 0)
 o
=   A
(A   0)2 + 
20
n
(A   0)

cos (
0t  ) e  0t   cos (0) e At

+ 
0

sin (
0t  ) e  0t + sin (0) e At
 o
+
B
(B    0)2 + 
20
n
(B    0)

cos (
0t  ) e  0t   cos (0) e Bt

+ 
0

sin (
0t  ) e  0t + sin (0) e Bt
 o
let cos (A) =
A   0
(A   0)2 + 
20
and cos (B) =
B    0
(B    0)2 + 
20
=   Aq
(A   0)2 + 
20

cos (
0t  0   A) e  0t   cos (0 + A) e At

+
Bq
(B    0)2 + 
20

cos (
0t  0   B) e  0t   cos (0 + B) e Bt

:
(3.84)
With Taylor expansion, A = 
2
  !000 = 2  
q 

2
2   !20 = 2
 
1 
r
1 

2!0

2!


2
 1
2

2!0

2
= !0

!0


and B = 
2
+ !000  . For    0, 
0, cosB  1 and B ! 0
C(t) =  Ap
(A   0)2 + 
20

cos (
0t  0   A) e  0t   cos (0 + A) e At

+ cos (
0t  0) e  0t   cos0e t:
(3.85)
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This is a well-separation of time scales, i.e.    0 and 
0, such that for t0  1 ,
cos(
0t0 0)e  0t0 ! cos(
0 1  0)e  0=  cos0 and cos(
0t 0)e  0t  cos0e t 
cos0(1 e t) (0  t  t0). So we can ignore the last cos0e t term. Likewise for  0  A,
and for the time scale t < 1
A
, we can ignore the cos0e
 t term. The Eq. 3.85 is simplied
into
C(t) = e  0t
"
cos (
0t  0)  Ap
(A   0)2 + 
20
cos (
0t  0   A)
#
= e  0t

1  A (A   0)
(A   0)2 + 
20

cos (
0t  0)  A
0
(A   0)2   
20
sin (
0t  0)

= C0 (A; 0;
0) e
  0t cos (
0t  0 +) ;
(3.86)
where
C0(A; 0;
0) =
s
1  A(A   0)
(A   0)2 + 
20
2
+

A
0
(A   0)2 + 
20
2
=
1
(A   0)2 + 
20
q
( 20    0A+ 
20)2 + A2
20:
(3.87)
3.5 MECHANICS OF CELL BODY AND FLAGELLA
Using the resistive force theory in Chapter 1, the motion of cell can be described by three
parameters: the swimming speed v, the agellum angular speed !, and the body angular
speed 
, with (v; !;
) > 0. Let's assume they are in the vector form as follows, ~v =
( v; 0; 0), ~! = (!; 0; 0), and ~
 = ( 
; 0; 0).
Following Fig. 30, we have24 Ff
Nf
35 =
24 A  B
 B D
35 
24v
!
35 ; (3.88)
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Figure 30: Schematic gure of a bacterium swimming with the corresponding parameters.

, !, and v are the angular speed of the cell body, the angular speed of the agellum, and
the swimming speed of the cell, respectively.
where Ff and Nf are the thrust force and the torque of the agellum, respectively. The
coecients A, B and D dened above, are positive and proportional to uid viscosity . For
a helical coil, the expressions of A, B, and D can be obtained [54],
A = knl
1  
1=2
 
1 + k

1  

= A0; (3.89)
B = knl(

2
)
1  
1=2
 
1  k

= B0; (3.90)
and
D = knl(

2
)2
1  
1=2
 
1 + k
1  


= D0: (3.91)
The parameters in Eq. 3.89 - 3.91 can be obtained from Ref. [55] and are listed in Table
5, in which l, , R and r are the total length, the pitch, the coil radius, and the radius of the
agella, respectively.  = arctan(2R=) is the angle made by the agellar lament with the
agellar axis.  in the above equations is dened as cos2  . The normal kn (=
8
2 ln( c
r
)+1
) and
the tangential kt (=
4
2 ln( c
r
) 1) resistive coecients have been derived in Chapter 1, where
c = 0:18 is the Lighthill constant [19], and the ratio rk = kt=kn  0:7.
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Bacterial strain Flagellar dimensions Cell size
Genus Name l (m)  (m) 2R (nm) r (nm) a, b (m)
V. alginolyticus YM42 3.7 (1) 1.2 (0.02) 280 (1) 16 0.35, 2.3
Table 5: The parameters of cell geometry. The uncer-
tainties in parenthesis are standard errors of the mean.
For swimming bacteria, the torques and forces of the cell body and those of agella are
balanced, so Nf = Nb = D0
, Ff = Fb = A0v, where D0 and A0 are the drag coecients
of the cell body. They can be expressed as D0 =
16a2b
3
= D00 and A0 =
4b
ln( 2b
a
)  1
2
= A00,
where a and b are semi-minor and semi-major length of cell body, respectively. The values
of a and b are also shown in Table 5. The force and torque balance equations are
 A0v = Av  B!;
D0
 =  Bv +D!;
(3.92)
where 
 and ! are related to the motor angular speed 
m as

m = 
+ !: (3.93)
We can write both v and 
 in terms of 
m, which can be viewed as a control parameter
for the given a, b, agellar geometry, and .
Using Eq. 3.92 and Eq. 3.93, we nd that
! =
D0(A+ A0)
(D +D0)(A+ A0) B2
m;
v =
BD0
(D +D0)(A+ A0) B2
m;
(3.94)
and

 = 
m   ! = 
m   D0(A+ A0)
(D +D0)(A+ A0) B2
m =
D(A+ A0) B2
(D +D0)(A+ A0) B2
m: (3.95)
This shows that as long as the agellar motor maintains a constant speed, !, v, and 

are independent of viscosity. However, the bacterial agellar motors generally do not have a
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Li & Tang (2006)
Chen & Berg (2000b)
Figure 31: The torque-speed relationships for dierent kinds of bacterial motors. All
measurements have been done under room temperature [7] except those indicated with tem-
perature values in the gure.
constant speed. Rather, they obey the torque-speed relationships, which are shown in Fig.
31 and are adopted from Ref. [9].
The total torque acting on the agellum motor Nm should be twice of that of the viscous
torque on the cell body Nm = 2D0
, one due to cell body rotation and the other due to
agellar rotation. Thus, we have
Nm(
m) = 2D0
D(A+ A0) B2
(D +D0)(A+ A0) B2
m = 
m: (3.96)
This is the loading line and is plotted in Fig. 32. Its intersection denes the operating
point (
0m; N
0
m) of the agellar motor. We also see that the slope  increases with .
For the latter calculation with a concise notation, let's dene
f =
1
2
 
D(A+ A0) B2

= D0(A0 + A00) B02;
g =
1
2
 
(D +D0)(A+ A0) B2

= (D0 +D00)(A
0 + A00) B02;
(3.97)
where both f and g are independent of  and only depend on cell geometry.
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Load line
Operating point
Figure 32: Schematic gure of the relationship between the loading line Nm(
m) and
agellum motor torque Nm vs. its angular speed 
m. The loading line Nm(
m) follows the
form of Eq. 3.96. Intersection of torque-angular-speed relationship with the load-line, which
determines the operating point, has been marked with blue color.
Let's nd the operating point based on the above information. The motor torque and
angular speed relationship can be expressed as follows,
Nm =
8>>>>><>>>>>:
NMm 
m < 

C
m;
NMm

Mm 
Cm (

M
m   
m) 
Cm < 
m < 
Mm ;
0 
m > 

M
m :
(3.98)
First, let's examine the high-load regime, 
m < 

C
m. We have N
0
m = N
M
m , and 

0
m =
NMm = and the cell's swimming speed is
v =
BD0
(D +D0)(A+ A0) B2

0
m =
B
D(A+ A0) B2
NMm
2
=
B0NMm
2f
: (3.99)
This shows v  1

, where B0, NMm , and f are all constants, independent of . Let 0 be
the viscosity of water as the reference, it shows that v(0)
v()
= 
0
is only a function of viscosity,
nothing else. Likewise we can examine the cell body rotation rate

 =
D(A+ A0) B2
(D +D0)(A+ A0) B2

0
M =
NMm
2D0
=
NMm
2D00
: (3.100)
92
and we have

(0)

()
=

0
: (3.101)
So in the high-load regime, a swimming bacteria can be used as a living viscometer to probe
the viscosity of the surrounding uid, when v or 
 are measured.
Let's compare the calculation to our data. We need to change Eq. 3.99 into
v0
v
=

()
solv



2fv0solv
B0NMm

; (3.102)
where solv  1:0518 mPas is the viscosity of solvent (water at 18 C) and v0 = B
0D00

M
m
g
(see
the discussion in low load case below).
By applying log10 on both sides, Eq. 3.102 becomes
log10

v0
v

= log10

()
solv

+ log10

2fv0solv
B0NMm

: (3.103)
The polymer viscosity of PVPK-90 can be calculated with Fikenscher's equation [56][57],
log10(rel) = log10

()
solv

=

75K20
1 + 1:5K0c
+K0

 c; (3.104)
where c is the mass concentration in g=100 ml and rel is the relative viscosity, rel =
()=solv. K-90 PVP polymers are used in the experiment so K = 90 and K0 = K=1000 =
0:09 [56]. If we convert this mass concentration into weight percentage concentration used
in our experiment, we can divide c by density of solutions, which is about the same with the
density of water  = 1 g/ml (the density of PVP solutions is about 1:2 g/ml), so we have
 = c= = c=100. Eq. 3.104 becomes
log10

()
solv

=

75K20
1 + 1:5K0  100 +K0

 100: (3.105)
Combining Eq. 3.103 and Eq. 3.105, we have
log10(
v0
v
) =

75K20
1 + 1:5K0  100 +K0

 100+ log10

2fv0solv
B0NMm

=

75K20
1 + 1:5K0  100 +K0

 100+ b;
(3.106)
where b = log10

2fv0solv
B0NMm

.
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Figure 33: Log of reciprocal of swimming velocity vs. PVP concentration  is plotted as
blue dots for high load tting. A nonlinear least squares tting is applied for the high-load
case and the purple line shows the tting result.
In my measurement, when I plotted log10(
v0
v
) v.s. , a quasi-linear relationship is obtained
with a nite intercept, which is shown in Fig. 33. When the PVP concentration  is
getting large, Fikenscher equation can be well approximated by a linear relationship of
log10(rel) / . So I try to match the linear part of Fikenscher equation and the data,
where K(= 1000K0) and b are the tting parameters. After using Eq. 3.106 to t the data
as described above, we get K  60:0 and the purple curve in Fig. 33 shows the tting
result. The K value is smaller than the nominal value of the sample we used. Following
the Ashland manual, it belongs to PVP K-60 category, which is one grade lower than K-90.
The \intercept" b obtained from tting is  0:6  0:3. By using the parameters in Table 5
and the information in Fig 31, we can nd that NMm = 3450 pN  nm, based on which b is
calculated with the value of  0:12. Considering the fact that all parameters are taken from
indirect measurement, the deviation between tted K value and nominal value is expected.
The fact that the degradation of long polymer chains possibly makes K value smaller. But
the data do capture the behavior of a quasi-linear relationship between log10(
v0
v
) and PVP
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concentration .
Let's see what happens in the low-load regime, 
Cm < 
m < 

M
m . The angular speed at
the operating point is equal to

0m =

Mm
2D00
f
g

Mm 
Cm
NMm
+ 1
; (3.107)
and the cell speed is
v =
BD0
(D +D0)(A+ A0) B2

0
m =
B0D00
g

Mm
2D00
f
g

Mm 
Cm
NMm
+ 1
=
B0D00

M
m
2D00f

Mm 
Cm
NMm
 + g
: (3.108)
So the reciprocal of the speed is
1
v
=
1
B0D00
Mm

2D00f

Mm   
Cm
NMm
() + g

: (3.109)
Dene 1
v0
= g
B0D00
Mm
, which has been used in the high-load case, it follows
v0
v
  1 = 2fv0
B0
Mm

Mm   
Cm
NMm
(): (3.110)
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Figure 34: A nonlinear least squares tting is applied with Eq. 3.111 for the low-load case
and the purple line shows the tting result.
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Eventually, we have
log10

v0
v
  1

= log10

()
solv

+ log10

2fv0
B0
Mm

Mm   
Cm
NMm
solv

=

75K20
1 + 1:5K0  100 +K0

 100+ b:
(3.111)
When I plotted log10(
v0
v
  1) v.s.  in Fig. 34, the relationship is not quasi-linear
any more. Following what we have done previously, it can be noticed that j dNm= d
mj =
NMm =(

M
m  
Cm) = 13:68=2 pN  nm/Hz, 
Mm = 650 2Hz, and v0 = 42:37m=s. Then we
can calculate that b is equal to  0:529. After a nonlinear least squares tting, it shows that
K = 54 4 and b =  0:53 0:5 and this result is close to what we have already calculated.
The measured swimming speed of V. alginolyticus in the buer is v = 33:62m/s and with
Eq. 3.111, we can calculate that the viscosity of buer is 0:93 mPas, which is a reasonable
value, since the viscosity of water is 1:0518 mPas.
3.6 SWIMMING VELOCITY OF V. ALGINOLYTICUS SCALES WITH
POLYMER CONCENTRATION
This section includes a simple estimation to capture how the swimming velocity of V. algi-
nolyticus scales with PVP polymer concentration from an energetic perspective.
The rate of generating an empty volume in the polymer solution is, r = Avsw with
A = a2 and a is cell's radius. The elastic energy density is given by the elastic modulus,
E = kBT
3
where  = hR2g0i
1
2 ( 
 )
  
(3 1) , and hR2g0i = R20 is the square coil size of the polymer
when isolated. In Ref. [46], it is shown that
 = R0(


) 

(3 1) 
8><>:(

 )
  2
3 ; Zimm Model:
( 
 )
 1; Rouse Model:
(3.112)
The work per second done by the bacterium is dw
dt
= Er = EAvsw =
a2kBT
3
vsw. If this is
equal to the power generated by the motors, dw
dt
= Psw, which is assumed to be a constant
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value, we have
vsw =
Psw
3
a2kBT

8><>:
 2; Zimm Model:
 3; Rouse Model:
(3.113)
In Fig. 35, the slope is approximately equal to  3, which conrms that Rouse Model is
more realistic in this case.
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Figure 35: Swimming velocity vs. PVP concentration. The data is plotted as a blue curve
with big points in log-log scale. The green and red lines indicate the slope of  4 and  3,
respectively, and it can be noticed that the absolute value of slope of data curve is slightly
larger than 3.
3.7 CONCLUSION
In this chapter, we have used the velocity ACF h~v(t) ~v(0)i to analyze the bacterial motility
patterns in dierent concentrations of polymer solutions. We discovered that the signal of
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velocity ACF is generated from two channels: velocity's magnitudes, the speed uctuations
hv(t)v(0)i and the directional uctuations ha^(t)  a^(0)i. The rounded tops of the directional
ACFs for a short time conrm the non-Poissonian behavior of V. alginolyticus ' motility
patterns mentioned in Chapter 2.
Based on our measurement, we found that the bacteria gradually lose their ability to ick
as the polymer concentration increases and at concentrations   5% the motility pattern
is best described by the cyclic run-reverse pattern. This phenomenon has been captured by
the model using the Gamma distribution for the dwell-time intervals, and the tting results
suggest that the mean swimming interval times are not signicantly aected by polymers.
In the meantime, the eect of suppression of tumbling by the polymer environment has also
been found in case of E. coli [58].
A more cyclic run-reverse pattern due to addition of polymers in swimming buers can
be described by the damped harmonic oscillator model as well. By increasing polymer
concentration in the solutions, the elasticity starts to emerge when   , and we observed
a \resonance-like" behavior in directional ACFs. The damped harmonic oscillator model in
this chapter suggests that this behavior may be due to bacterial response to this viscoelastic
environment by adjusting its internal degree of freedom of motors switches. The phase shift
 stemming from the polymer eect reaches a maximum value when   , implying that
the emergence of viscoelastic property of polymer solutions generates the \resonance-like"
behavior.
In experimental studies of polymer solutions, the presence of  represents a subtle feature
in a bulk measurement. However, for a polar agellated marine bacterium V. alginolyticus,
such a special point is rendered observable by a resonance-like eect in the velocity ACF.
This potentially opens new doors for studying micro-rheology of complex uids using bacteria
as probe particles. The observation also begs for answers for how an internal oscillator
of a bacteria responds to external mechanical environments. That a bacterium regulates
its motility based on environmental cues is a well-known phenomenon and is one of the
important survival strategies of microorganisms. However, it is unclear whether the changes
in the internal parameters, such as the oscillation frequency and phase, seen in our experiment
is a result of genuine biological response to the environmental stress or a physical response
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governed by non-equilibrium statistical mechanics. New experiments and better theoretical
modeling are called for to address these questions.
With the resistive force theory, we also nd the swimming velocity dependence on the
viscosity of polymer solutions in high and low motor load regions. Using non-linear least
squared tting, our results suggest that the polymer sample we used has a lower K value
than nominal value K = 90. Here K value is used to characterize polymer solutions. One
possibility for this is that PVP polymer chains are not stable enough and the degradation of
polymer chains makesK value small. However, Ref. [59] claims that the PVP polymer is very
stable. An alternative possibility is that PVP is polydispersed. The viscosity measurements
in K-value system are based on bulk rheology rather than a micro-rheology. The viscosity
calculated by the resistive force theory should be the viscosity \seen" by bacteria. In this
case, the polymer chains with smaller molecular weights should tend to play important roles
in contributing to viscosity in the dimension of bacterial size, which means the corresponding
K value would be smaller. Finally, based on an energetic consideration, we found that
bacteria swimming velocity obeys a scaling relation. That is a reasonable agreement with
the Rouse model, which may be expected because such model is applicable to a solution with
high polymer concentrations when hydrodynamic interactions between polymer strands are
negligible.
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