Abstract. In this paper, we prove nonlinear orbital stability for steady vortex patches that maximize the kinetic energy among isovortical rearrangements in a planar bounded domain. As a result, nonlinear stability for an isolated vortex patch is proved. The proof is based on conservation of energy and vorticity, which is an analogue of the classical Liapunov function method.
Introduction
This paper proves that the set of vortex patches as maximizers of the kinetic energy on an isovortical surface(a set of functions with the same distributional function) is orbitally stable for the incompressible Euler equations in a planar bounded domain. Here orbital stability means: if at initial time the flow is close to a maximizer, then it remains close to the set of maximizers. As a consequence of orbital stability, we show stability for isolated maximizers. The key point of the proof is that for an ideal fluid the vorticity moves on an isovortical surface and the kinetic energy is conserved.
In [23] , steady vortex patches were constructed by maximizing the kinetic energy subject to some constraints for vorticity. Burton in [3, 5] considered more general cases. He constructed various steady vortex flows by maximizing the kinetic energy on rearrangement class, which included the vortex patch solution in [23] as a special case. An interesting and unsolved problem is the stability of these vortex patches. For a single concentrated vortex patch, stability was proved in [10] , where local uniqueness played an essential role. But for vortex patches that are not sufficiently concentrated uniqueness is still an open problem, and the method in [10] does not apply anymore. In this paper, we turn to prove orbital stability for the set of maximizers. The results are stated precisely in Section 2.
For certain domains, there may be no isolated maximizers. For example, for an annular domain, the functional and the constraint are both invariant under rotations, so the set of maximizers is also invariant under rotations. That is the reason we consider orbital stability here. However, if there is an isolated maximizer, we can prove its stability, see Theorem 2.5 below.
The study of stability for steady Euler flows has a long history. Here we comment on some of the relevant and significant results. In [14] Kelvin proved linear stability for circular vortex patches in R 2 . Later Love [17] proved linear stability for a rotating Kirchhoff elliptical vortex patch. In [1, 2] , Arnold firstly considered nonlinear stability for smooth steady Euler flows, moreover, he came up with the idea that a steady planar Euler flow could be seen as a critical point of the energy on a constraint surface, and stability could be obtained by some kind of non-degenerate condition for this critical point. In 1985, by establishing a relative variational principle for the energy, Wan and Pulvirenti [24] proved nonlinear stability for circular vortex patches in an open disk. For general bounded domains, Burton in [4] proved nonlinear stability for steady vortex flows as the strict local maximizer of the energy on rearrangement class. Similar idea was used to prove nonlinear orbital stability for vortex pairs in the whole plane in [6] . This paper is mostly inspired by [4] and [6] .
The main difficulty in proving orbital stability is to obtain compactness for a particular weakly convergent sequence. In [6] , compactness was proved by a ConcentrationCompactness argument. Here for vortex patches in a bounded domain the proof is relatively simple. In fact, we can prove that any maximizing sequence is compact in L p norm. The key point is that the weak limit of any maximizing sequence must be a vortex patch, which excludes oscillation and ensures compactness.
Our result also gives a short proof of the stability theorem proved in [4] for vortex patches and includes the result in [24] as a special case.
Main Results
In this section, we state the main result. To begin with, we recall some known facts about the 2-D Euler equations.
Throughout this paper we assume D to be a bounded domain(not necessarily simplyconnected) with smooth boundary, G is the Green function for −∆ in D with zero boundary condition.
We consider the motion of an ideal fluid in D. The governing equations are the following incompressible Euler system
where v is the velocity field, P is the pressure, v 0 (x) is the initial velocity, and n is the outward unit normal of ∂D. Here we impose the impermeability boundary condition v · n = 0. We define the vorticity function
where
. Taking the curl in (2.2) gives
By the divergence-free condition ∇ · v = 0 and the boundary condition v · n = 0, v can be written as v = J∇ψ (2.4) for some function ψ called the stream function(see [18] , Chapter 1, Theorem 2.2). Obviously ψ satisfies
(2.5)
Note that for multi-connected domains, ψ is uniquely determined by (2.5) provided boundary circulations are prescribed. In this paper, we assume that the stream function vanishes on ∂D, i.e.,
3) can be written as
Integrating by parts gives the following weak form of (2.7):
Here R ω denotes the rearrangement class of a given function ω, that is,
(2.9) where |A| denotes the area of a set A ⊂ R 2 . For convenience, we also write ω(x, t) as ω t (x). If ω is a solution of (2.8) and is independent of t, it is called steady. In this paper, we consider steady vortex patch solution having the form ω = λI A , where I A denotes the characteristic function of some measurable set A, i.e., I A (x) = 1 in A and I A = 0 elsewhere. It is easy to see that ω is steady if and only if
(2.10)
There are many ways to construct steady vortex patches. Here we consider the construction in [23] . Define
where λ is any given positive constant. For any ω ∈ K, the kinetic energy of ω is defined by
For planar vortex flow the kinetic energy is conserved, i.e., if ω t ∈ L ∞ (D) is a solution to (2.8) with initial vorticity ω 0 , then E(ω t ) = E(ω 0 ) for all t ≥ 0, see Theorem 14 in [4] for a detailed proof. In this paper, we use E as the Liapunov function for the Euler dynamical system to obtain stability. Theorem 2.1 (Turkington, [23] ). E attains its maximum on K and any maximizer is a steady vortex patch.
For reader's convenience and completeness, we give the proof of Theorem 2.1 in Section 3.
In the sequel, we denote M the set of all maximizers, and define
By Theorem 2.1, any maximizer is a vortex patch, so M ⊂ R.
Remark 2.2. It is easy to verify that sup ω∈K E(ω) = sup ω∈R E(ω), which means that M is in fact the set of maximizers of E on rearrangement class R. The variational problem on rearrangement class has been considered by Burton, see [3] , [5] for example.
Our purpose in this paper is to prove the orbital stability of M.
Theorem 2.3. M is orbitally stable. More specifically, for any ε > 0, there exists δ > 0, such that for any ω 0 ∈ K, dist(ω 0 , M) < δ, we have dist(ω t , M) < ε for all t ≥ 0. Here the distance is in the sense of L p norm for any 1 ≤ p < +∞, ω t is the solution to (2.8) with initial vorticity ω 0 .
Remark 2.4. In [10, 18, 20] , the perturbed vorticity ω 0 is restricted on the isovortical surface R, here we extend the perturbation set to K.
For certain domains, the maximizer of E may be not isolated in L p (D). For example, when D is a ring, i.e., D = B R (x 0 )\B r (x 0 ) for some x 0 ∈ R 2 , 0 < r < R < +∞, the rotation of any maximizer is still a maximizer. But once there is an isolated maximizer, we can prove stability. Theorem 2.5. Assume that ω λ is an isolated maximizer of E on K, i.e., there exists some δ 0 > 0 such that for any ω ∈ K, 0 < dist(ω, ω λ ) < δ 0 , we have E(ω) < E(ω λ ), then ω λ is stable. More specifically, for any ε > 0, there exists δ > 0, such that for any ω 0 ∈ K, dist(ω λ , ω 0 ) < δ, we have dist(ω λ , ω t ) < ε for all t ≥ 0. Here the distance is in the sense of L p norm for any 1 ≤ p < +∞, ω t is the solution to (2.8) with initial vorticity ω 0 .
Remark 2.6. In [4] , a more general stability theorem for isolated maximizers was proved, here we give a different and short proof in the case of vortex patches.
Remark 2.7. In some cases the maximizer is unique and thus isolated. For example, when D is a convex domain, there is a unique maximizer provided λ is large enough, see [8] , or when D is an open disc, for each λ there is a unique maximizer, namely the circular vortex patch concentric to D with radius
, see [7] , Theorem 3.1.
Proofs
In this section we prove the main results.
Proof of Theorem 2.1.
Step 1: E attains its maximum. Notice that
where C is a positive number depending on D, which means that E is bounded from above on K. Let {ω n } ⊂ K be a maximizing sequence. Since K is bounded in L ∞ (D), K is sequentially compact in the weak star topology in L ∞ (D). Without loss of generality we assume that
Now we prove 0 ≤ ω * ≤ λ by contradiction. Suppose that |{ω * > λ}| > 0, then there exists ε 0 > 0 such that |{ω
On the other hand
which is a contradiction. So we have ω * ≤ λ. Similarly we can prove ω
Step 2: Any maximizer satisfies (2.10). For any ξ ∈ C ∞ 0 (D), we define a family of transformations Φ t (x) from D to D by the following equations,
Since J∇ξ is a smooth vector field with compact support, (3.1) is solvable for all t ∈ R 1 . It is easy to verify that J∇ξ is divergence-free, so by Liouville theorem(see [18] , Appendix 1.1) Φ t is area-preserving. Let ω * be any maximizer and define a family of test functions
as t → 0, where ψ * is the stream function. So we have
Step 3: Any maximizer is a vortex patch. Let ω * be any maximizer and define a family of test functions ω
Here δ is any positive number. Note that for fixed z 0 , z 1 and δ, ω s ∈ K provided s is sufficiently small. So we have
which gives sup
Since D is connected and {ω * < λ} ∪ {ω * > 0} = D, we have {ω * < λ} ∩ {ω * > 0} = ∅, then by continuity of ψ * , sup
we have ω * = 0 a.e. in {ψ * < µ}, ω * = λ a.e. in {ψ * > µ}. On {ψ * = µ}, we have ∇ψ * = 0 a.e., which gives ω * = −△ψ * = 0. That is,
so ω * is a vortex patch.
Now we turn to the proof of Theorem 2.3. The key point is compactness. Generally speaking, for a weak convergent function sequence in K, strong convergence may fail because of oscillation, but here for a maximizing sequence we can prove that the weak convergence limit is a vortex patch, which will be used to exclude oscillation and obtain compactness.
In the sequel, p ∈ [1, +∞) is fixed, and |f | p denotes the L p norm of some function f .
Proof of Theorem 2.3. We prove by contradiction in the following. Suppose that there exist ε 0 > 0, {ω
for any n, where ω n tn is the solution to (2.8) at time t n with initial vorticity ω n 0 . By vorticity conservation(see [18] , Chapter 1) ω n tn has the same distributional function as ω
We claim that {ω n 0 } is an energy maximizing sequence for E on R. In fact,
as n → +∞, which means that {ω n 0 } is an energy maximizing sequence. By energy conservation we have
so {ω n tn } is also an energy maximizing sequence. For convenience, we write u n ω n tn . Now choose q to be fixed, 1 ≤ p < q < +∞, since u n ∈ K, we know that {u n } is a bounded sequence in L q (D). Without loss of generality, we assume that u n → u weakly in L q (D). Claim : u ∈ K and u is an energy maximizer of E on K. , we have lim n→+∞ E(u n ) = E(u), which means u is an energy maximizer on K. Thus the claim is proved.
From the claim u ∈ M, thus by (3.7)
|u − u n | p ≥ ε 0 (3.12) for any n. According to Theorem 2.1, any maximizer of E on K must be a vortex patch, so 
