The conventional model of disjunctive group testing assumes that there are several defective elements (or defectives) among a large population, and a group test yields the positive response if and only if the testing group contains at least one defective element. The basic problem is to find all defectives using a minimal possible number of group tests. However, when the number of defectives is unknown there arises an additional problem, namely: how to estimate the random number of defective elements. In this paper, we concentrate on testing the hypothesis H 0 : the number of defectives ≤ s 1 against the alternative hypothesis H 1 : the number of defectives ≥ s 2 . We introduce a new decoding algorithm based on the comparison of the number of tests having positive responses with an appropriate fixed threshold. For some asymptotic regimes on s 1 and s 2 , the proposed algorithm is shown to be order-optimal. Additionally, our simulation results verify the advantages of the proposed algorithm such as low complexity and a small error probability compared with known algorithms.
I. INTRODUCTION
G ROUP testing, also known as Boolean compressed sensing [1] , is a method for identifying a group of elements with some distinguishable characteristic, frequently referred to as defectives, from a large population. The main point of the group testing approach is that for a relatively small number of defectives, one can reduce the required number of experiments by testing subgroups of elements rather than all individuals separately. The idea of group testing was introduced by R. Dorfman [2] . He proposed to save on blood tests for infection by grouping individuals and testing the mixture. The group testing scheme suggested by R. Dorfman is constructed in such a way that Manuscript the successive groups depend on the results of the previous tests. Such a setting is called adaptive. However, nonadaptive procedures turn out to be useful for practice purposes. A nonadaptive scheme is a series of N group tests that are carried out simultaneously. This is the essential advantage for the most important applications [3] such as DNA library screening [4] , compressive sensing [5] , medical testing [2] . So, the design and analysis of group testing algorithms remain an active ongoing area of research.
A. Related Work
The group testing literature may be divided into two categories based on how the number of defectives is modeled. First, let us discuss combinatorial group testing, i.e, the number of defectives, or an upper bound on the number of defectives, is fixed and assumed to be known in advance. Let t be the total number of elements and S, S ⊂ [t], be an unknown subset of defectives. The classic group testing problem assumes that the number of defectives |S| is upper bounded by some known fixed constant s, where the parameter s does not depend on t. In this regime, the main attention is devoted to disjunctive s-codes [6] , which allow finding all the defective elements (a formal definition of disjunctive codes will be given in the next section). A specific group testing problem was discussed in [7] , where the authors used group tests to identify a given number of non-defective items from a large population containing s defective items. A more general assumption in combinatorial group testing is that the number of defectives is relatively small, i.e., lim |S| t = 0 as t → ∞. For example, the regime |S| = t α , 0 < α < 1, was studied in the recent works [8] - [10] . Some studies [5] , [11] use random test designs, and develop computationally efficient algorithms for identifying defective items from the test outcomes by exploiting the bit-mixing coding and the connection with compressed sensing.
Many other authors consider the settings when the number of defectives is unknown. For instance, in the original paper [2] , each element in the population is assumed to be defective with some fixed probability p. The same model was discussed in the recent papers [12] , [13] , where the authors focused on nonadaptive schemes and studied algorithms allowing vanishing error probability as t → ∞. A more general model in which p = p(t ) depends on t was considered in paper [14] of T. Berger and V. Levenshtein. They studied so-called 2-stage testing schemes which find all defectives without error. They proposed to run a fixed number of nonadaptive tests at the first stage and to test potential candidates individually at the second stage.
For some dependencies p(t ), the lower and upper bounds on the asymptotics of the expected number of tests in the described 2-stage scheme were obtained in [14] , [15] . Now let us refer to the most relevant papers to our work. We first highlight the work of Y. Cheng [16] , where the number of defective items can be found with a small error probability using adaptive testing. In [17] , the authors developed a fourstage adaptive algorithm, which finds the approximate size of the defective set with high probability. One interesting approach to finding the defective set of unknown size was proposed by P. Damaschke and A.S. Muhammad in [18] . In the beginning, one should estimate the number of defectives |S| with the help of group tests, and then it remains to use one of the well-known algorithms for finding the defective set S of the estimated size. We also mention a concept of strict group testing [19] , where the searcher must find the defective set when its size is at most s or indicate that the size of the defective set is larger than s. Further details (in particular, the number of tests) for the existing works will be given in Section III.
B. Our Contribution
We consider a model without making any assumptions on the distribution of the number of the subject population, but instead, we focus on modeling the number of defectives using an arbitrary distribution. Our work aims to discuss testing the hypothesis H 0 : the random number of defectives is upper bounded by s 1 against the alternative hypothesis H 1 : the random number of defectives is at least s 2 . The main contributions of this work are two-fold. First, we introduce a new simple testing strategy that uses random tests and compares the number of positive outcomes with an appropriate fixed threshold in order to choose the most likely hypothesis. This low-complexity algorithm can be used for different testing scenarios in practice. Second, we derive closely matching lower and upper bounds on the number of tests required for testing the hypothesis with a small error probability. For instance, our proposed algorithm is shown to be order-optimal when s 1 and s 2 are asymptotically the same up to a multiplicative constant.
C. Application
We describe a possible application of our research in terms of sparse signal models. A signal model is said to be sparse if the number of input variables contributing to the observed outcome (the set of defectives) is relatively small. The study of such models is a new area primarily stimulated by the study of social, computer networks, transportation, power-line. Since most real systems are large and sparse, there are special models developed to understand and analyze them. For consistency of estimation and model prediction, almost all existing methods of variable/feature selection critically depend on the sparsity of models. When this parameter is unknown, we need (at least) to bound the sparsity in the model. Therefore, testing the hypothesis on the size of the defective set can be seen as a preprocessing step for analysis of real-life systems.
Numerous procedures in biology, medicine and functional genomics require that some bacteria and cells be counted.
More frequently, one needs to know only the cell concentration or the concentration of various macromolecules within one or multiple cells in an organism (for example, between 10 3 and 10 4 cells per milliliter, or large than 10 10 molecules per cell). Therefore, testing the hypothesis can give crucial information regarding the progress of an infectious disease, or a person's immune system, or the genomic features of different organisms.
D. Outline
The remainder of this paper is organized as follows. In Section II, we introduce notation and a hypothesis testing model and give some basic definitions and a conventional algorithm used in group testing. Section III discusses the most relevant results in more detail. We summarize our results in Section IV. Section V is devoted to simulations of the hypothesis testing problem and comparing different algorithms. The detailed proofs of the main results will be given in Section VI. Finally, we conclude the paper with Section VII.
II. PROBLEM SETUP
We introduce several useful notation in Section II-A, describe a general non-adaptive group testing model in Section II-B, give the definition of the most conventional codes for group testing in Section II-C and discuss a hypothesis testing model we wish to investigate in Section II-D.
A. Notation
Throughout the paper we adopt the following notation. Let the symbol denote the equality by definition and the symbol u v denote the disjunctive (Boolean) sum of binary columns u, v ∈ {0, 1} N . We say that a column u covers a column v if u v = u.
For some function f (x) and g(x), we write f (x) = O(g(x)) and f (x) = (g(x)) as x → ∞ if there exists some real x 0 and C such that | f (x)| ≤ C|g(x)| and | f (x)| ≥ C|g(x)| for x ≥ x 0 , respectively. If both equalities f (x) = O(g(x)) and f (x) = (g(x)) hold, then we use notation f (x) = (g(x)). Finally, we
B. Non-Adaptive Group Testing Model
In the classical problem of non-adaptive group testing, we describe N tests as a binary matrix (code) X ∈ {0, 1} N×t , where the jth column, denoted by x( j), corresponds to the jth element, and the ith row, abbreviated by x i , corresponds to the ith test. X is often referred to as a testing matrix. Let x i ( j) be the (i, j)th element in X and x i ( j) 1 if and only if the jth element is included into the ith testing group. Let S, S ⊆ [t], be an arbitrary set of defective elements of size |S|. For a code X and a set S, define the binary response vector x(S) of length N, namely:
The result of a test equals 1 if at least one defective element is included into the corresponding test and 0 otherwise. So the column of test results is equal to the response vector x(S).
C. Disjunctive Codes and the Conventional Decoding Algorithm
Now let us give the definition of disjunctive (binary superimposed) codes introduced in [6] .
Definition 1: A binary code X is called a disjunctive s-code if the disjunctive sum of any s-subset of columns of X covers those and only those columns of X which are the terms of the given disjunctive sum.
Definition 1 of disjunctive codes gives the important sufficient condition for identification of any unknown defective set, namely, one can recover all the defectives based on the response vector if the number of defective elements is at most s. In the case of disjunctive s-codes, the identification of the unknown set S is equivalent to searching all columns of matrix X covered by x(S), and its complexity is equal to (Nt ) (we run over all t columns in X and compare the covering property of the columns with the response vector of length N). This conventional algorithm of finding defectives is called COMP (Combinatorial Optimal Matching Pursuit) [8] . We refer the reader to [20] for a survey on decoding algorithms used in group testing.
D. Hypothesis Testing Model
Given integers s 1 and s 2 so that s 1 < s 2 , we introduce two hypothesis: 0) the null hypothesis {H 0 : |S| ≤ s 1 }, 1) the alternative hypothesis {H 1 : |S| ≥ s 2 }.
In other words, we want to distinguish reliably two events: the number of defective elements is at most s 1 or at least s 2 . We consider testing the hypothesis using group tests in the probabilistic model in which the random defective sets of the same size are equiprobable. This assumption is reasonable when there is no prior knowledge on the location of defective elements among the population. In fact, most of the papers in literature discuss such a scenario; e.g., see [2] , [17] , [21] , [22] .
More accurately, let us define the probability distribution of the random defective set S using the vector
in the following manner
Here, p i corresponds to the probability that there are i defective elements among the population of size t. Since there are t i choices to locate i items in the population of size t, the equation (1) does set the probability distribution. Let us provide a few examples of possible probability distributions. Example 1: In [21] , the authors consider a truncated Poisson distribution Pois(t, λ) and motivate that by the experience in clinical testing. In other words, the probability distribution p is 
However, the most popular assumption in group testing is that the vector p has a Binomial distribution B(t, p), that is
We note that the probability of the null hypothesis and the alternative hypothesis can be expressed with the help of the vector p as follows
However, the vector p can be unknown to the searcher. Therefore, we must use some tolerant approach. Let us give some key definitions for hypothesis testing and depict the corresponding model in Fig. 1 .
Definition 2: An arbitrary map D : {0, 1} N → {H 0 , H 1 } is said to be a decision rule, which associates a response vector with some hypothesis. Introduce the error probability for the decision rule D and the testing matrix X :
where the probability measure in the conditional probabilities is defined by (1). The universal error probability is defined by
Later we shall omit indices s 1 and s 2 in notation ε s 2 s 1 (p, D, X ) and ε s 2 s 1 (D, X ), whenever it is clear from the context. Remark 1: Given the testing matrix X and the decision rule D, we search for the worst probability distribution p and the corresponding maximal error probability in (3) . In other words, we would like to handle the worst-case scenario which may appear in practice.
Let us discuss one important example of hypothesis and a decision rule adopted from the COMP algorithm. Later we will concentrate on this hypothesis and compare this algorithm with one we suggest.
Example 2: Consider the case s 1 = s and s 2 = s + 1, that is, we wish to decide whether the number of defective elements is smaller than s + 1. The COMP algorithm can be used for the hypothesis testing problem in the following way. We say that the COMP decision rule maps the vector y ∈ {0, 1} N to H 0 if the number of columns in X covered by y is at most s and to H 1 otherwise.
For instance, let the testing matrix X and two possible response vectors y 1 and y 2 be as follows
For s = 2, the null hypothesis H 0 says that the number of defectives is at most 2, whereas H 1 -the number of defectives is at least 3. If y 1 is the response vector, then the COMP decision rule accepts H 0 (there are two columns, x(2) and x(3), covered by y 1 ). If y 2 is the response vector, then the COMP decision rule accepts H 1 (there are three columns, x(2), x(4) and x(5), covered by y 2 ).
One natural question for testing the hypothesis appears to be as follows. Given the size of population t, the error probability level ε and two thresholds s 1 and s 2 , how to minimize the number of tests in a (N × t ) testing matrix X to achieve the universal error probability ε(D, X ) of level at most ε. We derive lower and upper bounds on the optimal number of tests required for this problem in Section IV. We carry out Monte-Carlo simulations to estimate the minimal number of tests required for certain hypothesis testing model in Section V.
III. RELATED RESULTS
First, we consider testing the hypothesis without error. After that, we outline some state-of-the-art papers on the estimation of the number of defectives with a small error probability. Then we recall some known results for the COMP decision rule used for hypothesis testing. Finally, we shortly discuss an opportunity to apply the likelihood ratio test for this problem.
A. Zero-Error Hypothesis Testing
Let us consider the case s 1 = s and s 2 = s + 1. Suppose one wishes to decide whether the number of defectives is smaller than s + 1 without error, i.e., ε(D, X ) = 0 for some decision rule D and testing matrix X . The problem of optimal zero-error nonadaptive hypothesis testing is reduced to the problem of optimal disjunctive codes with the help of the following statement. This proposition turns out to be a group testing folklore result.
Proposition 1: A code X is a disjunctive s-code if and only if for any probability distribution p with positive components p s > 0 and p s + 1 > 0, there exists a decision rule D such that the error probability ε(p, D, X ) = 0.
Proof: If X is a disjunctive s-code, then obviously the COMP decision rule allows us to check the hypothesis H 0 without error (see Example 2) . The converse result can be proved by contradiction. Indeed, if the matrix X is not a disjunctive s-code, then there exists a set S ⊆ [t] of size |S| = s, and a number j ∈ [t] \ S such that x(S) = x(S ∪ { j}). So, for any decision rule we cannot distinguish the set S of size s from the set S ∪ { j} of size s + 1.
The best known practical constructions of disjunctive s-codes are based on shortened Reed Solomon codes. These constructions presented in [4] essentially extend optimal and suboptimal ones suggested in [6] .
Recall some results for optimal disjunctive s-codes. Denote by N (t, s) the minimal number of rows for disjunctive s-codes with t columns. The best known lower and upper bounds on N (t, s) are presented in [23] and [24] , respectively. These bounds are written in the complex form, but for fixed integer s, the asymptotics are as follows
B. Estimating the Number of Defectives With a Small Error Probability
Further we will consider the case of positive error probability. In [18] the authors present a randomized algorithm that uses g(ε, c) log 2 t nonadaptive tests (here, g(ε, c) is a some function which depends only on c and ε) and produces some statisticŝ which satisfies the following properties: probability Pr{ŝ < |S|} is upper bounded by a small parameter ε 1 and the expected value ofŝ/|S| is upper bounded by a number c > 1. Note that this result is universal, i.e., it does not depend on the distribution of the defective set. In [25] the authors construct an adaptive randomized algorithm which uses at most 2 log 2 log 2 |S| + O( 1 δ 2 log 2 1 ε ) adaptive tests and estimates |S| up to a multiplicative factor of 1 ± δ with error probability ≤ ε. Also there is a converse result in [25] which states the necessity of (1 − ε) log 2 log 2 |S| − 1 tests on average.
C. COMP Decision Rule for Hypothesis Testing
Let us consider the case s 1 = s and s 2 = s + 1 again. The first thought which comes to mind from Proposition 1 is that in order to solve the hypothesis testing problem one may use the COMP decision rule. Note that this rule always accepts H 1 if it holds, i.e., Pr(H 0 |H 1 ) = 0. Moreover, it is not difficult to obtain that the maximum of the error probability ε(p, COMP, X ) in (3) is attained at any vector p such that 0 < p s < 1 and p k = 0 for ∀ k < s, e.g., one can take p s = p s+1 = 1/2. The reader may refer to Proposition 4 about a similar statement which is given in Section IV and proved in Section VI-A. That is why the universal error probability ε(COMP, X ) equals the probability that an s-subset of columns of X covers an external column. But this probability is exactly the error probability for almost disjunctive s-codes [22] . The properties of the universal error probability ε(COMP, X ) obtained in [22] are presented below as Propositions 2 and 3.
Proposition 2. (Follows from Theorem 2 in [22] ): Let ε > 0 be a fixed real scalar, and s, t be integers such that s ≤ t. If X is an arbitrary code of size t such that the universal error probability for the COMP decision rule and the testing matrix X is less than ε, then length of the code X must be N = (s ln(t/s)) as t → ∞.
Remark 2: In other words, Proposition 2 says that to guarantee a vanishing error probability, the number of tests, accompanied with the COMP decision rule, should be linear with ln(t/s), the logarithm of the ratio between the size of the population and the number of defectives. It will be shown in Theorem 2 that for the hypothesis testing problem, the optimal number of tests does not depend asymptotically on the size t.
In [22] , using the probabilistic method we established the existence result on the almost disjunctive codes. We interpret that results in terms of hypothesis testing.
Proposition 3. (Follows from Theorem 4 in [22] ): Given real scalar ε > 0 and fixed integer s > 0, there exists a (t × N ) testing matrix X with N = O(s ln t ) tests such that the COMP decision rule provides the universal error probability less than ε.
Remark 3: Given fixed integer s > 0, by Propositions 2 and 3, the COMP decision rule needs (s ln t ) tests to distinguish the null hypothesis H 0 : the number of defective elements is at most s from the alternative hypothesis H 1 : the number of defective elements is at least s + 1. is the generalized likelihood ratio and parameter a is chosen to satisfy requirements on Pr{H 1 |H 0 }. In other words, we accept H 1 when λ(y) ∈ R. However, the decoding complexity of this rule is exponential with the number of items.
D. Alternative Decision Rule

IV. MAIN RESULTS
Note that our hypothesis testing problem is very different from the finding the defectives because there are only two answers: H 0 or H 1 . However, in the zero-error case, due to Proposition 1 testing the hypothesis requires nearly the same number of group tests as the searching the defectives does. Our main results are devoted to hypothesis group testing in the case of a small error probability. First, we introduce a low-complexity weight decision rule which turns out to be better than the COMP decision rule in terms of the optimal number of tests. Then Proposition 4 shows that the worst probability distribution p in (3) for the weight decision rule should be concentrated in only two points p s 1 and p s 2 . Finally we obtain lower and upper bounds on the optimal number of tests for the hypothesis testing problem in Section IV-C and Section IV-D, respectively. All the proofs will be given in Section VI.
A. Weight Decision Rule
Fix an arbitrary parameter τ, 0 < τ < 1, and introduce a τweight decision rule (τ-WDR)
(4)
Remark 4: We note that the τ-weight decision rule is related to some model of specific disjunctive s-codes considered in [26] . The authors of that paper supply a disjunctive s-code with a weaker additional condition: the weight |x(S)| of the response vector for any subset S, S ⊆ [t], |S| ≤ s, is at most T . Such a group testing model is motivated by a risk for the safety of the persons who perform tests, in some contexts, when the number of positive test results is too large.
B. Worst-Case Probability Distribution for the Weight Decision Rule
We study only the universal error probability for the weight decision rule, and the following statement proved in Section VI-A determines the worst probability distribution in (3) .
Proposition 4: For any integers s 1 , s 2 < t/2, real scalar τ, 0 < τ < 1, and the testing (N × t ) matrix X , the maximum of the error probability ε(p, τ-WDR, X ) in (3) is attained at any p such that p s 1 > 0, p s 2 > 0 and p s 1 + p s 2 = 1.
C. Lower Bound on the Number of Tests
The next converse theorem derives the lower bound on the error probability for the worst distribution from Proposition 4 and any decision rule.
Theorem 1: Let the distribution p be such that p s 1 > 0, p s 2 > 0 and p s 1 + p s 2 = 1. For any decision rule D and any testing (N × t ) matrix X with N ≤ s 1 log 2 (t/s 2 ), the error probability is lower bounded by
.
This lower bound consequently leads to the bound on the minimal number of tests for optimal testing strategy. We focus on two special cases: when two thresholds s 1 and s 2 are the same up to a multiplicative factor or an additive factor. Corollary 1: Let s 1 < s 2 and s 2 = o(t ). For any (N × t )-code X and any decision rule D with the universal error probability ε(D, X ) ≤ ε, the number of non-adaptive group tests is lower bounded as follows N ≥ min s 1 log 2 (t/s 2 ),
as ε → 0.
(a) Given the real number α > 1, let s 1 = s and s 2 = αs. Then N ≥ min s 1 log 2 (t/s 2 ),
as ε → 0. o(1) ) as ε → 0.
D. Upper Bound on the Number of Tests
The next statement establishes an upper bound on the optimal number of tests. The testing matrix is constructed probabilistically, with the entries of the matrix being independent and Bernoulli distributed. We make use of the fact that a Binomial distribution is concentrated around its mean, with exponentially small tail.
Theorem 2: Given two thresholds s 1 and s 2 , real scalar ε > 0 and integer t > 0, for any integer N ≥ N 0 , there exists a testing (N × t )-matrix X such that the τ-weight decision rule provides the universal error probability ε(X, τ-WDR) for testing the hypothesis H 0 against H 1 less than ε, where
(a) Given the real number α > 1, let s 1 = s and s 2 = αs. Then o(1) ) as s → ∞.
Remark 5: Independence from the number of elements t is crucial in Theorem 2. In other words, we can construct a sequence of (N × t (N )) matrices with exponentially decreasing error probability for any function t (N ). Due to Proposition 2 the number of tests should be linear with ln t whenever the error probability for the COMP decision rule is vanishing. Therefore, the weight decision rule has a significant advantage over the COMP decision rule when the size of the population is large.
Let us also mention a stronger bound from the conference paper [27] than one given in Theorem 2. This result has more narrow applications and is related to distinguishing the null hypothesis H 0 : the number of defective elements is at most s from the alternative hypothesis H 1 : the number of defective elements is at least s + 1. The proof of the following statement is quite technical and is based on the probabilistic method. We generate random codes with a fixed Hamming weight and derive an upper bound on the number of tests for hypothesis testing.
Theorem 3. (Theorem 3 in [27] ): Given the real scalar ε > 0 and the integer t, for any integer N ≥ N 0 , there exists a testing (N × t )-matrix X with fixed weight wN such that the τ-weight decision rule provides the universal error probability ε(X, τ-WDR) for testing the hypothesis H 0 against H 1 less than ε, where N 0 4s 2 ln 1 ε
Remark 6: By Theorem 2 Claim (b), we need 2e 2 s 2 ln 1 ε ≈ 14.8s 2 ln 1 ε tests to provide the error probability less than ε when testing whether the number of defectives is less than s + 1, whereas Theorem 3 guarantees that 4s 2 ln 1 ε tests are enough. Another advantage of Theorem 3 is that the testing matrix has a low density. Indeed, the relative weight of columns turns out to be of order 1/s 2 (versus 1/s in Theorem 2). Therefore, for practical applications, we recommend to generate a constant-weight testing matrix with the relative Hamming weight of order 1/s 2 to test the hypothesis that the number of defectives is at most s against the hypothesis that the number of defectives is at least s + 1.
V. SIMULATION
In this section, we first compare the weight decision rule and the COMP decision rule in a specific setting. Second, we estimate more carefully the minimum number of tests required for the weight decision rule to guarantee small error probability in the setting when the number of items can be arbitrary large and (i)
A. Comparison Between the COMP Decision Rule and the Weight Decision Rule
Now we carry out Monte Carlo simulations to find the minimal number of tests required for the COMP decision rule and the weight decision rule to guarantee the universal error probability less than the level ε = 0.01.
We test the hypothesis H 0 : the number of defectives is at most 2, against the hypothesis H 1 : the number of defectives is at least 3. To this end, for all t ∈ {8, 16, 32, . . . , 8192}, following Remark 6, we generate (N × t ) binary matrices of some constant weight w with minimal possible N so that the universal error probability is less than ε. We generate matrices with different w ∈ {1, . . . , N/2} and repeat the procedure 100 times for any given w and N to find a matrix with the universal error probability less than ε. To estimate the universal error probability of some testing matrix and some decision rule, we employ the Monte Carlo method, namely, subsets S ⊂ [t], of size 2 and 3 are chosen randomly 10000 times and the corresponding error probability is estimated using (5)- (6) . We depict our results in Fig. 2, where the x-axis corresponds to different t, number of items, and the y-axis corresponds to "optimal" N, number of tests. Additionally, a base-2 logarithmic scale is used for the x-axis. One can easily see the series of numbers of tests for the weight decision rule converges to some level as t is growing, whereas the number of tests for the COMP decision rule is linear with ln t, the logarithm of the number of items.
The simulation results verify the advantage of the WDR over the COMP decision rule in pursuing the minimal possible number of tests. Also, we recall that the decoding complexity of the WDR decision rule is (N ), whereas the complexity of the COMP decision rule is significantly higher, namely, (Nt ). 
B. Weight Decision Rule When the Number of Items is Large
Now we consider the case when the number of items, denoted by t, can be arbitrary large. We apply the weight decision rule to test the hypothesis H 0 : the number of defectives is at most s, against the hypothesis H 1 : the number of defectives is at least (i) s + 10, (ii) s + √ s, (iii) 1.25s. Let the universal error probability be at most ε = 0.001. By Corollary 1 and Theorem 2 we know that the optimal number of tests in these regimes as s → ∞ can be bounded as follows i) 9.9s = s c log 2 {4, 8, 12, 16 , . . . , 100}, we estimate the minimal number of tests in a random testing matrix with Bernoulli entries more carefully than in the proof of Theorem 2. More precisely, we compute probabilities (15)-(16) directly instead of applying Hoeffding's inequalities. The results are depicted in Fig. 3, where the x-axis corresponds to different s, thresholds in the testing model, and the y-axis corresponds to the number of tests.
VI. PROOFS OF MAIN RESULTS
A. Proof of Proposition 4
Proof: For an arbitrary binary (N × t )-matrix X and parameters s 1 , s 2 and T τN , introduce the sets B i k (T, X ), i = 1, 2, k = 0, 1, . . . , t, of k-subsets of set [t] as follows:
Then the error probability for the τ-weight decision rule is represented by
For any k < t, S ∈ B 1 k (T, X ), and j ∈ [t] \ S, one can construct a set S S ∪ { j} belonging to B 1 k + 1 (T, X ). Since the number of choices for j is (t − k) and there exist at most (k + 1) ways leading to the same set S ∈ B 1 k + 1 (T, X ), we obtain the following inequality:
Applying such inequality (s 1 − k) times, we obtain for any k < s 1
Equivalently, we have
Similarly, one can construct set S ∈ B 2 k (T, X ) by removing from any set S ∈ B 2 k + 1 (T, X ) any index j ∈ S , and at most (t − k) such different pairs (S , j) may construct the same S S \ { j}. Therefore
Thus, for any k > s 2 , we have
Definition (6) and inequalities (7)-(8) yield
and equality holds in (9) for any distribution with the properties: p s 1 > 0, p s 2 > 0, and p j = 0 for j ∈ [t] \ {s 1 , s 2 }. In particular, it means that for τ-WDR the definition of the universal error probability (3) is equivalent to the right-hand side of (9).
B. Proof of Theorem 1
Proof: Let an (N × t )-matrix X be a testing matrix, D : {0, 1} N → {H 0 , H 1 } be a decision rule and p be a distribution so that p s 1 > 0, p s 2 > 0 and p j = 0 for any j ∈ [t] \ {s 1 , s 2 }. Obviously, the maximal error probability (2) is bounded below by the half of the sum: Since the distribution of p is concentrated in only two coordinates p s 1 and p s 2 , we can rewrite the right-hand side of (10) as follows
One of the two indicators 1{D(y) = H 0 }, 1{D(y) = H 1 } equals 0 and the other one equals 1. Therefore
Further we consider only such y's that n s 1 (y, X ) > 0. It is obvious that for other y's the minimum in the sum (12) equals 0.
Denote the relative number of s 1 -subsets with the response vector y by β y , i.e., β y n s 1 (y, X )/ t s 1 , and note that It follows that L ≥ β 1 s 1 y t − s 1 (the right-hand side can be replaced by the ceiling). Given S, |S| = s 1 , with the response vector x(S) = y, and (s 2 − s 1 ) distinct indices j 1 , . . . , j s 2 −s 1 ∈ S y \ S, one one can construct the s 2 -subset S = S ∪ { j 1 , . . . , j s 2 −s 1 } with the same response vector x(S ) = y. Moreover, any S can be constructed in at most s 2 s 1 such ways. Hence n s 2 (y, X ) ≥ n s 1 (y, X )
Therefore, the minimum in the sum (12) , that is,
Recall that 0 < β y ≤ 1. Thus, we have Finally, we conclude ε(p, D, X )
where the function f (x) is defined by
We use i) the property y∈{0,1} N β y = 1, ii) the inequality f (x) > 0 for all x ∈ [1, 2 N ] and iii) Jensen's inequality for the ∪-convex function f (x) in the interval x ∈ [1, 2 N ] to prove the inequality (a). To obtain the inequality (b), we observe i) the number of distinct y's in the sum is at most 2 N or y∈{0,1} N :β y >0 β y · β −1 y ≤ 2 N , and ii) the function f (x) is decreasing in the interval [1, 2 N ]. This completes the proof.
C. Proof of Corollary 1
Proof: By Theorem 1, we know that the universal error probability of any testing matrix X and any decision rule D is bounded below by
Since the universal error probability should be at most ε we obtain
Suppose that all the factors in the right-hand side are positive. By taking the binary logarithm, we get
Therefore,
Claims (a) and (b) immediately follow.
D. Proof of Theorem 2
Proof: The existence result shall be proved by the probabilistic method. We consider a binary (N × t )-matrix X whose entries are independent Bernoulli random variables and equal to 1 with probability p = ln s 2 −ln s 1 s 2 −s 1 . Take the threshold parameter τ to be 1 − (1 − p) s 1 /2 − (1 − p) s 2 /2. By Proposition 4 the error probability can be rewritten as 
We estimate the probability P 1 that the union of s 1 columns have the weight greater than τN and the probability P 2 that the union of s 2 columns has weight at most τN. The weight of s i random columns from matrix X is a binomial random variable Y i ∼ B(N, q i ) with parameters N and q i 1 − (1 − p) s i . Then P 1 = Pr{Y 1 > τN} and P 2 = Pr{Y 2 ≤ τN}. Define δ τ − q 1 = q 2 − τ = (1 − p) s 1 /2 − (1 − p) s 2 /2. Using Hoeffding's inequalities [28, Theorem 2] of the forms Pr{B(n, p) ≥ (p + ε)n} ≤ e −2ε 2 n , and Pr{B(n, p) ≤ (p − ε)n} ≤ e −2ε 2 n , we conclude that
and P 2 = Pr{Y 2 τN} = Pr{Y 2 (q 2 − δ)N} ≤ e −2δ 2 N . (16) Therefore, there exists a testing (N × t )-matrix X such that the τ-WDR has the error probability less than ε whenever e −2δ 2 N ≤ ε. The last inequality is equivalent to the following one N ≥ 1 2δ 2 ln 1 ε
To prove claim (a), we use the property s 1 = s and s 2 = αs. First, the probability p can be written as p = ln s 2 − ln s 1 s 2 − s 1 = ln α s(α − 1) .
Then we find the asymptotics of δ as s → ∞ Therefore, we obtain the asymptotics for δ
Finally, there exists a testing (N × t )-matrix X such that the τ-WDR has the error probability less than ε whenever N ≥ 1 2δ 2 ln 1 ε = 2e 2 s 2 c 2 ln 1 ε (1 + o(1)) as s → ∞.
VII. CONCLUSION
In this paper, we discuss a hypothesis in the boolean group testing model, namely, how to distinguish reliably the null hypothesis H 0 : the number of defective elements is at most s 1 , and the alternative one H 1 : the number of defective elements is at least s 2 . For the case s 1 = s and s 2 = αs, where the real number α ≥ 1 is fixed, we show that the optimal number of non-adaptive tests required to accept or reject H 0 with error probability ε is (log 1 ε ). When s 1 = s and s 2 = s + c for c = o(s), we prove the necessity of O(s/c log 1 ε ) tests and provide a simple weight algorithm with O(s 2 /c 2 log 1 ε ) tests. Our simulation results confirm the advantage of this algorithm over the COMP algorithm adapted for this problem.
There are several directions for future research on testing the hypothesis. First, the gap between our upper and lower bounds on the minimal number of tests is still quite large in some regimes. Therefore, it would be great to find some order-optimal results for other settings. Second, it is of high interest to consider the problem under other multiple-access channel models, e.g. testing the hypothesis under the A channel would give an estimate on the number of sources of pirate copies of a copyrighted multimedia content [29] .
