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Abstract: A nonlinear optimal control system is developed for attenuating thermos-acoustic pressure oscillations in a combustion chamber where the unsteady flow field associated with the internal instability is modelled in terms of a finite set of assumed modes of the nonlinear in-homogeneously driven pressure wave field. A distributed set of auxiliary fuel injectors are used to control the thermo-acoustic pressure field with pressure measurements at independent locations. The mathematical model of the thermo-acoustic pressure field with multiple fuel injectors is developed. The flame dynamics is also modelled and its states are included in the design of the controller. Extensive simulations are performed to reveal the features of the thermo-acoustic pressure field within the combustion chamber and qualitatively compared with published data. The controller is synthesised on the basis of a nonlinear quadratic Gaussian approach as well as a nonlinear H∞ controller approach. The performances of the two controllers are compared. The influence of the flame dynamics is assessed by comparing the closed loop performance by including the lag effects of a simplified flame transfer function. In particular it is shown that the nonlinear H∞ controller approach is well-suited for the control of the combustion chamber pressure field as it has the structure of comb or multiple-notch filter and can attenuate acoustic tones associated with the combustion instabilities.
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	Introduction
Combustion instability and associated vibration has been a serious problem in large rocket engines and gas turbines and results from dynamic interactions between acoustics, heat-release, flame and flow dynamics. The modelling and control of the dynamics of the thermo-acoustic pressure oscillations within a combustion chamber has been investigated by several authors. Annaswamy and Ghoniem [2002] and Dowling and Morgan [2005] have presented reviews of the state of the art of the technology of active control of combustion instabilities till the end of the last millennium. Apart from open loop control, four different classes of controllers have been developed for the feedback control of combustion including, model based optimal controllers, observer /estimator based controllers, phase-shift controllers and adaptive feedback controllers including self-tuning controllers involving some form of system identification, have been developed over the last decade. Annaswamy et al [2002], Annaswamy et al [1998] and Hathout et al [1998] developed model based optimal controllers which were subsequently validated experimentally, on a combustor rig. Bouziani, Landau and Bitmead [2007] have also developed a model based approach for controlling combustion instabilities. Murugappan et al [2003] have considered the application of optimal control to combustion instability elimination. The application of the Linear Quadratic Gaussian/ Loop Transfer Recovery (LQG/LTR)  methodology was demonstrated by Campos-Delgado et al., [2003] and the H∞ norm minimization based controller synthesis by Campos-Delgado et al., [2003]. Campos-Delgado et al., [2003] modelled the combustor as a network of different elements. Guyot, Rößler, Bothien and Paschereit [2007] were able apply a form of phase-shift control, to an atmospheric premix combustor test rig equipped with a swirl-stabilized burner. Actuation was achieved by modulating either the pilot or the premix fuel mass flow controller that was modulated with a standard on-off valve and a high frequency proportional valve. Riley et al [2003] have developed an adaptive closed-loop controller to regulate a lean-premixed combustor. More recently Annaswamy [2006] discussed the nonlinear modelling and control of combustion dynamics. Lovett, Teerlinck and Cohen [2008] provided a demonstration of active combustion control. At NASA's Glen research centre, successful instability suppression was experimentally demonstrated, using a dynamic pressure sensor in the combustor for controller feedback by DeLaat et al [2012]. Instability control was also shown with a pressure feedback sensor in the lower temperature region upstream of the combustor. The controllers used in practice were not designed on the basis optimal control. In spite of the early work done on the synthesis of optimal controllers, it can be said the methodologies of optimal control in general and nonlinear optimal control in particular have not really been fully exploited for the control of the dynamics of the thermo-acoustic pressure oscillations within a combustion chamber.
As for the combustion dynamics, there exists within the combustion chamber a feedback mechanism to close a loop leading to the formation of a self excited combustion oscillations. The thermoacoustic feedback mechanism involves the heat release response of the flame to a perturbation in the velocity field. The sound wave generated as a result, is reflected by the downstream boundary, travels back and again perturbs the velocity field at the burner. Thus the process is regenerative and leads to instability. Linearization or the use of a linearised model for synthesizing an active control law which could suppress the instabilities in combustion may not be very effective in practice. For this reason, in this paper, we shall focus on applications of the nonlinear unscented H∞ estimator to the full state estimation and nonlinear control of the dynamics of the thermo-acoustic pressure oscillations within a combustion chamber. The methodology presented here is the nonlinear analogue of the LQG and H∞ controller synthesis techniques, in a unified framework. We shall briefly revisit the modelling of the dynamics of the thermo-acoustic pressure oscillations within a combustion chamber, including the dynamics of the heat release by the flame and of the control synthesis of nonlinear H2/H∞ optimal controllers. A description of the nonlinear optimal controller synthesis based on the unscented H∞ estimator and its applications to the dynamics of the thermo-acoustic pressure oscillations within a combustion chamber is followed by a typical application to a combustion chamber. Results of a simulation study are then presented and the paper is concluded with an in-depth discussion of the results.
Mathematical Modelling of the Combustion Chamber Pressure Field




where  is the local density of the two-phase mixture,  is the local velocity of the gas phase,  is the local pressure,  is mean ratio of specific heats, and ,  and account, respectively, for the exchange of mass, momentum, and energy (including the heat of combustion) between the fuel and the gas.
Writing the pressure as the sum of steady component and a time dependent component, Culick [1976] showed that the unsteady time dependent component of the pressure satisfies an inhomogeneous wave equation, where the driving term includes the control inputs in terms of the secondary fuel injection and the unsteady behaviour of the boundary in response to imposed pressure fluctuations. Thus,	
	, 	(4a)
with the boundary condition, 
	,	(4b)
where is the pressure fluctuation,  is the speed of sound in the mixture and  is a unit vector normal to the boundary surface. The source terms arising from the spatially distributed coupling between the acoustic oscillations and the combustion are represented by the quantities  and  which accommodate all influences of acoustic motions, mean flow, and combustion response, under conditions without external forcing. The terms  and  account for the corresponding effects of the control inputs.
For a long combustion chamber of a simple cylindrical shape of length L the normal mode functions are	
	,	(5a)
where  is the axial coordinate along the length of the combustion chamber. For a short combustion chamber of length L and radius Rc , the normal mode functions are	
	,	(5b)
where  and  are the polar coordinates describing the position of a section of the combustion chamber boundary surface at a particular axial location,  is the Bessel function of the first kind and order m and  is the modal wave number. The pressure fluctuations, reduce to,		
	.	(6)




The uncontrolled case () was considered by Paparizos and Culick [1989] and their co-workers while closed loop controlled case was developed by Fung and Yang [1992]. Fung, Yang and Sinha [1991] considered the distributed control case. 
Up to second order in  the function  may be expressed as,
	.	(8)
The coefficients , ,  ,  are given by Cullick [1976]. For pure longitudinal modes, given by equation (5a) only  and  are non-zero and equation (8) may be expressed as,
	.	(9)
The coefficients, ,, , , are given by, Jain, Ananthkrishnan and Culick [2005] who employed feedback linearization and synthesised an adaptive, Lyapunov based controller using a nonlinear observer/estimator for state estimation.
To consider the closed loop control it is important to be able to define  in equations (7), which has been done by Fung and Yang [1992]. Fung, Yang and Sinha [1991], Yang, Kim and Culick [1987], Culllick [1994], Hong, Yang and Ray [2000] and Hong, Ray and Yang [2002]. Hong, Yang and Ray [2000] have also presented a control synthesis procedure based on a linear H∞ controller design which guarantees robust stability and performance within specified uncertainty bounds by taking into account the effects of unmodeled dynamics, sensor noise, and parametric errors. Hong, Ray and Yang [2002] also developed an optimal control law using a linear parameter varying model. The control law was evaluated by simulation experiments. From Hong, Ray and Yang [2002], considering a distribution of secondary fuel injectors in the combustion chamber we have,
	, ,	(10)
where  is the total secondary fuel injection flow rate for the  actuator,  is the transport delay time for the  actuator,  is fuel flow proportionality constant for the  actuator,  defines the location of the  actuator,  is the specific gas constant for the fuel  which is obtained by dividing the universal gas constant by the molar mass,  is the specific heat at constant volume and  is heat released by the fuel on combustion in , which could be related to the lower heating value of the fuel. In our model we shall assume that the control input is given by . After the control input is defined, it is essential to determine  and  for a specific combustion chamber depending on the structure and architecture of the secondary fuel injectors and may include some form of pre-filtering to compensate for the transport delay time. In the next section we will include a model of the flame dynamics by approximating the associated transport delay. Including a model of the flame dynamics is tantamount to including thermo-diffusive effects, due to the relative roles of the thermal conduction and fuel diffusion. We do not ignore the temperature dependence of these terms (via the so called Zeldovich number) and consequently have modelled the variations of the reaction rates with temperature. Density variations in the flow field are ignored so as to preclude the coupling of thermos-acoustic and intrinsic thermal instabilities. Thus supplementing equations (7a), (9) and (10), we may write the equations defining  as,
	, ,	(11)
where  is a nominal natural frequency of the first acoustic mode. The parameter  is rendered non-dimensional.
One component needs to be modelled, as far as the process dynamics is concerned and this is the process noise driving the dynamics. For a perfectly homogeneous fuel-air mixture without spatial and temporal variations, the behaviour at low frequencies of the flame reaction is quasi-steady and any fluctuation in the mixture flow is translated into an equal fluctuation of the heat release. Assuming the fuel-air mixture flow is quasi-steady and that the heat release rate is constant, we may derive, in principle, the input driving the chamber pressure from the lower heating value of the fuel, the flame transfer function and the velocity distribution within the combustion chamber by the method of stationary phase. There is thus a residual element which contributes to the uncertainty input which physically relates to the perturbations about the mean. The influence of excess fuel-air ratio perturbations on the flame transfer process and the uncertainties in the flame dynamics have an influence on the uncertainties generated in the heat of combustion. The mixture fraction perturbations also have an effect on the heat release of a flame. Furthermore perturbations in the acoustic pressure also result in variations of the heat release of a flame although the uncertainties generated by the flame or thermo-acoustic perturbations generally dominate. Thus, including the uncertainties, we may approximate  as,
	, ,	(12)
where  is the number of noise sources (which are assumed to be equal to the number of assumed modes),  are independent Gaussian White noise processes of appropriate strength and  is the Kronecker delta.
Modeling the flame dynamics









 is the flame temperature,  is the adiabatic temperature,  is the burner temperature, and  is the Zeldovich number.
Several methods of approximating the transport delay were considered. Only one will be reported here. A state space model of the time delay transfer function based on the  Pade approximant, which is a non-minimum phase approximation, results in considerable level of oscillations and is therefore not considered. Rather we translate the time axis and substitute  for . This results in,
	, 	(18) 
Thus for a very small transport lag, equation (18) is approximated as,
	.	(19)






The complete set of equations may now be expressed in state space form. 
Optimal Controller Synthesis: The H∞ / H2 Approach
A control law that minimises a cost function or a performance metric is termed as an optimal control. The LQG involves a combination of the linear quadratic regulator and the optimal estimator which are combined. The use of the optimal estimates in the optimal control law is justified by the separation theorem. The entire problem can be posed a H2-norm optimization problem. The optimization problem can also be posed as an ∞ norm optimisation problem where the system H∞-norm is used a cost function. The system H∞ norm is the worst case gain of the system and is therefore a good performance indicator for engineering system. There are several well known books (Colaneri, Geromel and Locatelli [1997] & Zhou, Doyle and Glover [1995] ) and papers (De Oliveira, Geromel and Bernussou [2002]- Doyle et al [1989]) which have compared the H2-norm and H∞-norm optimization problems. 
The application of external feedback control to the actuation of fuel injection into a combustion chamber, coupled with matched sensing, allows it to actively attenuate the external disturbances, some of which may be unknown in magnitude, while enhancing stability and reducing the acoustic noise. We have used the term 'external' to differentiate the process from the internal feedback mechanisms that already exist within the combustion chamber.) The H∞ controller is particularly suitable for this task, as it minimizes the ratio of the norm of the desired performance output to that of the disturbance input. However the H∞ controller synthesis has traditionally been limited to a linear or linearized model of the system. Although combustion systems may be approximated as linear parameter varying systems, they are in fact primarily nonlinear with constant parameters. According to Khargonekar and Rotea [1991] both H2-norm and H∞-norm optimization methods rely on the solution of two Riccati equations for the optimal solution. This is the approach we have followed: solving the nonlinear estimation problem to replace the Kalman filter (or H2 estimator) or H∞ estimator and solving a nonlinear Riccati equation to solve for the control law. It is assumed that the control law and the estimator can be independently designed which is the key assumption made. The methodology applied here is adapted from Vepa [2012] so it can be applied to a combustion chamber. As we wish to apply the H∞ controller synthesis to a nonlinear system, we shall briefly revisit the application of the H∞ controller synthesis to a linear plant. This is followed by a summary of the definition of the nonlinear H∞/ H2 controllers and the corresponding non-linear H∞ /H2 state estimators which are based on Vepa [2012]. It may be recalled that the non-linear H2 state estimator is nothing but the Kalman filter (KF). Furthermore as the dominant nonlinearities in combustion systems are second order and higher order terms are neglected several simplifications result. We shall explicitly identify these in the following sections and justify the so called “frozen state” approximation that was used. In the following sections we shall briefly explain, the approximate nonlinear H∞ /H2 controllers as well as the corresponding state estimators. Only the gist of the methodology of [26] is presented here.
To obtain the optimal feedback law for nonlinear H2 optimal control problems which we refer to as the nonlinear quadratic regulator, following Vepa [2012], the plant temporal dynamics is assumed to be in the form,
	,	(25)
where  is a  state vector,  is a  vector valued function of the state vector,  is a  control distribution matrix and  is the  control input vector. In the absence of any control, i.e. , it is assumed that the system admits an equilibrium solution , characterised by . Following Vepa [2012] the temporal dynamics of the perturbation , to the equilibrium solution is related to the state vector by the relation . Thus, using the equilibrium condition , equation (25)  may be expressed as,
	,	(26)
 with initial conditions . It will be assumed that the system is both controllable and observable. In our application when  is approximated by terms which are utmost quadratic and consequently  is linear in .
An optimal control law, to regulate the above perturbed state , is one that minimizes a cost functional. It may be defined in terms of matrix quadratic forms. Let be a nonnegative definite  matrix, and let  be a positive definite  matrix. The quadratic cost functional is defined as,
	.	(27)
The conditions for the minimum cost can be shown to be,
	, , 	(28)
	, .	(29)




where  is the matrix-gradient of  with respect to , which is defined as,
	
In our application  is linear in  and it follows that   is a constant matrix and need not be evaluated repeatedly. 
	The solution of equations (29) and (30) are discussed by Vepa [2012] and in the equations (29), for the state  and the co-state , and in equation (30) for the control input , the co-state  is assumed to be given in terms of the state  and that it can be expressed as, . Inserting  and  into the equations, one obtains,
	.	(31)
Since the equation (31) must hold for all , the solution must satisfy,
	.	(32)
The steady state solution  must satisfy,
	.	(33)
The associated control law is,
	.	(34)
Equation (32) is not the usual matrix Riccati equation, because , but it is an equation very much like it. To express equation (32) as a matrix Riccati equation we define,
		(35)
and write the equation as,
	,  	(36)
where .	
Under any one of two conditions, :
i) 
ii)  in the limit as steady state conditions are approached which implies that the equilibrium solution is stable.
As stated in Vepa [2012], provided the closed loop is stable, one further approximation could be made and  may be set equal to . Thus the solution to the matrix Riccati equation for  provides a method that analogous to the solution for the linear quadratic regulator problem.  The optimum control law is given by equation (34). The matrix Riccati equation for  is then given by equation (36) with, 
	 and . 	(37)
In equation (37) the state vector  is dominated by noise in a near-equilibrium state. Thus in the case of stochastic control, as in Vepa [2012], the equation for  is approximated by,
	.	(38)
In equation (38)  is the estimate of  obtained independently by a nonlinear estimation or filtering algorithm. We employ approximations defined by equations (36), (37) and (38) and the control law is computed by using the ‘frozen state’ approximation. The ‘optimum’ controller thus obtained would only be sub-optimal and would only be valid provided it guarantees stability in the closed loop both in the H∞ and H2 cases.
To consider the nonlinear H∞ controller synthesis problem, the plant is assumed to be nonlinear in terms of state-space description although the measurements and the performance assessment outputs are still assumed to be linear in terms of the states and inputs. The plant perturbation dynamics is assumed to be,
	,,.	(39)
The subscript p is dropped for clarity. For purposes of controller design it is assumed that the functional  may be approximately expressed as,
	.	(40)




, , , . The matrix , which is replaced by the “frozen” (equation 37) approximations evaluated at the estimated state  (equation 38), is used to define  ,  at that state.  To start the synthesis,  is evaluated at the initial time. 
The Nonlinear Unscented H∞ Estimator  
In the nonlinear estimator the complete nonlinear functional  is used rather than its linear approximation so as to generate a reasonably accurate estimate of the state. The non-linear H∞ estimator is implemented by employing the unscented transformation.




where  and  are the set of weights defined in a manner so approximations of the mean and covariance are accurate up to third order for Gaussian inputs for all nonlinearities, and to at least second order for non-Gaussian inputs. This is particularly important for our application as we truncate the nonlinear expansions and retain only terms up to second order. The sigma points in the sigma vectors are updated using the nonlinear model equations without any linearization. 
Given a general discrete nonlinear dynamic system in the form,
	, 	(44)
where   is the state vector,  is the known input vector,  is the output vector at time k.  and  are, respectively, the disturbance or process noise and sensor noise vectors, which are assumed to Gaussian white noise with zero mean. Furthermore  and  are assumed to be the covariance matrices of the process noise sequence,  and the measurement noise sequence,  respectively. The unscented transformations of the states are denoted as,
	,  	(45)
while the transformed covariance matrices and cross-covariance are respectively denoted as,
	, ,  .	(46)
The unscented H∞ estimator may then be expressed in a compact form. In the application considered in this section, the measurement is a linear combination of the states and the unscented transformation of the states to the measurement may be evaluated equivalently by the linear combination of the state estimates and is given by,
	.	(47)







Equations (48a)-(48f), which are referred to as unscented H∞ filter equations are used to define the control law in equation (41) rather than equation (34). The classical unscented KF equations may recovered by setting, , which used in defining the nonlinear LQG control law. In the equations (48a)-(48f) the optimum value of  is obtained by first synthesizing a linear optimal H∞ controller. The parameter  is chosen appropriately as possible that will ensure convergence of the state covariance matrix estimate, .
It should be mentioned at this stage that both nonlinear H2 control and the unscented KF are special cases of the corresponding H∞ controller and the unscented H∞ estimator which could both be recovered by setting . To get the benefits of both H2 and H∞ control one design approach is to choose  such that it lies within the limits . Such an approach will allow the designer to allow for the fact that the nonlinear closed system, with the H∞ controller in place, is generally lot less robust than the linear closed system with the linear H∞ controller in place. The actual choice of ,  which is done dynamically at each step, would be based on the desired closed loop performance and the optimum value of  at that step. While  corresponds to nonlinear H2 control, an improper choice of  can degrade the performance. The initial choice of  was considerably large but was reduced significantly during the intermediate time steps.
Application to Combustion Chamber Thermo-acoustic Instabilities 
For purposes of optimal controller design it is essential that, an appropriate choice of the weighting matrices  and  in the cost functional are made. In the case of structures interacting with a flowing fluid, it is often required to minimize the radiated acoustic power. The vibration of the structure is generally affected by the surrounding fluid medium. In the current work the pressure field is modelled by equation (6) which can also be used to model the acoustic field. The method generally leads to an integral such as the Rayleigh integral. The pressure integral cannot generally be expressed as a closed form solution and consequently the expression for the radiated acoustic power is obtained by discretisation of the equivalent integral equation for the pressure field. Then the radiated acoustic power may be expressed in terms of the vector of the modal amplitudes of the pressure fluctuations . Thus the radiated acoustic power may be expressed in the form,
		(49)
where  represents the modal acoustic impedance which is assumed to be the same for all pressure modes and . In order to introduce energy dissipation effects which is done empirically, we modify as,
	,	(50)
where  is a scalar constant. It is the ratio of this scalar constant to  that is important in the computation of the control. We can now define the weighting matrix  in equation (37) and when the modes  are orthonormal, . Since the secondary fuel flow injectors have already been weighted by proportionality constants given by , we may choose the weighting matrix  as an unit matrix.
Typical Simulation Results
The typical parameters assumed for the simulation are listed in Table I. Initially we present, in fig. 1, the open loop state responses corresponding to the two modal amplitudes of the pressure response and their rates of change with respect to a non-dimensional time variable . The non-dimensional time step for the numerical integration is chosen to be , where  is the time in seconds and  is the non-dimensional time variable. The time frame of integration corresponds to 10000 time steps. For purposes of comparison with the simulations and the estimates, and to facilitate the visualization of the errors in the estimates of the modal amplitudes, it is assumed that both the pressure modes can be measured, although any two linear combinations of the modes could have been measured. In the first instance we shall ignore the influence of the flame dynamics and consider the open and closed responses of the system. 
From fig. 1 it is clear that one cannot distinguish between the simulation, the estimates and the measurements. Thus the errors between the measurement and the estimate are shown separately in fig. 2. Moreover the instability of the both the modes is clearly apparent. There is also an indication that the response tends to limit cycle, albeit very slowly.
We now consider the closed loop responses. In fig. 3, the closed loop state responses corresponding to the two modal amplitudes of the pressure response and their rates of change with respect to the non-dimensional time variable  are presented. The errors between the measurement and the estimate are shown separately in fig. 4. To show that the magnitude of the control inputs is reasonably small we plot the control inputs in fig. 5.
We now consider the influence of the flame dynamics on the closed loop response of the system. In fig. 8, the closed loop state responses, including the dynamics of the flame characterised by the transport delays in the heat release rate, corresponding to the two modal amplitudes of the pressure response and their rates of change with respect to the non-dimensional time variable  are presented. The corresponding errors between the measurement and the estimate are shown separately in fig. 9. The magnitude of the control inputs is reasonably small and are shown in fig. 10.
Discussion and Conclusions
We first comment on the above results. In the first instance we note the methodology adopted to model the dynamics within the combustion chamber naturally leads to a reduced order model. These is no need to apply further order reduction techniques although we have not assessed the effects of the un-modelled dynamics. Moreover our model is already unstable and the control laws are able to suppress the instabilities. Furthermore the full state control law obtained, which is implemented  by feeding back the estimated states, is a relatively low order control, clearly indicating that it is able to target the unstable modes. The estimator type compensator is of the same order as the model, so the entire control law is relatively easy to implement. 
We have compared our open loop simulations with those of Jain, Ananthkrishnan and Culick [2005] as well as those of Hong, Ray and Yang [2002] and find that our simulations are qualitatively similar. We were not able to use the same initial conditions as they may have used, as we were unaware of these. Nevertheless our pressure responses are qualitatively similar to their published results. By  integrating over a much longer period of time, we observe that the first mode degenerates into limit cycle oscillations after about 20000 time steps corresponding to about 160 non-dimensional time units.
The key to eliminating the thermo-acoustic instability is to decouple the combustion dominated mode dynamics defined by equation (21) from acoustic pressure dominated modes defined by equations (23). Thus to stabilize the velocity sensitive combustion dominated mode, defined by equation (21) it is important to alter the frequencies of the acoustic pressure modes in equations (23) while trying to suppress the pressure sensitive coupling terms due to the coefficients  in equations (22). An examination of the closed loop dynamics reveals that this is the case. Moreover the transport delay in the flame dynamics defined by equation (21) has a significant effect in destabilizing the system as observed in figs. 8-10. Thus the controller can only cope with sufficiently small transport delays in the flame dynamics. When larger delays are present, the controller gains are too large and therefore impractical for implementation. Then it is essential to reconsider the design of the burner and burner topology so as to minimise the transport lag or delay time. 
It must also be mentioned however that the flame and consequently the combustion sensitive mode would respond to fluctuations in the fuel-air mixture composition under low pressure conditions, which in turn could accentuate the instability. These disturbances have been effectively captured in the process noise model. The closed loop responses clearly indicate that the control law stabilizes the plant relatively rapidly, in the presence of the disturbances that have been modelled, and that once stabilized, the combustion chamber remains in a stable equilibrium condition. 
Our closed loop responses were relatively faster than those obtained by Jain, Ananthkrishnan and Culick [2005]. We have also compared our closed loop responses with those obtained by applying a linearized optimal H∞ control law similar to the one considered by Hong, Ray and Yang [2002] with all other conditions being the same. While the closed loop state responses and control input magnitudes are similar, the errors in the state estimates are not. The plots of errors between the measurement and the estimate in this case are shown in fig. 6. A close up of fig. 6 is shown in fig. 7. These plots clearly indicate that error magnitudes are relatively higher than those in fig. 4, over the first 1000 time steps. Thereafter the magnitudes of the error are similar indicating the nonlinear estimator converges faster than its linear counterpart. Moreover both the closed loop modes seem to have been stabilized and tend to a steady state  relatively fast and in about similar times; i.e. the closed loop time constant are of the same orders of magnitude for the two modes. Similar results were obtained for the case of the nonlinear LQG (H2) control by setting the , although it must be said that the H∞ controller out-performed the nonlinear LQG (H2) control.
Although we have used a rather simple two-mode model, we have successfully demonstrated the application of nonlinear H∞/ H2 control to the control of the thermo-acoustic pressure oscillations and instabilities within the confines of a combustion chamber. However the methodology can be applied, if need be, to a multi-mode approximation of the combustion dynamics. Further insights into the nature of the combustion dynamics and processes that trigger the instability, can be gained by adopting a multi-mode approximation. The studies that have been conducted so far on this aspect, by Yang, Kim and Culick [1987], are quite limited in scope. We are also now in the process of making detailed comparisons between the approaches presented here and the network based methodology of Campos-Delgado et al., [2003], which leads to a much larger dynamic model and is based on applying a linearized optimal H∞ control law. In particular, based on the methodology introduced in this paper, we are able to include the nonlinear dynamic models of the actuation, the flame's temporal dynamics and the spatial distribution of the heat release due to the burner topology, which influences the magnitude of the transport lags in the dynamic model of the flame. The results of the studies with multiple assumed modes coupled with the networked component models are beyond the scope of this paper and will be reported elsewhere.
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