The objective of this paper is fivefold: (1) to discuss the factors motivating the NAS program, (2) to provide a history of the activity, (3) to describe each of the elements of the processing-system network, (4) to outline the proposed allocation of time to users of the facility, and (5) to describe some of the candidate problems being considered for the first benchmark codes. number of years ago, before computers were sufficiently powerful to have a significant impact on aerodynamic design. Some of the problems could have been avoided using today's level of computational capability, whereas others could not have been uncovered without computers considerably larger than those currently available. Successful design of next-generation aircraft will be even more difficult without improvements in simulation capabilities. Therefore, there are compelling reasons to advance the state of the art in computational aerody-
MOTIVATING FACTORS

namics.
This would require more powerful computers and a continuing vigorous program to improve computational methodology.
The rapid growth in the capability of computational methods to treat problems of practical importance began in the early 1970s when computers became large enough to treat threedimensional transonic flows requiring the use of nonlinear forms of the governing equations. The first transonic solutions =or a lifting airfoil with an embedded shock wave, which could only be solved with a computer, appeared in the literature in 1970 [1] . One of the first solutions for a wing in . .
: .4
::: with schlieren photog raphy in an experimental investigation reported for the same flow conditions [5] .
A conclusion that may be drawn from the aforementioned example s is that problems involving complex geometries can be treated with simple physics and those involving simple geometries can be treated with complex physics, but more powerful computers with larger memories are required to solve problems involving both complex geometries and complex physics. The amount of computer power required to advance the capability of computational aerodynamics to treat increa singl y complex aerodynamic flows is indicated by the data in Table 2 . Finally, the machine had to be user-oriented, easy to program, and capable of detecting systematic errors when they occurred.
The proposal was endorsed in principle by NASA management in Nov. 1975 and the name of the project was ' changed to the Computational Aerodynamic Design Facility.
Computational Aerodynamic Design Facility Project
The first formal exposure of NASA's objectives occurred in October 1976 when proposals were requested from industry to "perform analysi,s and definition of candidate configurations for a computational facility in order to arrive at the best matc~ between computational aerodynamic solution methods and processor system design." These analyses were to be directed toward the selection, preliminary design, and evaluation of candidate system configurations that would be best suited to the solution of given aerodynamic flow models. Design requirements that were established for this study included Two parallel contracts were awarded in Feb. 1977 to de v elop preliminary designs for the most promising configurations and to develop performance estimates, risk analyses, and preliminary implementation cost and schedule estimates for each of these designs. During these initial studies, which lasted about 12 mo, it became apparent that the overall approach to developing the facility was sound and that performance goals could be reached with new architectural concepts and proven electronic components.
Numerical Aerodynamic Simulation Facility Project
When it was recognized that the facility would be used primarily for computational research rather than for actual aircraft design, the name was changed to the Numerical Aerodynamic Simulation Facility shortly after the first study contracts were awarded. It also became apparent that a computational resource of this magnitude would be a valuable tool for the solution of complex problems in other technical areas of interest such as meteorology, chemistry, astrophysics, and structures. Plans were made at that time to survey the aerodynamics community and technical universities to ascertain the level of interest in the projected facility and to ensure that design goals were consistent with the needs of the projected users of the facility.
Before the conclusion of the first round of contracted efforts, the need for further studies with greater emphasis on a computer suitable for a broader range of disciplines was recognized. Accordingly, l2-mo follow-on feasibility study contracts were awarded in March 1978. The results of these efforts were expected to provide data of sufficient accuracy to permit formulation of a definitive plan for development of the facility. Several events occurred during the period of these studies which resulted in some revisions to the basic performance specifications and a deeper involvement of the user community in the project activities.
The discipline of computational aerodynamics had matured significantly in the 3 yr since the project was first conceived. New numerical methods were developed and existing methods were refined. This led to the realization that if the size of the on-line or working memory was increased to 240 x 10 6 words, the facility could be used not only to estimate the performance of relatively complete aircraft configurations, but also to serve as an effective tool to study the physics of turbulent flows, a subject eluding researchers for more than 80 yr. A corresponding increase in the off-line file storage from 10 x 10 9 to approximately 100 x 10 9 words was required to accommodate the larger data sets.
A User Steering Group was formed in 1978 to provide a channel for the dissemination of information regarding project status, a forum for user-oriented issues needing discussion, 
.4 Numerical Aerodynamic Simulation Program
A plan for the redefined program was approved in Feb. (1) 
It includes
Local-Area Network Subsystem (LANS)
On l y the HSP, SPS, WKS, and GRS will be programmed by users.
The MSS a nd LHCS will provide a mass storage f acility a nd a remote data-communications interface, respectively. The HSDN and LANS will provide a data-transport function for the · other subs y stems.
High-Speed Processor Subsystem (HSP)
The HSP is the advanced scientific computing resource within the NPSN. The purpose of this subsystem is to provide the computational throughput and memory capacity to compute computational aerodynamics simulation models. In addition to batch processing, interactive time-sharing processing will be p rovided to aid in application debugging, result editing, and other activities that depend on close user-processing coupling to achieve optimum overall productivity.
Present plans call for two generations of HSP computers
to be in the system at anyone time. The first (HSP-l ), planned for integration in 1985, will provide a capability to process optimally structured computational aerodynamics applications at a sustained rate of 250 MFLOPS with a minimum 64 x 10 6 word memory capacity. The second (HSP-2), planned for integration in 1987, will increase these values to 1000 MFLOPS and a 256 x 10 6 word memory capacity.
Workstation Subsystem (WKS)
Whereas the HSP is the ultra-high-speed, large-scale computer resource serving the global user community, the WKS is the microprocessor-based re s ou r ce u s ed by the individual researcher. The WKS will provide a "scientist's work-bench"
for local users to perform text and data editing, to process and view graphics files, and to perform 'small-scale applications processing. Each individual workstation will have the appropriate memory, disk storage, and hard-copy resources to 
Graphics Subsystem (GRS)
The GRS is a super-minicomputer-based system that will p rovide a sophisticated state-of-the-art graphical-display capability for those applications requiring highly interactive, high-density graphics f or input preparation and result analysis. The GRS will provide a level of performance and storage capability beyond that provided by workstations and will be shared by first-level user organizations.
Mass Storage Subsystem (MSS)
The MSS will provide the global on-line and archival file storage capability for the NPSN. This subsystem will validate and coordinate requests fo r files to be stored or retrieved within the NPSN and maintain a directory of all contained data.
The MSS will act as a file server for other NPSN subs y stems; control its own internal devices; and perform file duplication, media migration, storage allocation, accounting, and fi le management functions. Users of the NPSN will create and use files on v arious subs y stems, e.g., HSP, SPS, GRS, or WKS. However, after the user has exited the NPSN, the main repository of these f iles Hill be the MSS~ This subsystem will hold those v ery large files that will be used as input to, or generated as output from, the largest tasks that will be processed on the HSP and GRS. It will contain user source and object codes, and parame ter and data files that are kept for any significant length of time.
The MSS will also contain the backup files that are created to improve the probability that long-lasting or highvalue file s are accessible when needed.
. 6 Lo ng-Haul Communication Subs v stem (LHCS)
The LHCS will provide t he data-communication in terface between the NPSN and data-communication links to sites geog raphically remote from Ames Research Center. This subsystem will provide the necessary hardware/software interfaces; modulation and demodulation devices; and recording, processing, data buffering, and management functions to support data transfers and job control by remote users.
In the sense that the MSS is a back-end resource for t he entire NPSN, the LHCS is -a front-end resource. It provides fo r access by remote users to the HSP, SPS, GRS, and WKS but it is not specifically addressed or programmed by the user.
The LHCS processor functions as a data-communications frontend providing store and forward, protocol conversion, and data-concentrator service.
Current plans call for the LHCS to interface with data links capable of providing 9600 bits/sec to over The HSDN provides the medium over which data and control messages are exchanged among the HSP, SPS, GRS, MSS, and LHCS.
Major design emphasis will be placed on the ability to support large file transfers among these systems. The HSDN will include high-speed (minimum 50 megabits/sec) interface devices and driver-level network software to support NPSN internal data communications.
Local-Area Network Subsystem (LANS)
The LANS will provide the physical data transfer path between the SPS and WKS, and between v arious workstations within a WKS cluster. The LANS will be designed to support up to 40 workstations and to provid~' a hardware datacommunications rate of at least 10 megabits / sec (e.g., Ethernet) .
The LANS differs f rom the HSDN in data-communicati o n bandwidth because of t he smaller size of file s transferred o n the LANS a nd the lower cost p er LANS network inter f ace device.
The HSDN and LANS will use the same network protocol.
NPSN SOFTWARE
The NPSN will include a rich set of s y s tems and uti l ity software aimed a t providing t he most efficient and user- The strategy taken to satisf y these objectives is to use a TM* TM . UN I X or UNIX look-allke operating system on the user *The use of trade names of manufacturers in this report does not constitute an official endorsement of such p roducts or manufacturers, either expressed or implied, by the National Aeronautics and Space Administration. programmable subsystems (HSP, SPS, GRS, and WKS) . This approach is the first attempt to achieve vendor independence and ~ common user environment, and will be implemented by a combination of native UNIXTM, vendor UNIX™ look-alikes, and . _ rrequirement for the unique capabilities offered by the NAS system. In addition, task selection will be guided by the following criteria: technical quality, national need, timeliness, and funding support.
The guidelines for usage allocation described here apply only to NAS computers in an operational status. During the time that new computers are being integrated into the system, they will be devoted primarily to systems integration, testing, and software development.
BENCHMARK TEST SET
Sets of benchmark codes will be constructed to support the system integration and test activity. They will be designed to stress each of the subsystems, which is their primary purpose. However, these codes will also be designed to support pioneering scientific and engineering investiga- exist, but a computational system having performance far in excess of that available today is required. The goal of NASA's NAS program is to provide an advanced capability by the mid to late 1980s that will be available for use by government laboratories, industry, and academia. This capability will be continually upgraded beyond that date as computer technology advances.
The currently planned NAS processing system network is based on about 8 yr of study. Each of eight elements of the s y stem has been defined by a set of initial performance goals.
In addition, network software strategies for achieving vendor independence and common user environments have been developed.
A NAS system usage policy has been proposed for implementation when the initial configuration becomes operational before 1986.
Finally, candidate problems in several disciplines besides a erody namics have been identi=ied for ' the benchmark test codes. 
