Abstract. We show that Boltzmann's collision operator can be written explicitly in divergence and double divergence forms. These conservative formulations may be of interest for both theoretical and numerical purposes. We give an application to the asymptotics of grazing collisions.
i.e. that the total cross-section for momentum transfer be nite. See 6] and the references therein for a detailed study.
For Coulomb interactions, s = 2 and the integral (6) diverges logarithmically, due to the e ect of long-range interactions. To circumvent this di culty, Landau 4] Assuming of course to be nite, the operator (7) well-de ned and is believed to give a satisfactory description of the collisions in a dilute plasma. The basis of Landau's analysis was to write formally Boltzmann's collision operator in a conservative form, Q(f; f) = ?r v s It is easily seen that this expression is a crude approximation of (1), since the ux (9) counts particles going through a hyperplane. But both expressions (1) and (8) coincide in the limit when all the collisions become grazing, because, due to the small amount of momentum transfer, the velocity of a particle changes continuously { and a small surface element, viewed from very close, looks like a hyperplane. In fact, it is sometimes stated in physics textbooks that the expression (8) is meaningless in the general case, because, contrary to a di usion process, the velocity of particles does not change continuously (hence particles \jump" in the velocity space R N , and the ux is not well-de ned).
However, we shall show that, at least from the mathematical point of view, it is perfectly possible to write the Boltzmann collision operator in a conservative form, even if particles undergo sudden changes of velocity. The organization of the paper is as follows. In section 2, we recall the basic identities involving Q; then we state several forms of Q(f; f), considered either as a divergence or as a double divergence. We also give a double divergence form for Landau's collision operator (7). These expressions are established in sections 3 to 6. Finally, in section 7, we give an application of the results of section 3 : a simpli ed proof of a result by Desvillettes 2] that if a xed function f is smooth enough, then in a suitable grazing asymptotics process, Q(f; f) reduces to Q L (f; f). But the remarkable feature of Boltzmann's collision operator is that we shall be able to obtain explicit expressions in both representations (1) and (4).
We note that the condition R X = 0 is de nitely not necessary for X to be the divergence of some ux J. Indeed, the ux could be nonvanishing at in nity, in which case it is impossible to invoke Stokes' formula and conclude that R X = 0 (such an example will be seen in section 6). However, for both mathematical and numerical purposes, it seems desirable to impose that J ?! 0 at in nity. Theorem 1. In the sense of distributions, Q(f; f) = ?r J(f; f) with 3. Several variants are given in the paper. In particular, we also give a representation of (16) in the form (12). With this theorem at hand, it is very easy to perform the asymptotics of grazing collisions, and show that J converges towards the expression in curly brackets in (7). This will be done in section 7.
As we said before, a double divergence formula is also available for the operator (1). give an explicit expression for this, but show how to obtain it. By the way, we shall see that Landau's collision operator (already in divergence form) is also a double divergence.
The expressions in Theorems 1 and 2 are rst guessed by formal physical reasonings; then we check their mathematical correctness. The rst expression in Theorem 1 is established in section 3 by an explicit computation of the \ ux" of particles in velocity space. Since the notion of ux is not well-de ned for a process with sudden jumps, we simply assume that particles follow straight lines in the velocity space.
We recall that the ux j of some quantity n in R N is formally de ned We make it clear that this derivation must only be taken to be a heuristic one, and that we shall give rigorous proofs of the corresponding formulas.
To express Q(f; f) as a double divergence, it su ces to obtain a divergence form for Q(f; f) and Q(f; f)v i , 1 i N, as shown in section 4. But if we try to compute the ux of Q(f; f)v i in the same manner as before (with straight pathlines), this leads immediately to de nite contradictions; therefore, we have to develop a more complicated scheme, based on the -representation. The nal expressions are obtained in section 5. As for the Landau equation, we do not know of any convenient representation of Q L in terms of ux, but it will be easy to obtain conservative representations, either by a direct method, or by analogy with the study of the Boltzmann operator.
First conservative form
In this section, we use the representation (1). Let v be a xed velocity in the phase space R N , and letẽ 1 be a xed unit vector, say from left to right. We want to compute the component j 1 alongẽ 1 of the collisional ux of particles j at point v. In order to do so, we consider an in nitesimal surface dS with center v, perpendicular toẽ 1 , and we count all particles going from one side of dS to the other, due to collisions. Let v denote the velocity of an arbitrary particle P , which may go through dS, and v denote the velocity of a test-particle P which may encounter the previous particle. Furthermore, let q be the momentumtransferred from P to P : q = (v ?v ; !)!). By de nition, a particle with velocity v can go through dS only if v 2 v ; v + q], which implies that the collisional parameter ! is determined by ! = ! c = v ? v jv ? vj (we do not take into account the other possibility that ! = ?! c , since this would result in a double covering of the sphere, and we do not consider the exceptional event v = v).
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Now, the number of collisions in which a particle P with velocity v encounters P with velocity v , such that the collision parameter is ! c , where I + (resp. I ? ) is the set of all couples (v ; v ) such that, in the collision of P and P , P goes through dS from the left to the right (resp. from the right to the left), i.e. 
This ends the rst part of our program, namely guess the ux of particles by formal reasonings. We now proceed to compute the divergence of J(f; f), and show that it is actually equal to ?Q(f; f). We begin with formal manipulations, and then show how to give them a quite rigorous and simple meaning in distributional sense, by using the weak formulation of Q.
Let us di erentiate the opposite of (18) Therefore, we see that the only matter is to compute the ux of v k and v 2 , that is, the collisional invariants C(v).
If we still assume that particles go along straight pathlines, a serious
problem arises : what value should be given to C(v), while the particle lies between v and v + q ? In fact it is impossible to use this scheme, because such a \ ux" would not be conservative, in the following sense. Let S be a surface enclosing a volume V ; let v be inside V , and v outside. Then it may happen that v 0 be also inside V , yet v 0 remain outside. Thus, the particles may interact, and momentum may be transferred from the exterior to the interior of V , without any momentum crossing the surface S.
The remedy to this pathology is simply to use the representation (4), and the following underlying scheme. Consider two colliding particles P and P with velocities v and v , and C(v) the collisional invariant whose ux we want to compute. During the collision, we clearly distinguish between the position of the particles in the phase space, say , , and the quantities C(v ), C(v ), etc., which are attached to them. It now remains to adapt the method of section 3 to this scheme. We note that step 2 de nitely fails for functions of the velocity that are not collision invariants.
Computing in -representation
First step of the scheme
We proceed to compute the ux of particles implied by the rst step of the above collisional scheme. As before, we x an in nitesimal surface dS with center v, and a unit vectorẽ 1 perpendicular to dS. Clearly, v ; v and v must be aligned for the ux to be non 0; v must even lie between v and v . Therefore, we put 
