The problem of scheduling disk requests in a personae hard realtime read/write file system is examined. We propose a fixedperiod scan (FSCAN) 
1. Introduction
Motivation
Since the days of the Compatible Time-sharing System at MIT, the primary service of a computer operating system has always been the electronic file system. Recently, the rise in real-time applications has suggested a need for realtime filing services. Research in this area has focused mainly on large centralized multimedia servers. It seems that the trends towards large multimedia servers dedicated to interpreting video streams of one type or another are paralleling the trend in IBM mainframe operating systems in the 1960's where there was one file type for each application. This trend led to a complexity explosion in the operating systems of that period. In the last 15 years industry has moved towards personal computing with loose coupling, not towards centralized systems. Modern personal computers are doubling in speed every 18 months, and disk drive density is advancing at a similarly rapid rate. We believe the trends in personal computers and in disk drives are more compelling than trends in large centralized servers.
In this paper we study the design of a stand-alone personal hard real-timefile system. An example of the storage and bandwidth requirements of a personal real-time file system is shown in reporter in a digital production studio. This person might want to merge an NTSC quality MPEG-2 video stream and a stereo audio stream into one data stream and store it, while watching another MPEG-2 video with stereo sound. This file system read/write workload contains 6 real-time data streams (3 video streams and 3 audio streams) with a total requested throughput rate of approximately 8.6 Mbps.
The challenge for the file system is to insure that all realtime data streams are transferred continuously at their required throughput rates. The design goal of our real-time file system that it handle heterogeneous uninterpreted data at arbitrary throughput rates. The total throughput goal is at least 10 Mbps, motivated by the example above. The file system must guarantee real-time data delivery to memory and treat all streams equally, independent of bandwidth needs and read or write needs (subject to write verification). Each hard real-time data stream should be characterized by its maximum transfer rate, size, and start-up latency. For nonreal-time or soft real-time data streams, the file system should minimize their service response time on average. In addition, the file system should be able to store data noncontiguously on the disk drive.
In this paper, the most important goal is to provide a deterministic timing guarantee for hard real-time data streams, which are assumed to be periodic tasks in our file system. On the other hand, non-real-time or soft real-time data streams are treated as aperiodic requests. Suggestions for handling aperiodic data streams are briefly discussed in this paper. We focus on the management of hard real-time periodic requests in this study.
We propose a heuristic disk scheduling algorithm that we call fixed-period SCAN (FSCAN). The key idea is to use the CSCAN policy to non-preemptively access the data blocks requested by a periodic preemptive schedule. The schedule can be generated using static or dynamic Zolumbia, Canada.
priorities. We derive the worst-case seek and rotational overheads for the FSCAN algorithm, and we show that the seek overhead can be measured empirically for a large class of seek functions. Results show that this policy can transfer data at 40-70% of the maximum disk transfer rate for modern disk drives, depending on the file system parameters and periodic scheduling policy. A configuration program is developed to test a hard disk and to automatically configure the FSCAN algorithm for modern disk drives. The design, implementation and the testing of this software are described in this paper.
Related work
Disk arm scheduling algorithms must provide high throughput and deterministic timing control. SCAN-EDF is a strategy for real-time disk scheduling where disk requests with the earliest deadline are served first [lo] . The efficiency of SCAN-EDF greatly depends on the fraction of disk requests that have the same deadline and are served with the seek optimized SCAN policy. Other variants of SCAN are Group Sweeping Scheduling (GSS) [I] and the Sorting-Set Algorithm (SSA) [6] . A set of real-time data streams is divided into several groups and the groups are served in a round-robin fashion. Members within a group are served according to SCAN. Thus, if the size of a group is large, the response time for a particular request within the group may vary in different cycles.
Some promising approaches to real-time disk scheduling are based on the work by Liu and Layland [9] . Daigle and Strosnider provide a framework to design a multimedia server with a priori reasoning about the throughput and the schedulability of a system [4] . They employ a necessary and sufficient schedulability test based on the work by Lehoczky et a1 [SI. Tindell uses a similar approach [12] . He applies the existing fixed priority preemptive scheduling theory to the disk scheduling problem, in which the worst-case behaviour of real-time data streams can be predicted. Both policies assume a linear seek function and contiguous file storage. We use a more accurate seek time function and non-contiguous file storage in analysis.
Another related work which focuses on the storage management of digital video files is proposed by Tobagi et a1 [13] . The main goal of their study is to maximize the number of streams that the server can support for a given memory size and start-up latency requirement. They determine this maximum number by finding a bound on the probability that any one stream fails to be served continuously. This maximum number is not a deterministic guarantee, since there is a non-zero probability of hard failure. In this paper we consider heterogeneous streams with arbitrary data rates and derive a guaranteed deterministic real-time data delivery admission.
An optimal dynamic scheduling approach to design our hard real-time file system is presented in [Z] . For arbitrary aperiodic requests, the problem of moving the disk arm is modelled simplistically as a travelling salesperson problem on a one dimensional line, where travel time is proportional to the distance and the time spent at each city is zero. This paper proposes an optimal dynamic-programming algorithm to solve this problem. However, even in this simplified model an optimal algorithm can be forced to thrash very badly if disk layout is not managed carefully. These observations motivate the heuristic approach to disk scheduling and block management presented in this paper.
In the next section, the worst-case performance of CSCAN is analyzed. The FSCAN heuristic is described and analyzed in Section 3. Section 4 describes the development of a software package which automatically tests and configures the FSCAN algorithm in modern disks. An evaluation of FSCAN is discussed in Section 5 . Section 6 summarizes our work and suggests further research.
Worst-case CSCAN seek analysis
A seek time function s(d) of a disk describes the time required to position the disk head over the desired cylinder where d is the number of cylinders to travel. In this paper, we propose a non-decreasing continuous concave seek time function s(x) with s'(x + 6) 5 s'(x) and s'(x) 2 0 for all x and 6 2 0 .
In our analysis, we employ CSCAN as the core of our file system. With CSCAN, the disk steps across a range of cylinders and services requests in increasing order of cylinders. When the disk arm reaches the cylinder N-1 (or the innermost request), it returns to the cylinder 0 with a full-stroke seek and starts another sweep. Consider one sweep of CSCAN. The time to perform a series of n seeks across the disk in one direction can be formulated as the problem: Thus, the worst time to perform a series of n seeks across the disk is bounded by the time taken when all seek locations are equally spaced across the entire range of cylinders. In other words, max(S(d)) = n . s ( N / n ) .
In fact, Theorem 1 can be applied to any disk which has a non-decreasing continuous concave seek function. We have found in the literature only one disk that has a non-concave function [7] . For this disk, the seek-time function can be closely approximated by an upwardly rounded concave curve. Thus, to find the worst-case seek overhead for a series of n disk requests using CSCAN, we can just do a full CSCAN with n evenly spaced seeks across the entire range of cylinders. Hence, we can measure the worst-case seek overhead directly and precisely, even if the seek time function of that disk is not known. The significance of Theorem 1 is that it allow us to build a hard real-time file system without having to obtain proprietary and sensitive information from the disk manufacturer.
A FSCAN heuristic for periodic requests
We propose a heuristic approach to the problern that we call fixed-period SCAN (FSCAN) algorithm for scheduling hard real-time data streams. The main idea is to use the CSCAN policy to non-preemptively access the data blocks requested by a periodic preemptive schedule. The schedule can be generated using static or dynamic priorities. The file system services a stream system of n continuous data requests S = (SI, S2, ..., SnJ. Each data stream S, is an independent unit of data transfer. The client negotiates with the file system a guaranteed maximum throughput rate of X, bytes per second. When a new stream is created, there is a certain start-up latency P, in seconds, during which the file system buffers up data before data transfer commences. The start-up latency of the file system is set at disk format time, and is typically 0.5 to 1 second for 40-60% disk throughput, although lower disk throughputs can be traded for smaller start-up latencies. Once the start-up latency has elapsed, the client may issue read requests and they will be honored immediately so long as the cumulative throughput over the last P seconds does not exceed the guaranteed throughput. If a read request exceeds P R , bytes in P seconds, it will be blocked until the cumulative throughput decreases to P.R, bytes in the last P seconds.
Let B denote the logical block size, the smallest unit of disk requests in bytes. Let DTR be the maximum data transfer rate of the disk. The block size is typically several physical sectors or a whole track. The computation time C=B/DTR is the time to transfer one logical block or from the disk. Each data stream S, is broken into transfers that are multiples of the computation time C. The request period of S , is denoted by TI, which is equal to BE,. The deadline of S, is equal to its period. The file system operates in cycles and the time interval for one operating cycle is the scan period, which is equal to the start-up latency P. In each cycle, the file system scheduler determines m,, the number of data blocks to be read or written in stream i. This quantity is bounded by
The scheduler then issues a set of disk requests, which are scheduled according to the CSCAN algorithm. Since CSCAN is applied with periodicity P, we call this method the fixed-period SCAN or FSCAN(P,B,n) , where PI B and n represent the scan period, the block size and the number of streams respectively. In cases when there are aperiodic requests (non-real-time data streams), we may employ an aperiodic server to handle them [8] . We focus on the periodic requests in this paper. Figure 3 .l(a) depicts an ideal EDF periodic preemptive schedule of a set of three data streams S1, S2 and S3 in timeline form. The cost of preemption is assumed to be zero. The deadlines of these data streams are equal to their request periods, which are denoted by Tl, T2 and T3 respectively. The length of the computation time of all three streams are the same, i.e. C1 = C, = C1. The FSCAN policy retrieves the blocks in Figure 3 .l(a) by following the schedule in Figure 3.l(b) . For each stream the number of data blocks to be served in one period can be determined by (3.1). For example, stream SI transfers ml = IP.T1l = 5 blocks in one scan period. The data blocks of the same data stream need not be contiguously stored on the disk. In Figure 3 .l(b), th and t,turn denote the disk overheads and the time needed for one full return seek respectively. Another type of overhead arises when we make the discrete disk system present a continuous access model. This includes overhead due to clock resolution and round-up from (3.1). Other physical overheads are read/write overhead t,, and time for track switch tts (track switches occur rather than head switches in worst cases because a head switch typically takes only 1/3 to 1/2 the time needed for a track switch [ll] ). The overhead due to the round-up computation of m, in (3.1) is equal to nC or n(B/DTR).
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Lastly, the time needed for one full return seek is Wseek(l). Thus, the overhead function of FSCAN for a given data stream set S is (3.4)
H(P,B,n)
We use a double buffering scheme for our file system. The first memory buffer holds data from the previous scan period and it is read-only. The second memory buffer holds data obtained in the current scan period and it is write-only. At the end of each scan period, the roles of the buffers are reversed. Following this scheme, each data stream will require [2P/Til,DTR memory buffer. Hence, the total memory buffering requirement of FSCAN(P,B,n) is given by:
Since H (P,B,n) in (3.4) represents the worst-case overhead of FSCAN in one scan period, the percentage of a period that can be used for physical data transfer is then defined by (P-H(P,B,n) Lemma 2. Given a stream system S = {SI, S2, ..., S,) and the system parameters P and B, S is schedulable if the total requested throughput rate R = C:=,R, is less than the solution for R, , , in (3.6). Proof. Since R, , , accurately accounts for the overheads the file system can support, therefore if a data stream system requests less than R,,, in throughout then it is schedulable. 0 With the above analysis, we find the worst possible disk overhead incurred by FSCAN, which in turn allows us to find the maximum throughput the file system supports. Now, we express R, , , in terms of a factor P(P,B,n) = R,,,IDTR . We call P(P,B,n) the effective schedulability factor of the real-time file system. This factor describes the transfer rate of the file system supports divided by the maximum disk transfer rate. It can also be interpreted as the maximum disk transfer utilization when FSCAN is performed. With this, let U represent the utilization of the stream system compared to the maximum disk transfer rate. Then we can do the following schedulability test:
Theorem3 Given the system parameters P and B, a stream system of S is schedulable if U 5 P(P,B,n) and if BUF(P,B,n) bytes of memory are available.
Proof. Since the effective schedulability P (P,B,n) represents the maximum disk utilization of the file system, a data stream set S with total utilization smaller or equal to P(P,B,n) would be schedulable. In addition, the memory requirement must also be satisfied for the double buffering technique to work. C l
Configuration software
A configuration program is developed which tests a hard disk and automatically configures the FSCAN algorithm performance parameters. It runs under DOS and consists of approximately 3500 lines of commented C++ and in-line assembler code. Most modules are portable to other platforms except the DOS-specified sub-modules for low-level SCSI disk access and timing utilities. The detail description of the software is given in [3] .
The software first performs a series of seek tests to extract detailed information from the hard disk such as the disk zoning layout. The software also reports any thermal calibration (TCAL) occurrence during the test. These can be done by timing the sector jumps (seeks from a sector to the next adjacent one) for the entire logical sector range in consecutive sequence. Three different kinds of sector jumps are possible: sector seeks (sector-to-sector seeks within the same track), head switches across disk surfaces, and track switches across cylinders. Since a head switch or a track switch takes longer than a sector seek, we can distinguish them by comparing each jump by a threshold value for sector seeks. Assuming that all the elapsed time of sector jumps are normal distributed and switches are rare compared to sector seeks, then 99.7% of the normal sector jump samples should lie within 3 times of the standard deviation ( f i ) 151. Real measurements show that 3 6 is a good threshold for the sector seeks. After obtaining the above data, the program then configures the file system for use by the FSCAN scheme. Finally, we are able to find the effective schedulability factor P(P,B,n), which represents the maximum file system throughput over the maximum disk transfer rate, given as P(P, B,n) = R,,,,,/DTR.
Performance analysis and evaluation
As an evaluation of FSCAN performance and the configuration software, Micropolis 4110 drive is used in our file system and the disk details are extracted by the software. Figure 5 .1 plots the effective schedulability factor P(P,B,n) for various values of the scan period P and the block size B, with n equals to 6 data streams. The surface represents the maximum ratio of the total throughput rate to the DTR that the file system can support. Any set of 6 data streams with a total requested throughput rate smaller than DTX,P(P,B,6) for given P and B would be schedulable, provided that the corresponding required amount of memory BUF(P,B,6) (as shown in Figure 5 .2) is available in the system. In general, P(P,B,6) and BUF(P,B,6) increases as P or B increases. However, note that there are large drops of P(P,B,6) and BUF(P,B,6) when the block size increases across the boundary of 1 track size (= 37 KB in this case). These drops are due to the sudden increase of the rotational latency when the block size is slightly larger than 1 track according to (3.3) . When the block size is equal to 1 track, P(P,B,6) approaches to 0.6; when B is equal to 2 tracks, P(P,B,6) approaches to 0.7 as P increases. The software then prompts the user for two of the FSCAN parameters: the block size and the scan period (i.e. the maximum start-up latency). Suppose the block size is chosen to be 1 track and the scan period to be 850 ms. Then, for a file system using Micropolis 4110 drive with 6 data streams, the effective schedulability factor is computed to be 0.5, as shown in Figure 5 .3. The corresponding buffer memory required is found to be 3 MB. Since the worst-case maximum data transfer rate of the disk is 3.23 MB/s, the file system can support a maximum throughput of P(850,1).DTR or 0.50x3.23 = 1.62 MBls (or 12.92 Mbps). Hence, with this configuration the real-time file system meets the throughput goals of this paper, using an off-the-shelf disk drive.
The distribution of different overhead components for FSCAN is shown in Figures 5.4 and 5.5. With a block size equal to half of a track ( Figure 5.4) , rotational latency is the most dominant overhead when P is larger than 400 ms.
The next dominant overhead is seek. However, if we set the block size equal to one track, the rotational latency drops su5stantially according to (3.3) . Hence, as shown in Figure 5 .5, rotational latency becomes the least significant component among all the overheads and the seek latency becomes the most dominant factor. 
Conclusions and future work
W e have examined the problem of scheduling disk requests in a stand-alone personal hard real-time read/write file system. We proposed a n integrated fixed- of an aperiodic server to serve non-real-time requests is also a logical extension of this work. Better approaches to buffer management can also be investigated. Using and coordinating multiple disks in the file system should also be studied. Problems such as data placement, buffer management a n d data synchronization will b e the key issues t o address.
