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Abstract
We propose a general framework for object tracking in
video images. It consists in low-order parametric models
for the image motion of a target region. These models are
used to predict the movement and to track the target. The
difference of intensity between the pixels belonging to the
current region and the pixels of the selected target (learnt
during an off-line stage) allows a straightforward predic-
tion of the region position in the current image.
The proposed algorithm allows to track in real time (less
than 10ms) any planar textured target under homographic
motions. This algorithm is very simple (a few lines of code)
and very efficient (less than 10 ms on a 150Mhz hardware).
1. Introduction
In traditional tracking approaches there are two major
groups, either the tracking is performed in the image (the
pattern is directly tracked) or in the pose space (tracking of
the object’s pose).
The first approach relies on such techniques as normal-
ized correlation or template matching. Darell et al. [7, 6],
Brunelli et al. [3] propose to maximize a correlation crite-
rion between a vector characterizing the reference pattern
and the image content. The processing times - significant
in this case - can be reduced by working in sub-spaces of
the initial image representation [18, 14, 15]. The main lim-
itation of these approaches is their lack of resistance with
regard to occlusions. Black and Jepson [2] have overcome
this limitation by reconstructing the occluded parts. They
replace the quadratic norm generally used to construct the
approximation of the image in the eigenspace by a robust
error norm. This reconstruction involves the minimization
of a nonlinear function, performed using a simple gradient
descent scheme. They used the same scheme to find the
parametric transformation aligning the pattern on the im-
age.
The other group of tracking techniques are those based
on the computation of the object’s current pose. It involves
3D models of objects, by means of 3D feature sets. These
features can be points [9], line segments [5, 11], edges [10],
or regions [16]. With these techniques it is possible to lo-
calize the object [12] in the current image and to predict
the feature positions in the subsequent images, according
to a motion model [19, 20] and an uncertainty model [13].
We specially note the work of Strom et al. [17] and Basu et
al. [1]. They describe a real-time system for tracking and
3D modeling. The main idea is to select a dense set of fea-
ture points. They are matched against the incoming video
to update the pose of the 3D model. A generic 3D polyg-
onal object model is required (head or lips in their case).
Pose search techniques are naturally less sensitive to occlu-
sions, as they are based on local correspondences. If several
correspondences are missing the pose is still computable.
Our work is related to the first of these two groups, as
we are interested in the tracking of templates in video se-
quences. Recently, various successful approaches for ob-
ject tracking have been proposed. They aim to track com-
plex objects in real time, in realistic situations (occlusions,
changes of illumination). They deal either on how to pre-
cisely predict the position of the template (or the relative
position of the camera) by using motion models and pre-
dictive filtering, or on the way to find the actual position of
the template by exploring a neighborhood of the prediction.
Unlike the first problem, the second is generally computa-
tionally expensive, as it involves a search in the image or in
the pose space, taking into account object occlusions if nec-
essary. Black and Jepson [2] give a good example of how
this search can be carried out. They proposed to use an op-
timization algorithm which simultaneously find the object’s
position and reconstruct occluded parts. This optimization
is unfortunately slow.
We proposed to use the following framework, illustrated
in Figure 1. The position of the target template in the first
image is supposed to be known. The problem is then to esti-
mate the position of this template in the subsequent images.
By comparing the grey level values of the target template
with the grey level values of the predicted region, is is pos-
sible to obtain the actual position of the template in the cur-
rent image. This computation is possible because – during
an off-line training stage – a relation between the variations
of intensities and the variations of position has been learnt,
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Figure 1. Illustration of the tracking principle.
using an hyperplane modelization.
This article is made of three sections. The first one - sec-
tion 2 - is devoted to a short presentation of the bases of
tracking framework, while the proposed approach as well
as the correspondinf algorithms are given in section 3. Fi-
nally, in section 4, our approach is discussed and compared
to relative works.
2. Region tracking
2.1. Formulation
Let1 I(x; t) the brightness value at the location x =
(x; y) in an image acquired at time t. Let the set R =
(x
1
;x
2
; :::;x
N
) the set of N image locations which define
a target region. I(R; t) = (I(x
1
; t); I(x
2
; t);    ; I(x
N
; t))
is a vector of the brightness values of the target region. We
refer to I(R; t
0
) as the reference template. It is the template
which is to be tracked; t
0
is the initial time (t = 0). At this
time, the position of the template is 
0
The relative motion between the object and the cam-
era induces changes in the position of the template in
the image. We assume that these transformations can
be perfectly modeled by a parametric motion model
f(x;(t)) where x denotes an image location and (t) =
(
1
(t); 
2
(t); : : : ; 
n
(t)) denotes a set of parameters. We
assume that N > n and that f is differentiable both in x and
. We call  the motion parameter vector. The set of N im-
age locations (f(x
1
;(t)); f(x
2
;(t)); : : : ; f(x
N
;(t))) is
denoted f(R;(t))
With these assumptions, “tracking the object at time
t” means “compute (t) such that I(f(R;(t)); t) =
I(f(R;
0
); t
0
)”. We write (t) the estimation of the
ground truth value (t).
1Bold fonts denote vectors and matrices.
The motion parameter vector of the target region (t)
can be estimated by minimizing the least squares following
function :
O((t)) = kI(f(R;

(t
0
)); t
0
)  I(f(R;(t)); t)k:
This very general formulation of tracking have been used
by several authors. Black and Jepson [2] give a good ex-
ample of how this minimization can be carried out. They
proposed to use an optimization algorithm (Levenberg-
Marquard), which is unfortunately slow and can only tol-
erate very small movements of the object.
A very straightforward and efficient computation of
(t+ ) can be obtained by writing :
(t+ ) = (t) +A(t+ )(I(f(R;

0
); t
0
)
 I(f(R;(t)); t + )); (1)
if matrix A(t + ) can be obtained with small on-
line computation.  denotes the time between 2 succes-
sive images. If we write Æi(t + ) = I(f(R;
0
; t
0
)  
I(f(R;(t)); t + ) and Æ(t + ) = (t + )   (t),
equation (1) can be written:
Æ(t+ ) = A(t+ )Æi(t+ ) (2)
2.2. Hyperplane approximation
Equation (2) can be seen as the modellization by n hy-
perplanes. In this section, time is suppressed in order to
obtain simpler notations. Equation (2) can be rewritten :
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Under this form, we can clearly observe that
a
i1
; : : : ; a
ij
; : : : ; a
iN
are the coefficients of n hyper-
planes that can be estimated by using a least square
estimation.
To learn the matrix A, suppose that the current position
of the region of interest is characterized by the vector . If
this vector is perturbated such that 0 = + Æ, the region
of interest is moved and the vector Æi = I(R; )  I(R;  0)
is computed. This “perturbation” procedure is repeated N
p
times, with N
p
> N .
At the end, we have collected N
p
couples (Æik; Æk). It
is then possible to obtain a matrix A such
P
k=N
p
k=1
(
k
 
AÆi
k
)
2 is minimal. By writing H = (Æi1; : : : ; ÆiNp) and
Y = (Æ
1
; : : : ; Æ
N
p
), A can be obtained by
A = (H
T
H)
 1
H
T
Y: (3)
A similar scheme has already been proposed by Cootes
et. al. [4], in a different context (they have used it to dynam-
ically estimate the parameters of a face appearance model).
3. Efficient tracking with image hyperplanes
The Hyperplane Approximation scheme is very ineffi-
cient, taken under its initial form. The direct computation
of the matrixA involves a least square minimization, which
is to be repeated at each new image. The matrix depends on
the current position, orientation, etc. given by . The learn-
ing stage consists in computing a linear relation between a
set of grey level differences and a correction of the param-
eters . If this relationship is computed around the initial
position 
0
– known when the user select an image region
– the obtained matrix A is not valid for other values of .
We are going to see how is it possible to establish this
relation for any value of , without recomputing the matrix.
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Figure 2. The region reference.
Learning stage. Let the region be defined as R =
(x
1
;x
2
; :::;x
N
) the set of N point locations in a local refer-
ence called the region reference (see Fig. 2). The function
f(x;) changes the coordinates of x = (x; y) in the region
reference into u = (u; v) = f(x;) in the image reference.
When the user defines a target region in the reference
image, he defines a set of correspondences between points
of the region reference and points of the image reference
(for example the corners of a rectangular region). Knowing
this set of correspondences, the computation of 
0
such that
f(x;

0
) aligns the region reference on the target (defined in
the image reference) is possible.
The learning stage consists in producing small perturba-
tions (shifts) on 
0
using a function written P . We write

0
0
= P(

0
) a perturbation of 
0
. This perturbation pro-
duces the change of brightness :
Æi = I(f(R;

0
))  I(f(R;
0
0
)):
A set of N
p
perturbations Æ = P(
0
)   

0
are pro-
duced in order to obtain the linear model giving Æ = AÆi:
Therefore, knowing Æi we will be able to estimate P(
0
).
As shown on the figure 3, if u0 are the coordinates of x in
the image reference under the transformation  0
0
= P(

0
)
then u0 = f(x;0
0
). Let x0 be such that u = f(x0;0
0
). As-
suming f is invertible, we obtain: x0 = f 1(f(x;
0
);
0
0
).
Therefore, knowing Æi we can estimate P(
0
) = 
0
0
and
finally compute the displacement of the region expressed in
the region reference. This displacement is only valid in a
neighborhood of 
0
.
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Figure 3. Learning stage.
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Tracking stage. The tracking stage is illustrated in Fig-
ure 4. At the beginning of the tracking stage, a prediction
of the parameters is known and is denoted  0. The tracking
consists in estimating  such that
I(f(R;); t) = I(f(R;

0
); t
0
);
with the notation I
0
(f(R;

0
)) = I(f(R;

0
); t
0
). Time t is
removed to simplify expressions.
By computing
Æi = I
0
(f(R;

0
))  I(f(R;
0
)) (4)
we obtain a perturbation P(
0
) that would have produced
Æi if the parameters vector were 
0
. In that case, a location
x of the region is transformed in x 0 = f 1(f(x;0);
0
),
with 0 = 
0
+ P(

0
)
We are lookink for the actual transformation transform-
ing x in u = f(x; ). As illustrated in Figure 4, introducing
x
0
= f
 1
(f(x;

0
);
0
0
) in the relation u0 = f(x0; 0) gives :
f(x;) = f(f
 1
(f(x;

0
);
0
0
);
0
) (5)
This equation is fundamental for tracking : it gives the
transformation aligning the region on the target at the cur-
rent time, knowing a prediction  0 and a local perturbation

0
0
. This local perturbation around the initial value 
0
is
obtain by mapping the current image on the region refer-
ence and computing the difference Æi = I(f(R; 
0
); t
0
)  
I(f(R; 
0
); t). Equation (2) gives 0
0
= 

0
+AÆi.
The main idea is therefore to correct the transformation
of the region in the region reference (acting like if the pa-
rameters were 
0
) and to transform this correction by ap-
plying 0 to it.
3.1. Motion models
Equation (5) can be simplified when affine transforms
are used.
General affine motion. Let us assume that f(x;) is
affine in x. Then we have f(x;) = F()x where x is
written with homogeneous coordinates x = (sx; sy; s), and
F is a 3 3 matrix.
In that case, equation (5) becomes :
F() = F(
0
)F
 1
(
0
0
)F(

0
) (6)
where F(0
0
) = F(

0
+AÆi). F(
0
) is the transforma-
tion obtained on the previous image. F(
0
) is computed
from the selection of the region in the initial image. The
matrix A is obtained in the learning stage. Finally, Æi is
given by equation (4).
Similarity motion. In the case of planar translation, pla-
nar rotation and scale, the matrix F becomes
F =

sR() t
0 1

where R() is a 2 2 rotation matrix, s a scaling factor
and t = (tx; ty) a 2D translation.
Homography. Objects views under homography (planar
3D objects) can be modeled by using a eight parameters
model, given by the following matrix
F =
0
@
a b c
d e f
g h 1
1
A
3.2 Pseudo-codes
Learning stage. Let F0 denotes the matrix corresponding
to the initial position of the pattern in the first image of the
sequence (initial transformation). The learning stage con-
sists in shifting the region of interest slightly from the ini-
tial position and in relating the variations of intensity with
the shifts. Nbexp shifts are randomly performed, FRan-
dom(ie) denotes the perturbation (shifts) applied at itera-
tion ie. Two matrices are constructed (M and I), one stor-
ing the perturbations and the other the variations of grey
level values. The matrix A which is the best approximation
of M=A*I is computing using a least square approximation.
The function Sample return the grey level values of the
current image, given a set of locations.
M=[], I=[]
Vref = Sample(Image0,F0,R)
FOR (ie=0 TO NBexp BY 1) f
Fmod = F0 * FRandom(ie)
Vcur = Sample(Image,Fmod,R)
DI = Vcur-Vref
M = [M ,Fmod]
I = [I ,DI ]
g
A = (It*I) 1*It*M
Tracking stage. Let F0 denotes the matrix corresponding to
the initial position of the pattern in the first image of the sequence,
F the position of the pattern in the previous image, Vref the grey
level values of the pattern in the first image, and R the image lo-
cations where the grey level values are taken.With these notations,
the tracking pseudo-code is :
DO {
Vcur = Sample(Image,F,$\cal R$)
DI = Vcur-Vref
inv_Fmod = inv(A*DI)
F = F*inv_Fmod*F0
}
The algorithm consists only in computing the difference DI
between the grey level values of the reference pattern with the grey
level values of the current image at the previous position. This
difference allows to compute the actual position of the template,
corresponding to the transformation F.
The implementation of the tracking algorithm (as well as the
learning algorithm) involves only a few lines of code. The track-
ing consists in a hundred of subtractions (to compute DI), a few
hundred of multiplications (to compute Fmod), a matrix inversion
(a 8X8 matrix in case of homography), and two matrix products.
Figure 5. Real time tracking.
3.3. Experiments and Results
The algorithms have been implemented on a O2 Silicon Graph-
ics workstation (having a 150Mhz R5000 processor). About 100
points included in a polygonal area are tracked at the frame rate
(25Hz). The treatments take less than 10 ms. The motion is sup-
posed to be an homography.
The four images presented Fig. 5 illustrate a real time tracking
sequence. During this sequence the object is rotated at a speed up
to 760 degrees per sec. (15 deg. per frame). From our knowledge,
none of the previously proposed tracking algorithm can reach this
speed on this kind of hardware.
4. Comparison with related works
Hager et al. in [8] propose a similar approach and estimate the
matrixA in equation (2) by using the inverse of an image jacobian.
Principle of Hager’s approach. Equation (2) shows clearly
that A(t + ) can plays the role of a jacobian matrix. For this
reason, we will note itA
j
(t+ ). The estimation of A
j
(t+ ) can
be obtained, as proposed by Hager et al. [8] by using the image
jacobian.
In order to simplify notations, we will denote I(f(R; (t)); t)
by I(; t). If the magnitude of the components of Æ and  are
small, it is possible to linearize the problem by expanding I( +
Æ; t+ ) in a Taylor series about  and t,
I(+ Æ; t+ ) = I(; t) + ÆI

(; t)
+ I
t
(; t) + h:o:t: (7)
where h:o:t: are the high order terms of the expansion that can
be neglected; I

(; t) = M(; t) is the jacobian matrix of I with
respect to  at time t, and I
t
is the derivative of I with respect to t.
By neglecting the h:o:t: and with the additional approximation
I
t
(;  ) = I(; t+ ) I(; t), assuming Æi = I(+Æ; t+) 
I(; t+ ) the previous equation becomes: Æi(t) =M(; t)Æ.
By writing
A
j
(t) = (M
T
(; t)M(; t))
 1
M
T
(; t); (8)
we obtain a direct expression of A
j
(t) (where MT denotes the
transposition of M).
By combining equations (2) and (8) we obtain :
Æ = (M
T
(; t)M(; t))
 1
M
T
(; t)Æi (9)
The straightforward computation of M requires the computa-
tion of the image gradient with respect to the component of vector
f . Therefore M depends on time-varying quantities and have to be
completely recomputed at each new iteration. This is a computa-
tionally expensive procedure. Fortunately, it is possible to express
M as a function of the image gradient of the reference image, al-
lowing to obtain Æ = (MTM) 1MT with only little on-line
computations [8].
Equation (9) involves the computation of the difference of in-
tensity Æi. It is possible to relate Æi to the reference template given
in the first image. If we assume that the pattern is correctly lo-
calized after the correction of the motion parameter Æ, the image
consistency assumption gives I(+Æ; t+Æ ) = I(
0
; t
0
), lead-
ing to the relation Æi = I(
0
; t
0
)  I(; t+  )
In that case, eq.(9) links the difference between the template in
the current region and the target template with a displacement Æ
aligning the region on the target. With these notations, the tracking
consists in evaluating Æi(t+ ) and consequently obtaining Æ(t+
 ), and finally update (t+  ) according to the equation : (t+
 ) = (t) + Æ(t+  ).
Comparison This framework involves approximately the same
amount of online computation than the approach proposed in this
article.
However we experimently observed that our approach has a
convergence area larger than the one obtained by the Hager’s one
using an image jacobian approximation.
We present here a result which is representative of experiments
we have performed. This result have been obtained by using the
pattern shown figure 6. The motion considered for that example
is a 4 parameters planar motion (planar translations, planar ro-
tation and scaling). The pattern has been selected manually by
selecting an area of interest. About 100 points are randomly se-
lected in the area of interest. The same set of points is used for
both method. During the learning stage the same shift amplitudes
are used to learn the image jacobian and to learn the hyperplane
approximation. They consist in translations up to +/-25% of the
width of the target in horizontal translation, +/-16% of the target
height in vertical translation, +/-0.2 radian in rotation and from 0.8
to 1.2 in scaling. Once the learning stage have been completed,
we have compared the two approaches by moving the area of in-
terest away from the pattern and by measuring how good is the
correction given by the two approaches. The evaluation is done by
computing the distance of the area of interest from the correct po-
sition after one iteration of each tracker. This distance is the sum
Figure 6. The pattern used for comparisons.
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Figure 7. Comparison of both approaches.
of square distances of each one of the four corners of the rectangu-
lar area of interest. A low value means the tracker can compensate
for the perturbation, a high value means it cannot track correctly
the pattern for such shift of the template.
By studying the Fig. 7 we can clearly notice that the tracker
obtained by using the Hager’s approach can tolerate only small
amount of motion between two images, compare to the approach
proposed in this article.
5. Conclusion
In this article, we have shown an original framework for track-
ing textured templates in real time. The key idea is to use an hy-
perplane approximation to relate the variations of intensity in an
area of interest to the motion parameters.
This kind of linear approximation is relatively common in the
computer vision community, but its direct use would involve to re-
estimate dynamically a large system. An important contribution is
to show how a precomputed approximation can be used dynami-
cally.
As it has been explained in the article, the tracking consists
only in a few hundred of subtractions and multiplications, taking
less than 10ms on a 150Mhz workstation.
With these improvement, the convergence area is increased by
3 or 4, compared to the Hager et al.’s tracker, which is the only
approach directly related to the proposed framework.
Despite the fact the article is focussed on geometric motion,
all of the previous results concerning changes in illumination, par-
tial occlusions or points selection remain valid and can be used
directly.
We are actively looking at the problem of tracking 3D non pla-
nar objects under different viewpoints, by modeling objects with a
set of appearances.
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