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HYPERSPACE OF FINITE UNIONS OF CONVERGENT
SEQUENCES
JINGLING LIN, FUCAI LIN*, AND CHUAN LIU
Dedicated to professor Jinjin Li on the occasion of his 60 years anniversary.
Abstract. The symbol S(X) denotes the hyperspace of finite unions of convergent
sequences in a Hausdorff space X. This hyperspace is endowed with the Vietoris
topology. First of all, we give a characterization of convergent sequence in S(X).
Then we consider some cardinal invariants on S(X), and compare the character,
the pseudocharacter, the sn-character, the so-character, the network weight and cs-
network weight of S(X) with the corresponding cardinal function of X. Moreover, we
consider rank k-diagonal on S(X), and give a space X with a rank 2-diagonal such
that S(X) does not have any Gδ-diagonal. Further, we study the relations of some
generalized metric properties of X and its hyperspace S(X). Finally, we pose some
questions about the hyperspace S(X).
1. Introduction
The hyperspaces were originally studied by Vietoris in 1920s. In the study of hyper-
spaces, ones mainly discussed some special nonempty subsets, such as closed subsets,
compact subsets, finite subsets and so on, see [7, 9, 12, 13, 14, 15, 16, 17, 18, 21]. It is
well known that each sequential space is determined by their nontrivial convergent se-
quences. In 2015, the authors in [6] first introduced hyperspaces consisting of nontrivial
convergent sequences, which is denoted by Sc(X). In [3], the authors pointed out that
the convergence of sequences is an important tool to determine the topological proper-
ties in Hausdorff spaces, and the study of hyperspaces can provide information about
the topological behavior of the original space and vice versa. In this paper, we mainly
consider the hyperspace S(X) of finite unions of convergent sequences in a Hausdorff
space X which contains the hyperspace consisting of non-trivial convergent sequences
and the hyperspace consisting of finite subsets.
Given a space X, we define its hyperspaces as the following sets:
2X = {A ⊂ X : A is nonempty and closed in X};
K(X) = {A ∈ 2X : A is compact in X};
Fn(X) = {F ∈ 2
X : F is a finite subset of X};
S(X) = {S ∈ 2X : S is the unions of finitely many convergent sequences of X}.
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In this paper, we endow S(X) with the Vietoris (that is, finite) topology, and a basic
open set of S(X) is of the form
〈U1, · · · , Uk〉 = {S ∈ S(X) : S ⊂
⋃k
i=1
Ui and S ∩ Uj 6= ∅, 1 ≤ j ≤ k},
where each Ui is open in X and k ∈ N.
The paper is organized as follows. In Section 2, we introduce the necessary notations
and terminology which are used for the rest of the paper. In Section 3, we give a
characterization of convergent sequence in S(X), which plays an important role in this
paper. In Section 4, we mainly discuss some cardinal invariants on S(X), such as, the
character, the pseudocharacter, the sn-character, the so-character, the network weight
and cs-network weight, etc. In Section 5, we study the rank k-diagonal of S(X), and
gives an example to show that S(X) does not any Gδ-diagonal even if X has a rank
2-diagonal. In Section 6, we consider some generalized metric property on S(X), such
as, γ-spaces. In Section 7, we pose some questions on S(X).
2. Preliminaries
In this section, we introduce the necessary notations and terminology. Throughout
this paper, all topological spaces are assumed to be Hausdorff, unless otherwise is ex-
plicitly stated. First of all, let N, ω, Q, P and R denote the sets of all positive integers,
non-negative integers, rational number, irrational number and real numbers, respec-
tively. If P is a family of subsets of X, we denote P<ω by the set of all the finite subsets
of P. For undefined notations and terminology, the reader may refer to [2], [8] and [11].
Definition 2.1. Let X be a topological space, and let A ⊂ X.
• A subset U of X is called a sequential neighborhood of A if A ⊂ U and each sequence
converging to some point x ∈ A is eventually in U .
• A subset P of X is called a sequential neighborhood of x ∈ X, if each sequence
converging to x is eventually in P .
• A subset U of X is called sequentially open if U is a sequential neighborhood of
each of its points.
Let X be a space. We say that a sequence {An} consisting of subsets of X converges
to a subset A ⊂ X if for each open set U in X with A ⊂ U there exists N ∈ N such
that An ⊂ U for any n > N .
Definition 2.2. Let X be a space and let P be a cover of X. The family P is a CS-
network of X if, whenever a sequence {An}n∈N consisting of subsets of X converges to
a subset A ⊂ X and U is an open neighborhood of A in X, then there exist m ∈ N and
P ∈ P such that A ∪
⋃
{An : n ≥ m} ⊂ P ⊂ U .
Definition 2.3. Recall that a subset H of space X is a Gδ-set if there is a sequence
{Ui}i∈N of open sets in X such that H =
⋂
i∈N Ui . A space X is said to have a
Gδ-diagonal if the diagonal ∆X = {〈x, x〉 : x ∈ X} is a Gδ-set in X
2.
Definition 2.4. [11] A space X is called an S2-space (Arens’ space) if
X = {∞} ∪ {xn : n ∈ N} ∪ {xn,m : m,n ∈ ω}
and the topology is defined as follows:
(i) Each xn,m is isolated;
(ii) A basic neighborhood of xn is {xn} ∪ {xn,m : m > k}, where k ∈ ω;
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(iii) A basic neighborhood of ∞ is
{∞} ∪ (
⋃
{Vn : n > k}) for some k ∈ ω,
where Vn is a neighborhood of xn for each n ∈ ω.
Definition 2.5. [11] A space X is called an Sω-space if
X = {x} ∪ {xn(m) : m ∈ ω, n ∈ N}
and the topology is defined as follows:
(a) Each xn(m) is an isolated point of X;
(b) The basic neighborhoods of x is
{{x} ∪ {xn(m) : n ≥ f(m)}},where f ∈ N
ω.
.
Definition 2.6. [11] Let P be a cover of a space X such that
(1) P =
⋃
x∈X Px;
(2) For each point x ∈ X, if U, V ∈ Px, we have that W ⊂ U ∩V for some W ∈ Px;
(3) For each point x ∈ X and each open neighborhood U of x, there is a P ∈ Px
such that x ∈ P ⊂ U .
• The family P is called an sn-network for X if for each point x ∈ X, each element
of Px is a sequential neighborhood of x in X, and X is called snf-countable if X has
an sn-network P such that Px is countable for all x ∈ X.
• The family P is called an so-network for X if each element of Px is a sequential
open in X for each x ∈ X, and X is called sof-countable if X has an so-network P such
that Px is countable for all x ∈ X.
Definition 2.7. [11] Let P =
⋃
x∈X Px be a cover of a space X, where each x ∈ ∩Px.
The family P is called a cs-network for X, if for every sequence {xn}n∈N converging
to x ∈ U with U open in X, there exists P ∈ Px such that {xn}n∈N is eventually in P
and P ⊂ U . A space X is called csf-countable if X has a cs-network P such that each
Px is countable.
Definition 2.8. [8] Let P be a family of subsets of a space X.
• The family P is called a network if for each x ∈ X and any open neighborhood U
of x there exists P ∈ P such that x ∈ P ⊂ U .
• The family P is called a k-network if for every compact subset K of X and an
arbitrary open set U containing K in X there is a finite subfamily P ′ ⊂ P such that
K ⊂
⋃
P ′ ⊂ U .
• The space X is an ℵ0-space if X has a countable k-network.
• The space X is cosmic if it is a regular space with a countable network.
3. A characterization of convergent sequences of S(X)
In this section, we give a characterization of convergent sequences in S(X), which
plays an important role in this paper. First of all, we need some lemmas.
Clearly, each element A of S(X) can be represented as the following form:
(1) A =
⋃k
n=1 Sn, where Sn = {snj}j∈N ∪ {sn} and snj → sn (j → ∞) for each
n ∈ {1, ..., k} such that Sn ∩ Sm = ∅ for distinct n,m ∈ {1, ..., k}.
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(2) For each n ∈ {1, ..., k}, if Sn is a trivial convergent sequence then snj = sn for
each j ∈ N.
Throughout this paper, we always say that A has this kind of form above for any
A ∈ S(X).
Lemma 3.1. For any A =
⋃k
n=1 Sn ∈ S(X), if Û is an open neighborhood of A in
S(X), then there exist a positive integer N ≥ k and disjoint open sets V1, ..., VN in X
such that the following conditions hold:
(1) si ∈ Vi for each i ≤ k;
(2) Vi ⊂ A \
⋃k
j=1 Vj and |Vi ∩ (A \
⋃k
j=1 Vj)| = 1 for each k < i ≤ N ;
(3) A ∈ 〈V1, ..., VN 〉 ⊂ Û .
Proof. Since Û is an open neighborhood of A in S(X), there exist open sets U1, ..., Ut
in X such that A ∈ 〈U1, ..., Ut〉 ⊂ Û . Let Λn = {j : sn ∈ Uj, j ≤ t} for any n ∈
{1, ..., k}. It is easy to see that Λn 6= ∅. Since X is Hausdorff and sn ∈
⋂
j∈Λn
Uj for
any n ∈ {1, ..., k}, it follows that we can find disjoint open sets V ′1 , ..., V
′
k in X such
that sn ∈ V
′
n ⊂
⋂
j∈Λn
Uj . Set Kn = ({snj : j ∈ N} ∪ {sn}) ∩ V
′
n for any n ∈ {1, ..., k}.
Clearly, the family {Kn : n ∈ {1, ..., k}} consists of disjoint compact and closed subsets
of X, then there exist disjoint open sets V1, ..., Vk in X such that Kn ⊂ Vn for any
n ∈ {1, ..., k}. Evidently, the set X ′ = A ∩ (X \
⋃k
n=1 Vn) is finite. Therefore, we can
set X ′ = {ak+1, ..., aN}. Then it follows that there exists mutually disjoint open sets
Vk+1, ..., VN in X such that Vn ∩ A = {an} for each n ∈ {k + 1, · · · , N}. From [12,
Lemma 2.3.1], we can easily verify that
A ∈ 〈V1, ..., VN 〉 ⊂ 〈U1, ..., Ut〉 ⊂ Û
and V1, ..., VN satisfy the conditions (1)-(3) above. 
Lemma 3.2. Let X be a Hausdorff space and the sequence {An} converge to A on
S(X). Then A ∪
⋃
n∈NAn is a countable compact metrizable subspace of X.
Proof. Since {An} converges to A, the set B = A ∪
⋃
n∈NAn is a compact subset in X
by [17, Theorem 0.2]. Then B is metrizable since a Hausdorff compact space with a
countable network is metrizable [8], hence B is a countable compact metrizable subspace
of X. 
Now, we can prove the main result in this section.
Theorem 3.3. Let X be a space and A ∈ S(X). For any sequence {An} in S(X), the
following conditions (1)-(3) are equivalent:
(1) The sequence {An} converges to A in S(X).
(2) The sequence {An} satisfies the following conditions:
(i) For any strictly increasing subsequence {nk} ⊂ N, we have A =
⋂∞
n=1
⋃
k≥nAnk ;
(ii)Let U be any neighborhood of A in X, there is N ∈ N such that An ⊂ U for any
n > N .
(3) The sequence {An} satisfies the following conditions:
(i′) For any strictly increasing subsequence {nk} ⊂ N, we have A =
⋂∞
n=1
⋃
k≥nAnk ;
(ii′) Let U be any sequential neighborhood of A in X, there is N ∈ N such that An ⊂ U
for any n > N .
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Proof. Obviously, (3) ⇒ (2). It suffices to prove (2) ⇒ (1) and (1) ⇒ (3).
(2)⇒ (1). Assuming that the sequence {An} satisfies the conditions (i) and (ii). Take
an arbitrary open neighborhood Uˆ of A ∈ S(X). Now we will prove that there exists
N ∈ N such that An ∈ Uˆ for any n > N . From Lemma 3.1, we can find disjoint open
sets V1, V2, · · · , Vm in X such that A ∈ 〈V1, V2, · · · , Vm〉 ⊂ Uˆ . For each i ∈ {1, · · · ,m},
it follows from (i) that there exists N(i) ∈ N such that Vi ∩An 6= ∅ for each n > N(i).
Put N1 = max{N(i) : i = 1, 2, · · · ,m}. Then An ∩ Vi 6= ∅ for any i ∈ {1, · · · ,m} and
n > N1. Since A ∈ 〈V1, V2, · · · , Vm〉, we can see that A ⊂
⋃m
i=1 Vi, then there exists
N2 ∈ N by (ii) such that An ⊂
⋃m
i=1 Vi for any n > N2. Put N = max{N1, N2}, then
An ∈ 〈V1, V2, · · · , Vm〉 ⊂ Uˆ for each n > N . Therefore, the sequence {An} converges to
A in S(X).
(1) ⇒ (3). Assume that the sequence {An} converges to A in S(X). We will prove
that sequence {An} satisfies the conditions (i
′) and (ii′).
(i′) Suppose that there exists strictly increasing subsequence {nk} ⊂ N such that
A 6=
⋂∞
n=1
⋃
k≥nAnk = B. Obviously, the subsequence {Ank} also converges to A. In
order to obtain a contradiction, we divide the proof into the following two cases:
case 1: A \B 6= ∅.
Take any a ∈ A \B. Then a 6∈ B, thus there exists N ∈ N such that a 6∈
⋃
k>N Ank .
Then there is an open neighborhood of a in X such that V ∩
⋃
k>N Ank = ∅. Let
Û = 〈X,V 〉, hence Û is an open neighborhood of A in S(X), but Ank 6∈ Û for any
k > N , which is a contradiction with {Ank} converging to A in S(X).
case 2: B \ A 6= ∅.
Take any b ∈ B \ A. Then b 6∈ A, hence from the compactness of A in X it follows
that there exists an open set V of b in X such that V ∩ A = ∅. Put Û = 〈X \ V 〉.
Then Û is an open neighborhood of A in S(X). However, since b ∈ B \A, there exists a
subsequence {Ankl} of {Ank} such that V ∩Ankl 6= ∅ for each l ∈ N, hence Ankl 6⊂ X \V ,
that is, Ankl 6∈ Û , which is a contradiction.
(ii′) Suppose not, then we can find a sequential neighborhood U of A in X such that
for any k ∈ N, there is nk > k satisfying Ank \ U 6= ∅. Without loss of generality, we
may assumed that {nk}k∈N is strictly increasing. For any k ∈ N, take ak ∈ Ank \ U .
Since A ⊂ U , we see that ak 6∈ A. From (i
′), it easily see that {ak : k ∈ N} is an
infinite set. By Lemma 3.2, {ak : k ∈ N} must have a convergent subsequence and let
{akl : l ∈ N} converge to a. From (i
′), we know that a ∈ A, then there is N ∈ N such
that akl ∈ U for any l > N , which is a contradiction. Consequently, there exists N ∈ N
such that An ⊂ U for any n > N . 
Finally, we study the hyperspace S(X) with a cs-network.
Lemma 3.4. Let the sequence {An}n∈N in S(X) converge to a point A =
⋃k
n=1 Sn. If
V1, ..., VN are mutually disjoint open sets in X which satisfy the conditions in Lemma 3.1,
then sequence {An ∩ Vm}n∈N converges to the set A∩ Vm in X for each m ∈ {1, ..., N}.
Proof. Fix m ∈ {1, ..., N}, let Um be a neighborhood of A ∩ Vm in X, and let Om =
Vm ∩ Um. Fix m ∈ {1, ..., N}. Then each Om is a neighborhood of A ∩ Vm in X, hence
it follows that
A ∈ 〈V1, ..., Vm−1, Om, Vm+1, ..., VN 〉.
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Since {An}n∈N converges to the point A, there exists M ∈ N such that
{An : n > M} ⊂ 〈V1, ..., Vm−1, Om, Vm+1, ..., VN 〉 ∩ 〈V1, ..., VN 〉.
Because V1, ..., VN are mutually disjoint open sets and Om ⊂ Vm, we can find An∩Vm ⊂
Om ⊂ Um for any n > M . Therefore, {An ∩ Vm}n∈N converges to the set A ∩ Vm in
X. 
Let P be a family of subsets of a space X. For any r ∈ N and P1, ..., Pr ∈ P, denote
〈P1, ..., Pr〉 by the set
{S ∈ S(X) : S ⊂
r⋃
i=1
Pi and S ∩ Pj 6= ∅, 1 ≤ j ≤ r}.
If B = {P1, ..., Pr}, then we denote 〈P1, ..., Pr〉 by 〈B〉.
Theorem 3.5. If N is a CS-network of a space X, then
B = {〈B1, ..., Bn〉 : Bi ∈ N , i ≤ n, n ∈ N}
is a cs-network of S(X).
Proof. Suppose a sequence {An}n∈N ⊂ S(X) converges to a point A in S(X). Put
A =
⋃k
n=1 Sn, and let Û be a neighborhood of A in S(X). By Lemma 3.1, there exists
mutually disjoint open sets V1, ..., VN in X such that A ∈ 〈V1, ..., VN 〉 ⊂ Û . Since
{An}n∈N converges to A, we can find N0 ∈ N such that An ∈ 〈V1, ..., VN 〉 for any
n > N0. It follows from Lemma 3.4 that {An ∩ Vm}n∈N converges to A ∩ Vm in X for
any m ∈ {1, ..., N}. Since N is a CS-network for X, we conclude that
(A ∩ Vm) ∪
⋃
{An ∩ Vm : n > Nm} ⊂ Pm ⊂ Vm
for some Nm ∈ N and Pm ∈ N . Set M = max{Nm : m ≤ N}, then
{A} ∪ {An : n > M} ⊂ 〈P1, ..., PN 〉 ⊂ 〈V1, ..., Vn〉 ⊂ Û .
Consequently, B is a cs-network of S(X). 
4. Some cardinal invariants on S(X)
In this section, we mainly discuss some cardinal invariants on S(X), such as, the
pseudocharacter, the character, the sn-character, the snω-weight, etc. Fist, we recall
some concepts.
Definition 4.1. Let X be a space.
(1) pi(X) = ω +min{|B| : B is pi-base of X}.
(2) d(X) = ω +min{|S| : S is a dense subset of X}.
(3) χ(x,X) = ω +min{|U| : U is a neighborhood base of x in X}.
(4) ψ(x,X) = ω +min{|G| : G is a family of open sets in X such that ∩ G = {x}}.
(5) χ(X) = sup{χ(x,X) : x ∈ X}; in particular, we say that X is first-countable if
χ(X) ≤ ℵ0.
(6) ψ(X) = sup{ψ(x,X) : x ∈ X}; in particular, we say that X is of countable
pseudocharacter if ψ(X) ≤ ℵ0.
(7) ω(X) = ω +min{|B| : B is a base of X}.
Clearly, we have the following proposition.
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Proposition 4.2. Let X be a space. Then d(X) = d(S(X)).
The following three theorems show that the relations of the character, the pseu-
docharacter and the pi-character in a space X and its hyperspace S(X).
Theorem 4.3. ψ(S(X)) = ψ(X).
Proof. Clearly, we have ψ(S(X)) ≥ ψ(X). It suffices to prove that ψ(S(X)) ≤ ψ(X).
Let κ = ψ(X). Take an arbitrary K ∈ S(X). Denote K by {an : n ∈ N}. For
each n ∈ N, there exist a family Bn of open sets in X and a countable subfamily
B′n ⊂ Bn such that |Bn| ≤ κ, {an} =
⋂
Bn and B
′
n|K is a local base at an in K. Put
B =
⋃
n∈NBn and
P = {〈B′〉 : B′ ∈ B<ω, K ⊂
⋃
B
′ and K ∩ U 6= ∅ for any U ∈ B′},
where 〈B′〉 = 〈U1, · · · , Um〉 if B
′ = {Ui : i = 1, · · · ,m}. Clearly, |P| ≤ κ. We claim
that {K} =
⋂
P. Indeed, it is obvious that K ∈
⋂
P. Take any L ∈ S(X) \ {K}. If
L \K 6= ∅, then take any x ∈ L \K. Hence, for each n ∈ N, there exists Un ∈ Bn such
that x 6∈ Un. Obviously, {Un : n ∈ N} is an open cover of K, hence there exists a finite
subcover {Uni : i ≤ N} for some N ∈ N such that K ∩ Ui 6= ∅ for each i ≤ N . Then
〈Un1 , . . . , UnN 〉 ∈ P, but L 6∈ 〈Un1 , . . . , UnN 〉, thus L 6∈
⋂
P. If L ⊂ K and K \ L 6= ∅,
then take any x ∈ K \L. Let x = an. From the compactness of L and K, it easily verify
that there exists B ∈ B′n such that x ∈ B and B ∩L = ∅. Then, for any B
′ ∈ B<ω, we
have L 6∈ 〈B′ ∪ {B}〉, hence L 6∈
⋂
P.
Therefore,
⋂
P = {K}. 
Theorem 4.4. χ(S(X)) = χ(X).
Proof. Clearly, we have χ(X) ≤ χ(S(X)). It only need to prove that χ(S(X)) ≤ χ(X).
Take an arbitrary K ∈ S(X). Denote K by {an : n ∈ N}. For each n ∈ N, there exists
a family Bn of open sets in X such that |Bn| ≤ κ and Bn is a base at point an in X.
Put B =
⋃
n∈NBn and
P = {〈B′〉 : B′ ∈ B<ω, K ⊂
⋃
B
′ and K ∩ U 6= ∅ for any U ∈ B′},
where 〈B′〉 = 〈U1, · · · , Um〉 if B
′ = {Ui : i = 1, · · · ,m}. Clearly, |P| ≤ κ. We claim
that P is a base at point K in S(X). Indeed, for any open neighborhood Û of K
in S(X). From Lemma 3.1, there exist disjoint open sets V1, · · · , VN in X such that
K ∈ 〈V1, · · · , VN 〉 ⊂ Û . For each i ≤ N and any x ∈ Vi ∩ K, there exists an open
neighborhood Ux,i ∈ Bn such that Ux,i ⊂ Vi. Put O = {Ux,i : x ∈ Vi ∩ K, i ≤ N}.
Then O is an open cover of K, therefore there exists a finite subcover O ′. Then it easily
verify that 〈O ′〉 ⊂ 〈V1, · · · , VN 〉 ⊂ Û . Therefore, P is a base at point K in S(X). By
the arbitrary choice of K, we have that χ(S(X)) ≤ χ(X). 
Theorem 4.5. (1) pi(X) = pi(S(X)); (2) ω(X) = ω(S(X)).
Proof. (1) Let pi(X) = κ and B be a pi-base of X with |B| = κ. It is easy to see that
〈B〉 = {〈B1, ..., Bn〉 : Bi ∈ B, i ≤ n, n ∈ N}
is a pi-base of S(X), hence pi(X) ≥ pi(S(X)). On the contrary, put pi(S(X)) = λ, and
let
〈B〉 = {〈Bα1, ..., Bαkα〉 : α ∈ A, kα ∈ N}
be a pi-base such that |A| = λ. Therefore, it easily check that B =
⋃
α∈A{Bα1, ..., Bαkα}
is a pi-base of X and |B| = κ, then pi(X) ≤ pi(S(X)). Consequently, pi(X) = pi(S(X)).
The proof of (2) is similar to (1), thus we omit it. 
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The following corollaries are straightforward from the above three theorems respec-
tively.
Corollary 4.6. A space X is first-countable if and only if the hyperspace S(X) is first
countable.
Corollary 4.7. A space X is of countable pseudocharacter if and only if the hyperspace
S(X) is of countable pseudocharacter.
Corollary 4.8. A space X has a countable pi-character if and only if the hyperspace
S(X) has a countable pi-character.
Next we will consider some cardinal invariants of generalized metric spaces of the
hyperspace S(X).
The smallest size |N | of an sn-network (resp. so-network, cs-network, cs∗-network)
N at a point x ∈ X is called the sn-character (resp. so-character, cs-character, cs∗-
character) of X at the point x and is denoted by snχ(X,x) (resp. soχ(X,x), csχ(X,x),
cs∗χ(X,x)). The cardinals snχ(X) = supx∈X snχ(X,x), soχ(X) = supx∈X soχ(X,x),
csχ(X) = supx∈X csχ(X,x) and cs
∗
χ(X) = supx∈X cs
∗
χ(X,x) are called the sn-character,
so-character, cs-character and cs∗-character of the topological space X, respectively.
For the empty topological spaceX = ∅, we put snχ(X) = soχ(X) = csχ(X) = cs
∗
χ(X) =
1. Moreover, we define the following some cardinal invariant on X.
snω(X) = ℵ0 +min{|N | : N is an sn-network of X};
soω(X) = ℵ0 +min{|N | : N is an so-network of X};
csω(X) = ℵ0 +min{|N | : N is a cs-network of X};
cs∗ω(X) = ℵ0 +min{|N | : N is a cs
∗-network of X};
The following question is interesting.
Question 4.9. Let X be a topological space. Which the following equalities hold?
(1) snχ(X) = snχ(S(X));
(2) soχ(X) = soχ(S(X));
(3) csχ(X) = csχ(S(X));
(4) cs∗χ(X) = cs
∗
χ(S(X));
(5) snω(X) = snω(S(X));
(6) soω(X) = soω(S(X));
(7) csω(X) = csω(S(X));
(8) cs∗ω(X) = cs∗ω(S(X)).
Now we will give some answers to Question 4.9. First, we give negative answers to
(1) and (5) of Question 4.9.
Example 4.10. There exists an snf -countable space X such that S(X) is not snf -
countable; in particular, snω(S(X)) > snω(X).
Proof. Let X be the S2-space. Then X is snf -countable. It follows from Proposition 6.1
in Section 6 that S(X) contains a copy of Sω. But Sω is not snf -countable, hence S(X)
is not snf -countable. Moreover, it is obvious that snω(S(X)) > snω(X). 
However, the equalities (1) and (5) of Question 4.9 in F(X) hold.
Theorem 4.11. For any space X, we have snχ(X) = snχ(F(X)).
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Proof. Clearly, snχ(X) ≤ snχ(F(X)). It suffices to prove that snχ(F(X)) ≤ snχ(X).
Let snχ(X) = κ, and let P =
⋃
x∈X Px be a sn-network of X, where each Px is an
sn-network of point x and |Px| ≤ κ. Clearly, it only need to prove snχ(F(X), A) ≤ κ
for each A ∈ F(X). Take an arbitrary A ∈ F(X). Let A = {x1, · · · , xn}, and put
P̂A = {〈Px1 , · · · , Pxn〉 ∩ F(X) : Pxi ∈ Pxi , Pxi ∩ Pxj = ∅, i 6= j, i, j ≤ n}.
Then P̂A is an sn-network of point A in F(X) and |P̂A| ≤ κ. In fact, it is obvious
that |P̂A| ≤ κ and P̂A is a network at point A in F(X). It suffices to prove that each
element of P̂A is a sequential neighborhood of the point A in F(X). Take any Û ∈ P̂A.
Then Û = 〈Px1 , · · · , Pxn〉 ∩ F(X), where each Pxi ∈ Pxi and Pxi ∩Pxj = ∅ if i 6= j. Let
the sequence {An} ⊂ F(X) converge to A in F(X). Since U =
⋃n
i=1 Pxi is a sequential
neighborhood of A in X, it follows from Theorem 3.3 that there is N ∈ N such that
An ⊂ U for any n > N . Without loss of generality, we may assume that An ⊂ U for each
n ∈ N. Next we prove that there is N1 ∈ N such that An ∈ Û for each n > N1. If not,
there are subsequences {Ank} and i0 ≤ n such that Ank 6∈ Û and Ank ∩Pxi0 = ∅ for each
k ∈ N. Obviously, xi0 6∈ Ank , and it follows from Lemma 3.2 that K = A ∪
⋃
k∈NAnk
is a countable compact metrizable space. However, from Theorem 3.3, we see that xi0
is the limit point in K, hence there is a non-trivial convergence sequence in K \ A
converges to xi0 , which contradicts with Ank ∩Pxi0 = ∅. Therefore, each element of P̂A
is a sequential neighborhood of the point A in F(X). Then snχ(F(X), A) ≤ κ. 
Corollary 4.12. A space X is snf -countable if and only if F(X) is snf -countable.
Proposition 4.13. If N is a sn-network of a space X, then
B = {〈B1, ..., Bn〉 ∩ F(X) : Bi ∈ N , i ≤ n, n ∈ N}
is a sn-network of F(X).
Proof. Since N is a sn-network of a space X, let N =
⋃
x∈X Nx, where Nx is an sn-
network at point x in X. Then it easily see that B is a sn-network of F(X) from the
proof of Theorem 4.11, (ii′) of (3) in Theorem 3.3 and the following fact:
Fact: For any A = {x1, · · · , xn} ∈ F(X) and any Pi ∈ Nxi for each i ≤ n, the set⋃
{Pi : i ≤ n} is a sequential neighborhood of A in X. 
Theorem 4.14. For any space X, we have snω(X) = snω(F(X)).
Theorem 4.15. For any space X, we have soχ(X) = soχ(S(X)).
Proof. Clearly, soχ(X) ≤ soχ(S(X)). It suffices to prove that soχ(S(X)) ≤ soχ(X). Let
soχ(X) = κ, and P =
⋃
x∈X Px be an so-network of X, where each Px an so-network
of point x such that |Px| ≤ κ. Clearly, it need only to prove soχ(S(X), A) ≤ κ for each
A ∈ S(X). Take an arbitrary A ∈ S(X). Set A =
⋃k
n=1 Sn, and let
P̂A = {〈Ps1 , · · · , Psk , Pxk+1 , · · · , Pxn〉},
where each P̂ = 〈Ps1 , · · · , Psk , Pxk+1 , · · · , Pxn〉 of P̂A satisfies the following conditions:
(1) Psi ∈ Psi , Pxi ∈ Pxi , xi ∈ A \
⋃k
i=1 Psi ;
(2) s1, · · · , sk are the limit points of A and |Pxi ∩ (A \
⋃k
j=1 Psj)| = 1 for any
k < i ≤ n;
(3) Any two elements of {Ps1 , · · · , Psk , Pxk+1 , · · · , Pxn} are disjoint;
(4) If A is a finite set, then P̂ = 〈Pxk+1 , · · · , Pxn〉, where A = {xk+1, · · · , xn}.
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We claim that P̂A is an so-network of point A in S(X) and |P̂A| ≤ κ. Indeed, it
is obvious that |P̂A| ≤ κ. Then we first prove that P̂A is a network of the point A
in S(X). Let Û be any open neighborhood of A in S(X). Then, from Lemma 3.1,
there are disjoint open sets V1, · · · , VN in X for some positive integers N ≥ k such that
V1, · · · , VN satisfy the conditions (1)-(3) of Lemma 3.1. For any 1 ≤ i ≤ k, there is
Psi ∈ Psi such that si ∈ Psi ⊂ Vi. Let A \
⋃k
j=1 Psj = {xk+1, · · · , xn}. Hence for any
k + 1 ≤ i ≤ n, there exists Vxi ∈ {V1, · · · , VN} such that xi ∈ Vxi , thus xi ∈ Pxi ⊂ Vxi
for some Pxi ∈ Pxi . Then
A ∈ 〈Ps1 , · · · , Psk , Pxk+1 , · · · , Pxn〉 ⊂ 〈V1, · · · , VN 〉 ⊂ Û .
Now it need only to prove that each element of P̂A is a sequentially open set in S(X).
Take an arbitrary P̂ ∈ P̂A, and let P̂ = 〈Ps1 , · · · , Psk , Pxk+1 , · · · , Pxn〉. Let B ∈ P̂ , and
let the sequence {Bn} converge to B in S(X). Since P =
⋃
x∈X Px is an so-network of
X, it easily see that U = (
⋃k
i=1 Psi) ∪ (
⋃n
i=k+1 Pxi) is a sequential neighborhood of the
set B in X. From Theorem 3.3, we can see that there is M ∈ N such that Bn ⊂ U for
any n > M . Without loss of generality, we may assume that each Bn is contained in
U . We conclude that there is N1 ∈ N such that Bn ∈ P̂ for any n > N1. If not, there
are subsequences {Bnk} of {Bn} and x ∈ {s1, · · · , sk, xk+1, · · · , xn} such that Bnk 6∈ P̂
and Bnk ∩ Px = ∅ for any k ∈ N. Therefore, Px ∩
⋃
k∈NBnk = ∅. Since B ∈ P̂ , we have
B∩Px 6= ∅. Take any fixed point b ∈ B∩Px, then Px is a sequential neighborhood of the
point b in X. However, from Lemma 3.2 and Theorem 3.3 it follows that b is the limit
point of a sequence in
⋃
k∈NBnk , which is a contradiction with Px ∩ (
⋃
k∈NBnk) = ∅.
Therefore, soχ(S(X), A) ≤ κ. 
Corollary 4.16. A space X is sof -countable if and only if S(X) is sof -countable.
From the proof of Theorem 4.15, we have the following Theorem.
Theorem 4.17. For any space X, we have soω(X) = soω(S(X)).
The above Theorems 4.15 and 4.17 give affirmative answers to (2) and (6) in Ques-
tion 4.9 respectively.
Proposition 4.18. If N is a cs-network (resp. cs∗-network) of a space X, then
B = {〈B1, ..., Bn〉 ∩ F(X) : Bi ∈ N , i ≤ n, n ∈ N}
is a cs-network (resp. cs∗-network) of F(X).
Proof. Suppose a sequence {An}n∈N ⊂ F(X) converges to a point A = {x1, · · · , xm} in
F(X). Put K = A∪
⋃
{An : n ∈ N}. From Lemma 3.2 and (ii) of (2) in Lemma 3.3, K
is the union of finitely many convergent sequences in X and the set of the limit points of
K is contained in A. Let Û be a neighborhood of A in F(X). Then there exist disjoint
open sets V1, · · · , Vm such that A ∈ 〈V1, · · · , Vm〉 ∩ F(X) ⊂ Û and xi ∈ Vi for each
i ≤ m. By Lemma 3.4, {An ∩ Vi}n∈N converges to A ∩ Vi = {xi} in X for each i ≤ m.
(1) If N is a cs-network of X, then there exists Bi ∈ N such that
{xi} ∪
⋃
{An ∩ Vi : n ≥ Ni} ⊂ Bi ⊂ Vi.
Put N = max{Ni : i ≤ m}. Then 〈B1, · · · , Bm〉 ∩ F(X) ∈ B and
{An : n > N} ∪ {A} ⊂ 〈B1, · · · , Bm〉 ∩ F(X) ⊂ 〈V1, · · · , Vm〉 ∩ F(X) ⊂ Û .
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(2) If N is a cs∗-network of X, by induction on m then there exist B1, · · · , Bm ∈ N
and a subsequence {nk}k∈N of N such that {xi}∪
⋃
{Ank ∩Vi : k ∈ N} ⊂ Bi ⊂ Vi. Then
〈B1, · · · , Bm〉 ∩ F(X) ∈ B and
{Ank : k ∈ N} ∪ {A} ⊂ 〈B1, · · · , Bm〉 ∩ F(X) ⊂ 〈V1, · · · , Vm〉 ∩ F(X) ⊂ Û .

By Proposition 4.18, we have the following result.
Theorem 4.19. For any space X, we have
csω(X) = csω(F(X)) and cs∗ω(X) = cs∗ω(F(X)).
Theorem 4.20. For any space X, we have
csχ(X) = csχ(F(X)) and cs
∗
χ(X) = cs
∗
χ(F(X)).
Proof. We only consider the case of csχ(X), and the proof of cs
∗
χ(X) is similar. Clearly,
csχ(X) ≤ csχ(F(X)). It suffices to prove that csχ(F(X)) ≤ csχ(X). Let csχ(X) = κ,
and let P =
⋃
x∈X Px be a cs-network of X, where each Px is a cs-network at point x in
X and |Px| ≤ κ. Clearly, it need only to prove csχ(F(X), A) ≤ κ for each A ∈ F(X).
Take any F ∈ F(X), and enumerate F as {x1, · · · , xn}. Set
P̂F = {〈Px1 , · · · , Pxn〉 ∩ F(X) : Pxi ∈ Pxi , n ∈ N}.
By the proof of Proposition 4.18, we can see that P̂F is a cs-network of F(X). Moreover,
it is obvious that |P̂F | ≤ κ. Therefore,
csχ(F(X), A) ≤ κ.

However, the equalities (3), (4), (7) and (8) hold if cs(X) = cs∗(X) = csω(X) =
cs∗ω(X) = ℵ0. First, we need a lemma.
Lemma 4.21. If X is a first-countable space and has a countable cs-network P, then
for each x ∈ X and any open neighborhood U of x there exists a finite subfamily F ⊂ P
such that x ∈ Int(
⋃
F) ⊂ U .
Proof. Let P = {Pn : n ∈ N}. First, we prove that for each x ∈ X there exists a finite
subfamily F ⊂ P such that x ∈ Int(
⋃
F). Suppose not, there exists x ∈ X such that
x 6∈ Int(
⋃
F) for any finite subfamily F ⊂ P. Let (Pn) enumerate {P ∈ P : x ∈ P}, and
let (Un) be a countable decreasing base at x. Pick xn ∈ Un \
⋃n
i=1 Pi. Clearly, the set
{xn} converges to x. Since P is a cs-network, there exist N ∈ N and m ∈ N such that
{xn : n > N} ⊂ Pm; however, xn 6∈ Pm for any n > m, which is a contradiction. Take
any open neighborhood U of x. Then it is obvious that there exists a finite subfamily
F ⊂ P such that x ∈ Int(
⋃
F) ⊂ U . 
Proposition 4.22. If N is a countable cs-network of a space X and N is closed under
finite unions, then
B = {〈B1, ..., Bn〉 : Bi ∈ N , i ≤ n, n ∈ N}
is a countable cs-network of S(X).
Proof. Obviously, B is countable. We need to prove that B is a cs-network of S(X).
Suppose a sequence {An}n∈N ⊂ S(X) converges to a point S =
⋃k
n=1 Sn in S(X).
Put K = A ∪
⋃
{An : n ∈ N}. From Lemma 3.2 and (ii) of (2) in Lemma 3.3, K is
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countable compact metrizable. Moreover, K = {P ∩ K : P ∈ N} is a countable cs-
network in K, and S(K) is a subspace of S(X). Let Û be a neighborhood of A in S(X).
From Lemmas 3.1 and 4.21, there exist B1, · · · , Bk, · · · , BN ∈ N satisfy the following
conditions:
(i) A ∈ 〈IntK(B1 ∩K), · · · , IntK(Bk ∩K), · · · , IntK(BN ∩K)〉;
(ii) 〈B1, · · · , Bk, · · · , BN 〉 ⊂ Û ;
(iii) si ∈ IntK(Bi ∩K) for each i ≤ k.
Then
⋃N
i=1 IntK(Bi ∩ K) is an open neighborhood of A in K, and the sequence
{An}n∈N ⊂ S(K) converges to a point S in S(K). Hence it follows from Lemma 3.3
that there exists N1 ∈ N such that An ⊂
⋃N
i=1 IntK(Bi ∩K) for any n > N1. Moreover,
from (i) of (2) of Lemma 3.3, there exists N2 ∈ N such that An ∩ IntK(Bi ∩K) 6= ∅ for
any n > N2 and i = 1, · · · , N . Put N3 = max{N1, N2}. Then for any n > N3, we have
An ∈ 〈IntK(B1 ∩K), · · · , IntK(Bk ∩K), · · · , IntK(BN ∩K), hence
An ∈ 〈B1, · · · , Bk, · · · , BN 〉 ⊂ Û .

From [19, Lemma 2.2], a space X has a countable cs-network if X has a countable
cs∗-network
Theorem 4.23. For any space X, the following are equivalent:
(1) cs∗ω(X) ≤ ℵ0;
(2) csω(X) ≤ ℵ0;
(3) cs∗ω(S(X)) ≤ ℵ0;
(4) csω(S(X)) ≤ ℵ0.
Moreover, we have the following result by a similar proof of Proposition 4.22.
Theorem 4.24. For any space X, the following are equivalent:
(1) X is cs∗-first-countable;
(2) X is cs-first-countable;
(3) S(X) is cs∗-first-countable;
(4) S(X) is cs-first-countable.
Finally, we discuss the relations of nω(X) and csω(X) of the hyperspace S(X).
Theorem 4.25. For any space X, nω(S(X)) = csω(X).
Proof. Assume nω(S(X)) = κ, and assume that P is a network of S(X) with |P| = κ.
Put
B = {
⋃
P̂ : P̂ ∈ P}.
Then B is a cs-network of X. Indeed, take any x ∈ X and open neighborhood U
of x. If a sequence {xn} converges to x in X, then there exists N ∈ N such that
K = {x} ∪ {xn : n > N} ⊂ U . Clearly, K ∈ S(X) and K ∈ 〈U〉, hence there exists
P̂ ∈ P such that K ∈ P̂ ⊂ 〈U〉, hence K ⊂
⋃
P̂ ⊂ U . Then B is a cs-network of X,
and |B| ≤ κ, thus csω(X) ≤ κ.
Assume csω(X) = κ, and assume that C is a cs-network of X with |C | = κ. Without
loss of generality, we may assume that C is closed under the finite unions. Put
D = {〈C ′〉 : C ′ ∈ C<ω}.
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We claim that D is a network of S(X). Indeed, take any S ∈ S(X) and open neighbor-
hood Û of S in S(X). Then there exist disjoint open sets V1, · · · , VN of X satisfying
the conditions of Lemma 3.1 and S ∈ 〈V1, · · · , Vn〉 ⊂ Û . Since C is a cs-network of X
and is closed under finite unions, for each i ∈ {1, · · · , N} we can find Pi ∈ C such that
S ∩ Vi ⊂ Pi ⊂ Vi. Then
S ∈ 〈P1, · · · , Pn〉 ⊂ 〈V1, · · · , Vn〉 ⊂ Û .
Clearly, |D | = κ, thus nω(X) ≤ κ. 
Theorem 4.26. Let X be a regular space, then the following statements are equivalent:
(1) S(X) is cosmic;
(2) S(X) is an ℵ0-space;
(3) X is an ℵ0-space.
Proof. By [17, Theorem 1.1], we only need to prove (1) ⇒ (3). Assume that S(X) is
cosmic, then it follows from Theorem 4.25 that X has a countable cs-network of S(X).
By [5], X is an ℵ0-space. 
It is easy to see that nω(X) = nω(F(X)) for any space X. However, the following
example shows that nω(X) = nω(S(X)) does not hold for a space X.
Example 4.27. There exists a zero-dimension cosmic space X such that S(X) is not
a cosmic space.
Proof. Let X be the space in [20, Example]. Then X is a zero-dimension cosmic space.
However, X is not a ℵ0-space since it is not a µ-space. Then it follows Theorem 4.26
that S(X) is not a cosmic space. 
5. Rank k-diagonal of S(X)
In this section, we mainly discuss the rank k-diagonal of S(X). First of all, we recall
the following concept of rank k-diagonal. Let A be a subset of a space X, let γ be a
family of subsets of X, and let
st(A, γ) =
⋃
{U ∈ γ : U ∩A 6= ∅}.
We also put st0(A, γ) = A and stn+1(A, γ) = st(stn(A, γ), γ) for any n ∈ N.
Definition 5.1. [1] A diagonal sequence of rank k on a space X, where k ∈ ω, is a
countable family {γn : n ∈ ω} of open coverings of X such that
{x} =
⋂
{stk(x, γn) : n ∈ ω}
for each x ∈ X. We say that X has a rank k-diagonal, where k ∈ ω, if there is a diagonal
sequence {γn : n ∈ ω} on X of rank k.
Obviously, a space with a rank k-diagonal has a Gδ-diagonal. It is well known that
there exists a space with a Gδ-diagonal such that K(X) does not have a Gδ-diagonal.
Therefore, it is natural to pose the following question.
Question 5.2. If X is space with a rank k-diagonal for some k ∈ N, does S(X) have
a rank k-diagonal?
We will give a negative answer to Question 5.2, and prove that F(X) has a rank
k-diagonal if X is space with a rank k-diagonal.
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Theorem 5.3. For k ∈ N, a space X has a rank k-diagonal if and only if F(X) has a
rank k-diagonal.
Proof. Clearly, it suffices to prove the necessity. Let {γn : n ∈ ω} be a diagonal sequence
with rank k in X. Without loss of generality, we may assume that γn+1 refines γn for
each n ∈ ω. For any n ∈ ω, set
An = {〈U1, ..., Um〉 ∩ F(X) : U1, ..., Um ∈ γn,m ∈ ω}.
Obviously, An is an open cover of F(X) and An+1 refines An for each n ∈ ω. Next we
prove that {An : n ∈ ω} is a diagonal sequence of F(X) with rank k.
In fact, we will prove that {F} =
⋂
{stk(F,An) : n ∈ ω} for any F ∈ F(X). Fix an
arbitrary F ∈ F(X). It follows from the definition that F ∈
⋂
{stk(F,An) : n ∈ ω}.
Suppose there is K ∈ F(X) \ {F} such that K ∈
⋂
{stk(F,An) : n ∈ ω}.
In order to obtain a contradiction, we divide the proof into the following two cases:
Case 1: K\F 6= ∅.
Then there is y ∈ K\F , thus y 6∈ F . Because {γn : n ∈ ω} is a diagonal sequence
with rank k in X, it follows that y 6∈
⋂
{stk(x, γn) : n ∈ ω} for each x ∈ F . Since
F is a finite set in X and An+1 refines An for each n ∈ ω, there is ny ∈ ω such that
y 6∈ stk(x, γny) for any x ∈ F . Then any element of γny , which contains the point y,
does not intersect with stk−1(x, γny).
Since K ∈
⋂
{stk(F,An) : n ∈ ω}, for any n ∈ ω we see that K ∈ st
k(F,An), then
there exists a subset {Ûn(i) : i = 1, · · · , k} of An satisfying the following conditions:
(1) Ûn(i) ∩ st
i−1(F,An) 6= ∅ for each i = 1, · · · , k, where st
0(F,An) = {F};
(2) Ûn(i) ∩ ̂Un(i− 1) 6= ∅ for each i = 2, · · · , k;
(3) K ∈ Ûn(k);
(4) Ûn(i) = 〈Un(i, 1), · · · , Un(i,mi,n)〉∩F(X) for each i = 1, · · · , k, where Un(i, j) ∈
γn for each 1 ≤ j ≤ mi,n.
Because K ∈ Ûny(k), without loss of generality we may assume that y ∈ Uny(k, 1).
From the above constructions (1) and (2), we also may assume that
Uny(i, 1) ∩ Uny(i− 1, 1) 6= ∅
for each i = 1, · · · , k. Therefore, Uny(k, 1)∩st
k−1(x, γny) 6= ∅ for any x ∈ Uny(1, 1)∩F 6=
∅, which is a contradiction.
Case 2: K\F = ∅.
Thus there is z ∈ F\K, that is, x 6= z for each x ∈ K. Because {γn : n ∈ ω}
is the diagonal sequence with rank k in X, for each x ∈ K we can conclude that
z 6∈
⋂
{stk(x, γn) : n ∈ ω}, hence there exists nx ∈ ω such that z 6∈ st
k(x, γnx),
then any element of γnx containing z does not intersect st
k−1(x, γnx). From K ∈
stk(F,An) for any n ∈ ω, it follows that there is Ûn(k) ∈ An such that K ∈ Ûn(k) and
Ûn(k)
⋂
stk−1(F,An) 6= ∅. Since Ûn(k)
⋂
stk−1(F,An) 6= ∅, then there is ̂Un(k − 1) ∈ An
such that Ûn(k)
⋂ ̂Un(k − 1) 6= ∅ and Ûn(k)⋂ stk−1(F,An) 6= ∅. Since k is finite, there
is Ûn(2) ∈ An such that Ûn(2)
⋂
st(F,An) 6= ∅. Therefore, there exists Ûn(1) ∈ An such
that F ∈ Ûn(1) and Un(2)
⋂
Un(1) 6= ∅. Hence F ∈ st
k(K,An) for any n ∈ ω, then we
will obtain a contradiction by a similar proof Case (1). 
Corollary 5.4. A space X has a Gδ-diagonal if and only if F(X) has a Gδ-diagonal.
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However, the conclusion of Theorem 5.3 does not valid by the following example.
First, we recall a concept.
Assume we are given two disjoint spaces X and Y and a continuous mapping f :
M → Y defined on a closed subset M of the space X. Let E be an equivalence relation
on the sum X ⊕ Y corresponding to the decomposition of X ⊕ Y into the one-point
sets {x}, where x ∈ X \M , and sets of the form {y} ∪ f−1(y), where y ∈ Y . The
quotient space (X ⊕ Y )/E is call the adjunction space [2] determined by X,Y and f
and is denoted by X
⋃
f Y .
Example 5.5. There exists a space X which has a rank 2-diagonal, but the space S(X)
does not have any Gδ-diagonal.
Proof. Let X = X1
⋃
X2, where X1 = R×{{0} ∪ {1/n : n ∈ N}},X2 = R×{−1}. Now
X is endowed with a topology as follows: for any n ∈ N, R× {1/n} is homeomorphism
to R∗, where R∗ is the real line R equipped with the following topology:
(1) Each point of the irrational set P is an isolated point in R∗;
(2) The neighborhood basis of each point r ∈ Q is the following family
{{r} ∪ (r − ε, r + ε) ∩ P : ε > 0}.
For each p ∈ R× {0,−1}, let {N(p, ε) : ε > 0} be the neighborhood base of p in X,
where
(1) if p = (x, 0) and x ∈ Q, then
N(p, ε) = {p} ∪ {(x′, y′) ∈ X : 0 < y′ < |x′ − x|, |x′ − x| < ε};
(2) if p = (x, 0) and x ∈ P, then
N(p, ε) = {p} ∪ {(x, y′) ∈ X : 0 < y′ < ε};
(3) if p = (x,−1) and x ∈ Q, then
N(p, ε) = {p} ∪ {(x′, y′) ∈ X : |x′ − x| < y′ < ε};
(4) if p = (x,−1) and x ∈ P, then N(p, ε) = {p}.
Let Z = X
⋃
f R
∗ be the adjuction space, and define the function f: X2 → R
∗, where
f((x,−1)) = x, (x,−1) ∈ X2. Obviously, Z is a T2-space. We claim that Z has a rank
2-diagonal.
Claim: The space Z has a rank 2-diagonal.
Indeed, for any n ∈ N, let
An =
{(
(x−
1
n
, x+
1
n
) ∩ (P \ {x})
)
× {
1
m
} : x ∈ Q,m ∈ N
}
∪
{
{(x,
1
m
)} : x ∈ P,m ∈ N
}
,
Bn =
{
N(p,
1
n
) : p ∈ R× {0}
}
,
Vn =
{(
(x−
1
n
, x+
1
n
) ∩ (P \ {x})
)
∪
(
N(p,
1
2n
) \ {p}
)
: p = (x,−1), x ∈ Q
}
∪{{x} : x ∈ P}
and
Un = An ∪ Bn and Wn = Un ∪ Vn,
then Wn is a rank 2-diagonal sequence of Z. In fact, for any p, q ∈ Z, p 6= q, we divide
the proof into the following three cases.
case1: p, q ∈ Y .
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Since p 6= q, there is n ∈ N such that |p − q| > 1
n
, thus it is easy to verify that
p 6∈ st2(q,W4n).
case 2: p, q ∈ X \H.
Assume that there exists at least one point of {p, q} which does not belong to R×{0}.
Without loss of generality, we may assume that p 6∈ R × {0}, then there exits m ∈ N
such that p ∈ R × { 1
m
}. If q 6∈ R × { 1
m
}, then from the above construction it follows
that q 6∈ st2(p,Wm) ⊂ R × {
1
m
}, thus p 6∈ st2(q,Wm); If q ∈ R × {
1
m
}, then let
p = (x1,
1
m
), q = (x2,
1
m
), hence there exists m1 ∈ N such that |x1−x2| >
1
m1
. Therefore,
p 6∈ st2(p,W4m1).
Put p, q ∈ R × {0}, and let p = (y1, 0), q = (y2, 0). Then there is m2 ∈ N such that
|y1 − y2| >
1
m2
, hence p 6∈ st2(p,W4m2).
case 3: p ∈ X \H, q ∈ Y .
If there exists n ∈ N such that p ∈ R× { 1
n
}, then it is obvious that
q 6∈ st2(p,Wn) ⊂ R× {
1
n
}.
Therefore, assume that p = (x, 0). If x = q ∈ Q, then for any n ∈ N we have
st(q,Wn) = ((q −
1
n
, q +
1
n
) ∩ (P \ {q})) ∪ (N(p,
1
kn
).
Put
On = ((q −
1
n
, q +
1
n
) ∩ (P \ {q})) ∪N(p,
1
2n
).
Hence
st(st(q,Wn),Wn) = st(On,Wn).
By the definition of the topology of X, it is easy to verify p 6∈ st(On,Wn), that is,
p 6∈ st2(q,Wn). If x = q ∈ P, we have that st
2(q,Wn) = {q}, hence p 6∈ st
2(q,Wn).
Finally we prove that S(Z) does not have any Gδ-diagonal. Suppose not, then S(Z)
has a Gδ-diagonal sequence {Û(n) : n ∈ N}. Put
K(s) = {(s, 0)} ∪ {(s, 1/n) : n ∈ N}, L(s) = K(s) ∪ {s}
for each s ∈ P ⊂ Y . Since K(s), L(s) ∈ S(Z), and K(s) 6= L(s), n(s) ∈ N for each s ∈ P
such that K(s) 6∈ st(L(s), Û(n(s))). Because R is the second category, there is n ∈ N
such that Int(Cl{s ∈ P : n(s) = n}) 6= ∅, where Int and C1 are in the sense of the usual
topology. Then there is r ∈ Q such that r ∈ Int(Cl{s ∈ P : n(s) = n}). Set
R(r) = {r} ∪ {(r, 0)} ∪ {(r, 1/n) : n ∈ N}.
Hence it follows that R(r) ∈ S(X). Since {Û(n) : n ∈ N} is a Gδ-diagonal sequence
of S(Z), we can conclude that there exists Û ∈ Û(n) such that R(r) ∈ Û . From the
definition of the topology of X, there exists s ∈ P such that n(s) = n,K(s), L(s) ∈ Û ,
which is a contradiction with K(s) 6∈ st(L(s), Û(n(s))). 
If X is a submetrizable space, then K(X) is also a submetrizable space, and since
each submetrizable space has a rank k-diagonal for each k ∈ N, it follows that K(X)
has a rank k-diagonal for each k ∈ N. Therefore, by example 5.5, it is natural to pose
the following question.
Question 5.6. For any k > 2, if X has a rank k-diagonal, then does S(X) have a rank
k-diagonal?
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6. Some generalized metric properties on S(X)
In this section, we discuss the relation of copies of S2 and Sω and the γ-space property
on S(X). First, we give a relation of copies of S2 and Sω of the hyperspace S(X).
Proposition 6.1. If X contains a closed copy of S2, then S(X) contains a closed copy
of Sω.
Proof. Let
F = {y} ∪ {yn : n ∈ N} ∪ {yi(n) : i, n ∈ N}
be a closed copy of S2 in X, where yi(n) → yn as i → ∞ for each n ∈ N, yn → y as
n→∞ and for any f ∈ NN, {yi(n) : i ≤ f(n), n ∈ N} is discrete.
LetK = {y}∪{yn : n ∈ N}, and for each i, n ∈ N, let Ki(n) = {yi(n)}∪K. Obviously,
all K,Ki(n) ∈ S(X), and Ki(n)→ K as i→∞ for each n ∈ N. Let
A = {K} ∪ {Ki(n) : i, n ∈ N}.
We claim that A is a closed copy of Sω in S(X).
Indeed, since F is closed in X, it follows that S(F ) is closed in S(X). In order to
prove the closeness of A, it suffices to show that A is closed in S(F ).
For H ∈ S(F ) \ A, we need to find a neighborhood Û of H in S(F ) such that
Û ∩ A = ∅. We consider the following two cases.
Case 1 K \H 6= ∅.
Pick z ∈ K \H, and for each x ∈ H, take an open neighborhood Vx of x in X such
that z /∈ Vx. Then there are finitely many Vxi(i ≤ k) such that H ⊂
⋃
i≤k Vxi . Let
Û = 〈Vx1 , ..., Vxk 〉. Then it is easy to check that Û ∩A = ∅.
Case 2 K ⊂ H.
Since H /∈ A, it follows that |H ∩ {yi(n) : i, n ∈ N}| ≥ 2. Pick z1, z2 ∈ H ∩ {yi(n) :
i, n ∈ N}, and let Û = 〈F, {z1}, {z2}〉. Then Û is an open neighborhood of H in S(F )
and Û ∩ A = ∅.
Therefore, A is closed in S(X).
Next we prove that A is a copy of Sω. Indeed, for any f ∈ N
N, we claim that
B = {Ki(n) : n ∈ N, i ≤ f(n)} is discrete in S(F ). Since A is closed in S(X), we
only show that B is discrete in A. Take an arbitrary H ∈ A. Then it suffices to find
a neighborhood Û of H in S(F ) such that Û intersects at most one element of B. If
H 6∈ B, then let U = F \ {yi(n) : n ∈ N, i ≤ f(n)}. Obviously, U is open in F , thus put
Û = 〈U〉. It is easy to see that Û ∩ B = ∅. Now assume H ∈ B, then H = K ∪ {yi(n)}
for some i, n ∈ N. Let Û = 〈F, {yi(n)}〉. Hence it is easy to see that |Û ∩ B| = 1. In a
word, A is a closed copy of Sω in S(X). 
The following two theorems generalize two results in [10] respectively.
A space (X, τ) is a γ-space if there exists a function g : ω × X → τX such that (i)
{g(n, x) : n ∈ ω} is a base at x; (ii) for each n ∈ ω and x ∈ X, there exists m ∈ ω such
that y ∈ g(m,x) implies g(m, y) ⊂ g(n, x).
Theorem 6.2. A space X is a γ-space if and only if S(X) is a γ-space.
Proof. Assume that X is a γ-space. Hence there exists a g-function g : ω × X → τX
satisfying the definition above. We also may assume that g(n+ 1, x) ⊂ g(n, x) for each
x ∈ X and n ∈ ω. Define G : ω × S(X)→ τS(X) by
G(n, S) = 〈g(n, s1), ..., g(n, sk), g(n, yk+1), · · · , g(n, ymn)〉
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for each S ∈ S(X), where S =
⋃k
n=1 Sn and {yk+1, · · · , ymn} = S \
⋃k
i=1 g(n, si). We
claim that the function G satisfies the definition above.
(a) For each S =
⋃k
n=1 Sn ∈ S(X), the family {G(n, S) : n ∈ N} is a local base at S
in S(X).
Indeed, take an any open neighborhood Û of S in S(X). Then there are disjoint
open sets V1, · · · , Vk, · · · , VN in X which satisfy the conditions in Lemma 3.1 such that
S ∈ 〈V1, ..., Vk, · · · , VN 〉 ⊂ Û . Obviously, for each x ∈ {si : i = 1, · · · , k} ∪ (S \
⋃k
i=1 Vi),
there exist n(x) and i ≤ N such that g(j, x) ⊂ Vi whenever j ≥ n(x). Let
p = max
{
n(x) : x ∈ {si : i = 1, · · · , k} ∪ (S \
k⋃
i=1
Vi)
}
.
Since S \
⋃k
i=1 Vi ⊂ {yi : k + 1 ≤ i ≤ ml}, it follows that
S ∈ G(p, S) = 〈g(p, s1), ..., g(p, sk), · · · , g(p, yml)〉 ⊂ 〈V1, ..., Vk, · · · , VN 〉 ⊂ Û .
(b) For any S =
⋃k
n=1 Sn ∈ S(X) and n ∈ N, there exists p ∈ N such that if
K ∈ G(p, S), then G(p,K) ⊂ G(n, S).
Take any S =
⋃k
n=1 Sn ∈ S(X) and n ∈ N. Since X is a γ-space, there exists integer
p > n such that, for any x ∈ {si : i = 1, · · · , k} ∪ {yk+1, · · · , ymn}, if y ∈ g(p, x) then
g(p, y) ⊂ g(n, x). Take an arbitrary K ∈ G(p, S). Then, from [12, Lemma 2.3.1], it
easily verify that
G(p,K) ⊂ G(n, S).
Therefore, S(X) is a γ-space. 
7. Open questions
In this section, we pose some open question on S(X).
In [18], the authors proved that a space X is a semi-stratifiable space if and only if
F(X) is a semi-stratifiable space. Therefore, we have the following question.
Question 7.1. If X is a semi-stratifiable space, is S(X) a semi-stratifiable space?
In [4], the authors proved that X2 is monotonically normal if and only if F(X)
is monotonically normal. Therefore, it natural to pose the following question. We
conjecture this question is negative.
Question 7.2. If X2 is monotonically normal, is S(X) monotonically normal?
By Theorem 4.26, we have the following question.
Question 7.3. If S(X) is a σ-space, is S(X) an ℵ-space?
In [10], the authors proved that X has a base of countable order (resp. Wδ-diagonal,
point-regular base) if and only if F(X) has a base of countable order (resp. Wδ-diagonal,
point-regular base). Hence, it is interesting to consider the following question.
Question 7.4. If X has a base of countable order (resp. Wδ-diagonal, point-regular
base), does S(X) have a base of countable order (resp. Wδ-diagonal, point-regular base)?
In [10], the authors also proved that X is a Nagata-space if and only if F(X) is a
Nagata-space. Hence, it is natural to pose the following question.
Question 7.5. If X is a Nagata-space, is S(X) a Nagata-space?
HYPERSPACE OF FINITE UNIONS OF CONVERGENT SEQUENCES 19
References
[1] A.V. Arhangel’skii, R.Z. Buzyakova, The rank of the diagonal and submetrizability, Comment.
Math. Univ. Carolinae, 47(4)(2006)585–597.
[2] R. Engelking, General topology (revised and completed edition), Heldermann Verlag, Berlin, 1989.
[3] M. David, P.C. PatriciaP.M. Roberto, Cardinal functions of the hyperspace of convergent sequences,
Math. Slovaca, 68(2018)431–450.
[4] S. Fisher, P. Gartside. T. Mizokami, N. Shimane, Near metric properties of hyperspaces, Topol.
Proc., 22(1997)197–211.
[5] L. Foged, Characterizations of ℵ-spaces. Pacific J. Math., 110(1984)59–63.
[6] S. Garc´ıa-Ferreira, Y.F. Ortiz-Castillo, The hyperspace of convergent sequences, Topol. Appl.,
196(2015)795–804.
[7] C. Good, M. Sergio, Symmetric products of generalized metric spaces, Topol. Appl., 206(2016)93–
114.
[8] G. Gruenhage, Generalized metric spaces, In: K. Kunen, J. E. Vaughan(Eds.), Handbook of set-
theoretic topology, North-Holland, Amsterdam, 1984, 423–501.
[9] M. Kubo, A note on hyperspaces by compact sets, Mem. Osaka Kyoiku Univ., Ser. III, 27(1978)81–
85.
[10] F. Lin, R. Shen, C. Liu, Some generalized metric properties on hyperspaces with the Vietoris topol-
ogy, arXiv:1911.12940v1.
[11] S. Lin, Z. Yun, Generalized Metric Spaces and Mappings, Science Press, Atlantis Press, 2017.
[12] E. Michael,Topologies on spaces of subsets, Tran. Amer. Math. Soc., 71(1)(1951)152–182.
[13] T. Mizokam, Cardinal functions on hyperspaces, Colloq. Math., 41(2)(1979)201–205.
[14] T. Mizokami, On hyperspaces of spaces around Moore spaces, Houston J. Math., 22(2)(1996)297–
306.
[15] T. Mizokami, On hyperspaces of generalized metric spaces, Topol. Appl.,, 76(2)(1997)169–173.
[16] S.A. Naimpally, J.F. Peters, Hyperspace Topologies, Topology with Applications: Topological
Spaces via Near and Far, 2015.
[17] I. Ntantu, Cardinal functions on hyperspaces and function spaces, Topol. Proc., 10(2)(198)357–375.
[18] L.X. Peng, Y. Sun, A study on symmetric products of generalized metric spaces, Topol. Appl.,
231(2017)411–429.
[19] M. Sakai, Function spaces with a countable cs∗-network at a point, Topology Appl., 156 (2008)117–
123.
[20] K. Tamano, A cosmic space which is not a µ-space, Topol. Appl., 115(2001)259–263.
[21] Z. Tang, S. Lin, F. Lin, Symmetric products and closed finite-to-one mappings, Topol. Appl.,
234(2018)26–45.
(JingLing Lin): School of mathematics and statistics, Minnan Normal University, Zhangzhou
363000, P. R. China
E-mail address: jinglinglin1995@163.com
(Fucai Lin): School of mathematics and statistics, Minnan Normal University, Zhangzhou
363000, P. R. China
E-mail address: linfucai@mnnu.edu.cn; linfucai2008@aliyun.com
(Chuan Liu): Department of Mathematics, Ohio University Zanesville Campus, Zanesville,
OH 43701, USA
E-mail address: liuc1@ohio.edu
