Urban Water Supply (UWS) is one of the most critical and sensitive systems to sustain overall city operations. The European Union (EU) has strict water quality regulations that currently depend on periodic laboratory tests of selected parameters in most of the cases.
INTRODUCTION
At present, over 55% of the world's population lives in urban areas. This ratio is expected to grow to 68% by 2050, reaching 5 billion people [7] . In Europe, there are 35 cities with 1 million or more in population, and the number is increasing. The urbanization challenges the city environment, social management, as well as traditional urban infrastructures. The costs to renovate obsolete constructions are increasing exponentially. Urban Water Supply (UWS) is a paramount system in all cities. More importantly, UWS is very fragile, easily affected by surrounding industrial, agricultural and social activities.
Risks in UWS systems mainly come from water pollution. The European Union (EU) requires water from the taps across EU to be safe to drink. This leads to more demanding quality risk control in UWS. Current water quality is evaluated by a series of physical, chemical and biological parameters. Water quality in UWS is classified depending on the thresholds set for selected biological parameters, as studied in [5] , and applied in [1] . However, there are several inherent defects in this approach. Firstly, these thresholds are difficult to standardize. Especially the relationships between parameters, time and locations are hardly studied thoroughly in previous works. Secondly, these levels can not directly be linked to the risks in UWS systems. This makes it difficult to take relevant counter measures accordingly (e.g. adaptive water treatment). Thirdly, the prevalent method to test the biological parameters is based on laboratory tests and usually takes 24-48 hours. This delay may cause massive infections in large urban areas.
There are some works attempting to build data processing platforms for UWS. Recently, Dogo et al [3] proposed a blockchainbased platform for UWS management. Eggimann et al [4] reviewed data-driven technologies in this field. Chang et al [2] proposed a hydrological model to predict N H 3 -H levels for Dahan River in Taiwan, China. However, their works only consider general water management or individual parameter prediction, risks to water quality are not analyzed in depth.
This paper aims to evaluate risks in UWS systems by taking advantage of fast-growing data technologies. It has two feasible technical assumptions. First is the deployment of the sensor network in UWS systems with high accuracy and efficiency to collect information. Second, advanced data analysis platforms can help to find implicit knowledge from this process. In our method, we create a framework for water quality risk evaluation and prediction based on data. Within the framework, we build a risk evaluation model as Computational Risk Evaluation (UWS-CRE). It examines the collected data for water quality in parameter, location and time domains, combining with the QMRA process and water treatment measures. Furthermore, we developed a new similarity measurement method based on surface trend to classify dynamic risks based on UWS-CRE, and a collaborative analysis algorithm to predict water quality risk changes in urban areas. For the case study, we introduce our experience in Norway. This project covers four urban regions, including Oslo, Bergen, Ålesund and Strømmen. By the application for our method, we find it is feasible to provide early warnings for water quality risk in UWS systems, the accuracy has been confirmed by domain experts. In addition, the evaluation and prediction results are explainable.
There are several contributions in this study. Firstly, the proposed method aims for comprehensive use of the water quality data in UWSs, especially for the risk evolution across different cities. Secondly, the proposed computational risk model forms the analytical link from water quality risks with biological parameters to the easily accessible physical and chemical parameters, so as to address the timeliness challenge in risk evaluation. Thirdly, the scalability of this method is carefully studied. In summary, this paper presents a new data-driven systematic risk analysis and prediction method for UWS. Its practicality has been confirmed by domain experts.
SYSTEM FRAMEWORK
A typical UWS system for one city consists of three stages: water source monitoring and management, treatment, and distribution. Water quality risks may arise in every stage. As mentioned above, the risk evaluation in UWS normally relies on the tests of biological parameters. The time costs of the tests are unbearable considering the rapid spread of contagious bacteria. In this paper, we take the both history and real-time data as input to evaluate and predict water quality risks in UWS systems.
Practically speaking, the data analysis is not straightforward because the data collected from the process are often sparse and the scalability of the method is a challenge. From the data perspective, the analysis has been divided into 3 technical questions. 1. How to evaluate risks in UWS systems? 2. How to predict the risk? 3. What factors should be taken into account to scale up the method?
We propose a framework to evaluate and predict water quality risk, as shown in Figure 1 .
Data is collected from the historical records, sensor networks, and laboratory tests. The data collected include all the necessary and accessible water quality parameters.
Data pre-processing consists of Cleansing, Synchronization, and Normalization, which deal with raw data issues such as diverse units, out-of-range, repeat recording, missing values, and multiresolution.
After the data is pre-processed, the framework calculates the similarities between different water quality parameters, and locations. The data is in spatial-temporal format with geographical information. In addition, the domain experts of UWSs are consulted for prior knowledge for similarity measurement. A similarity matrix is set up and a risk model is built.
This model combined with domain knowledge can facilitate feature analysis to find key parameters, distributions, and then explanations for risk analysts. Function correction is used to adapt the results of feature analysis for risk prediction. Furthermore, we have to predict water quality risks. In this part, we feed the analysis results to the prediction algorithm. The result from the algorithm is used for decision support in water treatment procedures.
This framework aims to improve the traditional workflow of UWS systems from a "waterfall" structure to a "feedback-loop" structure. This enhances adaptability of UWS systems. In addition, the whole analysis process is driven by data and shifts the workflow from the low-efficient sample-test paradigm to a highly efficient data-driven one.
FORMULATION 3.1 Computational Risk Modeling
To build a reasonable computational risk model for UWS systems, data is the critical factor. For data selection, the concerns from industrial operators, system managers, water researchers, and data scientists must be included. We generalize their requirements into three dimensions, namely, water quality parameters, locations, and time.
The dimension of water quality parameters can further be represented in situational categories, including physical parameters (e.g., water temperature, conductivity, total suspended solids), chemical parameters (e.g., pH, alkalinity, nitrate), biological parameters (e.g., coliform, escherichia coli, clostridium perfringen). The dimension of locations represents different UWS systems from various geographical locations. Analysis across locations can bring axiomatic benefits. However, it is often difficult to realize due to data sharing regulations. Time is taken into account from history to predict future transitions for water quality risks.
Another aspect to evaluate water quality is domain knowledge. Bacteria represented by biological parameters are the most challenging risk in UWS. Quantitative microbial risk assessment (QMRA) [5] specifies water quality risks with human endemic diseases. Their model is expressed as a propagating hypergeometric function [6] . UWS treatment plants usually select several measures to decrease the concentrations of contaminants and undesirable particles, which are attached to dangerous bacteria. For instance, Norwegian treatment plants take filtration, pre-chlorination, and UV.
To evaluate water quality risks from the UWS perspective, we first consider individual bacteria types. These are related to their propagation speeds. We define the risk as in Equation 1. This equation uses R i j (t) to represent the risk of bacteria j in city i. α j is an indicator for the propagation speed of bacteria j. β j is an indicator of survival ability for bacteria j. x i j (t) is the water quality parameter value of bacteria j in city i at time t.
The city UWS risk is defined in Equation 2 as a combination of all bacteria risks. R i (t) is the water quality risk in city i at time t. N i is the number of bacteria in city i. ω i j is a significance indicator for bacteria j to city i. There are two advantages to this model. First, the risk is dynamic, easy to be classified and provide good explainability.
Risk Similarity
In order to benefit from abundant data resources and improve risk prediction accuracy. We use the framework of collaborative analysis, by processing all the available recordings from different locations and times. First, we need to find the similarities between the risks from these bacteria. Considering their spatial-temporal characteristics, we construct a trend surface, map to structural similarity (SSIM), and then integrate them in the time domain. The final similarity can be represented with Equation 3. S R i j , R mn is the similarity between R i j and R mn . T is the synchronized time intervals of the two risk. µ t is the similarity indicator at time t. Ψ is the graph similarity between these risk at (t, t + ∆t). This similarity is also dynamic with the size of the recordings.
Risk Prediction
We predict the water quality risks in UWS based on their similarities. We use a collaborative Equation 4 to calculate the risk prediction. R i j (t) is the risk prediction.R i j is the average risk value of bacteria j in city i. N i j is the number of similarities selected. R λ is an element in this similar group. K is a normalization factor for similarities. f c (t − ∆t) is the feedback correction function.
Scalability
Scalability is often neglected when developing data analytic methods for real-world problems. We consider the scalability of our method in four dimensions. a. Water quality parameters. The number of water quality parameters can be increased or decreased depending on different national or regional standards. They can also be clustered into different categories for the requirements of risk analysis.
b. Locations. The number of UWS systems can also be increased or decreased. It can generate different risk maps for water quality.
c. Time. With the development of sensor networks, we can also increase the sampling frequencies. In contrast, time can be clustered to the unit of hour, minute, day, week, season or year in order for longer policy-making.
d. Size of data. We expect to improve the prediction accuracy as the size of data grows. This will incur exponentially growing computational burden. Dimension reduction techniques must be developed accordingly.
APPLICATION 4.1 Data Collection and Experiment Design
The application of this method is based on the data collected from four Norwegian cities, Oslo, Bergen, Strømmen, and Ålesund. Their locations and sensor deployments are shown in Figure 2 . However, the qualities of the data sets are quite uneven. After a long time preprocessing for the raw data, we have synchronized 3 valid bacteria recordings from 2007-2014, including Coliform, Escherichia coli (E.coli) and Intestinal enterococci. We also selected 4 physical and chemical parameters for prediction tests. They are pH, Conductivity, Turbidity, and Color. The aim of this experiment is to find a risk map for these locations and to test the prediction accuracy. In our results, cities are represented with their initials, as O, B, S, and Å. We give the results for the risk map in Figure 4 . This figure is the Spring months (February to April) in 2014. It has generated the risks in 8 groups with different colors. We can find in Oslo and Bergen, more risks comes from the beginning of spring, but Strømmen and Ålesund will delay for 5-6 weeks. For the evaluation of accuracies, we choose Root Mean Square Error (RMSE). It is conducted on three levels. For prediction, we designed two test strategies, random selection in the whole data (10%) and future time prediction (10%). For scalability, we tested the risk prediction in the time domain, as in week, season and year. We also compared the prediction accuracy with physical and chemical parameters (PC+B) and only biological parameters (B). The result is shown in Figure 5 . We can see in general, PC+B perform better than B. Bigger cluster such as year will generate higher accuracy loss. However, the accuracy comparisons at four cities are not even. 
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CONCLUSION & OUTLOOK
Water quality is a critical issue in modern urban life all around the world. Traditional monitoring and risk control methods make it difficult to detect bacteria propagation on time and provide efficient decision support. In this paper, we propose a framework for risk evaluation and prediction in order to provide early warning for the UWS water quality crisis. With the application to four different cities in Norway, we find the prediction results are accurate enough and explainable to domain users. We are planning the future works as follows: a. More data should be collected from UWS systems, such as different cities (as different types of water sources), different countries (as different water quality standards), different sensing systems (as different resolutions); b. We will try better data analysis tools to improve risk prediction accuracy; c. Based on the data quality diversity from the real-world process, we need to develop a new data quality evaluation method; d. For the domain, we need to build a decision support system to guide the development of UWS.
