Abstract. In this paper, the well-known iterated Galerkin method and iterated Galerkin-Kantorovich regularization method for approximating the solution of Fredholm integral equations of the second kind are generalized to Hammerstein equations with smooth and weakly singular kemels. The order of convergence of the Galerkin method and those of superconvergence of the iterated methods are analyzed. Numerical examples are presented to illustrate the superconvergence ofthe iterated Galerkin approximation for Hammerstein equations with weakly singular kernels.
is recommended to the readers who require more information on the numerical treatments of Hammerstein equations. Some theoretical results about Hammerstein equations may be found in a book by Zeidler [34] . The purpose of this paper is to investigate the superconvergence property of the iterated Galerkin method and iterated Galerkin-Kantorovich method for the solution of the Hammerstein equation (1.1). The iterated method may be viewed as a nonlinear transformation (iteration) that accelerates the convergence of the approximate solutions obtained from the Galerkin approximation. The general theory of the acceleration of convergence of a sequence by linear or nonlinear transformations was studied by Wimp [33] and Delahaye [8] and in the references cited there.
For the Fredholm integral equations of the second kind, the Galerkin and the iterated Galerkin methods have been investigated by many authors, e.g., see Graham 12 ]; Graham, Joe, and Sloan [13] ; Sloan [27] , [28] ; $1oan and Thomee [29] ; and Vainikko, Pedas, and Uba [32] . In those papers that deal with the iterated Galerkin method, it has been shown that under some suitable conditions the iterated Galerkin method gives a rate of convergence that is faster than the rate obtainable by the Galerkin method, a phenomenon commonly known as superconvergence.
The order of convergence for Galerkin approximation for the solutions of Hammerstein equations with weakly singular kernels can be obtained by a direct extension of the corresponding result in the Fredholm case. However, it does not seem to be available in the literature. Hence, we include the results in 2 for completeness. A substantial number of proofs of the theorems in 2 will be omitted since they are straightforward and follow from the work of Vainikko [30] and Atkinson and Potra [6] . In the latter paper, the reader can find the general theory of the Galerkin and the iterated Galerkin methods for the equation x Kx, where K is a completely continuous operator of a domain in a Banach space into itself. Our present approach and results differ from those of Atkinson and Potra [6] in a number of ways. For instance, we establish an estimate of improvement that we can expect when the iterated Galerkin scheme is applied to the weakly singular Hammerstein equations. This will be done in 3. Several related results on superconvergence are also established in 3. In 3, we deal with equations with weakly singular kernels and "nice" forcing terms, while in 4, we tackle equations with both singular kernels and singular forcing terms by employing the classical Kantorovich [24] . [3 3 . The iterated Galerkin method. In this section, we study the superconvergence of the iterated Galerkin method for the Hammerstein equation (1.1). Generalizing the linear case, we first define the iterated scheme. Assume that x0 is an isolated solution of (1.1). [q For simplicity, from Lemma 3.1 we assume without loss of generality that I -Stn (xo) is invertible for each n > 1 and L sup{ll(l-S'n(XO))-II n > 1} < Throughout the rest of this section, we assume without further mention that 3 > 0 satisfies LC2MP3 < 1 and 31 is chosen so that C1M31 < 3. The following lemma establishes that x defined in (3.1) is a unique solution of (3.4) in some neighborhood of x0 and provides an error approximating x0.
bound for x, LEMMA 3.2. Letxo C[0, 1] be an isolatedsolution of equation (1.1) andxn be the unique solution of (2.5) in the ball B(xo, 31). Assume that 1 is not an eigenvalue of (Kq)'(xo). Then for sufficiently large n, x' defined by the iterated scheme (3.1) is the unique solution of (3.4) in the ball B(xo, 3). Moreover, there exists a constant 0 < q < 1, independent of n, such that " IIX'n-X011 [28] ). In our current problem, this is equivalent to assuming condition (3.5). However, the next theorem is proved without assumption (3.5). First, we apply the mean-value theorem to (s, y) to conclude 1) and Xn be the unique solution of(2.5) in the ball B(xo, 3x). Let x' be defined by the iterated scheme (3.1). Assume that 1 is not an eigenvalue of (Kq)' (xo). Then xo-X'n K('xo-*PnX'n) K(*xo-'PnXO) + K(*Pnxo 'Pnx'n).
After replacing y by Pnx', and y0 by PnXO in equation (3.6) , the last term of (3.7) can be written as K(qC Pnxo q Pnx'n)(t) (GnPn(xo Xn))(t). 
. Now, applying Theorem 3.3 with q 1, p oo, and X n S (I'In) we conclude that
The proof is complete.
Next, we apply Theorem 3.3 to equation (1.1) with kernels given by (2.18) and (2.19) and use Xn Sr (1-I) as approximate spaces, where Sr (Fin ) of splines with nonuniform knots are defined as in 2 such that r > 2 and v 1. THEOREM 3.6. Let xo be an isolated solution of (1.1) with weakly singular kernels given by (2.18) and (2.19) . Let xn be the unique solution of (2.5) in B(xo, 31) , and x' n be defined by the iterated scheme (3.1). Assume that 1 is not an eigenvalue of (KP)' (xo) and that the hypotheses of Theorem 2.4 are satisfied with Iz > 1. Also assume that (0,1)(., x0(.)) is of Type(u, r, {0, 1 })for ot > 0 whenever xo is of the same type. Then IIx0 x. I1 Proof The proof of this theorem is similar to that of Theorem 3.5. We apply Theorem 3.3 with q 1, p ocz, and Xn SrV(I-In). By Rice [24] , we have IIx0 PnXOIl 0(-). It can be proved that there exists u Sr(I'ln ) such that Ilgt ull O( ). From this, the result of this theorem follows. [3 As the last application of Theorem 3.3, we consider equation (1.1) with kernels having singularity at the four comers of the square [0, 1] x [0, 1], a problem that arises from boundary integration for the harmonic Dirichlet problem in plane domains with comers (see Kress 19] Ilk(t, .)('l(.,xo(.)) Ulll Therefore, the result of this theorem follows from Theorem 3.3.
4. The iterated Galerkin-Kantorovich method. In this section, we extend the classical Kantorovich regularization (see Kantorovich [18] ) and the iterated Galerkin-Kantorovich method for Fredholm integral equations of the second kind to Hammerstein equations. These extensions will be made on equations with both singular kernels and singular forcing terms. The superconvergence of the corresponding iterated solution is also investigated. Upon applying Kq on both sides of (4.2), we obtain (4.3) z K q (f -t-z).
Now we define the operators by qo(x)(t) ap(t, x(t)) and (4.4) ql(X)(t) -= q0(f + x)(t) qo(f)(t).
In addition, define fl by The iteration process doubles the rate of convergence.
