We study alternative models for capturing abrupt structural changes (level shifts) in a times series. The problem is confounded by the presence of transient outliers.
Introduction
The problem of modeling structural changes (such as level shifts) in a time series has been studied by a number of scholars. Several approaches have been proposed for detecting and dealing with such behavior. One early technique is the variable parameter regression (VPR), or the time varying parameter (TVP) model as it is more popularly known, proposed by Garbade (1977) . Although still widely used in applied time series analysis, it has been recognized that this model has difficulty in adapting quickly to sudden and abrupt shifts (see, for instance, Kitagawa (1987) and Bidarkota and McCulloch (1998) ). This is essentially due to the assumption that all the stochastic shocks driving this model are Gaussian. Kitagawa (1987) proposed a non-Gaussian state space model, which encompasses the time varying parameter model, for modeling abrupt changes in regime. A lot of literature has appeared since the publication of this paper, dealing with estimation and modeling of non-Gaussian and nonlinear state space models. Durbin and Koopman (2000) is a recent important addition to this literature. A general conclusion from these numerous studies is that non-Gaussian state space models deal with abrupt regime changes better than the Gaussian TVP models.
Further limitations of the TVP model have been reported by Gamble and LeSage (1993) , particularly when the data series contains outliers in addition to abrupt regime changes. These authors compare the performance of a multiprocess mixture model, originally proposed by Gordon and Smith (1990) , with a TVP model in the context of a Monte Carlo study and conclude that the multiprocess mixture model is promising for simultaneously modeling abrupt regime changes and outliers. 2 An important assumption in the study by Gamble and LeSage (1993) is that all shocks in both the TVP and the multiprocess mixture models are Gaussian. This is not innocuous, given the deliberate contamination of the experimental data series analyzed by transient outliers and given the findings in Kitagawa (1987) . We therefore seek to investigate the robustness of the reported superiority of the multiprocess mixture models over the TVP models in such a setting, but assuming that all shocks driving the two models have probability distribution functions with thick tails. This paper is structured as follows. Section 2 outlines the time varying parameter model and the multiprocess mixture model. Section 3 describes the procedure used to estimate the two models. Section 4 discusses the experimental setup and results. Section 5 offers brief conclusions on our findings.
Section 2: Alternative Models
To motivate the specifications of the models that follow, we plot in Figure 1 artificially generated data that illustrate the level shifts phenomenon that we are trying to model. A set of 100 observations , t y 100 ,..., 2 , 1 t = , were generated in the following way.
A set of 100 random variables was first drawn. Two outliers were introduced at observation numbers 35 and 75 by multiplying the random numbers drawn at these periods by a factor of 20. Two level changes were introduced in the mean of the series by adding the number 1 to the first 25 of these random numbers, subtracting the number 1 for observations 26 through 50, and once again adding the number 1 to the remaining observations. This data generating mechanism is very similar to the one in Gamble and Le Sage (1993) and Kitagawa (1987) .
We are especially interested in modeling the shifting mean value of the time series. Note that the entire framework in this paper is univariate modeling. We abstract from considering the role of any explanatory variables here but this can easily be addressed in the methods that follow. Where such an extension may present added nontrivial difficulties, we explicitly point this out below and suggest well-known and adequate methods of surmounting them.
Non-Gaussian State Space Models
Consider a state space model for an observable series t y :
where and η are independent white noise sequences with some specified probability density functions and centered around zero, respectively. In this model, the mean of the series is tracked by the random variable . It is a constant when the disturbance is trivially distributed with a mass point at zero. Otherwise, the mean varies over time and can, hence, track level shifts.
and are both Gaussian, we obtain the time varying parameter (TVP) model of Garbade (1977) . As noted in the introduction, this model has been widely used to model level shifts (as well as slope shifts) in regression models. However, Kitagawa (1987) recommends using thick tailed non-Gaussian distributions from which to draw either the disturbance η alone or both t ε t η t t ε and t η . He demonstrates the added efficacy of such models in tracking abrupt level shifts quickly and more accurately.
A random variable is said to have a symmetric stable distribution S c if its log-characteristic function can be expressed as:
The parameters and c > 0 δ ∈ −∞ ∞ ( , ) are measures of scale and location, respectively, and is the characteristic exponent governing the tail behavior with a smaller value of α indicating thicker tails. The normal distribution belongs to the symmetric stable family with , and is the only member with finite variance, equal to 2
Multiprocess Mixture Models
A simple multiprocess mixture model, somewhat along the lines of the one proposed by Gordon and Smith (1990) , takes the following form:
While there is little justification that anyone can provide at present for using the symmetric stable or some other specific distribution here, a comparison of the performance of alternative leptokurtic distributions in modeling level shifts should be useful in this regard. However, such an undertaking goes beyond the scope of the present work.
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In the state space models discussed in the previous subsection, a regime change (or a level shift) in the mean occurs every period (except in the degenerate case when the disturbance is trivially distributed with a mass point at zero). In the multiprocess mixture model, however, a regime change need not occur every period. Instead, a
Bernoulli process governs whether a regime change occurs in any given period.
The error term dictating the regime changes has a continuous distribution with density that integrates to a probability
and a mass point with probability at zero. Thus, has a compound distribution. There is a non-trivial probability that η in which case there is no regime change, and a probability that a regime change occurs every period. When a regime change does occur, the magnitude of the change is drawn from a continuous symmetric stable distribution with density .
The model in Equations (3) is a mixture of two models -one with and the other with η having a non-degenerate distribution. In the more general multiprocess mixture models proposed by Gordon and Smith (1990) , the mixture could consist of several more component models such as, for instance, a component that tracks changes in the slope coefficient on an explanatory variable.
In the following sections, our objective is to compare the performance of the nonGaussian state space models and the multiprocess mixture models in describing the type of time series as plotted in Figure 1 . We also report on and compare the performance of the Gaussian versions of both the state space and the multiprocess mixture models in this context. 
These formulae have been extended to include a smoother formula by Kitagawa (1987) . The log-likelihood function, conditional on the hyperparameters of the model, is
given by:
When both disturbance terms t ε and t η in Equations (1) One approach is to evaluate these integrals numerically, as in Kitagawa (1987) , or Hodges and Hale (1993) . In this paper, we estimate the non-Gaussian state space models and the multiprocess mixture models by evaluating these integrals with the numerical integration techniques in Bidarkota and McCulloch (1998) . They provide details on the accuracy of their approximation procedure.
It is worth noting at this point that when the unobserved state variable in the non-Gaussian state space and multiprocess mixture models contains, in addition to the intercept term alone that we have here, a set of slope coefficients on some explanatory variables as well, then the integrals in Equations (4) will be multidimensional. In this situation, evaluating the high dimensional integrals numerically, as is being done here in this paper, is not feasible. A useful alternative is to evaluate the integrals using Monte
Carlo techniques, as in Tanizaki and Mariano (1998) or Durbin and Koopman (2000) .
Finally, the probability density for the symmetric stable distributions required for maximum likelihood estimation of all the non-Gaussian stable models is computed using the numerical algorithm in McCulloch (1996) . 8
Section 4: Monte Carlo Experiment and Results
A set of 1000 samples was generated using the same process that was used to produce Figure 1 . The two models in Equations (1) and (3) were estimated using the methods described in Section 3 for these 1000 samples. For each sample, the mean was computed at each point in time using the filter density obtained from Equation (4b) for both the models. The behavior of this quantity at each point in time over the 1000 samples is compared for the two models. Figure 2 plots the mean of at each point in time over the 1000 samples for the two models. As the two panels indicate, there is little perceptible difference in the mean of across the two models at any point in time. Figure 3 plots the same quantity obtained with the Gaussian versions of the two models. It is quite evident from the two panels here that the multiprocess mixture model adapts more rapidly to the abrupt level shifts than the TVP model. Thus, the first key finding in Gamble and LeSage (1993) that the multiprocess mixture model adapts more rapidly to the abrupt level shifts at observations 26 and 51 than the TVP model disappears once we admit thick-tailed non-
Notice the impact of the outliers at observations 35 and 75 on the mean of . As the two panels of Figure 2 indicate, there is once again little noteworthy difference in the impact of the outliers on the mean of the filter density across the two non-Gaussian models. However, the two panels of Figure 3 show that the outliers have greater impact on the estimates obtained with the TVP model. Thus, the second key finding in Gamble and LeSage (1993) 
Section 5: Concluding Remarks
Our experiment suggests that the key finding in Gamble and LeSage (1993) , that multiprocess mixture models provide a better alternative to TVP models in capturing level shifts in the presence of outliers, hinges critically on their assumption that all shocks driving the two models are Gaussian. Once we allow shocks in these models to be drawn 10
