Conventional performance indicators, especially after recent ¿ nancial restructuring initiatives, are criticized more than ever for not associating performance and risk. The purpose of this study is to benchmark performance of banks in comparison to risk-taking preferences, under different models with data envelopment analysis, to evaluate whether risks are reasonably priced. Comparing a bank's risk ef¿ ciency with its competitors may provide additional insights to regulatory and supervisory authorities together with bank management. The results indicate that pro¿ tability of banks is not necessarily parallel with their risk-taking preferences. Banks with low risk ef¿ ciency should revise their business style for potential improvements. While there is a wide literature on intermediation, production, and profit efficiency in banking, efficiency studies which associate different risk dimensions with nonparametric methods are limited. One contribution of this study is to evaluate performance of banks considering only risk parameters by using a frontier analysis tool. The study also enables us to benchmark the banks based on size and ownership. Regulatory and supervisory authorities together with bank management may gather a different perspective when interpreting the performance because the results indicate that there is an extensive difference between banks.
Banking Risks and Literature
Risk can be divided into two subcomponents: volatility (systemic risk) and sensitivity (non-systemic risk). The volatility aspect of risk is indeed exogenous and cannot be controlled by banks. However, the sensitivity part of risk is endogenous and is determined by banks; therefore, to some extent, it is controllable. Because sensitivity causes differences in the efficiency of banks, the preferences of banks in terms of risk-taking activities have effects on the banks' performance (Eken, 2005) .
Banks are defined as financial intermediaries that borrow money from surplus spending units and lend to deficit spending units. In this cycle, they carry out four basic services: liquidity intermediation, denomination intermediation, risk intermediation, and maturity intermediation (Sinkey, 1989) . Born of the nature of intermediation, banks face four basic risks: liquidity risk, operational risk, credit risk, and interest rate risk. Because of foreign exchange activities, an internationally active bank faces foreign exchange risk as well. 1 Two important surveys have listed bank efficiency studies. Berger and Humphrey (1997) listed 130 frontier efficiency studies published until 1997, and Fethi and Pasiouras (2010) summarized 196 studies published after 1997, in which 69 and 151, respectively, applied DEA. In spite of the wide literature on bank efficiency, banks are considered mostly as either production or intermediation units and risk perspective is not associated strongly enough with efficiency. Generally, in the literature, only one kind of risk, a credit or an indicator related with problematic loans, is used to analyze the risk factors. Laeven (1999) criticized the efficiency measurement studies for not including the risk-taking activities of banks and for assuming banks to be risk neutral institutions. Sun and Chang (2011) criticized existing studies for mainly using credit risk indicators but not considering other kinds of risk to explain efficiency. Fiordelisi, Marques-Ibanez, and Molyneux (2011) analyzed the relationship between efficiency, capital, and risks in European banks, and they used nonperforming loan and probability of default as risk indicators. Greuning and Bratanovic (2009) pointed out the importance of risk-based bank analysis which considers significant factors and ratios with a risk-assessment perspective. In addition to changes and trends in risks, comparing a bank with its competitors is also important. In a risk-based bank analysis, a bank's parameters, especially profitability, capital adequacy, and structure of balance sheet, should be analyzed to judge whether they comply with industry norms and whether they deviate from other peer banks.
In a report by the European Central Bank (ECB, 2010) , return on equity (ROE) was considered as a poor performance measure for banks. It was indicated that as the most common bank performance indicator, ROE reflects only one side of coin, because a good level of ROE shows either high profitability or low equity capital. The commonly used ROE measure may not be sufficient to show a bank's performance, mainly because it is not risk sensitive and it can expose banks to higher unexpected risk levels. The traditional risk and return analysis may not be adequate, and the complete picture should take into consideration, especially in times of higher volatility, different risk dimensions for forward looking and sustainability. Bessis (2002) indicated that the disadvantage of ROE, return on assets (ROA), and other profitability measures is the lack of risk adjustment. We cannot compare different assets without looking at their risk levels. The concept of a risk adjusted performance measure has arisen to eliminate this drawback.
An Overview of the Turkish Banking System
Since the beginning of 1980s, when Turkey adopted free market policies, the banking sector has faced many financial and political instabilities characterized by high inflation, high and volatile interest rates, volatile and mostly overvalued domestic currency because of hot money inflows, and global financial fluctuations. These factors caused many financial crises in Turkey. In the crisis of 1994, Turkish banks experienced the importance of foreign exchange and interest rate risks in an environment in which gross national product (GNP) contracted by 6.1%, the Turkish lira (TL) devalued about 250% between 1993 and May 1994, and interest rates of treasury bills went from about 100% to 400%. Three banks and some intermediaries went bankrupt, and ownership of four banks changed. Total assets and shareholders' equity of the banking system fell by 25% and 35%, respectively. To overcome the crisis, in addition to some other precautions, reserve requirement decreased and unlimited state insurance was applied to all saving deposits. These precautions were not structural, and the unlimited deposit insurance led to moral hazard problems. The weaknesses in the banking system (liquidity problems, very short and high amount of state banks' liabilities, large open position of private banks, excessive share of government securities in portfolio, low asset quality, inadequate risk assessment, lack of good corporate governance) had continued in an problematic operating environment (macroeconomic instability, chronic high and volatile inflation, high public sector deficit, systemic distortions created by state and weak banks, etc.) until 2000 (Akçakoca, 2003) .
Starting from the end of the year of 2000, the Turkish banking sector was confronted with one of its most devastating crises. The confidence in the foreign exchange regime and economic program disappeared. Foreign reserves of USD 7.6 billion transferred abroad, the exchange rate (TL/USD) doubled, overnight rates reached 3600%, and the secondary market of treasury bonds collapsed. In the crisis period, GNP decreased by 9.4%, and the banking sector lost 22.7% of its assets based in U.S. dollars (Banks Association of Turkey -BAT, 2009). During the crisis, the number of banks, branches, and personnel decreased dramatically. In May 2001, a new program was announced to restructure the banking system and restore the public confidence. The Turkish Banking Regulation and Supervision Agency (BRSA, 2010) introduced a very tight and risk-based control on the banking sector; internal and external audit systems and risk management methods were improved. Banking regulations and applications were arranged in accordance with internationally recognized perspectives.
During the period 1990-2001, despite unstable macroeconomic environments, two distinctive characteristics of the Turkish retail banking system came into prominence. The first was profitability; which was three to five times higher than norms in most Organization for Economic Co-operation and Development (OECD) countries and mainly resulted from treasury operations (investing treasury securities at high real interest rates and carrying open foreign exchange positions). The second was a high growth rate fueled by profitability and large array of new products and services (McKinsey Global Institute, 2003) .
The 2010 year end showed 49 banks with total assets of USD 655 billion and 89% of GDP. Of these banks, 32 are retail banks, 13 are investment banks, and the remaining four are Islamic banks. The largest six and 10 banks constitute 71% and 87% of the total sector, respectively. In recent years, the Turkish banking sector has attracted the interest of foreign direct investment. Share of foreign capital in the banking sector has increased to 39.8% as of September 2009. Some selected indicators are listed in Table 1 . As can be seen from Table 1 , the banking sector has not yet grown enough, and this implies that sector has a way to go compared to European Union (EU) countries. The growth rate in recent years, especially in credits, points to highly promising figures for the future. 
Methodology, Data, and Analysis of Variables

Data Envelopment Analysis (DEA)
Because our purpose is to benchmark performance indicators of different banks in comparison to their risk preferences, we preferred DEA as an effective benchmarking tool. DEA is a frontier-based nonparametric tool that benchmarks different decision-making units (DMUs) having multiple inputs and outputs. DEA measures the efficiency of a unit by maximizing the ratio of weighted outputs to weighted inputs. DEA reduces the ratio between outputs and inputs to a single value and makes comparison easy. All ratios of DMUs are normalized in accordance with best performing units. The best performing units are assigned a value of 1 representing 100% efficiency. Others are compared with these units and then are assigned relative values between 0 and 1. Because we want to compare the profitability of banks, taking into account their risk-taking preferences, DEA seems to be one of the strongest and most suitable tools for comparing and benchmarking.
Maximizing the ratio of weighted outputs to weighted inputs, subject to the condition that all ratios must be less than or equal to 1, is first expressed in nonlinear fractional programming form. To solve the problem then, the fractional program is transformed to a linear program, which has the same solution set, with the following objective function and constraints for input minimization (Charnes, Cooper, & Rhodes, 1978 This linear programming problem (primal problem) is solved with a simplex method by utilizing its dual form. The primal and dual models are also called multiplier and envelopment models, respectively. The DMUs with 100% efficiency constitute an efficient frontier, and scores of inefficient units, which are not on the efficient frontier, are calculated in accordance with their distance to frontier. The dual form of the linear problem is as follows: DEA has two basic models: CCR (Charnes, Cooper, & Rhodes) and BCC (Banker, Charnes, and Cooper) . After the study of Farrell (1957) , Charnes et al. (1978) introduced the CCR method of benchmarking and measuring performance of a DMU. They accepted the frontier to have constant returns to scale (CRS) characteristics. Banker, Charnes, and Cooper (1984) introduced a variable returns to scale (VRS) frontier and developed the BCC model which has same formulation as CCR except for the added convexity condition,
Both CCR and BCC models can be either input-and output-oriented. Input orientation indicates how much the inputs of a DMU can be reduced without reducing outputs in comparison to the best practice unit, whereas output orientation shows how much outputs of a DMU can be increased at the same input level. The results of measurement change depending on the chosen model or orientation. Besides these, many other models and variations have been brought into life. Some later models provide nonorientation options, also. For more information about all DEA models, options, and formulations, refer to Cooper, Seiford, and Tone (2007) .
CCR assumes that an efficient frontier possesses CRS characteristics (i.e., a proportional increase in inputs causes the same proportionate increase in outputs). When rate of increase of outputs is less than rate of increase of inputs, decreasing returns to scale (DRS) holds. If the rate of increase in inputs results in outputs increasing in a greater proportion, then the efficient frontier is said to have increasing returns to scale (IRS) characteristics. The return to scale (RTS) property of the frontier helps us to make more precise decisions as directing DMUs towards the most productive scale region seems more feasible.
CCR measures technical efficiency which is the success of converting inputs to outputs and inefficiency which means producing more outputs with the same input or producing the same output with less input is possible. The BCC model measures the pure technical efficiency of a DMU to see whether it operates at the most productive scale size. Because pure technical efficiency and scale efficiency both comprise technical efficiency, by using the CCR and BCC models together, scale efficiency can be calculated to see whether a DMU is operating at optimum size.
Slacks-Based Model
A slacks-based model (SBM) is a nonradial model, and different than radial models like CCR and BCC, it directly handles input or output slacks and proposes a nonproportional rate of decrease/increase for inputs/ outputs of inefficient units. In addition, different from CCR and BCC, it takes into account input access and output lack simultaneously in measurements, and again it produces efficiency scores between 0 and 1. "The shortcoming of the radial approach is the neglect of the non-radial input or output slacks" (Tone & Tsutsui, 2011) . Therefore, a SBM identifies more possible sources of inefficiency and has more discrimination power compared to radial CCR and BCC models. Hollingsworth and Smith (2003) warned about the model that should be applied when using ratios as input or output. They suggested deploying the BCC model which uses a VRS frontier instead of CCR to prevent incorrect and perverse results. Emrouznejad and Amin (2009) stated that financial ratios are included in many efficiency measurements of financial institutions, but using the standard DEA models for the observations containing ratio data as input and/or output may result in incorrect efficiency scores in our study, so we use a SBM of DEA (Tone, 2001) .
A nonoriented SBM with a VRS frontier in fractional form which simultaneously handles input and output slacks can be formulated as follows (Tone, 2011) : In DEA, usually more than one DMU is measured as 100% efficient, and discrimination between efficient DMUs may be required. Andersen and Petersen (1993) proposed a method to rank efficient units which is based on the idea of extracting each efficient DMU one by one from the reference set. The new efficient frontier becomes different, and the position of the excluded DMU in comparison to the new frontier determines how much the effect is. A new efficiency score is assigned to the DMU according to this distance; a higher effect means a higher efficiency score. The new model is called the super-efficiency version. In the super-efficiency model, efficient DMUs can take any value greater than or equal to 1, while scores of inefficient DMUs are unchanged (Charles, Kumar, Zegarra, & Avolio, 2011) . Some studies suggested that super-efficiency models can be used to detect outliers. Hartman, Storbeck, and Byrnes (2001) pointed out that DMUs with superefficiency scores above 2 or 3 may be treated as outliers. Avkiran (2011) indicated that among DEA models, a SBM has become the preferred nonradial model in the last ten years. A SBM is not translation invariant, but it is unit invariant; only semi positive inputs are allowed, but outputs can be either positive, zero, or negative (Cooper et al., 2007) . In our case, inputs are risks and outputs are profitability, and outputs sometimes become negative due to losses. Therefore, a SBM suits well in this aspect. Because the analysis is not related to the production process and the aim is not input minimization or output maximization, we preferred to use the SBM, under VRS frontier assumption, with the nonoriented option to discard the effect of an input or output approach.
In order to analyze and compare the trends and consistency over time, we used the window analysis by running SBM with a four-year window period, 2007-2010, under VRS. In window analysis, each bank in a different year is assumed to be an independent bank, and it is compared with both its observations in other periods and with observations of other banks. Therefore, analysis enables us to observe efficiency changes over time. Specifying window size is critical in window analysis, because a short period may lead to less discrimination, while a long period may cause the inclusion of many irrelevant changes, like technological improvements which it may not be the purpose of the study to analyze, that may occur during that period (Paradi, Yang, & Zhu, 2011) . For us, taking the situation of the Turkish banking sector into account in that period, a four-year window seemed reasonable considering drawbacks of using a nonoptimal length, which may be affected by technological changes or display less discrimination.
In efficiency frontier applications, we also should pay special attention to outliers because if one outlier is used as an efficient benchmark for other units, all the measurements may be distorted accordingly. We ran the super SBM of DEA to see whether some units differed extremely from the rest to indicate outliers and decided the data were consistent and reasonable.
Data and Analysis of Variables
In this study, the data of the largest 20 retail banks out of 32 are included. The top 20 banks cover 98.6% of the retail banking sector by assets and represent 91.3% of the total banking system. Considering asset size of 2010, we preferred to divide banks into three asset sizes with almost the same number of banks in each category. The top seven banks with assets between USD 40 billion and USD 85 billion were categorized as large, the six banks with assets between USD 7.5 and 40 billion were categorized as medium, and the other seven banks with assets between USD 1.4 and 7.5 billion were categorized as small banks. The sample panel data include the year-end data for the period 2007-2010. Table 2 contains the list and categories of the banks. Berger and Humphrey (1992) indicated that a bank should earn substantially higher rates for riskier, less liquid, and longer term assets. We naturally took into consideration this situation when designing a model and when deciding about how to use inputs and outputs. We make our analysis under four models. First we benchmark the success of banks at gaining net interest margin by the net interest margin (NIM) model. Therefore, we compare the NIM level of banks with their financial risk parameters (interest rate risk, liquidity risk, foreign exchange risk, and credit risk). ROAA is determined by operational risk in addition to previously mentioned financial risks. The success of managing risks to maximize ROA is conducted under the ROAA model. Preferences about leverage, in combination with other risks, affect the overall profitability and ROE of a bank. The efficiency of converting all risks to ROAE is analyzed under the ROAE model. The last model, ALL, measures how successful a bank is in maintaining its risks at some specific levels in order to maximize all its outputs (NIM, ROAA, and ROAE) simultaneously (see Table 3 ). Credit risk, interest rate risk, liquidity risk, and foreign exchange (FX) risk are positively correlated, changing from 43% (significant at p = 0, n = 80 for all correlations), 16% (p = 0.159), 0.4% (p = 0.972), 24% (p = 0.035), respectively, with NIM as expected. Because NIM is not completely a function of risk factors, we do not expect to observe a perfect correlation. Interestingly, the correlation of operational risk with ROAA (87%, p = 0) and ROAE (96%, p = 0) and correlation of leverage with ROAE (57%, p = 0) are comparatively high, which supports construction of different models. In DEA implementation, the inputs and outputs should be arranged so that more inputs should lead to more outputs.
The exposure part of interest rate risk is GAP; which is the difference between rate sensitive assets and rate sensitive liabilities 2 . For interest rate risk, we prefer to take the ratio of maturity GAP, which is the difference between rate sensitive assets and liabilities with a maturity of more than one year, to total assets. This ratio is expected to capture the price risk on treasury book that is defined to be the long-term effect of interest rate risk. We divide the maturity GAP by total assets to make them comparable across banks of different sizes and to make them comply with other inputs. The Turkish banking sector suffers from the maturity GAP between assets and liability because the maturity of assets is too long compared with maturity of liabilities. The sector nowadays discusses the ways to eliminate maturity GAP and diversify the source of funds by issuing longterm bonds locally and outside of the country. The Central Bank of Turkey promotes long-term deposits by lowering reserve requirements for longer terms.
Both on-balance-sheet and off-balance-sheet positions are considered, and the position is divided by total shareholders' equity to constitute the proxy for foreign exchange risk. The FX GAP is defined as the difference between foreign assets and foreign liabilities. During the last 20 years, Turkish banks have experienced many losses, and this has forced the banking sector to take more care about foreign exchange risk. The parameter that is used for liquidity risk is the ratio of liquid assets to deposit and short-term funding, but because more liquidity actually means less liquidity risk and more profitability as a result of higher risks, the reciprocal of ratio is used. The final risk that is assumed to affect NIM is credit risk. The proxy for the exposure of credit risk is the ratio of total loans and receivables to total assets. The proxy for the sensitivity part of operational risk is "gross income/total shareholder's equity". Deciding for the operational risk proxy is in parallel with recommendations of the basic indicator approach, one of the three approaches to calculate operational risk under the Basel Criteria. The ratio of average assets to average equity is used as the leverage risk proxy, and again the reciprocal of ratio is used to indicate that more risk yields more return.
The first output named NIM is defined as net interest income over earning assets (or total assets), and it is actually a result of the intermediation function of banks which is sourced from the difference between cost of borrowing money and return on lending funds. In competitive markets, banks are usually forced to work with a low interest margin. On the other hand, in uncompetitive or risky conditions, they are reluctant to operate with low margins, or they may be assumed to have power and to be able to dictate higher margins. NIM is assumed to be the reward of banks earned from the purchase and management of financial risks, namely, credit risk, interest rate risk, foreign exchange rate risk, market risk, and liquidity risk. As is well known, variance in net interest income is expected to be the sum of variances in rates, in the mix of assets and liabilities, and in the size of the balance sheet. However, when NIM is calculated, net interest income is divided by total assets. In doing this, the size effect is assumed to be cleared. The variances remain in rates and in the mix of the balance sheet. Because the volatility in rates is out of the control of the banks, the variation that banks can alter remains the mix of balance sheets. Therefore, financial risks that banks are exposed to are expected to be result of the banks' activities in altering the composition of their balance sheets. Thus, NIM is assumed to be the reward of these four financial risks plus the banks' targeted profitability rate. Therefore, the success of banks in managing NIM is expected to be dependent largely on the correct pricing of these risks and the risk management techniques they employ.
ROAA is defined as net income (this includes both net interest income and income from noninterest-related activities or net operational income) over average assets. Different than income in NIM calculation, it covers the noninterest income also. ROAA is assumed to be the reward earned from the management of financial risks plus operational risk and banks' targeted profitability rates. Thus, this ratio is expected to be exposed to four financial risks plus the operational risk which results from the operational activities of banks.
Finally, ROAE is defined as net profit over average equity, and actually, it may be assumed as the reward of the owner for investing money in banking. ROAE is assumed to be the prize received by banks for purchasing and managing financial risks, operational risk, and leverage risk (capital risk) together with banks' targeted profitability ratios. As is well known, ROAE is a function of ROAA and leverage multiplier. Thus, ROE is expected to include not only the effects of financial risks and operational risk, but also the effects of leverage.
Because it is not reasonable to assign negative values as risk parameters, absolute values of proxies are used. The descriptive statistics of used data are presented in Table 4 . 
Empirical Results and Analysis
The risk efficiencies indicate whether the profitability of banks is reasonably compared to their risk levels as expected. Table 5 shows that profitability of banks is not completely in parallel with their risk-taking preferences. The profitability indicators like NIM, ROAA, and ROAE may be affected by interest rate and foreign exchange rate fluctuations. Depending on the asset and liability structure and exposure to risks, the extent of influence may be different from one bank to another. Efficiency results of banks in different models are presented in Table 5 . Compared to the four-year period values, the NIM of Akbank was the lowest in 2010 in spite of its 100% efficiency. This means the decrease in risk level of Akbank was relatively much greater in 2010 compared to the NIM decrease. We can conclude that performance or profitability is not sufficient alone to determine success; how it is attained should also be analyzed. Profitability sometimes may be a reason for ignoring some problems. By looking at its historical results and other banks, a bank can determine its strengths and weaknesses. The same and more detailed analysis can be conducted for each bank; because DEA may incorporate user preferences and other factors, it may provide improvement capabilities for each dimension (inputs and/or outputs), and it shows the benchmarks to shed light on to the way to proceed. It is not feasible to handle all banks one by one here, but a serious difference is observed between banks. Therefore, comparing a bank's risk efficiency with its competitors may provide additional insights to regulatory and supervisory authorities together with bank management.
In the NIM model (Table 6 ), when we look at the NIM and risk efficiency over time, we observe a decline in both parameters for 2010. Decrease in market interest rates may be the reason for the NIM fall, but the efficiency loss is comparatively bigger which may indicate that a bank may not adapt to changing conditions simultaneously. The interest margin increase of 2009 is a result of a combination of interest rate movement and the financial structure of banks in that year. However, the comparative decrease of risk efficiency is higher, indicating that risk exposure did not fall as interest margins decreased. From the size perspective, although the medium banks have the highest NIM (6.87) on average, average risk efficiency of the small banks is the highest (62%). This indicates that medium banks operate with a higher interest margin but relatively much higher risk level compared to small banks. Empirical findings could lead us to state that small banks adapt to changes more quickly, whereas large banks are clumsy in adapting to developments. The NIM and risk efficiency of large banks are the lowest; not only do they function with the lowest NIM of 4.93, but also they achieve this margin with the comparatively higher risks. On the ownership side, private banks have a higher NIM and risk efficiency. This indicates that while they maintain the greatest NIM, they manage financial risks (interest rate risk, foreign exchange risk, credit risk, and liquidity risk) in a way that reduces the negative effects on NIM. Especially in 2010, the risk efficiencies of private banks did not decrease to the same degree as those of state banks. The same situation is observed for foreign banks in 2010 with twice the efficiency score, which may be interpreted as earning more compared to risk.
In the ROAA model (Table 7) , additionally, operational risk is included as an input, and on the output side, ROAA is used instead of NIM. In the ROAA model, different than NIM, a sharp decline of ROA is observed in 2008. This shows that banks were not as successful at maintaining their noninterest income compared to their assets in that period. Large banks' ROAs are larger than those of small and medium banks during all periods. At first sight, this may imply that they perform best; however, their risk efficiency is not comparatively as high as their ROAAs. Large banks' return is higher compared to their assets, and this leads to higher ROAA, but the additional burden of operational risk is much greater for large banks, and this diminishes their risk efficiency scores.
On the ownership side, ROA and efficiencies of state banks are higher than others, but comparative superiority is not indicated in efficiency. Foreign banks have the lowest ROA, but their efficiency position is comparatively better than domestic banks. The ROAE model shows a similar structure to the ROAA model (Table 8 ). In the ROAE model, leverage risk is introduced as a new parameter. Although in terms of ROAE, large banks perform twice as well as small banks, when we look at risk efficiency, efficiency of small banks is better than the others, indicating that they manage leverage risk more effectively. The same situation is observed in some periods for state-private and domestic-foreign banks also. For instance, in 2010, state banks performed better than private banks in terms of ROAE, but considering risk efficiency, private banks outperformed the others. Similarly, in 2010, the ROAE and risk efficiency level of foreign and domestic banks differed. Evaluating the Efficiency of Turkish Banks: A Risk and Profitability Approach In the ALL model (Table 9) , considering size, average risk efficiency of large, medium, and small banks is 0.74, 0.69, and 0.83, respectively. This may be explained by the adaptation capability of small banks to new situations. On the ownership side, private and foreign banks obtain a better profitability level with a comparatively low risk profile. This finding may be accepted as being parallel with Laeven's (1999) result that foreign banks tend to assume little risk. The average NIM, ROAA, ROAE, and ALL risk efficiencies, which are 0.52, 0.64, 0.72, and 0.76, respectively, indicate a substantial level of inefficiency. Comparison of risk and return implies that banks with low risk efficiency should revise their positions for improvement towards high risk efficiency, because their peers attain the same profitability ratios with comparatively lower risks.
Conclusion
Conventional financial ratios and profitability indicators such as NIM, ROAA, or ROAE are used in order to measure the performance of banks. However, the recent global liquidity crisis has proven that these ratios are not sufficient to measure the performance of banks as they lack the risks undertaken by them. These indicators reflect only one side of the coin, and they are criticized because profitability may be attained with an unreasonable risk level. In addition to profitability, ratios and the risks associated with them should also be analyzed or measured. The success of banks in managing their performance is expected to be dependent largely on the correct pricing of the risks they undertake and the risk management techniques they employ.
In this study, by using a SBM of DEA, where inputs are selected to be risks and outputs are profitability ratios, the risk efficiency of 20 Turkish commercial banks is benchmarked under four alternative models. In the NIM model, the success of maximizing the NIM is related to interest rate risk, liquidity risk, foreign exchange risk, and credit risk. The efficiency of managing financial risks and operational risk for maximizing ROA is conducted under the ROAA model. The success of converting all risks to ROE is analyzed under the ROAE model. The last model, ALL, measures how effective a bank is in maintaining its risks at some specific levels in order to maximize all its outputs simultaneously.
The results indicate that profitability of banks is not necessarily in parallel with their risk-taking preferences. While the profitability of one bank may be better than that of others, the risk efficiency may not be the same. By comparing a bank's risk efficiency with its competitors, it can be determined whether the profitability of the bank is reasonable compared to its risk levels. DEA is an effective benchmarking tool for such a comparison.
Historical comparison and benchmarking with other banks in the same period may provide bank management a way of analyzing their strengths and weaknesses in risk and performance dimensions. Benchmarking may help management of inefficient banks to reveal their inefficiencies and investigate them in more detail.
Benchmarking banks with risk efficiency may provide an additional risk management approach. A bank with continuously low risk efficiency should revise its position in order to either increase its profitability or decrease its risk level. Management should investigate for low profitability compared to other banks, because in the long term, this may not be sustainable or may lead to market share loss and harm the financial health of the bank. Low risk efficiency may also indicate the lack of or delayed adaptation to new market conditions. The average risk efficiencies indicate the extent of inefficiency. This implies that banks with low risk efficiency should revise their position for potential improvement.
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