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Abstract
This thesis demonstrates the deterministic coupling of single optically active nitrogen-
vacancy (NV) and silicon-vacancy (SiV) color centers to monolithic photonic crystal
cavities (PhC) realized in single crystal diamond. To this end, we develop a fabrication
technique for 300 nm-thick free-standing diamond membranes, and their subsequent
patterning using focused ion beam milling. This allows us to observe PhC modes of
high optical quality factors (Q = 1, 200) and small mode volumes (1(λ/n)) in single
crystal diamond for the first time. For controlled coupling of single color centers to
PhC modes, we develop a method for frequency-tuning the monolithic cavities, and for
controlling the emitter-cavity positioning based on two approaches. The first approach
involves targeted implantation of nitrogen ions at the center of PhCs fabricated in ultra-
pure diamond. Using confocal spectroscopy, we confirm the successful creation of a few
NV centers within the PhCs. The second approach is based on a tailored fabrication
process of PhCs around pre-characterized single SiV centers. The controlled coupling to
the nanocavity allows for the demonstration of resonant enhancement of the spontaneous
emission rate of a single SiV center by a factor of 2.7, along with a 19-fold increase in
intensity. The results of this work are promising for future applications in quantum
information science, such as the realization of efficient cavity-enhanced single photon
sources, or spin-photon interfaces for the use in quantum networks.
Zusammenfassung
Diese Dissertation demonstriert die kontrollierte Ankopplung einzelner optisch aktiver
Stickstoff- (NV) und Silizium-Fehlstellen (SiV) Farbzentren an einen monolithischen
photonischen Kristallresonator (PhC), hergestellt in einkristallinem Diamant. Zu diesem
Zweck entwickeln wir ein Verfahren zur Fabrikation 300 nm-dünner Diamantmembranen
und deren gezielter Strukturierung mittels fokussierten Ionenstrahl-Abtrags. Damit
werden erstmals optische Moden hoher Güte (Q = 1200) und kleiner Modenvolumina
(1(λ/n)) für PhCs in einkristallinem Diamant nachgewiesen. Zur gezielten Ankopplung
einzelner Farbzentren entwickeln wir eine Methode zur Frequenzabstimmung der mono-
lithischen PhCs und zur kontrollierten Emitter-Resonator Positionierung basierend auf
zwei Ansätzen: Der erste Ansatz besteht in der gezielten Implantation von Stickstoffio-
nen in die Mitte eines PhCs aus hochreinem Diamant. Mittels Konfokalspektroskopie
wird die erfolgreiche Erzeugung einiger weniger NV Zentren in den PhCs zweifelsfrei
nachgewiesen. Im zweiten Ansatz wird ein PhC um die Position eines einzelnen, vorun-
tersuchten SiV Zentrums strukturiert. Die gezielte Ankopplung ermöglicht die Über-
höhung der Spontanemissionsrate einzelner SiVs um einen Faktor 2,7 bei gleichzeitiger
19-facher Intensitätserhöhung. Die Ergebnisse dieser Arbeit sind vielversprechend im
Hinblick auf Anwendungen in der Quanteninformationsverarbeitung wie z.B. der Re-
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The vision to build a quantum computer that solves specific numeric tasks, such as
large database search (Grover algorithm) [1] or integer factorization of large numbers
(Shor algorithm) [2], much faster than any classical computer, and that allows for the
simulation of complex quantum systems [3] has stimulated active and vital scientific
research in the last several decades. This has lead to tremendous progress in quantum
information processing, ranging from the initialization, control, storage and readout of
individual quantum systems, over the implementation of the first quantum algorithms,
to the vision of a quantum network [4] or quantum internet [5] that connects distant
quantum nodes and converts information from one quantum system to another. Quan-
tum communication permits secret sharing between distant nodes with, in principle,
complete security that is guaranteed by the laws of quantum mechanics. Beyond the
initial motivation, quantum science has led to tremendous progress in quantum metrol-
ogy, which allows for time measurement with unprecedented high precision, in sensing
applications, and in imaging technologies.
In contrast to classical bit numbers, a quantum mechanical bit, also referred to as
a qubit, can simultaneously exist in an arbitrary superposition of discrete quantum
states, which are usually realized in a two-level system. The time during which the
superposition state is maintained before interaction with the environment disturbs its
phase is referred to as the coherence time. By integrating multiple qubits to form
a quantum register, the superposition principle allows for entanglement of individual
qubits. Entanglement is a unique quantum mechanical phenomena that is responsible
for the power of quantum parallelism.
For the realization of a quantum computer, a qubit has to meet five criteria that
have been formulated by D. DiVincenzo [6]:
1. A scalable physical system of well characterized qubits.
2. The ability of initialization of the qubit.
3. Relevant long coherence times much longer than the gate operation time.
4. A “universal set” of quantum gate operations.
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5. The ability to readout the qubit state.
Isolated atoms and ions have been established as qubits with long coherence times
and well defined optical transitions. They can be trapped using electromagnetic fields in
a high vacuum that protects them from the environment. The invention of the Paul- and
Penning traps, used to trap single ions, has been awarded with the Nobel prize in physics
in 1989. Moreover, trapped ions and atoms can be manipulated using optical, microwave
and radio-frequency fields and together with the collective motion of an array of atoms
or ions, this has enabled the demonstration of a two-ion controlled NOT-gate [7], the
key ingredient for quantum computing with trapped ions [8]. For a review on quantum
simulations with trapped ions see e.g. [9]. The seminal experiments on single trapped
atoms, ions, and photons were awarded with the Nobel prize in physics in 2012 for Serge
Haroche and David Wineland.
Since then, other systems based on solid-state devices have been established as qubits
such as quantum dots or color centers in diamond. Moreover, mesoscopic systems such
as superconducting qubits or nanomechanical resonators that act as single quantum sys-
tems are also investigated as qubits. Each system has its advantages and disadvantages
and up to now it is unclear which will ultimately prove successful.
One challenge to all these quantum systems is scaling to large numbers of qubits.
One proposal is to distribute the computation between different quantum nodes, i.e.
quantum registers, storage units, etc., and to interconnect them via optical channels
[4,10]. Moreover, the implementation of such a quantum network or quantum internet [5]
would allow for the connection of individual quantum computers, and would enable
secure communication between distant nodes. A quantum network consists of stationary
quantum nodes (stationary qubits) where quantum information is generated, processed,
and stored, and quantum channels to link individual quantum nodes and transport
quantum information from one site to another. The optical transfer of information is
based on single photons (flying qubits), which are well suited due to their long coherence
times, arising from their non-interacting nature and the availability of low-loss optical
fibers and efficient detectors [5, 11].
In this work, we focus on single color centers in diamond for applications in quantum
information science. Color centers are optically active point defects in the diamond
lattice. These artificial atoms feature tightly localized electronic states within the large
band gap of diamond. The two most prominent color centers are the nitrogen-vacancy
(NV) center and the silicon-vacancy (SiV) center, which consist of a nitrogen or silicon
atom, respectively, and a lattice vacancy next to it. Both centers are known as bright
and efficient single photon sources, which have already been used for secure quantum
communication schemes such as quantum key distribution (QKD) [12]. The huge interest
in these centers for quantum information processing stems mainly from their electronic
ground state spins that can be optically addressed [13–17]. For the NV center, the
electronic spin ground state exhibits extraordinarily long coherence times (up to seconds)
and it can be coupled via the hyperfine interaction to long-lived nuclear spin states of
14N and adjacent 13C atoms in the diamond lattice. This highlights the NV center
among other color centers as a long-lived spin qubit well suited as a stationary qubit,
for implementations in a quantum register to store information and perform quantum
3gate operations on the spin state. Similarly, for the SiV center, there is recent evidence
that its electronic spin state can be coupled to long-lived nuclear 29Si spin states [17].
Additionally, due to the optical access of the electronic spin states, both color centers
are interesting as spin-photon interfaces, which mediate the interaction between long-
lived electronic or nuclear spin states used as stationary qubits and single photons for
long distance transmission in a quantum network [18], or for quantum computing [19].
A summary of recent experimental progress in the implementation of these theoretical
proposals will be given below. The efforts to utilize color centers in diamond for quantum
information processing (QIP) can be divided into three groups [20]:
1. Secure quantum communication based on color centers as single photon sources
2. QIP based on entanglement and coherent interaction between neighboring NV
centers
3. QIP based on long-range entanglement between distant NV centers via single
photons within a quantum optical network
In the following, we summarize the first demonstrations of secure communication ex-
periments based on QKD using single NV and SiV centers as single photon sources.
Additionally, we present major achievements in quantum computing, and establishing
a quantum network based on the NV center as a long-lived spin qubit.
Quantum key distribution based on color centers as single photon sources
In 2000, two groups independently demonstrated single photon emission from single
NV centers [21, 22], and in 2004, optical access to the electronic ground state spin
was discovered [13, 14]. Since then, the NV center has advanced to become the most
investigated color center in diamond. The NV center has a relatively long excited
state lifetime of 12 ns [23]. Unfortunately, due to strong electron-phonon coupling, the
spectrum of the NV center is rather broad, extending over 100 nm, of which only 3-4%
is emitted into the zero-phonon line (ZPL) at 637 nm. For applications in free-space
quantum communication, this necessitates tight filtering of the NV center emission.
In contrast to the NV center, the SiV center has been investigated as bright and
narrow-band single photon source [24,25] with short excited state lifetime of 1.28 ns [26]
and with a ZPL at 738 nm into which up to 80% [25] of the photons are emitted. In
low-strain diamond, multiple intrinsically identical SiV centers have been located [26]
that enabled the demonstration of Hong-Ou-Mandel interference on a beam splitter,
proving indistinguishable single photon emission from two separate SiV centers at low
temperatures [27].
Single photons emitted from NV as well as SiV centers have been used successfully
to demonstrate quantum key distribution based on BB84 protocols [12] for tap-proof
communication. The information was encoded in the polarization state of the transmit-
ted single photons. Using single NV centers in nanodiamonds under pulsed excitation,
Beveratos et al. [28] implemented QKD in free space over 50m at night, whereas Al-
léaume et al. [29] performed the experiment in daylight between two buildings separated
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by 30m. These results showed that the usage of single photons for QKD has measurable
advantages over established attenuated laser pulses when the transmission loss exceeds
10 dB [29]. Assuming a typical transmission of light through air of 0.4 dBkm−1 [30,31],
this would correspond to a distance exceeding 25 km. Leifgen et al. [30] demonstrated
for the first time QKD under laboratory conditions using single SiV centers in nanodia-
monds as single photon sources, and compared them to the performance of NV centers.
These proof-of-principle experiments mark the beginning of the usage of single color
centers in diamond for secure communication based on QKD.
NV center for quantum information processing
Besides their application as efficient single photon sources, the great interest in the NV
and SiV centers stems from their electronic spin states that can be optically initialized
and read out. While for the SiV center, investigations on electronic spin manipulation
have started very recently [15–17], including possible access to 29Si nuclear spin via
the hyperfine interaction [17], optical access to the electronic ground state spin of the
NV center has been a known and daily routine in laboratory experiments for about ten
years [13,14]. Since then, multiple seminal experiments have highlighted the NV center
as ideal solid-state spin qubit with extraordinarily long coherence times, well suited for
quantum information processing and quantum computation applications.
Most of the interesting properties are associated with the negatively charged NV
center, whose electronic ground state is a spin triplet state (S = 1) with long-lived spin
sublevels (ms = ±1, 0). The peculiarity of the NV center stems from the fact that the
electronic spin state can be optically initialized and read out [32], even at room tem-
perature, via spin-selective transitions through intermediate, metastable states. After a
few optical cycles under off resonant excitation, the spin state is prepared in its ms = 0
state. Single-shot readout of the electronic spin state was achieved using resonant ex-
citation at low temperatures [33]. Once initialized, the electronic spin transitions can
be manipulated and gate operations can be performed within nanoseconds [34,35] using
microwave striplines directly integrated on the sample.
The coherence time determines the time over which the spin coherently evolves and
can interact with the applied fields. In isotopically purified diamonds, coherence times
up to several milliseconds at room temperature have been reported [36]. In standard iso-
topic diamond, comparable coherence times are achieved using “dynamical decoupling”
techniques [34,37,38] that periodically flip the spin, such that its temporal evolution is
reversed and effectively decoupled from the disturbances of the diamond lattice. Using
dynamical decoupling, spin coherence times of milliseconds [34, 37, 38] at room tem-
perature, and nearly one second at 77K [39], have been achieved in standard isotopic
diamond. Given GHz-manipulation rates [34, 35], this allows for millions of operations
before the spin state dephases.
The main source of decoherence is coupling to nuclear spins of 13C atoms in the
diamond lattice. However, the hyperfine interaction is not only a source of loss but
also provides the chance to achieve even longer coherence times by coupling the NV
electronic spin state to nuclear spins of nearby 13C atoms [40], or of the 14N atom [41]
5forming the NV center. Applying narrow-band microwave pulses acting as a conditional
NOT-gate that flips the electronic spin state conditional on the state of the nuclear
spin has allowed for single-shot readout of single [41] and multiple nuclear spins [42]
under ambient conditions. Using nuclear spins as qubits with coherence times of one
second [40] and manipulation times of microseconds enabled the realization of quantum
memories [43], quantum gate operations [44], quantum algorithms for fast searching
(Grover algorithm) [44], and multi-qubit quantum registers with implemented quantum
error correction [45,46] at room temperature.
The first attempts to integrate multiple qubits have been based on coupling adja-
cent NV centers with one another via dipole interaction between their electronic spins.
Entanglement of the electronic spin states of two NV centers separated by 10 nm [47,48]
and entanglement swapping from the electronic to the 15N nuclear spin state [48] have
been demonstrated. Large scale targeted creation of single NV centers separated by
small distances might be achieved using high-resolution ion-implantation [49].
Long-range entanglement between NV centers in a quantum optical network
The challenge remains to extend the quantum system from a small number of qubits
to large scale networks of spin-based quantum registers using single photons as flying
qubits. Here, the NV center stands out among other spin qubits due to its capability
as a single photon source. Recent experiments have implemented the NV center as a
spin-photon interface that allows one to entangle the spin state and the polarization
state of emitted single photons. Spin-photon entanglement is key to the generation of
large distance entanglement between the spin states of two independent NV centers, and
moreover, to establishing scalable optical quantum networks. This approach requires the
emission of single, indistinguishable photons by the individual NV centers and quantum
interference of the photons on a beam-splitter.
The first component for the realization of optical connections is spin-photon entan-
glement. For the first time, entanglement between the spin state and the polarization
of emitted photons has been demonstrated by driving spin-selective optical transitions
of the NV center at low temperatures [50]. To entangle two separate NV centers, the
emitted photons must be indistinguishable, so that they coherently interfere on a beam
splitter. Stark-tuning of the NV emission lines via external electric fields and tight
filtering of a single fine structure line allowed for the observation of Hong-Ou-Mandel
interference behind the beam splitter of single, indistinguishable photons originating
from different NV centers [51, 52]. These initial demonstrations paved the way for en-
tanglement of the electronic spin states of two NV centers located in two independent
cryostats [53]. Long-distance entanglement of two NV centers was an enormous step
that can be combined with initialization, single-shot read out and local entanglement
operations between the NV electronic spin and nearby long-lived nuclear spins. This has
pioneered extended quantum networks, including quantum repeaters, and determinis-
tic long-distance teleportation. Unconditional teleportation has recently been achieved
using photon-mediated long-distance entanglement between the electronic spins of two
separate NV centers, where the source qubit is encoded in the nuclear spin state [54].
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Although there has been amazing progress toward the implementation of single
color centers in quantum communication, quantum computation, and quantum net-
works, most of the schemes suffer from poor collection efficiencies of single photons.
Moreover, the broad bandwidth and small branching ratio of the NV emission into the
ZPL necessitate tight filtering to discriminate single photon emission from background
contributions [28–30], and to ensure indistinguishability of single photons [53]. For
the demonstration of long-distance entanglement of two NV centers [53], tight filter-
ing entailed a poor success rate of one entangled pair in 12 million attempts [53], which
necessitated an integration time of 158 h. Although SiV emission is much narrower com-
pared to the broadband NV spectrum, SiV centers in nanodiamonds suffer from fairly
low quantum efficiencies, in the range of a few percent [55]. The spectral properties of
single color centers as well as the single photon count rates and generation of entangled
photon pairs can be significantly improved by coupling the single emitters to an optical
nanocavity.
Cavity coupling to single color centers in diamond
A single emitter decays spontaneously by interaction with the vacuum field. This in-
teraction can be strongly enhanced by coupling the single emitter to a cavity. This
has major consequences on the emission properties of the color center. Depending on
the coupling strength compared to losses, we can distinguish between weak and strong
coupling.
In the weak coupling regime, light-matter interaction is dominated by the incoherent
loss processes. However, the interaction is sufficiently strong to enhance the rate at
which single photons are emitted by the color center. The modification of spontaneous
emission via cavity-coupling was first described by E. Purcell in 1946 [56]. Moreover,
the emission process becomes directive in the direction of the cavity mode, allowing for
significantly larger collection efficiencies.
In the strong coupling regime, when the coupling strength exceeds losses, coher-
ent interaction between the color center and the cavity field becomes possible. In that
regime, the emitter and cavity field are no longer treated separately but form one com-
bined hybrid system. Strongly coupled light-matter interaction allows for direct transfer
of the spin coherence from the color center onto the state of the photon emitted into
the cavity mode.
There exist multiple theoretical proposals for coupling of color centers to small cav-
ities requiring either weak or strong coupling. However, experimental state-of-the-art
cavity structures designed for coupling to color centers in diamond do not allow for
entry into the strong coupling regime. Therefore, we focus here on proposals intended
for weak coupling.
Theoretical studies on single NV [57] and SiV centers [58] in diamond coupled weakly
to a photonic crystal nanocavity (see below) predict cavity-enhanced single photon emis-
sion, with significantly reduced excited state lifetimes of the emitter, and preferential
emission into the ZPL with a linewidth strongly reduced via cavity-coupling. At the
7same time, the emission into phonon side bands is significantly suppressed. Moreover,
greatly enhanced radiative decay rates into the ZPL transition yield improved quan-
tum efficiencies of single color centers. Cavity-enhanced single photon emission would
allow quantum key distribution at high bit rates over distances up to 150 km in open
air experiments using color centers in diamond as single photon sources [58].
Besides improved single photon emission, cavity-enhanced readout schemes of the
NV ground state spin based on spin state-selective reflectivity measurements have been
proposed [59]. Theses schemes are based on a single NV center incorporated in a low-Q
photonic crystal cavity (see below) that is fed by a nearby waveguide. By monitoring the
reflectivity signal of weak probe light coupled through the waveguide, the spin state of
the NV center can be deduced. The advantage of this scheme is that it requires much less
excitation intensity and fewer optical cycles for readout than standard schemes. This
reduces the probability of spin-flip transitions and decoherence by optical pumping.
The schemes for spin-selective reflectivity monitoring have been extended to non-
demolition measurement schemes that allow for the creation of entanglement of the NV
spin with the emitted photons [60]. Again, this proposal requires only weak coupling of
the NV center to a small size cavity with a moderate cavity lifetime.
Another theoretical proposal [61] studied deterministic and robust entanglement
generation between two NV centers located in a photonic crystal cavity. The key element
of this proposal [61] is to use a Λ-scheme between long-lived spin ground states of the NV
center. One transition of the Λ-system is coupled to a photonic crystal cavity mode.
This allows for entanglement between two NV spin states, both placed in the same
photonic crystal cavity and coupled to the cavity field.
Based on entanglement generation between individual NV centers, there exist sophis-
ticated proposals that range from the realization of fault-tolerant quantum repeaters [62]
requiring long distance entanglement, to fault-tolerant quantum computing [18].
In order to achieve large coupling strengths between the emitter and the cavity mode,
and strong enhancement of the spontaneous emission rate, cavity structures are required
that exhibit long cavity lifetimes, characterized by the quality factor Q, and small mode
volumes V . To date, coupling between single color centers and nanocavities has been
realized in various systems [63–66] that can be classified into two main categories: the
hybrid approach and the monolithic all-diamond approach. Hybrid implementations
typically involve single color centers hosted in nanodiamonds, or incorporated near the
surface of single crystal diamond substrates that are coupled to the evanescent field
of cavity structures fabricated in non-diamond materials such as gallium phosphide,
silica, or polystyrene. Recent experiments include hybrid coupling to whispering gallery
mode resonators such as polystyrene microspheres [67, 68], silica microtoroids [69] or
-spheres [70], and gallium phosphide microdisks or -rings [71–74], as well as coupling
to two-dimensional photonic crystal cavities fabricated in gallium phosphide [75–77] or
silicon nitride [78]. Moreover, small size Fabry-Pérot cavities [79–82] have been used
for hybrid coupling to single NV centers in nanodiamonds. While hybrid schemes are
straightforward to implement, they often suffer from reduced overlap between cavity
field and NV dipole, as well as from inferior spectral properties of NV centers hosted
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in nanodiamonds or located closed to a surface. On the other hand, the monolithic
all-diamond approach is based on optical cavity structures directly fabricated in single
crystal diamond. This approach allows for direct incorporation of single color centers
at the field maximum of the cavity modes. Several monolithic cavity designs have
been realized in diamond, ranging from whispering gallery mode resonators such as
microrings [83, 84] or microdisks [85], to one- and two-dimensional photonic crystal
cavities in diamond [86–90].
In this work, we focus on monolithic two-dimensional photonic crystal cavities di-
rectly fabricated in thin diamond membranes. They consist of a periodic array of air
holes with one or several missing holes at the center forming the cavity. Light propa-
gation and confinement in photonic crystals rely on distributed Bragg reflections at the
edge of the air holes. Mathematically, this is described by the photonic band structure,
which has a band gap in a certain frequency range given the right structural parameters.
Light propagation with frequencies inside the band gap is hindered through the periodic
material and the light is tightly localized inside the cavity defect region. Photonic crys-
tal cavities are well suited for efficient coupling to color centers as they exhibit extremely
small mode volumes, on the order of one cubic wavelength, and high quality factors.
Moreover, they offer the ability for large scale integration of multiple components, such
as cavities, waveguides, and out-couplers, on one chip.
Scope of this thesis
This thesis aims at controlled coupling of single color centers to photonic crystal cavities
realized in single crystal diamond membranes. To achieve this goal, multiple techniques
have to be combined, including numerical simulations, nano-fabrication, optical confocal
microscopy, and theoretical analysis of cavity-coupling. At the beginning of this thesis,
no techniques for the fabrication of nanometer-size structures in single crystal diamond
were available, and no tuning techniques existed that allowed for frequency matching
the cavity mode to a specific emission line. Moreover, only a few theoretical design
studies on photonic crystal cavities in diamond existed.
After a brief introduction on cavity-coupling, color centers in diamond and our ex-
perimental setup, we perform numerical simulations yielding optimized photonic crystal
geometries with high quality factors and small mode volumes. To realize the simulated
structures in diamond, the first challenge is the fabrication of thin free-standing mem-
branes in high-quality single crystal diamond and subsequent patterning of nanometer-
size structures. To test the performances of the fabricated structures, and for proof-
of-principle experiments, diamond films containing large ensembles of SiV centers are
used. We develop a tuning technique that allows, for the first time, for frequency tuning
a diamond-based photonic crystal cavity. The developed processes are the basis for the
subsequent coupling experiments to single color centers. In order to couple a single
color center to a nanocavity, several challenges have to be tackled. These are the exact
positioning and alignment of the emitter with respect to the cavity electric field, and
the ability to spectrally tune the cavity modes in resonance with the emission line. We
achieve exact positioning using two approaches. The first approach involves the fabri-
9cation of photonic crystal cavities in ultra-pure diamond, and targeted implantation of
nitrogen ions at the center of the cavity structure. The second approach starts with a di-
amond membrane containing single SiV centers. Using positioning markers, a photonic
crystal cavity is structured around it. In combination with cavity tuning, this allows for
deterministic coupling of a photonic crystal cavity to a single color centers in diamond.
Analyzing the internal population dynamics, we demonstrate Purcell enhancement and
inhibition as well as the modification of the radiative quantum efficiency of single color
centers in diamond.
Outline of this thesis
Chapter 2 introduces the basic theoretical model, the Jaynes-Cummings model, describ-
ing light-matter interaction in the framework of cavity quantum electrodynamics. From
the model, we deduce two limiting cases: strong and weak (Purcell) coupling. Moreover,
the chapter gives a brief overview of the different approaches pursued for cavity-coupling
to single color centers in diamond.
Chapter 3 reviews the spectral properties of the NV and SiV centers, as well as their
electronic and vibrational structures, and the process of optical spin polarization of the
NV electronic spin state.
Chapter 4 presents the confocal microscope setup used to locate single color centers
in the diamond membrane, to analyze their spectral properties, to prove single-emitter
character using a Hanbury-Brown and Twiss interferometer, and to measure the excited
state lifetime.
Chapter 5 introduces the concept of photonic crystal cavities, with the focus on two-
dimensional periodic arrangements of air holes etched in a thin diamond slab. We present
the numerical techniques used to calculate photonic band structures and to simulate
field distributions confined in photonic crystal cavities, as well as to calculate quality
factors and mode volumes. By carefully choosing the defect structure and optimizing
the design, we reach small size cavity structures with high cavity Q-factors.
Chapter 6 presents the techniques to fabricate photonic crystal cavities in diamond.
We use two different starting materials: diamond films that contain single SiV centers
and SiV ensembles, and ultra-pure diamond membranes intended for targeted implan-
tation of nitrogen. The fabrication process involves plasma etching to obtain a free-
standing diamond membrane, that is subsequently patterned using a focused beam of
gallium ions. Lattice damages and gallium impurities are removed via an extensive post-
processing step, that allows for the observation of photonic crystal cavity modes in the
spectrum. We deduce the experimental quality factors and discuss possible limitations.
Chapter 7 concerns coupling a photonic crystal cavity to an ensemble of SiV centers.
We develop a tuning technique that successively shifts the cavity modes into resonance
with the SiV emission line. In resonance, we observe an intensity enhancement of the
emission line that we analyze by taking into account spectral and spatial ensemble
averaging, as well as different dipole orientations of the SiV centers.
Chapter 8 is dedicated to targeted creation of single NV centers via ion-implantation
at the center of photonic crystal cavities realized in ultra-pure diamond. We present the
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implantation setup, which is based on a combined system of a nitrogen ion beam and an
atomic force microscope. A nanohole in the tip serves as an aperture for the ion beam.
After high temperature annealing, we verify the successful creation of single NV centers
at the cavity center and evaluate the creation efficiency. To describe cavity coupling to
a broad-band emitter such as the NV center, we adopt an extended Jaynes-Cummings
model developed by Auffèves et al. [91, 92] and Albrecht et al. [80, 81], to determine
a generalized Purcell factor for the implanted NV centers coupled to photonic crystal
cavities.
Chapter 9 focuses on deterministic structuring of a photonic crystal cavity around a
pre-characterized single SiV center using positioning markers. We analyze the emission
properties and internal population dynamics of the single SiV centers before and after
patterning, and evaluate inhibition of the spontaneous emission rate due to the reduced
local density of states. Tuning the cavity modes into resonance, we demonstrate con-
trolled coupling to the narrow SiV emission line. In resonance, we measure the excited
state lifetime and deduce the Purcell enhancement. Moreover, we evaluate a possible




The interaction of a single emitter with the quantized electromagnetic field confined
in an optical cavity is described in the framework of cavity quantum electrodynamics
(cavity QED) (see e.g. [93, 94]). In a representative model, a two-level atom is coupled
to the quantized radiation field confined in an optical resonator. The dynamics of the
system are described by the Jaynes-Cummings Hamiltonian including contributions of
the atom, the cavity field and an interaction term describing atom-photon coupling.
Taking into account dissipation out of the cavity and non-resonant decay of the atom,
one distinguishes two limiting cases: Weak and strong coupling. Weak coupling leads to
the modification of spontaneous emission, whereas strong coupling is characterized by a
coherent exchange of an energy quanta, i.e. a photon, between the atom and the cavity
mode. In the last two decades, laboratory experiments have been able to mimic this
ideal system using for example single atoms or ions in Fabry-Pérot resonators [95–100],
single quantum dots in semiconductor microcavities [101–110] or cooper-pair boxes in
superconducting circuits [111]. In 2012, the field of cavity QED was awarded with the
Nobel prize to Serge Haroche and David Wineland on their seminal experiments of
light-matter interaction involving single atoms and photons in cavities [112,113].
We begin this chapter by defining the key parameters characterizing atom-cavity
coupling, before we briefly introduce the Jaynes-Cummings model including dissipa-
tion. Using the example of single color centers in diamond, e.g. the silicon-vacancy
and nitrogen-vacancy center, we estimate the required cavity specifications in order to
observe weak or strong coupling to solid-state cavities. Finally, we give an overview of
state-of-the-art cavity-coupling experiments involving color centers in diamond allowing
to put the results of the present thesis in the context of current research.
2.1 Two-level atom coupled to an optical cavity
To describe light-matter interaction, we consider a single two-level atom involving a
ground state |g〉 and an excited state |e〉 coupled to the electromagnetic field confined
in an optical cavity (Fig. 2.1). The interaction strength between a single emitter and
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Figure 2.1: Single two-level atom coupled to a cavity mode including losses. The coupling
constant is denoted by g, while the non-resonant decay rate of the atom is symbolized by γ and
the cavity loss rate by κ.
the light field is governed by three parameters: The cavity loss rate κ, the non-resonant
atomic decay rate γ and the coupling constant g. These parameters will be briefly
introduced in the following.
• Cavity photon decay rate κ: The cavity decay rate κ determines the temporal





Here, Q denotes the dimensionless quality factor also referred as Q-factor which
characterizes the temporal confinement of the resonant field limited e.g. by non-
perfect mirror reflectivity or absorption losses. The quality factor is defined by





Besides the temporal confinement, the spatial confinement of the cavity mode





max{ε(~r)| ~E(~r)|2} , (2.3)
where (~r) is the permittivity of the dielectric material within the cavity and ~E(~r)
denotes the electric field of the cavity mode.
• Non-resonant atomic decay rate γ: The non-resonant atomic decay rate can
have various origins: The emitted photons might be radiated in a direction that
does not coincide with the cavity mode. This effect is strongly influenced by the
specific cavity geometry. Alternatively, the atom might decay to other levels, e.g.
to higher vibrational atomic levels, whose transition frequencies do not match the
resonant frequency of the cavity mode. This loss contribution can be minimized
by choosing single emitters with high branching ratios into one specific transition.
A third possibility might be that the excited atom undergoes non-radiative decay
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induced e.g. by scattering processes. To reduce non-radiative decay, it is important
to choose single emitters with a high radiative quantum yield ηqe defined as the
sum over all radiative transition rates compared to the overall decay rate.
• Coupling constant g: The coupling rate g governs the interaction strength
between the atom and the vacuum field confined in the cavity. The coupling rate
g is given by the dipole moment dˆ associated with the atomic transition between
the excited state and ground state and the cavity electric field operator Eˆ divided





Considering the magnitude Evac =
√
~ω/20n2V [115] of the vacuum field in the








 is the refractive index of the medium within the cavity, 0 is the
vacuum permittivity and V is the mode volume defined by equation (2.3). Hence,
to achieve a large coupling strength, it is favorable to choose a cavity design with
a very small mode volume, as g scales as 1/
√
V .
Please note that the definitions of the cavity loss rate κ and the spontaneous decay
rate γ differ from the usual definitions κ˜, γ˜ given in standard textbooks on atomic physics
by a factor of two: κ˜ = ω/2Q and γ˜ = γ/2. In atomic physics, one typically considers
the decay of coherence that is twice as fast as the decay of population that we study in
this work. Our definition is conform with a recent publication [80] on cavity-coupling
to a single NV center and their theoretical model adopted later in this work.
The three parameters g, κ, γ define the time-scale of atom-cavity coupling and al-
low for the classification into two regimes of light-matter interaction with completely
different dynamics. Before we proceed with this classification, we briefly introduce
the theoretical description of atom-cavity coupling governed by the Jaynes-Cummings
model assuming an ideal lossless system. In a second step, we include dissipation in the
mathematical model to account for cavity losses and spontaneous decay of the atom.
Jaynes-Cummings model
The interaction of a single two-level atom with a quantized electromagnetic field confined
to an optical cavity is given by the Jaynes-Cummings Hamiltonian [116–118]:
HˆJC = Hˆatom + Hˆcav + Hˆint (2.6)
The Hamiltonian of the unperturbed two-level atom is given by:
Hˆatom = ~ωaσˆz, (2.7)
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with σˆz = (|e〉〈e|−|g〉〈g|)/2 being the projector operator onto the excited |e〉 and ground
state |g〉 of the atom with an energetic difference of ~ωa.
The Hamiltonian of the quantized field is described by:
Hˆcav = ~ωcaˆ†aˆ, (2.8)
with aˆ† and aˆ being the creation and annihilation operators of photons in the cavity
with aˆ|m〉 = √m|m− 1〉 and ωc being the angular frequency of the resonator.
In the dipole approximation, the atom-photon interaction is determined by the Hamil-
tonian:
Hˆint = −dˆ · Eˆ, (2.9)
including the two-level atomic dipole operator dˆ = ~dσˆ† + ~d∗σˆ and the electric field
operator Eˆ = ~E(~r)aˆ− ~E∗(~r)aˆ†, where σˆ† = |e〉〈g| and σˆ = |g〉〈e| are the atomic raising
and lowering operators. The spatially varying electric field amplitude ~E(~r) = Evac~eE(~r)
is characterized by the vacuum field amplitude and the unit direction vector ~eE(~r). In
the rotating wave approximation, the interaction Hamiltonian is given by [117]:
Hˆint = ~gσˆ†aˆ+ ~g∗aˆ†σˆ, (2.10)
with the coupling constant g introduced via equations (2.4)-(2.5). The eigenstates |e,m〉
and |g,m〉 of the non-interacting atom-cavity Hamiltonians Hˆatom+Hˆcav are referred as
bare states with eigenenergies Ee,m = ~(mωa + ωc/2) and Eg,m = ~(mωa − ωc/2). They
are constructed via the tensor product of the atomic excited |e〉 and ground state |g〉
and the cavity photon number states |m〉, with m ≥ 1. In the basis of the bare atom
and cavity states |e,m − 1〉 (atom in excited state and m − 1 photons are present in
the cavity) and |g,m〉 (atom in ground state and m photons in the cavity), the new
eigenstates |m,+〉, |m,−〉 of the coupled atom-cavity system governed by the Jaynes-
Cummings Hamiltonian HˆJC can be expressed as follows [118]:
|m,+〉 = cos θm|g,m〉+ sin θm|e,m− 1〉 (2.11)
|m,−〉 = sin θm|g,m〉 − cos θm|e,m− 1〉 (2.12)
The eigenstates |m,+〉, |m,−〉 of the hybrid atom-cavity system are referred to as
dressed states with the coupling angle θm defined by [118] 1:
tan2 θm =
Ωm + ∆
Ωm −∆ , (2.13)
where ∆ = ωa − ωc denotes the atom-cavity detuning and Ωm is the Rabi-frequency :
Ωm =
√
∆2 + 4g2m (2.14)
By expressing the dressed states in the basis of the atom and cavity modes, we find
that the energy oscillates coherently between the two states |g,m〉, |e,m − 1〉 with a
frequency Ωm. Physically, this means that the excited atom emits a photon into the
1Here, we use sin θm = tan θm/
√
1 + tan2 θm and cos θm = 1/
√
1 + tan2 θm


























Figure 2.2: Jaynes-Cummings model: A single emitter described by a two-level system with
an excited state |e〉 and a ground state |g〉 couples to a quantized electromagnetic field confined
within a cavity. The cavity states are given by the photon number states |m〉 withm ≥ 1. In the
uncoupled case, the bare states are given by the tensor product |g,m〉 and |e,m〉. The eigenstates
of the coupled emitter-cavity system are referred to as dressed states, whose eigenenergies are
separated by the Rabi-frequency Ωm. (After [119])










Figure 2.2 shows the energy level scheme of the bare atom-cavity states as well as of
the dressed atom-cavity system. When the atom is resonantly coupled to the cavity
(∆ = 0), the dressed states are energy doublets separated by ~Ωm = 2
√
m~g. For an
empty resonator (m = 1), we obtain an energy splitting of ~Ω1 = 2~g. This splitting
is often referred as normal-mode splitting or vacuum Rabi splitting and arises from the
interaction of the atom with the vacuum field in the cavity.
Dissipative Jaynes-Cummings Hamiltonian
The Jaynes-Cummings Hamiltonian describes a reversible process of coherent energy
exchange between the atom and the cavity field. However, in the experiment, we have
to include dissipation, i.e. coupling to a reservoir. The origins of dissipation are either
leakage of photons out of the cavity at a rate κ or spontaneous emission of the excited
atom at a rate γ. In chapter 8, we will extend the standard model to further dissipation
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terms such as pure dephasing or higher vibrational levels of the NV center. However,
for now, we restrict to the principal loss rates κ and γ. Our derivation follows [118].
The system subjected to dissipation is conveniently described in terms of the density





[Hˆ, ρˆ] + Ldiss(ρˆ), (2.16)








k − ρˆCˆ†kCˆk − Cˆ†kCˆkρˆ). (2.17)
The collapse operator of spontaneous emission is given by Cˆspont =
√
γσˆ, while the
collapse operator of cavity decay is determined by Cˆcav =
√
κaˆ. Using the collapse op-





[Hˆeff, ρˆ] + γσˆρˆσˆ† + κaˆρˆaˆ†, (2.18)
with an effective Hamiltonian:






In the basis of the bare atom cavity states |e,m− 1〉 and |g,m〉, the eigenvalues of the




















with the complex Rabi-frequency Ωdissm including dissipation:
Ωdissm =
√
[∆2 − i(γ − κ)]2 + 4g2m. (2.21)
The real part of the complex eigenvalue (2.20) determines the energy Erm,± of the coupled
states, whereas the imaginary part governs the dissipation rate γm,± such that
Edissm,± = Erm,± − i~γm,±. (2.22)
Depending on the rates g, κ and γ, we distinguish between the strong coupling limit,
if 2g  (γ, κ) and the weak coupling regime, if 2g  (γ, κ). For these intervals, the
Rabi-frequency given by equation (2.21) becomes either real valued or purely imaginary,
respectively. In the strong coupling regime, the coupling rate between the atom and
cavity mode is much faster than the loss rates κ and γ. In that case, a photon emitted
by the atom into the cavity mode can be re-absorbed by the atom before it is lost. This
regime allows for the study of coherent interaction between the atom-cavity field. In
contrast, in the weak coupling regime also referred to as Purcell regime, the loss rates
dominate the interaction such that photon emission is an irreversible process. However,
in this regime the spontaneous emission rate of the atom can be significantly altered.
Here, we discuss the characteristic properties of the two regimes for the resonant case
∆ = 0.
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Strong coupling regime
In the limit 2g  (κ, γ), the solution resembles to the lossless case without dissipation
as discussed before. As the coupling constant g exceeds the loss rates, light-matter
interaction becomes a reversible process. The coherent exchange of a photon between
the cavity and the atom happens at the Rabi-frequency Ωdissm :
Ωdissm =
√
4g2m− (γ − κ)2. (2.23)
The energy coherently oscillates between the states |g,m〉 and |e,m − 1〉 at the Rabi-
frequency. The eigenstates of the coupled system are dressed states of the emitter
and cavity field with energy levels separated by ~Ωdissm . In the experiment, the energy
splitting of the eigenstates results in two resonant peaks in the spectrum under weak
optical probing. In solid-state systems, the emission line of the single emitter is often
tuned into resonance with the cavity mode giving rise to the typical anti-crossing of the
strongly coupled emitter-cavity states.
Weak coupling (Purcell) regime
In the limit 2g  (κ, γ), dissipation dominates the time evolution of the system and
hinders Rabi oscillations to occur. In the weak coupling limit, we distinguish between
two regimes: If the cavity loss rate determines the dynamics, i.e. κ  (γ, 2g), we
refer to this regime as bad cavity regime, whereas if the atomic loss rate dominates,
i.e. γ  (κ, 2g), we refer to this limit as bad emitter regime. For typical solid state
implementations like ours, the cavity decay rate is two to three orders of magnitude
larger than the spontaneous emission rate. Hence, we operate in the bad cavity regime.

































Eigenstates of the system are the bare cavity and atom states and for zero detuning, the
states are degenerate. Although irreversible losses are dominant, light-matter interaction
in the weak coupling regime results in a modification of the spontaneous emission rate















The cavity decay rate κ is slightly modified in the presence of the emitter by a factor
4g2/κ2. At the same time, the spontaneous emission rate of the atom can be enhanced
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The total spontaneous emission rate γcav = γ+γon is given by the sum of the bulk atomic
decay rate γ and the on resonance spontaneous emission rate γon = γ FP enhanced or
inhibited by the cavity Purcell factor. For an emitter placed in a homogeneous medium







where the prefactor 1/3 accounts for a random dipole orientation. Taking into account


























This equation was first derived by E. Purcell in 1946 [56] to describe the enhancement
of spontaneous emission via cavity-coupling. The Purcell factor is a convenient figure
of merit that characterizes cavity-coupling and allows for the comparison between dif-
ferent cavity designs. A Purcell factor FP > 1 implies enhancement of the spontaneous
emission rate, while FP < 1 symbolizes inhibition of the decay rate. In order to achieve
large Purcell enhancement, cavity designs should be chosen with a high ratio Q/V im-
plying a high quality factor and a small mode volume. In chapter 5, we will see that
the enhancement of the emission rate is related to a high local density of states at the
resonant frequency of the cavity mode. In contrast, if the local density of states is sig-
nificantly reduced, as it is the case e.g. for frequencies within the photonic band gap,
the transition rate is suppressed as there are no modes into which the atom can emit.
Please note that the Purcell factor has been derived under the constraint that the
atomic emission linewidth is much narrower than the cavity linewidth [121]. Moreover,
equation (2.31) defines an ideal Purcell factor assuming the emitter to be placed at
the field antinode of the cavity mode with the emission frequency coinciding with the
cavity mode ω = ωc and its dipole moment oriented along the field. In chapter 5, we
derive a more general expression of the Purcell factor starting from Fermi’s Golden Rule,
including spatial and spectral detuning and the dipole orientation of the emitter.
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The β-factor determines the ratio of photons emitted into the cavity mode compared to
the total number of photons released by the emitter. Ideally, the spontaneous emission
coupling factor would be equal to unity guaranteeing directive channeling of all photons
into the cavity mode. However, in a realistic cavity, the β-factor is smaller than one
and approaches unity only for large Purcell factors FP .
Cavity specifications for weak and strong coupling to color centers in dia-
mond
Up to now, we have introduced the formal mathematical criteria to achieve strong or
weak cavity-coupling to an ideal two-level atom. In this thesis, we focus on coupling
a small photonic cavity to single optically active defect centers in diamond. Assuming
realistic excited state lifetimes and emission linewidths, we here exemplarily evaluate
the required cavity specifications, i.e. quality factors and mode volumes, for weak and
strong coupling to prominent color centers in diamond, namely the silicon- and nitrogen-
vacancy center. As indicated above, for typical solid state cavity-coupling experiments,
we have κ  γ. Therefore, to enter the strong coupling regime, we have to fullfill the
condition 2g  κ.
First, let’s consider the case of a single SiV center with a zero-phonon line at 738 nm
coupled to a photonic crystal cavity. For SiV centers in low-strained single crystal dia-
mond, an excited state lifetime of 1.28 ns [26] has been determined at room temperature
yielding γ = 770MHz. Taking into account the definition of the cavity decay κ = ω/Q
(eq. (2.1)) and expression (2.30) for the coupling constant g, we find the following








Assuming a modal volume of the photonic crystal cavity of V = 1 (λ/n)3, which is
state-of-the-art of current photonic crystal cavities in diamond, this puts a lower limit
to the quality factor of Q  6, 600 (κ  390GHz). In the case of a single NV center
with a zero-phonon line at 637 nm and an excited state lifetime of typically 12 ns [23],
corresponding to γ = 83MHz, a quality factor of Q 20, 000 (κ 140GHz) would be
required to observe strong coupling.
The cavity structures realized in this thesis do not achieve quality factors exceeding
1,200. Therefore, we are sure to operate in the weak coupling regime. For effective
Purcell enhancement, the cavity linewidth has to be larger than the emission line [121].
At room temperature, SiV centers exhibit extraordinarily narrow zero-phonon linewidths
down to 0.7 nm [25] (at 738 nm). This linewidth puts an upper limit on the cavity Q-
factor of Q 1, 000. Together with the extremely small mode volume of diamond-based
photonic crystal cavities of around one cubic wavelength, Purcell factors as high as
FP ≈ 80 could be achieved coming along with up to β ≈ 98.8% of the emitted photons
channeled into the cavity mode.
We would like to emphasize that in our simple estimation, we assume ideal emitters
to deduce the minimum and maximum cavity quality factors required for strong and
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weak coupling. However, in the experiment, the exact position of the solid state emitter
and its dipole orientation with respect to the maximum cavity electric field as well as
the spectral detuning of the emitter-cavity lines play a crucial role for efficient cou-
pling. Moreover, for real emitters, the actual radiative quantum efficiency and the ZPL
branching ratio have to be taken into account. The detailed analysis of cavity-coupling
including all these contributions as well as the determination of the quantum efficiency
of single SiV centers and the theoretical description of cavity-coupling to broad-band
emitters such as the NV centers are subject to the present thesis.
2.2 Cavity-coupling experiments in solid-state systems
Seminal experiments reported weak and strong coupling of single emitters to a cavity.
The first observation of the Purcell effect at optical frequencies was made by Heinzen et
al. [122] using Yb atoms in Fabry-Pérot cavities. Measuring lifetime shortening via Pur-
cell coupling to macroscopic Fabry-Pérot cavities is challenging due to the requirement
of high Q-factors and small mode volumes. Therefore, one of the clearest demonstra-
tions of Purcell enhancement has been performed using solid-state microcavities such as
dielectric contrast micropillars, whispering gallery mode resonators or photonic crystal
cavities [123] as they offer high Q/V ratios. Here, we name some of the seminal ex-
periments performed with single quantum dots and give a brief overview over current
progress in cavity-coupling to color centers in diamond.
Cavity-coupling experiments with quantum dots
The emission of quantum dots has been Purcell enhanced using GaAs/AlAs micropillars
[101,102], GaAs microdisks [103] and photonic crystals [104] fabricated in GaAs. Similar
cavity designs (micropillars [105, 106], -disks [107] and photonic crystal cavities [108])
have been used subsequently to demonstrate strong coupling to single quantum dots.
Moreover, inhibition of spontaneous emission has been reported for single quantum
dots embedded in a GaAs nanowire [124]. Semiconductor fabrication techniques are
developed to such an extend that even deterministic coupling of single quantum dots
to photonic crystal cavities has been achieved [109, 110]. In these experiments [109,
110], a single quantum dot could be located via atomic force microscopy at the sample
surface by growing stacks of tracer dots on top of the original quantum dot. Once
identified, a photonic crystal cavity has been fabricated around the single emitter and
the cavity modes were shifted into resonance via temperature tuning. This allowed
for the observation of deterministic strong coupling. All these experiments required
cryogenic temperatures.
Cavity-coupling experiments with color centers in diamond
In recent years, color centers in diamond have attracted much interest due to their long-
lived electronic spin states even at room temperature and their prospects for efficient
spin-photon interfaces when coupled to a cavity. To date, coupling experiments to
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single color centers in diamond have been reported for various cavity systems that
can be divided in two main categories: The hybrid approach and the monolithic all-
diamond approach. For a review of cavity-coupling to color centers in diamond see
e.g. [63–65]. We briefly present recent coupling experiments and discuss the advantages
and remaining challenges of the two concepts.
Hybrid approach
In the hybrid approach [66], single color centers incorporated in nanodiamond particles
or single crystal diamond are coupled to the evanescent field of a non-diamond cavity
structure fabricated e.g. of gallium phosphide, silica or polystyrene. Hybrid approaches
are straightforward to implement and profit from highly developed processing techniques
of semiconductor materials enabling high-Q cavity structures.
Interestingly, the first experiment [125] on hybrid coupling between nanodiamonds
containing NV centers that were drop-coated on a silica microsphere claimed to ob-
serve strong coupling. The whispering gallery modes and the NV ZPL were tuned into
resonance via temperature variation from 6 to 12K. Up to now, the results, i.e. the
demonstration of strong coupling, were not reproduced by any other group.
In recent years, several precise positioning techniques based on scanning near field
tips [67, 68], atomic force microscopy tips [75, 78, 126–129], tapered fibers [69] or thin
tungsten tips incorporated in a scanning electron microscope [77, 130] have been de-
veloped that allow for picking up a preselected nanodiamond and place it on top of
a non-diamond resonator. First experiments reported the modulation of the broad-
band spectrum of nitrogen-vacancy centers via evanescent coupling to whispering gallery
mode resonators such as polystyrene microspheres [67, 68], silica microtoroids [69] or -
spheres [70] and gallium phosphide microdisks [71] .
Controlled enhancement of the zero-phonon line intensity was demonstrated for sin-
gle NV centers in nanodiamonds when coupled to photonic crystal cavities fabricated in
silicon nitride [78] or gallium phosphide [75–77]. Wolters et al. [75] observed intensity
enhancement of the ZPL by a factor of 12 when placing a preselected nanodiamond
with a single NV center on top of a GaP three missing hole photonic crystal cavity
with Q = 1, 000 and V = 0.75(λ/n)3. Moreover, they demonstrated tuning of the
cavity modes to the ZPL wavelength by local oxidation of the GaP material via laser
irradiation. Unfortunately, upon tuning the cavity quality factor decreased to Q = 600.
To overcome the drawback of weak emitter-field overlap due to evanescent coupling,
van der Sar et al. [77] placed a nanodiamond inside an air hole of a GaP photonic crystal
cavity. The cavity design, consisting of a square lattice of air holes with one hole defect
at the center, was chosen such that the mode field maximum was located within the air
hole. No tuning technique was applied to shift the cavity mode with Q = 3, 800 into
resonance with the NV ZPL, but the mode was blue detuned by several nanometers.
When the nanodiamond containing a single NV center was placed in the photonic crystal
air hole, the resonant mode was fed by the broad-band NV luminescence and could be
clearly distinguished in the spectrum.
Instead of displacing the nanodiamond, Englund et al. [76] pursued the inverse
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approach and positioned a GaP photonic crystal cavity above diamond particles dis-
persed on a cover slip. When the three missing hole cavity with Q = 550 − 600 and
V = 0.74(λ/n)3 was positioned directly above a nanodiamond containing a single NV
center, they measured an intensity increase by a factor of ∼ 4 coming along with a
lifetime reduction of the NV excited state from 16.4 ns to 12.7 ns. However, they stated
that the lifetime reduction was primarily attributed to the increased refractive index
surrounding the NV center. Analyzing the intensity enhancement and lifetime change,
they deduced a spectrally resolved Purcell factor of 7.
Alternatively to solid state devices, single NV centers in nanodiamonds have also
been coupled to Fabry-Pérot [79] and fiber-based microcavities [80–82], consisting of
curved mirrors written at the end-facet of an optical fiber. These resonators can be
easily and widely frequency tuned and allow for direct fiber-based in- and out-coupling
of single photon emission. By coupling broad-band NV centers to fiber-based cavities,
phonon-assisted cavity feeding was observed and theoretically described [80]. Within
this framework, an extended model of Purcell enhancement of broad-band emitters such
as the NV center was developed [80].
NV centers incorporated in nanodiamonds often suffer from material strain or poor
spectral properties, e.g. spectral diffusion induced by charge fluctuations originating
from non-diamond phases, defects or the presence of a nearby surface. Moreover, the
orientation of the NV dipole moment in the nanodiamond is unknown and can neither
be controlled nor aligned to the cavity field in these experiments. These limitations
can be overcome by using single crystal diamond as host material for color centers in
diamond. First attempts of implementing single crystal diamond in hybrid coupling
schemes have been performed. Large ensembles of NV centers incorporated in single
crystal diamond nanopillars, that were fabricated via reactive ion etching, were coupled
to a silica microsphere with Q = 2 × 106 and V = 4, 080(λ/n)3 positioned above the
pillar [70]. The NV emission was modulated by the whispering gallery modes that were
in- and out-coupled of the microsphere using a tapered fiber opposite to the nanopillar
[70].
Other experiments by Barclay and Fu et al. [72–74] were based on NV centers im-
planted near the surface in pure single crystal diamond. On top of the diamond, GaP mi-
crorings and microdisks were fabricated with quality factors ofQ = 3, 500−9, 000 [72–74]
and V = 3−18(λ/n)3 [72,74]. Measurements were performed at room [72] and cryogenic
temperatures [73,74]. By condensing xenon gas onto the structures at low temperatures,
cavity modes were tuned by 1.5−3 nm onto the NV ZPL and the cavity-coupled emission
was collected using either a tapered fiber [73] or a microscope objective [74]. On reso-
nance, a lifetime reduction from 11.6 ns to 9.7 ns [74] was observed for single NV centers
at cryogenic temperatures coming along with an intensity increase in the ZPL signal
by a factor of 6 [74]. In contrast, no lifetime change was observed for NV ensembles
probably prevented by ensemble averaging effects [73].
All these experiments aim at Purcell enhancement of the spontaneous emission rate
by coupling to a high-Q cavity mode. It is noteworthy that inhibition of spontaneous
emission of a single NV center has equally been demonstrated recently [131]. Incorporat-
ing nanodiamonds containing single NV centers in a three-dimensional photonic crystal
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of self-assembled polystyrene spheres, the NV excited state lifetime was increased by
30% when the photonic band gap overlaps with the NV emission spectrum [131].
The hybrid approach is a flexible and versatile tool. The integration of single NV
centers in nanodiamonds or single crystal diamond to non-diamond cavities have enabled
successful demonstration of intensity inhibition and enhancement as well as lifetime re-
duction via Purcell coupling. However, the observed coupling strengths are moderate
and mostly limited by the inability to position the color centers at the field maximum.
Moreover, the scheme suffers from random dipole orientation and poor spectral prop-
erties of NV centers hosted in nanodiamonds due to spectral diffusion and material
strain as well as from significant degradation in the cavity Q-factor due to scattering
losses in the presence of nanodiamonds or -pillars. These limitations might be overcome
by implementing direct integration and coupling of single color centers to monolithic
all-diamond cavities.
All-diamond approach
The monolithic all-diamond approach is based on cavity structures that are directly
fabricated in diamond. The challenge here is the fabrication of free-standing single
crystal diamond membranes and the precise patterning of the diamond material. In
recent years, diamond processing techniques have been developed and improved based
on (inductively coupled) reactive ion etching (ICP-RIE) in an oxygen plasma or focused
ion beam (FIB) milling with gallium ions. In the last few years, these new capabilities
enabled the realization of high-Q whispering gallery mode resonators as well as photonic
crystal cavity structures in single crystal diamond.
Faraon et al. [83] fabricated microrings and -disks via ICP-RIE in single crystal
diamond attached to a silica substrate. By cooling the sample to cryogenic temperatures
and condensation of xenon gas, the cavity modes with Q ≈ 4, 000 and V = 17−32(λ/n)3
could be tuned into resonance with the ZPL of single NV centers. In resonance, an
increase in the photoluminescence signal by a factor of 5 and a lifetime reduction from
11.1 ns to 8.3 ns were observed. Taking into account the ZPL branching ratio of 3%, the
authors deduced a Purcell factor of 11.
Similar microrings were realized by Hausmann et al. [84]. The emission of a single
NV center incorporated in the microring was collected with an overall efficiency of 10%
using a nearby optical waveguide with grating in- and out-couplers.
Besides the resonant enhancement of NV emission, microdisk cavities with Q =
2, 200 were also used for coupling to ensembles of silicon-vacancy centers. Lee et al. [85]
reported a lifetime decrease from 1.8 ns to 1.48 ns of SiV ensembles that were incorpo-
rated into microdisks and compared to ensemble emission next to the structure.
The first photonic crystal cavities intended for coupling to NV centers were fabricated
in suspended nanocrystalline diamond films using reactive ion etching [132]. However,
due to pronounced absorption and scattering losses in nanocrystalline diamond, the
quality factors were limited to 600.
Within the framework of this thesis, I was the first who realized one- and two-
dimensional photonic crystal cavities in single crystal diamond using an unique material
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system of diamond films grown on a sacrificial substrate. The diamond was patterned
using FIB. In our publication [86], I demonstrated for the first time cavity tuning via
oxidation in air and observed a room-temperature resonant intensity enhancement of
the ZPL of incorporated ensembles of SiV centers by a factor of 3. Details on this
experiment are presented in chapter 7.
Subsequently, Faraon et al. [87] demonstrated coupling of single NV centers to a
two-dimensional photonic crystal cavity with Q = 3, 000 and V = 0.88(λ/n)3 patterned
via ICP-RIE. Using gas condensation at cryogenic temperatures, the cavity frequency
was matched to the NV ZPL. The intensity was resonantly enhanced by a factor of
26 coming along with a lifetime reduction from 13.7 ns to 4.0 ns. Considering the ZPL
branching ratio, the authors of [87] deduced a Purcell factor of 69, which is the largest
Purcell enhancement of a single color center reported up to date.
Equally using ICP-RIE etching, one-dimensional photonic crystal cavities with incor-
porated single NV centers have been realized in single crystal diamond [88, 90]. Cavity
tuning was accomplished via heat oxidation and gas condensation at low temperatures.
With a quality factor of Q = 1, 600 and a mode volume of V = 3.7(λ/n)3, Hausmann
et al. [88] measured an intensity increase of the NV ZPL by a factor of 7.
Significantly larger Purcell enhancement of single NV centers was demonstrated by
Li et al. [90] using one-dimensional ladder-type cavities. WithQ = 3, 300, they measured
a lifetime reduction of a randomly coupled NV center from 18.4 ns to 6.7 ns via cavity
coupling, while preserving long spin coherence times of 230µs of the NV center [90]. In
the same publication [90], the authors reported record quality factors up to 10,000 for
diamond-based photonic crystal cavities.
All these experiments relied on random positioning of color centers within the mono-
lithic cavity structures and the emitter-cavity systems were post-selected after fabrica-
tion for optimum coupling. Within the framework of this thesis, two approaches for
deterministic coupling of single color centers to monolithic photonic crystal cavities in
diamond have been developed. The first approach relies on targeted implantation of N+
ions at the cavity center through a nanohole in an AFM tip, while the second solution
uses fabrication of a photonic crystal cavity around a preselected SiV center. Details on
these experiments are given in chapters 8 and 9.
A related idea was recently presented in a conference contribution [133], where the
authors proposed to use a small hole in a silicon mask as an aperture upon N+ implan-
tation at the center of a cavity structure.
Although technically more demanding than the hybrid approach, cavity-coupling
to a monolithic all-diamond cavity seems to be the concept of choice, as it allows for
optimal emitter-field overlap, for well-defined orientations of the emitter dipole moment
and for spectral tuning of the cavity modes. With advancing progress of precise pattern-
ing techniques, growth of high-quality diamond films and high-resolution implantation
schemes, deterministic coupling of a single color center to diamond-based microcavities
and the possible observation of strong coupling is within reach.
This chapter provided the basic theoretical description of coupling a two-level single
emitter to a cavity structure of high quality factor and small mode volume. The here
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introduced mathematical framework is essential to derive figure of merits characterizing
light-matter interaction including cavity loss and spontaneous decay. Moreover, it is
the basis for computations on the local density of states, the spontaneous emission rate
and the Purcell factor of designed microcavities via the radiated power. In chapter 5,
we derive a relation between the four parameters and present simulations on photonic
crystal structures in diamond. For convenience, the emitter was modeled by a two-level
atom that decays exclusively radiatively via a narrow-band transition. In chapters 7
and 9, we refine the here introduced Purcell factor to explain experimentally observed
intensity enhancement and lifetime reduction when a photonic crystal cavity mode is
tuned into resonance with the narrow-band emission of an ensemble and single SiV
centers. Thereby, we take into account the emission properties of real emitters such
as the radiative quantum yield and non-resonant decay rates, i.e. phonon side bands,
of the SiV centers as well as the the actual emitter position, dipole orientation and
spectral detuning from the cavity mode. For broad-band emitters such as the NV center
with emission lines exceeding the cavity linewidth, the standard Purcell model fails. In
chapter 8, we further extend the dissipative Jaynes-Cummings model and include higher
order vibrational levels and additional loss terms such as pure dephasing to calculate
cavity-coupling to the broad band NV center.
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Chapter 3
Color centers in diamond
This chapter introduces the optical and spin properties of the nitrogen-vacancy (NV) and
silicon-vacancy (SiV) color center in diamond that are used in this thesis as single photon
sources for coupling experiments to diamond-based photonic crystal cavities. We start
by introducing diamond as a host material for optically active defect centers. As a next
step, selected color centers are presented that have been investigated in recent years
as single photon sources. Among them the nitrogen-vacancy and the silicon-vacancy
center are the most prominent and most investigated defect centers. The NV center
is famous for its long-lived spin states that can be optically initialized and read out.
The drawback of the NV center is its broad-band emission spectrum. The SiV center
has been investigated as efficient narrow-band single photon source. Moreover, very
recent experiments on the SiV center show strong evidence of an optically accessible
spin. Here, we introduce the main properties of both centers including the emission
spectrum, the dipole orientation as well as the electronic and vibronic level structure.
Moreover, the scheme to optically initialize and readout the electronic spin state of
the NV center is discussed as well as recent experiments on the SiV electronic spin.
Finally, we introduce a simple three-level system of the electronic structure to deduce
the internal population dynamics and the excited state lifetime of the color centers from
experimental power-dependent intensity auto-correlation measurements.
3.1 Diamond
For building devices that enable the incorporation of single emitters and take advantage
of quantum mechanical properties such as long coherence times, diamond seems to be
the material of choice. Diamond consists of a tetrahedral arrangement of carbon atoms,
which are bound over sp3 hybrid orbitals in a face centered cubic (fcc) crystal lattice.
The primitive Bravais cell consists of two basis carbon atoms situated at (0, 0, 0)a and
(1/4, 1/4, 1/4)a with a lattice constant a = 3.567Å. Hence, the structure can be seen
as two face centered cubic crystals displaced by (1/4, 1/4, 1/4)a. A schematic of the
diamond crystal structure is shown in figure 3.1(a).
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Due to its covalent bonds, diamond is the hardest naturally occurring material widely
applied as cutting tool for industrial applications. It exhibits high thermal conductivity,
5 times larger than copper and therefore is often used as a heat spreader. In the visible
spectral range, diamond has a high refractive index of n = 2.4 well suited for the
realization of small cavity structures that rely on dielectric index contrast. Diamond
has an excellent mechanical stiffness with a high Young’s modulus of 1,000GPa and
a Poisson’s ratio of 0.1, ideal for the realization of mechanical resonators with high
frequency. Moreover, due to its bio-compatibility, diamond seems to be a promising
platform for various medical applications.
Diamond has the widest optical band gap of all known solids extending over 5.5 eV
[134]. This makes it transparent from the ultraviolet (220 nm) to the far-infrared
(2.5µm). Being transparent over a wide spectral region, diamond is an ideal host mate-
rial for various optically active lattice or impurity defects forming discrete energy levels
inside the band gap of diamond. Natural diamond typically contains large amounts of
impurity atoms that hinder the localization of isolated optical centers. In contrast, ar-
tificial diamond can be synthesized with high purity representing an ideal host material
for single optically active defect centers.
There exist two common production methods of synthetic diamond: The high pres-
sure high temperature (HPHT) approach and chemical vapor deposition (CVD). In a
HPHT process, graphite is transformed in a hydraulic press under pressures up to sev-
eral gigapascal and temperatures up to 1,500◦C into diamond which is the more stable
phase under these extreme conditions [135–138]. The transformation process is accel-
erated by addition of a catalyst, e.g. metals such as nickel or iron. Typically, this
method suffers from high nitrogen content yielding yellow colored diamond. However,
very recently upon recrystallization via a temperature gradient, the synthesis of very
pure HPHT diamond has been reported [139]. A second method to deposit synthetic
diamond is chemical vapor deposition [140]: In a plasma process, diamond is grown
on various substrates using methane-hydrogen gas mixtures. The most common CVD
methods use either strong microwave fields or hot filaments to created the plasma (for
a review see e.g. [141]). Typically, single crystal diamond can only be grown on sin-
gle crystal diamond substrate, e.g. on HPHT substrates. This process is referred to
as homoepitaxial growth. However, recent studies investigate the deposition on non-
diamond substrates such as iridium [142] or platinum [143]. This synthesis is referred
as heteroepitaxial growth which allows for the deposition of thin quasi single crystal
diamond films on sacrificial substrates that can be easily removed after growth. For
that reason, heteroepitaxial diamond films are particularly interesting for the realiza-
tion of thin free-standing diamond membranes. Besides single crystal diamond samples,
single isolated nanodiamonds containing only few down to one optically active defect
center have attracted much attention in recent years as fluorescence markers for biologi-
cal and life science applications [144,145]. These nanodiamonds can be grown via CVD
process on non-diamond substrates [25], produced via detonation synthesis [146] or via
disintegration of diamond films [147].
We distinguish between different crystallinities of diamond, ranging from mono or
single crystal diamond over polycrystalline to nanocrystalline diamond films. Poly- and
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nanocrystalline films consisting of isolated diamond grains with sp2 hybridized grain
boundaries and graphite-like inclusions. These non-diamond phases give rise to material
absorption and scattering losses strongly limiting the performances of any optical device.
To overcome absorption and scattering losses, we here focus on single crystal diamond.
A measure of the diamond quality is the Raman spectrum. High-quality single crystal
diamond with low intrinsic strain exhibits a Raman line at 1332.5 cm−1 [134], that
might shift in the presence of strain. In contrast, sp2 bonded disordered carbon phases
or graphite-like inclusions can be revealed by broad Raman peaks around 1360 cm−1
(D-band of disordered carbon) and around 1560 cm−1 (G-band of graphite) [134].
Diamond is typically classified in type I and II depending on the presence or absence
of nitrogen impurities that can be detected using i.e. IR absorption spectroscopy [148,
149]. Type I diamond with significant nitrogen concentrations is further subdivided
according to the arrangement of nitrogen impurities [150]: Type Ia diamond contains
aggregated nitrogen clusters, while in type Ib diamond, single isolated nitrogen atoms
are incorporated. Type II diamond has no measurable content of nitrogen and is further
divided according to the concentration of boron impurities: Type IIa lacks of significant
boron concentration, whereas IIb diamond contains boron impurities that are thought to
be isolated atoms replacing carbon atoms in the diamond lattice. Type IIb diamond is
known for its electrical conductivity as a direct consequence of the boron concentration.
In recent years, ultra-pure diamond referred to as “electronic grade” became available
with a nitrogen concentration N0s < 5 ppb and a boron concentration B < 1 ppb [151]
(1 ppb = 1 part per billion < 1.7×1014 cm−3). Besides synthesis of ultra-pure diamond,
isotopically enriched diamond referred to as “quantum grade” with a 13C content < 0.3%
and a nitrogen impurity concentration N0s < 0.05 ppb has been engineered [36, 152] to
allow for ultralong spin coherence times of paramagnetic optically active defect centers
hosted in the diamond (namely the nitrogen-vacancy center, see below).
3.2 Color centers in diamond
Due to its wide band gap and its associated transparency window covering the ultravi-
olet to the far-infrared spectral range, diamond is an excellent host material for single
optically active defect centers. These lattice or impurity defects in diamond are referred
to as color centers. The name is motivated by the fact that in large concentrations these
defect centers are responsible for the coloration of the diamond gemstone. The reason
is that defect centers provoke discrete energy levels within the band gap of diamond. In
large concentration, the induced characteristic absorption of light results in coloration of
the diamond in complementary color to the absorbed light. In very dilute concentration,
isolated single color centers have been investigated as sources of single photons.
The requirements for an efficient, easy-to-handle single photon source based on solid
state emitters are: a narrow emission line, photostability, room temperature opera-
tion, high count rates, well defined polarized emission, small lifetime and high radiative
quantum efficiency as well as the ability for deterministic creation, e.g. via ion implan-
tation or controlled growth conditions. These criteria would enable the generation of
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single photons on-demand. Moreover, emission wavelengths in the near-infrared spec-
tral range are desirable where highly efficient silicon avalanche photo diodes for single
photon detection and low-loss fibers with high transmission are available.
Among the more than 500 known color centers in diamond [134] only a few of them
have been investigated as single photon sources. For a review of color centers in dia-
mond as single photon emitters and their versatile applications see e.g. [64, 153]. The
most investigated and prominent color center is the NV center, that consists of a sub-
stitutional nitrogen atom and a lattice vacancy next to it. The NV center is highly
interesting for quantum information applications due to its long-lived electronic spin
state that can be initialized and readout optically. The drawback of the NV center is its
more than 100 nm broad emission spectrum. The brightest color center up-to-date with
a very narrow emission line is the SiV center formed by a silicon impurity and a lattice
vacancy next to it. Analogous to the NV center, recent experiments demonstrated op-
tical initialization and readout of the electronic spin of individual SiV centers. Before
we go ahead in presenting in more detail the electronic structure as well as the optical
and spin properties of the NV and SiV center, we would like to briefly introduce other
color centers that have been investigated as efficient, narrow-band, room temperature
single photon sources.
Chromium-related center: Chromium-related defect centers in single crystal dia-
mond and nanodiamonds have been investigated. They reveal zero-phonon lines be-
tween 740-790 nm, narrow linewidths down to 4 nm [154, 155] and high count rates up
to 3.2 × 106 counts/s at saturation [156]. For centers in single crystal diamond, short
excited state lifetimes of 0.92 ns and high radiative quantum efficiencies of 0.3 have been
detected [157]. In nanodiamonds, these properties strongly differ from center to cen-
ter [158] probably due to the presence of material strain and random dipole orientations.
The exact configuration and formation of the chromium-related centers within the dia-
mond lattice is still under debate [159]. For chromium-related centers, wide tunability
upon external electric fields have been demonstrated [155].
NiSi center: It was suggested that nickel together with silicon forms optically active
complexes. After nickel-silicon co-implantation into single crystal diamond [160] and
nanodiamonds [161] as well as after nickel implantation into silicon-rich nanodiamonds,
bright emission lines at 767− 775 nm with count rates up to 2× 105 counts/s [160] and
short excited state lifetimes of 1.1− 2.0 ns have been detected.
NE8 center: Besides nickel-silicon complexes, nickel-nitrogen related optically active
centers have been investigated as single photon sources. The NE8 center is the most
prominent nickel-related defect center. It involves one nickel atom, two vacancies and
four nitrogen atoms giving rise to a narrow ZPL at 780−802 nm with linewidths between
1.2−2.0 nm and with weak phonon side band contributions [162–164]. Single NE8 centers
have been identified in natural diamond [162,163] and CVD grown diamond films [164]
exhibiting excited state lifetimes between 1.2 − 11.5 ns and large radiative quantum
efficiencies of 0.5− 0.7 [162,163]. However, as the defect center involves multiple defect
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(a) Diamond lattice (b) NV center
Figure 3.1: Crystal structure of diamond and of the NV center: (a) The diamond lattice is
a face centered crystal structure with a two-atomic basis at (0, 0, 0)a and (1/4, 1/4, 1/4)a.
Gray spheres: carbon atoms. (b) A NV center is formed by replacing two carbon atoms by one
nitrogen impurity atom (red sphere) and a vacancy (white sphere) next to it.
atoms and vacancies, deterministic creation of the NE8 complex via ion implantation
has not yet been achieved.
3.3 Nitrogen-vacancy center
Besides the ability of single photon generation, the NV center stands out among all color
centers because of its long lived electronic spin that can be prepared optically [165] and
readout [166,167] even at room temperature. This highlights the NV center as possible
solid state spin qubit suitable for quantum information processing.
The NV center is a point defect within diamond consisting of a nitrogen atom replac-
ing one carbon atom and a lattice vacancy next to it (Fig. 3.1(b)). The nitrogen-vacancy
pair is oriented along the 〈111〉 diamond axes. The point group symmetry is C3ν . The
NV center can be incorporated into the diamond during CVD growth, via electron irra-
diation or nitrogen ion implantation and subsequent annealing. At temperatures above
600◦C [168], lattice vacancies generated by electron irradiation or ion implantation be-
come mobile, diffuse towards substitutional nitrogen atoms and form optically active
NV centers.
NV emission spectrum
The defect center induces discrete energy levels with radiative transitions inside the
large band gap of diamond. Two optically active charge states of the NV center are
known, the neutral charge state NV0 with a ZPL at 575 nm and the negatively charged
NV− center with a ZPL at 637 nm. The different ZPLs allow for the discrimination
of the two charge states. Beyond the ZPL, the NV0 and NV− exhibit broad phonon
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Figure 3.2: Room temperature emission spectrum of a single NV− center: The NV− spectrum
exhibits a ZPL at 637 nm and a broad phonon side band extending over 100 nm to longer
wavelengths. Measurement performed by A. Bommer [174]; reproduced with permission.
side bands extending by more than 100 nm from the ZPL to higher/lower wavelengths
in emission/absorption. An additional infrared ZPL at 1042 nm has been associated to
the NV− center [169]. Figure 3.2 exemplarily shows the room temperature emission
spectrum of a single NV− center under 532 nm excitation. The spectrum reveals that
only 3% of the photons are emitted into the ZPL at 637 nm (see also [80,83,125,170]). At
cryogenic temperatures, temperature-dependent homogeneous broadening mechanisms
are frozen out and the ZPL linewidth significantly narrows and becomes much more
pronounced [171,172]. At low temperatures under resonant excitation, a Fourier limited
linewidth of ∆ν = 13MHz of the NV− ZPL has been demonstrated [173] (excited state
lifetime of T1 = 12 ns [23], ∆νT1 = 2pi).
Both NV0 and NV− charge states have been demonstrated as efficient single photon
sources operating at room temperature [21, 22, 175]. Due to its extraordinary spin and
optical properties, we focus in the following on the negatively charged NV− center and
start by briefly introducing its electronic structure..
Electronic structure
There are six electrons associated to the NV− center: one from each adjacent carbon
atom, two from the nitrogen atom and one acquired from a nearby donor determining
the negative charge state [176]. Based on ab initio calculations and group theoreti-
cal considerations, the molecular orbitals (MO) of the NV− center can be constructed
yielding two (a1, a′1) orbitals and one degenerate pair of (ex, ey) orbitals [177–179].
The molecular orbitals (a1, ex, ey) are highly localized within the diamond band gap,
whereas the lowest a′1 MO is completely filled with electrons and lies within the valence
band of diamond. We will ignore the a′1 orbital in the following and discuss the con-
figuration of the remaining four electrons. The molecular model of the ground and the
excited state and the occupation are depicted in figure 3.3(a). In the lowest energetic
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Figure 3.3: Electronic structure of the NV− center: (a) Configurations of the ground and
excited molecular orbitals. (b) The ground state MO configuration a2e2 gives rise to one triplet
state 3A2 at lowest energy and to two singlet states 1A1 and 1E. The excited MO configuration
a1e3 results in one triplet state 3E and one high-energetic singlet state 1E′. The triplet states
3A2 and 3E form the ground and the excited state of the NV− center with intermediate singlet
states 1A1 and 1E in between. The transition from 3E to 3A2 is associated with the ZPL at
637 nm, whereas the decay between 1A1 and 1E gives rise to the infrared ZPL at 1042 nm. Solid
arrows: radiative transitions, dotted arrows: non-radiative transitions. (After [81])
MO configuration, the a1 MO is completely filled and the two remaining unpaired elec-
tron spins occupy the (ex, ey) MOs. This configuration gives rise to one triplet state 3A2
(S = 1) and two singlet states 1E and 1A1 (S = 0). The energy of the triplet state 3A2
is the lowest and forms the ground state of the NV− center (Fig. 3.3(b)). This assign-
ment of 3A2 as the NV− ground state has been confirmed by various measurements such
as uniaxial stress [168], spectral hole burning [180], magnetic circular dichroism [180],
optically detected magnetic resonance (ODMR) [181], spin-locking [181] and spin cross-
relaxation [182] studies as well as electron paramagnetic resonance (EPR) measurements
without optical illumination [183,184]. The radiative transition between the two singlet
states 1A1 to 1E gives rise to the infrared zero-phonon line at 1042 nm [169]. By trans-
ferring one electron from the a1 orbital to (ex, ey), the first excited MO configuration
is reached. This configuration results in one triplet state 3E and one singlet state 1E′
with a higher energy. The triplet state 3E is considered as the excited state of the NV−
center, with the transition from 3E to 3A2 defining the NV− zero-phonon line at 637 nm.
The high-energetic singlet state 1E′ has no relevance in the later discussion and will be
ignored in the following.
Infrared transition
Besides the ground and excited state, the electronic structure of the NV− center com-
prises two intermediate singlet states that were first confirmed by the observation of the
infrared transition at 1042 nm under optical excitation [169]. The absence of any Zee-
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man splitting suggests that the transition occurred between two spin singlet states [169].
The intensity of the infrared transition is weak reaching only 10−3 compared to the vis-
ible band [176]. The weakness of the infrared fluorescence band is probably attributed
to strong competing non-radiative recombination rates between the singlet states [185].
The upper shelving state has a relative short lifetime of 0.9 ns [186], whereas the lifetime
of the lower intermediate state is significantly longer and depends strongly on tempera-
ture yielding 462 ns at 4.4K, 219 ns at 295K and 142 ns at 450K [186]. Using uniaxial
stress measurements along different crystallographic directions assigned the upper level
to the 1A1 singlet state and the lower level to the 1E singlet state [176, 187]. There is
recent evidence that the 1E level is subjected to a dynamic Jahn-Teller effect (c.f. page
40) giving rise to a vibronic side band at 115 cm−1 above the 1E state [176]. However,
detailed knowledge on the vibronic side band of the infrared transition as well as the
relative energy of the singlet states with respect to the ground and excited triplet states
is yet missing. Moreover, the response to electric and magnetic fields is not yet well
understood.
Fine structure of the ground state
At zero magnetic field, the ground state 3A2 of the NV− center splits into two spin
sub-levels ms = 0 and ms = ±1 separated by Dgs = 2.88GHz [188, 189] (Fig. 3.4).
The fine structure splitting was first measured via EPR [188] and supported by Raman
heterodyne electron nuclear double resonance (ENDOR) measurements [190] and dou-
ble nuclear magnetic resonance [191]. After some initial debate, the splitting could be
attributed to first order electronic spin-spin interaction [165, 192]. In contrast, contri-
butions of spin-orbit coupling are small [192]. In the presence of strain, the degeneracy
of the ms = ±1 state is further lifted. Moreover, by applying external magnetic and
electric fields, Zeeman and Stark field splittings of the fine structure components have
been observed for the NV− ground state [193–195]. However, compared to the excited
state, the impact of the Stark shift on the ground state fine structure is several orders
of magnitude smaller (compare [195] and [196]).
Fine structure of the excited state
Recently, the fine structure of the excited state could directly be observed at low tem-
perature using photoexcitation spectroscopy of single NV− centers with narrow optical
linewidths [197,198]. At low temperature, the excited state fine structure is determined
by spin-orbit coupling, spin-spin interaction and perturbations resulting from local ma-
terial strain. The impact of the individual contributions on the excited state energy
level is schematically shown in figure 3.4. Axial spin-orbit coupling splits the 3E excited
state into three twofold degenerate, equally separated levels. The doublet (E) associated
to the ms = 0 state is not displaced, whereas the (E ′) and (A1, A2) levels are shifted by
±λz down or up in energy [197,199]. In contrast, the effect of transverse spin-orbit cou-
pling λxy is weak [198]. Spin-spin interaction induces a shift of the states proportional
to Des and lifts the degeneracy of the (A1, A2) levels displacing them by ±∆. Hence,

















































Figure 3.4: Low and room temperature fine structure of the ground 3A2 and excited state
3E of the NV− center. (a) At low temperatures, the fine structure of the 3E excited state is
subjected to spin-spin interaction, spin-orbit coupling and perturbations resulting from material
strain, lifting the degeneracy and shifting the sub levels apart. The six resulting spin states
are ground in two orbital branches Ex and Ey. The ground state 3A2 fine structure at low
temperatures is affected by spin-orbit coupling and material strain. However, compared to the
excited state, the magnitude of the level shifting is significantly smaller. (b) With increasing
temperature, the 3E fine structure is subjected to averaging of both orbital branches mediated
by phonons resulting in an average state solely subjected to spin-spin interaction. At room
temperatures, the excited and the ground state exhibit zero-field splitting of 1.42 and 2.88GHz,
respectively, between the ms = 0 and ms = ±1 spin sublevels. Dotted lines: non-radiative
decays, gray dotted lines: weak non-radiative decays.
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the low-temperature fine structure of the NV− center hosted in low-strain diamond is
determined by the four parameters λz = 5.5GHz, Des = 1.42GHz, ∆ = 3.1GHz [197]
and λxy = 0.2GHz [198].
In the presence of material strain, the energy levels are further shifted apart. Local
axial material strain displaces all energy levels, whereas non-axial strain lowers the
symmetry and lifts the degeneracy of the (E), (E ′) states. The six resulting spin states
can be grouped into two orbital branches Ex and Ey of the excited state, each comprising
three spin states Sx, Sy, Sz [197,198]. In the lower branch Ex, the spin states are strongly
mixed in the presence of strain. For specific strain fields, two level anti-crossing was
observed, resulting in optical spin-flip transitions, when the lower branch is excited [197].
In contrast, the upper branch Ey retains the optical spin selection rules [197].
At room-temperature, ODMR studies on single NV− centers and ensembles revealed
a zero-field splitting of 1.42GHz of the excited state 3E [172,193,194] that was found to
be independent on local material strain [197]. The strong temperature dependence of the
3E excited state fine structure has been attributed to phonon mediated orbital averaging
[199]. With increasing temperature, electron-phonon coupling becomes important. As
electron-phonon coupling only affects the orbital states and leaves the spin projections
unchanged, the phonon transitions will distribute population between the orbital states
belonging to the same spin-subset [177,199]. Moreover, due to spin-spin coupling of the
ms = ±1 spin states, the population will also be distributed between theses spin sub-
levels. The decoupling of orbit and spin results in an averaged state at room temperature
that is solely subjected to spin-spin interaction. Spin-spin coupling gives rise to a single
zero-field splitting of Des = 1.42GHz between the ms = ±1 and ms = 0 sub-levels of
the 3E fine structure [177,199] that was observed in the experiments.
Besides the splitting due to spin-spin interaction, spin-orbit coupling and intrinsic
material strain, the influence of static electric [195, 198] and magnetic fields [177, 199]
on the fine structure at low temperature has been investigated experimentally and the-
oretically. Via Stark effect or Zeeman splitting, the fine structure components of the
NV ZPL could be tuned and spin-flip and spin-conserved transitions could selectively
be excited.
Dipole orientation
The transition from the 3E excited to the 3A2 ground state is allowed for two orthogonal
dipoles lying in the plane perpendicular to the NV symmetry axis [172,200]. Figure 3.5
depicts the crystal structure of the NV center with the symmetry axis ‖ [111] and the
transition dipoles X ‖ [1¯1¯2] and Y ‖ [11¯0] [172]. In low-strain diamond, the transition
dipole moments have the same strength resulting in complex polarization characteristics
contrary to other color centers exhibiting linear polarized emission. In the presence of
strain, the two dipoles might rotate in the (111) diamond plane away from these specific
crystallographic axes [201]. In general, the NV symmetry axis can be oriented along
four possible crystal directions [111], [11¯1], [1¯11] and [1¯1¯1]. The specific orientation of
an individual center could be determined by monitoring the emission profiles of the two
dipole moments under polarized excitation [202].




Figure 3.5: NV dipole orientation: The (X,Y ) transition dipoles of the NV center are oriented
in the (111) plane perpendicular to the NV symmetry axis. Green arrow: X dipole ‖ [1¯1¯2], blue
arrow: Y dipole ‖ [11¯0], yellow line: NV symmetry axis ‖ [111].
Spin initialization and readout
One of the most outstanding properties of the NV− center is the ability to optically
prepare and read out the electronic ground state spin. This highlights the NV− center
among other color centers as a spin qubit for quantum information applications [50,
203, 204]. The process of optical spin preparation relies on the non-radiative decay
paths through the intermediate singlet states. We focus on room temperature spin
readout as depicted in figure 3.4(b). The decay from the excited triplet state 3E to
the intermediate singlet state 1A1 is spin-selective with the non-radiative shelving rate
from the 3E ms = ±1 sub level being much stronger than from the 3E ms = 0 level.
The population between the two singlet states 1A1 and 1E decays non-radiatively or
radiatively giving rise to the infrared ZPL at 1042 nm. The transition from the lower
singlet state 1E to the NV− ground state 3A2 is also spin selective but here with a
preferential non-radiative decay into the 3A2 ms = 0 sub level. Hence, after a few
optical cycles the NV− center is spin polarized into the ms = 0 ground state sub
level [165,205,206].
The larger non-radiative transition rates from the ms = ±1 excited state sub levels
lead to differences in the optical emission intensity and to different excited state lifetimes
of the two spin sub sets. It was estimated that the non-radiative decay rate out of the
3E ms = ±1 state is at least 0.5 of the 3E radiative decay rate [165], whereas the
non-radiative transition from the 3E ms = 0 level is expected to be negligible. As the
non-radiative decay paths into the shelving states compete with the direct radiative
ZPL transition from the 3E excited triplet to the 3A2 ground state, we expect that the
spin projections with the weakest non-radiative decay will appear brightest and vice
versa. Hence, if the NV− center is originally prepared in the ms = ±1 sub level, the
high probability for the electron to decay into the long-lived intermediate singlet state
results in less fluorescence signal detected on the ZPL at 637 nm. Due to the weak
intensity, we refer to the ms = ±1 state as the “dark” state. In contrast, if the NV−
center is prepared in the ms = 0 sub level, the ZPL fluorescence signal is strong due to
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negligible non-radiative decay. Therefore, we refer to the ms = 0 sub state as “bright”
state. In the experiment, the unknown spin state is optically readout by comparing the
integrated fluorescence signal upon optical excitation with calibration measurements
performed on well prepared ms = 0 and ms = ±1 spin states [207]. It should be noted
that readout of the spin state requires illumination of the center which, given enough
time and intensity, will repolarize the spin and lose the spin information. To overcome
this problem, cavity-enhanced spin readout schemes have been proposed that require
much less excitation intensity [59].
Besides the difference in the fluorescence signal, the spin-selective transition into the
shelving state gives rise to different excited state lifetimes of the spin sub levels. Due
to the important non-radiative decay rates, we would expect a reduced lifetime of the
3E ms = ±1 excited spin state compared to the 3E ms = 0 sub set. Indeed, lifetime
measurements of the individual 3E spin levels performed on single NV− centers in bulk
revealed a lifetime of 12.0 − 13.7ns for the ms = 0 spin state and 7.3 − 7.8 ns for the
ms = ±1 sub set [173,208]. The excited state lifetime of NV− centers in nanodiamonds
are typically twice as large as in bulk diamond yielding 23 − 25 ns [194, 209] due to
the reduced local density of states in the nanoparticles. Also for nanodiamond host
materials, different lifetimes of the individual spin sub levels have been detected: For
the ms = 0 state, a lifetime of 23 ns was reported for single NV− centers, whereas the
ms = ±1 state revealed a decay time of 12.7 ns [194].
The spin dynamics of the NV− center occur between different spin sub levels of
the triplet states. In general, one distinguishes three different time scales over which
the spin stays in a certain state before it undergoes spin-flip or starts to lose its phase
[210]. The spin relaxation time T1 characterizes losses due to population decay (spin-
flip). The homogeneous dephasing time T2 commonly referred to as “coherence time” is
limited by fluctuating interactions resulting in a phase change. In contrast, T ∗2 is the
inhomogeneous dephasing time averaged over an ensemble of quantum systems. The
inhomogeneous dephasing time T ∗2 is also used for single NV− centers to account for
variations of the system over time.
The ground state spin of the NV center has the longest spin coherence time T2 of
all electronic spins in solids exceeding 1.8ms for isotopically purified diamond [36]. The
long spin coherence time allows for coupling the NV ground state spin to electronic or
nuclear spins of nearby carbon atoms in the diamond lattice, to resolve and manipulate
them [47,203,204,211,212].
Vibrational structure
The optical, electronic and spin properties of the NV center are strongly affected by
lattice vibrations. Due to slightly different atomic arrangements in the ground and ex-
cited state, the emission and absorption of photons is accompanied by lattice vibrations.
In the simplest approximation, the vibrational modes are modeled by harmonic oscil-
lations of the nuclei between equilibrium coordinates q associated with the electronic
states. This harmonic oscillator approximation is referred as the Huang-Rhys model. In
the framework of this model, the ground and excited states take the form of harmonic
















Figure 3.6: Huang-Rhys model of the vibrational transitions in the Frank-Condon picture:
The harmonic potential K3E(q) of the excited state is displaced at equilibrium by δq with
respect to the ground state potential K3A2(q). The recombination originating at δq marks the
most probable transition (thick black arrow) from the fundamental 3E vibrational level to one
of the vibrational levels of the 3A2 ground state followed by non-radiative transitions to the
equilibrium position q = 0. The number of vibrational quanta involved in an optical transition
are determined by the Huang-Rhys factor S. The excitation proceeds vice versa. Vertical black
arrows: optical transitions, gray arrows: non-radiative transitions.





K3E = C3E + aq +
1
2
(Ω2 + b)q2 (3.2)
= C3E − CR +
1
2
(Ω2 + b)(q − δq)2. (3.3)
Given these potentials, the vibrational modes of the ground and excited states are
described as harmonic states at discrete energies ~Ω(ν + 12) and ~
√
Ω2 + b(ν + 12), re-
spectively, where ν and Ω are the vibrational occupation and the vibrational frequency.
The term aq describes the linear nuclear displacement of the excited state configuration
with respect to the ground state equilibrium (q = 0), whereas the quadratic term bq2
represents the vibrational frequency shift due to a redistribution of the electronic charge
between the electronic states. From the linear and quadratic coupling parameters a and
b, we determine δq = −a/(Ω2 + b) being the equilibrium displacement of the 3E state
and CR = a2/2(Ω2 + b) = S~
√
Ω2 + b [213] the relaxation energy, where S is referred
to as the Huang-Rhys factor. The harmonic potentials and states are schematically
shown in figure 3.6, with the excited state potential being shifted by the equilibrium
displacement δq with respect to the ground state potential.
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Applying the Franck-Condon principle, the most probable electronic transition from
the excited 3E state to the ground state 3A2 originates from the fundamental vibrational
3E state at δq into higher vibrational levels of the 3A2 ground state followed by non-
radiative relaxation to the fundamental 3A2 vibrational level that effectively displaces
the nuclei to the ground state equilibrium coordinate. The excitation from 3A2 to 3E
proceeds vice versa. The Huang-Rhys factor S physically describes the mean number
of vibrational quanta involved in the optical transition. For the NV center, the Huang-
Rhys factor is typically S = 3.76 and the energy of the ground state vibrational mode
is ~Ω = 65meV [168,214]. The most probable transition originating from δq marks the
maximum in the emission spectrum at ~ω = ~ωZPL−S~Ω, shifted to longer wavelengths
with respect to the ZPL. Other transitions are less probable and less intense. For
the NV− center, we expect maximum intensity at 1.7 eV (728 nm). In absorption, an
excitation energy of ~ω = ~ωZPL + S~Ω = 2.19 eV (565 nm) efficiently excites the NV
center, which corresponds well with the 532 nm excitation wavelength widely used for
off resonant excitation.
A second measure of the electronic-vibrational coupling is the Debye-Waller factor
Dw, which is related to the Huang-Rhys factor via Dw = exp(−S). The Debye-Waller
factor determines the ratio of photons emitted into the zero-phonon line compared to
the overall emission. Due to the poor ZPL branching ratio, the Debye-Waller factor of
the NV center amounts only Dw = 2− 4% [80, 83,125,170].
Line broadening mechanisms of the zero-phonon line
According to the Heisenberg uncertainty principle ∆νT1 > 2pi, the lifetime of the excited
state T1 induces a fundamental limit to the linewidth ∆ν of a specific transition. For
single NV− centers in single crystal diamond cooled down to cryogenic temperatures,
Fourier limited linewidths of 13MHz [173] have been detected under resonant excitation
considering an excited state lifetime of T1 = 12 ns. However, in most of the experiments,
the measured linewidths are considerably broadened. For the NV− center, one distin-
guishes two main broadening mechanisms: inhomogeneous broadening due to spectral
diffusion and homogeneous broadening due to a dynamic Jahn-Teller effect in the ex-
cited state of the NV− center. In the following, we briefly introduce the two mechanisms.
Dynamic Jahn-Teller effect: As discussed above, the excited state of the NV− center
is orbitally degenerate. This degeneracy is energetically unfavorable and will undergo
distortion to retain an atomic arrangement with lower symmetry and lower energy,
thereby lifting the orbital degeneracy. Orbital degeneracy lifting due to lattice distor-
tion is the key statement of the Jahn-Teller effect [215]. We distinguish between the
static Jahn-Teller effect induced by static distortion resulting in a lowered symmetry
of the defect and dynamic Jahn-Teller effect by entangling vibrational and electronic
states [216]. There is recent experimental evidence that the NV− center is subjected to a
dynamic Jahn-Teller effect [216–218], whereas static Jahn-Teller effect is excluded [214].
Electron-vibration interaction of the excited 3E state with vibrations of e symmetry
induces population transfer between Ex and Ey orbital levels through a two-phonon
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Raman process [217]. Fu et al. [217] found that this excited-state population transfer
results in a temperature dependent ZPL width ∆ν increasing with T 5 for temperatures
below 100K. The Raman process induces dephasing of the optical transition and an
increase in the optical linewidth [217]. Because of the temperature dependence, the
linewidth broadening due to Jahn-Teller effect can be minimized by cooling the sample
to cryogenic temperatures.
Spectral diffusion: Spectral diffusion is associated to electrostatic fluctuations that
originate from ionized impurities like isolated substitutional nitrogen (electron donor)
in the diamond or defects near an etched surface. These impurities or defects trap or
release charges upon green laser excitation [166,219,220]. A single elementary charge at
a distance of several nanometers can shift the excited state of the NV− center via DC
Stark effect by several hundred GHz [219]. It is assumed that spectral diffusion occurs in
the form of jumps of the narrow NV− emission line to random positions within a broad
envelope. The random jitter of the emission line leads to inhomogeneous broadening
of the NV ZPL with a Gaussian envelope. The spectral diffusion rate per photon is
temperature independent in the range from 5K to 20K and independent of the excitation
power [219]. However, the jump rate dramatically depends on the excitation wavelength.
With increasing excitation wavelength in the range of 510-580 nm the spectral diffusion
rate decreases [219]. The authors measured an abrupt change in the jump rate at an
excitation wavelength of 540 nm (2.3 eV), which they attributed to deep charge traps
with an ionization energy close to 2.3 eV. The optical ionization energy of substitutional
nitrogen, considered as the main source of spectral diffusion, was found to be 2.2 eV,
whereas the thermal activation energy is 1.7 eV [221].
3.4 Silicon-vacancy center
Besides the NV center, the silicon-vacancy (SiV) center has been investigated as efficient
single photon source operating at room temperature with narrow emission lines, small
excited state lifetime of 1.28 ns [26] and record count rates up to 6.2 × 106 counts/s
[55]. Very recently, the generation of indistinguishable photons from two separated
SiV centers has been demonstrated in a Hong-Ou-Mandel interference experiment [27].
Moreover, recent steps towards optical access to the electronic spin state have raised
the exciting possibility to use the SiV center as a spin qubit [15–17].
The SiV center is created by substituting two carbon atoms of the diamond lattice
by a silicon impurity and a vacancy nearby. The silicon atom relaxes to the interstitial
lattice site in between the two former carbon sites [222]. This so called “split-vacancy”
configuration [222] gives rise to a D3d symmetry with the two vacant sites and the
silicon atom aligned along the 〈111〉 diamond axes. A schematic of the SiV center in
the diamond lattice is displayed in figure 3.7.
SiV centers have successfully been incorporated during CVD growth in nanodia-
monds [25] and single-crystal diamond films (c.f. chapter 6). Moreover, single SiV
centers can be created via Si implantation into pure diamond and subsequent high tem-
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Figure 3.7: Crystal structure of the SiV center embedded into the diamond lattice: The Si
impurity atom (blue sphere) relaxes to an interstitial position between two vacant sites (white
spheres) forming a “split-vacancy” configuration aligned along the [111] crystallographic axis
(yellow line).
perature annealing [24,223].
Two different charge states of the SiV center have been investigated experimentally:
The neutral SiV0 center with a zero-phonon transition at 1.31 eV (946 nm) [224] was
identified using EPR measurements with a ground state spin of S = 1. The negative
SiV− center exhibits a zero-phonon line at 1.68 eV (738 nm) and has been associated
with a S = 1/2 ground state [222, 223]. Due to its high brightness and the possible
ability for optical readout of the excited state spin [15], we here focus on the negative
SiV− center. We start to present the optical emission spectrum before we briefly discuss
the electronic structure.
SiV emission spectrum
Figure 3.8 exemplarily shows the room temperature spectrum of a single SiV− center
hosted in a single-crystal diamond membrane fabricated within the framework of this
thesis. Even under ambient conditions, the SiV− spectrum exhibits a narrow ZPL
around 738 nm with linewidths down to 0.7 nm [25] into which up to 80% of the photons
are emitted [25]. In low-strain ultra-pure single crystal diamond, multiple identical SiV−
centers with impressively small variations in the ZPL wavelength have been observed
[225, 226]. However, in the presence of material strain, the ZPL position of the SiV−
center might deviate from the ideal spectral position at 738 nm. For single SiV− centers
in strained nanodiamonds, ZPL wavelengths in the range of 730 − 750 nm have been
reported [25,227].
For single SiV centers, a Huang-Rhys factor of 0.24 has been found corresponding
to a Debye-Waller factor of Dw = 0.8 [25]. Hence, electron-phonon coupling is very
weak resulting in low contributions of the phonon side bands. This highlights the SiV−
center as an efficient, narrow-band single photon source compared to the broad-band
emission of the NV center. A detailed view of the SiV− phonon side bands is shown
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(a) SiV− spectrum (b) SiV− phonon side band
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Figure 3.8: Room temperature emission spectrum of a single SiV− center in a single-crystal
diamond membrane: (a) The SiV− spectrum reveals a pronounced ZPL at 737.6 nm with a
narrow linewidth ∆λ = 0.8 nm into which up to 80% of the photons are emitted. (b) Detailed
view of the phonon side band (PSB) region for energies between 0− 165meV (ZPL to 810 nm)
and of the near-infrared transition (NIR) at 820− 840 nm. The spectra (a,b) are normalized to
the ZPL maximum.
in figure 3.8(b). The one-phonon region extends from 0 − 165meV (ZPL to 810 nm)
with remarkably narrow side band features. Very recently, the narrow side band at
64meV has been attributed to a local vibrational mode of the Si atom along the [111]
crystal direction [226]. Beyond the one-phonon region, narrow lines around 820−840 nm
are observed in the spectrum [227, 228]. These lines have been tentatively attributed
to electronic transitions additional to the ZPL involving the same ground state as the
ZPL and further excited levels [228]. Interestingly, the near-infrared lines have only
been reported for SiV− centers hosted in strained nanodiamonds, whereas in low-strain
single crystal diamond these features were not detected. This observation is related
to the electronic structure of the SiV− center. As will be discussed below, the near-
infrared line has been associated to the transition between an intermediated shelving
state and the ground state which is parity forbidden for an undistorted lattice but
becomes partially allowed in the presence of strain [229].
Electronic structure
Very recently, first theoretical models on the electronic structure of the SiV center have
been developed [229,230]. However, the experimental confirmation of these proposals is
still partially lacking. Here, we present the current state of knowledge on the electronic
structure of the SiV− center following [229] without any claim to completeness.
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Figure 3.9: Molecular orbital configurations and electronic structure of the SiV− center (after
[229, 230]): (a) The ground state MO configuration e4u e3g induces the SiV− ground state 2Eg.
Black: SiV MOs, purple: valance band (VB) orbitals. (b) Excited MO configuration e3u e4g
forming the 2Eu excite state. (c,d) Due to the presence of the SiV center, the VB orbitals
(a1g,VB, eg,VB) are disturbed and transfer an electron to the SiV eg MO. This electron transfer
gives rise to two intermediate states 2A1g and 2Eg tentatively attributed to shelving states. (e)
Electronic level scheme of the SiV− center.
The negative SiV− center is associated with 11 electrons: six electrons originating
from the dangling bonds of the vacant lattice sites, four electrons originating from the
silicon atom and one electron from a nearby donor determining the negative charge
state. Using group theory and ab initio calculations, the molecular orbitals of the SiV
center have been determined: a1g, a2u, eu, eg (sorted by energy in ascending order).
Please note due to the inversion symmetry of the SiV defect, we here distinguish be-
tween even (“gerade”, subscript g) and odd (“ungerade”, subscript u) MOs. The lowest
energetic MOs, a1g and a2u, are completely filled with electrons and will be ignored in
the following. The ground state MO configuration is obtained when four of the seven
remaining electrons occupy the eu MO and three electrons occupy the highest-energetic
eg MO (black levels in Fig. 3.9(a)). Ab initio simulations [229] suggest that in the
ground state configuration, the eu MO lies within the valance band of the diamond host
material, whereas the eg state is situated 0.8 eV above the valance band edge. The elec-
tronic configuration gives rise to the 2Eg ground state of the SiV− center (Fig. 3.9(e)).
By promoting one electron from eu to eg, the excited MO configuration is obtained
(black levels in Fig. 3.9(b)). The electron transfer rises the energy of eu above the
valance band edge and increases the eg energy [229]. This MO configuration results
in the 2Eu excited state of the SiV− center. The transition from excited state 2Eu to
ground state 2Eg is associated with the pronounced ZPL with an evaluated energy of
1.72 eV which is in reasonable agreement with the experimentally observed 1.68 eV. Fur-
thermore, simulations [229] reveal that the valance band (VB) molecular orbitals are
strongly disturbed by the presence of the SiV− center. Promoting one electron from the
VB orbitals a1g,VB or eg,VB to the eg MO shifts the valence band orbital containing the
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hole into the band gap (purple levels in Fig. 3.9(c,d)). The resulting states 2A1g and
2Eg are tentatively attributed to the shelving states of the SiV− center. In low-strain di-
amond, assuming perfect inversion symmetry, the optical transition from these shelving
states to the ground state is parity forbidden. In the presence of strain, the inversion
symmetry of the SiV structure might be distorted, lifting the parity and allowing for
radiative transition from the shelving state to the SiV− ground state. The calculated
transition energy 1.59 eV is very close to the recently observed near-infrared electronic
transition of 1.51 eV (823 nm) reported for single SiV− centers hosted in strained nan-
odiamonds [228]. Interestingly, the near-infrared transition was not yet observed for
SiV− centers in low-strain single crystal diamond [226,230], supporting the assumption
that the parity forbidden transition is lifted solely in the presence of strain. However,
independent cross-correlation measurements on the ZPL and the near-infrared transi-
tion of a single SiV− center excluded a possible involvement of a metastable shelving
state to the near-infrared line [228]. Therefore, further detailed experiments are required
to elucidate and confirm the theoretical prediction on the exact nature and energetic
position of the shelving state within the band gap. To describe our experimental data,
we model the SiV− electronic structure as an effective three level system with one 2Eg
ground, one 2Eu excited and an 2A1g intermediate shelving state. The resulting rate
equation model is presented in the next section 3.5.
Fine structure of the ground and excited state
When cooled down to cryogenic temperatures, the SiV− fine structure reveals four lines
that have been assigned to doublet levels of the ground and excited states which split by
48GHz (0.20meV) and 259GHz (1.07meV), respectively [26,223,231,232]. A schematic
of the SiV− fine structure is shown in figure 3.10. Detailed theoretical analysis [223]
of measured spectra under presence of magnetic fields revealed that the splitting is
mostly attributed to spin-orbit interaction with weak contributions of dynamic Jahn-
Teller effect [223]. Early photoluminescence measurements [231,233] on SiV− ensembles
at cryogenic temperatures revealed a 12-line fine structure near 1.68 eV that can be
divided into three groups each containing four lines. The relative intensity of the three
subgroups is correlated with the natural abundance of 0.922, 0.047 and 0.030 of the three
silicon isotopes 28Si, 29Si and 30Si [231]. Very recently, the isotopic shift of ∼ 80GHz
has been confirmed for single SiV− centers hosted in low-strain single crystal diamond
allowing for the unambiguous identification of the silicon isotope of an individual SiV−
center [226]. This enables to select 29Si isotopes which are known to have a nuclear spin
I = 1/2, whereas the most abundant 28Si has no nuclear spin. Hyperfine splitting of
29Si nuclear spin has recently been observed for the first time [17]. Nuclear spins are
expected to have superior coherence properties and would be ideal qubits for quantum
information processing applications [17].
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Figure 3.10: Fine structure of the SiV− center at low temperature: The 2Eg ground and
2Eu excited state split by Dgs = 48GHz and Des = 259GHz, respectively, giving rise to four
transitions referred to as A, B, C and D. The splitting is mainly attributed to spin-orbit
coupling.
Dipole orientation
Group theoretical calculations predict an orientation of the SiV− dipole along the 〈111〉
diamond axes [222]. This expectation has recently been verified via polarization analysis
of the ZPL emission at room and cryogenic temperature [26,223,225]. At room temper-
ature, a linear polarization of the SiV− ZPL along the 〈111〉 crystallographic axis has
been found in low-strain diamond [26]. At cryogenic temperatures, the four fine structure
lines split into two mutually orthogonal, linearly polarized sub sets with the polarization
of the two inner lines oriented parallel to each other and perpendicular to the two outer
lines. All lines are polarized along the 〈111〉 directions [223, 225]. The inner lines have
been attributed to a dipole d‖ aligned along the 〈111〉 axis, whereas the outer lines have
been assigned to a dipole d⊥ perpendicular to the 〈111〉 direction [223, 225]. From the
intensity ratio, it was concluded that d‖ being the dominant dipole four times stronger
than d⊥ [223, 225]. Under the influence of strain, theoretical simulations predict [223]
that the polarization axis might rotate away from the 〈111〉 direction explaining obser-
vations on single SiV− centers in strained nanodiamonds revealing linear polarization
along the 〈110〉 direction [227].
Optical spin readout
Besides the ability to emit linearly polarized single photons at a high count rate un-
der ambient conditions, the SiV− center is expected to be used as a spin qubit whose
spin state can be optically accessed [15, 17]. In the presence of an external magnetic
field, the spin sublevels are subjected to Zeeman splitting as recently been observed for
single centers and ensembles of SiVs in low-strain single crystal diamond and nanodi-
amonds [15, 223]. Using resonant excitation under finite magnetic field, spin-selective
population and relaxation between excited state sublevels with the same spin projection
have been demonstrated. The spin-tagged resonant fluorescence enable direct optical
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access, initialization and control of the electronic spin of individual SiV− centers [15,17].
The spin dephasing time of the SiV− ground state has recently been measured using
coherent population trapping [16,17]. By applying a magnetic field inclined with respect
to the quantization axis [111] of the SiV center, a Λ scheme was created between different
spin states. By simultaneously driving the two transitions of the Λ system, the spin is
optically pumped in a coherent superposition of the two involved ground state sub
levels. As a consequence the fluorescence from the shared excited state decreases when
the two lasers are tuned into resonance with the Λ-transitions. From the dip in the
recorded fluorescence signal, the spin coherence time of the SiV− ground state has been
determined to be T ∗2 = 45 ns [16] or T ∗2 = 35 ns [17]. As in this thesis, we only investigate
negatively charged SiV centers, we omit the minus sign in the following and refer to the
SiV− center simply as SiV center.
3.5 Internal population dynamics
In the experiment, it is essential to prove single emitter character of the color centers un-
der investigation. This can be accomplished by measuring the intensity auto-correlation
function g(2) that we briefly introduce here. The emission of single photons is a purely
quantum mechanical process that has no analog in classical physics. The g(2) function
measured at various excitation powers allows for further insight into the internal popu-
lation dynamics of a single color center. In a first approximation, the NV and SiV center
are modeled as three-level systems including a ground state, an excited state and one
intermediate metastable state. The inter-system decay rates and excited state lifetime
as well as resultant parameters such as the radiative quantum efficiency are deduced
from this simple model.
Intensity auto-correlation function g(2)
To prove the single emitter character and to deduce the internal population dynamics of
a single color center, we perform intensity auto-correlation measurements, also referred
to as g(2) measurements. For a classical and non-classical light source, the intensity




where 〈·〉 indicates the time average and I(t) and I(t+ τ) are the intensities registered
at times t and t + τ , respectively. A rigorous derivation of the g(2) function based
on quantum electrodynamics can be found e.g. in [234] and will not be reproduced.
Here, we give a more intuitive explanation of the intensity-correlation function. In the
experiment, the g(2) function is measured using a Hanbury-Brown and Twiss (HBT)
interferometer that consists of a beam splitter and two photon detectors, one at each
output port (c.f. chapter 4). In the case of a single quantum emitter approximated
by a two-level system, the excitation and relaxation cycle takes a finite time and hence
the probability to register two photons at the same time (τ = 0) is ideally zero, i.e.
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g(2)(0) = 0. The absence of any correlation events at τ = 0 is referred as antibunching.
In a more rigorous derivation [234], one can show that for antibunched light, we have:
g(2)(0) = 1− 1
m
< 1, (3.5)
where m is the number of emitters present in the laser focus. For two emitters (m = 2)
with equal intensity, we obtain g(2)(0) = 0.5. Hence, the condition g(2)(0) < 0.5 reveals
the presence of a single emitter. For large delay times τ , the g(2) function approaches a
constant value of unity. This fact is used in this work for normalization of the raw data
such that the measured correlation histograms retain g(2)(τ) = 1 for large τ .
In the discussion above, we have seen that in theory the g(2) function should vanish at
zero time delay in the case of a single emitter. However, in the experiment, this is hardly
observed due to background contributions originating from the diamond host material
as well as because of the limited temporal resolution of the single photon counters. Let
s be the count rate of the single photon source and b the background contribution, we






Here, pf is related to the signal-to-noise ratio that can be determined by measuring the
count rate or the integrated spectral intensity at the emitter position and next to it. To
account for uncorrelated background contributions to the antibunching dip, we fit the
correlation measurements with the following g(2)b function [22]:
g
(2)
b (τ) = 1 + (g
(2)(τ)− 1) p2f . (3.7)
The actual g(2) correlation function corrected for random coincidences is then obtained
by simply reversing equation (3.7) [22]:
g(2)(τ) = [g
(2)
b (τ)− (1− p2f )]/p2f . (3.8)
A second cause for a non-vanishing g(2)(0) is the finite temporal resolution of our single
photon counters. In chapter 4, we will see that the detected g(2) functions are given by
a convolution of the actual signal with the temporal response function of our detection
device. We account for the temporal uncertainty of the detectors by measuring the
instrument response function of our setup and including it in the fit routine of the
intensity-correlation functions.
Three-level model
The detected g(2) correlation not only allows for the confirmation of single emitter
character but gives furthermore insight into the internal population dynamics of a single
color center under investigation. Based on the detected g(2) correlation as a function of
the excitation power, we derive a simple model of the SiV center. In section 3.4, we have
seen that the SiV center can be modeled as an effective three-level system involving the















Figure 3.11: Three-level model to evaluate the population dynamics of the SiV center.
2Eg ground state |1〉, the 2Eu excited state |2〉 and one 1A1g intermediate state (shelving
state) |3〉 with a longer lifetime. A schematic of the three-level system is depicted in
figure 3.11. The transition rates between the states are indicated by arrows. Here,
k12 and k21 denote the pump rate and the spontaneous decay rate from ground state
to the excited state and vice versa. The photons emitted via the radiative transition
k21 are detected in the experiments. The shelving state is populated at a rate k23 and
relaxes back to the ground state at rate k31. As long as the populations is “trapped” in
the shelving state, no photons are detected on the radiative transition k21. Neglecting
all coherence, the population dynamics of the three-level system are governed by the
following rate equations [235]:
dn1
dt
= n2k21 − n1k12 + n3k31
dn2
dt
= −n2k21 + n1k12 − n2k23 (3.9)
dn3
dt
= n2k23 − n3k31,
where nj , with j = {1, 2, 3}, are the populations of the three energy levels. Assuming
the system to be in the ground state at t = 0 (n1(0) = 1, n2(0) = n3(0) = 0) and that
the sum over all populations n1 +n2 +n3 = 1, the solution to the differential equations
yields the population of the excited state n2(t), as well as the g(2) function defined by
n2(t)/n2(t→∞) [21]:
g(2)(τ) = 1− (1 + a) e−|τ |/τ1 + a e−|τ |/τ2 . (3.10)
The parameters τ1, τ2 and a are given by
τ1,2 = 2/(A±
√
A2 − 4B) (3.11)
A = k12 + k21 + k23 + k31 (3.12)
B = k12k23 + k12k31 + k21k31 + k23k31 (3.13)
a =
1− τ2k31
k31 (τ2 − τ1) . (3.14)
This expression has first been applied to dye molecules [235]. The parameters τ1 and τ2
represent the times governing the antibunching and the bunching behavior of the g(2)
function. The parameter a is a measure for the impact of the shelving state. For a = 0,
the system behaves like a two-level model.
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In the experiment we proceed as follows: We measure the g(2) function for various
excitation powers and fit them via equation (3.10) or (3.7) to extract τ1, τ2 and a. To
deduce the internal population dynamics from the fit parameters, several assumptions
on the dependence of the decay rates k12, k21, k23 and k31 on the excitation power
P have to be made. Here, we follow the model proposed for single SiV centers in
references [25, 55, 228]. We assume a linear dependence of the pump rate k12 to the
excited state on the off resonant excitation power P . This is reasonable, as relaxation
processes between vibrational sublevels of the excited state are expected to be very fast
such that the excitation process solely depends on the pump power. Furthermore, we
assume constant rate coefficients k21, k23 and a power dependent de-shelving rate k31
following a saturation law [25,55,228]:




The rate coefficients k21, k23, k031 and d that govern the population dynamics of the SiV
color center are determined from the limiting values of τ1, τ2 and a under the assumption
























Here the superscript ∞ denotes the value for high excitation powers P and 0 for vanishing
excitation powers. The parameters σ governing the excitation rate and the de-shelving
parameter c are determined from the power dependent fits of the parameters τ1, τ2 and
a according to equations (3.11)-(3.14).
Besides the inter-system decay rates, the excited state lifetime can be evaluated from
this model. The extrapolation of the τ1 parameter for vanishing excitation powers gives
the lifetime T1 of the excited state |2〉 such that: limP→0 τ1 = T1 [21,236]. This relation
will be widely used in our experiments to evaluate e.g. a possible lifetime change when
coupling a single color center to a cavity mode.
Saturation measurement
One essential figure of merit to characterize the efficiency of a single photon source is
the maximum obtainable count rate. By detecting the count rate I(P ) as a function of
the excitation power P , we obtain the so called saturation curve, which can be fitted
according to [21,25]
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At high excitation powers, the count rate converges to a constant value I∞ referred to
as the saturation count rate, whereas Psat denotes the saturation pump power.
In the following, we relate the experimental saturation count rate to the excited
steady state population n∞2 and the radiative transition rate deduced from the three-
level model. In the steady state, all time derivatives in equations (3.9) vanish. By taking
into account the normalization condition n1 + n2 + n3 = 1, we obtain the excited state
population as a function of the transition rates k12(P ), k21, k23 and k31(P ):
n2(P ) =
k12(P )k31(P )
k31(P )(k21 + k23 + k12(P )) + k23k12(P )
. (3.21)
The product of the excited state population and the spontaneous emission rate n2(P )k21
is proportional to the photon count rate I(P ) of the single emitter under investigation.









By taking into account, the overall detection efficiency ηdet of the optical setup as well
as the radiative quantum efficiency ηqe (defined as the ratio of the radiative decay rates
to the overall transition rates) of the emitter and the spontaneous decay rate k21, the
maximum obtainable photon count rate I∞ at saturation can be determined:
I∞ = ηdetηqen∞2 k12. (3.23)
In the experiment, the detection efficiency of the setup ηdet and the saturation count
rate I∞ can be measured. Moreover, the steady state population n∞2 and the sponta-
neous decay rate k21 can be deduced from the internal population dynamics. Including
these four parameters, equation (3.23) allows for the evaluation of the internal quantum
efficiency ηqe of the investigated single color center. Detailed knowledge of the quan-
tum efficiency is essential to evaluate the enhancement or inhibition of the spontaneous
emission rate via cavity-coupling.
This chapter discussed the extraordinary optical and spin properties of the nitrogen-
and silicon-vacancy center that are subsequently used as single photon sources incorpo-
rated in diamond. We introduced a simple three-level model that allows us to evaluate
the internal population dynamics from power-dependent intensity correlation measure-
ments. The model is widely used in this thesis to deduce a possible modification of the
spontaneous emission rate and the excited state lifetime when single color centers are
coupled to a photonic crystal cavity directly fabricated in diamond.
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Chapter 4
Experimental setup
In the following chapter, we briefly introduce the experimental setup used to identify
and characterize single color centers and photonic crystal cavity modes. In this work
two similarly constructed confocal microscope setups are used that are both connected
either to a grating spectrometer to spectrally analyze the fluorescence light or to a Han-
bury Brown and Twiss interferometer to measure the intensity auto-correlation function
g(2) of the emitted photons as well as the excited state lifetime of color centers under
pulsed excitation. The first setup is solely used for room temperature experiments under
continuous wave illumination. In the following, we will refer to this setup as “Lab 1”.
The second setup additionally allows for pulsed excitation and cooling the sample to
liquid helium temperatures. We will refer to the cryogenic temperature setup as “Lab
2”. We briefly describe the applied components before we analyze in detail the spatial
resolution as well as the detection efficiency of each confocal setup. For time-correlated
single photon counting experiments, we introduce the Hanbury Brown and Twiss in-
terferometer and discuss the impact of its temporal resolution on the measured g(2)
functions and excited state lifetimes.
4.1 Confocal setup for spectroscopy at room temperature
Confocal detection is based on the fact that only a small volume of the sample is
illuminated by focused laser light. The fluorescence signal and scattered laser light
originating from the focal volume are collected using an objective. After being separated
from the laser light by a beam splitter, the fluorescence is focused by a lens on a
pinhole used as a spatial filter in front of a detector. Light not originating from the
focal area will not be able to pass through the detection pinhole and will be rejected.
Confocal microscopy allows for a high spatial resolution as well as reduced background
contributions. An extended image of the sample can be obtained by raster scanning
the sample with respect to the fixed beam path and recording the fluorescence signal
for each pixel. For an overview of confocal optical microscopy the reader is referred to
reference [237].
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Figure 4.1: Confocal microscopy setup for spectroscopy of single color centers in diamond:
Two similar confocal setups are used in this work: One operates solely at room temperature,
whereas the second setup also allows for measurements at cryogenic temperatures and pulsed
laser excitation. The supplemental components of the second setup are marked by blue dashed
lines.
In the following, we present the basic components of the confocal microscope setup
“Lab 1” designed for room temperature spectroscopy of single color centers under con-
tinuous wave laser excitation and cavity coupling experiments. Figure 4.1 shows a
schematic of the confocal system. The setup is equipped with two continuous wave
lasers: one diode-pumped solid-state laser (Linos, Nano 250-532-100) at a wavelength
of 532 nm and with a specified output power of 100mW for NV center excitation and
Raman spectroscopy as well as a diode laser (Schäfter-Kirchhoff, 58FCM) at an emission
wavelength of 660 nm and with a specified output power of 25mW for SiV excitation.
After passing through a clean up filter, the excitation laser is focused by a 100× micro-
scope objective (Olympus, LMPlanFL N 100×) with a numerical aperture of 0.8 onto
the sample. The fluorescence is collected by the same objective. The objective as well
as the sample are mounted on a z- or (x, y)-translation stage (Newport, M-VP-25XL),
respectively, in order to adjust the focus position and to laterally scan the sample with
respect to the fixed laser beam. A glass plate and long-pass filters separate the excita-
tion light from the fluorescence before it is coupled into a single mode fiber (Thorlabs,
SM600) with a core diameter of 4.3µm. The single mode fiber simultaneously serves as
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a pinhole for the confocal detection. In the detection path, a linear polarization analyzer
can be placed to investigate the emission polarization properties. The fluorescence is
spectrally analyzed by a grating spectrometer (Princeton Instruments, Acton Research
SP 2500) connected to a liquid nitrogen cooled CCD camera (Princeton Instruments,
Spec-10). A grating with 600 grooves/mm yielding a resolution of 0.14 nm [238] is ap-
plied for room temperature analysis. Furthermore, to perform intensity auto-correlation
measurements, the setup is equipped with a Hanbury Brown and Twiss interferometer
involving two silicon avalanche photo diodes (PicoQuant, τ -SPAD-100) with a quantum
efficiency of > 60% specified in the wavelength range of 600−800 nm, a dark count rate
of < 100 cts/s and a typical dead time of < 70 ns [239].
Detection efficiency
To relate the count rate detected by the avalanche photo diodes (APD) to the actual
number of photons emitted by a single color center, it is crucial to know the detection
efficiency of our setup. To this end, the transmission of the applied components is
measured for continuous wave laser light at a wavelength of 764 nm, corresponding to
the emission wavelength of a single SiV center investigated later in this work in chapter
9. The laser power is measured at specific positions within the confocal setup marked
by numbers 1 to 6 in figure 4.1. The glass plate used to separate the excitation laser
light from the fluorescence reflects only a fraction of 0.02 (6 → 5) of the excitation
laser but transmits > 0.95 (5 → 3) of the fluorescence light. The transmission of the
microscope objective is 0.60 ± 0.02 (4 → 5). The collected light passes the detection
path with a throughput of 0.88 ± 0.03 (3 → 2) before it is filtered using two longpass
filters and coupled into a single mode fiber with a combined transmission of 0.40± 0.02
(2 → 1). Including the specified quantum efficiency of the APDs of ∼ 0.65 at 764 nm
and the transmission of the beam splitter cube of > 0.90 in the Hanbury Brown and
Twiss setup, the overall detection efficiency of our confocal setup can be estimated to be
0.14±0.02 at a wavelength of 764 nm. As different bandpass filters in front of the APDs
are used in the experiments, the transmission of those filters has not been included in
the present analysis but will be considered and mentioned in the relevant chapters.
Spatial resolution of the confocal setup
The spatial resolution of an optical system describes the ability to separate two point-
like objects. Mapping a radiating point source by an optical system from its source to
its imaging plane is mathematically described by the point-spread function (PSF, for
detailed analysis see e.g. [120]). In the case of a confocal microscope, the point spread
function of the overall setup is composed of individual PSFs describing the focusing
of the Gaussian excitation beam into the sample plane as well as the collection of the
fluorescence light by the objective. In practice, the PSF is determined by exciting
and imaging a point source, e.g. a single color center hosted in a nanodiamond, using
confocal laser scanning microscopy. Once the PSF is determined, the resolution of the
setup can be calculated according to the following criterion defined by Webb [237]:
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Figure 4.2: Spatial resolution of the confocal setup: (a) Fluorescence scan of a single SiV center
in a nanodiamond and lateral intensity profiles fitted with Gaussian functions with a FWHM
of 543 nm and 477 nm in x-, y-direction. (b,c) The minimal distance when the dip between two
Gaussians with a FWHM of 477 nm (1.36µm) reaches 26% of the maximum intensity determines
the lateral (axial) resolution of our confocal setup to be 565 nm (1.6µm).
Two emitters can be resolved if the relative intensity dip between the two point-spread
functions is 26% of the maximum intensity. We will use this criterion to deduce in
the following the experimental spatial resolution of our confocal microscope setup. To
this end, we identify a single SiV center hosted in a nanodiamond as a bright localized
spot in the fluorescence scan. To determine the width, the intensity profiles are fitted
with a Gaussian function. Figure 4.2(a) shows the fluorescence scan of a single SiV
center and the lateral intensity profiles with full widths at half maximum (FWHM)
of 543 nm and 477 nm in the x- and y-direction, respectively. Furthermore, the axial
intensity profile is measured by scanning the axial position of the microscope objective
in z-direction. Fitting the axial intensity profile by a Gaussian yields a FWHM of
1.36µm. By numerically calculating the minimal distance when the dip between two
Gaussians with a FWHM of 477 nm (1.36µm) reaches 26% of the maximum intensity,
we determine the lateral (axial) resolution of our setup to be
rlat = 565 nm raxial = 1.6µm (4.1)
An illustration of the resolution criterion defined by Webb for our experimental settings
in the lateral and axial directions is shown in figure 4.2(b,c).
To obtain single photon emission, we have to assure that only one emitter is present in
the laser focus. As the diamond membranes with a low density of SiV centers used in our
experiments contain on average 2 SiV centers per 20×20µm2 (c.f. chapter 9), the lateral
resolution of our confocal microscope setup is sufficient to investigate single color centers.
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Furthermore, as the thickness of the diamond membranes is typically 300− 400 nm, the
axial resolution of our confocal setup plays only a minor role. Hence, the confocal
microscope setup presented above is well suited for the detection and characterization
of single SiV and NV centers in diamond.
4.2 Confocal setup for spectroscopy at cryogenic tempera-
tures
In this work, we use a second similarly constructed confocal microscope setup “Lab
2” designed for spectroscopy at cryogenic temperatures and pulsed excitation of single
color centers. For lifetime measurements, the setup is equipped with a femtosecond Ti-
tanium:sapphire laser (Spectra Physics, Tsunami) with a repetition rate of 80MHz and a
tuning range of 700−1035nm. Furthermore, two continuous wave lasers are available for
excitation of SiV centers and NV centers: a Titanium:sapphire laser (Sirah GmbH, Ma-
tisse TX) with a tuning range between 675−1010nm and a frequency-doubled Nd:YVO4
laser (Spectra Physics, Millennia) at a wavelength of 532 nm. Both Titanium:sapphire
lasers are externally pumped by the frequency-doubled Nd:YVO4 laser. The excitation
light is focused on the sample by a 100× microscope objective (Olympus, LMPlanFL N
100×) with a numerical aperture of 0.8. Both the microscope objective and the sample
are integrated in an evacuated cryostat chamber. To perform measurements down to
liquid helium temperatures, the sample is mounted on the cold finger of a continuous
flow cryostat (Janis Research, ST-500LN). All specified temperatures are measured on
the cold finger. To adjust the focus position, the microscope objective is mounted on
a z-translation stage, whereas the sample is placed on a (x, y)-translation stage (New-
port, M-UMR8.25) to laterally scan the sample with respect to the fixed laser spot
using a motorized actuator (Newport, LTA-HL). Outside the cryostat chamber, the
excitation and fluorescence light is separated by a glass plate and by longpass filters.
The collected light is coupled into a single mode fiber (Thorlabs, SM600) with a core
diameter of 4.3µm used as a confocal pinhole and is spectrally analyzed by a grating
spectrometer (Horiba Jobin Yvon, iHR 550) connected to a liquid nitrogen cooled CCD
camera (Horibo Jobin Yvon, Symphony BIDD). Depending on the required precision,
three gratings with either 600 grooves/mm, 1200 grooves/mm or 1800 grooves/mm are
available with a maximum specified resolution of 0.22 nm, 0.10 nm or 0.06 nm at 500 nm,
respectively. Furthermore, the spectrally filtered count rate can be correlated using a
Hanbury Brown and Twiss interferometer equipped with two silicon avalanche photo
diodes (Perkin Elmer, SPCM-AQR-14) with a specified typical detection efficiency of
65% at wavelengths between 600− 750 nm, a specified dark count rate of 100 cts/s and
a dead time of 60 ns.
Detection efficiency
Similar to the setup described in section 4.1, we determine the detection efficiency of
the second confocal microscope setup used for spectroscopy at cryogenic temperatures
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and lifetime measurements. The transmission through the components for pulsed laser
light at a wavelength of 764 nm and with a repetition rate of 80MHz is determined by
measuring the laser power at specific positions within the setup marked by numbers 1
to 5 in figure 4.1. The microscope objective has a transmission of 0.48± 0.02 (5→ 4).
The collected fluorescence passes the detection path (3 → 2) with a throughput of
0.91 ± 0.02 before it is filtered by two longpass filters and coupled into a single mode
fiber with a combined transmission of 0.60 ± 0.06 (2 → 1). Including the specified
quantum efficiency of the APDs of 0.65 and the transmission of the beam splitter cube
> 0.90 in the Hanbury Brown and Twiss interferometer, we obtain an overall detection
efficiency of 0.15± 0.02. Please note that the transmission of bandpass filters mounted
in the HBT interferometer is not included in our calculation, as various filters have been
used in the experiments. The transmission of the individual filters will be considered in
the relevant sections.
Resolution of confocal setup
We determine the spatial resolution of the confocal setup using the same procedure
as described in section 4.1. From the fluorescence scan of a single SiV center hosted
in a nanodiamond that has been continuously excited at 700 nm and detected within
the spectral window of 730 − 750nm we extract the lateral intensity profiles that are
fitted with Gaussian functions with a FWHM of 497 nm and 539 nm in the x- and y-
direction, respectively. Similarly, by scanning the objective in z-direction, we obtain the
axial intensity profile that is fitted by a Gaussian with a FWHM of 1.42µm. Using the
criterion defined by Webb (c.f. section 4.1), we obtain the lateral and axial resolution
of the second confocal microscope setup:
rlat = 589 nm raxial = 1.67µm, (4.2)
The spatial resolution of the second confocal setup designed for spectroscopy at cryogenic
temperatures is comparable to the spatial resolution of the room temperature setup. The
slight discrepancy is attributed to differences in the fine adjustment of the setup during
the measurement. The spatial resolution of both setups is sufficiently high to identify
and analyze single color centers in diamond.
4.3 Hanbury Brown and Twiss interferometer
The Hanbury Brown and Twiss (HBT) interferometer is used to measure the g(2) auto-
correlation function to prove single emitter character. Originally used in astronomy,
the first interferometer was published by Robert Hanbury Brown and Richard Q. Twiss
in 1956 to correlate photons emitted by bright stars [240, 241]. Nowadays, the HBT
interferometer is widely used in quantum optics to reveal non-classical emission of a
light source. The fluorescence light is coupled via the single mode fiber into the HBT
setup and passes a non-polarizing nominal 50 : 50 beam splitter cube (Lab 1: Lens
Optics, Lab 2: B. Halle Nachfl. GmbH, TWK1). In both arms of the interferometer the
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fluorescence light is filtered using bandpass filters before it is focused by a 50mm focal
lens on the active area of two silicon avalanche photo diodes (APD, Lab 1: PicoQuant, τ -
SPAD-100, Lab 2: Perkin Elmer, SPCM-AQR-14). The APDs are operated in “Geiger-
mode”: A single impinging photon creates a charge carrier in the active region that
triggers an avalanche pulse of electrons. The specified dead times of the photo diodes
are 70 ns (Lab 1) and 60 ns (Lab 2) before the next photon can be detected. The
individual current pulses are analyzed by the Time-Correlated Single Photon Counting
(TCSPC) electronics (Lab 1: Dotfast Consulting, Time Tag Module, Lab 2: PicoQuant,
PicoHarp 300) with two input channels each connected to an APD. The time-correlation
electronics is operated in the Time-Tagged Time-Resolved (TTTR) mode: The arrival
times of individual photon events are recorded for both channels via PicoHarp 300
software. Later, the lists of the two channels are correlated to deduce the g(2) function
as well as the mean count rate of a single emitter.
Temporal resolution of the HBT setup
In an ideal system, the photon arrival times could be determined with infinitely high
precision. In practice, however, the temporal resolution of the APDs and electronics is
finite. The main source of limitation is a non-constant time delay between the arrival of
a photon on the detection area of the APD and the subsequent output of an electrical
pulse. This so called “timing jitter” of the APD can be determined by measuring the in-
strument response function (IRF) of the HBT setup. To this end, the auto-correlation of
attenuated Titanium:sapphire laser pulses with a repetition rate of 80MHz is measured.
The laser has a specified pulse duration of 100 fs. However, after passing through several
optical elements, the pulse duration is increased to some picoseconds [242]. The detected











where A denotes the amplitude and tc the central position of the detected pulses. The
temporal resolution is given by the half width σ of the Gaussian taken at its 1/
√
e
maximum value. For the room temperature setup (Lab 1) a temporal resolution of
σ = 296 ps1 [238] (PicoQuant, τ -SPAD-100 + Dotfast Consulting, Time Tag Module)
is measured, whereas the cryogenic temperature setup (Lab 2) has a timing jitter of
σ = 354 ps2 [243] (Perkin Elmer, SPCM-AQR-14 + PicoQuant, PicoHarp 300). The
measured temporal resolution of the HBT setups is mainly limited by the timing un-
certainty of the APDs introduced in the conversion of a single photon to an electrical
pulse. Compared to the jitter of the electronics of 78 ps [238] (Lab 1) and < 12 ps [239]
(Lab 2), respectively, the APD response function is 4 to 30 times larger.
When measuring the intensity correlation of a single photon source, the detected
1Lab 1: The fitted FWHM of the Gaussian HBT instrument response function is 698 ps
2Lab 2: The fitted FWHM of the Gaussian HBT instrument response function is 835 ps
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signal g(2)det is a convolution of the actual g
(2)
b function with the IRF of the HBT setup:
g
(2)





b (τ − t) dt (4.4)
Assuming a Gaussian HBT response function according to equation (4.3) and taking
into account g(2)b (τ) = 1 + p
2
f (−(1 + a) e−|τ−τ0|/τ1 + a e−|τ−τ0|/τ2) including background
contributions (c.f. eqs. (3.10) and (3.10) in section 3.5), we obtain an expression for the
detected intensity correlation function:
g
(2)









































































Where erf(·) denotes the error function3. In the experiments, the measured intensity
correlation functions are fitted using the above equation to obtain the parameters τ1, τ2
and a corrected for the HBT response function.
The impact of the APD timing jitter on the measured intensity correlation function
becomes important in the case of fast decay times approaching the temporal resolution.
In figure 4.3(a) the convolution of the IRF with ideal g(2) functions is shown for various
τ1 times given in units of the temporal resolution σ. Here, we disregard any background
contribution (p2f = 1) and bunching dynamics (a = 0) of the g
(2) function at longer
time scales. If the time τ1 is large compared to σ, the influence of the IRF is negligible
and g(2)(0) ≈ 0. However, as soon as τ1 becomes comparable to the temporal resolution
of the setup, the anti-bunching dip at zero time delay does not vanish. A quantitative
analysis is shown in figure 4.3(b) where g(2)(0) is plotted as a function of the τ1 time for
a given temporal resolution σ = 296 ps. For long τ1 times around 12 ns corresponding
to a typical lifetime of the NV− ZPL measured in bulk diamond, the anti-bunching dip
drops below 0.023. In contrast, in the case of fast decaying SiV centers, the impact of
the IRF becomes important and g(2)(0) significantly raises for short τ1 times. For τ1 =
1 ns corresponding to the excited state lifetime of SiV centers observed in unstrained
bulk diamond [26], g(2)(0) does not drop beyond 0.2. The effect becomes even worse for
times in the picosecond range. For the shortest decay time τ1 = 180 ps detected in this










4.4. Lifetime measurements 61







































Figure 4.3: Impact of the APD timing jitter on the anti-bunching dip of the g(2) function:
(a) Intensity correlation function for various times τ1 (a = 0, p2f = 1) convoluted with the HBT
response function. τ1 is given in units of the temporal resolution σ. (b) Intensity correlation at
zero time delay g(2)(0) as a function of τ1 for a fixed resolution σ = 296 ps. For long τ1 times
comparable to the lifetime of the NV− center (marked in blue) g(2)(0) ≈ 0, whereas for short
τ1 times in the case of SiV centers (marked in red) g(2)(0) > 0. The inset shows a zoom into
g(2)(0) for short times τ1.
work (c.f. chapter 9), the anti-bunching dip reaches only g(2)(0) = 0.6. If not corrected
for the APD timing jitter, this color center would not have been identified as a single
emitter. Therefore, it is essential to take into account the HBT response in the analysis
of the measured g(2) function.
4.4 Lifetime measurements
By coupling a single color center to a photonic crystal cavity, its spontaneous emission
rate and the associated lifetime of the excited state can strongly be modified according
to the Purcell effect. In this section, we present the experimental tools to measure
the excited state lifetime of a single emitter. Excited by a short laser pulse, a single
color center spontaneously emits a photon after a certain time delay and with a certain
probability depending on the lifetime of the excited state. To measure the probability of
single photon emission as a function of time, we perform time-correlated single photon
counting (TCSPC) experiments. To this end, a single color center is repetitively excited
by laser pulses with a pulse width much shorter than the excited state lifetime of the
emitter. The time difference between the excitation pulse and the subsequent single
photon emission is registered over many cycles and plotted in a histogram.
For pulsed excitation of a SiV center, the confocal microscope setup “Lab 2” described
in section 4.2 is equipped with a Titanium:sapphire laser (Spectra Physics, Tsunami)
tunable in the wavelength range of 700− 1035 nm with a repetition rate of 80MHz. In
combination with the HBT setup described above, this allows for time-resolved fluores-









































Figure 4.4: Time-correlated single photon counting to measure the excited state lifetime of a
single emitter (after [244]): (a) The arrival times of emitted photons are registered with respect
to the short laser pulses periodically exciting the single color center. (b) The number of photons
that arrive after a certain time delay and within a time bin are recorded in a histogram. The
envelope follows an exponential decay with a decay time T1 corresponding to the excited state
lifetime of the emitter.
cence spectroscopy. As a reference for the timing, the electrical synchronization signal
of the excitation pulses supplied by a fast photo diode is connected to the first channel
of the TCSPC electronics. The arrival times of the fluorescence photons emitted by
the repetitively excited single color center are detected by an APD that is connected
to the second channel of the TCSPC electronics (Fig. 4.4(a)). The TCSPC electronics
correlates the arrival times with respect to the excitation laser and records the num-
ber of photons registered per time interval (“time bin”) after a certain time delay. A
histogram of the photon arrival times whose envelope represents the exponential time
decay of the fluorescence signal after a short excitation is shown in figure 4.4(b). Fitting
the temporal decay with an exponential function
s(t) =
{




, t ≥ ts
0 , t ≤ ts
, (4.6)
we obtain the excited state lifetime T1 of the single color center under investigation.
To guarantee that the color center is excited at a well defined time and only once per
cycle, the duration of the excitation pulse must be short with respect to the lifetime of
the excited state. In our experiments, the shortest lifetime of a single SiV center is mea-
sured to be 440 ps (c.f. chapter 9), thereby being much longer than the pulse duration
which is at maximum on the order of some picoseconds after passing through several
optical elements introducing a pulse broadening [242]. Furthermore, the probability for
multiphoton emission per cycle must be low. The reason for this is the dead time of the
APD of 60 ns. If the number of photons per cycle would be typically > 1, only the first
photon would be registered by the system whereas the following ones are missed. As the
count rate of the investigated SiV centers is < 0.01% compared to the laser repetition
rate, we can be sure that the probability of multiphoton emission per cycle is extremely
small.
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Figure 4.5: Instrument response function of the confocal setup “Lab 2” under pulsed excitation:
The response function (•) can be approximated by a Gaussian (red solid line) according to
equation (4.3) with a width of σ = 367 ps.
Temporal resolution of lifetime measurements
An exponential decay time of the photon emission probability as schematically shown
in figure 4.4(b) can only be detected for an ideal system involving an infinitely sharp
excitation pulse and infinitely accurate detectors and electronics. However, in practice,
the individual components of our setup lead to a deviation from this ideal result. The
most critical limitation is the timing accuracy of the APDs, with a temporal resolution
of 354 ps, whereas the broadening of the excitation pulse to some picoseconds [242]
and the timing jitter of the electronics < 12 ps [239] can be neglected. The overall
timing precision for detection of the arrival time of a single photon is characterized by
the instrument response function of the setup. We measure the instrument response
function by replacing the sample in our confocal setup with a dielectric planar mirror.
The reflected pulsed laser light is detected by the APD and time-correlated to the
electrical synchronization signal supplied by the photo diode. Please note that this is
different to the detection of the HBT response function (c.f. page 59), where we time-
correlated the signal of two APDs. By measuring the TCSPC signal of the reflected laser
pulses with respect to the trigger signal, we obtain the response function of our confocal
setup under pulsed excitation that is shown in figure 4.5. The detected pulse train can
be approximated by Gaussian functions given by equation (4.3) with a half width of
σ = 367 ps4 at 1/
√
e maximum count rate. As the width of the IRF is comparable
to the timing jitter of the APDs of 354 ps, the temporal precision of the APDs can be
identified as the main limiting factor of the timing resolution of the whole setup under
pulsed excitation.
The time-correlated signal y(t) obtained in the experiment when periodically exciting
a single color center is a convolution of the setup response function with the actual
exponential decay of the fluorescence intensity described by equation (4.6). Using the
approximation of the IRF by a Gaussian function, the convolution with the exponential
4The FWHM of the IRF of the confocal microscope setup under pulsed excitation is 864 ps.
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Figure 4.6: Impact of the instrument response function (IRF) on the measured lifetime: (a)
Convolution of the setup IRF with two exponential functions with decay times of T1 = 440 ps
and T1 = 1 ns (solid lines). For comparison the IRF (•) and exponential fits (dotted lines) to
the convolution are shown. For clarity, all curves have been normalized. (b) Relative error
T1,Exp−T1,Conv
T1,Conv
of the excited state lifetime determined either by an exponential fit or fitting the
data with the convolution given by equation (4.7).
decay yields:
y(t) = IRF(t) ∗ s(t) =
∫ ∞
−∞























(t− ts − tc)− σ√
2T1
)] (4.7)
In the experiment, to obtain the exponential decay time T1 corresponding to the lifetime
of the excited state the measured data are fitted using either equation (4.7) or by di-
rect convolution of the measured IRF with an exponential function using mathematical
software analysis 5. Figure 4.6(a) shows exemplarily the convolution of the measured
IRF of our setup with exponential functions with time decay constants of T1 = 440 ps
and T1 = 1.0 ns, corresponding to the shortest lifetime of a single SiV center measured
in this work (c.f. chapter 9) and the excited state lifetime of single SiVs observed in
unstrained bulk diamond [26], respectively. The measured IRF and exponential fits to
the convolution curves is plotted for comparison. The convolution of both curves are
centered around t0 + tc, where t0 is the shift of the exponential according to equation
(4.6) and tc is the position of the IRF maximum. For t > t0 + tc the signal is dominated
by the exponential decay whereas for t < t0 + tc it is mostly determined by the IRF.
Fitting the data for t > t0 + tc with an exponential function and neglecting the setup
response leads to a relative error that is plotted in figure 4.6(b). For long decay times
T1 ≥ 1ns the impact of the IRF is negligible yielding a relative error of < 5%. However,
5Matlab, Mathworks
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for small decay times comparable to the temporal resolution of the setup the influence
of the IRF becomes important: Ignoring the impact of the response function for T1 =
440 ps already leads to an error of 15% and increases rapidly to > 50% for T1 = 200 ps.
To summarize, in this chapter we described two confocal microscopy setups “Lab 1” and
“Lab 2” designed for cavity coupling experiments and spectroscopy of single color centers
in diamond at room temperature and cryogenic temperatures. The spatial resolution of
the confocal setups in the lateral and axial direction is 565 nm and 1.6µm (Lab 1) and
589 nm and 1.67µm (Lab 2), respectively. Each confocal setup can be connected either to
a grating spectrometer for spectral analysis of the fluorescence or to a Hanbury Brown
and Twiss interferometer to perform intensity auto-correlation measurements with a
temporal resolution of 296 ps (Lab 1) and 354 ps (Lab 2). Furthermore, using pulsed
laser excitation, the second setup allows for lifetime measurements of single SiV centers
with a temporal resolution of 367 ps. For all correlation setups, instrument-response
functions have been determined which have to be used in the experiments of this thesis
to yield deconvoluted fluorescence lifetimes and g(2) functions.
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Chapter 5
Photonic crystal cavities
This chapter provides the theoretical background for the propagation and the confine-
ment of light in photonic crystals. Photonic crystals are often considered as semiconduc-
tors for light. Analogous to solid-state crystals in which the interaction of the electronic
wave function with the periodic potential of the atomic lattice gives rise to an elec-
tronic band structure with band gaps for certain energies, the periodic variation of the
refractive index results in a band structure for photons propagating through the dielec-
tric material. The periodic interaction entails a photonic band gap in which certain
frequencies are forbidden. Furthermore, by intentionally introducing line or point de-
fects in the periodic lattice, localized modes with frequencies inside the band gap are
created. The associated electromagnetic fields are tightly confined in the defect region
by virtue of being prohibited in the surrounding lattice. For this reason, photonic crys-
tal devices enable extraordinary localization of electromagnetic fields in tiny volumes
as well as efficient and compact control and guidance of light in matter together with
the ability for compact chip-integration of various components. Moreover, by coupling
a single emitter to a cavity field, its spontaneous emission rate can be significantly
enhanced or inhibited which is known as the Purcell effect [56]. The inhibition of spon-
taneous emission in periodic structures was first studied by Bykov in 1972 [245, 246].
Five years later, two seminal papers by Yablonovitch [247] and John [248] introduced
the concept of photonic band gap materials. The appearance of a band gap as well
as the confinement of light substantially depend on the dimensionality of the crystal,
i.e. in how many spatial directions (one, two or three) the crystal’s unit cell is repli-
cated. Three-dimensional structures offer complete photonic band gaps independent
of the polarization or propagation direction of light. Yablonovitch [247] proposed a
three-dimensional photonic crystal design in which the photonic and electronic band
structure overlapped in frequency. Thereby, the spontaneous emission from electron-
hole recombinations could be suppressed and the performances of semiconductor lasers
or solar cells would be strongly improved. At the same time, John [248] suggested to use
three-dimensional periodic structures for the localization of light in dielectric materials.
With the advance of nanofabrication techniques it was possible to demonstrate the in-
hibition of spontaneous emission from quantum dots embedded in a three-dimensional
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photonic crystal [249–251]. However, the fabrication of structures with a periodic repli-
cation in three spatial directions is extremely challenging. An adequate alternative are
photonic crystal slabs with a two-dimensional in-plane periodicity and finite height in
the vertical direction. Three-dimensional light confinement is achieved via a combina-
tion of the photonic band gap effect and total internal reflection. For photonic crystal
slab structures in gallium arsenide, strong cavity-coupling to a single quantum dot
has already been demonstrated [108, 110]. Moreover, Purcell enhancement of a single
nitrogen-vacancy center coupled to a two-dimensional photonic crystal cavity in dia-
mond has been shown [87]. For a review of spontaneous emission control in three- and
two-dimensional photonic crystals see [123]. Modification of color centers’ spontaneous
emission has also been achieved in one-dimensional photonic crystal cavities [88, 90],
consisting of a patterned waveguide cavity fabricated in diamond. Besides their ability
for tight confinement of optical modes, one-dimensional photonic crystal cavities have
attracted significant interest in recent years, as they simultaneously allow for localiza-
tion of mechanical modes. This gives rise to a complete new field of opto-mechanical
coupling [252–254]. These structures exhibit band gaps for both photons and phonons
and thus enable simultaneous confinement and efficient coupling of optical and vibra-
tional modes of the structure. Optimized designs achieving coupling strength in the
MHz regime have recently been proposed for diamond [255].
In this chapter, we mainly focus on two-dimensional photonic crystal slabs that
consist of a triangular lattice of air holes in diamond. Starting from Maxwell’s equations,
we derive an eigenvalue equation for the electric and magnetic fields that allows for the
subsequent computation of the photonic band structure. Moreover, we provide the
theoretical framework for Purcell inhibition and enhancement of spontaneous emission
in periodic materials that is related to a strong modification of the local density of
states. By numerically solving the eigenvalue equation, we obtain the photonic band
diagram. From purely two-dimensional systems, we derive essential properties, e.g. the
appearance of a frequency gap. Realistic structures are modeled by introducing a finite
slab thickness. We present an extended band diagram that accounts for dissipation losses
in the vertical direction. The photonic band gap is the key property for the realization of
integrated waveguides and cavities. In our simulations, we focus on line defects formed
by omitting one line of holes and point defects created by zero, one or several missing
holes. The cavity structures are characterized by their field distributions, resonant
frequencies, quality factors and mode volumes. We propose an alternative method to
compute the cavity quality factor and apply an efficient optimization procedure to boost
the Q-factor by one order of magnitude. Finally, we present the simulation techniques
used to compute the band structures as well as the near and far fields of the cavity
modes.
5.1 Maxwell’s equations and master equation
Starting from Maxwell’s equations, we derive an eigenvalue problem for the electric
and magnetic field in a mixed dielectric medium. The mathematical description follows
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reference [256]. The propagation of light in a dielectric material, e.g. a photonic crystal,
is governed by the macroscopic Maxwell’s equations given in SI (système international)
units









where ~E and ~H are the electric and magnetic fields, ~D and ~B are the displacement and
magnetic induction fields and ρ and ~J are the free charge and current densities, respec-
tively. In the following, we restrict our analysis to dielectric materials, where neither
free charges (ρ = 0) nor light sources ( ~J = 0) are present. The material consisting of
regions of homogeneous media is described by the dielectric function ε(~r, ω), where ~r is
the position vector and ω the frequency. To appropriately describe the propagation of
light through a photonic crystal, we make the following assumptions for the dielectric
function:
• The material is macroscopic and isotrope. Hence, the dielectric function ε(~r, ω) is
a scalar.
• The material is not dispersive. Therefore, any explicit frequency dependence of
the dielectric constant ε(~r) can be ignored.
• The field strengths are sufficiently small meaning that the relation between ~D
and ~E as well as between ~B and ~H is linear: ~D(~r) = ε0ε(~r) ~E(~r) and ~B(~r) =
µ0µ(~r) ~H(~r), where ε0, µ0 are the vacuum permittivity and permeability and µ(~r)
is the relative magnetic permeability. For diamond µ(~r) ≈ 1.
• The material is transparent resulting in purely real and positive ε(~r).
With all these assumptions, Maxwell’s equations (5.1) become









The two divergence equations ~∇ · ~H(~r) = 0 and ~∇ · ε(~r) ~E(~r) = 0 signify the absence of
sources or sinks of electromagnetic fields in this medium. Equivalently, these equations
indicate that the electric fields are transverse. In the case of plane waves ~H = ~a exp(−i~k·
~r) or ~D = ~a exp(−i~k · ~r), for some wave vector ~k, it results that ~a · ~k = 0. This means
that the electromagnetic field vector is perpendicular to the direction of propagation.
Because Maxwell’s equations are linear, we can separate the time and spatial depen-
dence by expanding the fields in harmonic modes: ~H(~r, t) = ~H(~r)e−iωt and ~E(~r, t) =
~E(~r)e−iωt. For harmonic modes, Maxwell’s equations become time independent and the
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electric and magnetic field can be decoupled, yielding the following master equation for












where c is the vacuum speed of light. In the same way, the master equation for the
electrical field ~E can be derived:





The strategy is to solve one of the eigenvalue problems (5.3) or (5.4) for a given structure
ε(~r) to find the modes ~H(~r) and ~E(~r) and the corresponding eigenfrequencies ω. It is
sufficient to solve only one eigenvalue equation, as the electric and magnetic field are
related via
~H(~r) = − i
ωµ0
~∇× ~E(~r) and ~E(~r) = i
ωε0ε(~r)
~∇× ~H(~r) (5.5)
In the following, we will focus on solving equation (5.3) for the magnetic field. For
that purpose we define the linear operator Θˆ so that





It is essential to note, that the operator Θˆ is Hermitian1, implicating the following key
properties to the electromagnetic solutions:
• The eigenvalues (ω/c)2 of Θˆ are real and positive.
• The eigenfunctions associated to different eigenvalues (ω/c)2 are orthogonal.
The orthonormality condition of two eigenfunctions ~Hm, ~Hn or ~Em, ~En is defined as
〈 ~Hm, ~Hn〉 =
∫
d3r ~H∗m(~r) · ~Hn(~r) = δmn, (5.7)
〈 ~Em, ε ~En〉 =
∫
d3r ~E∗m(~r) · ε(~r) ~En(~r) = δmn, (5.8)
where δmn is the Kronecker’s delta, that is δmn = 1 for m = n and δmn = 0 for m 6= n.
The different definitions of the orthonormality condition arise from the two transverse
Maxwell’s equations (5.2) of the magnetic and electric field.
Please note that the operator ε−1~∇× ~∇× given in equation (5.4) is not Hermitian
[256]. However, if we include the relative permeability µ(~r) 6= 1 in the master equation,













~H(~r), ~∇ · µ(~r) ~H(~r) = 0 (5.9)
1An operator Θˆ is Hermitian if 〈~F , Θˆ~G〉 = 〈Θˆ~F , ~G〉, where 〈~F , ~G〉 = ∫ d3r ~F ∗ · ~G denotes the inner
product of two vector fields ~F and ~G.













~E(~r), ~∇ · ε(~r) ~E(~r) = 0 (5.10)





















are both Hermitian [257]. In the following, we will mainly focus on equation (5.3)
to describe the propagation of light through a photonic crystal. However, for some
analytical calculations, such as the derivation of the variational theorem or of the local
density of states, it is more convenient to use either equation (5.4) or (5.12).
5.1.1 Variational theorem
The harmonic modes propagating through a dielectric medium can have complicated
field patterns. However, as a general principle the modes tend to concentrate the electric
field energy in regions of high dielectric constant while remaining orthogonal to the
modes with lower frequencies. This principle can be derived from the electromagnetic
variational theorem: The smallest eigenvalue (ω0/c)2 and the lowest-frequency mode
correspond to the field pattern that minimizes the energy functional Uf :
Uf ( ~H) ≡ 〈
~H, Θˆ ~H〉
〈 ~H, ~H〉 . (5.13)
Considering a small perturbation δ ~H added to the field ~H, one can show that the result-
ing small change in δUf is zero only if ~H is an eigenvector of Θˆ 2. The lowest-frequency
eigenmode ~H0 to the eigenvalue (ω0/c)2 minimizes Uf . The next low-frequency mode
will again minimize Uf in a subspace of modes that are orthogonal to the fundamental
mode ~H0.
The energy functional can be rewritten in terms of the electric field ~E, by substituting
equations (5.5) and (5.6) into equation (5.13) and rewriting the denominator considering
(ω/c)2〈 ~H, ~H〉 = 〈 ~H, Θˆ ~H〉 = ∫ d3r ε−1|~∇ × ~H|2 and equation (5.5). For the energy
functional we obtain:
Uf ( ~E) =
∫
d3r |~∇× ~E(~r)|2∫
d3r ε(~r)| ~E(~r)|2 . (5.14)
2Considering the difference δUf ( ~H) = Uf ( ~H + δ ~H) − Uf ( ~H) and ignoring terms higher than first
order in δ ~H, we can approximate δUf ≈
[
(δ ~H, ~G) + (~G, δ ~H)
]













At the minimum, δUf vanishes for every perturbation δ ~H if the quantity in parenthesis on the right
hand side is zero. This is equivalent to the fact that ~H must be an eigenvector of Θˆ.
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The energy functional is minimized when the electric field is concentrated in regions of
high dielectric constant thereby maximizing the denominator and when the nominator is
minimized by reducing the amount of oscillations while remaining orthogonal to lower-
frequency modes.
5.1.2 Scale invariance of Maxwell’s equations
In electrodynamics, there is no fundamental length scale and the solution for a given
problem can easily be scaled up or down in dimension and frequency. This key property
of Maxwell’s equations has major consequences for designing photonic crystal structures.
In the following, we will show the scale invariance of Maxwell’s equations. As a starting
point, we consider the master equation (5.3) for the magnetic field ~H. Supposing that
the dielectric material will be stressed or compressed by a factor s, this would lead to
a changed dielectric function: ε′(~r) = ε(~r/s). Applying the variable transformation












This is just again the master equation for a scaled dielectric function ε′(~r) = ε(~r ′/s)
with the modified eigenmode ~H ′(~r ′) = ~H(~r ′/s) and a scaled frequency ω′ = ω/s. Thus,
the new mode profile and its frequency can be obtained by simply rescaling the old
profile and its frequency. The scale invariance of Maxwell’s equations is essential for
practical applications: once the solution to a problem is calculated, the solutions to all
other length scales can easily be derived. Due to the rescaling property of Maxwell’s
equations, the dimension of the structures are typically not given in absolute values
but rather in units of the dimensionless lattice constant a. For the same reasons, all
frequencies ω and wave vectors k are given in dimensionless units 2pic/a and 2pi/a,
where c denotes the speed of light. The dimensionless frequency ω is equivalent to a/λ,
where λ is the vacuum wavelength. New designs of photonic crystal structures can be
easily applied to any desired wavelength range, e.g. to the NV or SiV emission lines, by
adjusting the lattice constant. We will widely use the scale invariance when designing
photonic crystal structures in diamond.
In this section, we provided the basic equations and fundamental properties of elec-
tromagnetic fields in periodic structures. Starting from Maxwell’s equations, we derived
a Hermitian eigenvalue problem that will be simplified in the subsequent section by
taking into account the symmetry of the periodic lattice.
5.2 Maxwell’s eigenvalue problem and symmetry analysis
The propagation of light through periodic structures with length scales on the order
of the wavelength is profoundly different from the homogeneous case. This fact is well
known from solid-state physics, where the periodic potential of atoms arranged in a crys-
tal is responsible for the formation of energy bands and band gaps of electronic states in
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semiconductors, metals and insulators. Equivalently, a periodic variation of the refrac-
tive index of the dielectric medium leads to the formation of frequency bands and band
gaps for electromagnetic states in the photonic crystal. To appropriately describe the
periodic dielectric function, we recall the formalism of the reciprocal lattice known from
solid-state physics and identify the first Brillouin zone for the two-dimensional triangular
lattice that will be used throughout the text. In order to compute the eigenfrequencies
and eigenstates for a given periodic structure, we restrict the eigenvalue problem (5.3),
derived in the previous section, to a single unit cell of the lattice. For that purpose,
we investigate the invariance of the structure under translational, rotational and mir-
ror symmetry. Here, we focus on a two-dimensional triangular lattice of air holes in
diamond. We will see that the discrete translational symmetry of the two-dimensional
photonic lattice provokes a discrete spectrum of eigenfrequencies, referred to as the pho-
tonic band structure. Moreover, mirror reflection symmetries enable us to classify the
electromagnetic fields in the crystal into two different polarizations, for which the band
structure can be calculated independently. The definition of the real and reciprocal
lattice is taken from reference [258], whereas the symmetry analysis and mathematical
description of Maxwell’s eigenvalue problem follow reference [256].
Photonic lattice and Brillouin zone
In this section, we review the framework of real space, reciprocal lattices and the Bril-
louin zone known from solid-state physics to appropriately describe the two-dimensional
photonic crystal structure. An ideal crystal is defined by a periodic repetition of a basic
building block. This elementary unit is commonly referred as the unit cell. Such unit
cell may be reproduced in one, two or three dimensions in space. Here, we focus on
two-dimensional photonic crystals consisting of air holes in diamond periodically repli-
cated in the (x, y)-plane with no extend in the vertical z-direction. The two primitive
lattice vectors ~a1 and ~a2 define the edges of a triangular unit cell with one air hole at
the center (see blue region in Fig. 5.1(a)):
~a1 = 0.5a~ex +
√
3/2a~ey ~a2 = 0.5a~ex −
√
3/2a~ey. (5.16)
Here, a = |~a1| = |~a2| denotes the lattice constant and ~ex, ~ey define the Cartesian unit
vectors along the x- and y-axis. By replicating the unit cell in space by multiples of the
primitive lattice vectors, ~a1, ~a2, a triangular photonic lattice can be constructed. Any
arbitrary point ~r ′ in the crystal structure can be considered identical to a corresponding
point ~r ′ within a chosen unit cell, differing only by a lattice vector ~R:
~r ′ = ~r + ~R, with ~R = m1~a1 +m2~a2, (5.17)
where m1,m2 ∈ Z. As a consequence, we can restrict the complete analysis of the
crystal to points within a single unit cell.
For future analysis and the calculation of the band structure as a function of the wave
vector ~k, it is essential to Fourier transform the structure to the reciprocal space domain,
i.e. into k-space. Given a set of lattice vectors ~a1 and ~a2, the corresponding primitive














Figure 5.1: The two-dimensional triangular lattice in real and reciprocal space: (a) The vectors
~a1, ~a2 define the unit cell (blue area) in real space. Gray: diamond, white: air holes. (b) The
reciprocal lattice vectors ~b1, ~b2 are given by ~ai · ~bj = 2piδij . The green area marks the first
Brillouin zone defining the unit cell of the reciprocal lattice. (c) The irreducible Brillouin zone
(pink area) comprises all nonredundant wave vectors under sixfold rotational symmetry. The
three vertices of the irreducible Brillouin zone are the Γ, M and K point.
vectors ~b1 and ~b2 of the reciprocal lattice are defined by the relation ~ai · ~bj = 2piδij ,
where δij denotes the Kronecker’s delta. The primitive reciprocal lattice vectors ~b1, ~b2
define the unit cell in Fourier space. For a triangular lattice with the lattice vector ~a1,









3/2~ex − 0.5~ey), (5.18)
with the absolute values |~b1| = |~b2| = 4pi/(
√
3a). A schematic of the reciprocal space is
displayed in figure 5.1(b). The whole Fourier lattice can be constructed by translating
the unit cell by multiples of ~b1, ~b2. Analogous to real space, we define the reciprocal
lattice vector ~G that relates any wave vector ~k′ to a corresponding wave vector ~k within
the unit cell in Fourier space, such that:
~k′ = ~k + ~G, with ~G = v1~b1 + v2~b2, (5.19)
where v1, v2 ∈ Z. Hence, we can restrict our Fourier space analysis to a finite zone
of wave vectors ~k. This finite zone or unit cell in reciprocal space is called the first
Brillouin zone. The first Brillouin zone of the triangular lattice is shown by the green
area in figure 5.1(b). This unit cell of the reciprocal space can be constructed as follows:
From the center point defined as the origin, we draw connecting lines to the other lattice
points. The perpendicular bisectors define the boundary of the first Brillouin zone. In
the following section, we will see that due to the discrete translational symmetry of the
photonic lattice, we can restrict the calculation of the band structure to wave vectors
within the reciprocal unit cell. Moreover, due to the sixfold rotational symmetry of
the triangular lattice, it is sufficient to limit the calculation to wave vectors in the
irreducible Brillouin zone (pink area in Fig. 5.1(b)), that can not be reconstructed
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by sixfold rotation. The edge of the irreducible Brillouin zone is defined by the three
vertices Γ, M and K:







A close up of the irreducible Brillouin zone with the three vertices Γ, M and K is shown
by the pink area in figure 5.1(c). In the following, the definition of the irreducible
Brillouin zone is essential for the calculation of the photonic band structure. Based on
symmetry analysis, we will see that the calculation of eigenmodes of the photonic lattice
can be restricted to wave vectors along the lines connecting the points Γ, M and K.
Discrete translational symmetry
Above, we have seen that the triangular lattice is invariant under discrete translation
by the lattice vector ~R. For each ~R, we can define a translation operator Tˆ~R which,
when applied to a vector or scalar function f(~r), shifts the argument by ~R:
Tˆ~R f(~r) = f(~r +
~R). (5.21)
When applied to the dielectric function of the triangular lattice, we obtain Tˆ~R ε(~r) =
ε(~r + ~R) = ε(~r). As the structure at position ~r and ~r + ~R is identical, the associated
electromagnetic solutions are equally invariant under discrete translation by a vector
~R. Mathematically speaking, the operator Θˆ (c.f. eq. (5.3)), that determines the
electromagnetic solutions for a given dielectric function, commutes with the translation
operator Tˆ~R: [Θˆ, Tˆ~R] = 0. If two operators commute, there exists a set of common eigen-
functions that are solutions for both operators. The eigenfunctions of the translation
operator are plane waves given by:
Tˆ~R e







The eigenfunctions ei~k·~r are degenerate, as the modes associated with the wave vectors
~k and ~k + ~G have the same eigenvalue ei~k·~R. Here, we used the relation ~G · ~R = 2pip,
with p ∈ Z. Since the linear combination of the degenerate eigenfunctions ei(~k+ ~G)·~r for
different reciprocal lattice vectors ~G is itself an eigenfunction with the same eigenvalue,














ei~r· ~G = ei~r·~k ~u~k(~r). (5.23)
The index m denotes the band number. The coefficients ~h
m,~k+ ~G
are determined by
solving Maxwell’s equations. The function ~u~k(~r) is a periodic function ~u~k(~r) = ~u~k(~r+ ~R).
The electromagnetic modes propagating through a periodic dielectric material are plane
waves modulated by the function ~u~k(~r) that shares the periodicity of the photonic lattice.
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The result ~H
m,~k
(~r) = ei~r·~k ~u~k(~r) is commonly known as Bloch’s theorem in solid state
physics. One key fact about Bloch states is that the eigenstates associated with wave
vectors ~k and ~k + ~G are identical and thus the same must hold for the eigenfrequencies
ωm(~k) = ωm(~k + ~G). Therefore, we can restrict the eigenfrequency calculation to wave
vectors ~k within the first Brillouin zone of the reciprocal lattice.
Photonic band structure, Maxwell’s eigenvalue problem
From general symmetry analysis, we have derived that the electromagnetic modes of
a photonic crystal with a discrete translational symmetry in two-dimensions can be
written as Bloch states that are composed of a plane wave multiplied with a periodic
function ~u~k(~r). When inserting the Bloch state ~H~k = e
i~k·~r~u~k(~r) into the master equation
(5.3), we can derive an eigenvalue problem for ~u~k(~r):
Θˆ~k~u~k(~r) = (i
~k + ~∇)× 1
ε(~r)
(i~k + ~∇)× ~u~k(~r) = (ω(~k)/c)2~u~k(~r). (5.24)
Here we have defined a new Hermitian operator Θˆ~k depending on
~k. The function ~u~k(~r)
has to fulfill the transversality relation (i~k+~∇)~u~k(~r) = 0. Due to the periodicity relation
~u~k(~r) = ~u~k(~r+
~R), we can restrict our analysis to a single unit cell of the photonic lattice
and to wave vectors within the first Brillouin zone (see previous section). Similarly to the
quantum-mechanical problem of a particle in a box, restricting a Hermitian eigenvalue
problem to a finite volume leads to a discrete spectrum of eigenvalues. Therefore,
we expect to find for each wave vector ~k a finite set of modes with discretely spaced
frequencies, which are labeled according to the band index m. For a fixed band number
m, the frequency ωm(~k) obtained by solving equation (5.24) varies continuously when
the wave vector ~k is continuously changed. Displaying the calculated frequencies ωm(~k)
as a function of the wave vector ~k in the Brillouin zone, we obtain the band structure of
the photonic crystal. In practice, to calculate the band structure for a given photonic
crystal described by ε(~r), we use computational techniques, e.g. the freely available
software package MIT Photonic-Bands (mpb) [259, 260] that is described in section
5.7.1.
Rotational symmetry
Besides the discrete translational symmetry the triangular lattice has a sixfold rotational
symmetry. This means that upon rotation by an angle of α = 60◦ around the axis normal
to the photonic crystal plane, the exact configuration of the crystal is reproduced. To
rotate a vector field ~f(~r) by an angle α, we define the operator OˆR as
OˆR ~f(~r) = R~f(R−1~r). (5.25)
The vector field ~f is rotated with R to give ~f ′ = R~f and the argument ~r is rotated
by R−1 yielding ~r ′ = R−1~r. If the structure is invariant under rotation by R, we can
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conclude that [Θˆ, OˆR] = 0. Using the commutator relation, we deduce






The rotated state OˆR ~Hm,~k is another Bloch state with a rotated wave vector R~k3. Fur-
thermore, equation (5.26) shows that the rotated mode OˆR ~Hm,~k is just as well a solution
to the master equation (5.24) with the same eigenvalue (ωm(R~k)/c)2 = (ωm(~k)/c)2 as
~H
m,~k
. This means that the eigenfrequencies ωm associated with the wave vector ~k and
the rotated wave vector R~k are the same. Therefore, we can restrict the calculation of
eigenfrequencies to wave vectors in a small part of the Brillouin zone that can not be
restored by the sixfold rotational symmetry of the lattice. This reduced part is referred
to as the irreducible Brillouin zone (c.f. page 73 in section 5.2).
According to the extremum principle known from complex functional analysis, the
maxima and minima of a function in a domain are to be found on the boundary of that
domain. This is especially valid for harmonic functions. From the maxima and minima
of the lattice eigenfrequencies, important properties of the photonic band structure, e.g.
the existence of a photonic band gap, can be deduced. Therefore, it is sufficient to re-
strict the calculation of the eigenfrequencies ωm(~k) to wave vectors ~k along the boundary
of the irreducible Brillouin zone, connecting the points Γ, M and K in reciprocal space
(c.f. Fig. 5.1(c)).
Mirror symmetry and TM- and TE-modes
Mirror reflection symmetry in two-dimensional photonic crystals allows us to classify
the modes in two distinct polarizations and enables to separate the eigenequation (5.24)
for Θˆ~k into two individual equations one for each polarization. The two-dimensional
photonic crystal structure shown in figure 5.2 is symmetric upon reflections in the (x, y),
(y, z) and (x, z)-planes. In the following, we will focus on reflections with respect to the
(x, y)-plane, but the mathematical descriptions can easily be transferred to other mirror
planes. The reflection of a vector ~r with respect to the (x, y)-plane is mathematically
described by: Mz(x, y, z) = (x, y,−z), where Mz changes the sign of the z-component
and leaves x, y unchanged. To describe the transformation of electromagnetic fields
under mirror reflection with respect to the (x, y)-plane, we define the mirror reflection
operator OˆMz . When applied to the z-component of a vector field ~f(~r), e.g. the electric
field ~E, fz is inverted with a minus sign, whereas a pseudo vector field, e.g. the magnetic
field ~H, is transformed with a plus sign:
vector: OˆMzfz(~r) = −fz(Mz~r) (5.28)
3To prove this, we show that the rotated state is an eigenvector of the discrete translation operator:
Tˆ~R(OˆR ~Hm,~k) = e
iR~k·~R(OˆR ~Hm,~k). (5.27)









Figure 5.2: Mirror symmetry planes of a two
dimensional photonic crystal with a finite slab
height in z-direction.
pseudo vector: OˆMzfz(~r) = +fz(Mz~r) (5.29)
We refer to a vector field as +z-mode with respect to the (x, y)-plane, when it is invariant
under reflection OˆMzfz(~r) = fz(~r), whereas it is called −z-mode, when it transforms
with a minus sign OˆMzfz(~r) = −fz(~r). In our simulations (c.f. section 5.7), we use
this classification in ±z-modes, and equivalently in ±x and ±y modes, in order to
specify the symmetry of the modes. The above definition is in accordance with the one
given in the book by Joannopoulos [256]. In contrast to this, most of the experimental
publications [86, 132] on photonic crystals classify the cavity modes in even and odd
modes. Unfortunately, there is no uniform classification of even and odd modes in
literature. In order to be conform with references [86,132,261,262] investigating photonic
crystal waveguides and cavities that are similar to those studied in this thesis, we define
+z-modes as odd and −z-modes as even modes. Although this definition is at first
sight counter intuitive, we keep this classification throughout the thesis in order to
allow for comparison to other experimental as well as to theoretical studies. Based on
our definition, we obtain for the electromagnetic fields:
odd or (+z) even or (−z)
vector: Ez(Mz~r) = −Ez(~r) Ez(Mz~r) = Ez(~r) (5.30)
pseudo vector: Hz(Mz~r) = Hz(~r) Hz(Mz~r) = −Hz(~r)
Similarly, the operators OˆMx and OˆMy describe the transformation of a (pseudo)-vector
field upon reflection in the (y, z) and (x, z)-plane, respectively. Under those mirror
reflections, the x- and y-components of the electromagnetic fields transform as follows:
odd or (+x) even or (−x)
vector: Ex(Mx~r) = −Ex(~r) Ex(Mx~r) = Ex(~r) (5.31)
pseudo vector: Hx(Mx~r) = Hx(~r) Hx(Mx~r) = −Hx(~r)
odd or (+y) even or (−y)
vector: Ey(My~r) = −Ey(~r) Ey(My~r) = Ey(~r) (5.32)
pseudo vector: Hy(My~r) = Hy(~r) Hy(My~r) = −Hy(~r)
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We have to keep in mind that the electromagnetic fields do not transform independently
but they are related according to equations (5.5). Hence, if the Hz component is even
(odd) under the reflection with respect to the (x, y)-plane, Ex and Ey also transform
with a minus (plus) sign according to equations (5.5). Similarly, if the Ez component
is even (odd) with respect to (x, y) reflections, Hx and Hy equally transform with a
plus (minus) sign. In the case of two-dimensional photonic crystals defined in the (x, y)-
plane, the structure is invariant under reflections: Mz z = z = 0. Likewise, for wave
vectors ~k|| in the two-dimensional Brillouin zone, we have Mz~k|| = ~k||. According to
the relations (5.30), for any odd mode, we get Ez(x, y, z = 0) = −Ez(x, y,−z = 0).
Hence, the Ez component must vanish at z = 0 and thereby also Hx and Hy. The only
persisting components are Ex, Ey, Hz in the case of odd modes. Similarly, in the case
of even modes, Hz, Ex and Ey vanish and Hx, Hy and Ez remain.
The modes for every two-dimensional photonic crystal can be classified into two
distinct polarizations: either (Ex, Ey, Hz) or (Hx, Hy, Ez). As the electric field is
confined to the (x, y)-plane, we call the former modes transverse electric (TE) modes,
whereas the latter are termed transverse magnetic (TM) modes with the magnetic field
components being confined in the (x, y)-plane. The classification of the modes according
to their polarization allows us to solve the eigenequation for Θˆ~k and to calculate the
band structure independently for TE- and TM-modes. However, please note that this is
only valid in the case of two-dimensional photonic crystals, where we haveMzz = z and
Mz~k|| = ~k||. For two-dimensional structures with a finite slab thickness in z-direction,
this separation of polarizations is not valid anymore for every wave vector. However,
the modes can still be classified as even and odd modes as will be addressed in section
5.4.2. Before we proceed by numerically solving the derived eigenvalue equation for Θˆ~k
in order to compute the photonic band diagram for two-dimensional periodic structures
(c.f. section 5.4), we introduce the local density of states, which is essential for the
description of light inhibition and enhancement in photonic crystals.
5.3 Local density of states
The two earliest papers [247, 248] on photonic band gap materials highlight their abil-
ity of dramatically alter the emission properties of a single emitter hosted in it. The
emission modification arises from the difference in the local density of states within
the crystal compared to bulk material. Yablonovitch [247] anticipated the inhibition of
spontaneous emission when placing the emitter in a three-dimensional photonic crystal
structure with a complete band gap at the emitter’s transition frequency. In contrast,
John [248] focused on the localization of light due to disorder, e.g. a point or line defect,
in an otherwise periodic dielectric material. The defect induces sharp Bragg resonances
in the local density of states at frequencies within the band gap of the periodic lattice. In
this section, we review the concept of the local density of optical states determining the
radiation dynamics of a fluorescent source placed in a photonic lattice. Mathematically,
the spontaneous emission rate and the local density of states are related via Fermi’s
Golden Rule. The local density of states, used in Fermi’s Golden Rule, arises from a
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semi-classical analysis of the atom-field interaction, in which the atom is treated quan-
tum mechanically and the electromagnetic fields classically. Based on classical Maxwell’s
equations, we deduce a relation between the radiated power of a dipole source and the
local density of states of the surrounding medium. Moreover, the impact of the local
density of states on the spontaneous emission rate of a two-level atom is derived. By
normalizing the spontaneous emission rate of a single emitter placed within the crystal
to its emission properties in bulk, we can derive the Purcell factor. The Purcell factor
determines the inhibition or enhancement of the emission rate as a function of the atom’s
spatial and spectral position and dipole orientation. The mathematical definitions and
descriptions in this section follow references [120,257].
Definition of (local) density of states
The density of states (DOS) defines the number of optical states per frequency interval
[ω, ω+dω] at each emission frequency ω of the fluorescent source hosted in the material.




δ(ω − ωm). (5.33)
Here, the delta function δ(ω−ωm) filters the relevant emission frequencies ωm from the
collection of optical states. The integral over all frequencies
∫
DOS(ω) dω counts the
number of modes in the integration interval.
For applications in quantum optics, it is necessary to specify the density of states
at the position ~r of a single atom placed in the photonic crystal. If an excited atom,
hosted in a photonic crystal, decays via a single-photon process, the photon has to be
emitted into a mode supported by the photonic lattice. The local coupling of the atomic
dipole moment ~d to the photonic crystal modes ~Em determines the decay rate of the
excited atom. The number of existing modes and the coupling to the photonic crystal
modes are expressed by the local density of states (LDOS). If we normalize the crystal
eigenfields such that
∫
~E∗(~r) ε(~r) ~E(~r)d3r = 1, we can define the local density of states




δ(ω − ωm) ε(~r)|〈 ~Em(~r), ~ed〉|2. (5.34)
Here, 〈·, ·〉 is the inner product, ~ed denotes the unit vector pointing along the transition
dipole moment orientation and ~Em is the mth electric eigenmode obtained by solving
4 The local density of states LDOS(~r, ω,~ed) gives a measure of the density of statesDOS(ω) weighted
by the energy density of each mode’s electric field at position ~r and in the direction of the dipole ~d.
Equivalently, one could define the LDOS weighted by the magnetic field energy µ|〈 ~Hm, ~ed〉|2 with the
normalization
∫
µ| ~H|2 = 1. However, many physical phenomena, e.g. the spontaneous emission rate
of an atom, are related to electric dipole sources. Therefore, the LDOS based on the electric field
distribution is more convenient for us.
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Maxwell’s eigenvalue problem for a given photonic crystal structure. Due to the position
dependency of the LDOS, the location of the emitter in the photonic crystal might be
crucial for the success of quantum optical experiments. When integrating the local den-
sity of states over all possible dipole positions ~r and summing over all dipole orientations







The local density of states is of central importance for understanding the classical ra-
diation of a dipole source as well as quantum mechanical phenomena of light-matter
interaction, e.g. single-photon emission by an atom. Using a semiclassical approach, we
show in the following that both the power radiated by a classical dipole source and the
spontaneous emission rate of atoms are connected to the local density of states.
Local density of states and radiated power
Starting from Maxwell’s equations, we derive a relationship between the local density of
states and the power radiated by a current source ~J hosted in a dielectric material. This
relation is widely used in practice to compute the local density of states by inserting a
dipole source and performing Fourier transforms of the radiated electromagnetic fields
[263–268]. Including an electric point source, Maxwell’s equations are given by
~∇× ~H(~r, t) = ε0ε(~r)∂
~E(~r, t)
∂t
+ ~J(~r, t) (5.36)




Assuming time-harmonic electromagnetic fields ~H(~r, t) = ~H(~r) e−iω t, ~E(~r, t) = ~E(~r) e−iω t
and an electric current source ~J(~r, t) = ~J(~r) e−iω t, equations (5.36)-(5.37) can be de-











Here, we applied the definition of the Hermitian operator Ξµ given by equation (5.12).
According to Poynting’s theorem, the total radiated power is equal to the time-averaged





~E∗(~r) · ~J(~r) d3r = −1
2
Re〈 ~E, ~J〉, (5.39)
where 〈·, ·〉 denotes the inner product. As a next step, we expand the electric current ~J







〈 ~Em(~r), ~J(~r)〉 ~Em(~r) (5.40)






〈 ~Em(~r), ~J(~r)〉 ~Em(~r)
ω2m − ω2
. (5.41)
Thereby, we take advantage of the orthogonality relation (5.8) of the cavity modes as
well as of the eigenequation Ξµ ~Em = (ωm/c)2 ~Em and equation (5.38). Unfortunately,
we cannot directly substitute equations (5.40) and (5.41) into the expression (5.39) for
the radiated power P . First of all, the denominator vanishes for ωm = ω and hence ~E(~r)
diverges. Second, ~E(~r) is purely imaginary which results in Re〈 ~E, ~J〉 = 0. To overcome
these singularities, we consider a lossy system by introducing a complex eigenfrequency
ωc = ωm− iηm/2 with an imaginary part ηm > 0, for which the equation can be solved.
Finally, we take the limit ηm → 0. For a current source placed in a lossless medium, the






|〈 ~Em(~r), ~J(~r)〉|2δ(ω − ωm). (5.42)
In contrast, if we assume small losses ηm  ωm, the frequency dependence of the modes
is no longer described by delta functions but governed by a Lorentzian function that
models the spectral broadening. The power radiated by the current source placed in a






ηm |〈 ~Em(~r), ~J(~r)〉|2
(ω − ωm)2 + (ηm/2)2 . (5.43)
Hence, the radiated power is determined by the sum over all leaky modes, described
by Lorentzian functions, multiplied by the overlap integral | ∫ ~Em(~r) · ~J(~r) d3r|2. In the
limit ηm → 0, we retrieve equation (5.42) by considering that the delta distribution can
be approached by a Lorentzian: lim ηm→0(ηm/2)/((ω− ωm)2 + (ηm/2)2) = piδ(ω− ωm).
Given equation (5.42), a relation between the radiated power and the local density
of states can be derived. Let us consider a time-harmonic current source ~J(~r, t) =
~J(~r) e−iωt with
~J(~r) = ~d δ(~r − ~r0), with ~d = d~ed. (5.44)
To the lowest order, the current source ~J can be thought of an oscillating dipole posi-
tioned at ~r0 with d and ~ed being the magnitude and the direction of the dipole moment
~d. Temporarily, we assume a unit-amplitude d = 1. Substituting the definition (5.44) of
the point-dipole source in equation (5.42), we obtain |〈 ~Em(~r), ~J(~r)〉|2 = |〈 ~Em(~r0), ~ed〉|2.
Comparing equation (5.42) and equation (5.34), we find the following relation between




ε0 ε(~r0)P (~r0, ω,~ed). (5.45)
The argument ~ed indicates that the local density of states and the radiated power depend
on the specific orientation of the dipole moment. According to equation (5.45), the local
density of states is proportional to the power radiated by a point-dipole source differing
only by a factor of 4 ε0ε(~r0)/pi.
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Based on equation (5.45), we can compute the local density of states by simulating
the radiated power emitted by a dipole source. To this end, we place a point-dipole
source J(~r, t) = d(t) ~d δ(~r − ~r0) at a point ~r0 within the photonic crystal lattice, with
a polarization along the unit vector ~ed and an impulsive amplitude distribution d(t)
that vanishes for long times t. The LDOS spectrum is obtained by accumulating the
frequency dependent Fourier transform E˜d(~r0, ω) = FT[ ~E(~r0, t) · ~ed] of the electric field
~E(~r0, t) projected on the polarization axis ~ed of the dipole moment and multiplied by
the Fourier transform d˜(ω) = FT[d(t)] of the source amplitude distribution d(t) [257]:





In order to retrieve the power emitted by a unit-amplitude dipole, we normalize the
LDOS in equation (5.46) by the pulse spectrum d˜(ω). Typically, we are interested in the
modification of the LDOS by a photonic crystal structure with respect to a homogeneous
medium. In this case, we simulate the LDOS twice and divide the two. All normalization
factors such as |d˜(ω)|2 cancel each other, when calculating the ratio. In section 5.4, we
compute the LDOS using finite-difference time-domain (FDTD) simulations for two-
dimensional photonic crystal lattices and photonic crystal slab structures.
Local density of states and spontaneous emission rate
Since Purcell’s fundamental work [56], we know that the radiative properties of an atom
can be significantly modified by the surrounding medium. When placed in a resonant
electric device, the spontaneous decay rate of a single emitter can be enhanced compared
to its free-space decay rate. To experimentally observe the Purcell effect, one requires
a physical device whose dimensions are on the order of the wavelength of light, as it
is the case for photonic crystals. Using quantum electrodynamics, we here derive the
spontaneous decay rate γ for a two-level quantum system and relate it to the local
density of states of the surrounding medium. The mathematical description is based on
reference [120].
Here we consider a two-level atom with one excited state |e〉 and several ground
state levels |g〉 with identical energies. The combined emitter-field system undergoes
a transition from the initial state |i〉 to the final state |f〉 under emission of a single






|〈f |Hˆint|i〉|2 δ(ωi − ωf ). (5.47)
Here, Hˆint = −dˆ · Eˆ is the interaction Hamiltonian in the dipole approximation, with dˆ
being the atomic dipole operator and Eˆ the electric field operator. In a next step, we
develop the electric field operator as a sum of complex modes ~E+m = ( ~E−m)∗ associated
















m(0)exp(iωmt), aˆm(t) = aˆm(0)exp(−iωmt). (5.49)
The quantities aˆ†m, aˆm are the photon creation and annihilation operators, respectively.
The dipole operator dˆ of the two-level atom with the ground state |g〉 and excited state
|e〉 can be written as [120]
dˆ = ~d (|e〉〈g|+ |g〉〈e|) . (5.50)
To determine the transition rate, we define the initial |i〉 and excited state |f〉 of the
combined emitter-field system as:
|i〉 = |e, 0〉 |f〉 = |g, 1ωm〉, (5.51)
where |e, 0〉 means that the atom is initially excited and no photon being present in the
field, whereas |g, 1ωm〉 symbolizes the atomic ground state and the one-photon state of
the field with a frequency ω0 = (Ee−Eg)/~. Here, Ee, Eg are the energies of the atomic
excited and the ground state, respectively. Substituting the expansions of the electric
field and dipole operator into Fermi’s Golden Rule for the defined initial and final state







~d · ( ~E+m ~E−m) · ~d
]
δ(ω0 − ωm). (5.52)













Considering the definition of normal modes and the dipole moment ~d = d~ed with an







[~ed · (~um~u∗m) · ~ed] δ(ω0 − ωm). (5.54)
If we compare the derived spontaneous emission rate with equation (5.34), we can iden-
tify the local density of states with
LDOS(~r0, ω0, ~ed) = ε(~r0)
∑
m
[~ed · (~um~u∗m) · ~ed] δ(ω0 − ωm). (5.55)
The spontaneous emission rate is hence proportional to the local density of states cal-






LDOS(~r0, ω0, ~ed) (5.56)
We emphasize that according to our definitions the spontaneous emission rate is propor-
tional to the ratio LDOS(~r0, ω0, ~ed)/ ε(~r0) including the LDOS as well as the dielectric
function at position ~r0. This is conform with previous findings reported in literature [270]
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where the LDOS is expressed in terms of the dyadic Green’s function
↔
G5. The analogy
between the quantum analysis of spontaneous emission and the classical dipole radiation
picture can be found in references [120,265].
In the definition of the spontaneous emission rate above, we assumed a delta-like
emission spectrum at a fixed frequency ω0. In the case of an atomic transition i with a
finite linewidth ηi given by a Lorentzian function centered at a transition frequency ωi,










(ω − ωi)2 + (ηi/2)2 dω, (5.57)
where ~ri denotes the emitter’s position. Including a finite emission linewidth in the
analysis, the spontaneous emission rate is not just given by the local density of states at
ωi, but it has to be multiplied by the Lorentzian emission spectrum of the dipole source.
The above description could also be derived by taking the temporal Fourier trans-
form of a current source with an exponentially decaying amplitude ~J(~r, t) = d~edδ(~r −
~r0) e
−iωit−ηit/2. In the limit for vanishing ηi, lim ηi→0 (ηi/2)/((ω − ωi)2 + (ηi/2)2) =
pi δ(ω − ωi), equation (5.57) converges to (5.56). If the emitter’s linewidth ηi is much
smaller than any feature size in the LDOS spectrum, it is often reasonable to simply
use the LDOS(~ri, ωi, ~ed) [257].
Once we have found the dependency of γ on the LDOS, we can now derive a cor-
relation between the atomic spontaneous transition rate and the power radiated by the
emitter. To this end, we substitute equation (5.45), linking the radiated power with the




|d|2P (~r0, ω0, ~ed). (5.58)
Hence, the spontaneous emission rate is exactly proportional to the radiated power.
Normalized to the free-space emission properties, the enhancement or inhibition of the







This important relationship has been widely applied to compute the Purcell factor by
solving classical Maxwell’s equations [263–268]. In connection with periodic photonic
crystal slabs, we will use equation (5.59) to evaluate the inhibition of the spontaneous
emission rate for a single emitter placed inside a periodic structure by simulating the
radiated power in all three spatial directions (c.f. page 100).
5.3.1 Purcell factor
The Purcell factor is defined as the spontaneous emission rate of an emitter placed in
an inhomogeneous medium, e.g. a photonic crystal lattice or a cavity, divided by the
5The dyadic Green’s function is obtained by solving (Ξµ − (ω/c)2)
↔
G (~r, ~r0) =
↔
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spontaneous emission rate in bulk material. To derive the Purcell factor, we consider
a single cavity mode coupled to a single emitter at position ~r0, with dipole moment ~d
and an atomic-like transition rate at frequency ω0 given by equation (5.58). To obtain
a compact and clear description, we make several assumptions. First, we suppose that
the local density of states of the cavity is dominated by one photonic crystal mode at
frequency ωm = ωcav with a finite linewidth ηcav described by a Lorentzian spectrum
given by equation (5.43). Secondly, we express the resonance linewidth ηcav by the
dimensionless quality factor Q: ηcav = ωcav/Q. As a third step, we consider normalized
electric fields ~eE(~r) = αE ~E(~r), where ~eE denotes the unit vector pointing along the
electric field direction and αE is the normalization constant. From
∫
ε(~r)|αE ~E(~r)|2d3r =
1 (c.f. eq. (5.8)), we obtain the normalization constant |αE |2 = (
∫
ε(~r)| ~E(~r)|2d3r)−1
[114]. With these three assumptions, the spontaneous emission rate of an emitter placed









| ~E(~r0)|2 |〈~ed · ~eE〉|2
max{ε(~r)| ~E(~r)|2} . (5.60)
Here, we have multiplied the nominator and denominator with max{ε(~r)| ~E(~r)|2}, rep-
resenting the maximum of the electric field energy in the simulation volume. According




max{ε(~r)| ~E(~r)|2} . (5.61)
as the modal volume V . To deduce the Purcell factor, we normalize the spontaneous



















1 + 4Q2( ω0ωcav − 1)2
· |
~E(~r0)|2
max | ~E(~r)|2 · |〈~ed · ~eE〉|
2 . (5.63)
Thereby, we set max{ε(~r)| ~E(~r)|2} = n2max | ~E(~r)|2, assuming the field maximum to
be concentrated in the high index material. This is guaranteed by the variational
theorem (c.f. section 5.1.1). The terms Rλ = (1 + 4Q2( ω0ωcav − 1)2)−1 and Rr =
| ~E(~r0)|2/max | ~E(~r)|2 account for the spectral and spatial misalignment of the emit-
ter at position ~r0 with respect to the maximum of the cavity electric field, whereas
the factor Rd = |〈~ed · ~eE〉|2 considers the orientation of the emitter’s dipole moment
with respect to the polarization of the resonant electric field. Please note that we here
suggested an atomic linewidth being much narrower than the cavity linewidth. For an
emitter spectrally and spatially aligned with the cavity mode and with a dipole moment
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The ideal Purcell factor is the important figure of merit to compare theoretical pre-
dictions of different cavity designs or to evaluate the maximum enhancement of the
spontaneous emission rate. However, in the experiments, non-ideal contributions Rλ,
Rr, Rd have to be necessarily taken into account to correctly determine the cavity cou-
pling strength. In the experimental chapters 7 and 9, we will widely use equation (5.63)
to appropriately evaluate the enhancement of the spontaneous emission rate of an en-
semble and single SiV centers via cavity-coupling to a photonic cavity mode. Please note
that we here assumed the linewidth of the emitter to be much smaller than the cavity
mode. In the case of narrow-band emission of single SiV centers, this condition is ful-
filled. However, for broad-band NV centers, the assumption of an atomic-like transition
does not hold any longer. In chapter 8, we present an extended model of a generalized
Purcell factor that appropriately describes cavity-coupling to broad-band emitters.
Most commonly, we are not interested in absolute values but rather in the relative
increase or decrease of the spontaneous emission rate. To compute Purcell enhancement,
we therefore typically perform two simulations, the first one with the dipole source
placed in the photonic lattice and the second one with the same source hosted in a
homogeneous diamond slab and divide the two results. In this work, we focus on color
centers in diamond as single emitter within the photonic structures. These solid state
emitter are naturally hosted in diamond material. Therefore, in accordance with the
experiments, we solely consider point-dipole sources in our simulations that are situated
in dielectric material. In that case, the contribution of the dielectric function in equation
(5.45) cancels when evaluating the relative modification of the local density of states.
This enables us to easily relate the four essential quantities governing light emission in










In the following section 5.4, we will use this relationship to compute the Purcell factor
as well as the local density of states of the photonic crystal lattice.
5.4 Photonic band structure
In this section, we compute the photonic band structure by numerically solving eigenequa-
tion (5.24) of the electromagnetic fields derived in paragraph 5.2. Section 5.4.1 refers
to purely two-dimensional systems with no extend in the vertical direction, whereas
in section 5.4.2, we include a finite slab thickness in our simulations. From the two-
dimensional computations, we derive essential properties like a vanishing density of
states in a certain frequency range, referred as the photonic band gap. Light with fre-
quencies inside the band gap is hindered to propagate through the periodic material
but is reflected. Thereby, the band gap effect enables the realization of highly-reflective
mirrors and tiny cavity structures in photonic crystals.
The appearance and the width of the photonic band gap depend on several material
and geometrical parameters such as the refractive index contrast, the lattice type and the
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hole or rod radius as well as on the polarization of light. We discuss the impact of these
parameters on the band structure and derive an optimal lattice geometry consisting of
a triangular arrangement of air holes in diamond. We elucidate the physical origin for
the appearance of a photonic frequency gap based on the variational principle and the
classification in TE- and TM-modes. Although fundamental properties could be derived
from a purely two-dimensional system, the third dimension has to be necessarily taken
into account when considering experimental structures. We investigate the impact of
a finite slab thickness and present an extended band diagram that accounts for wave
vector components radiating in the surrounding air by introducing the so called light
cone. Moreover, the finite height entails a modified classification of the polarization, as
well as a non-zero local density of states depending on both position and polarization
of the emitter.
5.4.1 Band structure of a two-dimensional photonic crystal
In this section, we investigate the photonic band structure of a two-dimensional photonic
crystal with a discrete translational symmetry in the (x, y) plane and no or equivalently
infinite extend in the z-direction. The purely two-dimensional definition is equivalent
to a continuous translational symmetry with infinite size in z-direction.
Various two-dimensional photonic crystals of different lattice types ranging from a
triangular arrangement of air holes to a square lattice of dielectric rods of diverse sizes
and shapes have been theoretically investigated and experimentally fabricated in high
and low-ε materials in the past decades. Before, we start our analysis and simulations
of photonic band structures, we would like to specify the material and geometrical
properties, we will focus on throughout this work.
In general, the higher the refractive index contrast of the photonic crystal structure,
the larger the width of the photonic band gap can be. For two-dimensional photonic
crystals realized in silicon or gallium arsenide with refractive indices of n = 3.4 and
n = 3.5, large gap widths have been predicted for only one specific polarization of
light [256] as well as for all polarization of light [271, 272]. Photonic crystals realized
in silicon, gallium or aluminum arsenide are well suited to control the transition rate
of quantum dots [109, 110, 267, 273] with emission wavelengths in the infrared spectral
range where these semiconductor materials are transparent. In this work, in contrast,
we focus on photonic crystals directly fabricated in a diamond membrane, that enable
efficient coupling to optically active color centers incorporated or implanted into the
diamond. Therefore, all simulations in this work are performed for a refractive index
of n = 2.4 of bulk diamond. As diamond is transparent for light ranging from the
UV to infrared spectral range, we here assume a real-valued dielectric constant. In
section 6.5, we will discuss the impact of material absorption on the performances of our
fabricated structures. To this end, we will include absorption losses in our simulations
by implementing a complex dielectric function, where the imaginary part determines
the absorption coefficient of the diamond material. Details on these simulations can
also be found in our publication [274].
In addition to the refractive index contrast, the lattice type has a substantial impact
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on the appearance of a photonic band gap. In previous work [275], several lattice types
like square and triangular lattices of air holes in diamond have been investigated. The
largest band gap is achieved for a triangular arrangement of air holes in diamond. Hence,
in this work, we will focus on this specific lattice type.
For a triangular lattice of air holes, the hole size has a strong impact on the width
of the frequency gap. The impact of the hole radius will be simulated and discussed in
this section.
Besides the material and geometrical parameters, the appearance of a photonic band
gap depends on the polarization of light propagating through the periodic material. We
will investigated the physical origin of the band gap by analyzing the electric field energy
distribution both for TE- and TM-polarized light in high- and low-index materials.
The photonic band gap
To solve the eigenvalue problem (5.24) and to calculate the photonic band structure, we
use the freely available software package MIT Photonic-Bands (mpb) [259, 260] based
on a plane wave expansion method (for details see section 5.7.1). In figure 5.3(a),
the eigenfrequencies of the two-dimensional air hole lattice in diamond are plotted as a
function of the wave vectors ~k along the edge of the irreducible Brillouin zone connecting
the points Γ,M , K to Γ (see inset). The radius of the air holes is chosen to be R = 0.28 a
according to our publication [274] yielding optimal light confinement within the smallest
photonic crystal cavity realized in diamond. Here, a is the lattice constant. According
to the symmetry with respect to the (x, y)-plane, the calculated modes are classified as
transverse electric (TE) and transverse magnetic (TM) modes (c.f. page 77 in section
5.2) and the eigenfrequencies are calculated independently for each polarization. In the
case of TE-modes, a frequency gap is observed between the first (m = 1) and second
order (m = 2) band marked by the yellow shaded region in figure 5.3(a). This means
that regardless of the wave vector ~k, no eigenfrequency is found in the range of ω ∈
[0.292, 0.343]×2pic/a. This frequency gap is called the photonic band gap.
To better understand the physical meaning of the frequency gap, we simulate the
projected local density of states. To this end, we insert a dipole source at the center of
the photonic crystal unit cell with either transverse electric or magnetic polarization.
For detection, we define a box surrounding the photonic crystal lattice and calculate
the Fourier transform of the radiated electromagnetic fields detected at the box surface
(c.f. eq. (5.46) in section 5.3). The obtained total radiated power is normalized it
to the bulk value. Figure 5.3(b) shows the TE and TM density of states of a two-
dimensional photonic crystal. Over the whole frequency range, the local density of
states is drastically altered compared to its value in a homogenous medium. For a
TE-polarized source, the density of states vanishes for frequencies inside the band gap.
Hence, there are no states, supported by the geometry, in the frequency range ω ∈
[0.292, 0.343]×2pic/a. In contrast, in the case of a TM-polarized mode, the density of
states exhibits a finite value in the considered frequency range. Due to the absence of
any states in the TE band gap, an atom, with its electric dipole moment oriented in the
plane of the photonic lattice, can not emit any photons as there are no Bloch modes in
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Figure 5.3: Photonic band structure and density of states of a two-dimensional triangular
photonic lattice of air holes in diamond: (a) The band diagram of TE- and TM-modes is
calculated for wave vectors ~k along the edge of the irreducible Brillouin zone connecting the
points Γ, M , K, Γ. For TE-modes a band gap (yellow region) appears between the first
and second band. (b) Density of states calculated for a dipole source with either TE- or
TM-polarization hosted at the center of the photonic crystal. The density of states has been
normalized to the value for homogenous material.
this frequency range to which it can couple. Hence, the spontaneous emission rate of the
atom is strongly inhibited. In contrast, if its dipole moment is oriented perpendicular
to the crystal, photons can be emitted into Bloch modes of the photonic crystal due to
the finite density of states for TM-modes.
In the classical picture, a vanishing density of states implicates that light with fre-
quencies inside the band gap can not propagate through the material but is reflected.
The refractive index contrast between the diamond material and the air holes leads to
distributed Bragg reflections at the hole edges. Plane waves with frequencies in the
band gap interfere destructively such that no light can be transmitted through the ma-
terial but is completely reflected. Hence, independent on the propagation direction, the
photonic crystal acts as a frequency-specific and polarization-specific highly-reflective
mirror for light with frequencies in the photonic band gap. This essential property
enables the realization of tiny nano-cavities within photonic lattices (c.f. section 5.5).
Before we proceed with the explanation of the physical origin of the band gap, we
would like to discuss two peculiarities of the density of optical states of a two-dimensional
photonic crystal. Besides the frequencies inside the band gap, we observe several singu-
larities in the local density of states, whenever a cutoff frequency is approached (or in
general, at points of zero group velocity dω/dk = 0). For example, at the band edge or
at a frequency of ω = 0.558 × 2pic/a (marked by small arrows in Fig. 5.3(b)), the TE
density of states in figure 5.3(b) is significantly increased compared to the bulk quantity.
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These singularities are known from solid state physics as Van Hove singularities [276].
When an atom, with a transition frequency equal to a cutoff frequency, is placed in the
photonic lattice, its spontaneous emission rate can be strongly enhanced. Moreover,
these phenomena have been exploited in the realization of distributed feed back lasers
in photonic crystal material [277].
Please note that in the above discussion, the terms “local density of states” and
“density of states” have be used as synonyms. Indeed, in the case of a two-dimensional
photonic crystal, infinitely extending in the (x, y) plane, the local density of states is
independent of the position of the emitter [278–280]. Hence, for a fixed polarization,
the local density of states equals the total density of states. Therefore, it is valid to use
both terms equivalently. However, the situation is totally different for photonic crystal
structures with a finite extend in one or several spatial directions. In that case, the
position of the emitter within the lattice is crucial and we necessarily have to focus
on the local density of states to appropriately describe the spontaneous emission by an
atom.
Physical origin of the photonic band gap
To understand the physical origin of the photonic band gap (c.f. Fig 5.4(a)), we consider
the electric field energy ε| ~E|2 distribution of the states m = 1 and m = 2 immediately
above and below the band gap. According to the electromagnetic variational theorem
as discussed in section 5.1.1, low-frequency modes concentrate their electric field energy
in high-ε material. The frequency is increased if the electric fields are located in low-ε
material, i.e. air. To quantify the degree of concentration of electric fields in high-index
material, we define the concentration factor:
concentration factor =
∫
dia ε(~r) | ~E(~r)|2 d3r∫
ε(~r) | ~E(~r)|2 d3r . (5.66)
The integral in the numerator is restricted to high index material, i.e. diamond, whereas
the integral in the denominator is defined over the whole unit cell. The first order TE-
like mode m = 1 concentrates 96% of its electric field energy in regions of high dielectric
constant, i.e. in diamond. Energetically favorable, this results in a low frequency of the
fundamental mode. In contrast, as the next order modem = 2 is orthogonal with respect
to the first order mode, its electric field expends to low-index material, i.e. air holes (Fig.
5.4(b)), and only 72% of the electric field energy is still concentrated in diamond. Thus,
the mode energy is significantly enhanced yielding to a higher frequency. The difference
in frequency of the two modes induced by the energy concentration in high and low-
index regions gives rise to the photonic band gap. As the electric field energy of the band
below the photonic frequency gap is mainly concentrated in dielectric material, it is often
referred to as the dielectric band or valence band. On the other hand, the band above
the frequency gap is called the air band or conduction band as its electric field energy is
mainly localized within the air holes. The terms “valence band” and “conduction band”
are chosen analogous to the electronic band structure of semiconductors.
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Figure 5.4: Band structure of a two-dimensional triangular photonic crystal in diamond: (a)
The band diagram of TE- and TM-modes. The first and second TE-band below and above the
frequency gap (yellow region) are denoted dielectric and air band, respectively. (b,c) Electric
field energy ε| ~E|2 calculated at the M -point of the (b) air and (c) dielectric band. Color scale:
gray: diamond, white: air holes and red: high electric field energy. In the simulations, an air
hole radius of R = 0.28 a is assumed.
In figure 5.4(a), it can be seen that the band structures of TE- and TM-modes are
very different. There is a band gap for TE-modes but not for TM-modes. The reason
is the discontinuous behavior of electromagnetic fields at material interfaces. When the
fields cross a dielectric boundary, the electric field energy density ε| ~E|2 will decrease or
increase discontinuously depending on the polarization of the electric field vector. In
the case of TE-modes, the electric field lines are in plane and can be concentrated in the
dielectric material between the air holes without passing dielectric interfaces. Hence, a
high concentration of the electric energy density in the dielectric material is possible,
giving rise to a large band gap. On the other hand, the electric field lines of TM-modes
point in the vertical direction and do not necessarily cross the dielectric boundaries.
Hence, the electric energy density of both the dielectric (concentration factor: 98%)
and air band (concentration factor: 93%) are mainly localized in high dielectric regions
leading to comparable frequencies. As the frequency does not significantly change from
one band to the other the appearance of a band gap is hindered. In general, one could
say, that TM band gaps are favored in a lattice of isolated high-ε regions, and TE band
gaps are favored in a connected lattice. Sophisticated designs have been proposed for
two-dimensional photonic crystals enabling the simultaneous appearance of frequency
gaps for TE- and TM-modes [281–285]. However, all simulations have been performed
for high index materials such as silicon or gallium arsenide and can not easily be applied
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Figure 5.5: Gap map and gap-midgap ratio of a triangular photonic lattice of air holes in
diamond: (a) Gap map: The lower (•) and upper bound (•) of the photonic band gap calculated
at the K- and M -point of the dielectric and air band, respectively, are plotted as a function of
the hole radius R of the photonic structure. (b) Gap-midgap ratio: The width of the band gap
normalized to the central frequency of the band gap in dependence of the radius R.
to diamond. Moreover, most of the proposed designs exhibit complete band gaps only
between higher order frequency bands which is not favorable for the realization of cavity
structures.
Impact of the air hole radius R on the band gap
The extend of the photonic band gap can be characterized by the gap-midgap ratio which
is given by the frequency width normalized to the frequency at the gap center. We will
use the defined gap-midgap ratio in the following to investigate the dependence of the
photonic band gap on the hole radius R of a two-dimensional triangular arrangement
of air holes in diamond. The simulations to calculate the band structure are two-
dimensional. Please note that the gap-midgap ratio is size independent. If the system is
scaled up or down, all frequencies are scaled accordingly as discussed in section 5.1.2 but
the gap-midgap ratio remains the same. For every hole radius R, the upper and lower
bounds of the photonic band gap are extracted from the band structure calculated for
TE-modes at theK andM points of the irreducible Brillouin zone. The boundary values
plotted as a function of the radius R is called the gap map of the photonic structure
shown in figure 5.5(a). Additionally, the gap-midgap ratio of the photonic band gap in
dependence of the air hole radius R is displayed in figure 5.5(b). At small radii of R =
0.2 a a band gap for TE-modes start to appear in the band structure between the first
and second order band. With increasing radii the band gap shifts to higher frequencies
and widens until the maximal gap-midgap ratio of 0.3 is achieved at a radius ofR = 0.4 a.
Larger air holes have a strong impact on the frequency of the air band with its energy





Diamond (n = 2.4)
Figure 5.6: Schematic of a photonic crystal
slab consisting of a triangular lattice of air
holes with radius R in the horizontal (x, y)-
plane and a finite thickness H in the vertical
z-direction.
density mainly localized in the air holes. For radii exceeding 0.4 a the width of the band
gap significantly decreases. For large radii the connected dielectric material regions
become very narrow which significantly influences the dielectric band increasing strongly
in frequency and closing the band gap. In practice, fabricated photonic crystal structures
are not purely two-dimensional but have a finite extend in the vertical direction. For
lattices with a finite thickness, smaller radii are often favorable as besides the gap size
radiation losses into the surrounding medium must be taken into account.
Most of the studies on two-dimensional photonic lattices have been performed for
round air holes. Indeed, the size of the band gap depends on the hole shape. However, a
round shape of the air holes is not a prerequisite for the appearance of a photonic band
gap. In literature, various other geometries ranging from triangular [286] to hexagonal
holes [287] have been studied for triangular lattices. For square lattices, even more fancy
air hole designs have been simulated yielding large band gaps [288].
5.4.2 Band structure of a photonic crystal slab
In the previous section, we already derived essential properties of photonic band dia-
grams, e.g. the appearance of a frequency gap, from a purely two-dimensional analysis.
However, to appropriately describe the behavior of fabricated structures, the third di-
mension has to be included in our calculation. The introduction of the vertical direction
implicates a qualitatively new behavior for the guidance and confinement of modes in a
photonic crystal, that will be addressed in the following.
Three-dimensional photonic crystals with a complete band gap enable perfect re-
flection of light irrespective of its propagation direction and its polarization. This is
essential for the realization of highly reflective mirrors or microcavities with ultra long
storage times as the light can be localized in all three dimensions. However, in practice,
the fabrication of three-dimensional photonic crystal structures is challenging especially
in diamond. An alternative approach is to use two-dimensional photonic crystal slab
structures with a periodic arrangement of air holes of radius R in the horizontal (x, y)-
plane and a finite slab thickness H in the vertical z-direction (Fig. 5.6). Planar photonic
crystal slabs combine two advantages of a technically feasible fabrication and light lo-
calization in three dimensions. In the horizontal plane, light is confined due to the
photonic band gap effect, whereas in the vertical direction it is guided in the slab by
total internal reflection. However, the confinement due to total internal reflection is not
perfect but some part of the light is radiated out of the slab. We introduce an expended












Figure 5.7: Illustration of guided and leaky modes: Depending on the in-plane wave vector
~k||, light is radiated in the surrounding air according to Snell’s law for |~k||| < ω/c, propagates
parallel to the air diamond interface for |~k||| = ω/c (light line) or is guided in the diamond slab
for |~k||| > ω/c.
concept of the photonic band structure that takes into account the leaky components as
well as the surrounding material. Moreover, the finite thickness demands a more general
classification of the modes with respect to their mirror symmetry in the (x, y)-plane.
Finally, we will study the impact of the slab thickness on the width of the band gap.
Light cone
Light in a two-dimensional photonic crystal slab suspended in air can be localized due
to the band gap effect in the horizontal plane and by index guiding, a generalization
of total internal reflection, in the vertical direction. However, the localization in the
vertical direction is not perfect. A fraction of light escapes out of the slab according
to Snell’s law and is radiated into the environment. The other part is confined in the
slab by total internal reflection due to the higher refractive index of diamond compared
to the surrounding air. All modes confined in the slab decay exponentially in air. The
two cases can be distinguished on the basis of the in-plane wave vector ~k|| of the light.
The key fact is that ~k|| is conserved at the diamond-air interface. By projecting every
wave vector in the surrounding medium on its in-plane component, a map of radiated
and confined states can be created referred to as the projected band structure. Before
discussing in detail the band structure of a photonic crystal slab, we consider in the
following three limiting cases for ~k||.
• Leaky modes |~k||| < ω/c: The modes, radiated out of the slab according to
Snell’s law and extended into air, resemble to free-space plane waves with a wave
vector ~kair = ~k||,air + ~k⊥,air in air that is decomposed of an in-plane component
~k||,air parallel to the diamond-air interface and a perpendicular component ~k⊥,air.
The associated eigenfrequency ω = c|~kair| of the mode is given by:
ω = c
√
|~k||,air|2 + |~k⊥,air|2, (5.67)
with c being the speed of light in air. According to Snell’s law, the component ~k|| is






































Figure 5.8: Band structure of a photonic crystal slab with finite height (R = 0.28 a, H =
0.91 a): (a) The TE- (green) and TM-like (blue) modes in the white region are confined in the
photonic crystal slab, whereas the gray region indicates the light cone with the continuum of
leaky modes. (b,c) Cross sections of the Ex component calculated for specific (ω, k||) indicated
by points (b) and (c) in the band structure. (b) Leaky modes are radiated in the vertical
direction, whereas (c) index guided modes are localized within the slab and exponentially decay
in the surrounding air.
continuous at the air-diamond interface: ~k||,air = ~k||,diamond = ~k||. The modes that
escape from the slab have a non-vanishing component ~k⊥,diamond ≥ 0. Thus, for
the eigenfrequency we obtain ω ≥ c|~k|||. This relation defines the light cone, gray
shaded region in figure 5.8(a). The continuum of modes with wave vectors in the
light cone are radiated into the surrounding. These modes are called leaky modes.
The projected band structure enables to display the leaky modes as a function of
the in-plane wave vector ~k||.
• Light line |~k||| = ω/c: The limiting case between radiated and guided modes is
defined by the relation |~k||| = ω/c, referred to as the light line in the projected
band structure (red line in Fig. 5.8(a)). As |~k⊥,air| = 0, the modes, escaping from
the slab with wave vectors defined by the light line, propagate parallel to the slab.
• Guided modes |~k||| > ω/c: For light impinging at a shallow angle of incidence
on the interface the in-plane wave vector is |~k||| > ω/c. These modes are totally
internally reflected at the interface and are confined in the slab via index guiding.
Due to the localization of modes, we obtain discrete bands ωm(|~k|||) (white region
in Fig. 5.8(a)) below the light line. The only solutions in air have a purely
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imaginary wave vector component ~k⊥,air = ±i
√
k2|| − ω2/c2, corresponding to fields
that exponentially decay away from the slab. These modes are called evanescent
modes.
Projected band structure
As an example, we calculate the eigenfrequencies of a triangular photonic crystal slab
with an air hole radius of R = 0.28 a and a slab thickness of h = 0.91 a as a function of
the in-plane wave vector ~k|| along the edge of the irreducible Brillouin zone comprising
the Γ, M , K-points. The resulting projected band structure is shown in figure 5.8(a).
The gray region marks the light cone of all leaky modes whereas the white region
defines all index-guided modes confined within the slab. The two cases are separated
by the light line shown in red. Figures 5.8(b,c) show vertical cross section of the Ex
field distributions in the slab and the surrounding air. In the case of leaky modes,
most of the light escapes from the slab and is radiated in the vertical direction (Fig.
5.8(b)). In contrast, the Ex field of a guided mode is localized within the slab and
exponentially decays in the surrounding air (Fig. 5.8(c)). Below the light line, the
calculated eigenfrequencies form a set of discrete bands whose associated modes are
distinguished according to their mirror symmetry in the (x, y)-plane. Odd modes are
called TE-like modes, whereas even modes are referred to as TM-like modes. The
nomenclature is based on the classification in TE- and TM-polarization introduced by
equation (5.30) in section 5.2 for two-dimensional photonic crystals. The separation of
modes upon reflection in the (x, y)-plane is discussed in more detail in the next section.
In the band diagram, we observe a photonic band gap for TE-like modes with a lower
bound at ω = 0.3307 × 2pic/a determined at the K-point of the irreducible Brillouin
zone and an upper bound at ω = 0.3868×2pic/a calculated at theM -point. For TM-like
modes no band gap is observed. In contrast to the band structure of a two-dimensional
photonic crystal, the band gap does not extend across all in-plane wave vectors but is
limited to frequencies below the light line. However, the incomplete band gap is still
suitable for the realization of highly reflective in-plane mirrors and cavity structures to
confine light in tiny small volumes (see section 5.5).
TE- and TM-like modes
Due to the finite slab thickness the modes can no longer be distinguished in purely TE
and TM polarization which is only valid in the case of two-dimensional photonic crystals
(c.f. page 77 in section 5.2) or equivalently photonic crystal slabs with an infinite slab
thickness in the z-direction. However, the modes confined in a photonic crystal slab can
still be separated in even and odd modes according to their reflection symmetry with
respect to the (x, y) mirror plane. Figure 5.9 shows electromagnetic field components
calculated in a vertical cross section of the slab and the surrounding air. In the case
of odd modes, the Ez, Hx and Hy components cancel out at the slab center (z = 0),
whereas for even modes, the Ex, Ey and Hz fields vanish in the middle of the slab. The
reason is that at the slab center the condition Mz~k = ~k defined on page 77 in section






(a) TE-like mode (b) TM-like mode
Figure 5.9: Cross section of the electromagnetic field components of TE- and TM-like guided
modes: (a) For TE-like modes the Hz, Ex, Ey components have an antinode at the slab center,
whereas the Ez, Hx, Hy components vanish at z = 0. (b) For TM-like modes it is vice versa:
Hz, Ex, Ey have a node at the slab center, whereas Ez, Hx, Hy show an antinode. The vertical
direction in the pictures defines the z-axis.
5.2 is still fulfilled for kz = 0 and hence odd modes show a TE-like polarization and
even modes are TM-like at z = 0. In section 5.7.3, we will see that the cancellation
of specific field components has major consequences on the polarization of even (odd)
modes in the far field yielding linear polarized emission along the y- (x-) direction.
Impact of the slab thickness
The slab thickness has a major impact on the existence of a photonic band gap for
its guided modes. Figure 5.10 shows the gap map and gap-midgap ratio as a function
of the slab height H calculated for a triangular photonic crystal slab with air hole
radii of R = 0.28 a. If the slab is too thin, the dielectric and air band are only weakly
guided, exhibiting high frequencies just below and close to the light line and only a small
frequency gap opens between these states (Fig. 5.10). With increasing thickness, the
band gap is shifted to smaller frequencies and the gap-midgap ratio reaches a constant
level of 16% for heights between H = 0.9 a− 1.8 a. If the slab is too thick (H > 1.8 a),
higher order modes with additional horizontal nodal planes (inset in Fig. 5.10(b)) enter
the band gap. The upper bound of the gap abruptly drops yielding a drastic decrease
in the gap size.
The largest band gap is expected to be obtained when the thickness equals half the




εeff , with ω = a/λ and εeff being
the effective dielectric constant. If the thickness is much smaller than Hopt light is only
weakly confined. If the thickness exceeds one wavelength, higher order modes are easily
created via additional nodal planes. The wavelength mentioned here refers to the wave-
length in an effective dielectric medium given by the dielectric function ε(~r) weighted
by the electromagnetic fields. The effective dielectric constant εeff strongly depends
on the polarization of the mode. TE-like modes are mainly localized in high dielectric
material, whereas TM-like modes are mostly concentrated in low index material. For
TE-like modes the dielectric function is weighted with the electric field confined in the
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Figure 5.10: Gap map and gap-midgap ratio as a function of the slab thicknessH calculated for
a triangular photonic crystal slab of air holes (R = 0.28 a) in diamond: (a) Gap map: The lower
and upper bound of the photonic band gap are calculated at theK- andM -point of the dielectric
and air band, respectively. (b) Gap-midgap ratio: The width of the band gap normalized to
the central frequency is almost constant for slab thicknesses between H = 0.9 a − 1.8 a. For
large heights H > 1.8 a, the gap size abruptly decreases due to the creation of higher order
modes with additional horizontal nodal planes that enter the frequency gap. The inset shows
the vertical cross section of the Hz component calculated at the M -point of the air band for







Using the electric field distribution of the fundamental mode calculated at theK-point of
the irreducible Brillouin zone for a triangular photonic crystal in diamond (R = 0.28 a,
ω = 0.3307 × 2pic/a), we obtain an effective dielectric constant of εTEeff = 5.27. This
value is slightly smaller than the dielectric constant ε = 5.76 of bulk diamond. Taking
into account the effective dielectric constant, we obtain an optimal slab thickness of
Hopt = 0.8 a, which is in the range of constant gap size. It should be noted that the size
of the band gap is an important criteria for the choice of the slab thickness. However,
depending on the application, additional factors have to be considered. For example,
for the localization of light in a cavity, it might be suitable to apply a slightly larger slab
thickness in order to obtain longer cavity decay times (see section 5.5.2). Therefore, it
is often better to optimize the parameters such as the slab thickness and the air hole
radii based on the actual structure of interest, rather than indirectly by increasing the
gap size. However, the thickness calculated by the effective dielectric constant is a good
starting point for the fine-tuning process.
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Figure 5.11: (a) Purcell factor FPhC and local density of states as a function of the frequency
calculated for a y-polarized TE-dipole source at the center of a photonic crystal slab. The data
are normalized by the result of a homogeneous diamond slab (subscript 0). (b) Band diagram
for TE-like modes. Yellow region marks the band gap. Simulation parameters: R = 0.31 a,
H = 1.1 a, lattice size 16× 11 air holes.
LDOS and Purcell factor of the finite photonic crystal slab
In section 5.4, we have seen that the appearance of a photonic band gap implicates a van-
ishing local density of states. A current source placed within the periodic lattice would
radiate zero power at any frequency within the stop band, since there are no modes to
which it can couple. However, this observation is only valid for infinite periodic struc-
tures like purely two-dimensional photonic lattices with periodic boundary conditions.
When passing to three-dimensional structures with a finite thickness surrounded by an
air region or with a limited number of hole periods, the local density of states becomes
nonzero in the band gap. This is attributed to the non-ideal confinement of light in the
slab structure. The evanescent tail of the field produced by the dipole source leaks out of
the photonic crystal and radiates into air. Hence, the fields emitted by the dipole source
can couple to lossy components inside the light cone, which results in a nonzero density
of states for frequencies in the band gap. In the following, we compute the local density
of states and the spontaneous emission rate of an emitter placed in a photonic crystal
slab using FDTD methods (c.f. section 5.7.2). Thereby, we profit from the proportion-
ality relation (5.65) between LDOS, γ and the power radiated by a dipole source. To
characterize the change in the spontaneous emission rate, we define the Purcell factor
of the photonic crystal lattice FPhC = γ/γ0, where γ0 denotes the decay rate in a homo-
geneous diamond membrane. In our simulations, we insert a dipole source with electric
transverse y-polarization at the center of the photonic lattice and detect the radiated
power P passing through six faces of a virtual box comprising the photonic structure and
the source (c.f. Fig. 5.40(a) in section 5.7.3). For normalization, the reference power
P0 is computed by rerunning the simulation with the dipole source hosted in a homoge-
neous diamond slab instead of the photonic crystal structure. The obtained normalized
power P/P0 equals the modification of the local density of states LDOS/LDOS0 and
the spontaneous emission rate γ/γ0. Figure 5.11(a) shows the LDOS spectrum com-
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Figure 5.12: The spontaneous emission rate, normalized by that of a homogeneous diamond
slab, as a function of frequency for (a) various dipole positions A-D in the photonic lattice: (b)
x-polarized dipole and (c) y-polarized dipole.
puted for a photonic crystal diamond slab with hole radii R = 0.31 a and a thickness of
H = 1.1 a. The lattice has a finite extend in the (x, y)-plane consisting of 16× 11 lines
of air holes. For comparison, the first and second TE-like bands are displayed in figure
5.11(b) with the frequency gap marked by the yellow region. For frequencies within the
band gap, the local density of states is significantly diminished compared to the bulk
value and consequently, the spontaneous emission rate of a single color center placed
within the photonic crystal is strongly inhibited by the Purcell factor FPhC. However,
compared to an ideal two-dimensional cyrstal with infinite extend in the (x, y)-plane,
the LDOS spectrum of a photonic crystal slab does not vanish in the stop band. Due to
the finite extend of the crystal slab, the dipole emission can couple to leaky components
within the light cone resulting in vertical radiation losses and in a nonzero LDOS.
In the experiment, the exact position of a single color center might deviate from
the origin of the unit cell and the orientation of its dipole moment might vary between
different fabricated photonic crystal structures. Therefore, as a next step, we investigate
the dependence of the LDOS on the position within the crystal unit cell and on the
polarization properties of the emitter. Figure 5.12(b,c) shows the normalized radiated
power emitted by a transverse electric dipole source polarized along the x- or y-direction
and placed at four different positions A, B, C, D (Fig. 5.12(a)) [268] within the periodic
photonic crystal lattice of radius R = 0.31 a and a thickness H = 1.1 a. If the emitter
is placed at the origin (0, 0, 0) with its dipole moment polarized along the x-axis, its
spontaneous emission rate is significantly decreased compared to the bulk value by a
factor of FPhC,x = 0.09 at a frequency ω = 0.375 × 2pic/a, whereas for y-polarization,
we obtain FPhC,y = 0.22. In contrast, when the dipole source is slightly displaced along
the y-axis at (0,
√
3/4, 0), the inhibition factor of x-polarized light is FPhC,x = 0.36 and
for y-polarization, FPhC,y = 0.13. For single color centers, the actual position within the
unit cell and orientation of its dipole moment have an important impact on the LDOS
and hence on the spontaneous emission rate.
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Figure 5.13: Vertical extraction efficiency as a function of frequency of a photonic crystal slab
compared to a homogeneous diamond membrane. Due to the band gap effect, the in-plane light
propagation is prohibited and the emission is channeled into the vertical direction.
In contrast, in the case of large ensembles of color centers centers with different
dipole orientations hosted within the photonic crystal, it is more convenient to calculate
an averaged Purcell factor (red curve in Fig. 5.12(b,c)). Averaged over all four positions
and dipole orientations, we obtain an inhibition factor of the photonic crystal lattice
FPhC = 0.23 at a frequency of ω = 0.375 × 2pic/a. This value slightly varies with
frequency. For example, at ω = 0.380 × 2pic/a, the Purcell factor is FPhC = 0.25. In
our calculations, we assumed a perfect dipole source which undergoes solely radiative
transitions. However, in the experiment, non-radiative transitions of the emitter play a
substantial role that might limit the achievable Purcell-factor. In chapter 9, we will see
that inhibition of the spontaneous emission rate can be observed for single color centers
when placed in a two-dimensional photonic crystal slab.
Besides the suppression of the spontaneous emission rate, the structuring of a pho-
tonic crystal lattice in a slab has a second effect: efficient light extraction in the vertical
direction. The photonic band gap effect prohibits propagation of light in the plane of
the photonic crystal slab. Light originally distributed in the plane of the homogeneous
diamond membrane is channeled in the vertical direction when the diamond slab is
patterned with a photonic lattice of air holes [267,268]. Hence, the out-of-plane extrac-
tion of light is expected to be much more efficient due to the photonic lattice. Using
FDTD methods, we simulate the fraction Pz/Ptot of the vertically radiated power in
relation to the total power Ptot. Figure 5.13 shows that the extraction efficiency of a
photonic crystal slab is enhanced by a factor of two to four when normalizing it to
the one of a homogeneous diamond slab. The enhancement of the vertical extraction
efficiency is almost independent of the emitter’s position within the crystal unit cell. In
our experiments, we will see that the diamond background fluorescence on the photonic
crystal structure is much more pronounced compared to the unstructured membrane.
We attribute this increase to the intensified vertical emission at the periodic lattice.
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5.5 Photonic crystal cavities and waveguides
The appearance of a frequency gap in the band diagram is the most important feature
of photonic crystals. As explained above, the band gap effect forbids the propagation
of light through the crystal as there are no states to which it can couple. In other
words, the periodic structure acts as a frequency- and polarization-specific mirror based
on distributed Bragg reflections at the edge of the air holes forming the lattice. This
essential property can be exploited to guide or tightly localize light in defect structures
within the photonic crystal lattice. By introducing a line or point defect in the periodic
photonic lattice, e.g. by removing one line of holes or just a single hole, we create
waveguides or cavities that are effectively surrounded by reflecting walls. The resulting
localized modes associated to the waveguide or cavity structure form discrete states
inside the band gap of the surrounding unperturbed crystal with their electromagnetic
field distributions tightly confined to the defect region. The localization of light relies
on distributed Bragg reflections in the horizontal plane and on index guiding in the
vertical direction. In this section, we present different waveguide and cavity designs
with mode frequencies inside the band gap. The field distributions of the guided and
resonant modes as well as the cavity quality factors and mode volumes are computed
using finite-difference time-domain simulations (FDTD, for details on the algorithm see
section 5.7.2). Terminating a linear waveguide on both ends by highly reflective photonic
lattices, large size cavities are created whose resonant frequency range and mode profiles
strongly resemble to the original waveguide modes. We illustrate in detail the relation
between linear and point defects in photonic crystals.
5.5.1 Waveguides: Line defects in photonic crystals
By introducing linear defects, e.g. by omitting a line of holes in the periodic lattice,
low-loss nano-scale waveguides can be realized in photonic crystals for light at opti-
cal wavelengths. Waveguides are important elements in optical integrated circuits as
they allow for the transmission of electromagnetic fields between various devices and
components in interconnected systems. The modification of a linear sequence of unit
cells results in discrete guided bands lying inside the band gap of the otherwise periodic
photonic lattice. Light that propagates along the waveguide with frequencies given by
the dispersion curve inside the band gap is strongly confined to the line defect and can
be guided with high transmission even around sharp corners [290]. In the following, we
will discuss the different kinds of guided modes in the waveguide.
Let us consider a line of missing holes along the x-direction in a triangular photonic
crystal slab of air holes in diamond as depicted in the inset of figure 5.14. To calculate
the waveguide dispersion properties, we define a unit cell for the linear defect geometry
that consists of six air hole periods in the y-direction with one missing hole at the
center and a lateral extend of one lattice constant in the x-direction. By replicating the
defined unit cell by ~R = ma~ex, m ∈ Z, along the x-axis, the whole waveguide geometry
can be constructed. We emphasize that the unit cell of the waveguide structure is
not reproduced along the y-axis due to the break of translational symmetry in that
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Figure 5.14: Projected band structure of TE-like modes for a linear waveguide in a photonic
crystal slab in diamond: Below the light cone (gray shaded region), guided modes (blue and
pink solid lines) inside the band gap as well as index guided modes (green solid lines) are formed.
The guided modes are classified as ±y according to their mirror reflection symmetry at y = 0.
Extended TE-like states of the crystal are shown by purple shaded regions. Inset: waveguide
structure formed by one line of missing holes along the x-axis of the triangular photonic crystal
slab. (a-e) Hz field distributions of the guided modes corresponding to the (a-e) labeled points
in the band structure.
direction by the line defect. The discrete translational symmetry of the structure along
the x-direction allows for expressing the magnetic field as Bloch modes
~Hm,kx(x, y) = ~ukx(x, y) e
ix·kx , (5.69)
with kx being the Bloch wave number and ~ukx(x, y) = ~ukx(x + a, y) being the Bloch
periodic function in x. By numerically solving the eigenvalue equation (5.24) for the
Bloch state (5.69), we calculate the projected band structure of the waveguide as a
function of the Bloch wave vector kx in the propagation direction of the light field.
Figure 5.14 shows the projected waveguide band structure for TE-like polarized light
propagating along the photonic crystal waveguide with an air hole radius of R = 0.28 a
and a slab thickness of H = 0.91 a. Similarly to the band structures of photonic crystal
slabs, discussed in section 5.4.2, all wave vectors with kx < ω/c define the light cone of
radiation modes extending in the vertical z-direction into the surrounding air. Beneath
the light cone, the line defect pulls down discrete guided modes from the upper air band
into the TE-like band gap of the surrounding lattice. The guided modes are vertically
localized in the slab by index guiding. In the horizontal direction, the waveguide modes
are confined to the linear lattice defect via the band gap effect and decay within the
surrounding crystal. The waveguide supports two guided modes (blue and pink solid
lines) in the band gap whose field distributions are shown in figure 5.14(b)-(e). However,
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Figure 5.15: Schematic diagram of anti-crossing: (a) A one-dimensional homogeneous wave-
guide (see inset) supports several guided modes shown by pink and green solid lines that are
reflected at the edge of the Brillouin zone at kx = 0.5× 2pi/a and intersect with each other. (b)
In a one-dimensional periodic photonic waveguide, the modes couple and repel each other at the
intersection point. A mode gap opens between the two hybrid bands that originate from bands
of different symmetry. As a consequence, the field distribution of a hybrid band continuously
changes from one pattern to the other with increasing kx.
the modes with frequencies inside the band gap are not the only modes guided by
the line defect. As the dielectric waveguide has a higher refractive index than the
surrounding photonic lattice, the line defect additionally supports index guided modes
at low frequencies indicated by the green solid line in the band structure. The associated
field distribution of the index guided mode is shown in figure 5.14(a). All modes that are
not localized in the waveguide but freely propagating within the crystal are indicated by
the purple shaded region in figure 5.14. These modes are denoted extended modes of the
crystal. As the waveguide modes are symmetric under mirror reflections in the (x, z)-
plane, they can be classified in +y and −y-modes. The Hz component, plotted in figure
5.14, has a node along y = 0 for +y-modes and an antinode for −y-modes. According
to references [261, 262], the fundamental waveguide mode (pink solid line in Fig. 5.14)
and the index guided mode (green solid line in Fig. 5.14) have even symmetries with
respect to the (x, z)-plane, whereas the higher order waveguide mode (blue solid line in
Fig. 5.14) has an odd symmetry [256,291].
What is striking in figure 5.14 is the drastic change in the waveguide mode profile
calculated for specific pairs (ω, kx) along the dispersion curves indicated by (b) and (c)
and similarly by (d) and (e). Although (b) and (c) belong to the same waveguide mode,
the mode profile at (b) has two additional nodes along the x-axis. The origin of the
mode profile change is an anti-crossing of the bands [256] schematically illustrated in
figure 5.15 for the case of a one-dimensional waveguide. The waveguide modes can be
considered as a mixture of guided modes of a homogeneous waveguide and their replica
folded at the edge of the Brillouin zone. If two modes exhibit the same symmetry they
can couple and repel each other, which results in a degeneracy lifting and a mode gap
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opens at the intersection points [261,292]. The band repulsion is referred as anti-crossing
of the modes. On the contrary, modes with different symmetries can not couple and
their crossing have no effect on their dispersion curves. Due to the anti-crossing effect,
the field distribution of a specific band continuously changes with increasing kx, as the
waveguide band originates from several states with different mode pattern. Later in this
section, we will see that by restricting the waveguide mode to a finite volume, a set of
cavity modes is created. The field profiles confined in large size cavity structures equally
show a considerable change with increasing resonant frequency which is attributed to
the anti-crossing effect of the original waveguide mode.
5.5.2 Cavities: Point defects in photonic crystals
In the previous section, we have shown that light can be guided along linear defects
in the photonic lattice. By using point instead of line defects, e.g. by omitting one or
several holes, light can be tightly localized in the defect region. The symmetry break
due to the structural defect creates localized states inside the photonic band gap of
the original crystal. Due to the photonic band gap effect, the unperturbed surrounding
photonic lattice acts as a highly reflective mirror for light with frequencies inside the
band gap. By introducing a point defect, we create a tiny cavity that is effectively
surrounded by reflecting walls. The light can not propagate through the periodic lattice
but is localized in the defect region. The localization of the cavity modes is characterized
by four important properties: its frequency ω, its symmetry, its quality factor Q and
its mode volume V . The mode volume V , given by equation (5.61) in section 5.3.1,
describes the spatial confinement, whereas the quality factor Q is the dimensionless
lifetime of the cavity mode denoting the number of optical periods that pass before the
energy decays by e−2pi [256]. Here, we will present different cavity designs based on the
removal of zero, one or several holes in the photonic lattice. The field distributions of the
cavity modes are classified according to their mirror symmetry and the cavity quality
factors and mode volumes are computed using finite-difference time-domain algorithms.
Moreover, we show that large size cavity structures can be approximated by a linear
waveguide that is ended on both sides by highly reflective photonic lattices. Using
the simple Fabry-Pérot model, the resonant frequencies, the mode profiles and even
the quality factors of the cavity modes can be derived from the waveguide properties
discussed in the previous section 5.5.1.
Donor and acceptor modes
If the perfect periodicity of the photonic lattice is intentionally broken by a local de-
fect, the Bloch modes of the crystal are disturbed and local electromagnetic modes are
induced within the forbidden band gap. The periodicity can be lifted either by removal
or addition of extra material, e.g by increasing or decreasing of one or several air holes
at the center of the structure: (1) By material removal the electric field energy pre-
viously localized in dielectric material of the unperturbed crystal is now confined in
air. According to the electromagnetic variational theorem, this leads to an increase in
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Figure 5.16: Donor and acceptor modes within the band gap in a photonic crystal slab: (c)
By removing the central air hole a donor mode is pulled from the M -point of the air band
(second band) into the band gap of the triangular photonic crystal slab, whereas an acceptor
mode is pushed from the K-point of the dielectric band (first band) into the band gap with
increasing hole size. (a,b) Hz fields taken at the M - and K-point of the air and dielectric band,
respectively. (d,e) The Hz components of the donor and acceptor mode, respectively.
frequency. The perturbation of the Bloch modes, originating from the K-point of the
dielectric band, leads to localized modes which are pushed into the band gap from the
lower dielectric band. In accordance to solid state physics, these modes are referred as
acceptor modes [293, 294]. (2) In contrast, by adding extra material, the electric field
components, that have previously been confined in air, are now localized in dielectric
material which leads to a decrease in frequency. The associated defect modes origi-
nate from Bloch modes at the M -point of the air band whose frequency is lowered by
the defect and form new states inside the band gap. We call these defect modes donor
modes [293,294]. Figure 5.16 illustrates the creation of acceptor and donor states within
the band gap. Enlarging the radius of the central air hole leads to the creation of an
acceptor state within the frequency gap (Fig. 5.16(c)). The field distribution of the
acceptor state is primary localized in the central air (Fig. 5.16(e)). For comparison
the field simulated at the K-point of the dielectric band is displayed in figure 5.16(b).
On the other hand, by removing the central air hole, a donor mode is created in the
band gap whose field distribution is tightly confined in the dielectric defect region (Fig.
5.16(d)). For reference, the field taken at the M -point of the air band is shown in figure
5.16(a).
For emitter-cavity coupling experiments of a single color center to a photonic crys-
tal cavity, a donor type defect, created by filling one or several holes of the photonic
lattice, would be optimal. The introduced additional material enables positioning of
a single color center at the cavity center. Moreover, the maxima of the cavity elec-







(b) Modulated waveguide cavity
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Figure 5.17: Various donor type cavity designs in two-dimensional photonic crystals: (a)
Double heterostructure and (b) modulated waveguide cavity, where a cavity is created (a) by
modification of the lattice constant in sections of the photonic crystal or (b) by variation of the
air hole radii and positions. (c) Small-size Hj-cavity and (d) Mj-cavity, where the cavity is
introduced by omitting (c) one or several concentric rings of holes or (d) one or several holes
aligned in a row. The index j indicates the number of missing concentric rings or the number
of missing holes in a row.
tric field distribution of donor modes are localized in high dielectric material ideally
at the emitter’s position which is an essential prerequisite for efficient Purcell coupling
(c.f. section 5.3). Several donor type cavity designs in two-dimensional photonic crys-
tals have been proposed ranging from small size structures to modulated waveguide
geometries. Figure 5.17 shows two modulated waveguide designs, referred to as double
heterostructure (Fig. 5.17(a)) and modulated waveguide cavity (Fig. 5.17(b)), where
cavities are introduced by changing the lattice constant or the air hole radii and posi-
tions in sections next to a photonic crystal waveguide. For diamond, high quality factors
of Q = 105−106 have been predicted for these waveguide cavities with modal volumes of
V = 1.77 (λ/n)3 [295]. For double heterostructures in silicon, record Q-factors of 9×106
have been experimentally achieved [296]. Cavity designs with smaller mode volumes can
be achieved by removing one or several holes at the center of the photonic crystal. If
the holes are removed in concentric rings from the cavity center, we refer to this defect
type as Hj-cavity [297–299] (Fig. 5.17(c)), whereas if the missing holes are aligned in
a row along the x-axis, the defect is called Mj-cavity [300, 301] (Fig. 5.17(d)). The
attached index j ∈ N0 indicates the number of missing concentric rings or the number
of missing holes aligned in a row to form the cavity structures.
In this work, we focus on linear donor type Mj defects created by removing zero,
one or several holes at the center of a triangular photonic crystal slab of air holes in
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Figure 5.18: M0-cavity design: The small-
est photonic crystal cavity is created by
shifting two adjacent holes by a distance d







diamond. All cavity structures introduce donor type states within the band gap pushed
down from the M -point of the upper air band. In the case of the M0-cavity, a defect is
introduced by shifting two adjacent holes by a distance d apart. The small M0-cavity
creates one single localized mode with its frequency in close vicinity to the upper bound
of the band gap, whereas extended defect structures, e.g. the M7-cavity, generate several
discrete states localized deep in the forbidden band gap. In the following sections, we
present the structural design of the M0-, M1- and Mj-cavity (j > 2) as well as the
localized electromagnetic field distributions of the resonant modes.
M0-cavity
The smallest cavity structure that can be realized in a two-dimensional photonic crystal
slab is a M0-cavity, where the defect is created by shifting two adjacent holes by a
distance d outwards along the x-direction (Fig. 5.18) [274, 301, 302]. M0-cavities in
combination with a nearby waveguide have been used for the realization of nanolasers
that allow for high extraction efficiencies [303]. In the simulations, we assume an air
hole radius R = 0.28 a, a diamond slab thickness H = 0.91 a and a displacement of the
inner holes d = 0.14 a. The hole displacement gives rise to one single localized donor
state within the band gap with a resonant frequency ω = 0.3782×2pic/a near the upper
air band (c.f. Fig. 5.23). The associated electromagnetic field is tightly localized in the
defect region yielding an ultra-low modal volume of V = 0.35(λ/n)3 and a high cavity
quality factor of Q = 14, 520. Figure 5.19 shows the Ex, Ey and Hz field distributions of
the M0-cavity mode in the (x, y)-plane and the Hz component in the (x, z)-plane. The
mode profiles show only very few nodal planes. Upon mirror reflection in the planes at
x = 0, y = 0 and z = 0, the electromagnetic field components Ex, Ey and Hz of the
M0-cavity mode transform as follows:
Ex(Mx~r) = +Ex(~r)
Ey(My~r) = +Ey(~r) (5.70)
Hz(Mz~r) = +Hz(~r),
where Mx(x, y, z) = (−x, y, z), My(x, y, z) = (x,−y, z) and Mz(x, y, z) = (x, y,−z)
denote reflections of a vector ~r in the (y, z)-, (x, z)- and (x, y)-plane, respectively. As
the electric field transforms like a vector field, the M0-cavity mode has an even reflection
symmetry (−x − y) with respect to the planes at x = 0 and y = 0 (c.f. eqs. (5.30)-
(5.32) in section 5.2). The magnetic field Hz (pseudo-vector) exhibits an odd symmetry









Figure 5.19: Electromagnetic field components Ex, Ey and Hz of the M0-cavity mode in
diamond: The symmetry planes at x = 0, y = 0 and z = 0 are indicated by green lines.
According to the Ex, Ey components in the (x, y)-plane, the M0 mode has an even symmetry
(-x-y) with respect to the x = 0 and y = 0 planes. In contrast, the Hz field (pseudo-vector) is
odd (+z) with respect to the z = 0 plane indicating a TE-like M0 mode.
(+z) with respect to the plane at z = 0. Because the Ex and Ey field have the same
amplitude and exhibit both a node either along the x- or y-axis, we would expect no
clearly linear polarization of the M0-mode but rather an unpolarized angular profile in
the experiment. Moreover, the Ex and Ey fields are pronounced in the photonic crystal
plane, whereas the Hx and Hy fields vanish at z = 0 (not shown). Hence, according to
the classification given on page 97, the M0-cavity mode is classified as a TE-like mode.
Above, the figures of merit Q, V and ω characterizing the M0-cavity have been
simulated for a specific geometry. However, due to intrinsic fabrication tolerances, it is
extremely challenging in practice to exactly match the given structural specifications.
In the following, we study the dependency of the quality factor and resonance frequency
on the structural parameters of the M0-cavity, i.e. the air hole radius R, the shift d
creating the defect and the slab thickness H. To this end, we start with the parameter
set given above: R = 0.28 a, d = 0.14 a and H = 0.91 a and simulate the Q-factor and
the frequency ω as a function of the air hole radius R, while keeping the parameters d
and H fixed. Figure 5.20(a) reveals a variation in Q ranging from 11,700 to 21,400 when
changing R between 0.25 a an 0.29 a with the maximum in Q obtained for R = 0.26 a.
At the same time, the resonance frequency of the M0-cavity mode strongly raises with
increasing hole sizes from ω = 0.3609 × 2pic/a to 0.3841 × 2pic/a. Assuming a lattice
constant of a = 280 nm, an enlargement in R by 1 nm would implicate a shift of the
resonant wavelength by 4.2 nm to smaller values. As a second step, we resume the radius
R = 0.26 a yielding the maximum Q-factor and the slab thicknessH = 0.91 and vary the
shift d. Similar to the hole radius, figure 5.20(b) displays a significant change in Q from
15,300 to 24,000 for modified shifts d. However, the impact on the resonant wavelength
is much less pronounced: Increasing d by 1 nm leads to a red shift of the resonance by
1 nm. Finally, we investigate the influence of the slab thickness for fixed parameters
R = 0.26 a and d = 0.14 a (Fig. 5.20(c)). In the range of H = 0.9 a− 0.94 a, an almost
constant quality factor of Q ≈ 24, 500 is obtained, that drops to 18,400 for H = 0.95 a.
The slab thickness has a weak influence on the resonant wavelength. Diminishing H by
2 nm (1 nm from the top and bottom surface), results in a wavelength shift of 0.9 nm.
To summarize, both the air hole radius R and the shift d have a strong impact on
















R = 0.26a, d = 0.15a
d (a)
H = 0.91a, R = 0.26a
R (a)
















Figure 5.20: Dependence of the Q-factor and resonance frequency ω of the M0-cavity mode
on (a) the hole radius R, (b) the shift d and (c) the slab thickness H. The parameters, which
are kept fixed during the simulations, are given above the diagrams.
the quality factor of M0-cavity mode, whereas the dependency on the slab thickness is
less critical. By varying the three parameters, we found a maximum quality factor of
24,500. In section 5.6.2, we apply an efficient optimization procedure that allows for
further boost of the quality factor of the M0-cavity by one order of magnitude without
increasing the mode volume. The method is based on a variation of the holes’ radii
around the defect such that the field gently decay in the crystals.
The frequency dependence of the cavity modes on the air hole radius of the structure
is widely used in practice to fine tune the mode frequency. Using a digital etching
technique which successively increases the air holes, the resonances of the photonic
crystal can be shifted to higher frequencies and smaller wavelengths. We will discuss
the tuning ability as a function of the radius and other tuning techniques in more detail
in chapters 7 and 9 in the context of photonic crystal cavities realized in thin diamond
membranes.
M1-cavity
The M1-cavity is created by removal of one single central air hole in the triangular
photonic lattice [304, 305]. The generated donor type cavity modes are tightly local-
ized in the defect region with modal volumes of around one cubic wavelength. The
M1-cavity has been used in various applications ranging from electrically and optically
pumped photonic crystal lasers [306–308] to low-threshold nanolasers [309, 310]. More-
over, M1-cavity designs reaching large Q/V ratios have been proposed [311], well suited
for emitter-cavity coupling. In this context, an one-hole defect cavity in a square lattice
has been deterministically positioned around a single quantum dot [109, 312]. Single-
point defects have also been used for in-plane integrated optical circuits, where a cavity
is coupled to a linear photonic crystal waveguide, enabling the realization of add-drop
filters [313]. For coupling of single color centers in diamond, various M1 defects have
been designed, reaching quality factors of Q > 6× 104 and modal volumes on the order
of one cubic wavelength [275,314,315].









Figure 5.21: Modified M1-cavity: The ra-
dius of the six nearest-neighbor holes are re-
duced to Rd and the hole positions are shifted
along the symmetry lines away from the center
by a distance d. R denotes the air hole radius
of the unperturbed lattice.
The removal of a single hole at the center of the photonic crystal preserves the sixfold
symmetry of the triangular photonic lattice. This means that by rotating the structure
by 60◦ through the center of the cavity, the geometry remains the same. The rotational
symmetry gives rise to unique highly symmetric modes tightly localized to the M1
defect. In the unmodified single-hole defect cavity, only two doubly degenerate dipole
modes exist within the band gap [304, 305, 316, 317]. For an air hole radius R = 0.28 a
of the photonic lattice and a slab thickness of H = 0.91 a, we find two orthogonally
polarized degenerate dipole modes with resonant frequencies ω = 0.3660 × 2pic/a and
ω = 0.3661× 2pic/a (c.f. Fig. 5.23). The slight deviation in frequency of the degenerate
modes arises from numerical uncertainties induced by finite mesh discretization (for
details on the numerical simulations see section 5.7.2). The M1-cavity modes exhibit a
modest quality factor of Q = 204 and a small mode volume of V = 0.5(λ/n)3.
However, apart from the dipole modes, the M1-cavity design supports higher order
modes as well. Via modulation of the structural design, the dielectric defect area is
slightly enlarged and additional modes enter the photonic band gap from the upper air
band. Figure 5.21 shows the modified M1-cavity design with preserved sixfold rotational
symmetry. The six nearest-neighboring air holes are shifted away from the cavity center
by a distance d along the lines of symmetry after their radii have been reduced from R
to Rd. In the simulation, we assume the following parameters: R = 0.35 a, Rd = 0.25 a,
d = 0.1 a, a slab thickness H = 0.91 a and a refractive index of bulk diamond of
n = 2.4. Depending on their field profile, the resonant modes localized in the single-
Mode ω (2pic/a) Q V ((λ/n)3) symmetry
Dipole 0.3600 3,200 0.62 +x− y
Dipole 0.3600 3,000 0.61 −x+ y
Hexapole 0.3878 3,300 1.13 −x+ y
Quadrupole 0.3963 5,300 0.91 −x− y
Quadrupole 0.3969 5,200 0.93 +x+ y
Monopole 0.4313 900 1.02 −x+ y
Table 5.1: Resonant frequencies, quality factors and mode volumes of higher order modes
confined in the modified M1-cavity in diamond with R = 0.35 a, Rd = 0.25 a, d = 0.1 a and
H = 0.91 a.














Figure 5.22: Resonant cavity modes of a modified M1-cavity in diamond: The large images
show the Hz field and the small pictures the Ex and Ey electric field components of TE-like M1-
cavity modes. The dipole and quadrupole modes are doubly degenerate, whereas the hexapole
and monopole modes are non-degenerate. The symmetry of each mode with respect to mirror
reflections in the (y, z)- and (x, z)-plane are indicated by ±x ± y, where the minus (plus) sign
indicates an even (odd) symmetry. In the simulations, the structural parameters are set to
R = 0.35 a, Rd = 0.25 a, d = 0.1 a and H = 0.91 a.
defect region are classified in four main categories [316–319]: (1) doubly degenerate
dipole modes, (2) doubly degenerate quadrupole modes as well as non-degenerate (3)
hexapole and (4) monopole modes. The resonant frequencies, the quality factors and
the mode volumes of the modes supported by the modified M1-cavity are summarized
in table 5.1. The Ex, Ey, Hz components of the TE-like M1-cavity modes are shown
in figure 5.22. The classification of the modes upon mirror reflection in the (y, z)- and
(x, z)-plane are indicated by ±x± y, where a minus (plus) sign indicates an even (odd)
symmetry upon mirror reflection, respectively. The dipole modes are invariant under
360◦ rotation, whereas quadrupole modes return to the same state until 180◦ rotation
has been applied. In the case of dipole and quadrupole modes, a new state is obtained
when adding to a given mode its 60◦-rotated analogon. As there exist two mutually
orthogonal basis states, the modes are called doubly degenerate [319]. On the other
hand, in the case of the monopole and hexapole modes, the identical state or identically
zero is obtained when adding to a given mode its 60◦-rotated counterpart. Hence,
monopole and hexapole modes are non-degenerate states [319]. The degeneracy of the
dipole and quadrupole modes can easily be lifted by modifying the size or position of
two holes diagonally opposed with respect to the cavity center. In practice, small local
fabrication errors already lead to a degeneracy break. The electric field distribution of
both dipole and monopole modes is concentrated at the cavity center, which makes them
114 Chapter 5. Photonic crystal cavities
well suited for emitter-cavity coupling experiments. For nanolaser applications, different
designs relying on the dipole- [307], monopole- [306, 308] and hexapole-mode [309, 310]
have been realized. In the experiment, the different M1-modes can be distinguished via
polarization analysis [310, 320, 321]. The two dipole modes are expected to be linearly
polarized, mutually orthogonal. The monopole mode is expected to have no clearly
preferred polarization direction. The hexapole mode is theoretically unpolarized and
the quadrupole modes should show a four-fold emission pattern [316, 317]. However,
due to fabrication imperfection, the hexapole and quadrupole mode profiles can be
disturbed resulting in a linear emission polarization [310, 316]. In section 5.7.3, we will
compute the polarization properties and far-field emission profiles of different M1-cavity
modes.
Several missing hole cavity
In the previous section, we discussed the spectral properties and field distributions of
small size cavity structures such as the M0- and M1-cavity. In this section, we focus on
large size cavity structures, where several holes (j ≥ 2) aligned along the x-axis of the
photonic lattice are removed. To describe the mode profile and spectral frequency range
of the cavity modes, we will approximate large size cavity structures as a fraction of a
linear waveguide that is terminated on both ends by highly reflective photonic lattices.
Using this approximation, fundamental properties of large size cavity structures are
deduced from the waveguide modes discussed in section 5.5.1. To study the impact of
the defect size on the spectral properties of the cavity modes, we successively increase the
number j of missing holes while keeping the air hole radius R = 0.28 a of the photonic
lattice and the slab thickness H = 0.91 a fixed. Here, we only focus on TE-like modes.
Furthermore, the modes are classified in ±y according to their mirror symmetry under
reflection in the (x, z)-plane. Figure 5.23 shows the resonant frequencies of the +y modes
and the three lowest order −y modes localized within the band gap of the surrounding
unperturbed lattice as a function of the number j of missing holes creating a defect. For
larger defect sizes, the number of resonant modes increases. In the case of the M0-cavity
with the smallest defect size, we find only one mode with a frequency near the upper
air band. For the M1-cavity, two degenerate dipole modes with orthogonal symmetry
(+x− y and −x+ y) are found with frequencies localized deeper in the photonic band
gap. When the number of missing holes raises further, the frequency of the −y-modes
drops and new −y-modes are introduced from the upper air band. In contrast, the +y-
modes split up into several modes. For large defect sizes (j ≥ 6) the resonant frequency
of the fundamental −y-mode seems to approach a lower bound at ω = 0.3375× 2pic/a.
Strikingly, the resonant frequencies of −y-modes cover almost the whole band gap,
ranging from the upper air band to a lower limit of ω = 0.3375×2pic/a. In contrast, the
+y-modes are limited to the spectral interval ω = [0.3579, 0.3748]× 2pic/a. The reason
can be found by approximating large size cavity structures as a fraction of a linear
waveguide that is ended on both sides by highly reflective photonic crystal lattices [322].
Due to the band gap effect, the original waveguide mode can not propagate through the
crystal but is back reflected at the ends, interferes with the incoming light and discrete
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Figure 5.23: Resonant states within the band gap as a function of the number j of missing
holes forming the photonic crystal cavity in comparison to the waveguide dispersion curve: (a)
The frequency of the cavity modes lie within the frequency range of (b) the corresponding
waveguide mode of same y-mirror symmetry. (a) The modes are separated in −y (, ) and
+y modes (◦, •) according to their reflection symmetry at y = 0. The open symbols (, ◦)
correspond to +x modes, whereas filled symbols (, •) represent −x-modes. The solid lines are
a guide to the eye.
cavity modes are formed. The dispersion relation as well as the field distribution of the
cavity modes strongly resemble the original waveguide mode. The cavity modes with +y
(−y) reflection symmetry originate from the +y- (−y-) waveguide mode. The dispersion
curve of the −y waveguide mode covers a frequency range of ω = [0.3375, 0.3985]×2pic/a
coinciding with the spectral limits of −y cavity modes, whereas the frequencies of the
+y waveguide mode lie in the interval ω = [0.3568, 0.3765]×2pic/a matching the spread
in frequency of the cavity modes with equal symmetry (Fig. 5.23). The spectral range
of the waveguide modes puts an upper and lower limit to the resonant frequencies of the
resulting cavity modes when restricting the linear defect region. As the spectral width
of both waveguide modes strongly differ, the same is true for the +y and −y cavity
modes.
We analyze the correlation between waveguide and cavity modes in more detail for
the case of a seven-missing hole cavity. In figure 5.24, a comparison is made between the
calculated resonant frequencies of the higher-order TE-like M7-cavity modes and the TE-
like dispersion curves of the photonic crystal waveguide presented in the previous section
5.5.1. Both the cavity and waveguide modes have been simulated for a triangular lattice
of air holes with a radius of R = 0.28 a and a slab thickness ofH = 0.91 a. The M7-cavity
modes, represented by pink and blue points in figure 5.24, coincide with the waveguide
dispersion curve (solid line). Thereby, the wave vector component kx, associated with
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Figure 5.24: Resonant frequencies and field distribution of TE-like M7-cavity modes: The
frequencies of the lowest order M7-cavity modes are plotted on the dispersion curves of a linear
photonic crystal waveguide. According to their symmetry upon reflection in the (x, z)-plane,
the cavity modes are classified as even (pink squares ) and odd modes (blue open circles ◦).
The Ey and Hz field distributions of the e1, e2, e3 and o1, o2, o3 cavity modes are shown on the
right. The Ey fields of all odd modes “o” change their sign upon reflection in the (x, z)-plane
whereas the Ey patterns of the even modes “e” are unchanged upon reflection.
the M7-cavity mode, is determined by the intersection point of the cavity frequency ω
with the waveguide dispersion curve. Alternatively, kx can be determined via the one-
dimensional Fourier transform of the cavity field calculated along the x-axis. The central
position kc of the main Fourier component determines kx = kc − pi/a [323]. Displayed
on the waveguide dispersion curve, the wave vectors kx of the cavity resonances are
almost equally spaced. This strongly resembles to Fabry-Pérot resonances fulfilling the
condition: [261,262]:
pip = kxL (5.71)
with p ∈ N and L being the cavity length. For the cavity modes (pink squares in Fig.
5.24) plotted on the low-frequency waveguide dispersion curve (pink solid line in Fig.
5.24), the average wave vector interval is ∆kx = 0.066 × 2pi/a. Using equation (5.71),
we find an effective M7-cavity length of L = 7.6 a. Alternatively, from the Fourier
transform of the Ey component along the x-axis, we obtain ∆k = 0.073× 2pi/a, which
results in an effective cavity length of L = 6.8 a.
In figure 5.24, we only consider TE-like cavity and waveguide modes whose electro-
magnetic fields have an even symmetry upon reflection in the (x, y)-plane (c.f. page 77
in section 5.2). Furthermore, the waveguide states and cavity modes can be classified in
even and odd modes with respect to their mirror reflection symmetry in the (x, z)-plane.
This separation has major consequences: In section 5.7.3, we will see that even and odd
modes exhibit mutually orthogonal polarization. In the far field, even modes are polar-
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Number of defect holes j
Figure 5.25: Dependence of the quality factor and mode volume as a function of the number
j of missing holes forming the photonic crystal cavity: (a) The quality factor Q has been either
calculated via FDTD-simulations (•) or via equation (5.72) based on a simple Fabry-Pérot
model (N). For small cavity sizes (j ≤ 5) the Fabry-Pérot model overestimates the Q-factor.
(b) The mode volume enlarges linearly as a function of the hole-defect number. The gray solid
line is a linear fit to the data.
ized along the y-direction, whereas odd modes are polarized along the x-direction. This
property allows for the identification of even and odd modes in the experiment using
polarization-resolved spectroscopy. In the following, we will refer to even modes as “e”
states and odd modes as “o” states. The simulated Ey and Hz field distributions of
the three lowest-frequency modes e1, e2, e3 and o1, o2, o3 of each symmetry class are
plotted in figure 5.24. The Ey component of the “o” modes has a node at y = 0 whereas
the Ey field of the “e” modes shows an antinode.
With increasing wave vector kx the field distribution of the M7-cavity modes (Fig.
5.24) is significantly modified. This is similar to the continuous change of the waveguide
field distribution (Fig. 5.14(b-e)) with increasing wave vector due to the anti-crossing
effect (c.f. section 5.5.1). The Hz distributions of the e1 and o1 mode have substantial
similarity with the Hz waveguide pattern calculated for wave vectors at the edge of the
Brillouin zone (Fig. 5.14(b),(d), respectively). Furthermore, the Hz field of the e3 and
o3 M7-cavity modes strongly resemble to the Hz distributions of the waveguide modes
taken near the light line (Fig. 5.14(c),(e), respectively). The field distributions of the
e2 and o2 modes represent an intermediate state between the two waveguide patterns.
The similarity in the dispersion curve and the field distribution clearly shows that the
M7-cavity modes are decomposed of guided modes of a linear waveguide ended on both
sides by photonic crystal lattices. For given frequencies and propagation wave vectors
(ω, kx), the waveguide modes fulfill the Fabry Pérot resonant condition (eq. (5.71))
and discrete cavity modes are formed via interference. The field pattern of the original
waveguide mode is transferred to the resulting cavity mode confined to the defect region.
Figure 5.25 shows the quality factor and the mode volume of the fundamental mode
e1 as a function of the number j of missing holes at the center of the photonic lattice.
The mode volume increases linearly with the number j of defect holes with a slope of
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0.162± 0.004 (λ/n)3 per missing hole. According to the linear fit of the data indicated
by the gray solid line in figure 5.25(b) a minimal mode volume of V = 0.30±0.02 (λ/n)3
can be obtained for a zero-hole defect. This value is close to the simulated mode volume
V = 0.35 (λ/n)3 of the M0-cavity (see section above). From the linear fit, the mode
volume of any defect size can be extracted without the need of time-consuming FDTD
simulations. In contrast to the mode volume, there seems to be no simple relation
between Q and j. For small cavity structures (j < 6), the quality factor dependence can
be approximated as Q ∝ 2.5j , whereas for large defects (j > 6) the Q-factor seems to
rise linearly and reaches Q = 90, 000 for an eleven-hole defect. What is striking in figure
5.25(a), is the high quality factor of the M0-cavity mode compared to the values of the
M1-M5-structures. The reason is that the M0-defect is not introduced by removing holes
but by shifting two holes apart. This leads to modified distributed Bragg reflections at
the edges of the surrounding air holes and a gentle decay of the cavity field resulting
in minimized out-of-plane radiation losses and a high Q-factor. In subsequent section
5.5.3, we approximate the M1-M11-cavity by a one-dimensional Fabry-Pérot model to
predict the quality factors for various defect sizes.
5.5.3 Fabry-Pérot model
A one-dimensional Fabry-Pérot cavity consists of two planar mirrors with reflectivity
r positioned at a distance L along the x-axis. The space between the mirrors is filled
with a medium of refractive index ng. The quality factor of a linear Fabry-Pérot cavity
is given by Q = ν/δν = Fν/νFSR, where ν is the resonant frequency, δν is the resonant
linewidth (full width at half maximum), F ≈ pi/(1− |r|) denotes the finesse in the limit
of 1 − |r|  1 and νFSR = c/(2ngL) is the free spectral range defining the frequency
difference between two adjacent modes [324]. For a given mirror reflectivity r and cavity




1− |r| ng L. (5.72)
For a one-dimensional linear resonator, the parameter ng denotes the refractive index
of the medium filled between the mirrors. In the case of a photonic crystal waveguide
mode, that bounces between two planar mirrors, ng must be replaced by the group index
ng = c|dkx/dω| of the waveguide mode [325]. The group index ng of the fundamental
waveguide mode is plotted in figure 5.26 as a function of the resonant frequency. At
the edge of the Brillouin zone, the slope of the waveguide dispersion curve ω(kx) almost
vanishes (pink curve in Figs. 5.23(b) and 5.24 at kx = 0.5× 2pi/a) and hence the group
index strongly increases near the resonant frequency of ω = 0.3375× 2pic/a.
In a standard Fabry-Pérot resonator, the cavity length L is well defined by the
distance between the mirrors. However, the light fields in a photonic crystal cavity
do not vanish at the edge of the first hole but penetrate deeper into the crystal. The
effective cavity length L can be determined via equation (5.71). Okano et al. [323]
found a linear relation L = ja between the effective cavity length L and the number j of
missing holes. For the M7-cavity, we confirme that the cavity length L = 7.0 a predicted





















Figure 5.26: Group index ng of the fundamental waveguide mode used to determine the
quality factors of large size photonic crystal cavities. The group index calculated at the resonant
frequencies of the e1 modes for the M2-M11-cavities are indicated by crosses >.
by this simple linear relation is in reasonable agreement with the effective cavity lengths
of the M7-cavity of L = 7.6 a determined via equation (5.71) and L = 6.8 a deduced
from Fourier analysis (c.f. page 116). Therefore as a first approximation, we assume an
effective cavity length L = ja in the following.
FDTD simulations reveal a constant reflectivity of the waveguide mode at the posi-
tion of the photonic crystal for frequencies inside the band gap. This means that we can
assume the same reflectivity for every cavity structure independent of its defect size.
We choose the M6-cavity to calculate the reflectivity, as its defect geometry is large
enough such that corrections required for small size defects [326] become negligible. At
the same time, the M6-defect is small enough such that the group index associated to
its fundamental resonance frequency is outside the regime of high ng in figure 5.26.
From the quality factor Q = 17, 400 of the fundamental M6-cavity mode e1, calculated
via FDTD simulations, we determine the reflectivity r = 0.9968 of the photonic crystal
lattice. Here, we take into account the effective cavity length L = 6.0 a and the group
index ng = 28. Once the reflectivity is specified, the quality factors of all other defect
structures can be deduced from the group index ng and the effective cavity length L
using equation (5.72). Figure 5.25 displays the quality factors of the fundamental cavity
modes e1 extracted from the simple Fabry-Pérot model as a function of the number j
of missing holes forming the defect. For comparison, the quality factors determined via
FDTD simulations are additionally shown. A very good agreement between the Fabry-
Pérot model and the FDTD results is observed for large lattice defects with j ≥ 6.
However, for defect structures comprising more than 10 holes, the determination of the
Q-factor gets error-prone due to the steep slope and large uncertainty of the group
index ng for frequencies near ω = 0.3375 × 2pic/a (Fig. 5.26) corresponding to wave
vectors at the edge of the Brillouin zone. For smaller cavities (j < 6), the simple model
overestimates the quality factor by approximately a factor of two. The calculation of
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the Q-factor is solely based on the dispersion curve of the fundamental waveguide mode
and totally ignores contributions from other Bloch modes. Especially in the case of
ultra-small cavity structures, higher order modes have a strong impact on the cavity
performance and can not be neglected [327,328].
The one-dimensional Fabry-Pérot model allows us to easily predict the resonant
frequency and the quality factor for unoptimized defects. The results are in good agree-
ment with three-dimensional FDTD simulations. Moreover, the mode volume can be
extracted from the linear fit in figure 5.25. The only input data required for the model
are the waveguide dispersion curve to determine the group index ng as a function of the
frequency and the quality factor of one single defect geometry calculated via FDTD sim-
ulations to extract the reflectivity of the photonic lattice. Once these data are obtained,
the resonant frequency and quality factors of all other defect sizes can be easily deter-
mined. However, the situation is totally different for modified structures, where some
holes are displaced or reduced in size. When the waveguide mode undergoes distributed
Bragg reflections at the edges of the hole forming the surrounding photonic crystal, it
acquires a phase shift φ and its amplitude is changed by |r|e−iφ. In the model above, we
assumed a constant reflectivity r and a constant phase shift φ for all defect structures
independent on the number of missing holes. However, for a modified photonic lattice
the reflectivity and acquired phase are changed [325,327]. The modified Bragg condition
results in a frequency shift and a changed effective length L, as the cavity mode might
penetrate deeper into the photonic crystal. Hence, for every defect geometry the exact
resonant frequency, the mode profile and the reflectivity of the photonic lattice have to
be simulated via three-dimensional FDTD methods.
To summarize, we investigated the realization of waveguide and cavity structures
by introducing line or point defects in the photonic crystal. The intentional break of
the periodicity leads to the formation of localized waveguide or cavity modes within the
band gap of the surrounding crystal. In this work, we will fabricate both small cavity
structures such as M0- and M1-cavities with small mode volumes as well as large defect
structures such as M7-cavities enabling high Q-factors without the need for sophisticated
cavity design but with the expense of larger mode volumes.
5.6 Cavity quality factor
In the previous section, we discussed different point-defects in the photonic lattice that
trap electromagnetic modes and hence form tiny optical cavities. The storage time of
light in an optical resonator is characterized by the quality factor Q. There exist var-
ious equivalent definitions of the theoretical quality factor, whereof one includes the
calculation of the dissipated power and the energy stored in the cavity. This definition
allows for the discrimination between in-plane and out-off-plane radiation losses. We
investigate the dependence of the in-plane losses and hence the Q-factor on the number
of surrounding air hole periods. By transforming the near field components to Fourier
space and by integrating over all wave vector components inside the light cone, we de-
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termine the vertically radiated power in the far field. Together with the stored energy,
this opens an alternative way to compute the Q-factor. We compare this alternative
method with standard FDTD results by calculating the Q-factors for various M0-cavity
geometries. Moreover, the intensity profile in the far field opens the way for an effective
optimization procedure. A smooth decay of the cavity field into the surrounding crystal
minimizes the wave vector components inside the light cone. We use the method of
gentle confinement [300,329] to boost the quality factor of M0- and M1-cavities by one
order of magnitude.
The quality factor can be interpreted in many ways. Commonly, the quality factor
denotes the dimensionless lifetime of the cavity mode describing the number of optical
periods that pass before the energy decays by e−2pi [256]. In the experiment, the quality
factor is determined by the inverse of the bandwidth of the cavity resonance in the
spectrum. The Fourier transform of a time-varying field confined to a cavity has a
squared amplitude that is given by a Lorentzian peak, proportional to ((ω − ω0)2 +
(ω0/2Q)
2)−1, and 1/Q is the peak’s width at half maximum [256]. In FDTD simulations,
the quality factor is computed via the real ω and imaginary part ωi of the complex
resonant frequency ωc = ω + iωi of the cavity mode (see also section 5.7.2). Due to
cavity losses, the square amplitude of the field exponentially decays with e−ωit/2. The
imaginary part ωi of the frequency hence determines the losses out of the cavity. The
quality factor is calculated by Q = −ω/(2ωi). Alternatively, the cavity quality factor






Here, ω denotes the resonant frequency. In the case of an ideal photonic crystal cavity,
e.g. without material absorption, fabrication tolerances or surface roughness, the quality
factor is limited by the radiated power P out of the cavity. In two-dimensional photonic
crystals with a finite depth, we distinguish between in-plane P|| and out-of-plane P⊥
losses that determine the total radiation loss P = P||+P⊥. Similarly, the quality factor










The confinement in the horizontal photonic crystal plane is induced by distributed
Bragg reflections at the edges of the air holes surrounding the missing hole defect. The
confinement is similar to distributed Bragg reflections in a one-dimensional multilayer
system consisting of alternating layers of material with different dielectric constants and
optical thicknesses of λ/4 surrounding a central much wider defect layer with a resonant
wavelength λ. Light waves originating from the central defect layer are reflected at
the interfaces of the multilayer system, interfere constructively and are tightly localized
in the defect region. Hence, the photonic multilayer films on both sides of the defect
act as a frequency-specific mirror. Once the cavity modes enter the unperturbed layer
structure they decay. Theses losses can be minimized by adding more layers to the
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Layers of air holes
Figure 5.27: Dependence of the M7-cavity Q-factor on the number of air hole layers sur-
rounding the defect: In the case of few surrounding holes, the cavity quality factor is limited
by in-plane losses. With increasing number of photonic layers, in-plane losses are significantly
reduced and vertical radiation losses become dominant. For large numbers of surrounding holes,
Q saturates at a constant value limited by vertical radiation losses. The inset shows a M7-cavity
with four layers of surrounding holes.
Bragg mirror system. By this, the reflectivity of the multilayer film is enhanced and the
light is confined much longer in the cavity structure.
Impact of lattice size
The in-plane light confinement in a two-dimensional photonic crystal cavity, consisting of
layers of air holes around a dielectric defect, is based on the same principle of distributed
Bragg reflections at dielectric interfaces. As the number q of periods of air holes around
the defect is increased, the in-plane losses can be significantly reduced and hence Q||
raises. In contrast, Q⊥ stays relatively constant, because adding more crystal layers
is ineffective in capturing radiation losses in the vertical direction. Thus, for small
numbers of surrounding air holes, the total quality factor is limited by in-plane losses,
but as the number of layers increases, Q asymptotically approaches Q⊥ [304,305]. Figure
5.27 shows the total quality factor of the fundamental e1 mode of the M7-cavity (R =
0.28 a, H = 0.91 a) as a function of the photonic crystal periods. For small numbers
(q < 4) of hole periods, the total quality factor does not exceed Q = 1, 500. With
increasing number of layers, the Q-factor raises as the in-plane losses are reduced until
Q saturates at a constant level of Q = 30, 200 for q > 10. In our simulations of
optimized cavity structures, we use nine to 13 surrounding hole layers to guarantee
that in-plane losses are sufficiently reduced and Q is only limited by vertical radiation
losses. In the experiment, the patterning time of photonic crystal structures significantly
increases with the number of hole periods. For long fabrication times the probability of
considerable device degradation increases due to sample drift during the milling process.
Therefore, in practice, we chose cavity designs with six to eight hole periods to guarantee
a sufficient in-plane confinement and reasonable patterning times. When comparing the
experimental Q-factors to theoretical predictions, the actual number of surrounding
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Figure 5.28: Schematic of the planes S
at a distance ∆z above and below the
photonic crystal slab to compute the two-








holes is taken into account in our simulation.
The vertical quality factor Q⊥ is limited by the out-of-plane losses due to non per-
fect index guiding of the cavity modes in the photonic slab. As discussed in section
5.4.2, light components with in-plane wave vectors |~k||| > ω/c are guided in the slab,
whereas all modes with |~k||| < ω/c escape from the slab in the vertical direction and
are radiated into the surrounding medium. The leaky components within the light cone
hence determine Q⊥. From the band structure of a photonic crystal slab, shown in
figure 5.16, we can deduce that the lower the frequency of the cavity mode the smaller
are the radiation losses in the light cone. Hence, high quality factors are expected for
cavity modes localized deeply in the band gap. Indeed, the fundamental mode of the
here simulated photonic crystal cavities with the lowest frequencies exhibit the highest
quality factors. More detailed analysis shows, that the wave vector distribution of the
cavity mode in Fourier space has a strong impact on radiation losses. By systematically
tailoring the field distribution, the lossy Fourier components in the light cone can be
minimized and Q⊥ and hence the total quality factor can be enhanced significantly. We
will present the basic design principles to minimize out-of-plane losses and to boost the
cavity Q-factor in section 5.6.2.
5.6.1 Radiation Q-factor versus FDTD results
In this work the Q-factor is typically computed via finite-difference time-domain algo-
rithm. However, FDTD results might vary with the chosen resolution. To confirm the
numerical results, we apply an alternative method to calculate the quality factor via the
stored energy U in the cavity and the radiated power P using Q = ωU/P (eq. 5.73),







(ε0ε(~r)| ~E(~r)|2 + µ0| ~H(~r)|2)d3r, (5.75)
where the volume integral is taken between two planes S and −S parallel to the (x, y)-
plane positioned at ∆z below and above the crystal slab (Fig. 5.28). The total radiated
power P is computed using two methods. In the first approach, the radiated power
is calculated via the surface integral of the Poynting vector Re( ~E∗ × ~H) in all three




Re( ~E∗ × ~H)d2r. (5.76)
The second method is based on momentum space analysis of the near field components.
As discussed above, when the defect is surrounded by a sufficiently large number of
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hole periods, in-plane losses are minimized and the quality factor is mainly limited by
vertical radiation losses. To identify out-of-plane radiation losses, we calculated the
two-dimensional Fourier transform FT2 of the cavity near fields f(x, y) taken in a plane





f(x, y) e−i(kxx+kyy) dxdy. (5.77)
The radiated power in the far field is then given by the two-dimensional Fourier trans-
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µ0/ε0 and I is the radiated intensity. The integral runs over all ~k-vectors
inside the light cone |~k‖| ≤ k. Besides the qualitative computation of leaky components,
the radiated intensity I distribution can be used to successively optimize the cavity
structure. In the next section 5.6.2, we present a design recipe relying on the Fourier
analysis to boost the quality factor. The optimal position of the plane S above the
slab to separate the near- from the far-field is under debate. The distance ∆z, given
in literature, ranges from ∆z = 0 [332], λ/4 [322], λ/2 [304, 332] to H/4 [332]. Balanis
[330] claimed that the distance depends on the largest dimension D of the scatterer:
∆z ≥ 2D2/λ. From the field distributions, we deduce a largest dimension of the M0-
cavity field ofD ≈ 0.5λ. This would result in an optimal distance of ∆z = λ/2 which will
be applied in the following. The cavity near field is computed using FDTD simulations
after 400 time-steps. After that time transient effects, resulting from a cutoff of our
excitation pulse, have died away. Finally the stored energy U and the radiated power P
are averaged over one period. This final time-averaging can be avoided by calculating
the imaginary part as well as the real part of the fields instead of the real part only.
It is sufficient to evaluate the complex fields at one instant in time, since the energy of
complex fields does not change over one period.
We exemplary calculate the quality factor of modified M0-cavities via the radiated
power and the stored energy and compare them to FDTD results. For three different
background radii R = 0.27 a, R = 0.28 a and R = 0.29 a and a fixed slab thickness
of H = 0.91 a, the size of the holes surrounding the M0 defect are varied. The struc-
tural parameters of the modified M0-cavities M0A-M0D and M0h1-M0h4 and the used
nomenclature can be found in section 5.6.2 and in annexe A. Figure 5.29 shows a very
good agreement between the FDTD results and the Q-factor calculated via the radiated
power and stored energy. Thereby, the radiated power has been either computed via the
pointing vector using equation (5.76) or via integration of the leaky components in the
light cone according to equation (5.78). A resolution of 32 points per lattice constant
has been applied in the FDTD calculations. The errorbars in figure 5.29 (exemplary
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Q = ω stored energyradiated power
Figure 5.29: Comparison between the Q-factors of M0-cavities calculated via FDTD simula-
tions and via the radiated power and stored energy. The radiated power is determined either
via computation of the poynting vector (eq. (5.76)) or by integration over the leaky compo-
nents inside the light cone (eq. (5.78)) calculated via the two-dimensional Fourier transform the
in-plane components Ex, Ey, Hx, Hy. The stored energy is given by equation (5.75). The error-
bars indicate the variation in Q when increasing the resolution from 32 to 50 points per lattice
constant in the FDTD simulations. The design parameters of the M0A-M0C and M0h1-M0h4
are given in annexe A and on page 129ff.
calculated for structures M0A, M0C and M0D) indicate the variation in the Q-factor
when increasing the resolution from 32 to 50 points per lattice constant. Within the
error < 13%, the FDTD results are very well reproduced by the Q-factor determined
via the radiated power and stored energy.
5.6.2 Boosting the quality factor: gentle confinement
The definition of the Q-factor via the stored energy and the radiated power opens the
way for an efficient optimization of the cavity design, that is referred as the method
of gentle confinement. The basic goal of optimizing a photonic crystal cavity design is
to increase the quality factor without delocalizing the mode, i.e. without enlarging the
mode volume. The design principle is based on the modification of selected air holes
surrounding the defect such that the field envelope retains a Gaussian function that
smoothly decays into the surrounding crystal. This gentle localization comes along with
reduced dissipation components inside the light cone of the radiated intensity profile
(c.f. eq. (5.78)).
Above we have seen that the total quality factor can be decomposed into in-plane and
out-of-plane contributions. To guarantee for minimal in-plane losses, we apply in our
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simulations 13 layers of air holes around the defect. In this case, the total quality factor
is limited by the out-of-plane losses, determined by the Fourier components inside the
light cone. According to section 5.4.2, the in-plane wave vector ~k|| determines whether a
plane wave is guided within the photonic slab or is radiated in the surrounding medium.
All leaky components have in-plane wave vectors |~k||| < ω/c = 2pi/λair inside the light
cone, whereas the in-plane wave vectors of guided modes |~k||| > ω/c = 2pi/λair lie
outside the light cone and fulfill the condition of total internal reflection. Here, λair
denotes the wavelength in air. In order to determine which components are guided or
radiated, we calculate the spatial Fourier transform FT(f) of the simulated cavity field
f as a function of the wave vector ~k||. Fourier analysis reveals that abrupt changes in the
cavity in-plane field distribution f lead to significant lossy components inside the light
cone. For these plane wave components the condition of total internal reflection can not
be fulfilled at the diamond-air interface and light is radiated in the vertical direction. In
contrast, a gentle decay of the cavity fields into the photonic lattice suppresses radiation
losses within the light cone and significantly increases Q⊥ while retaining a small mode
volume. In this section, we present the basic idea of gentle confinement [300,329] using
the example of a one-dimensional Fabry-Pérot cavity. In the case of two-dimensional
photonic crystal slabs, a gentle variation of the field distribution is achieved by modifying
the geometry of the next-neighbor air holes surrounding the defect. Using the principle
of gentle confinement, the quality factors of the M0- and M1-cavity are significantly
enhanced.
Principle of gentle confinement in one dimension
In the following, we illustrate the basic idea of the gentle confinement method using
the example of a linear Fabry-Pérot cavity consisting of two planar mirrors separated
by a distance L along the x-axis. The gap between the mirror is filled with a dielectric
medium with a refractive index n = 2.4 and a thickness H. Light waves in the medium
are reflected by the mirrors, interfere with each other and form a standing wave. The
electromagnetic field profile in the cavity can be expressed as a product of the fundamen-
tal sinusoidal wave sin(xk0) of wavelength λdia (k0 = 2pi/λdia) and an envelope function
determined by the cavity structure. The fundamental wave gives two delta functions
in the Fourier spectrum centered at ±2pi/λdia, while the envelope function modifies the
spectrum. In the case of ideal mirrors, the electromagnetic fields vanish at the mirror
surface. The Fourier transform of this rectangular field envelope is described by two
sinc functions sin(L/2(kx ± k0))/(kx ± k0) centered at kx = ±k0 (Figs. 5.30(a,b)). The
abrupt change of the cavity field in real space results in pronounced Fourier components
inside the light cone (light line is indicated by red lines at 2pi/λair = 2pi/(nλdia) in Fig.
5.30(b)). The smaller the cavity length L the stronger are the leaky components in the
light cone. However, according to Akahane et al. [300,329], radiation losses are strongly
reduced by tailoring the field envelope to approach a Gaussian function that smoothly
decays at the mirrors’ positions. The field distribution with a Gaussian envelope and
its associated Fourier transform, given as well by a Gaussian, are displayed in figures
5.30(c,d). The gentle confinement of the cavity modes leads to strongly reduced leaky
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(d) FT of gently confined mode(b) FT of linear cavity mode




Figure 5.30: Principle of gentle confinement in one dimension: (a) The standing wave confined
in a linear Fabry Pérot cavity vanishes at the mirrors’ positions. The abrupt change of the
rectangular field envelope results in a Fourier spectrum (b) with important leaky components
in the light cone (gray shaded region). The red line indicates the light line. (c) If the cavity
field decays gently given by a Gaussian envelope (d) the radiation losses inside the light cone
are significantly minimized. In (b,d) the squares of the absolute values of the Fourier transforms
are displayed.
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components inside the light cone and hence to a high cavity quality factor. The widths
of the cavity field σx and of its Fourier transforms σkx are inversely proportional. Hence,
one can conclude that the more delocalized a cavity field is in space, the more localized
its Fourier transform can be. This allows most of the Fourier components to lie outside
the light cone and not radiate resulting in high Q-factors for gently confined modes.
In the case of a linear Fabry Pérot cavity, a smooth decay of the standing wave at the
mirror’s positions is hard to realize. However, in the case of photonic crystal cavities,
gentle confinement of the cavity mode is an effective method to significantly enhance
the quality factor while retaining small mode volumes.
Gentle confinement in two-dimensional photonic crystal slabs
In the case of two-dimensional photonic crystal cavities, a gentle decay of the cavity
field can be achieved by tailoring the photonic crystal structure around the defect re-
gion. The cavity field with frequencies inside the band gap is confined in the defect
region via distributed Bragg reflections at the air holes forming the surrounding pho-
tonic lattice. By reducing the radius or shifting nearest neighbor holes outwards, the
Bragg condition is locally modified leading to a phase shift upon reflection. The cavity
field penetrates deeper into the crystal and its envelope decays much smoother at the
edge of the defect. In fact, the delocalization of the cavity mode comes along with a
slight increase in the mode volume. However, the detriment of a slightly larger mode
volume is small compared to the boost in the Q-factor such that the ratio Q/V and the
related theoretical Purcell factor can be significantly increased. In the ideal case, the
main Fourier components would be tightly localized at the edge of the first Brillouin
zone with no leakage inside the light cone [333]. Such ideal spatial Fourier spectrum
is obtained for a Gaussian envelope function of the cavity field in real space [322]. In
the following, the M0-cavity design is optimized according to the principles of gentle
confinement to resume a Gaussian envelope and minimal Fourier components inside the
light cone.
Optimization of the M0-cavity
The unoptimized M0-cavity is created by shifting two adjacent holes by a distance d
apart along the x-axis of the photonic crystal lattice. The resulting donor type defect
supports only one single resonant mode whose quality factor depends on the radius
of the surrounding air holes R, the slab thickness H and the shift d. By successively
modifying these three parameters in steps of 0.01 a (c.f. Fig. 5.20 in section 5.5.2), a
high quality factor of 24,500 and a small mode volume of 0.39 (λ/n)3 of the unoptimized
M0-cavity in diamond has been found for the parameter set M0A summarized in table
5.2. By optimizing the radii of the surrounding lattice as well as the shift d and the
back ground radius R, the M0-cavity quality factor can be significantly enhanced by one
order of magnitude. Figure 5.31 shows the geometry of the improved M0-cavity design
together with the used nomenclature. Thereby, we apply the following procedure: The
radii of the surrounding air holes are varied and the corresponding Q-factor as well as
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Figure 5.31: Modified M0-cavity design: By optimizing the surrounding air holes the quality
factor is significantly improved.
the in-plane near-field components Ex, Ey, Hx and Hy are simulated for each parameter
set. We start with the nearest neighbor holes along the y- and x-axis and further proceed
with the holes at larger distances from the defect. The field components are taken in
a two-dimensional plane at ∆z = λ/2 [304, 332] above the photonic crystal slab. Via
two-dimensional Fourier transform of the in-plane near-field distributions, we determine
the radiated intensity I and normalize it to the stored energy U within the cavity. By
integrating the intensity over all leaky components inside the light cone, the radiated
power P is evaluated (c.f. eq. (5.78) in section 5.6). As the cavity quality factor is
given by Q = ωU/P (c.f. eq. (5.73) in section 5.6), the normalized radiation losses
are a direct measure of the inverse of the cavity quality factor. The smaller the leaky
components inside the light cone the higher the cavity Q-factor.
As a first optimization step, the radii of the nearest neighbor air holes b, c, e and the
shift d as well as the size of the holes f , g, k in the second and third row of the crystal
are varied. The background radius R = 0.26 a and the slab thickness H = 0.91 a are
M0A R(a) h(a) d(a) Q ω(2pic/a) V (λ/n)3
0.26 0.91 0.15 24,500 0.3652 0.390
M0B R(a) d(a) Rc(a) Re(a) Rk(a) Rf (a) Q ω(2pic/a) V (λ/n)3
0.26 0.16 0.23 0.24 0.25 0.25 124,000 0.3606 0.388
Table 5.2: Starting point (parameter set M0A) and M0-cavity design (parameter set M0B)
optimized along the x- and y-axis for background radius R = 0.26 a. The radii not listed here
correspond to the background radius R.













Figure 5.32: Comparison between the radiated intensity normalized to the stored energy of (a)
the M0A mode and (b) M0B mode where the holes both along the x- and y-axis are optimized
for background radius R = 0.26 a. (c) Radiated normalized intensity of the optimized M0D
structure with background radius R = 0.28 a.
fixed. A slight size reduction of the holes c, e, k leads to gentle confinement of the mode
along the y-axis and to an improved quality factor up to Q = 71, 400 while keeping
the mode volume small. After subsequent tuning of the holes b, g, f along the x-axis,
we yield a quality factor of Q = 124, 000 and a mode volume of V = 0.388 (λ/n)3 for
parameter set M0B, summarized in table 5.2.
The reason for the raise in the Q-factor by one order of magnitude can be understood
by comparing the normalized radiated intensity of the M0A cavity (Fig. 5.32(a)) to the
one of the optimized M0B structure (Fig. 5.32(b)). The light cone is marked by the
white circle. The Fourier components for both cavity structures are primarily localized
at the edge of the first Brillouin zone. As the M0-defect creates donor type states
that are pulled from the M-point of the upper air band into the band gap, the spatial
Fourier transform is centered around the four M-points (kx, ky) = 2pi/a (±0.5,±0.5/
√
3)
in momentum space. Besides the confined wave vector components at the edge of the
Brillouin zone, significant Fourier contributions inside the light cone are identified in the
case of the unmodified M0A cavity. On the other hand, in the case of the M0B cavity,
M0C d (a) Rc (a) Re (a) Rk (a) Rf (a) ω (2pic/a) Q V ((λ/n)3)
0.16 0.22 0.24 0.26 0.26 0.3673 226,600 0.35
M0D Rm (a) Rp (a) Rs (a) Rv (a) ω (2pic/a) Q V ((λ/n)3)
0.31 0.34 0.29 0.27 0.3672 320,000 0.35
Table 5.3: Parameter sets M0C and M0D of improved M0-cavity in diamond with background
radius R = 0.28 a and thickness H = 0.91 a. The other parameters of structure M0D are the
same as in set M0C .
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Figure 5.33: Ey field component
of the optimized M0D-cavity mode
along the x-axis. The field envelope
fits very well to a Gaussian distri-
bution, which accounts for a gentle
decay in the surrounding crystal.

















x-axis (a)the leaky components inside the light cone are significantly reduced. This results in
minimized out-of-plane losses and in a strongly enhanced quality factor. However, when
considering figure 5.32(b), there are still wave vector contributions left inside the light
cone. This suggests further improvement by optimizing the holes at larger distances
from the cavity center.
During the optimization process of the M0-cavity, it turns out, that higher Q-factors
can be reached for slightly larger background radii R = 0.28 a. By repeating the opti-
mization procedure for the holes c, e, k and b, g, f for larger background radii R = 0.28 a,
the quality factor is almost doubled up to Q = 226, 600 compared to smaller lattice holes
R = 0.26 a. Moreover, the mode volume slightly decreases to V = 0.35 (λ/n)3. For de-
tails see parameter set M0C in table 5.3. As suggested by Fourier analysis, further
improvement can be achieved by optimizing the holes at larger distances from the cav-
ity center. Therefore, in a second step, we modify the radii of the remote air holes m,
p along the y-axis and subsequently the size of the holes s, v along the x-axis while
keeping the other parameters fixed. The parameter set M0D, that yields the highest
Q-factor of Q = 320, 000 with a mode volume of V = 0.35 (λ/n)3, is summarized in
table 5.3. The variation of remote air holes leads to further strong reduction of the
leaky components inside the light cone (Fig. 5.32(c)) and hence to an improvement in
Q while retaining a constant tiny mode volume.
The minimization of leaky wave vector components in Fourier space is closely related
to gentle confinement of the cavity field in real space. Figure 5.33 shows the Ey cavity
component simulated along the x-axis. The solid red line is a fit to the data composed
of a sinusoidal fundamental mode multiplied by a Gaussian function (green solid line).
The field distribution perfectly matches the Gaussian envelope function which reveals
a gentle decay of the cavity mode into the surrounding crystal. Further details on the
optimization procedure are given in annexe A and in our publication [274].
Optimization of the M1-cavity
The very same design procedure as described above has been used to optimize the M1-
cavity in diamond [275] in order to boost the quality factor of the −x − y quadrupole
mode (c.f. section 5.5.2). The starting point is a modified M1-cavity shown in figure







M1-cavity design: By opti-
mizing the surrounding air
holes b, c and the shift d
the quality factor is signif-
icantly improved.
5.34 with a background radius R = 0.29 a and a slab thickness H = 0.91 a. In order
to pull the pair of quadrupole modes inside the band gap and to lift its degeneracy,
the radius of the next neighbor holes c is reduced to Rc = 0.22 a and the holes b are
shifted by a distance d = 0.21 a along the x-axis. The −x− y quadrupole mode of the
initial M1-cavity has a resonant frequency of ω = 0.384 × (2pic/a), a quality factor of
Q = 27, 000 and mode volume of V = 1.23 (λ/n)3 [275]. By analyzing the lossy Fourier
components inside the light cone, the holes b, c and the shift d are systematically op-
timized. For a slightly enlarged slab thickness H = 0.93 a, the optimized design yields
a high cavity Q-factor of the quadrupole mode of Q = 66, 300 and a mode volume of
V = 1.11 (λ/n)3 [275]. The optimal parameter set of the M1-cavity is summarized in
table 5.4. Compared to the initial structure, the Q-factor of the −x−y quadrupole mode
has been enhanced by more than a factor of 2.5, while the mode volume has been even
slightly reduced. Although the design procedure was focused on the Q-factor boost of
the quadrupole mode, the optimized M1-cavity supports additional modes in the band
gap. The resonant frequencies, quality factors and mode volumes of dipole, quadrupole
and hexapole modes are summarized in table 5.5. A monopole mode is not observed
within the band gap. By shifting the holes b along the x-axis and by reducing the holes
c in size, the original sixfold symmetry of the pure M1-cavity is broken, which lifts the
degeneracy of the dipole and quadrupole modes (c.f. section 5.5.2). The highest quality
factor is obtained for the −x − y quadrupole mode on which we focused our design
procedure. In contrast, all other modes retain modest Q-factors. The quality factor of
the −x+ y dipole mode hardly exceeds Q = 500, whereas the Q-factor of its orthogonal
analog is five times larger. From these data, we can conclude that the response of the
modes on the modified cavity structure is very diverse due to their different symme-
tries. The modification of the surrounding air holes yields a gentle confinement for one
specific cavity mode, but simultaneously the out-of-plane losses of a second resonant
mode might be increased and hence degrade its Q-factor. Therefore, gentle confinement
is a powerful tool to boost the quality factor of a single selected mode localized in a
R (a) H (a) d (a) Rb (a) Rc (a) ω (2pic/a) Q V ((λ/n)3)
0.29 0.93 0.19 0.25 0.23 0.3821 66,300 1.11
Table 5.4: Parameter set M1opt of optimized M1-cavity in diamond for a background radius
R = 0.29 a and a slab thickness H = 0.93 a. [275]
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Mode ω (2pic/a) Q V ((λ/n)3) symmetry
Dipole 0.3451 2,400 0.64 +x− y
Dipole 0.3556 520 0.50 −x+ y
Hexapole 0.3722 3,300 1.21 −x+ y
Quadrupole 0.3821 66,300 1.11 −x− y
Quadrupole 0.3818 1,760 1.26 +x+ y
Table 5.5: Resonant frequencies, quality factors and mode volumes of higher order modes
confined in the M1opt cavity.
photonic crystal defect structure but is not capable of equally boosting the lifetime of
all supported resonances.
To conclude, using the design principle of gentle confinement, we improved the M0-
cavity yielding an extraordinary high theoretical quality factor of Q = 320, 000 while
retaining a tiny mode volume of V = 0.35 (λ/n)3. The boost in the Q-factor by more
than one order of magnitude is unprecedented for a two-dimensional photonic crystal
cavities in diamond. Furthermore, we increased the quality factor of one selected M1-
cavity mode by a factor of 2.5 up to Q = 66, 300 by varying the nearest-neighboring
holes. During optimization of the M0-cavity, we have seen that the holes at larger
distance from the defect might have a strong impact on the Q-factor. Therefore, we
would expect further increase in the M1 quality factor by additionally optimizing remote
holes.
5.7 Simulations methods
In this section, we present the numerical algorithms used in paragraphs 5.4 and 5.5
to simulate the photonic band structures as well as the field distributions, resonant
frequencies, quality factors and mode volumes of the cavity modes. The computa-
tional techniques to solve electromagnetic problems can be separated in two classes:
Frequency- and time-domain algorithms. The frequency approach directly calculates
the eigenstates and eigenvalues of Maxwell’s equations using a plane wave basis. Fre-
quency codes are well suited to compute photonic band diagrams, as each computed field
has a definite frequency. In contrast, time-domain algorithms, such as finite-difference
time-domain (FDTD) codes, iterate Maxwell’s equations in time on a finite discretized
spatial mesh. Temporal approaches are well suited to simulated electromagnetic field
distributions, transmission spectra, radiated power and resonance decay times, i.e. cav-
ity quality factors. We use the freely available software program MIT Photonic-Bands
(mpb) [259], that solves Maxwell’s equations in the frequency-domain by expanding the
fields in a plane wave basis. In section 5.7.1, we will present the principle ideas to
compute the eigenfrequencies and eigenstates in the frequency-domain. To simulate the
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electromagnetic modes confined within photonic crystal cavities and to compute their
resonant frequencies and quality factors, we use the equally freely available software
package MIT Electromagnetic Equation Propagation (meep) [334] and the commercial
program Lumerical FDTD Solutions [335]. Both programs implement finite-difference
time-domain codes. In section 5.7.2, we discuss the spatial and temporal discretization,
present the applied boundary conditions and explain the analysis of the resonant modes.
Plane wave expansion and FDTD algorithms both allow for computation of the near
field components of the photonic crystal modes. However, in our experimental setup,
the fields are collected and detected at large distances from the light source. To effi-
ciently compute the far field pattern, we introduce in the last section 5.7.3 the concept
of near-to-far-field transformation that is based on Fourier transforming the near field
components. Using this transformation technique, we compute the far field pattern
and polarization properties of M1- and M7-cavity modes and evaluate the collection
efficiency of the radiated emission by our microscope objective.
5.7.1 Plane-wave expansion method
Here, we introduce the basic idea to solve Maxwell’s equations in the frequency domain
and to calculate the photonic band structure. The method relies on plane wave expan-
sion of the electromagnetic fields to iteratively solve a generalized Maxwell’s eigenvalue
problem. The description follows references [256, 259, 336]. As shown in section 5.2,
due to the discrete translational symmetry of the photonic lattice, the electromagnetic
fields can be written as Bloch modes ~H~k(~r) = e
i~r·~k~u~k(~r). These are composed of a plane
wave multiplied by a periodic function ~u~k(~r) that shares the periodicity of the dielectric
function ε(~r). Substituted into the master equation (5.3), an eigenvalue equation for
the periodic function ~u~k(~r) to the eigenvalue (ω(
~k)/c)2 was found in section 5.2:
Θˆ~k~u~k(~r) = (i
~k + ~∇)× 1
ε(~r)






Due to the periodicity of the function ~u~k(~r), the computation only needs to consider
a single unit cell with periodic boundary conditions. Here, Θˆ~k defines the Hermitian
operator derived from Maxwell’s equations to wave vectors ~k within the first Brillouin
zone. Furthermore, the function ~u~k(~r) has to satisfy the transversality constrain:
(i~k + ~∇ · ~u~k(~r)) = 0. (5.80)









This approach is known as Rayleigh-quotient minimization. The eigenvalues associated
to higher order modes are obtained by minimizing the same Rayleigh-quotient under
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the constrain that the eigenvectors are orthogonal to the previously calculated ones.
In practice, the minimization of the energy functional (5.81) is performed using iter-
ative methods. The program mpb uses a preconditioned nonlinear conjugate-gradient
algorithm [259]. To calculate the matrix-vector product Θˆ~k~u~k, we develop the periodic







The sum in equation (5.82) is taken over all reciprocal lattice vectors ~G. The coeffi-





3r. If we apply equation (5.82) to the transversality constrain (5.80),
we obtain the simple relation: (~k + ~G) · ~c ~G = 0. The ~c ~G automatically obey this con-
strain as for every reciprocal lattice vector ~G, we can find two primitive vectors that are
orthogonal to ~k+ ~G. Substituting the Fourier series (5.82) into the eigenvalue equation




−ε−1~G′− ~G · (~k + ~G





~c ~G′ . (5.83)
The factor ε−1~G is the Fourier coefficient to the inverse dielectric function ε
−1(~r). To
numerically determine the coefficients ~c ~G, we need to truncate the sum (5.82) for large
|~G| to a finite number of terms. The computation could be simplified even further by
approximating ε−1~G using discrete Fourier transform and omitting the terms involving
large |~G|. By developing ~u~k and ε−1~G in truncated Fourier series, we have transformed
the problem for finding ~u~k to solving a set of linear equations: Θ˜ ~G~c ~G = (ω/c)
2~c ~G,
where Θ˜ ~G~c ~G denotes the right-hand-side of equation (5.83). The matrix-vector product
Θ˜ ~G~c ~G can efficiently be calculated in three steps using fast Fourier transform (FFT)
algorithms [256]:
1. At first, we calculate the vector product (~k + ~G)× ~c ~G
2. Secondly, as the multiplication by ε−1~G′− ~G is very time consuming, we compute the
(inverse) FFT to transform into real space, where we multiply with ε−1(~r).
3. Finally, the eigenequation (5.83) is transformed back to reciprocal space to perform
the second cross product (~k + ~G′)×.
This numerical approach is well suited for iterative methods. Once the matrix-vector
product Θˆ~k~u~k has been calculated, the Rayleigh-quotient can be minimized and the
eigenvalues can be determined using iterative methods, such as preconditioned nonlinear
conjugate-gradient algorithms.
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5.7.2 Finite-difference time-domain (FDTD) algorithm
To simulate the electromagnetic field distributions confined in the photonic crystal cavity
structure and to extract the resonance frequencies as well as the quality factors, we per-
form finite-difference time-domain (FDTD) simulations [337,338], using the freely avail-
able software package MIT Electromagnetic Equation Propagation (meep) [334] and the
commercial program Lumerical FDTD Solutions [335]. The essence of FDTD algorithm
is the direct computational implementation of Maxwell’s equations by approximating all
derivatives, both spatial and temporal, as finite differences. The computational space
is subdivided into intervals much smaller than the wavelength. At each mesh point,
the dielectric structure is specified and the electromagnetic fields are calculated for suc-
cessive time steps. At the beginning of the simulation, a short light pulse, injected at
the center of the structure, excites the electromagnetic fields. Once the light source
is turned off, both FDTD software packages allow for the extraction of the resonant
frequencies, the quality factors and the mode volumes of the computed cavity modes.
In the following, we will briefly introduce the spatial and temporal, finite meshing, re-
ferred as the Yee grid, that is widely used in FDTD simulations. We discuss boundary
conditions such as perfectly matching layers to restrict the simulation cell to a finite
volume or mirror boundaries to reduce the computational costs. Finally, we give the
basic ideas to extract the resonant frequency and quality factor. For that purpose, the
additional package harminv is implemented in meep.
Spatial and temporal discretization: Yee grid
The finite-difference time-domain (FDTD) algorithm is one of the widely used numer-
ical techniques to solve electromagnetic problems. The method directly implements
Maxwell’s equations by approximating all temporal and spatial derivatives as finite dif-
ferences of the electromagnetic fields [338,339]:
df
dx
(x0) ∼= f(x0 + ∆x)− f(x0 −∆x)
2∆x
. (5.84)
The computational cell is sampled at intervals defined by the spatial resolution. For
successive time steps, the field components are calculated at different mesh positions.
The spatial discretization of the computational cell is know as the Yee grid [340]. Figure
5.35 displays the cubic unit cell of the Yee grid with the edge length ∆x. Let us
consider an arbitrary vector ~r = (i ~ex + j ~ey + k ~ez) ∆x, that will in the following be
referred as (i, j, k), with ~ex, ~ey, ~ez being Cartesian unit vectors. The three components
of the electric field ~E are calculated at the edge of the cubic unit cell, whereas the
magnetic components are stored on the faces of the cube. According to figure 5.35,
the vth component, (v ∈ {x, y, z}), of the electric field Ev is stored at the location
(i, j, k) + 12 ~ev ∆x of the Yee grid, whereas the Hv-field is computed at (i +
1
2 , j +
1
2 , k +
1
2) − 12 ~ev ∆x [341]. By storing the electric and magnetic field components at
different positions within the unit cell, the accuracy of the algorithm is improved without
additional computational steps. One consequence of the Yee grid is that, whenever we
need to compare or combine different field components, e.g. when computing the energy
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Figure 5.35: Yee grid used in FDTD simulations for spatial discretizations: The electric field
components are calculated at the edge of the cubic unit cell, whereas the magnetic fields are
simulated at the center of the faces.
density ( ~E∗ ~D+| ~H|2)/2 or radiated power Re( ~E∗× ~H), the fields have to be interpolated
to the center of the Yee unit. To improve the accuracy of the algorithm, meep uses
subpixel smoothing of the dielectric function, where ε is averaged over several pixels at
discontinuities of the dielectric material [342]. In contrast, Lumerial FDTD solutions
enables to define a higher spatial resolution in parts of the computational cell.
Besides the spatial discretization ∆x, the temporal derivations in Maxwell’s equa-
tions are approximated by finite differences. Hence, the electromagnetic field at a time
step t is determined by the electric field at t−∆t and the magnetic field at t−∆t/2 on
every spatial point of the Yee-grid. The relationship between the spatial and temporal
discretization is determined by the Courant factor S. To guarantee the convergence of
the FDTD-algorithm, the relation S < nmin
√
dimension [341] has to be satisfied. In
our simulations, the minimal refractive index nmin is typically 1. By default, meep
applies a Courant factor S = 0.5 for one-, two- and three-dimensional systems [341].
Hence, doubling the spatial resolution requires a doubling of the time steps. In three
dimensions, the doubling in spatial resolution, results in an eight-fold increased storage
amount and in a more than 16-fold increase in the computational time.
Perfectly matching layers and boundary conditions
In order to truncated the simulation cell to a finite volume for simulating wave equa-
tions, we apply perfectly matching layers (PML) adjacent to the grid boundaries. This
artificial absorbing medium was first introduced by Berenger [343]. When waves enter
the artificial medium, they are attenuated by absorption and exponentially damped. To
avoid reflections at the interface between the PML and photonic crystal, the solutions to
Maxwell’s equations are analytically continued in the PML by introducing complex co-
ordinates. Behind the artificial absorbing layer, with a sufficient thickness to damp the
fields, the computational cell is truncated using reflecting boundary conditions. Figure
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PML
Figure 5.36: Schematic of perfectly matching layers surrounding the photonic lattice to expo-
nentially damp the electromagnetic fields at the edge of the computational cell without reflec-
tions at the PML-photonic crystal interface.
5.36 schematically shows a PML layers with a thickness of 2 a used in our simulations
of photonic crystal cavities.
Besides the specification of the boundary conditions at the edge of the computational
cell, meep and Lumerical also allows us to exploit mirror symmetries of the structure.
If the material and the field sources are mirror symmetric upon reflection in the (x, y),
(x, z) or (y, z) plane, the computational costs can be cut in two, by solving Maxwell’s
equations only in half of the computational cell and applying mirror boundary condi-
tions to obtain the non-owed pixels adjacent to the mirror plane. Exploiting the mirror
symmetries of the photonic cavity structures in all three spatial directions, the memory
costs can be reduced to one eighth. Thereby, it is important that not only the photonic
structure but also the electromagnetic fields are invariant under mirror reflections. In
section 5.2 on page 77, we have seen that the electric and magnetic fields are classified
in either even or odd modes depending whether they acquire an additional phase factor
upon mirror reflection. The additional phase factor can be specified in FDTD simula-
tions: even modes are multiplied by +1, whereas the factor is −1 for odd modes. We
made sure, that the application of mirror boundaries has a negligible influence on the
Q-factor or the resonant frequencies of the cavity modes. By successively adding one,
two or three mirror boundaries, we verified that the relative error in Q is smaller than
4% [336].
Q-factor and resonance frequency computation: harminv
A point-dipole source with a temporal Gaussian profile is injected at the center of
the structure and excites the electromagnetic fields in the photonic crystal. After
the source is turned off, we analyze the resonant frequencies and the quality fac-
tor of the cavity modes using the built-in program harminv, which relies on a filter-
diagonalization method introduced by Mandelshtam and Taylor [344, 345]. This com-
putational method allows for the determination of the resonant frequencies and quality
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factors with high precision and within short times, much faster than conventional Fourier
analysis. Harminv registers the fields for sampling time steps tn (n = 1, 2, . . . , N) at






The unknown complex frequencies ωj,c and the associated amplitudes dj are extracted
from the signal by recasting the harmonic inversion problem as the one of a small
matrix diagonalization. The real part ωj,r of the complex frequency ωj,c = ωj,r + iωj,i
denotes the dimensionless resonant frequency of the jth mode expressed in units of
2pic/a, with c being the speed of light and a being the lattice constant. The imaginary
part ωj,i characterizes the exponential decay of the fields’ square amplitude. From these
quantities, the cavity quality factor can be calculated as
Q = − ωr
2ωi
. (5.86)
The quality factor is the dimensionless lifetime of the cavity mode equal to the number
of optical periods before the energy decays by exp(−2pi). Alternatively, 1/Q is the
fractional bandwidth at half-maximum of the resonance peak in Fourier domain. Please
note that the calculated Q-factor might depend on the chosen resolution of the Yee grid.
By applying different resolutions from 4 to 32 points per lattice constant in steps of 2,
we verified that reliable and stable Q-factors are obtained for resolutions of 18 points
or higher [336]. In the cavity simulations presented in this work, we typically applied a
resolution of 20 grid points per lattice constant a. For one structure, a relative error in
Q up to 20% has been detected when changing the resolution, but typically the error is
smaller than 7% [336].
5.7.3 Near-to-far-field transformation
FDTD simulations allow for the computation of the near field components of the confined
cavity modes. The spatial near field at the position of a single emitter enters the Purcell
formula (5.63) and hence determines the coupling strength of a given cavity mode. In
contrast, the experimentally accessible emission properties, e.g. the polarization or
collection efficiency by the microscope objective, are defined by the radiation vectors
at larger distances (r  λ) from the light emitter, in the so called far field. Direct
application of the FDTD method to far field problems would be difficult because of the
limited computer memory size and time. Here, we introduce the concept of near-to-far-
field transformations that allows for efficient and accurate computation of the far field
radiation patterns from the near field distributions obtained via FDTD simulations. Let
us assume we know the near fields at the virtual surface S parallel to the (x, y)-plane at
a distance ∆z above the photonic crystal slab. Our goal is to deduce the far field at the
observation point O on the hemisphere above the photonic crystal from the near field
components at S. The tangential electromagnetic fields ~Es, ~Hs in the plane S give rise



















Spherical coor. Cartesian coor.
Figure 5.37: Schematic to calculate the far field at the observation point O by Fourier trans-
forming the tangential near field components simulated at the virtual surface S above the
photonic slab via FDTD simulations. The far field components are either given in spherical
coordinates E˜r, E˜θ, E˜φ or in Cartesian E˜x, E˜y, E˜z.
to electric and magnetic surface currents ~Js, ~Ms [330,332]:
~Js = ~en × ~Hs ~Ms = −~en × ~Es, (5.87)
where ~en is the vector normal to S. According to the surface equivalence theorem in elec-
trodynamics, the electromagnetic fields in the far-zone can be obtained by integrating
the equivalent surface currents ~Js, ~Ms over S [338]. To this end, we define the retarded









dS ∼= µ0 e
−ikr0
4pir0









dS ∼= ε0 e
−ikr0
4pir0
~L, with ~L = FT2( ~Ms)|~k|| (5.88)
with r being the radial distance between the surface element dS and the observation
point O. For the right hand side of equations (5.88), we used the approximation r ∼=
r0 − R cosψ in the far-zone, where ψ is the angle between the vector ~r and the in-
plane vector ~R on the surface S. Using this approximation, ~A and ~F are expressed
as the two-dimensional Fourier transforms FT2 (c.f. eq. (5.77) in section 5.6) of the
equivalent currents. The index ~k|| denotes the in-plane wave vector at S. It is important
to note that for any observation point O, the in-plane wave vector lies within the light
cone, i.e. ~k|| < ω/c. Thus, the radiation field is purely determined by the Fourier
components inside the light cone [332]. From the retarded vector potentials, we derive
the electromagnetic fields ~˜E, ~˜H in the far-zone [330, 332]: ~˜E = −iω ~A − 1/ε0~∇ × ~F ,
and ~˜H = −iω ~F + 1/µ0~∇× ~A. By neglecting all terms that decay faster than 1/r0, the
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electromagnetic fields at the observation pointO can be derived. In spherical coordinates
(r, θ, φ), we obtain [330,332]:
E˜r ∼= 0 H˜r ∼= 0
E˜θ ∼= − ike
−ikr0
4pir0












Nθ = −FT2(Hy)|~k|| · cos θ cosφ+ FT2(Hx)|~k|| · cos θ sinφ
Nφ = FT2(Hy)|~k|| · sinφ+ FT2(Hx)|~k|| · cosφ (5.90)
Lθ = FT2(Ey)|~k|| · cos θ cosφ− FT2(Ex)|~k|| · cos θ sinφ
Lφ = −FT2(Ey)|~k|| · sinφ− FT2(Ex)|~k|| · cosφ
In the far zone, the θ and φ components of the ~˜E and ~˜H fields are dominant compared
to the radial component. Hence, just by knowing the two-dimensional Fourier transform
of the tangential near-field components Ex, Ey, Hx, Hy calculated via FDTD at the
surface S, we can evaluate the far field distributions.
Moreover, from the electromagnetic fields given in the far zone, the radiation in-
















I(θ, φ) sin θ dφ dθ. (5.92)
In the case when most of the power is collected at vertical incidence (i.e. for small θ),









This expression is equivalent to equation (5.78) presented in section (5.6) used to cal-
culate vertical radiation losses. In the following, we present several applications of
near-to-far-field transformations including far field distributions, polarization charac-
teristics of cavity modes as well as their collection efficiency by the microscope objective
in our confocal setup.


















Figure 5.38: Far field pattern of the dipole, quadrupole, monopole and hexapole modes of the
modified M1-cavity (c.f. Fig. 5.22, page 113) calculated in a plane S above the photonic crystal
slab. The abscissa and ordinate are given by ux = sin θ cosφ, uy = sin θ sinφ.
Far field pattern of the M1-cavity modes
As an example of near-to-far-field transformation, we here compute the far field distri-
butions for various M1-cavity modes and discuss their polarization properties. Figure
5.38 shows the far field components |E˜θ|2, |E˜φ|2 of the dipole, quadrupole, monopole
and hexapole modes of the modified M1-cavity deduced from the near field components
(c.f. Fig. 5.22, page 113) taken in a plane S above the photonic crystal slab. The data
in figure 5.38 is plotted as a function of the direction unit vectors ux, uy given by the co-
ordinate transformation from spherical coordinates to ux = sin θ cosφ, uy = sin θ sinφ.
Depending on the rotational symmetry of the M1-cavity modes, the far field pattern
shows several lobes, which determines the labeling of the modes, introduced in section
5.5 on page 112. For example, the intensity of the quadrupole mode has four maximum,
whereas the hexapole mode shows six wings. The monopole mode exhibits a concentric
ring shape emission profile. The 2nd, 3rd row in figure 5.38 display the θ- and φ-polarized
intensities |E˜θ|2, |E˜φ|2. In practice, these angle resolved quantities can be obtained in
real measurements, by placing a polarizer in front of a detector which scans the whole
hemisphere as a function of (θ, φ) [310,321].
5.7. Simulations methods 143
Polarization of M7-cavity modes
Our confocal setup described in chapter 4 does not allow for scanning of the whole
hemisphere, but the position of the collection optics is fixed to vertical incidence. For our
setup, it is more convenient to express the far field distributions in Cartesian coordinates.
























































Figure 5.39: Simulated near-field components Ex, Ey and far field pattern |E˜x|2, |E˜y|2 and
angular polarization of the o1 and e1 M7-cavity modes. In the case of the e1-mode, |E˜y|2 is
dominant in the far field, resulting in a linear polarization along the y-axis. In contrast, |E˜x|2
is important for the o1-mode, yielding x-polarized far field emission.
by simply taking the two-dimensional Fourier transform of the associated in-plane field
components simulated via FDTD in a plane above the photonic crystal slab. Thereby,
only wave vectors inside the light cone contribute to the far field radiation. Figure
5.39 shows the near field components Ex and Ey as well as the normalized |E˜x|2 and
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|E˜y|2 far field distributions of the e1- and o1-mode of the M7-cavity calculated using
Lumerical FDTD Solutions [335]. The azimuthal angle φ in the far zone varies from
0◦ to 360◦, whereas the polar angle θ is shown by concentric rings ranging from 0◦
(vertical incidence) to 90◦ (grazing incidence). In the case of the e1-mode, |E˜x|2 is very
weak and |E˜y|2 is dominant in the far zone. For the o1-mode, it is vice versa; |E˜x|2
is prominent, whereas |E˜y|2 almost vanishes. In the experiment, the emitted light is
collected by the microscope objective within the solid angle of 53.1◦ determined by the
numerical aperture (NA = 0.8) of the objective. By integrating |E˜x|2 and |E˜y|2 within
the collection angle, the polarization state of the M7-cavity modes can be obtained.
As shown in figure 5.39, the e1-mode is linearly polarized along the y-axis, whereas
the o1-mode is polarized along the x-direction. The linear polarization characteristic
arises from the fact, that either |E˜x|2 or |E˜y|2 almost vanishes in the far field and the
remaining component determines the polarization state. We account the cancellation
of one vector field component in the far field by considering the near field distributions
Ex, Ey of the e1- and o1-mode in figure 5.39. The Ex field of the e1-mode has a node
in the (x, z)-plane (center line of the cavity defect). We consider the Ex pattern as
a line of two identical oscillators separated by the (x, z)-mirror plane. As these two
oscillators are out of phase, the radiation of the oscillator pair tends to cancel out in
the far zone [132,262]. In contrast, the Ey field of the e1-mode exhibits an anti-node at
the cavity center line. In that case, both oscillators are in phase yielding to constructive
interference in the far field. For the o1-mode, the situation is vice versa; the Ex near field
has an anti-node in the (x, z)-plane and is dominant in the far field, whereas the Ey near
field has a node along the cavity center line and hence vanishes at large distances from
the photonic crystal slab. The polarization properties derived here, using the example
of the e1- and o1-mode of the M7-cavity, are valid for all large-size cavity structures (c.f.
section 5.5.2). In summary, all even modes of large size cavities are expected to show a
linear polarization along the y-axis, whereas all odd modes are polarized along the x-
axis. In chapters 7, 8 and 9 in this work, we will see, that the here presented theoretical
predictions are in very good agreement with experimental polarization measurements.
In the experiment, the linear polarization of the cavity modes helps to identify even and
odd modes in the spectra.
Collection efficiency
In the experiment, we are interested in the photon count rate collected by our optics
relative to the overall emission rate. The collected power normalized to the overall power
emitted by the dipole source is defined as the collection efficiency ηcoll. As already
mentioned above, in our confocal setup (c.f. chapter 4), the microscope objective is
positioned in z-direction above the photonic crystal slab and collects the emitted light
within a solid angle of θ = 53.1◦, defined by the numerical aperture (NA = 0.8).
The computation of the collection efficiency includes two steps: First, the transmitted
power Pz passing in z-direction through the plane S above the photonic crystal slab
is calculated via FDTD. The quantity is normalized to the total power Ptot, passing
through all six faces of the virtual box surrounding the structure. However, due to

















(a) Simulation cell (b) Radiated intensity
Figure 5.40: Layout of the simulation cell to compute the radiated power in all three spatial
directions. (a) The Poynting vectors are calculated at the six faces of the yellow box surrounding
the photonic crystal structure and the dipole source. The orange box marks the edges of the
simulation cell. (b) Computed radiated intensity of the o2-mode of the M7-cavity. The white
circle indicates the maximum collection angle θ = 53.1◦ for a microscope objective with a
numerical aperture NA = 0.8.
the finite numerical aperture, the objective collects only the fraction ηNAPz of the out-
of-plane emission Pz. To determine the ratio ηNA, we calculate in a second step the
intensity radiated in the far field using equation (5.91). The spatial distribution of
the radiated intensity is exemplary shown in figure 5.40(b) for the o2-mode of the M7-
cavity (R = 0.31 a, H = 1.11 a). The white circle indicates the maximum collection
angle θ = 53.1◦. By integrating the intensity over φ ∈ [0◦, 360◦] and θ ∈ [0◦, 53.1◦]
and normalizing it to the total power determined by equation (5.92), we obtain the
ratio ηNA collected by the microscope objective. The overall collection efficiency of the
microscope objective is then given by:
ηcoll = ηNA Pz/Ptot (5.94)
For a point-dipole source placed at the center of the M7-cavity (R = 0.31 a, H =
1.11 a) and coupled to the o2-mode, we obtain a collection efficiency of ηcoll,cav = 0.23±
0.06. The collection efficiency is composed of Pz/Ptot = 0.34 of the power radiated in
the vertical direction, whereof ηNA = 0.67 are collected by the microscope objective.
In contrast, if the emitter is placed in an unperturbed photonic crystal lattice (R =
0.31 a, H = 1.11 a), we obtain a collection efficiency of ηcoll,PhC = 0.26 ± 0.02. For
increased air hole radii R = 0.34 a and slab thicknesses H = 1.61 a, the collection
efficiencies are slightly increased to ηcoll,cav ≈ 0.30 and ηcoll,PhC ≈ 0.30. The collection
efficiency determined here via FDTD simulations and near-to-far-field transformations,
will become important in the experimental chapters 7 and 9. Together with the overall
transmission through our confocal setup and the detection efficiency of the avalanche
photo diodes used as single photon counters, the knowledge of the collection efficiency
is essential in the experiment to predict for example the intensity enhancement of an
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optical transition when coupled to a cavity mode or to estimate the quantum efficiency
of a single emitter.
Summary
This chapter provides the theoretical background for the propagation and confinement
of light in photonic crystal structures. The periodic variation of the refractive index
leads to the formation of frequency bands and band gaps for electromagnetic fields in
the crystal. By breaking the periodicity of the lattice, waveguides or cavities integrated
in the photonic lattice are realized with resonance frequencies inside the band gap. In
our analysis, we focused on two-dimensional photonic crystals consisting of a triangular
lattice of air holes in diamond with a refractive index of n = 2.4. We considered purely
two-dimensional systems as well as slab structures with a finite height.
Starting from Maxwell’s equations, we derived an Hermitian eigenvalue equation for
the electric and magnetic fields. Taken into account the discrete translational symme-
try of the photonic lattice, the problem could be restricted to a single unit cell and
to wave vectors within the first Brillouin zone. The solutions were separated in TE-
and TM-polarization according to their mirror reflection symmetry. By numerically
solving the restricted eigenvalue problem for a given dielectric function, we obtained
the photonic band structure, i.e. the discrete spectrum of eigenfrequencies plotted as
a function of the wave vector. As a first measure, we derived essential properties, like
the appearance of a frequency gap between the first (dielectric) and second (air) TE-
band from a purely two-dimensional system with no extend in the vertical direction.
The physical origin of the band gap was explained by the variational theorem, i.e. the
preferential localization of the first and second order modes in high- and low-dielectric
material, respectively, resulting in a significant frequency difference. In a second step,
we investigated photonic crystal slabs with a two-dimensional in-plane periodicity and
a finite height. These structures are of inherent practical importance due to the relative
ease of fabrication compared to three-dimensional crystals and the ability for compact
chip-level integration. Photonic crystal slabs enable three-dimensional localization of
light by a combination of the band gap effect in the horizontal plane and index guid-
ing, a generalized form of total internal reflection, in the vertical direction. As the
confinement via total internal reflection is not perfect, we introduced the light cone in
the projected band diagram comprising all wave vector components |~k||| < ω/c that are
radiated into the surrounding medium, whereas all components |~k||| ≥ ω/c are guided in
the slab. Including a finite slab thickness requires a modified classification of modes in
TE- and TM-like modes according to their mirror symmetry. Analogous to purely two-
dimensional structures, we observed a frequency gap in the band diagram for TE-like
modes. We investigated the impact of the air hole radius as well as of the slab thickness
on the gap width and the central frequency.
The appearance of a frequency gap comes along with a vanishing or reduced local
density of states. We derived a compact relationship between the local density of states
of the host material and the spontaneous emission rate and the radiated power of a
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single dipole source within the material. This simple connection, allows us to derive
the Purcell factor for emitter-cavity coupling involving spectral and spatial mismatch
as well as misalignment of the dipole moment with respect to the cavity electric field.
These contributions will become important in the experiment, when evaluating the
enhancement or inhibition of spontaneous emission rates. We evaluated the Purcell
factor and the local density of states for the photonic crystal lattice by computing the
radiated power via FDTD simulations. For a purely two-dimensional photonic lattice,
the local density of states vanishes at each lattice position for frequencies inside the
band gap. This means that the spontaneous emission rate of a single emitter hosted
in the photonic crystal is prohibited, as there are no states to which it can couple. In
the case of photonic crystal slabs with a finite height, the local density of states as well
as the spontaneous emission rate are strongly reduced inside the frequency gap. But
in contrast to infinite structures, the two quantities do not vanish and depend on the
polarization and position of the dipole source within the unit cell. For our geometries,
we evaluated an averaged Purcell inhibition factor of FPhC = 0.23−0.25 of the photonic
lattice compared to the emission rate in a homogeneous diamond slab.
The photonic band gap is the most important property of photonic crystals and has
major consequences for light waves traveling through the periodic structure. The pho-
tonic crystal can be considered as a frequency- and polarization-specific mirror. Light
waves with frequencies inside the band gap undergo distributed Bragg reflections at the
edges of the air holes and the propagation through the material is hence prohibited,
while the propagation of other modes outside the band gap is allowed. This property is
essential for the realization of waveguides and cavities integrated in the photonic crystal.
By introducing a defect in the periodic lattice, discrete states inside the band gap are
formed with field distributions tightly localized in the defect region. The localization of
light relies on distributed Bragg reflections in the horizontal plane and on index guiding
in the vertical direction. In this work, we focused on waveguides created by the removal
of one line of holes and cavities with zero, one or several missing holes. We characterized
the localization of the cavity modes by its frequency, its symmetry, its quality factor
and its mode volume. The smallest M0-cavity is a single mode resonator, whereas the
M1-cavity supports multiple resonances referred as dipole, quadrupole, hexapole and
monopole modes. Waveguide and large-size cavity modes were classified in even and
odd modes according to their mirror reflection symmetry with respect to the waveguide
or cavity center line at y = 0. We demonstrated that several-missing-hole cavities could
be approximated as a line defect ended on both sides by a photonic lattice. Using this
simple Fabry-Pérot model, we could derive essential properties, e.g. the mode profiles,
resonant frequencies and cavity quality factors from the original waveguide mode.
The cavity quality factor can be separated in in- and out-off-plane contributions. We
demonstrated that in-plane losses decrease with larger numbers of surrounding lattice
periods. For sufficient in-plane confinement, the cavity Q-factor is limited by dissipative
losses in the vertical direction. Based on Fourier transform of the tangential cavity near
fields, we determined the power radiated in the far field by integrating over all Fourier
components inside the light cone. Together with the stored energy, this provides an
alternative method to calculate the Q-factor. For various M0-cavity designs, we con-
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firmed that the Q-factors are in very good agreement with conventional FDTD results.
Moreover, we introduced an efficient design procedure, referred as gentle confinement, to
boost the cavity Q-factor without enlarging the mode volume. The goal was to modify
the holes’ radii around the defect such that the field envelope retains a Gaussian profile
and smoothly decays in the surrounding crystal. In Fourier space, the gentle confine-
ment of the cavity mode leads to minimal components inside the light cone and hence to
a high quality factor. Using this design principle, we improved the M0-cavity yielding
an extraordinary high quality factor of Q = 320, 000 while retaining a tiny mode volume
of V = 0.35(λ/n)3. The boost in the Q-factor by more than one order of magnitude is
unprecedented for two-dimensional photonic crystal cavities in diamond. Furthermore,
we increased the quality factor of one selected M1-cavity mode by a factor of 2.5 up to
Q = 66, 300.
In the last section of this chapter, we presented the computational tools used in
this work for band structure or cavity mode simulations. We distinguished between
algorithms that solve Maxwell’s equations in frequency- or time-domain. We applied a
frequency-domain code based on plane wave expansion to simulate the photonic band
structures. In contrast, finite-difference time-domain programs were used to numerically
calculate the cavity field profiles, resonant frequencies and quality factors. This time-
domain technique iterates Maxwell’s equations on a discrete mesh. As both methods
only allow for the computation of the near field components, we presented a supplemen-
tary near-to-far-field transformation, that enables to derive the far field distribution via
Fourier transform of the near fields. Based on this transformation, we evaluated the
far field pattern and polarization of various cavity modes and calculated the collection
efficiency of the cavity emission by our microscope objective.
This chapter provides the theoretical background for the realization of photonic crys-
tal cavities as well as Purcell enhancement and inhibition of the spontaneous transition
rate of single emitters coupled to a cavity. In the next chapter, we present the fabrica-
tion of small cavities such as M0- and M1-cavities as well as large-size structures, e.g.
M7-cavities, in diamond membranes. Exploiting the difference in the far field distri-
butions, the cavity modes are identified in the spectra using polarization analysis. We
compare the experimental Q-factor with the theoretical predictions simulated in this
chapter. The frequency dependence on the lattice parameters will enables us to tune
the cavity modes over a large spectral range into resonance with an ensemble as well as
with single SiV centers. In chapter 9, we will experimentally demonstrate the inhibition
and enhancement of the emission rate by structuring a photonic crystal around a pre-
characterized single SiV center. Based on the computed collection efficiency together
with the transmission through our setup and the detection efficiency of our single pho-
ton counters, the quantum efficiency of the single emitters can be deduced in and off
resonance with the cavity mode.
Chapter 6
Realization of photonic crystal
cavities in diamond
This chapter presents the fabrication of photonic crystal cavities in suspended single
crystal diamond membranes. The first diamond-based photonic crystal cavities have
been realized in nano-crystalline diamond films grown on a sacrificial substrate [132].
However, nano-crystalline diamond films suffer from strong material absorption and
intrinsic scattering that limits the quality factors of resonant modes. Hence, for the
realization of high-Q resonators, single-crystal diamond is the material of choice with
best optical [346], excellent spin coherence properties [36] and narrow optical emission
linewidths [173, 195] of incorporated color centers. The processing of single crystal
diamond is challenging due to its extreme chemical inertness and mechanical stability.
At the beginning of this thesis, no advanced nanofabrication technology was available for
diamond. In this work, I developed a complete manufacturing process of diamond-based
photonic crystal cavities. It includes the preparation of a free-standing single crystal
diamond membrane, nano-size patterning of the desired structures and extensive post-
processing.
The first step is the preparation of single crystal diamond membranes involving
reactive ion etching to thin the membranes to a desired thickness of 300 nm. To precisely
pattern the diamond films, we use a focused ion beam milling technique. The ion
bombardment during the structuring causes lattice damages and amorphization of the
diamond. The good material quality can be restored by an extensive annealing and
cleaning procedure. We fabricate various optimized and unoptimized designs introduced
and simulated in the previous chapter 5, ranging from small geometries, e.g. M0- and
M1-cavities to large size structures, e.g. M3- and M7-cavities. By adjusting the lattice
constant of the photonic crystal, the design wavelength is matched either to the zero-
phonon line of SiV or NV centers. Resonant modes of the fabricated structures are
identified in photoluminescence spectra using confocal spectroscopy. We analyze the
quality factors of the modes and discuss possible limitations due to fabrication tolerances
including non-perfect milling of air holes or material absorption.
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6.1 Thin, free-standing diamond membranes
In this work, we investigate two different types of artificial diamond samples grown
by chemical vapor deposition (CVD): The first type are heteroepitaxial diamond films
deposited by a microwave assisted CVD process on a (001) silicon substrate via buffer
layers. During the growth process a small amount of silicon is incorporated into the
diamond film yielding optically active SiV centers. By adjusting the growth conditions,
diamond layers with high concentrations of SiV centers as well as low density films with
typically 2 single SiV centers per 20 × 20µm2 are deposited. These samples are the
basis for cavity-coupling experiments to SiV ensembles and for deterministic fabrication
of photonic crystal cavities around a single SiV center.
The second class of samples are commercial ultra-pure (100) single crystal diamond
membranes (electronic grade, Element Six N.V.) with a nitrogen concentration below
5 ppb and a thickness of 10µm. These diamond membranes are well suited for targeted
implantation of single NV centers into photonic crystal cavities in diamond. To handle
and further process the fragile diamond films, we bond them via a spin-on glass adhesion
layer onto a silicon substrate. In this section, we briefly present the characteristic CVD
conditions to grow heteroepitaxial diamond films on silicon and we introduce the bonding
procedure to glue diamond membranes onto silicon substrates. Furthermore, we present
the dry etching processes to partially remove the silicon substrate in small areas to
obtain suspended membranes and to thin down the diamond film to a desired thickness
of 300 nm using oxygen plasma. We investigate the roughness of the as-grown and
etched surface of the diamond films using atomic force microscopy. In addition, Raman
spectroscopy is used to reveal intrinsic material strain both in the heteroepitaxial and
ultra-pure bonded diamond films.
6.1.1 Heteroepitaxial diamond films
In general, artificial diamond can be grown via chemical vapor deposition in a hydrogen-
methane plasma. Starting from small nucleation grains, hydrogen initiates free “dangling
bonds” at the seed’s surface where methyl radicals can adsorb [347]. The repetition of
the scheme yields a closed diamond film. For cavity-coupling experiments to SiV cen-
ters, we use heteroepitaxial diamond films that are grown by chemical vapor deposition
on a (001) silicon substrate via iridium/yttria-stabilized zirconia (Ir/YSZ) buffer lay-
ers [348]. The samples are provided by the group of Dr. Matthias Schreck from the
University of Augsburg. The diamond films are deposited in a microwave-assisted CVD
process using hydrogen and methane (1%) as precursor gases. A highly dense nucleation
layer (typical areal density of 3× 1011 cm−2) on the iridium surface is achieved via bias
enhanced nucleation (BEN) [142] by applying a voltage to the substrate, while injecting
CH4 and H2 into the chamber. The diamond grains formed by BEN procedure exhibit
an unmatched degree of initial alignment which enables preferential growth of the dia-
mond layer. Together with the Ir/YSZ buffer layers that accommodate the lattice misfit
between diamond and the silicon substrate the process allows for quasi single crystal
diamond growth on a non-diamond substrate [348]. At the beginning of the diamond
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Figure 6.1: Transmission electron microscopy images of the topmost 250 nm layer of a 10µm
thick diamond sample grown on Ir/YSZ/Si(001) substrate. Large monocrystalline regions are
observed that are interspersed with defects. The images are taken in two different sample
regions.
growth, within the first few hundred nanometers, the diamond film shows a polycrys-
talline texture of crystallites with a marginal misorientation < 1◦ [142]. With increasing
slab thickness, the spread in the misorientation angles drops down to a few tenths of a
degree until the network of small-angle grain boundaries disintegrate, adjacent grains
merge and a dislocation-rich single crystalline diamond film is formed. Figure 6.1 shows
a transmission electron microscopy (TEM) image of a 10µm thick diamond layer near
the growth surface. For the TEM images, the diamond film has been thinned down to
250 nm leaving only the topmost layer. The grains have merged into large monocrys-
talline regions that are partially interspersed with defects with typical distances and
lengths of 2− 5µm [142]. For comparison, the photonic crystal cavities realized in this
work have a typical size of 5 × 4µm, which is the same order of magnitude as the size
of the monocrystalline diamond regions. Defects in diamond can be dislocations, grain
boundaries or stacking faults [142]. The disappearance of grain boundaries with increas-
ing growth thickness comes along with strong strain fields [142]. We analyze intrinsic
material strain in section 6.1.5. After the growth, the diamond surface is mechanically
polished.
In the CVD process, etching of the silicon substrate by the hydrogen plasma releases
Si atoms into gas phase and allows them to be incorporated into the diamond film
during growth [349]. Together with an adjacent vacancy, the incorporated silicon atoms
form optically active SiV centers. With increasing microwave power and pressure, the
plasma-induced etching of the silicon substrate is strongly enhanced yielding higher
concentrations of SiV centers. Hence by adjusting the growth conditions, we are able to
deposit diamond films containing large SiV ensembles down to 2 single SiV centers per
20×20µm2 in the final membrane. The growth parameters are summarized in table 6.1.
The growth gases are purified to yield a low concentration of nitrogen of about 1 ppm
in the gas phase. Studies [350] on the incorporation of nitrogen into diamond have
found that the nitrogen concentration in diamond is four orders of magnitude smaller
152 Chapter 6. Realization of photonic crystal cavities in diamond
SiV content Pressure MW-power Temp. CH4 in H2
(mbar) (W) (◦C) (%)
2 SiVs/20× 20µm2 50 1,600 750 2
SiV ensemble 180 3,500 1,100 10
Table 6.1: CVD growth conditions of heteroepitaxial diamond films on Ir/YSZ/Si(001) yielding
different concentrations of SiV centers.
than in gas phase. Assuming the same ratio for our diamond growth conditions, this
would imply a nitrogen concentration below 1 ppb, which is even smaller than ultra-pure
commercially available electronic grade diamond samples [151]. In the heteroepitaxial
diamond films, no NV centers are observed.
After growth, the diamond films are prepared for further processing to obtain a
free-standing membrane and the subsequent etching process. To this end, we remove
the silicon substrate beneath the heteroepitaxial diamond film in small windows of
150× 150µm2 in size by a deep reactive ion etching process using SF6 as an etching gas
and C4F8 as passivation gas. The Ir/YSZ buffer layers beneath the diamond film are
sputtered away via ion beam etching with argon ions.
6.1.2 Adhesion bonding of diamond
For targeted implantation of single NV centers at the center of a photonic crystal cavity,
we use ultra-pure diamond films that are bonded onto a silicon substrate. The starting
material is a 10µm thick (100) single crystal diamond membrane (electronic grade,
Element Six N.V.) with a nitrogen concentration of < 5ppb (specified by manufacturer).
Both sides of the diamond film are polished to a root-mean-square roughness < 2 nm
measured on an area of 1mm2 (specified by manufacturer). To facilitate the handling, we
bond the diamond membrane via a spin-on glass adhesion layer (thickness 100−150 nm)
of hydrogen silsesquioxane (HSQ, chemical composition: (HSiO3/2)n, Dow corning XR-
1541-2% ) onto a window etched in a polished silicon substrate. To achieve a free-
standing diamond film, the silicon substrate has been removed over small areas of 150×
150µm2 by a deep reactive ion etching process using an alternation of SF6 and C8F4
plasma etching steps. To promote a good adhesion, the diamond and silicon substrates
are thoroughly cleaned prior to bonding in acetone and isopropyl alcohol for 5min in an
ultra-sonic bath and for 15min in a 1:1 mixture of H2O2:H2SO4. The diamond film is
carefully dried before it is attached to the spin-coated HSQ layer on the silicon substrate.
Heating on two hot plates at 120◦C and 210◦C for 2min each evaporates the solvents
within the HSQ layer. After that, the adhesion layer is cured at 400◦C in vacuum for
10 h. Under these annealing conditions, the Si-H bonds in the HSQ dissociate and a
network structure forms with a chemical composition similar to silica [351]. The bond
between the diamond and the silicon substrate via the cured HSQ layer is very strong,
sustaining even high temperature annealing up to 1,000◦C for several hours in vacuum
as well as acid treatment in H2O2:H2SO4 or HNO3:H2SO4:HClO4 boiling mixtures.
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Figure 6.2: Measurement of the membrane’s thickness using white light transmission spec-
troscopy: (a) White light transmission spectra through the diamond membrane with a thickness
of H = 3.76µm and 250 nm. (b) We extract the membrane thickness using equation (6.1), from
the transmission maxima (closed markers) and minima (open markers). (c) Slab thickness as a
function of etching time. From the linear fit (red line), we determine an etch rate of 40 nm/min.
6.1.3 Reactive ion etching to thin the diamond
The heteroepitaxial diamond films and the bonded ultra-pure diamond membranes have
an initial thickness of 10µm that have to be thinned down to approximately 300 nm
for the fabrication of photonic crystals. For the thinning, we use reactive ion etching
(RIE) under the following conditions: 15 sccm of oxygen gas, 10 sccm of argon gas,
5 sccm of SF6 at a chamber pressure of 1Pa. Here, the gas flow is given in standard
cubic centimeters per minute (sccm). During the etching, the sample holder is cooled
from the bottom side via a helium gas flow of 5 sccm. A microwave power of 800W is
applied and 100W of the high frequency generator are used. Under these conditions,
the diamond is thinned from originally ∼ 10µm to a desired thickness of 300 nm. The
heteroepitaxial diamond films are thinned from the bottom side to remove the nucleation
layer, while using the non-released silicon substrate as an etch mask. The bonded ultra-
pure diamond membranes are homogeneously thinned from the top side.
We deduce the thickness H of the diamond membrane using white light transmission
spectroscopy. Due to reflections at the bottom and top side of the diamond membrane,
inference maxima and minima are observed in the transmission spectrum. Let λm denote
the wavelength of the mth minimum or maximum in the transmission spectrum, then
the thickness is given by:
H =
λm−1 · λm
2n · (λm−1 − λm) , (6.1)
where n = 2.4 is the refractive index of diamond. Exemplarily, figure 6.2(a) shows the
transmission spectra for a thinned membrane with a thickness of H = 3.76µm after
an etching time of 170min and H = 250 nm after 255min. From the maximum and
minimum, we extract the slab thickness using equation (6.1) (Fig. 6.2(b)). Plotting
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the thickness as a function of the process times (Fig. 6.2(c)), we evaluate an etch rate
of 40 nm/min for diamond films containing single SiV centers. For samples with large
ensembles of SiV centers, we obtain slightly higher etch rates of 60− 110 nm/min. The
ultra-pure diamond membranes (electronic grade) are thinned at a rate of 60 nm/min.
The difference in the etch rates might be attributed to diverse concentrations of impurity
atoms and to unequal growth conditions of the diamond films as well as to structural
alteration of the RIE chamber. The thickness determined via white light interferometry
is averaged over the whole membrane, which is well suited to evaluate overall etch rates
and film thicknesses. However, due to polishing-induced wedges or inhomogeneous etch-
ing of the diamond membrane, the thickness can vary across the membrane. To locally
determine the membrane thickness, we produce a cut through the diamond membrane
via focused ion beam milling and deduce the thickness from SEM images (c.f. Fig. 6.11).
Based on these local thickness measurements, we find a tapered profile of the ultra-pure
diamond membranes with a wedge-angle of 0.022◦ (c.f. page 171). This means that
the thickness varies by 4 nm over a length scale of 10µm. The wedged profile probably
results from mechanical polishing of the diamond surfaces. For the heteroepitaxial di-
amond films, we measure much larger thickness variations of ∼ 30 nm over a length of
10µm. The strong alternation is probably related to an inhomogeneous etch rate during
reactive ion etching. In contrast to the ultra-pure diamond membranes that are thinned
from the front side, heteroepitaxial diamond films are etched from the bottom side to
remove the nucleation layer. In this etching process, the 500µm-thick silicon substrate
with small windows (size: 150 × 150µm2) serves as an etch mask. It is suggested that
the thick silicon substrate leads to a non-uniform etch plasma at the diamond layer and
hence to an inhomogeneous etch rate.
The combination of heteroepitaxial growth or adhesion bonding of diamond to sac-
rificial substrates together with reactive ion etching to thin the films to a desired thick-
ness, allows us to fabricate high-quality single crystal diamond membranes with sizes of
150 × 150µm2, that can easily be handled and further processed, including e.g. struc-
turing, high temperature annealing or acid cleaning. The membrane fabrication do
not induce any damages or quality-degradation to the diamond material. Moreover, by
using white light transmission spectroscopy, the membrane thickness can be very well
controlled after each etching step in a non-destructive way.
In recent years, several alternative methods to fabricate thin diamond membranes
and free-standing photonic crystal cavities have been proposed. One of these approaches
involves the implantation of high-energy helium [352–354] or carbon [355] ions to create
a damage layer at a well defined depth in the diamond substrate. The buried amor-
phous layer can be dissolved using high-temperature annealing and chemical etching to
obtain an air gap beneath the membrane. However, this technique suffers from severe
radiation damages upon helium implantation [356, 357] which prevents observation of
cavity modes. Recent studies improved the procedure by subsequent reactive ion etching
of the diamond surfaces to remove the topmost damaged layers [358,359] and epitaxial
overgrowth [85,359,360]. Another method is to etch thin trenches with a depth of 10µm
into bulk diamond using reactive ion etching in an oxygen plasma and a chromium etch
mask [361, 362]. Subsequently, the 200 nm-thick diamond slices are exfoliated using a
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Figure 6.3: Surface roughness determined via atomic force microscopy scans: (a) Mechanically
polished diamond surface with a rms roughness of 2.6 nm. Measurement performed by Dr.
Stefan Gsell (Experimentalphysik IV, Universität Augsburg), reproduced with permission. (b)
Diamond nucleation side thinned to 250 nm using reactive ion etching exhibits a rms roughness
of 5.4 nm.
syringe to fracture the slab near the base and are transferred to a glass substrate using
a polydimethylsiloxane (PDMS) stamping technique [361, 362]. The NV centers in the
exfoliated membranes show excellent optical and spin coherence properties. The huge
drawback of this technique is the small size of the membranes limited to 10 × 10µm2.
An alternative method, that supersedes the fabrication of a free-standing membrane, is
based on angled-under-cutting of photonic structures. Using either FIB milling [363]
or anisotropic plasma etching via a Faraday cage [364] at an oblique angle to the sam-
ple surface, photonic structures are under-etched yielding a triangular cross section
and released from the diamond substrate. This technique is limited to waveguide-like
geometries with a small width in one direction, such as nanobeam cavities or can-
tilevers and can hardly be applied to large-size two-dimensional structures. Moreover,
the theoretically predicted quality factors for triangular shaped waveguide cavities are
moderate [363] compared to optimized rectangular nanobeams in diamond [255].
6.1.4 Surface roughness
After growth and mechanical polishing of the heteroepitaxial diamond films, we measure
the surface roughness using atomic force microscopy. Scanning over an area of 5×5µm2,
we obtain a root-mean-square (rms) roughness of 2.6 nm. The roughness is mainly
limited by grooves induced by the mechanical polishing, that are observable in figure
6.3(a) by inclined straight lines. Polishing defects could be minimized by removing the
first few micrometers of the diamond surface using RIE [365]. However, the surfaces of
the heteroepitaxial diamond samples, used in this work, are not further processed.
After thinning the diamond film from the nucleation side via RIE, we measure
the surface roughness of the thinned bottom side. From the AFM-scan on an area
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of 8× 8µm2 shown in figure 6.3(b), we obtain a root-mean-square roughness of 5.4 nm.
The roughness is mainly limited by circular etching pits, that originate from a rough
nucleation layer starting to grow as small crystallites. The smoothness could possibly be
improved by applying argon-chlorine plasma etching instead of SF6 and oxygen plasma.
Very recently, extremely high surface quality has been reported for diamonds that have
been exposed to argon-chlorine etching [366]. However, the rms roughness of both the
surface and the bottom side is sufficiently small for the realization of photonic crystal
cavities.
6.1.5 Strain analysis
Material strain might have a significant impact of the spectral properties of color cen-
ter incorporated or implanted in diamond. In chapters 8 and 9, we will see that the
zero-phonon lines of single NV− and SiV centers might shift in the presence of strain.
Material strain in the diamond films can be revealed using Raman spectroscopy. For
high-purity strain-free single crystal diamond, the diamond Raman line has been found
at 1332.5 cm−1 [134]. However, it is well known, that tensile strain induces a shift of
the diamond Raman line to smaller wavenumbers, whereas compressive stress leads to a
shift in the opposite direction [367]. In this section, we investigate the presence of strain
in the heteroepitaxial membranes as well as in the bonded ultra-pure diamond films
using Raman spectroscopy and discuss possible origins of material strain. For that pur-
pose, a 532 nm-excitation laser is focused onto the sample and the Raman signal with
respect to the laser line is detected by the confocal setup and analyzed by a grating
spectrometer (c.f. chapter 4).
Strain in heteroepitaxial diamond
We start our analysis with heteroepitaxial diamond films grown on Ir/YSZ/Si(001)
substrates. Figure 6.4(a) shows the Raman spectra taken on the as-grown 10µm-thick
film, on the thinned diamond membrane and on a photonic crystal cavity patterned
using focused ion beam milling (FIB, c.f. section 6.2). The sample has been annealed
in vacuum at 1,000◦C for 2 h and thoroughly cleaned in acid and thermally oxidized in
air. The luminescence background has been subtracted in the spectra. The peak at zero
wavenumber is associated to the excitation laser at 532 nm. The diamond Raman peak
appears at ∼ 1326 cm−1 and seems to be independent of the location on the sample. For
a more general overview, figure 6.4(b) shows a statistic of the central Raman positions
deduced from 35 spectra taken on different samples with high and low densities of
SiV centers as well as on various locations including as-grown, thinned and structured
regions. In all spectra, the diamond Raman line is shifted to smaller wavenumbers with
respect to the bulk value at 1332.5 cm−1 [134]. In more than half of the investigated
spectra, the peak occurs at 1326 cm−1. This significant deviation from the ideal value
is attributed to material strain, that might have various reasons.
One origin of strain might be the patterning or reactive ion etching process to struc-
ture and thin out the diamond membrane, respectively. However, as the Raman shifts
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Figure 6.4: Raman spectra of heteroepitaxial diamond films: (a) The Raman lines recorded
on the 10µm-thick diamond film, the thinned membrane and the photonic crystal cavity are
shifted to 1326 cm−1 with respect to the bulk value at 1332.5 cm−1. (b) Statistic of the central
position of the diamond Raman line evaluated from 35 spectra taken on different samples and
locations, including as-grown diamond films, membranes and cavity structures.
measured on the photonic crystal cavity, the unstructured diamond membrane and the
10µm-thick diamond film are similar, we do not expect FIB milling or RIE to be re-
sponsible for material strain.
The fact that the diamond Raman line of the as-grown diamond layer reveals the
same significant shift, suggests that the CVD growth process on the Ir/YSZ/Si(001)
substrate might be the source of strain. In general, one distinguishes several sources
of strain [368]: thermal stress, which appears during the cooling, lattice misfit stress
and intrinsic stress which is built up during growth and is possibly related to vacancies,
dislocations and grain boundaries [368]. Fischer et al. [369] could show that the forma-
tion of intrinsic stress in heteroepitaxial diamond films is attributed to dislocations and
the merging of grains during the first few microns of growth. As discussed above, with
increasing growth thickness, small-angle grain boundaries disintegrate until a quasi sin-
gle crystal diamond film is formed. The disappearance of grain boundaries comes along
with a high strain field [142]. In contrast, the lattice misfit between diamond and
the Ir/YSZ/Si(001) substrate as well as the mismatch in the thermal expansion coeffi-
cients play only a minor role. Moreover, they found a strong impact of the deposition
temperature on the stress formation. By varying the temperature between 800◦C and
1,100◦C, the measured stress values covered a range of more than 3GPa and changed
from compressive to tensile stress [369].
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Figure 6.5: Raman spectra of the bonded, ultra-pure diamond membrane and a photonic
crystal cavity patterned into it: The diamond Raman line is shifted down to 1327 cm−1 with
respect to the bulk value, possibly resulting from material strain.
The observed Raman shift in figure 6.4 allows us to estimate the strain present in the
diamond films deposited on Ir/YSZ/Si(001). In accordance with literature [368–370],
we assume that the heteroepitaxial grown layer undergoes biaxial stress in the plane of
the film. Based on group theory, von Kaenel et al. [368] deduced a linear dependency of
−0.61GPa/cm−1 between biaxial stress in the (001) lattice plane and the offset of the
diamond Raman line. Based on these data, the mean peak shift of −6.5 cm−1 measured
for the heteroepitaxial diamond films would correspond to tensile strain of 3.96GPa.
Strain in ultra-pure bonded diamond
In a second step, we investigate the Raman spectra and the formation of strain in ultra-
pure diamond membranes bonded on a silicon substrate. Figure 6.5 shows the Raman
spectra recorded on the thinned unstructured membrane and on a photonic crystal
cavity. The sample has been post-processed involving high temperature annealing in
vacuum at 800◦C, acid treatment and thermal oxidation in air.
The diamond Raman lines recorded on the membrane and the cavity are shifted
down to 1327 cm−1. For comparison, we measure the diamond Raman line on an unpro-
cessed reference membrane provided by the same manufacturer (Element Six) yielding
1329 cm−1. Both values deviate from the ideal bulk Raman line at 1332.5 cm−1 [134]. In
the case of the as-received diamond membranes, the shift of the Raman line to smaller
wavenumbers might result from mechanical polishing of the diamond surfaces inducing
mechanical strain in the membrane that leads to a shift of the diamond Raman line
with respect to the bulk value. The intrinsic strain seems to be further increased by our
processing method (adhesion bonding and thinning) presented above, as indicated by
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an additional shift of 2 cm−1 of the Raman line to 1327 cm−1. One possible origin of in-
creased tensile strain in the membrane might be the mismatch in the thermal expansion
coefficients of the diamond and the HSQ adhesion layer that transforms to a silica-like
layer upon annealing (c.f. section 6.1.2). At 400◦C, the thermal expansion coefficient of
the HSQ layer of αHSQ = 15 × 10−6 K−1 [351] is approximately five times larger than
the one of diamond (αdia = 3× 10−6 K−1). With increasing temperature the HSQ layer
expands and cures at elevated temperatures. When the sample is again cooled down
to room temperature, thermal stress σth remains at the diamond/HSQ interface. The
thermal stress can be estimated by [134]:
σth[GPa] =
Edia
1− νdia (T [K]− TRT[K])(αdia[K
−1]− αHSQ[K−1]), (6.2)
where Edia = 1,000GPa and νdia = 0.1 are the Young’s modulus and Poisson’s ratio
of diamond [371]. Using equation (6.2), we estimate an upper bound of the induced
thermal stress of 5GPa at the diamond/HSQ interface. As the diamond film is thinned
down in a second step from the top side using reactive ion etching, the remaining 300 nm-
thick membrane might be strongly affected by the thermally induced strain, leading to
a theoretical Raman shift of 5.85 cm−1 [134]. Although this rough estimate slightly
overestimates the induced Raman shift, it predicts the correct order of magnitude.
A second source of strain might be the high temperature annealing at 800◦C in
vacuum after the fabrication of the diamond membrane. However, the thermal expan-
sion coefficient of the HSQ adhesion layer significantly decreases at elevated tempera-
tures [351] and becomes comparable to the expansion coefficient of diamond at 800◦C.
Therefore, we conclude that thermal stress is mainly induced by the HSQ hard bake at
400◦C. Once the HSQ layer is cured, the high temperature annealing of the sample does
not cause additional material strain.
Finally, the patterning and thinning procedures of the diamond membrane might
induce stress. However, FIB milling can be ruled out as the same Raman shift on
the cavity structure and on the membrane is observed. Moreover, as the same etching
technique to thin the membranes is applied for heteroepitaxial and ultra-pure diamond
films, we conclude that, similar to the results above, the impact of the RIE process on
stress formation in the bonded membrane is negligible.
To conclude, we identified the CVD growth process as the main source of material
strain in heteroepitaxial diamond films, whereas mechanical polishing and the ther-
mal expansion mismatch between diamond and the spin-on glass adhesion layer upon
low-temperature annealing is responsible for stress formation in ultra-pure diamond
membranes bonded on a silicon substrate.
6.2 Focused ion beam milling
Focused ion beam (FIB) milling is widely used in contemporary nanofabrication as it
enables small feature resolution for arbitrary geometries and processing of a variety of
materials without masks. Here, a beam of high-energetic ions locally sputters away
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atoms of the target material and thereby allows for direct writing or milling of pat-
terns into hard materials. In the following, we briefly introduce the FIB system used
to pattern photonic crystal cavities in diamond. The FIB instrument is located at the
department of materials science at the Universität des Saarlandes. Ion bombardment
might cause FIB-induced damages and graphitization of the diamond material. We
deposit a metal layer on the diamond film to protect the unstructured areas from ion
irradiation. Moreover, thorough post-processing allows us to restore the pristine dia-
mond quality and reliably remove all non-diamond phases what we confirm via Raman
spectroscopy.
6.2.1 FIB instrument
To pattern the diamond membranes, we use a dual beam platform instrument (Helios
NanoLab 600, FEI company) that is equipped with a scanning electron microscope for
sample imaging and a focused ion beam system for structuring. The ion beam system
includes an evacuated ion column with a liquid-metal ion source, providing a beam of
gallium ions that are focused onto the sample by electrostatic lenses (Fig. 6.6). The
description follows references [372,373]. Gallium is the most commonly used ion species
for commercial FIB systems, due to its low melting point (29.8◦C) that minimizes any
reaction or interdiffusion with the source material, its low vapor pressure that allows Ga
to be used in its pure form instead of an alloy and its low volatility at the melting point
conserving the supply of metal and yielding a long lifetime source [372]. The liquid-metal
ion source consists of a tungsten needle connected to a gallium metal reservoir and an
extraction electrode. The heated gallium wets the tip and is ionized and extracted
at the apex via a high electric field (> 108 V/cm) [372]. The extracted Ga+ ions are
accelerated by a fixed voltage of 30 kV and are collimated into a parallel beam by the
(upper) condenser lens and focused onto the sample by the (lower) objective lens. A
set of apertures of various sizes defines the beam diameter and allows for selection of
the current in the range from 1pA to 20 nA. For the photonic crystals presented in this
work, we typically apply a current of 10 pA with a beam diameter of 13 nm, determined
by the full-width at half-maximum of the Gaussian beam profile. To instantaneously
switch the ion irradiation on and off, e.g. while milling a line of holes, a beam blanker
interrupts the Ga+ beam and hence avoids unwanted erosion of the diamond between
the holes. The electrostatic beam deflector controls the final trajectory and impinging
location of the ions on the substrate. The sample is mounted on a five-axis positioning
stage for translation in the x-, y- and z-direction, as well as for rotation and tilt. The
automated stage allows for control and for correction of possible sample drifts. To this
end, next to the planned photonic structure, a cross marker is milled whose position is
checked and eventually adjusted every 30 s during the crystal patterning. To minimize
drifts, the sample is mechanically clamped on the sample holder instead of gluing it via
copper tape, as widely-used. Moreover, to avoid drifts due to sample charging, a metal
protection layer is sputtered prior to FIB milling onto the sample (c.f. section 6.2.3).
The desired pattern with specified hole positions and radii is imported into the FIB
software that allows for automated serial structuring of the holes. Hereby, the milling is









Figure 6.6: The FIB column includes a liquid-metal ion source providing a beam of Ga+ ions,
that are focused by the condenser and objective lens on the sample. A set of apertures defines
the beam spot size and current. The beam blanker allows for instantaneous switching of the
ion irradiation on and off and the beam deflector determines the final trajectory of the ions.
performed by a precise pixel-by-pixel movement [373]. The distance between adjacent
pixels is chosen to be half the beam diameter such that the milled profiles of adjacent
pixels overlap and guarantee for a smooth uniform pattern. The duration of time that
the beam remains on a given pixel, referred to as the dwell time, is chosen to be 1µs.
6.2.2 FIB damages
Depending on the ion species, the kinetic energy, the angle of incidence as well as the
target material, an energetic ion can interact with the target in various ways. The inter-
action processes range from swelling, sputtering, redeposition, implantation, backscat-
tering to nuclear reactions [373]. In the case of FIB milling, sputtering of the target
surface by the impinging ion beam is the primary effect. Besides the desired material
abrasion, secondary effects like redeposition, implantation of gallium and damages to
the diamond lattice play a non-negligible role.
When the energetic gallium ions penetrate the target material, they undergo elastic
collisions with the carbon atoms of the diamond lattice. For adequate acceleration
voltages, the collision transfers sufficient energy to the target atoms to recoil them from
their lattice positions. The latter can cause on his part a cascade of recoiled carbon
atoms yielding significant lattice damages. To gain further insight into the ion-matter
interaction, we performed Monte Carlo simulations using the freely available software
package SRIM (Stopping and Range of Ions in Matter) [374]. Figure 6.7(a) shows the
trajectories of 30 keV-gallium ions in diamond and the cascade of recoil C-atoms leaving
a large amount of lattice vacancies. At an energy of 30 keV, the mean penetration depth
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Figure 6.7: Stopping range simulations of gallium ions in diamond: (a) SRIM simulation of
30 keV-Ga+ ions in diamond. The Ga+ trajectories are shown in blue, whereas the created
vacancies in the diamond lattice are shown in gray and the stopped atoms are shown in pink,
respectively. (b) The mean penetration depth of 30 keV-Ga+ ions is at 15 nm, whereas the
maximum of the vacancies distribution is found at 10 nm below the diamond surface.
of the gallium ions is 15 nm (Fig. 6.7(b)). Remarkably, the location of maximum lattice
damage at 10 nm does not coincide with the mean penetration depth of the gallium ions.
The reason is that most of the vacancies are induced by recoiled C-atoms rather than
by the original Ga+ ions. Besides the recoil of carbon atoms, the impinging gallium
ions lead to significant abrasion of the diamond surface. At 30 keV, the gallium ions
transfer sufficient energy to the carbon atoms to overcome their surface binding energy
and eject the atom from the substrate. According to SRIM simulations, on average two
C-atoms per Ga-ion are ejected from the substrate. The number of ablated atoms per
incident ion is defined as the sputtering yield. For single crystal diamond, sputtering
yields of 2.3, 2.55 [375] and 2.73 [376] C-atoms per gallium ions at an energy of 30 keV
and sputter rates of 0.08, 0.09 [375] and 0.18µm3/nC [376] have been reported. The low
sputter rate is attributed to the high C-C surface binding energy of diamond ranging
from 6.7 to 7.4 eV [377, 378], depending on the crystal quality. For comparison, the
surface binding energy of silicon is 4.73 eV [379].
Since the ion beam profile resembles a Gaussian beam profile, the intensity at the
fringe (tail) of the beam is much smaller than at the core (center region). The tail inten-
sity is not strong enough to sputter material, but it is sufficient to cause amorphization.
For single crystal diamond bombarded with gallium ions at an energy of 30 keV, the dose
that causes amorphization has been determined to be 2×1014 Ga/cm2, while significant
sputtering requires doses that are at least two orders of magnitude higher [380]. The
non-vanishing intensity of the beam tails causes a damaged, amorphous carbon layer,
implanted with gallium ions, near the surface of the sputtered diamond material. The
measured widths of the damaged zones vary between 11 nm [362] and 35 nm [380] are
in agreement with the vacancy distribution simulated via SRIM (Fig. 6.7(b)). Based































(a) Stopping range of 30 keV-Ga+ ions
in 80 nm-chromium
Figure 6.8: Stopping range of gallium ions and electrons in chromium: (a) All impinging
gallium ions with an energy of 30 keV are blocked within the 80 nm-thick chromium layer and
do not irradiate the diamond beneath. (b) During SEM imaging, 70% of the electrons with an
energy of 5 keV are stopped in the chromium protection layer.
on these data, we would expect a thin damaged layer of sp2 bonded carbon and im-
planted gallium surrounding the holes’ sidewalls after FIB milling of the photonic crys-
tal structures in diamond. In the next sections, we present two measures to overcome
the FIB-induced damages. A metal protection mask on top of the diamond avoids
amorphization by the Gaussian beam tail, whereas an extensive post-process cleaning
procedure removes the implanted gallium ions and the amorphous carbon layer.
6.2.3 Protection metal mask
Prior to the FIB milling, we sputter a metal protection mask with a thickness of
80 − 120 nm on top of the diamond surface. In this work, we tested titanium and
chromium as suitable protection layers that are removed after the FIB milling in hy-
drofluoric acid or chromium etchant, respectively. The metal masks offer a variety of
advantages:
Prevent charging of the diamond membrane: As diamond is an insulating ma-
terial, ion- or electron-irradiation might cause sample charging, which prohibits precise
structuring or high resolution imaging of the diamond film. The charging can be over-
come by depositing a thin conductive metal layer.
Protection of the non-irradiated regions: The metal film prohibits unwanted dam-
aging and ion bombardment of the diamond material by the Gaussian tail of the ion
beam. Monte Carlo simulations, using SRIM [374], illustrate that none of the 30 keV-
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gallium ions penetrate the 80 nm-thick chromium protection layer and irradiate the
diamond film beneath (Fig. 6.8(b)). The same result is obtained for a titanium mask.
SEM images (Fig. 6.12) taken after the FIB milling of photonic crystals certify the
pertinacity of the metal layer upon scattered ion bombardment.
Protection of single color centers: It has been shown that color centers bleach or
completely switch off upon electron irradiation during SEM imaging [381]. This effect is
probably associated to charge state switching of the color center due to electron-induced
variation of the center’s local electrostatic surrounding, e.g. charging of trapping states.
Emission bleaching is especially harmful for imaging and target structuring of photonic
crystal cavities around single color centers. A metal layer allows for the protection of
the pre-localized single emitters. We use Monte Carlo simulations (CASINO, “monte
CArlo SImulation of electroN trajectory in sOlids”) [382, 383] to compute the penetra-
tion depth of electrons in chromium. In the simulation, we use an electron acceleration
voltage of 5 kV, typically applied for SEM imaging. Figure 6.12(a) shows that 70% of the
impinging electrons stop within the 80 nm-tick chromium layer and do not irradiate the
diamond. If the mask thickness is enlarged to 120 nm, more than 97% of the electrons
are blocked within the metal layer. Similar results are obtained for titanium.
Overmilling of air holes: Without a protection mask, the milled air holes of the
photonic crystal exhibit an important inclination angle. To increase the sidewall steep-
ness, we overmill the holes, which means that the target milling depth is raised beyond
the membrane thickness. Thereby, the metal layer prevents abrasion of the diamond
material and prevents a merging of the neighboring holes due to the Gaussian profile of
the ion beam at the upper surface.
6.2.4 Post-processing
As discussed above, besides desired material abrasion, the FIB milling process causes
possible amorphization of the lattice and implantation of gallium ions, that both strongly
degrade the optical quality of the diamond film. In this section, we present an extensive
post-process cleaning procedure of the diamond sample including high temperature an-
nealing in vacuum as well as wet chemical etching and thermal oxidation in air. These
measures allow for the recovery of the pristine diamond lattice, as well as for the re-
moval of any sp2 hybridized carbon phases, and for reduction of the concentration of
implanted gallium ions near the surface.
High temperature annealing
The Ga+ ion bombardment causes severe damages to the diamond crystal by breaking
the sp3 bonds and introducing lattice vacancies. If the concentration of vacancies is
below the amorphization threshold of 1022 vacancies/cm3 [384], the diamond lattice can
be recovered via high temperature annealing in vacuum at 900− 1200◦C [384–386]. In
contrast, if the defect density exceeds the amorphization threshold, the damage can
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Figure 6.9: Raman spectroscopy of the photonic crystal cavities: (a) Raman spectrum taken
on the photonic crystal cavity after the high temperature annealing and prior to the oxidation
cleaning. Besides the narrow diamond Raman line at 572.8 nm (∼ 1326 ± 2 cm−1), the broad
peak at ∼ 580 nm (∼ 1554 ± 7 cm−1) is attributed to the G-band of graphite-like inclusions
induced by the FIB milling and annealing [134]. (b) After the extensive post-processing, there
is no indication of non-diamond phases in the spectrum.
no longer be eliminated. Instead, the heavily damaged material transforms to stable
sp2 bonds such as amorphous carbon or graphite [384]. The graphite-like residuals can
be removed subsequently using oxidation. In order to graphitize the heavily irradiated
volume and recover the weakly damaged lattice, the samples are annealed in vacuum
(10−4 Pa) after FIB milling for 2 h at 1,000◦C (heteroepitaxial diamond films) or at
800◦C (bonded ultra-pure diamond films). The recovery of the diamond quality is
confirmed via Raman spectroscopy. To this end, we focus a 532 nm-excitation laser onto
the photonic crystal cavities and detect the Raman signal by the confocal setup described
in chapter 4. The Raman spectrum in figure 6.9(a), taken on the fabricated photonic
crystal cavities after high temperature annealing, reveals a clear narrow diamond Raman
line at 572.8 nm (∼ 1326 ± 2 cm−1) and broad peak around 580 nm (∼ 1554 ± 7 cm−1)
attributed to the G-band of graphite-like inclusions and sp2 hybridized carbon [134]. The
Raman signal clearly indicates the transformation of heavily damaged lattice regions to
graphite and amorphous carbon as well as the successful partial recovery of the lightly
damaged diamond upon vacuum annealing 1,000◦C for 2 h.
Removal of gallium ions
The high temperature annealing has a positive side effect. The gallium ions, implanted
into the diamond lattice, diffuse out of the lattice and vaporize at the diamond surface
at temperatures above 700◦C [387]. Several groups have studied the diffusion of FIB-
induced gallium ions in diamond [388], diamond like carbon films [389] and amorphous
carbon pillars [387]. We investigated the incorporation of gallium using energy-dispersive
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Figure 6.10: Energy-dispersive X-ray spectroscopy of the photonic crystal cavity before and
after high temperature annealing. (a) SEM image of the photonic crystal cavity under investi-
gation. The white rectangle marks the analyzed area. (b) EDX spectrum taken directly after
the FIB milling. A pronounced peak at 1.1 keV indicates the presence of incorporated gallium.
(c) After high temperature annealing, the GaLα line disappeared.
X-ray (EDX) spectroscopy before and after high temperature annealing. Figure 6.10(a)
shows the photonic crystal cavity under investigation with the analyzed area marked by
a white rectangle. Directly after the FIB milling, a significant peak at 1.1 keV, attributed
to the GaLα line, reveals the presence of incorporated gallium at the photonic crystal
structure (Fig. 6.10 (b)). This peak completely disappears after high temperature
annealing of the diamond sample (Fig. 6.10 (c)). Hence, within the detection limit of
the EDX method of ∼ 1%, we confirmed the efficient removal of incorporated gallium
ions.
Removal of amorphous carbon and graphite
As discussed above, if the defect concentration of the diamond lattice surpasses the
amorphization threshold, the damaged layer is transformed into sp2 bonded carbon,
namely graphite or amorphous carbon upon high temperature annealing. The sp2
hybridized layer results in significant absorption losses and hence strongly limits the
performance of our fabricated cavities. In order to remove non-diamond material, the
sample is thoroughly cleaned in strongly oxidizing acids using either a 1:1 mixture of
H2O2:H2SO4 for 30min or a 1:1:1 boiling mixture of HNO3:H2SO4:HClO4 for up to
4 h. Moreover, the sample is annealed in air for 2 h at 420◦C. For nanodiamonds it
has been demonstrated, that annealing in oxygen atmosphere below 450◦C selectively
removes graphite-like residuals while leaving the diamond crystal intact [390, 391]. If
necessary, the measures are repeated several times. To confirm successful oxidation of
the non-diamond material, we use Raman spectroscopy with a 532 nm-excitation laser.
Figure 6.9 shows a comparison between the Raman spectra taken before and after the
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cleaning procedure. Prior to cleaning but after high temperature vacuum annealing, the
G-band around 580 nm (∼ 1554 ± 7 cm−1) clearly reveals the presence of sp2 bonded
carbon and graphite-like inclusions [134] (Fig. 6.9(a)). In contrast, after the extensive
post-processing, the Raman signal between 1400 − 1600 cm−1 completely disappears
and solely the diamond Raman line at 572.8 nm (∼ 1326± 2 cm−1) is still visible (Fig.
6.9(b)). Therefore, we conclude that non-diamond phases are completely removed upon
acid treatment and annealing in air.
By the here presented process, graphite-like phases are oxidized and selectively re-
moved, while leaving the diamond intact. Alternatively, the sample could be exposed
to a hydrogen plasma to remove the damaged layer [385, 392]. However, especially
for NV centers, it is well known that the negative charge state is favored for oxygen
terminated surfaces, whereas it is converted to NV0 in the case of hydrogen termi-
nated surfaces [393, 394]. To stabilize the NV− emission at 637 nm and the SiV signal
around 738 nm, equally attributed to the negative charge state [395], we exclusively ap-
ply strongly oxidizing treatments. A detailed discussion on charge state switching and
stabilization of NV centers can be found in chapter 8.
6.3 Fabricated photonic crystal cavities
In this work we fabricate both small size photonic crystal cavities such as optimized M0
and M1 structures as well as large size cavity structures with several missing holes, e.g.
M3- and M7-cavities. The lattice constants and air hole radii are chosen such that the
resonant modes match the zero-phonon line of either the NV− center at 637 nm or the
SiV center at 738 nm. In the following, we present the cavities fabricated in ultra-pure
and heteroepitaxial diamond films intended for cavity-coupling to NV or SiV centers,
respectively.
6.3.1 Structures for coupling to SiV centers
We fabricate in total 42 photonic crystal cavities via FIB milling in heteroepitaxial
diamond films. The photonic structures are designed for coupling to SiV centers in-
corporated during the CVD growth into the diamond films. The lattice constant and
air hole radius are chosen between a = 260 − 285 nm and R = 80 − 90 nm to match
the design wavelength of 738 nm. Figure 6.11 exemplarily shows the SEM pictures of
a seven and one missing hole defect in a heteroepitaxial diamond membrane fabricated
using focused ion beam milling. The M7-cavity has a lattice constant of a = 275 nm and
a uniform air hole radius of R = 85 nm. The defect structure is surrounded by six hole
periods to guarantee for sufficient in-plane confinement of the mode (c.f. simulation,
Fig. 5.27 in section 5.6). The patterning time of the overall structure is ∼ 30min at
a beam current of 10 pA. The holes exhibit a perfect circular shape with a standard
variation in diameter below 4 nm (Fig. 6.11(a,b)).
For the M1-cavity, we chose a design that has been optimized according to the
principle of gentle confinement (c.f. section 5.6.2). By reducing the hole sizes and





















Figure 6.11: SEM images of fabricated (a-c) M7- and (d-f) M1-cavity in diamond: (a,d) Top
view of the seven and one missing hole cavity with M7: a = 275 nm and R = 85 nm and M1:
a = 260 nm, R = 85 nm, Rc = 68 nm and Rb = 74 nm. Prior to milling of the M1-cavity, a
chromium protection layer was deposited on the diamond surface. (b,e) Close-up of the cavity
centers. (c,f) Cross-sectional images (tilt angle 52◦). A thin platinum layer was deposited to
allow for a straight cut through the structure. The image reveals a thickness of the diamond
membrane of 300 nm and hole sidewalls inclined by an angle of ∼ 6◦ in the case of the M7-cavity
and ∼ 3◦ for the metal-protected M1-structure.
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(a) with titanium mask (c) w/o chromium mask(b) w/o titanium mask
Figure 6.12: Titanium and chromium protection metal masks: (a) Optimized M1-cavity
directly after FIB milling with titanium mask on top. (b) Same M1-cavity without titanium
mask, after annealing and post-processing. (c) M1-cavity structured using a chromium mask
after mask removal and post-processing.
shifting the nearest neighbor air holes by a distance d along the x-axis, the theoretical
Q-factor is significantly increased. The structural parameters are chosen according to
table 5.4 in section 5.6.2 and to reference [275]. The one missing hole cavity displayed in
figure 6.11(d,e) has a lattice constant of a = 260 nm, a background radius of R = 85 nm.
The radii of the nearest neighbor air holes c and b are reduced to Rc = 68 nm and Rb
= 74nm and the holes b are shifted by a distance d = 50 nm outwards. A close-up of
the fabricated M1-cavity clearly reveals the smaller size and shift of the holes in close
vicinity to the defect (Fig. 6.11(e)). The undisturbed lattice holes around the defect
exhibit a standard deviation in diameter below 6 nm.
The M7-cavity was directly milled into the diamond membrane, whereas in the case
of the M1-cavity, a thin chromium layer was sputtered on the sample surface prior to
structuring in order to protect the non-patterned areas from unwanted ion-irradiation
and to improve sidewall steepness. To deduce the film thickness and the steepness of
the hole sidewalls, cross-sectional images are taken from reference structures. To this
end, a thin platinum layer is deposited to allow for a straight cut through the patterns
via FIB milling. The cross-sectional SEM images (Fig. 6.11(c,f)) reveal a slab thickness
of H = 300 nm as well as non-vertical hole sidewalls. Without a metal protection
mask, we obtain an inclination angle of the sidewalls of 6◦ for the M7-cavity. This
angle is reduced to 3◦ in the case of the M1-cavity by overmilling the air holes. Upon
overmilling, the 80 nm-thick chromium mask protects the non-structured regions and
hence prevents a merging of the air holes due to the Gaussian profile of the ion beam.
Figure 6.11(f) reveals a clear separation of the air holes in the presence of a metal layer
during patterning.
Besides chromium, we also tested titanium as suitable protection layer during the
FIB patterning. The key criteria for choosing the mask material are the pertinacity of
the metal mask upon ion irradiation and its residual-free removal after the structuring
process. SEM images taken after the FIB milling of photonic crystals certify that the
metal layers sustain the bombardment by scattered ions. Figures 6.11(d,e) and 6.12(a)




Figure 6.13: Scanning electron microscope images of the fabricated M1-o250, M3-u233 and
M7-u227 photonic crystal cavities for target nitrogen implantation. The upper row shows the
whole structure whereas the lower row displays a zoom of the cavity center. The pictures are
taken after all post-processing steps.
reveal intact chromium and titanium layers, respectively, between the milled air holes
of two M1-cavities. After milling, the titanium and chromium masks are dissolved in
hydrofluoric acid and chromium etchant, respectively, and the samples are annealed and
oxidized. Figures 6.12(b,c) reveal an excellent removal of the titanium and chromium
layers without any residuals neither from the mask nor the subsequent acid treatment.
For some individual structures, that were patterned using a titanium mask, a slight
swelling at the air hole edges has been observed, probably due to redeposition during
FIB milling. Together with the fact that titanium removal requires chemical treatment
in hazardous hydrofluoric acid, we prefer to use chromium as metal protection layer in
the following.
6.3.2 Structures for implantation of NV centers
For targeted nitrogen implantation and deterministic coupling to single NV centers,
we fabricated 15 photonic crystal cavities with a design wavelength of 637 nm in two
different ultra-pure diamond membranes bonded on a silicon substrate. The lattice
constants and background hole radii of the realized M0-, M1-, M3- and M7-cavities are
chosen between a = 220 − 255 nm and R = 80 − 83 nm, such that the resonant modes
match the NV− zero-phonon line. Every defect is surrounded by eight periods of air
holes. Prior to FIB milling, a chromium protection mask is deposited on the sample.
We fabricated one optimized M0-cavity, as well as optimized and unoptimized one- and
three-missing hole structures and unoptimized M7-cavities. The structures’ names first
mention the number of missing holes at the center termed either M1, M3 or M7 followed














(a) (b) (c) (d)
Figure 6.14: SEM images and cavity design of the fabricated M0-o250 cavity: (a) SEM image
and (b) close-up of the M0-cavity. Images are taken after all post-processing steps. (c) M0
design with the nearest neighbor holes optimized. (d) False color cross-sectional SEM image
of the bonded diamond film next to the free-standing structures, taken at an tilt angle of 52◦.
The thickness of the chromium:diamond:HSQ layers are (80:260:140) nm.
by the letter ’u’ or ’o’ for unoptimized or optimized designs. The final number indicates
the lattice constant in nanometers. Scanning electron microscope images of the M1-o250,
M3-u233 and M7-u227 cavity are exemplarily shown in figure 6.13. Figure 6.14 displays
the SEM image of an optimized M0-o250 structure together with the corresponding
design layout. All images are taken after the complete post-processing procedure. At
the center of the M1-o240 and M0-o250 cavities the optimized nearest-neighbor air holes
can clearly be seen. The hole patterns look very regularly with a perfect circular shape.
No residuals of the chromium mask or acid treatment are visible. The geometry of the
other photonic crystal cavities fabricated in ultra-pure diamond look equally perfect
(SEM pictures not shown).
We measure the thickness of the diamond film at two points of the bonded ma-
terial next to the free-standing, structured membrane by local deposition of platinum
and cut through the sample via FIB milling. The cross-sectional SEM image (Fig.
6.14(d)) reveals a multilayer system with the chromium protection layer on top and
the HSQ-layer beneath the diamond to promote the adhesion to the silicon substrate.
Considering that the image was taken at a tilt angle of 52◦, we evaluate the thickness of
the chromium:diamond:HSQ-layer system to be 80:260:140 nm. From a second height
measurement at a different sample position, we find a tapered profile of the diamond
film with a wedge-angle of 0.022◦, probably due to mechanical polishing. Taking the
wedge shape into account, we evaluate the thickness of the diamond membrane at the
position of the photonic crystal structures to be 200− 220 nm.
6.4 Photonic crystal cavity modes
Photonic crystal cavity modes resonantly enhance the emission of color centers and
spectrally filter the broadband luminescence of the diamond material. This allows for the
identification of the modes as distinct peaks in photoluminescence spectra. We measure
the photoluminescence spectra at the center of the fabricated structures using confocal
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NV− λ = 639.2 nm
Q = 1, 200
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Figure 6.15: Cavity spectra of the M7- and M0-cavity fabricated in heteroepitaxial or ultra-
pure diamond, respectively: (a) The spectra taken on the M7-cavity and unstructured diamond
membrane reveal a peak at 738 nm attributed to the zero-phonon line of an ensemble of SiV
centers. At longer wavelengths 745 − 825 nm, multiple resonant peaks are observed in the
M7-cavity spectrum that are attributed to cavity modes. The peaks are fitted with Lorentzian
profiles to extract the resonant wavelengths and Q-factors. The M7-cavity modes are referred to
e1− e3 and o1− o4. (b) The M0-o250-cavity spectrum reveals one single resonance at 639.2 nm
with a quality factor of Q = 1, 200, almost matching the design wavelength of 637 nm. The
two peaks to the left and right are attributed to the air and dielectric band limiting the band
gap. The blue and green region mark the simulated band edges. Yellow-gray dotted line: target
NV− ZPL.
microscopy. For excitation, either continuous green or red laser light at wavelengths
of 532 nm or 660 nm, is focused onto the sample using a microscope objective with a
numerical aperture of 0.8. The fluorescence is coupled into an optical fiber and analyzed
by a spectrometer. Details on the confocal setup are given in chapter 4.
Figure 6.15 exemplary shows the spectra taken at the M7-cavity with a design wave-
length of 738 nm milled in a heteroepitaxial diamond film (SEM image shown in Fig.
6.11(a-b)) and at the M0-o250 cavity realized in ultra-pure diamond (SEM image shown
in Fig. 6.14(a,b)) intended for coupling to NV− centers. For comparison, a reference
spectrum taken on the bare unstructured heteroepitaxial diamond membrane is dis-
played in figure 6.15(a). The M7-cavity and reference spectrum exhibit both a distin-
guished peak at 738 nm that is attributed to the zero-phonon line of a large ensemble
of SiV centers incorporated into the diamond during the CVD growth. At longer wave-
lengths between 745−825 nm, several cavity modes appear in the M7-spectrum that are
not present in the reference spectrum. The experiment is in good agreement with FDTD
simulations, predicting multiple higher order modes for the M7-cavity. As discussed in
section 5.5.2, M7-cavity modes are classified in even “e” and odd “o” modes according
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Modes e1 e2 e3 o1 o2
Qexp 300± 50 450± 40 180± 20 380± 40 400± 50
Qtheory 7,900 1,350 255 450 110
QSEM 3,700 1,100 250 600 590
Qtilt 900 770 250 570 115
Table 6.2: Comparison between measured quality factors Qexp and theoretical predictions:
Qtheory: calculated Q-factors for an ideal M7-cavity. QSEM: simulated Q-factors for a M7-
cavity with a dielectric structure based on the imported SEM image of the actual fabricated
M7 structure (assuming vertical sidewalls of the air holes). Qtilt: modeled Q-factor for an ideal
M7-cavity with sidewalls inclined by an angle of 6◦.
to their mirror reflection symmetry. A detailed comparison between measurement and
theory involving polarization analysis is given in chapter 7.
The M0-o250 spectrum reveals three distinct peaks. The central peak at 639.2 nm
is associated to the resonant mode of the M0-cavity in close vicinity to the design
wavelength at 637 nm. The two distinct peaks on either side of the mode are attributed
to the edges of the band gap, namely the dielectric and air band. Both dielectric and air
band are visible in the spectrum, as the local density of states exhibits strong maximum
at the edge of the band gap (c.f. section 5.4). Our observation is confirmed via FDTD
simulations. The green and blue areas in figure 6.15(b) mark the simulated dielectric
and air band, respectively. Please note that in the M7-cavity spectrum, the band edges
are outside the spectral region plotted in figure 6.15(a).
Besides the resonant wavelength, the cavity quality factor can be extracted from the
spectra by subtracting the background and fitting the resonant peaks with a Lorentzian
profile. The quality factor is then given by the fitted central wavelength λ divided by





Figure 6.15 shows the Lorentzian fits to the M7- and M0-o250 cavity modes. For the
M7-cavity, the evaluated Q-factors range from Q = 180 to 450 (c.f. Qexp in table 6.2).
With Q = 1, 200, the M0-o250-cavity exhibits the highest quality factor of all photonic
crystal cavities realized in this work.
In the following, we give a brief statistical overview over all fabricated photonic
crystal cavities realized in heteroepitaxial or ultra-pure diamond. Similarly to the M7-
and M0-o250 cavities presented above, the central wavelengths and Q-factors have been
extracted from Lorentzian fits to all measured cavity resonances. In the case of the
photonic crystal cavities realized in heteroepitaxial diamond films, 33 of the 42 fabricated
structures reveal resonant modes, corresponding to a success rate of 79% . Figure 6.16
shows the measured resonant wavelengths and quality factors, evaluated for 15 cavities,
including M1, M3 and M7 point defects. The resonant modes show a large spread in
wavelength between 700 − 840 nm. However, 80% of the 15 structures reveal multiple
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Figure 6.16: Measured resonant wavelengths and quality factors of various photonic crystal
cavities realized in heteroepitaxial diamond films designed for coupling to SiV centers. (a) Most
of the structures reveal resonant modes in the wavelength range between 730 − 760 nm. The
resonances beyond 760 nm are attributed to low-order M7-cavity modes, namely e1, e2 and e3.
(b) The mean quality factor is 383 with a standard deviation of 122. For the histograms, 15
cavities have been analyzed.
resonances in the range between 730 − 760 nm near the SiV ZPL. The cavity modes
beyond 760 nm are attributed to lower order M3- and M7-cavity modes, namely e1,
e2 and e3. Hence, the broad distribution of mode wavelengths is not due to a lack of
fabrication accuracy but is rather associated to the intrinsic wide wavelength range of
M3- and M7-cavity spectra. From the cavity linewidth, we deduce quality factors that
range from 100 to 800 with a maximum at Q = 400. For the 15 analyzed structures, we
obtain a mean Q-factor of 383 with a standard deviation of 122.
In the case of photonic crystal cavities realized in ultra-pure diamond, 12 of the 15
structures reveal resonant modes in the wavelength range between 590−730 nm (success
rate: 80%). Figure 6.17 displays the resonant wavelengths and quality factors analyzed
for 12 different cavity structures, including M0, M1, M3 and M7 designs. Wavelengths
around 650 nm occur most frequently, almost matching the design wavelength of 637 nm.
The quality factors show a large spread between Q = 200−1, 200. The highest Q-factor
of 1,200 has been detected for the single mode M0-o250 cavity. Similarly, large Q-factors
up to Q = 900 have been found for the fundamental M3- and M7-cavity modes. Apart
from these high values, 70% of the analyzed cavity modes exhibit Q-factors in the range
between 200 and 300.
The measured cavity Q-factors realized in heteroepitaxial and ultra-pure diamond
membranes are moderate compared to theoretical predictions presented in chapter 5.
In the next section 6.5, we will discuss in detail the limitations of the experimental
Q-factor due to fabrication tolerances using the example of the M7-cavity fabricated in
heteroepitaxial diamond.

































Figure 6.17: Measured resonant wavelengths and quality factors of various photonic crystal
cavities realized in ultra-pure diamond films designed for coupling to single NV centers. (a)
The wavelength range of the resonant modes extends between 590 − 730 nm. The dotted line
marks the design wavelength λ = 637 nm. (b) Quality factors up to 1,200 have been measured.
However, 70% of the cavities show Q-factors between 200 and 300. For the histograms, 12
cavities have been analyzed.
6.5 Fabrication tolerances
At first sight, the fabricated photonic crystal structures seem to be almost perfect.
The holes are well circular, uniform in size and milled through the membrane with
the targeted thickness. However, a comparison between the experimental Q-factors
realized for the M7-cavity modes and the simulated values reveals a discrepancy by
more than one order of magnitude (c.f. table 6.2). The limitation of the measured
Q-factors can have various origins. The dominant sources of losses can be categorized
as either (A) imperfections in the cavity geometry, or (B) imperfections in the cavity
material. As imperfections of the cavity geometry induced by fabrication tolerances, we
consider (A1) variation of the air hole positions and radii and (A2) tilt of the air hole
sidewalls. As imperfection of the cavity material, we investigate (B) material absorption.
In the following, we analyze the main sources of loss using the example of the M7-cavity
fabricated in heteroepitaxial diamond and evaluate the impact on the cavity Q-factor
using numerical simulations.
Variation of hole positions and radii
The main discrepancy between an ideal M7-cavity and the actual fabricated structure is
the variation in the hole positions. During the FIB milling, a drift control is used, which
compares the actual position to the ideal pattern after every third hole and compensates
for a possible drift. Figure 6.18 displays the actual hole positions (yellow circles) of a
fabricated M7-cavity and the ideal pattern (red circles). The comparison reveals a
rather random variation of the hole positions from ideal values which is measured to be
∼ 13 nm on average.
Besides the position, the air hole size has a major impact on the resonant wavelength
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2µm
Figure 6.18: Variation in the hole positions and radii of the M7-cavity: red circles: air holes
of the ideal pattern, yellow: air holes of the fabricated structure.
and quality factor as discussed in chapter 5. A comparison between the SEM pictures
taken directly after FIB milling and taken after the extensive sample post-processing
including high temperature annealing and oxidation treatment (c.f. Fig. 6.12(a,b)),
reveals an increase in the hole radii by 25±5%. The reason for this increase is attributed
to highly damaged diamond material at the hole edges that transforms to graphite-like
carbon upon high temperature annealing and is subsequently removed by heat oxidation
in air and acid treatment. As this uniformly affects all holes, we compensate for the
size modification by intentionally reducing the radius by 25% during the FIB milling.
This adaptation allows us to efficiently overcome the increase in hole size upon post-
processing and to closely match the desired geometry specifications. Please note that all
radii specified in this work refer to the hole size after all annealing and cleaning steps.
The variation of the radii between different holes is small. From SEM images of the
cavity structures taken after all treatments, the fabrication tolerance is deduced to be
∼ 6 nm on average. The inaccuracy is mainly due to the fact that air holes, which are
milled first, are slightly larger than air holes, which are patterned last. This is due to
ion irradiation upon image acquisition during the drift control process. Every 30 s an
image is taken using the ion beam that allows for the correction of a possible sample
drift. This leads unwanted ion irradiation and a slight degradation of the structure and
to an enlargement of the holes, particularly of the holes that are milled first.
To further quantify the impact of the fabrication tolerances, we calculate the Q-
factors of the actual realized M7-cavity using FDTD simulations. For this purpose, the
SEM image of the fabricated structure, taken after all post-processing steps, is directly
imported into the simulation software Lumerical FDTD Solutions [335] and converted
into a meshed dielectric structure. Note that only the top view of the cavity geometry
can be considered. As the software Lumerical FDTD Solutions does not allow for the
simulation of tilted sidewalls for structures generated via imported SEM images, we here
assume vertical hole sidewalls. The quality factors QSEM of the five lowest M7-cavity
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modes calculated for the dielectric structure based on the imported SEM image are
summarized in table 6.2. The quality factor of the fundamental mode e1 drops by a
factor of ∼ 3 to QSEM = 3, 700 whereas the Q-factors of the e2 and e3 modes are almost
unaffected. The quality factors QSEM of the odd cavity modes o1 and o2 calculated from
the imported SEM image are comparable to each other and are even higher than the
Q-factors of the ideal M7-cavity. As the fields of the o1 and o2 mode (c.f. Fig. 5.24 in
chapter 5) are mainly localized in the defect region and in its near vicinity, the radii and
positions of the first upper and lower rows of the air holes surrounding the defect have
a major impact on the Q-factor of the odd modes. Thus, the incidental variation of the
air holes surrounding the cavity center lead to the high experimental Q-factors of the
odd cavity modes. In summary, we find that the incidental departure of the fabricated
structure from the ideal in-plane geometry reduces the high Q-factor of the e1 mode
by a factor of ∼ 3, leaves the quality factors of the e2 and e3 modes almost unaffected
and enhances the Q-factors of the odd modes o1 and o2. However, the geometrical
imperfections due to size variation and non-perfect hole-positioning do not thoroughly
explain the discrepancy between the measured Q-factors and theoretical predictions.
Therefore, in a second step, we investigate the losses induced by non-vertical sidewalls.
Inclined side walls
From the cross-sectional SEM images (Fig. 6.11 (c,f)) of the fabricated M7- and M1-
cavity structures, we deduce a tilt angle of the air hole sidewalls of ∼ 6◦ and ∼ 3◦,
respectively. To investigate the impact of non-vertical hole walls, we perform FDTD
simulations to model the quality factors of the M7-cavity modes as a function of the
sidewall inclination angle φ. The hole radius at the center of the slab is kept fixed to
R = 0.31 a and a slab thickness of H = 1.1 a is assumed. We take into account six hole
periods surrounding the defect as in the fabricated M7-cavity structure. In figure 6.19,
the simulated quality factors of the e1 and o1 mode are plotted in dependence of the
tilt angle φ. The Q-factor of the e1 mode strongly decreases with increasing tilt angle.
At φ = 3◦, the quality factor drops from originally 7,900 to 2,200. At φ = 6◦, Q is
reduced to even below 900. The reason for the strong degradation in Q is a coupling
between confined TE-like modes and freely propagating TM-like modes. Due to the
vertical asymmetry, the polarization can no longer be classified in purely TE- and TM-
like, but the tapering of the air holes causes a perturbation in the dielectric constant
that breaks the orthogonality relation between the two modes [396]. As there is only a
band gap for TE- but not for TM-like modes, the hybrid modes are no longer sufficiently
localized in the photonic crystal plane, resulting in increased in-plane losses and reduced
Q-factors. Due to the small group velocity of the fundamental e1 state, the interaction
with lossy modes is strong. In contrast, higher order modes are less affected. The quality
factor of the e2 mode is reduced by a factor of two when increasing the tilt angle to 6◦,
whereas the confinement of the e3 and o2 modes is hardly modified (c.f. Qtilt in table
6.2). Surprisingly, the quality factor of the o1 mode increases from 450 to ∼ 570, when
tilting the hole sidewalls to 6◦ (Fig. 6.19(b)). This raise in Q has been attributed to
a reduced coupling strength of the o1 mode with non-localized TM-like modes of the
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Figure 6.19: Impact of non-vertical hole sidewalls on the Q-factor: The quality factors of the
M7-cavity modes e1 and o1 are plotted as a function of the sidewall inclination angle φ. The
radius at the slab center is kept fixed.
photonic lattice [397]. For vertical sidewalls, simulations reveal that the cavity mode
is energetically close to TM-like modes favoring coupling between the modes. With
increasing tilt angle of the holes, the o1 mode shifts to smaller frequencies and losses to
TM-like mode are strongly reduced, resulting in a higher Q-factor. The quality factors
Qtilt of the five lowest-order M7-cavity modes calculated for an inclination angle of 6◦
are summarized in table 6.2.
Material absorption
In order to study the influence of material absorption on the M7-cavity Q-factor, we
include a complex dielectric function ε in our simulation, such that the imaginary part
εi is proportional to the absorption coefficient α of the diamond material, whereas the
real part εr is almost constant. The dependence of Q on α can be approximated by a
very simple model of a linear cavity with a homogeneous diamond slab placed between










Here, Q0 denotes the Q-factor of an ideal lossless cavity and Qabs the Q-factor includ-
ing material absorption. The absorption quality factor can be written as Qabs = k/α,
with the wave vector k = 2pi
√
εr/λ [274,275,398]. Figure 6.20 shows the dependence of
the M7 quality factor on the absorption coefficient α, calculated by FDTD simulations
and using equation (6.4). For nanocrystalline diamond films, absorption coefficients
can reach values as high as α ≈ 4,000 cm−1 [399]. This would strongly decrease the
M7 cavity Q-factor to only ∼ 100. For the heteroepitaxial diamond films used to fab-
ricate the photonic cavities, the absorption coefficient α depends on the height of the
film used to fabricate the membrane: For the first hundred nanometers of the diamond
nucleation layer, an absorption coefficient of α ≈ 200 cm−1 has been determined using
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Figure 6.20: Influence of material absorption on the Q-factor of the fundamental M7-cavity
mode: The dots denote the FDTD simulation results of a M7-cavity including lossy material and
the line is the calculated Q-factor using equation (6.4). For an absorption coefficient α <10 cm−1
of the diamond membrane the quality factor is limited to Q > 8, 000.
ellipsometry measurements1. Compared to nanocrystalline diamond films this is already
an improvement by more than one order of magnitude. Such an absorption coefficient
would limit the Q-factor to Q ∼ 1, 000, which is on the order of the limitation caused by
fabrication tolerances. However, with increasing film thickness the absorption coefficient
of the heteroepitaxial diamond films is drastically reduced: For very large thicknesses
(500-800µm), the absorption coefficient of the film was measured via ellipsometry1 to be
α ∼2.5 cm−1 (the nucleation layer had been removed). For the fabrication of photonic
crystals, we thin the heteroepitaxial diamond films from 10µm to 300 nm starting from
the backside, thus removing the nucleation layer and leaving a thin diamond membrane
with low absorption coefficient. Based on these measurements, we estimate an upper
boundary of the absorption coefficient of our thinned heteroepitaxial diamond mem-
branes to be α < 10 cm−1. The manufacturer of the ultra-pure diamond films specifies
the absorption coefficient of their single crystal diamond samples with comparable op-
tical quality to be 0.003 cm−1 at 1.064µm [346]. Considering an upper boundary of
α < 10 cm−1 for all of the diamond membranes realized in this work, the cavity quality
factor of the fundamental e1 mode is limited to Q > 8, 000. Compared to fabrication
tolerances, material absorption has a significantly smaller impact on the cavity Q-factor.
By analyzing geometry and material imperfections, we clarified the discrepancy by
more than one order of magnitude between the measured and theoretical Q-factors. We
demonstrated, that fabrication tolerances such as the variation of the air hole positions,
radii and tilt of the air hole sidewalls have a strong impact on the lowest-order modes
e1, e2, whereas higher order modes e3, o1, o2 are much less affected. The strong degra-
dation in Q of the fundamental e1 mode is mainly due to non-vertical sidewalls of the
air holes, reducing Q by one order of magnitude. Moreover, the incidental variation of
1Ellipsometry measurements were performed by Dr. M. Fischer (Experimentalphysik IV, Universität
Augsburg).
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the hole positions and radii has a non-negligible impact, decreasing Q of the e1 mode
by a factor of 3 and increasing Q of the o1 and o2 mode. In contrast, the impact of the
material absorption plays only a minor role in the case of the high-quality heteroepi-
taxial and ultra-pure diamond membranes realized in this work.
In this chapter, we presented the realization of photonic crystal cavities in single crys-
tal diamond using either heteroepitaxial diamond films grown on Ir/YSZ/Si as starting
material or ultra-pure diamond membranes bonded via an adhesion layer on a silicon
substrate. The substrate was partially removed and the suspended diamond films were
subsequently thinned by reactive ion etching in an oxygen plasma. Photonic crystal
cavities were patterned into the diamond membrane via focused ion beam milling. FIB
is a maskless technique well suited for hard materials like diamond, that relies on pre-
cise sputtering of the target atoms by highly energetic gallium ions. Besides the desired
material abrasion, the method entails possible lattice amorphization and implantation
of gallium in the diamond film. To overcome these damages, we investigated the depo-
sition of a metal protection layer and presented an extensive post-processing treatment
involving high temperature annealing in vacuum, acid treatment and oxidation in air.
This allows for successful removal of amorphous carbon and incorporated gallium ions
and for recovery of the excellent diamond quality. We fabricated small cavity structures,
e.g. M0- and M1-cavities as well as large size defects such as M3- and M7-structures
with design wavelengths near the ZPL of NV− or SiV centers. In general, 80% of the
realized photonic cavities reveal resonant modes in the photoluminescence spectra with
quality factors up to 1,200. When comparing the experimental Q-factors to theoretical
predictions, a discrepancy by one to two orders of magnitude was revealed. By analyzing
various fabrication tolerances, we could identify imperfections of the cavity geometry,
i.e. variation of the air hole positions, radii and non-vertical sidewalls, as the main
limiting factors of the measured Q-factors, whereas the impact of material absorption
of the single crystal diamond film plays only a minor role.
Chapter 7
Coupling of a photonic crystal
cavity to an ensemble of SiV centers
In this chapter, we demonstrate coupling of a photonic crystal cavity to an ensemble of
SiV centers in single crystal diamond. The SiV centers are homogeneously incorporated
into the heteroepitaxial diamond membrane during CVD growth providing intrinsic op-
tically active sources. Ensemble experiments are an ideal test bed to study light-matter
interaction without requiring precise positioning and alignment techniques. We here
develop essential tools for the realization of weakly coupled atom-photon interfaces in
solid-state systems that can easily be transferred to single emitter-cavity coupling exper-
iments in the subsequent chapters. One important prerequisite for the demonstration
of Purcell enhancement is the ability to tune cavity modes across the emission spec-
trum. At the beginning of this work, tuning of photonic crystal cavities in diamond
has not yet been demonstrated but past experiments relied on random chance. In the
framework of this thesis, I developed a digital tuning technique based on repetitive oxi-
dation of diamond material that enables to successively blue shift the cavity modes and
tune them into resonance with the color centers ZPL. On resonance, we observe a clear
intensity enhancement of the SiV ZPL. This increase in the photoluminescence signal
is attributed to a spectrally resolved Purcell enhancement of the spontaneous emission
of the SiV centers. We investigate cavity-mediated enhancement of the spontaneous
decay rate by measuring the excited state lifetime on- and off-resonance. Using a thor-
ough analysis, we deduce the cavity Purcell factor perfectly describing the experimental
observations. Our analysis includes experimental quality factors and mode volumes
of the cavity modes as well as spatial and spectral averaging over the SiV ensemble
and the associated dipole moments, on- and off-resonance collection efficiencies and the
quantum efficency of the SiV centers. The here developed methods are pivotal for the
deterministic cavity-coupling experiments in the following chapters.
181
182 Chapter 7. Coupling of a photonic crystal cavity to an ensemble of SiV centers
7.1 Cavity modes: Polarization analysis
For cavity-coupling experiments to ensembles of SiV centers, we use heteroepitaxial di-
amond films grown on Ir/YSZ/Si(001) substrates. The growth conditions are chosen
such that a large amount of silicon is incorporated from the substrate into the diamond
film to form, together with adjacent vacancies, large ensembles of SiV centers homo-
geneously distributed within the diamond. The substrate has been partially removed
to yield free-standing diamond membranes and the membranes are thinned to H =
300 nm using reactive ion etching and patterned via focused ion beam milling. After
the fabrication, the sample is annealed at 1,000◦C in vacuum and extensively cleaned
in oxidizing acids and thermally oxidized in air. For details on the fabrication process,
the reader is referred to chapter 6.
We fabricate several M7-cavities with a design wavelength of 738 nm corresponding
to the ZPL of SiV centers. The radii of the structures are R = 85 nm for the M7A-cavity,
R = 88 nm for the M7B-cavity and R = 86 nm for the M7C-geometry. An unoptimized
seven missing hole geometry is chosen as it provides several cavity modes facilitating
the comparison between theory and experiment. The defect modes exhibit theoretical
quality factors up to Q = 7, 900 and mode volumes of V = 1.5 (λ/n)3.
We use confocal microscopy to investigate the cavity spectral properties. To this end,
we focus a 532 nm continuous wave laser onto the sample to excite the structures. The
photoluminescence signal is collected from the top by a microscope objective (numerical
aperture of 0.8), coupled into a multi-mode fiber and directed to a spectrometer. All
measurements are performed at room-temperature. Details on the confocal setup are
given in chapter 4.
Figure 7.1(a) exemplarily shows the spectrum taken on the M7A-cavity (SEM see
Fig. 6.11(a-b)) and a reference spectrum taken on the bare unstructured heteroepitax-
ial diamond membrane. The photoluminescence signal measured on the M7-cavity is
six times larger compared to the intensity detected on the bare membrane (reference
spectrum in Fig. 7.1(a) is scaled up by a factor of six), which is attributed to a pure
photonic band gap effect. In section 5.4.2 on page 100, we have seen that the local
density of states is strongly reduced for frequencies inside the photonic stop band. This
means that the propagation of modes in the crystal plane is forbidden. Light, originally
distributed within a homogeneous diamond slab, is channeled in the vertical direction,
when the membrane is patterned with a photonic lattice of air holes. This channeling
effect results in a strongly enhanced extraction efficiency by a factor of 2.5− 4.0 in the
vertical direction (c.f. Fig. 5.13 and related discussion). The higher out-coupling ratio
due to the band gap effect is considered as the main reason for the increased photolumi-
nescence signal registered on the photonic structures compared to the bare unpatterned
diamond membrane. Another reason for the increase in the fluorescence signal might
be defects induced by the FIB milling. However, thanks to our thorough cleaning pro-
cess of the sample after FIB patterning, this background contribution is reduced to a
minimum.
In figure 7.1(a), both spectra of the M7-cavity and the membrane exhibit a distin-
guished peak at 738 nm that is attributed to the zero-phonon line of a broad ensemble
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(a) Theory and Experiment (b) Polarization analysis
Figure 7.1: M7-cavity spectrum and polarization analysis: (a) Comparison between measured
spectrum and simulation data. The peaks between 745 − 830 nm are attributed to M7-cavity
modes e1 − e3, o1 − o2 with Q = 200 − 500, whereas the maximum at 738 nm is associated
to emission of an SiV ensemble incorporated in the heteroepitaxial diamond film. The colored
lines show the simulated spectrum of the ideal M7-cavity with R = 85 nm, H = 300 nm and a =
275 nm for different mirror symmetries. At the top, the theoretical Ex and Ey field distributions
are displayed. (b) Polarization analysis of the M7-spectrum. The even modes e1−e3 are linearly
polarized along the y-axis, whereas the odd modes o1− o3 reveal x-polarized emission. At the
top, the theoretical polarization of the e1 and o1 mode are shown confirming the experimental
results.
of SiV centers incorporated into the diamond during the CVD growth. At longer wave-
lengths between 745 − 825 nm, several cavity modes appear in the M7-spectrum that
are not present in the reference spectrum. To identify the cavity modes, we perform
FDTD simulations, assuming an ideal M7-cavity with a lattice constant of 275 nm, an
air hole radius of 85 nm and a slab thickness of 300 nm. The computed cavity modes for
different applied mirror symmetries are shown in figure 7.1(a) by the colored solid lines.
The modes are classified in even (e, −y) and odd (o, +y) modes according to their mir-
ror reflection symmetry in the plane at y = 0 and are consecutively numbered starting
with the highest wavelength (c.f section 5.7.3 on page 143). The theoretical predictions
are in very good agreement with the experimental spectrum. The small discrepancy
between the simulation and measurement arises from imperfect fabrication accuracies
(c.f. section 6.5). The resonant modes observed in the M7B- and M7C-cavity spectra
coincide equally well with simulation results (data not shown). Fitting the resonant
peaks with Lorentzian functions, we deduce the experimental quality factors of the five
lowest-order modes of the M7A-, M7B- and M7C-cavity (table 7.1). All three structures
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Cavity R (nm) Qexp,e1 Qexp,e2 Qexp,e3 Qexp,o1 Qexp,o2
M7A 85 300± 50 450± 40 180± 20 380± 40 400± 50
M7B 88 230± 60 240± 10 130± 10 590± 20 460± 70
M7C 86 280± 40 450± 70 220± 10 740± 90 430± 40
Table 7.1: Experimental quality factors Qexp of the five lowest-order modes e1, e2, e3, o1,
o2 of the fabricated M7A-, M7B- and M7C-cavity with different radii R and identical lattice
constant a = 275 nm and slab thickness H = 300 nm.
exhibit moderate Q-factors ranging from 130 to 740. Compared to theoretical Q-factors,
the measured values are more than one order of magnitude smaller, which is attributed
to imperfect fabrication accuracy, i.e. non-vertical hole sidewalls (c.f. section 6.5).
Besides the resonant wavelengths, FDTD simulations also allow us to predict the
polarization of the cavity modes starting with the near field patterns and using near-to-
far field transformations (c.f. section 5.7.3). Exemplarily, the Ex and Ey fields of the
even modes e1, e2 and the odd states o1, and o2 are shown at the top of figure 7.1(a).
The Ex field of the even modes has a node at y = 0 and the Ey mode exhibits an anti-
node, whereas it is vice versa for odd states. As discussed in section 5.7.3 on page 143,
this symmetry relation results in a linear polarization of even modes along the y-axis,
whereas the odd modes are expected to show x-polarization (c.f. Fig. 5.39). To confirm
the theoretical predictions, we place a polarization analyzer in the detection path of
our confocal setup either aligned along the x- or y-axis of the M7A-cavity structure.
The polarization resolved M7A spectra, presented in figure 7.1(b), reveal that the even
modes are pronounced if the analyzer is aligned along the y-axis, whereas they are
hardly visible in the x-polarized spectrum. The behavior of the odd modes is vice versa:
Here, the peaks are prominent for the polarization analyzer aligned along the x-axis and
almost vanish for an orientation in y-direction. The polarization measurements clearly
indicate a linear polarization of the even (odd) modes along the y- (x)-direction, which
is in excellent agreement with the theoretical predictions. Together with the simulated
spectrum, the polarization analysis unambiguously proves that the observed spectral
features are true cavity modes. In the following, we investigate emitter-cavity coupling
by actively tuning the M7-cavity modes into resonance with the SiV center emission
line.
7.2 Tuning photonic crystal cavities
The resonant modes identified in the M7A-cavity spectrum are shifted to longer wave-
lengths with respect to the zero-phonon line of the SiV ensemble at 738 nm. In chapter
6, we have seen that due to fabrication tolerances it is challenging to fabricate cavity
structures that exactly match the emission line of incorporated or implanted color cen-
ters. Therefore, it is essential to actively tune the cavity modes after the manufacturing
process. Here, we make use of the fact that the resonant wavelengths are extremely sen-
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Figure 7.2: Theoretical and experimental tuning curve of the M7A-cavity: The resonant modes
e1 − e3 and o1, o2 shift to smaller wavelengths with (a) increasing air hole radius R and (b)
decreasing slab thickness H.
sitive to geometrical parameters. In section 5.5.2 using the example of the M0-cavity,
we have seen that the resonant wavelengths of two-dimensional photonic crystal cavity
modes shift to smaller values with increasing radii and with decreasing slab thickness.
Figure 7.2 displays the theoretical tuning curves of the M7-cavity simulated using FDTD
methods as a function of either the hole radii R or the slab thickness H, while keeping
the other non-varied parameter H = 300 nm or R = 85 nm fixed. Notably, the radius
has a strong impact on the resonant wavelength. Increasing R by 1 nm would blue tune
the M7-cavity modes e1 − e3 and o1, o2 on average by 2.3 nm, whereas decreasing the
slab thickness H by 2 nm (1 nm on both sides) would result in blue shift of only 0.6 nm.
The enlargement of the holes and thinning of the slab thickness can be accomplished
by slightly etching away diamond material. This approach is motivated by the digital
etching technique developed for semiconductor materials. Hennessy et al. [400] shifted
the resonant modes of a photonic crystal cavity in GaAs up to 80 nm in steps of 2−3 nm
and tuned them in resonance with the emission of a single quantum dot via successive
wet chemical etching steps. As diamond is chemically inert to almost all wet chemical
etchants, we use thermal oxidation at 480◦C for 10min in air to slightly remove diamond
material. For diamond nanopowder, it has been shown that diamond starts to oxidize
in air for temperatures above 450◦C [390]. Figures 7.3(a) and 7.4 show the M7A-M7C-
cavity spectra taken after successive annealing steps for 10min each. All resonant modes
clearly blue shift by ∼ 3 nm, on average, per oxidation step. The central positions and
measured quality factors of the M7A-cavity resonances are plotted in figure 7.3(b,c) as
a function of the annealing steps. In total, the cavity modes are tuned up to 15 nm
without significant degradation of the Q-factor. The variation in Q upon tuning is
within the previously determined errorbar of ±50 (c.f. table 7.1). Figure 7.2 presents a
comparison between the simulated (solid lines) and experimental (dots) tuning curves
of the M7A-cavity. The graph reveals that the measured blue shift by ∼ 3nm of the
modes corresponds very well with the theoretical prediction for an increase in the radius
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Figure 7.3: Cavity tuning: (a) M7A-cavity spectrum taken before the first oxidation step
(black) and after one, two, three and four oxidation steps (colored curves). When the cavity
mode o2 (marked by ∗) is tuned into resonance with the emission line of incorporated SiV centers,
the intensity of the zero-phonon line (the peak in the yellow region) is clearly enhanced. (b)
Wavelengths for various cavity modes are blue shifted by 3 nm on average per oxidation step.
The four lines at the bottom show higher-order modes (e4, o3, o4, o5; not labeled for clarity).
In total, the cavity modes are tuned up to 15 nm. (c) Quality factors of the fundamental cavity
modes show no significant degradation following tuning.
of 1.5 nm per oxidation step and an almost constant film thickness.
The tuning technique developed in the framework of this thesis allows for frequency
matching of the cavity modes via air oxidation over an extremely wide tuning range up
to 50 nm (c.f. chapter 9) without inducing damages to the diamond lattice or significant
degradation of the cavity Q-factor. The tuning step size can be adjusted by changing the
oxidation time or temperature. The method has been reproduced by other groups [88]
to match the frequency of a diamond-based nanobeam cavity to the NV− emission line.
However, there is one drawback to the oxidation approach: The wavelength shift
is irreversible. Once the diamond material has been slightly oxidized, the modes can
not be red shifted back to their original wavelength. A complementary method, that
allows for tuning of the mode to longer wavelengths, involves gas condensation (e.g.
xenon or nitrogen) on the photonic crystal structure that is cooled down to cryogenic
temperatures. The thin condensed gas layer induces a change in the refractive index
contrast and shifts the cavity modes to larger wavelengths or equivalently to smaller
frequencies. This technique has been widely used for photonic crystals and micro-ring
cavities in diamond [83,87,88,90] as well as in gallium arsenide [401–403] with a tuning
range of 5 nm. The huge advantage of the gas condensation method is its reversibility.
By heating the sample to room temperature, the gas dissolves from the photonic crystal
and the original structure and resonant frequencies are restored.
For some semiconductor materials, e.g. gallium phosphide or silicon, the refractive
index can furthermore be changed by focusing intense laser light onto the structure.
Induced by pulsed laser light, free carriers are generated in silicon which reduce the
refractive index by the carrier plasma effect and lead to a wavelength shift [404]. Sim-
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ilarly, the refractive index of gallium phosphide or gallium arsenide can be changed by
laser irradiation that locally oxidizes the material and blue tunes the photonic crystal
wavelengths by 2.5 − 3.4 nm [75, 405]. The drawback of this method is the relative
small tuning range, its irreversibility and a degradation in the quality factor reported
by references [74, 75]. We tried to transfer this technique to diamond material. How-
ever, no wavelength shift for our photonic crystal cavities was observed when focusing
either a 532 nm or a 404 nm continuous wave laser with powers of 30mW and 7mW,
respectively, onto the structures during 40min. Local oxidation of gallium phosphide
can also be achieved using an atomic force microscope with a conductive negatively bias
metal tip to grow an anodic oxide [406, 407] at the cavity center. The nano-oxidation
leads to a blue shift up to 3-4 nm of the resonances with a step size comparable to
the cavity linewidth enabling virtually continuous tuning of the modes [406]. For di-
electric materials whose refractive index cannot be changed by laser irradiation, thin
photochromic layers [408] or chalcogenide glasses [409] on top the photonic structure
have been applied. By local optical excitation the refractive index of the cladding layer
can be modified leading to a frequency shift up to 3 nm [408,409] of the photonic struc-
ture. Besides the refractive index change of the dielectric material, it is also possible to
modify the index of the holes. This can be achieved by selectively infiltrating the holes
with fluid [410] or liquid crystals [411] using a glass micro-tip. In the case of three-
dimensional photonic crystals, it has been shown that the orientation of the infiltrated
liquid crystals can be rearranged by an external electric field, enabling the appearance
or disappearance of a complete photonic band gap [412]. Within this work, we tested
the infiltration-tuning ability of our diamond-based photonic crystal cavities by wet-
ting the surface with water, isopropyl or methyl alcohol. The cavity modes shifted by
44− 57 nm to longer wavelengths. Unfortunately, the step size could not be fine-tuned
and moreover a significant drop in the quality factor down to Q ≈ 100 was observed,
due to the significant degradation of the refractive index contrast. Details can be found
in [397].
7.3 Purcell enhancement of SiV ensemble emission
Frequency tuning of photonic crystal cavity modes is an essential prerequisite for the
demonstration of light-matter interaction. By comparing the on/off resonance spectra,
we find a significant intensity increase of the SiV emission line for zero detuning. More-
over, we investigate cavity-meditated modification of the spontaneous emission rate. To
this end, we measure the excited state lifetime of SiV centers in and off resonance with
the cavity mode and compare it to the value determined on the unstructured diamond
membrane. The experimental observations are attributed to a spectrally resolved Purcell
enhancement of spontaneous emission. By taking into account spatial and orientational
averaging of the emitter-mode overlap; spectral mismatch of SiV zero phonon line width
and cavity linewidth; modification of the local density of states by the photonic crystal;
and different collection efficiencies for cavity mode and uncoupled emission, we evaluate
the cavity Purcell factor as well as the theoretically expected increase in the photolumi-
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Figure 7.4: Tuning spectra of the (a) M7B- and (b) M7C-cavity: M7B- and M7C-cavity
spectra taken before the first oxidation step (black) and after one, two, three and four oxidation
steps (colored). When the o1 (o2) mode of the M7B- (M7C-) cavity is tuned into resonance with
the SiV emission line after one (two) oxidation steps, a clear enhancement of the ZPL intensity
by a factor of 2.8 (2.1) is observed. The photoluminescence signal drops back to its original
value when the modes are tuned again out off resonance.
nescence (PL) signal and the reduction of the spontaneous emission rates. The thorough
analysis perfectly describes the experimental observations.
7.3.1 Experimental intensity enhancement
The digital oxidation technique allows us to actively tune the M7-cavity modes in res-
onance with the zero-phonon line of the ensemble of SiV centers. In figure 7.3(a), the
M7A-cavity mode o2 marked with a star is successively blue shifted toward the SiV
emission line at 738 nm. On resonance, we observe a significant enhancement of the
ZPL intensity by a factor of 2.8, compared to the off-resonant spectrum (Fig. 7.5(a)).
The phenomena is reproduced for the M7B- and M7C-cavity: Tuning the o1 (o2) mode
of the M7B (M7C)-cavity after one (two) oxidation steps into resonance with the ZPL
of the SiV ensemble yields an increase in the PL signal by a factor of 2.8 (2.1) (Figs.
7.4 and 7.5). When the cavity modes are shifted again out off resonance, the intensity
of the SiV ZPL drops back to its original value (oxidation steps 2− 4 in Fig. 7.4(a) and
oxidation steps 3, 4 in Fig. 7.4(b)). The observed intensity increase is attributed to
a spectrally resolved Purcell enhancement of the spontaneous emission rate of the SiV
centers.
In literature, similar intensity enhancements of the ZPL have been reported for single
or several NV centers when coupled to all-diamond photonic crystal cavities [87, 88] or
diamond micro-disk resonators [83] as well as to GaP photonic crystal cavities [75, 76]
or GaP micro-rings [74].
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M7C-cavityM7B-cavityM7A-cavity
Figure 7.5: Enhancement of the SiV ZPL intensity Iexpcav /I
exp
PhC due to resonant coupling: By
tuning the cavity mode of the (a) M7A- (b) M7B- or (c) M7C-cavity into resonance with the
emission line of the SiV centers, the ZPL is enhanced by a factor of (a,b) 2.8 or (c) 2.1, respec-
tively. The gray (black) curves are the cavity spectra off (on) resonance.
7.3.2 Lifetime in and off resonance with cavity
As a next step, we investigate the modification in the spontaneous emission rate. To this
end, we perform lifetime measurements under pulsed excitation with a repetition rate
of 80MHz at a wavelength of 700 nm. The photons emitted by the repetitively excited
SiV ensemble are filtered in the spectral window between 730−750 nm and their arrival
times are registered by the TCSPC electronics with respect to the excitation pulse. The
number of photons detected per time interval after a certain time delay are plotted
in a histogram. Details on time correlated single photon counting experiments are
given in chapter 4. We measure the lifetime on three different sample regions: (a) At
the center of the M7A-cavity, when the o2 mode is tuned in resonance with the ZPL
of the SiV ensemble; (b) at the center of the M7B-cavity, with the SiV ensemble off
resonance with any cavity mode and (c) on the bare unstructured membrane. The
three time-correlated histograms are displayed in figure 7.6. The peak centered at zero
time delay represents the excitation pulse with an exponential decay for t > 0. The
smaller peak centered at 12.5 ns is the following excitation pulse of the 80MHz-pulse
train but with a strongly diminished amplitude due to the use of a pulse picker [242].
The experimental data are fitted using equation (4.7). The fit function is a convolution
of a mono-exponential decay with the instrument response function of our detection
device approximated by a Gaussian function with a FWHM of 864 ps (c.f. section
4.4). From the fit, we extract the lifetime of the ensemble of SiV centers T1,cav =
1.18 ± 0.02 ns and T1,PhC = 1.20 ± 0.02 ns in- and off-resonance with a cavity mode
and T1,bulk = 1.19± 0.02 ns on the unpatterned diamond membrane. The measured T1-



































Figure 7.6: Lifetime measurements of the ensemble of SiV centers: (a) In resonance with
the o2 mode of the M7A-cavity, the theoretical fit yields a lifetime of T1,cav = 1.18 ns. (b) Off
resonance with any cavity mode, we find T1,PhC = 1.20 ns. (c) On the unstructured diamond
membrane, the lifetime is T1,bulk = 1.19 ns.
times do not differ much. The change in the spontaneous emission rate (inverse of the
excited state lifetime) is approximately 1% when coupling the SiV ensemble to a cavity
mode: γcav/γbulk = T1,bulk/T1,cav ≈ 1.01. Similarly, the spontaneous emission rate is
inhibited by ∼ 1% for the ensemble of SiV centers located in a photonic crystal lattice
but off-resonance with any cavity mode: γPhC/γbulk = T1,bulk/T1,PhC ≈ 0.99. Please
note that the T1-times measured on various positions of the diamond membrane differ
already by 0.7%, which is on the order of the experimental lifetime change. Moreover,
the error induced by the fitting routine is about 0.02 ns, corresponding to a relative error
in lifetime of 2%. Due to the measurement uncertainties, it is not possible to deduce
a lifetime reduction (increase) for the ensemble of SiV centers in- (off-) resonance with
the M7-cavity modes compared to the unstructured situation.
In a related work, Lee et al. [85] demonstrated a lifetime reduction by a factor
∼ 1.3 for SiV centers resonantly coupled to a higher-order mode of a micro-disk cavity
in diamond with Q = 2, 200 and V = 9.6 (λ/n)3. Although the ideal Purcell factor
FP = 17.4 of the whispering gallery mode is comparable to the figure of merit determined
for our photonic crystal cavities (see below), they observed a decreased lifetime T1,cav =
1.48 ns for a SiV ensemble located within the micro-disk resonator compared to the
decay time T1,bulk = 1.83 ns of SiV centers hosted in the unstructured diamond film
with a SiO2 substrate beneath. The difference to our experiment is not yet clear.
Unfortunately, the authors do not comment on the emitters’ quantum efficiency or on
possible lifetime variations across the membrane although they are using highly strained,
inhomogeneous material. To unambiguously prove Purcell enhancement of an ensemble,
it would be desirable to apply cavity tuning techniques and to compare the lifetime of
one SiV ensemble on- and off-resonance with a cavity mode.
In literature, unfortunately, there is no consistent definition of the experimental
Purcell factor. In some publications, the Purcell factor is associated to the intensity
ratio [75, 88], to the lifetime change [74, 83, 87] or to a change in both quantities [76]
measured on- and off-resonance. To clarify the relation between the Purcell factor,
the intensity enhancement and the lifetime change, we present a thorough analysis in
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the following, which includes spatial, spectral and orientational averaging over the SiV
centers and their dipole moments coupled to a photonic crystal cavity mode, as well
as radiative and non-radiative decay rates of the emitters. The derived Purcell factor
perfectly describes the observed intensity enhancement and the lifetime measurements
of the SiV ensemble.
7.3.3 Theoretical Purcell enhancement of ensemble emission
In general, the photonic crystal can both enhance and reduce the spontaneous emission
rate of a color center. The modification of the spontaneous emission rate is referred to
as the Purcell factor. In a homogeneous diamond slab the excited state of the color
center decays through three channels with a total rate
γbulk = γZPL + γPSB + γnr, (7.1)
where γZPL and γPSB are the radiative recombination rates into the zero-phonon line
(ZPL) and the phonon side bands (PSB), respectively, and γnr denotes the sum of non-
radiative decay rates. For single SiV centers, a ratio of γZPL : γPSB = 4 : 1 [25] has been
found. The ratio of the radiative transitions γrad = γZPL + γPSB to the total decay rate
γrad+γnr is defined as the quantum efficiency ηqe of the emitter: ηqe = γrad/(γrad+γnr).
There exist only few studies on the quantum efficiency of SiV centers: For ensembles
of SiV centers in polycrystalline diamond, an average radiative quantum efficiency of
0.05 [413] was found. Similar values of 0.003-0.09 have been reported for single SiV
centers in nanodiamonds grown on iridium [55]. Our own experiments on single SiV
centers in heteroepitaxial diamond membranes reveal much larger quantum efficiencies
up to 0.6 (c.f. chapter 9). Here, one has to take into account that the quantum efficiency
strongly depends on the local density of states. Moreover, the presence of non-diamond
carbon phases, such as grain boundaries or dislocations, might increase non-radiative
recombination rates [233] that would explain reduced quantum efficiencies for SiV cen-
ters in polycrystalline diamond films compared to bulk material. In chapter 9, different
effects on the quantum efficiency will be discussed in more detail for single SiV centers.
As the analysis in this chapter is focused on large SiV ensembles, we here consider a
range of quantum efficiencies with a lower and upper boundary of 0.05 and 0.6 reported
in literature and determined by our own measurements.
By coupling an emitter to a cavity, solely the radiative transition rates γZPL and γPSB
are either Purcell-enhanced by the cavity mode or suppressed by the photonic band gap
effect, whereas the non-radiative decay rate γnr is unaffected. If the zero-phonon line
of the color centers is resonantly enhanced by the photonic crystal cavity mode and the
phonon side bands are off-resonance, the total decay rate is given by:
γcav = Fcav γZPL + FPhC γPSB + γnr. (7.2)
Here, Fcav denotes the Purcell enhancement factor associated to the cavity mode given
by equation (5.63) in section 5.3 and FPhC represents the Purcell inhibition factor as-
sociated to the photonic band gap effect introduced in section 5.4.2 on page 100. For
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simplicity, we assume in equation (7.2) a constant inhibition factor FPhC independent
on the wavelength. Moreover, we expect the spectral range of the phonon-side band to
coincide with the photonic band gap; which is the case for the SiV centers investigated
here. The Purcell factor Fcav = FPRrRdRλ is decomposed of the ideal Purcell factor FP
and the terms Rλ and Rr accounting for the spectral and spatial misalignment of the
emitter-cavity field and the factor Rd considering the orientation of the emitter dipole
moment with respect to the polarization of the resonant electric field. In the off reso-
nance case, both decay channels through the zero-phonon line and phonon side bands
are suppressed by the band gap effect and the total decay rate is given by:
γPhC = FPhC (γZPL + γPSB) + γnr. (7.3)
The change in the spontaneous emission rate comes along with a modification of the
PL signal collected by the spectrometer. For on-resonance emitters, the total intensity
Icav is given by the emission rate γcav integrated over the spectral and spatial density




d~r d~d dλ ρ(~r)ρ(~d)ρ(λ) (ηcav Fcav γZPL + ηPhC FPhC γPSB) . (7.4)
Here ηcav and ηPhC are the collection efficiencies of the objective lens for the on- and
off-resonant emission, respectively. The total intensity for emitters spectrally detuned
from the cavity mode is given by:
IPhC =
∫∫∫
d~r d~d dλ ρ(~r)ρ(~d)ρ(λ) ηPhC FPhC (γZPL + γPSB). (7.5)
This situation corresponds to the spectra taken at oxidation step “0” in figures 7.3(a)
and 7.4. The ratio of the integrated intensities Icav/IPhC describes the enhancement
of the ZPL when the cavity is tuned in resonance with the emission line of the color
centers.
Spectrally resolved Purcell enhancement
In this section, we evaluate the experimental Purcell factor and estimate the spectrally
resolved intensity enhancement of the SiV zero-phonon line, when a cavity mode is
tuned into resonance. As the measured quality factors and observed increase in the PL
signals are very similar for the three fabricated M7-cavities, we here restrict our analysis
to the o2 mode of the M7A-cavity. Starting from the ideal Purcell factors associated
to cavity mode and the photonic crystal lattice, we include random dipole orientation,
spectral and spatial emitter-mode overlap and the collection efficiency of the on- and off
resonant SiV emission in our calculation. To solve the integrals (7.4)-(7.5), we make use
of the fact, that the distribution function ρ(~r, ~d, λ) = ρ(~r)ρ(~d)ρ(λ) is separable [414],
enabling independent integration over position r, dipole orientation d and wavelength
λ. The individual contributions are evaluated in the following.
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Ideal Purcell factors: From the measured quality factor Q = 400 and the simulated







of a single hypothetical emitter coupled to the o2 mode of the M7A-cavity. This ideal
enhancement factor assumes a single atomic-like transition of the emitter spectrally and
spatially perfectly aligned with the cavity mode and with its dipole moment oriented
parallel to the cavity electric field. The Purcell inhibition factor FPhC of the photonic
crystal lattice has been simulated in section 5.4.2 on page 100. Averaged over vari-
ous positions in the photonic crystal unit cell and polarization directions, we obtain
FPhC = 0.23 at λ = 738 nm (ω = 0.375×2pic/a) (c.f. Fig. 5.12 in section 5.4.2). Hence,
due to the photonic band gap effect, the spontaneous emission rate of a SiV ensemble
with unity quantum efficiency would be suppressed by an average factor of ∼ 4 com-
pared to its bulk decay rate.
Dipole orientation: The factor Rd = |〈~ed · ~eE〉|2 accounts for the orientation of the
individual dipole moments ~d of the SiV centers with respect to the cavity electric field
~E. In general, the SiV complex is incorporated along the 〈111〉 crystallographic axes
into the diamond lattice (c.f. section 3.4). This corresponds to four equivalent sites
[111], [1¯1¯1], [1¯11¯] and [11¯1¯], that are inclined by an angle of 35.3◦ with respect to the
(001)-oriented facet of the diamond membrane. The projection of the dipole into the
(001) diamond plane, results in a degradation of the coupling strength by a factor of 2/3.
Moreover, as there are two equivalent projections into the (001) plane, an additional fac-
tor of 1/2 have to be considered when averaging over the SiV ensemble. Consequently,
the integral 〈Rd〉 =
∫
ρ(~d)Rd d~d in equation (7.4) yields 1/3.
Spectral overlap: The factor Rλ = (1+4Q2( λλcav −1)2)−1 accounts for different band-
widths and spectral detuning of the cavity mode λcav with respect to the central position
λ of the SiV ZPL governed by the spectral density ρ(λ). From the spectrum 7.1, we de-
duce the Lorentzian distribution ρ(λ) of the SiV centers with a FWHM of ∆λ ≈ 4.0 nm
being significant broader than the cavity linewidth ∆λcav = 1.85 nm. Owing to our tun-
ing technique, we can assume perfect matching of the central wavelengths λcav = λSiV
and only have to account for the different linewidths. With this, the spectral overlap
integral 〈Rλ〉 =
∫
ρ(λ)Rλ dλ yields ∆λcav/∆λSiV = 0.46.
Spatial overlap: The term Rr = | ~E(~r0)|2/max | ~E(~r)|2 accounts for the spatial overlap
of the SiV centers with the electric field of the cavity mode. We assume that the spatial
extend of the SiV ensemble within the lattice defect is determined by the spot size of
the excitation laser described by a Gaussian beam with a FWHM of 480 nm in the (x, y)
plane (c.f. Fig. 4.2 in chapter 4) and uniform in z-direction. By numerically integrating
the Gaussian distribution of the SiV ensemble with the simulated electric field intensity
of the cavity mode o2, we obtain the spatial overlap 〈Rr〉 =
∫
ρ(~r)Rr d~r ≈ 0.35 for the
o2 mode.
Collection efficiencies: Finally, we calculate the collection efficiency of the dipole
emission coupled to the o2 cavity mode, i.e. ηcav, and to the periodic photonic crystal
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Cavity FP 〈Rd〉 〈Rr〉 〈Rλ〉 Fcav Icav/IPhC Iexpcav /IexpPhC
M7A 20 0.33 0.35 0.46 1.07 3.5 2.8
M7B 30 0.33 0.36 0.32 1.15 3.7 2.8
M7C 22 0.33 0.35 0.43 1.10 3.6 2.1
Table 7.2: Calculated cavity Purcell factor Fcav and expected intensity enhancement Icav/IPhC
of the M7A-, M7B- and M7C-cavity deduced from the ideal Purcell factor FP, the averaged dipole
orientation 〈Rd〉, the spatial and spectral overlap integrals 〈Rr〉 and 〈Rλ〉 as well as the on-off-
resonance collection efficiencies and the branching ratio γZPL : γPSB = 4 : 1. The theoretical
intensity increase Icav/IPhC is in very good agreement with the experimental data Iexpcav /I
exp
PhC
observed in figure 7.5.
lattice, i.e. ηPhC. By numerically integrating the far-field intensity distribution radiated
in the vertical direction over the collection angle defined by the objective lens (numerical
aperture of 0.8), we obtain ηcav ≈ 0.23± 0.06 and ηPhC ≈ 0.26± 0.02 (c.f. section 5.7.3
on page 144). The error in the collection efficiencies accounts for a variation of the air
hole radii within the fabrication tolerances and tilt of the air hole sidewalls by an angle
of 6◦ in the simulation (c.f. section 6.5).
Taking into account the average dipole orientation and the spectral and spatial mis-
match, the experimental Purcell factor Fcav = FP〈Rr〉〈Rd〉〈Rλ〉 ≈ 1.07 can be evalu-
ated. Together with the simulated collection efficiencies and assuming a branching ratio
γZPL : γPSB = 4 : 1 [25], we calculate the resonant enhancement of the ZPL inten-
sity compared to the off resonant situation Icav/IPhC = 3.5 ± 1. In the experiment,
we measure an enhancement of the intensity Iexpcav /IexpPhC = 2.8 (Fig. 7.5), which is in
excellent agreement with the theoretical predictions. The large error of the intensity
enhancement is mainly due to the uncertainty of the collection efficiency when including
variations of the air hole radii and tilted hole sidewalls in the simulation. We equiva-
lently calculate the cavity Purcell factor and the expected intensity enhancement of the
SiV emission line, when the o1 mode of the M7B-cavity or the o2 mode of the M7C-
cavity are tuned into resonance. Table 7.2 reveals very good agreement between the






Purcell enhancement of the spontaneous emission rate
Analogous to the enhancement of the spectrally resolved intensity of the ZPL, we can
estimate the enhancement of the spontaneous emission rate when the photonic crystal
cavity is tuned into resonance with the color centers in the diamond film. Using the
cavity Purcell factor Fcav evaluated above and the inhibition factor FPhC, the modifica-
tion of the spontaneous emission rate can be determined via equations (7.2) and (7.3).
However, there is a subtlety: The estimation of the spontaneous decay rate presumes
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detailed knowledge of the emitter quantum efficiency ηqe. As cavity-coupling only affects
radiative decay rates, a quantum efficiency smaller than one would imply a significant
degradation of the experimental Purcell factor. Here, we consider a lower and upper
bound of the SiV quantum efficiency of ηqe = 0.05 [413] and ηqe = 0.6 (c.f. chapter 9),
respectively. Taking into account these specific quantum efficiencies, we estimate the
spontaneous emission rate of a SiV ensemble in and off resonance with the M7A-cavity
mode o2.
The modification of the spontaneous decay rate γcav averaged over the ensemble of
SiV centers coupled to the cavity mode compared to its emission rate in a homogeneous




FP 〈Rr〉 〈Rd〉 〈Rλ〉 γZPL + FPhC γPSB + γnr
γZPL + γPSB + γnr
. (7.6)
Considering Fcav = 1.07 and FPhC = 0.23, we find a theoretical change in the sponta-
neous emission rate γcav/γbulk that deviates from unity by 0.005 for quantum efficiencies
between 0.05 − 0.6 and a branching ratio γZPL : γPSB = 4 : 1 [25]. As this predicted
change in the spontaneous emission rate is much smaller than our detection precision
(c.f. discussion on page 190), we conclude that the spontaneous emission rate is essen-
tially unchanged γcav ≈ γbulk. This theoretical prediction is conform with our lifetime
measurements on SiV ensembles in resonance with the M7A-cavity mode and on the un-
structured diamond membrane. Due to the spatial, spectral and orientational averaging,
a modification in the spontaneous emission rate is not detected.
Similarly, the inhibition of the spontaneous emission rate due to the photonic band




FPhC(γZPL + γPSB) + γnr
γZPL + γPSB + γnr
. (7.7)
If the SiV centers exhibit an average quantum efficiency of ηqe = 0.05, the spontaneous
emission rate would be almost unaffected yielding γPhC/γbulk = 0.96. In contrast, if
we assume a SiV quantum yield of ηqe = 0.6, the spontaneous emission rate would be
inhibited by approximately a factor of 2 leading to γPhC/γbulk = 0.54. These simple
calculations show that detailed knowledge of the SiV quantum efficiency as well as the
impact of ensemble averaging is required in order to correctly relate our experimental
data with these theoretical predictions. Moreover, measurements on other photonic
crystals or other samples would be desirable to gain deeper insight into the inhibition
processes of SiV ensembles when placed in a periodic lattice.
Summary
In this chapter, we studied the coupling of a photonic crystal cavity mode to an ensemble
of SiV centers incorporated into the diamond membrane. In order to spectrally overlap
the cavity resonances with the SiV ZPL, we developed a tuning method that relies on
successive thermal oxidation in air. Using this digital oxidation technique, the cavity
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modes could be shifted by up to 15 nm with an average increment of 3 nm per oxidation
step. Tuning a cavity mode into resonance with the ZPL of the SiV ensemble, we
observed a clear intensity enhancement by a factor of 2.8−3 compared to the off-resonant
spectrum. We associated the raise in the PL signal to a spectrally resolved Purcell
enhancement of the spontaneous emission rate of the SiV centers. Via detailed analysis,
we could relate the measured intensity enhancement to an ideal Purcell factor of FP ≈ 20
deduced from the measured quality factor of Q = 400 and the simulated mode volume
V = 1.5(λ/n)3. The thorough analysis takes into account spatial and oriental averaging
of the emitter-mode overlap; spectral mismatch of SiV zero-phonon line width and
cavity linewidth; modification of the local density of states by the photonic crystal; and
different collection efficiencies for cavity mode and uncoupled emission. Furthermore,
one has to account for the branching ratio of SiV emission into the zero-phonon line
and phonon side bands of 4 : 1. The thorough analysis reveals a cavity Purcell factor
of Fcav = 1.07 of the SiV ensemble emission coming along with an enhancement of the
ZPL intensity of 3.5± 1, which is in good agreement with experimental measurements.
For a single emitter with perfect spatial and spectral matching to the cavity mode,
an ideal Purcell factor of FP ≈ 20 results in an approximately twofold emission rate
enhancement and a fraction of 50% of total emission into the zero phonon line, thereby
increasing the radiative quantum efficiency by a factor of 10. Such an experiment would
require deterministic placement of a single SiV center relative to the cavity mode, which
will be demonstrated in chapter 9.
Chapter 8
Nanoimplantation of NV centers
into photonic crystal cavities
In the previous chapter, we demonstrated the coupling of a large ensemble of SiV centers
to a photonic crystal cavity mode and observed a large intensity enhancement due to
the Purcell effect. The following two chapters are dedicated to the controlled coupling
of one single color center to a photonic crystal cavity mode. The coupling of single color
centers to all-diamond nanocavities with very small modal volume, i.e. photonic crystal
cavities, has been demonstrated for single NV centers [87,88] at cryogenic temperatures
necessary to reduce the zero-phonon line broadening. Using thermal oxidation and gas
condensation, the cavity modes were tuned into resonance with the NV zero-phonon
line. On resonance, a lifetime reduction up to 3.4, attributed to a Purcell enhancement
of the zero-phonon line by a factor of 69 has been demonstrated [87]. The photonic
crystal structures were etched in pure diamond membranes with single color centers
incorporated during the CVD growth. Hence, the color centers’ positions within the
photonic crystal cavities were completely random and the cavity-emitter systems were
selected for optimum coupling after fabrication. In the case of low densities of color
centers, the probability for a single color center placed inside the photonic crystal cavity
is fairly low due to the small cavity mode volume. Assuming a density of 2 single color
centers per 20 × 20µm2, which is a typical density of single SiV centers incorporated
in CVD diamond membranes (c.f. chapter 9), and a defect area of a one-missing hole
cavity of 300× 300 nm2, the probability to obtain a single optically active center in the
cavity is 4.5×10−4. In other words, more than 2,200 photonic crystal cavities have to be
fabricated and characterized to end up with one single emitter placed inside the cavity
defect region. The approach relying on random positioning is extremely material and
time consuming and lacks of reproducibility. An attractive alternative to achieve cou-
pling with a single color center is to actively position the emitter in the cavity. Such an
approach, although technically challenging, would be incredibly useful in the realization
of single color center devices and would offer a level of reproducibility not available us-
ing random positioning techniques. In this work, we present two approaches to actively
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position a single color center at the center of a photonic crystal cavity fabricated in
diamond. The first strategy is based on high resolution creation of single color centers
via ion implantation into a photonic crystal cavity. The second method involves the
fabrication of a photonic crystal around a pre-characterized single color center localized
in a diamond membrane.
For the first approach, we use an ultra-pure diamond membrane as starting material
to fabricate photonic structures. Subsequently single NV centers are created at the
cavity center using a combined system of a nitrogen ion beam and a pierced atomic
force microscopy tip as a beam collimator. This strategy is focused on NV centers,
as they can be very well created via nitrogen implantation and subsequent capture of
a diffusing lattice vacancy upon high temperature annealing. In this chapter, we will
present in detail the targeted creation of single NV centers in photonic crystal cavities.
The second method starts with a diamond membrane that already contains single
SiV centers that are incorporated into the diamond membrane during CVD growth.
Once a single optical center is identified and its emission properties, e.g. central wave-
length, linewidth, dipole orientation, are determined, we fabricate a photonic crystal
structure around the emitter via focused ion beam milling using alignment markers.
Here, we concentrate on single SiV centers, as they can be incorporated at low density
into the diamond during CVD growth and furthermore they show bright and spectrally
narrow emission lines well suited for cavity coupling. The next chapter 9 is dedicated to
the deterministic positioning and coupling of a single SiV center to a photonic crystal
cavity.
This chapter is divided into two parts: The first part demonstrates the successful
creation of a small number of NV centers in photonic crystal cavities via ion implantation
whereas the second part presents a generalized Purcell theory to model the coupling of a
broad-band NV center to a narrow cavity mode. The experimental sections introduce the
basic physical principle of ion implantation and the limitation of the spatial resolution.
We present the nanoimplanter setup consisting of a nitrogen ion beam combined with an
atomic force microscopy (AFM) system to image the photonic structures. Moreover, a
hole in the AFM tip simultaneously serves as a beam collimator to implant nitrogen ions
with high resolution. We discuss the impact of the implantation energy and dose on the
creation efficiency of single color centers. The photonic crystal cavities are fabricated in
ultra-pure diamond membranes with resonant design wavelengths near the NV− zero-
phonon line. The cavity defect region can clearly be identified in the AFM scans. Once
the collimation hole is positioned above the cavity center, we implant nitrogen ions
under different implantation parameters into the photonic structures. Using confocal
spectroscopy at cryogenic temperatures, we identify single implanted NV centers at the
center of the photonic crystal cavities. From the spectra, we can estimate the number
of implanted NV centers and the experimental creation yield.
The second part is dedicated to the theoretical description of coupling a broad-band
emitter to a narrow cavity line. Beyond the standard description of light-matter inter-
action, a generalized Purcell factor has been derived recently by Auffèves et al. [91, 92]
and successfully adapted and expanded by Albrecht et al. [80] to describe coupling of
a single NV center to a Fabry Pérot cavity. Within this framework, they approximate
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the NV center as a multi-level system undergoing pure dephasing as a source of spec-
tral broadening. We adopt this model to calculate the expected Purcell enhancement
when tuning a photonic crystal cavity mode on resonance with the NV zero-phonon
line or phonon side band. Thereby, we take into account the moderate experimental
cavity quality factor and mode volumes of the fabricated cavity structures. The input
parameters for the multi-level scheme of a broad-band emitter are obtained by fitting
the measured spectrum of shallow implanted NV centers. Moreover, we discuss the im-
plementation of a non-unity quantum efficiency of the emitter in our model as well as
the impact of the positioning accuracy and dipole orientation on the coupling strength.
8.1 Physical background of ion implantation
The first section of this chapter provides the basic principles of ion implantation into
matter. We discuss the physical and technical limitations of the spatial resolution and
present different implantation techniques to create single color centers in diamond with
a resolution near the physical limit. We introduce the nanoimplanter setup used in
this work for targeted creation of single NV centers in diamond-based photonic crystal
cavities. We discuss the impact of the ion’s kinetic energy and implantation dose on
the number of created NV centers and present different strategies to boost the NV
production yield.
8.1.1 Spatial resolution of ion implantation
The spatial resolution of the ion implantation process is defined as the position accuracy
of the implanted ion in the target material. In the case of many implanted ions, the
spatial resolution is given by the volume distribution in which the implanted ions will end
up. For single ions, the spatial resolution can be considered as the position uncertainty
around the most probable final position. In most cases, technical limitations of the
focusing optics of the implantation setup are the major source of positing inaccuracy.
However, there are also intrinsic physical limitations due to ion-matter interaction that
restrict the implantation accuracy. In this section, we will discuss the main physical
limitations of the spatial resolution before we present in detail the nano-implantation
technique for creating NV centers in diamond with high spatial resolution. The following
sections are based on references [415–417].
Ion straggle
No matter how good the focusing capabilities of the implantation setup are, the ion dis-
placement in matter sets a physical limit to the spatial resolution of the position and size
of the implantation spot within the implanted substrate. Straggling (deviation of ions
from their mean straight line of propagation) occurs due to multiple collisions by the
moving ion with the atoms of the target material. The ion-matter interaction depends
on several parameters such as the ion’s kinetic energy, the nature of the target material,
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Figure 8.1: Stopping range simulations of nitrogen ions implanted into diamond: (a) SRIM
simulation of 5 keV N+ ions implanted in diamond. The ion trajectories are shown in blue,
whereas the moving and stopping atoms are shown in gray and pink, respectively. (b) Im-
plantation depth and ion straggle (longitudinal and lateral) as a function of the N+ energy.
the temperature, the crystallographic orientation, etc. It results in a broadened implan-
tation volume that can be seen as an increased uncertainty in position of each individual
implanted ion. Qualitatively, ion straggling is defined as the standard deviation of the
ion distribution [416]. We distinguish between longitudinal (parallel to implantation
direction) and lateral straggling (perpendicular to implantation direction). Both con-
tributions have comparable magnitudes and therefore, we refer to just one “straggling”
as a measure of broadening of the implantation volume. To calculate the penetration
and straggling of energetic ions into matter, we perform Monte Carlo simulations using
the free software package SRIM (Stopping and Range of Ions in Matter) [374]. As an
example, figure 8.1(a) shows the simulated trajectories of nitrogen ions implanted into
diamond with an energy of 5 keV. At this energy, the nitrogen ions stop at an average
depth of 8 nm in the target material with a lateral and longitudinal straggle of 3 nm.
Figure 8.1(b) displays the implantation depth and straggling of nitrogen implanted into
diamond as a function of the ions’ kinetic energy. Both the ion range and straggle
strongly increase with the ion energy. Assuming a target implantation depth of 150 nm
at the center of a 300 nm-thick diamond slab, an implantation energy of 135 keV would
be required coming along with an ion straggle of 24 nm. For implantation energies in
the MeV range, the ion straggle is even larger than 50 nm. As straggling is an intrinsic
effect of the ion-implantation process, high-energy impurity doping cannot be used to
achieve a position accuracy in the nanometer range. Therefore, aiming at nanometer
spatial resolution, a low ion energy of a few keV has to be used in order to assure a small
ion displacement in matter. However, in this case, the ion implantation depth is very
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shallow. The presence and the termination of the surface may have a considerable im-
pact on the creation yield, the emission and the spin coherence properties of implanted
NV centers. The impact of the surface is discussed in more detail in section 8.1.5.
Ion channeling
Ion channeling is another effect that might have an impact on the longitudinal accu-
racy when implanting ions into crystal substrates. Ions propagating along low-index
crystallographic axes and planes of the target material penetrate much deeper and pro-
duce less vacancies. Recently, secondary ion mass spectroscopy has been used to detect
penetration depths as twice as deep than predicted by SRIM simulations for nitrogen
ions implanted at 10 keV, 20 keV and 30 keV in (100) single crystal diamond [49]. Ion
channeling leads to a loss of spatial resolution in the implantation direction. In practice,
ion channeling occurs within a critical angle around a given crystallographic axis and
crucially depends on many parameters including ion nature, ion energy and sample tem-
perature [417–419]. The impact of various factors makes the effect hardly predictable.
Simulations by Ofori-Okai et al. [419] predict that 64−70% of nitrogen ions implanted at
5 keV under normal incident in (100) or (111) single crystal diamond undergo channel-
ing. Under these implantation conditions, the critical angle is calculated to be ∼ 10◦.
However, for very low ion energies < 0.6 keV, the effect of ion channeling should be
strongly minimized [419]. In contrast, more recent simulations by Antonov et al. [420]
take into account the crystal structure of the diamond lattice. For nitrogen irradiation
at normal incident with an energy of 4 keV into a (100) diamond substrate, they found
that only 32% of the nitrogen ions undergo channeling and stop at 21.0±17.7 nm below
the surface. Consequently, the majority of nitrogen ions (68%) are not affected by ion
channeling and come to rest at a depth of 7.5 ± 7.7 nm which is in good agreement
with SRIM simulations. In practice, for implantation into cubic crystals (e.g. dia-
mond), it has been found, that tilting the substrate normal by an angle of 7◦−10◦ with
respect to the incident ion beam, avoids extensive channeling in the implantation direc-
tion [49, 416, 421]. Alternatively, one could deposit a thin amorphous layer, e.g. SiO2,
on top of the diamond surface to mitigate channeling [49]. In our experiments, ion
implantation is performed at vertical incidence without using an amorphous cap layer.
As outlined above, this might result in a larger penetration depth of single implanted
nitrogen ions and in a decreased positioning accuracy in the longitudinal direction.
Diffusion of impurity atoms
Ion implantation always induces damages within the crystal lattice. For diamond, the
damages are mainly vacancies, interstitial carbon atoms and simple defects [416]. In
order to restore the diamond lattice, the samples are typically annealed in vacuum.
The heating process might lead to an increased mobility of the implanted species which
would affect the spatial resolution. However, diffusion of nitrogen atoms in diamond is
extremely small because of the high activation energy of 6 eV [419, 422]. The diffusion
coefficient of nitrogen in diamond has been measured at high temperatures in the con-
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text of geology [422]: At 800◦C, the diffusion coefficient is D = 3 × 10−35 m2/s. The
corresponding diffusion length after 2 h annealing is L =
√
D t = 5 × 10−16 m, which
is much smaller than the interatomic distances (∼ 10−10 m). Hence, under the high-
temperature treatment we use (800◦C to 1,000◦C, 2 hours), the nitrogen atoms do not
migrate to a measurable extend. This is a crucial point since the spatial resolution of
the ion implantation will be examined in annealed diamond samples. However, at ele-
vated temperatures above 600◦C vacancies become mobile and diffuse towards implanted
nitrogen atoms to form optically active NV centers.
8.1.2 High resolution implantation schemes
As mentioned before, straggling of implanted ion species within the target material
represents a lower bound of the spatial resolution. In practice, the spatial accuracy is
mainly restricted by the technical limitations of the focusing optics of the implantation
setup. In recent years, several schemes have been realized, that allow for implantation
of single NV centers with high spatial resolution near the fundamental physical limit
of ion straggling in diamond. The smallest lateral resolution down to 20 nm has been
achieved by using a low energetic nitrogen beam in combination with a pierced atomic
force microscopy (AFM) tip as a collimator (c.f. section 8.1.3). This technique allows for
implantation of single NV centers at positions into structures within the diamond. The
details of this method are discussed in this chapter. Another scheme that even allows
for deterministic implantation of single ions with high spatial resolution is pursued
by the group of F. Schmidt-Kaler at the University of Mainz. The basic idea of this
approach is to use single ions trapped in a Paul trap for implantation. This would allow
for precise control of the number of doping ions and for deterministic implantation
of a single ion [423]. As most of the ions that would be interesting for doping into
diamond, e.g. nitrogen, cannot be trapped or laser cooled, sympathetic laser cooling
is used by including the doping ions in a string of 40Ca+ ions that can be laser cooled
[423]. Finally, the doping ions are extracted from the trap and focused on the diamond
sample. However, up to now, no experimental data on the deterministic implantation
of nitrogen into diamond using this scheme are available. Recently, a third maskless
method relying on focused ion beam (FIB) technique equipped with a novel developed
plasma source has been presented [424]. The setup is combined with a scanning electron
microscope to image the sample and to focus the nitrogen beam at well defined positions.
The resolution of this new FIB technique is limited by the spot size of 100 nm of the
14N+2 molecular nitrogen beam accelerated at a fixed voltage of 30 kV. Assuming the
nitrogen molecules split into two nitrogen ions when they hit the diamond surface with
a kinetic energy of 15 keV per atom, a penetration depth of 20 nm can be reached. An
alternative method, that allows for parallel implantation of large arrays of single NV
centers, involves a structured electron beam lithography resist as a mask on top of the
diamond target material [49, 417, 421]. Small apertures with diameters of 60 − 80 nm
are defined via electron beam lithography in the positive resist with a thickness of
200− 300 nm. The resist thickness is chosen such that nitrogen ions implanted with an
energy of 20 keV [49, 421] or 55 keV [417] stop within the mask material and are solely


































Figure 8.2: Comparison between realized implantation schemes operating at different kinetic
ion energies. All techniques aim at high spatial resolution near the fundamental limit defined
by ion straggling within the diamond target material.
implanted in the uncovered regions of the diamond with a spatial resolution defined by
the size of the aperture. The resolution could even be increased using smaller aperture
sizes which, however, would require smaller thicknesses of the electron beam resist and
hence lower kinetic ion energies to make sure that the impinging ions stop within the
mask material [49, 421]. Another parallel technique to produce large arrays of NV
centers at much larger depths relies on the implantation of high energetic nitrogen
ions through nano-channels in mica foils [426]. The straight nano-channels with cross
sections of only 30 nm are produced in mica foils with thicknesses of several micrometers
by irradiation with heavy ions and subsequent chemical etching. Nitrogen ions with 1-
2MeV kinetic energy pass the nano-channels and are implanted into the diamond with
a spatial resolution approaching the ion straggling limit [426]. Figure 8.2 displays the
lateral resolution achieved by each technique as a function of the applied kinetic energy
of the implanted nitrogen ions. As a reference, the physical limit of the spatial resolution
determined by ion straggling is shown by the dotted line. The implantation parameters
of the different techniques such as the ions’ kinetic energy and the penetration depth
as well as the experimentally achieved spatial resolution and NV creation yield are
summarized in table 8.1.
A kinetic ion energy of 135 keV would be required to reach an ideal depth of the stop-
ping ions of 150 nm at the center of a 300 nm-thick photonic crystal slab. However, for
the required energy no high resolution implantation scheme is available at this moment.
The techniques involving a collimating mask can hardly be applied for target implan-
tation into photonic crystal structures. The positioning of a mica mask with respect to
the center of a photonic structure is extremely challenging, as the pores in the mask
have a diameter of only 30 nm and as they are completely randomly positioned within
the mica foil. Equally, using a structured PMMA layer as a mask for target implanta-
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method energy/N+ depth resolution yield ion species Ref.
(keV) (nm) (nm) (%) used in exp.
AFM-tip 5 8± 3 25 0.8 15N+ [425]
N-FIB 15 20± 7 100 1 14N+2 [424]
e-beam 20 30± 8 60 5 15N+ [49]
e-beam 20 30± 8 80 7 CN− [421]
mica mask 1,000 700± 50 150 15 15N+ [426]
Table 8.1: Implantation techniques allowing for creation of single NV centers with high spatial
resolution. The kinetic energy per ion, the penetration depth as well as the measured spatial
resolution and NV creation yield are summarized for the different methods. In some experiments
other ion species than atomic nitrogen have been used.
tion in predefined patterns is not well suited. The challenge is to uniformly illuminate
and develop small apertures in the resist. After the ion implantation the resist has
to be completely removed particularly from the air holes defining the photonic crystal
lattice. Very recently, the use of a silicon hard mask with a small hole at the center
was proposed in a conference contribution [133]. In this paper [133], the silicon mask
simultaneously serves as an etch mask for patterning the photonic crystal cavities and
as an aperture upon N+ implantation at the center of a cavity structure. This scheme
would allow for overcoming of difficulties in positioning, aligning and defining a mask.
In the present work, we apply a maskless technique allowing for a high flexibility and
for quick modification of the doping structure. As the recently developed nitrogen FIB
technique is limited by a spot size of 100 nm [424], which is to large for the implantation
at the center of photonic crystal cavities, we use a high-resolution technique involving a
pierced AFM tip as a collimator. In the following, we briefly describe the nanoimplanter
setup.
8.1.3 Nanoimplanter setup
In order to aim at the highest position accuracy, the implantation energy has to be
reduced to a few keV. In this energy range, the ion straggle is less than several nanome-
ters. However, focusing a low-energy ion beam of a few keV or less to a nanometer spot
size is almost impossible due to chromatic aberration. The solution to this problem is
to use a small aperture within the beam path such that the implantation spot becomes
independent of the ion-beam focus. The 5 keV-nanoimplanter built at the RUBION in
Bochum combines a low-energy ion gun with a pierced atomic force microscopy (AFM)
tip. On the one hand, the nano-hole drilled in the hollow AFM tip serves as an aperture
to collimate the ion beam. On the other hand, the AFM tip is used to scan over the
sample and to previously image a structure (e.g. photonic crystal cavity) in which ions
have to be implanted.
The setup in Bochum is equipped with a gas-source ion gun (5 kV, SPECS IQE













Figure 8.3: Nanoimplanter setup (after [415]): The ion beam extracted from the ion source is
focused by an aperture and electrostatic lens on a pierced AFM tip positioned directly above
the target substrate. The sample is mounted on a scanner with sub-nm position accuracy and
a stepper motor table providing a large moving range. For in-situ observation and alignment of
the tip with respect to the ion beam, the setup is equipped with a microscope objective, which
focuses the white light image of the sample, deflected by a mirror, on a CCD camera. The
whole setup is placed in a vacuum chamber mounted on an optical table. Dimensions of the
chamber are 40 cm× 40 cm× 50 cm.
12/38) combined with a Wien mass filter [417] and an electrostatic lens to pre-focus the
beam. The ion gun system provides positive species of any inert gas (He, Ar, Ne, Xe,
Kr, N2) as well as reactive ions by use of O2 or H2. The acceleration voltage can be
varied from 0.2 kV to 5 kV. In the present work, we apply a fixed voltage of 5 kV. The
ion beam current can be chosen from 10µA to less than 1 pA. To further reduce the
spot size of the ion beam, an additional electrostatic lens close to the AFM cantilever
is used. The ion lens demagnifies the image of an aperture with a diameter between 1
and 20µm to the surface of the AFM tip [415]. To facilitate the alignment, an aperture
of 20µm is used in the following. The AFM (Alpha contact) works in contact mode
and uses piezoresistive cantilevers with a hollow tip. The cantilevers and tips are made
of silicon nitride with a thickness of 150 nm (Witec). Close to the apex of the hollow
tip, a nanometer-sized hole is drilled using FIB milling with gallium ions. The AFM
stage is mounted on a three-axis table (Physik Instrumente PI) with a resolution of
200 nm. The AFM device is based on a piezoresistive positioning sensor system with
a resolution of 1 nm. The sample holder is mounted on a piezo-electric scanner with
a resolution of 0.1 nm and a moving range of 150µm in the horizontal and 20µm in
the vertical direction [415]. To extend the moving rage, the piezo-translation stage
is placed on a second long-range stepper motor table providing micrometer positioning
over several centimeters. In order to measure the ion current, the setup is equipped with











Figure 8.4: Scanning electron microscope image of the atomic force microscopy tip: The
hollow silicon nitride AFM tip is glued on a piezoresistive cantilever. Using focused ion beam
milling, a hole is drilled in the tip at position (x, y) = (113, 752) nm with respect to the apex.
The hole has an elliptical shape with a size of 60 nm × 30 nm.
a Faraday cup directly fabricated on the sample holder and a picoampermeter. In the
case of very low currents, an additional electron multiplier (detection efficiency > 90%)
allows for the detection of single ions. A long working distance microscope objective
(10×) and a white light source integrated in the chamber enable live observation and
adjustment of the AFM tip with respect to the ion beam. The white light image is
deflected by a 45◦ pierced mirror towards the objective connected to a high resolution
and high sensitivity CCD camera. The whole setup is placed in a vacuum chamber
equipped with a turbo pump and an ion pump reaching pressures of 10−4 Pa. To avoid
vibrations, the nanoimplanter is installed on an optical table and the turbo pump is
turned off during implantation. A schematic of the nanoimplanter setup is shown in
figure 8.3.
Pierced AFM tip
The AFM device is based on a piezoresistive cantilever with an integrated Wheat-
stone bridge [415, 427]. Compared to conventional optical beam deflection methods,
the piezoresistive technique allows for very compact high-resolution AFM systems that
can be integrated in ultra-high vacuum setups. The interaction of the AFM probe
with the sample causes a change of the cantilever bending, its resonance frequency or
a phase shift. When the cantilever is deflected by a force acting on the tip located
at the beam end, mechanical stress occurs in the lever volume, being proportional to
the applied force [428]. Using complementary metal-oxide-semiconductor (CMOS) tech-
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nology, piezoresistors are integrated in the cantilever made of silicon [427]. Silicon is
known to change its electrical resistance under applied mechanical strain (piezoresis-
tive effect) [429]. The change of the resistance with respect to stress is detected by a
Wheatstone bridge integrated in this area. Figure 8.4 shows the AFM cantilever with
four integrated active piezoresistors connected to form a Wheatstone bridge. At the end
of the silicon lever a hollow pyramidal tip made of silicon nitride with a thickness of
150 nm is attached. In the combined nanoimplanter setup, the AFM is used to image
the sample and collimate the ion beam for implantation into predefined structures. For
imaging, the tip is scanned in direct contact over the target. In contact mode, the
piezoresistive Wheatstone bridge is biased directly and the output voltage of the bridge
is read out and amplified to drive the feedback loop of the AFM.
To reach a spatial nanometer resolution, a small hole in the AFM tip works as a
last beam limiting aperture defining the beam spot size. The nano-hole is drilled in the
tip using focused ion beam milling with 30 keV Ga+ ions and a current of 10 pA. When
milling the hole, the AFM cantilever is inclined by an angle of 17◦ with respect to the
substrate, which is equal to the tilting angle during the implantation. In general, it is
not desirable to mill the nano-hole directly at the apex of the tip as it will possibly be
congested or damaged when working in contact mode. Therefore, in our experiments,
the hole is shifted by 113 nm in x-direction and 752 nm along the y-axis with respect
to the apex of the tip. The milled nano-hole has an elliptical shape with a transverse
diameter of 60 nm and a conjugate diameter of 30 nm, which results in a hole cross
section of 1,413 nm2. A labeled scanning electron microscope image of the tip taken
after FIB milling of the hole is shown in figure 8.4. The image is taken at an angle of
17◦. Ion beam irradiation can lead to reduction or even closing of the nano-hole. This
effect is often desired to reach extremely small collimation of the ion beam to perform
implantation at very high spatial resolution [425]. After the ion implantation of our
samples, we check by SEM images that the nano-hole in the used AFM tip is still open
to make sure that all structures have been implanted with nitrogen.
8.1.4 Post processing
After the ion implantation process the samples are annealed in vacuum. There are basi-
cally two reasons for the high-temperature treatment: The first reason is the increased
mobility of vacancies. At elevated temperatures above 600◦C [416], vacancies can diffuse
within the crystal lattice towards implanted impurity atoms. This is especially impor-
tant as most of the color centers (e.g. NV and SiV centers) involve lattice vacancies to
form active emitters. Second, ion bombardment causes damages to the diamond lattice
that can be recover via high-temperature annealing [416] (c.f. chapter 6), if the lattice
damage is below a certain threshold. As ion bombardment damages lead to significant
non-radiative recombination channels [430, 431], it is impertinent to repair the crystal
lattice in order to achieve bright luminescence of the implanted color centers.
High-temperature annealing after ion radiation is crucial for bright and efficient
color center emission with low background contribution of the diamond lattice. How-
ever, there is one side effect that has to be tackled: surface graphitization. Annealing in
208 Chapter 8. Nanoimplantation of NV centers





























Energy per N+ atom (keV)
(a) (b)
Figure 8.5: (a) Number of vacancies created per implanted N+ ion simulated using SRIM. (b)
Creation yield measured by Pezzagna et al. [432] as a function of the N+ ion’s kinetic energy
implanted in diamond.
vacuum for several hours at temperatures above 900◦C might cause a nanometer-thick
graphitic layer at the diamond surface. The rate of graphitization and the thickness
of the graphite layer strongly depend on the heating conditions. Using Raman spec-
troscopy, the presence of sp2 bonded carbon such as graphite or amorphous carbon can
be revealed. Especially for low-energy implantation, surface graphitization becomes a
serious problem, as in this case the ion penetration depth is very shallow. To remove
the graphitic residues, the sample is cleaned in a 1:1:1 mixture of boiling nitric, sulfuric,
perchloric acid for several hours after ion irradiation. Furthermore, annealing in air
at 420◦C for several hours selectively oxidizes sp2 carbon while leaving the diamond
intact [390].
8.1.5 Theoretical creation yield
Not every implanted substitutional nitrogen atom is transformed into an optically active
NV center. The ratio of the number of created NV centers divided by the amount of
implanted substitutional nitrogen ions is defined as the creation yield. As the NV center
complex involves an adjacent lattice vacancy next to the substitutional nitrogen atom,
the production efficiency strongly depends on the amount of vacancies created by ion
bombardment. In the following, we will discuss the dependence of the NV creation
efficiency on the ion kinetic energy and the implantation dose.
Ion kinetic energy
Figure 8.5(a) displays the number of vacancies created per implanted nitrogen ion sim-
ulated by SRIM [374]. The higher the implantation energy, the more vacancies are
created in the vicinity the implanted substitutional nitrogen atoms, leading to an en-
hanced probability of NV center creation, as long as the damage of the diamond lattice
is not too strong. To qualitatively determine the production efficiency, Pezzagna et
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al. [432] measured the number of created NV centers as a function of the 15N+ ion en-
ergy. Their results, that are shown in figure 8.5(b) taken from reference [432], suggest a
strong correlation between the number of vacancies and the NV production yield. For
low energetic ion implantation of a few keV, the slope is very steep and saturates in the
MeV range. At 18MeV, a high yield of 45% is reached, while in the case of low energetic
ion implantation of 5 keV the creation efficiency of single NVs is significantly reduced to
only 0.8% [432]. The creation yield at high energetic ion irradiation is physically limited
by the amount of substitutional nitrogen atoms that stop or diffuse upon annealing to
an on lattice site. Simulations [420] suggest that only half of the implanted nitrogen
ions are placed on-site and hence can be transformed into optically active NV centers
defining an upper bound for the creation yield. In contrast, for small ion energies lower
than 10 keV, the NV production efficiency is limited by the number of vacancies that can
diffuse towards the implanted substitutional nitrogen atoms to form NV centers [432].
Depending on the ion energy and hence the implantation depth, the lack of vacancies is
mainly attributed to either recombination with interstitial carbon atoms or migration
towards the diamond surface. The impact of the surface is dominant in the case of very
shallow implantation, whereas for higher ion energies the recombination process is crit-
ical. For low-energetic implantation at 5 keV, Antonov at al. [420] predict that 44% of
the created vacancies recombine with interstitial carbon atoms during high temperature
annealing and 49% of the vacancies are lost at the surface. The amount of vacancies
migrated towards the surface reduces to 26% when the implantation energy is increased
to 50 keV and the recombination with carbon atoms becomes important, annihilating
62% of the vacancies. Hence, the presence of a nearby surface significantly reduces the
amount of vacancies available to form single NV centers. Moreover, the proximity to
the surface has a strong impact on the charge state of the NV center [393]. The de-
crease in the NV production yield with decreasing ion energy has been investigated by
Ofori-Okai et al. [419] for very low nitrogen implantation energies of 0.4− 5 keV. They
attribute the decrease in the photoluminescence signal to a reduced formation of NV−
centers at energies below 3 keV. This suggests the presence of a possible depth threshold
below which the NV− charge state becomes unstable [394]. Later in this section, we will
present strategies to boost the creation efficiency by increasing the amount of vacancies
via co-implantation and by controlling the NV charge state via surface termination.
Ion fluence
As seen in the previous section, the creation yield of NV centers strongly depends
on the kinetic energy of the implanted nitrogen ions. In this section, we discuss the
impact of the ion fluence on the creation yield for constant implantation energy of
5 keV and compare our considerations with experimental data obtained for very low
fluences [420] and for moderate and high ion doses [432]. For very low fluences of
3 × 108 ions/cm2, Antonov et al. [420] measured a creation efficiency of 23 − 29% of
single NV centers that is found to be independent of the implantation energy of 2.5 keV,
5 keV and 20 keV. Their experimental findings have been supported by sophisticated
simulations including the amount of available vacancies after high temperature annealing
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Figure 8.6: Solid line: Average distance between two adjacent nitrogen atoms implanted
into diamond with an energy of 5 keV as a function of the ion fluence. Dotted line: Volume
concentration of vacancies created by 5 keV nitrogen irradiation in the diamond lattice.
as well as the number of nitrogen atoms on-lattice sites. The simulations predict a
creation yield of 25% that is claimed to be independent of the implantation energy in
the range of 4 − 50 keV. Their experimental findings for extreme low ion doses exceed
previous efficiencies of < 1.5% [432] obtained for an implantation energy 5 keV and high
fluences of 1011 − 1014 ions/cm2 by one order of magnitude. The significant difference
in production yield is attributed to the extreme low ion dose used in Ref. [420]. In
fact, when increasing the fluence to ∼ 109 ions/cm2 the creation yield is reduced by
more than a factor of 3 and decreased even further when lowering the ion energy or
increasing the implantation dose [420]. These results suggest that even slight damages
in the vicinity of implanted nitrogen ions induced by ion fluences < 109 ions/cm2 inhibit
the photoluminescence of single NV centers and lower the creation yield [420].
Apart from very low ion doses, the creation yield of single NV centers induced by
5 keV-ion implantation is typically < 1.5% [432]. In order to produce at least one single
NV center at the center of a photonic crystal cavity by ion implantation through the
pierced AFM tip, ion fluences exceeding 1011 ions/cm2 are required (assuming unity
creation efficiency). As in practice the yield is smaller than unity, the nitrogen implan-
tation into photonic crystal structures presented in section 8.3 has been performed at
ion doses between 1013−5×1014 ions/cm2. In the following, we will discuss the expected
NV production yield for moderate fluences. The solid curve in figure 8.6 shows the sim-
ulated average distance between two adjacent implanted substitutional nitrogen atoms
as a function of the ion dose: the stronger the fluence the smaller the N-N-distance. For
very large distances between adjacent nitrogen ions, the vacancies created by one im-
planted nitrogen ion cannot be trapped by a second nitrogen ion. Therefore, we would
expect a constant NV creation yield as long as the vacancies clouds around the nitrogen
atoms do not overlap. This has been confirmed by Pezzagna et al. [432]: Over a wide
range of fluences between 6.9× 1010− 2× 1012 ions/cm2, they found a constant yield of
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0.7% − 0.8%. However, at higher fluences, the measured production yield raises up to
1.3% [432]. At fluences above 4× 1012 ions/cm2 the N-N-distance is reduced to < 6 nm
such that the shells of vacancies around implanted ions start to overlap, if we consider
the lateral extend of the implantation spot shown in figure 8.1. For small N-N-distances,
the created vacancies can additionally be trapped by a second adjacent substitutional
nitrogen atoms, which would result in an increased probability of NV center production.
However, the boost in the creation yield with higher fluences has a physical limit: If the
ion irradiation exceeds the amorphization threshold, the damages within the material
become too strong and the diamond lattice cannot be recovered by thermal annealing.
Amorphization of the diamond would heavily suppress the color centers fluorescence.
Pezzagna et al. [432] found a maximum fluorescence intensity for an implantation dose
of 1.2 × 1014 ions/cm2. At higher fluences, the intensity strongly drops. Considering a
vacancy density of 0.35 vacancies/Å/ion calculated using SRIM [374] for 15N+ ion im-
plantation at an energy of 5 keV, the dose yielding maximal fluorescence intensity would
correspond to a threshold of 4× 1021 vacancies/cm3 or a vacancy volume concentration
of 2.3% in the diamond (dotted line in Fig. 8.6). For fluences exceeding the damage
threshold, the diamond lattice is irreparable destroyed and graphitization occurs upon
annealing. The here derived critical value is comparable to the damage density thresh-
old of 1022 vacancies/cm3 determined by Uzan-Saguy et al. [384]. They claimed the
graphitization threshold to be independent of the ion species and implantation energy.
To summarize, for shallow 15N+ implantation at 5 keV the NV creation yield of 0.8%
is constant for fluences < 4 × 1012 ions/cm2 and increases up to 1.3% for ion fluences
between 4 × 1012 − 5 × 1013 ions/cm2 before it significantly drops at large ion doses.
In the case of low ion doses, the creation yield is limited by the amount of vacancies,
whereas for large fluences graphitization of the diamond lattice, that inhibits the NV
photoluminescence, becomes important.
Increasing the creation yield
As discussed above, nanometer spatial resolution can only be achieved for ion energies
of a few keV that comes along with an implantation depth close to the diamond surface.
However, the close proximity to the surface leads to a reduced production yield of single
NV centers that has to be tackled. First of all, for very shallow implantation depths,
the NV creation yield is significantly limited by the amount of vacancies. During high
temperature annealing, a major part of the vacancies diffuses towards the diamond
surface instead of recombining with a substitutional nitrogen atom to form an optically
active NV center. Secondary, the surface termination of the diamond has a strong impact
on the charge state of the NV center as well as on its photostability. In the following, we
will discuss in detail different strategies to enhance the creation yield of NV− centers via
co-implantation of other ion species to increase the amount of vacancies or via controlled
surface treatments to stabilize the NV− charge state and suppress photochromism.
To overcome the lack of vacancies in the case of low energetic ion implantation, subse-
quent irradiation with other ion species could enrich the N implanted region with vacan-
cies and facilitate the NV formation. Schwartz et al. [433] studied the co-implantation
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of 7.7 keV hydrogen, helium and carbon atoms into high purity (100) single crystal dia-
mond implanted with 7.7 keV 14N+ ions. During the ion bombardment, the sample was
heated to 780◦C. At the depth of the implanted nitrogen ions, additional vacancies are
induced by the subsequent ion irradiation yielding an enhanced NV photoluminescence
intensity by 7%, 10% and even 25% for hydrogen, helium or carbon co-implantation,
respectively. Similarly, subsequent irradiation of inert 28 keV-argon atoms after the im-
plantation of 14 keV 15N2+ nitrogen ions into ultra pure diamond leads to an increase by
5− 130% in the NV photoluminescence intensity depending on the nitrogen and argon
ion doses [434]. However, detailed further studies on the optimal annealing conditions
as well as the argon and nitrogen doses are needed, as not only a strong variation in
the intensity enhancement but also a decrease of the yield for low fluences has been ob-
served. The co-implantation of carbon atoms to enhance the NV production yield has
been studied by several groups. Using a two step implantation process, which involves
the implantation of molecular nitrogen ions 15N+2 with an energy of 30 keV per atom
into single crystal diamond followed by a high dose 12C irradiation at 40 keV, the NV
creation efficiency has been more than doubled reaching yields of 33% [435]. Similar
raise in the creation efficiency up to 36± 9% have been achieved for 15N+2 molecular ni-
trogen accelerated with an energy of 10 keV per atom and co-implanted with 12C atoms
at 20 keV into (100) single crystal diamond [436]. The same effect can be achieved, by
implanting CN− molecules instead of nitrogen ions [421]. When the CN− molecule hits
the surface, it splits into a nitrogen and a carbon atom leading to additional vacan-
cies around the implanted nitrogen atom. Doping a single crystal ultra-pure diamond
with CN− molecules at an energy of 40 keV, produces single NV centers with a yield of
7% [421]. However, very high 12C fluences favor the formation of vacancy complexes and
vacancy related defects that compete and hinder the creation of NV centers [433,435].
Besides the effect of vacancy capture, the close proximity to the surface has also
a strong impact on the charge state of the NV center. In order to convert the NV0
center, that is formed by recombination of a substitutional nitrogen atom and a va-
cancy [394], into its negatively charged state NV−, an additional electron donor located
in the vicinity of the defect is required. It is widely expected that substitutional ni-
trogen atoms are the main electron donor [394, 437]. However, it has been shown that
the amount of NV− centers is significantly reduced near the surface compared to bulk
material [437]. This suggest the presence of an electron depletion layer induced by sur-
face acceptor states leading to ionization of the nitrogen donors within the first ten to
hundred nanometers [393,437]. Possible acceptor species are graphite defects [394,437],
polishing damages, implanted gallium ions during FIB milling [437] or a hydrogen sur-
face termination [393]. By removing graphitic shells and amorphous carbon via acid
treatment or annealing in air [391,394] as well as by changing a hydrogenated surface to
an oxygen-termination via O2 plasma treatment [393], the NV center can be switched
from its neutral to the negative charge state and the NV− photoluminescence inten-
sity can be strongly increased. The impact of controlled surface termination on the
production yield of single NV− centers created by ion implantation has been studied
by several groups. For an ensemble of NV centers that were created by 10 keV 14N+
ion implantation at a depth of 15 nm, Cui at al. [438] observed a stabilization of the
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NV− charge state in the case of fluorine- and oxygen-terminated diamond surfaces. The
impact of CF4 or O2 plasma treatment on the creation yield of NV centers has equally
been studied by Osterkamp et al. [439]. Using plasma treatment, they observe a four
fold increase in the production yield of single NV centers that were implanted at a depth
of 5 nm with an implantation energy of 2.5 keV. Surface treatment not only increases the
production yield but also suppresses photochromism. Before plasma treatment, 86% of
very shallow NV centers implanted with 1.25 keV at a depth of 3 nm below the surface
showed blinking. This blinking can totally be suppressed and the charge state is com-
pletely converted to NV− by fluorination of the diamond surface [439]. In the present
work, we assure a well defined oxygen surface termination by thorough acid treatment
and oxidation in air. The overall conversion to the negative charge state is confirmed
by fluorescence spectroscopy.
Another way to stabilize the NV− charge state and to significantly enhance its
spin coherence times, is to epitaxially overgrow shallow (< 10 nm) implanted NV−
centers with a nominally undoped 30 nm-thick diamond layer [440]. This approach
combines the high spatial positioning accuracy via low energetic nitrogen implantation
with good optical and spin properties of stable NV− centers by keeping the color centers
sufficiently away from the diamond surface. After the re-growth, most of the NV centers
are converted to the negative charge state and only 5− 10% reside in the neutral state.
8.2 Photonic crystal cavities in ultra-pure diamond
After having discussed the physical basis of ion implantation into matter and having
presented the implantation setup, we will focus in this section on the fabrication of pho-
tonic crystal cavities in ultra-pure diamond membranes intended for targeted creation
of single NV centers via ion implantation. Using confocal spectroscopy, we identify cav-
ity modes near the design wavelength of 637 nm in the spectra and analyze the quality
factors.
Sample preparation
The starting material is a 10µm thick (100) single crystal diamond membrane (electronic
grade, Element Six N.V.) with a specified nitrogen concentration of < 5 ppb that is
bonded via a spin-on glass adhesion layer onto a silicon substrate with partially removed
areas. The free-standing diamond membrane is thinned from the top side to a thickness
of 200− 220 nm using reactive ion etching and patterned via focused ion beam milling
using a chromium protection layer during milling. As a final step, the sample is annealed
at 800◦C for 2 h in vacuum and is thoroughly cleaned in hot acid (HNO3:H2SO4:HClO4
= 1:1:1) for 45min and annealed in air for 6 h at 420◦C to oxidize any graphite residuals.
For details on the sample preparation, please see chapter 6.
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structure a R Rb Rc d
(nm) (nm) (nm) (nm) (nm)
M1-o240 240 82 75 71 46
M1-o250 250 83 75 72 48
M3-u220 220 80 unoptimized
M3-u227 227 83 unoptimized
M3-u233 233 81 unoptimized






Table 8.2: Design parameters of the six fabricated photonic crystal cavities and optimized
M1-layout: The lattice constant a and the hole radius R are summarized for every structure.
For the optimized M1-cavities, the reduced hole radii Rc, Rb and the lateral hole shift d are
given with the corresponding layout on the right.
Cavity designs
As already presented in section 6.3.2, we fabricate 15 photonic crystal structures with
different cavity sizes ranging from one-, three- to seven-hole defects at the center. Six
of the 15 photonic cavities are used in this chapter for ion implantation. Two optimized
M1-cavities with lattice constants of a = 240 nm and 250 nm are fabricated, referred
to as M1-o240 and M1-o250 (M1-layout see table 8.2). The lateral shift d and the
radii Rb, Rc of the nearest-neighbor air holes have been optimized according to the
principle of gentle confinement to increase the quality factor. The design parameters
are chosen according to table 5.4 in section 5.6.2 and to reference [275]. Besides the
small M1-cavities, we fabricate large-size defect structures: Three unoptimized M3-
cavities with different lattice constants of 220, 227 and 233 nm and one unoptimized
M7-cavity with a = 227 nm, referred to as M3-u220, M3-u227, M3-u233 and M7-u227.
The design parameters of the six photonic crystal structures are summarized in table
8.2. Scanning electron microscope images of the M1-o250, M3-u233 and M7-u227 cavity
are exemplary shown in figure 6.13 in section 6.3.2. The images are taken after all
post-processing steps. A distance of ∼ 40µm between the cavity patterns is chosen to
avoid unintentional irradiation of adjacent structures during the nitrogen implantation.
Cavity Modes
To determine the resonant wavelengths and the experimental quality factors, we measure
the photoluminescence spectra under continuous wave 532 nm-excitation at the center
of the fabricated structures using confocal microscopy. For details on the confocal
setup designed for room temperature spectroscopy, the reader is referred to chapter 4.
Figure 8.7 shows the photoluminescence spectra taken at room temperature of the M1-
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Figure 8.7: Photoluminescence spectra of the M1-o240, M1-o250 and M3-u233 photonic crystal
cavity: Several cavity modes close to the design wavelength of 637 nm (marked by green line)
of the NV− zero-phonon line are observed in the spectra. Polarization analysis shows that odd
modes are pronounced for horizontal oriented polarizer (blue line), whereas even modes are
prominent for vertical orientation (red line).
o240, M1-o250 and M3-u233 cavity structures. Several cavity modes near the design
wavelength of 637 nm, corresponding to the NV− zero-phonon line, are observed. To
determine the polarization of the cavity modes, a polarization analyzer is placed in
the detection path either aligned to the x- or y-axis of the structure. The polarization
resolved spectra are displayed by colored curves in figure 8.7. The M1-cavities show four
distinct modes. Three M1-modes reveal a linear polarization along the y-axis, whereas
the mode at shortest wavelength is polarized along the x-direction. From the width
of the resonant peaks, we deduce quality factors between 130 and 210. Based on the
polarization measurements and FDTD simulations, we identify the higher order modes
as dipole, quadrupole and hexapole modes. For the theoretical description of cavity
modes supported by one-missing hole defects, the reader is referred to section 5.5.2. We
attribute the peak centered at the shortest wavelength in the spectrum to the hexapole
mode. FDTD simulations reveal a linear polarization along the x-axis of the hexapole
mode confined in the optimized M1-cavity [316]. Moreover, a highly directive emission
in the vertical direction is expected for the deformed hexapole mode [316], resulting in
M1-o240 M1-o250
mode λ (nm) Q λ (nm) Q
hexapole 634± 2 130± 30 653± 2 161± 6
quadrupole 653± 2 160± 20 676± 2 206± 34
dipole 670± 3 170± 40 700± 2 210± 26
dipole 681± 2 180± 70 708± 3 148± 20
Table 8.3: Cavity modes of the fabricated M1-o240 and M1-o250 cavities, their resonant
wavelengths and Q-factors. The error denotes the standard deviation averaged over eight mea-
surements.
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Hexapole Dipole
Quadrupole Dipole
Figure 8.8: Central position of the M1-o240 and M1-o250 cavity modes as a function of the
number of post-processing steps. The post-processing steps include high-temperature annealing,
acid treatment and nitrogen implantation (gray shaded region indicates measurements after
ion implantation). Despite small fluctuations, the resonant wavelengths are unaffected by the
processing steps. Please note that the treatment does explicitly not imply oxidation of the
sample to tune the cavity modes.
a high collection efficiency by the microscope objective. The predictions are conform
with the linear x-polarization and the strong intensity of the lowest-wavelength peak in
the spectrum. We assign the next peak at longer wavelengths to the −x− y quadrupole
mode. Due to the asymmetry of the defect structure, the degeneracy of the dipole and
quadrupole modes is lifted and the ordering of the modes might change. According to
FDTD calculations, the resonant wavelength of the −x−y quadrupole should be longer
than the one of the hexapole mode and shorter than the dipole modes. Moreover,
the −x− y quadrupole mode is expected to be mainly polarized along the y-direction,
which is conform with our polarization analysis. The modes at longest wavelength are
identified as dipole modes. For an ideal cavity structure, we expect an orthogonal linear
polarization of the dipole modes. However, due to the asymmetry of the defect design or
due to fabrication tolerances, the linear polarization of x-dipole mode might be switched.
Table 8.3 summarizes the resonant wavelengths and the quality factors of the M1-o240
and M1-o250 cavity.
The values given in table 8.3 are averaged over eight measurements, where the error
indicates the standard deviation of the resonant wavelengths and quality factors. The
eight spectra are taken after different processing steps including high-temperature an-
nealing and acid treatment. It is crucial that the resonant wavelengths are not affected
by the post-processing steps. The fitted central wavelengths of the M1-o240 and M1-
o250 cavity modes are plotted in figure 8.8 as a function of the number of processing
steps. The gray shaded region in figure 8.8 indicates the measurements performed af-
ter ion implantation. Despite small fluctuations, we confirm the resonant wavelengths
of the cavity modes to be constant upon acid treatment, high temperature annealing
and nitrogen implantation. We emphasize that the diamond sample is not oxidized in
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M3-u233
mode λ (nm) Q mode λ (nm) Q
o8 588 170 o4 644 160
o7 605 280 o3 648 250
o6 616 210 o2 655 320
o5 638 240 o1 663 100
Table 8.4: Cavity modes of the fabricated M3-u233 cavity, their resonant wavelengths and
Q-factors.
order to tune the cavity modes. Here, we only focus on the post-processing steps to
restore the diamond lattice after FIB milling or ion implantation or to remove graphite
residuals. These measures should leave the spectral positions of the modes unchanged,
which is confirmed in figure 8.8. However, strikingly, the hexapole mode of the M1-o240
cavity at a wavelength of 634 nm disappears after the fourth cleaning step. This is un-
expected. We can exclude extensive contamination of the structure as residuals from
acid treatments would equally affect other cavity modes.
The M3-u233 cavity spectrum reveals several modes, all polarized along the x-
direction. The moderate quality factors of the cavity modes range from 100 to 300.
According to the classification of the modes with respect to their mirror reflection sym-
metry at y = 0, we refer to these modes as odd modes, abbreviated by “o” (c.f. section
5.5.2). The odd modes are numbered consecutively starting with the lowest-order mode
at the longest wavelength. The resonant wavelengths and the quality factors are summa-
rized in table 8.4. The presented M1-o240, M1-o250 and M3-u233 are the only cavities
which show modes. As the membrane is slightly wedged due to non-ideal polishing, the
thickness at the positions of the three other fabricated structures M3-u220, M3-u227
and M7-u227 is too high favoring the formation of higher-order resonant modes with
low quality factors. Due to the broad cavity linewidth, low-Q cavity modes can hardly
be identified in the spectrum.
8.3 Ion Implantation into photonic crystal cavities
For high-resolution implantation of nitrogen ions at the center of the fabricated photonic
crystal cavities, we use a pierced AFM tip as a beam collimator. Integrated in the
nanoimplanter setup, the AFM is used to image the photonic crystals by scanning
the tip in immediate contact over the sample. Once the nano-hole in the AFM tip is
positioned above the cavity center the 5 keV-ion beam is focused on the tip and nitrogen
ions are implanted through the hole into the predefined diamond structures. In this
section, we present the AFM scans of the photonic crystal structures used to identify
the cavity center and to precisely position the pierced tip. In our experiments, we aim
at a low number of implanted NV centers and ideally one single optically active defect.




Figure 8.9: (a) Scanning electron microscope image and corresponding (b) surface topography
detected via atomic force microscopy of M1-o240 cavity structure. AFM scan area: 5× 5µm2
The chosen implantation parameters are given in this section.
8.3.1 Atomic force microscopy scans
To align the AFM tip with respect to the ion beam, we use a silicon test sample coated
with an electron beam resist polymethyl methacrylate (PMMA) which is sensitive to
ion irradiation. The position and the size of the ion beam can be observed as a dark
spot in the PMMA layer using the microscope objective integrated in the nanoimplanter
setup. The AFM tip is subsequently aligned to the imprint of the ion beam. The tip is
optimally positioned, when only a dark halo of the ion spot is still visible around a blank
center that was covered by the AFM tip during irradiation. For large beam diameters
(∼ 20µm) the alignment is easy, but becomes more delicate for smaller beam focuses.
From the spot size in the PMMA layer, we deduce a beam diameter of 13µm for our
experimental parameters.
In the combined nanoimplanter setup, the AFM is used to image the sample and
to position the tip such that ions are implanted through the nano-hole into predefined
structures. To image the surface topography, the tip is scanned in immediate contact
over the sample. In figure 8.9 the scanning electron microscope image and associated
surface topography detected via atomic force microscopy of the M1-o240 structure are
displayed. The milled air holes and the center of the photonic crystal cavity are clearly
visible in the AFM scan. With the piezoresistive AFM system a resolution of 1 nm [415]
can be achieved. Prior to implantation, several AFM scans of every cavity center are
performed. As an example, detail scans of the M1-o240, M3-u233 and M7-u227 cavities
are shown in figure 8.10. The center of the cavity structures can clearly be identified.
However, with increasing number of scans the resolution of the AFM images gets worse.
The image of cavity M1-o240 (Fig. 8.10(a)) is the third scan performed with the AFM
tip. The air holes of the photonic lattice and the cavity center can clearly be identified.
After eleven scans, the resolution of the AFM picture is still sufficiently good, as can be










Figure 8.10: Detail AFM scans of the (a) M1-o240, (b) M3-u233 and (c) M7-u227 cavities.
Scan area: 2.5× 2.5µm2
seen in the figure 8.10(b) of the M3-u233 cavity. However, the resolution significantly
degrades after 18 scans: In the AFM image of the M7-u227 structure (Fig. 8.10(c)), the
cavity center and the air holes can hardly be identified. The deterioration in resolution
originates from the degradation of the AFM probe. Scanning the tip in contact mode
over the sample leads to an abrasion of the tip material, as the diamond substrate is
much harder than the silicon nitride tip. As the resolution of AFM images are mainly
determined by the radius of curvature of the tip, its material abrasion results in a loss
of precision with increasing scan number.
In order to implant nitrogen ions with high precision at the cavity center, the nano-
hole drilled in the tip has to be placed directly above the center of the structure. To
this end, we have to take into account that the hole is not positioned at the apex of the
tip but shifted by 113 nm in x-direction and 752 nm along the y-axis (c.f. Fig. 8.4) to
avoid a degradation or closing of the hole while scanning the tip in contact mode over
the sample. In the experiment, the position of the tip is corrected for this shift.
8.3.2 Implantation parameters
We implant 15N+ ions at a fixed kinetic energy of 5 keV at the center of six photonic
crystal structures of different cavity sizes ranging from one-, three-, to seven-missing
holes: M1-o240, M1-o250, M3-u220, M3-u227, M3-u233 and M7-u227. To precisely
determine the dose, the ion beam current is measured prior to each implantation using
a Faraday cup fabricated directly on the sample holder and using a picoamperemeter.
From the measured beam currents between 0.24− 0.33 pA, the ion flux of 1.13− 1.55×
1012 ions/(cm2 s) can be determined when taking into account one elementary charge of
the 15N+ ions and the beam diameter of 13µm deduced by irradiation of the PMMA test
sample. Multiplying the flux with the irradiation time gives the applied ion fluences, also
called dose. Fluences between 0.2−4.4×1014 ions/cm2 are chosen such that only a small
number of NV centers would be created. To estimate the theoretical number of created
NV centers, we assume a NV creation yield of 0.8% [432] and an area of 1,413 nm2 of
the nano-hole drilled in the AFM tip. The hole size has been determined by scanning
electron microscope images of the tip taken prior to implantation (c.f. Fig. 8.4 in section
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structure fluence (ions/cm2) theo. NV created NV− yield (%)
M1-o240 2.65× 1013 3 3± 1 0.8± 0.3
M3-u220 4.40× 1013 5 5± 2 0.8± 0.3
M3-u233 1.77× 1014 20 (9) 11± 3 0.4± 0.1 (0.9± 0.2)
M1-o250 1.77× 1014 20 (9) 7± 2 0.3± 0.1 (0.6± 0.1)
M7-u227 4.42× 1014 50 (23) 21± 8 0.3± 0.1 (0.7± 0.3)
M3-u227 1.00× 1013 112 84± 20 0.6± 0.1
Table 8.5: Implantation parameters: Six photonic crystal structures are implanted with 15N+
ions at a fixed kinetic energy of 5 keV. The fluences and the aimed number of NV centers
assuming a hole area of 1,413 nm2 and a yield of 0.8% are given as well as the actual number of
created NV− centers and the associated production yield. The numbers in brackets take into
account a hole area reduction down to 657 nm2 upon ion irradiation. The ion beam is directly
focused on structure M3-u227 without collimation via the pierced AFM tip.
8.1.3). However, in the course of ion irradiation, the nano-hole size might be reduced,
resulting in a smaller expected number of NV centers and in a modified creation yield
(see discussion below). In the case of the M3-u227 photonic crystal cavity, the AFM
tip is removed and the ion beam is focused on the structure without collimation of the
nano-hole. To calculate the expected number of NV centers, we take into account the
three-missing holes area of 0.14µm2 at the center of the M3-u227 cavity. Assuming a
theoretical yield of 0.8%, we would expect 112 implanted NV centers at the applied dose
of 1× 1013 ions/cm2. Table 8.5 summarizes the applied fluences and the aimed number
of created NV centers for each photonic crystal cavity. The numbers given in brackets
take into account a size reduction of the nano-hole in the AFM tip upon ion irradiation.
After the implantation, the diamond sample is annealed at 800◦C for 2 h in vacuum
(1× 10−4 Pa). Subsequently, the diamond is cleaned in a boiling 1:1:1 mixture of nitric,
sulfuric, perchloric acids for 8 h and annealed three times in air at 420◦C for 2 h to
remove possible graphitic residuals after the high temperature annealing and to prepare
a well defined oxygen-terminated surface [394, 441] that favors the conversion to the
negatively charge state of implanted NV centers.
8.4 NV centers implanted in photonic crystals
Using confocal spectroscopy at ambient and cryogenic temperatures, we check the suc-
cess of the ion implantation into the photonic crystal cavities. As a first step, we assure
that up to 70% of the NV centers are converted to the negative charge state after the ox-
idizing post-processing steps. Detailed fluorescence scans provide the first evidence that
the pierced AFM tip was optimally positioned above the cavity structure during implan-
tation. Photoluminescence spectra at cryogenic temperature unambiguously prove the
creation of NV centers at the center of every photonic crystal defect. The spectra reveal
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Figure 8.11: Room temperature photoluminescence spectrum of a NV ensemble created by
5 keV 15N− ion implantation with high dose > 5 × 1014 ion/cm2. The zero-phonon lines of
the NV0 at 575 nm and NV− center at 637 nm are visible. The ripples in the spectrum are
associated to the transmission curve of the utilized stop-band filters.
several distinct zero-phonon lines around 637 nm that are attributed to single implanted
NV− centers. We investigate the spectral properties such as the central peak positions
and linewidths of the created optically active defects. From the normalized peak in-
tensity of the zero-phonon lines, we deduce the production yield of single NV centers.
Taking into account the size reduction of the nano-hole in the tip upon ion irradiation,
we find a yield of 0.8%± 0.1% which is almost independent on the implantation dose.
8.4.1 Ratio of NV0 and NV− emission
After the first 6 h of acid treatment, we determine the ratio of remaining NV0 centers
compared to the overall NV emission. To this end, we measure the photoluminescence
spectra at room temperature in a wide spectral range of 530− 900 nm at different test
spots on the sample implanted with high doses > 5×1014 ions/cm2. In the NV ensemble
spectrum in figure 8.11, the zero-phonon lines of the NV0 and NV− center at 575 nm
and 637 nm can be observed, respectively. The ripples in the spectrum are due to the
transmission curve of the utilized stop-band filter (Notch 532, Semrock) to suppress
the excitation laser. We assure that the deviation in transmission of the applied filters
is smaller than 2% at wavelengths 575 nm and 637 nm. From the photoluminescence
signal integrated in a spectral range of 20 nm around the NV0 and NV− ZPLs, we find
an intensity ratio of INV−/INV0 = 16± 3. To infer from this intensity ratio the number
of created NV0 centers compared to the total number of NV centers, several factors
have to be included in the analysis. First of all, we take into account different detection
efficiencies of our spectrometer at wavelengths 575 nm and 637 nm: ηdet,NV−/ηdet,NV0 =
1.8 ± 0.2. Second, different absorption efficiencies for the NV− and NV0 center under
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532 nm excitation need to be considered: ηabs,NV−/ηabs,NV0 = 2.5± 0.5 [442] as well as
different quantum efficiencies of the two charge states: ηqe,NV−/ηqe,NV0 = 2.0±0.3 [431].
Including all these factors as well as the measured intensity ratio in our analysis, we
evaluate the ratio of NV0 centers to be NV0/(NV0+NV−) = 0.36 ± 0.15. To further
reduce the number of NV0 centers, the sample is boiled for another 2 h in oxidizing acid
mixture and beyond that, it is heated in air three times at 420◦C for 10min. After the
thorough surface treatment, it is assumed that the ratio of remaining NV0 centers is
well below 30% and most of the NV centers are converted to their negative charge state.
In the photoluminescence spectra, no Raman signal attributed to sp2-hybridized
carbon (graphite and disordered carbon) could be observed after the acid treatment.
Hence, beside the effect of preparing a well defined oxygen-terminated diamond surface,
the acid treatment reliably removes any graphitic residuals that might be induced during
ion bombardment and subsequent high temperature annealing in vacuum.
8.4.2 Spectroscopy at cryogenic temperatures
We confirm the creation of single NV centers via ion implantation using confocal spec-
troscopy at cryogenic temperatures. Cooling the sample to liquid helium temperatures
has one reason: At room temperature, the linewidth of the zero-phonon line is broad-
ened due to spectral diffusion as well as due to phonon interaction with the diamond
lattice. Phonon interactions are temperature dependent and can be significantly reduced
by cooling the diamond to liquid helium temperatures. Hence, at low temperatures, the
ZPL linewidth is solely limited by spectral diffusion. This results in a much narrower
ZPL emission line that can be very well distinguished from background luminescence.
The identification of the ZPL in the spectrum clearly indicates the successful creation of
single NV centers via ion implantation. To perform measurements down to liquid helium
temperatures, the sample is mounted on the cold finger of a continuous flow cryostat
that is integrated in a confocal microscopy setup (c.f. chapter 4). Figure 8.12 shows
the fluorescence scans of the implanted cavity structures at 10K excited at 532 nm and
detected in the spectral range of 650-750 nm. The bright implantation spots of large
ensembles of NV centers created by the focused nitrogen beam are clearly visible. From
the fluorescence scans, we deduce a beam diameter of 15µm that is slightly larger than
the diameter of 13µm estimated by ion irradiation of the PMMA test sample prior to
implantation. The center of the bright spots appear dark in the scans. This region has
been shielded during ion implantation by the pierced AFM tip and was not implanted
except at the position of the nano-hole. In the middle of the dark area, the contours
of the photonic crystal cavities are visible. To estimate the position of the pierced tip
upon ion irradiation, the edges of the tip and the nano-hole are indicated in the scans by
dashed lines and a red dot, respectively. Within the resolution of the fluorescence scans,
we confirm that the nano-hole was well placed above the center of each cavity structures.
No fluorescence scan of the M3-u227 structure is shown in figure 8.12, because the ion
beam was directly focused on this structure without the AFM tip collimator. Hence, a
large spot around the M3-u227 cavity has been implanted.
To gain more insight into the spectral properties of the implanted NV centers, we







































Figure 8.12: Fluorescence scans of the implanted photonic crystal structures and scanning
electron microscope image of the pierced AFM tip. The red dot marks the position of the nano-
hole and the dotted white line the edge of the AFM tip. White/ black: high/ low fluorescence
intensity.
perform detailed fluorescence scans and measure the spectra at the center of the photonic
crystal cavities. Figure 8.13 shows the fluorescence scans and spectra of the M1-o240,
M3-u220 and M7-u227 cavities at 10K. The spectra taken at the cavity center (position
marked by red dot in the scan) show NV− emission around 637 nm. In the M1-o240
spectrum, four cavity modes at longer wavelengths 650−690 nm with low quality factors
between 160− 230 are visible (c.f. Fig. 8.7 in section 8.2). The M3-u220 and M7-u227
spectra do not reveal any cavity modes. The ion implantation is restricted exclusively
to the cavity center. In the reference spectra taken 1µm apart from the cavity center
(position marked by yellow dot in the scan), neither NV− emission nor any cavity modes
are observed. We emphasize that the spectra of all cavities doped with nitrogen show
clearly NV− emission when cooled down to cryogenic temperatures. For clarity, only
three of the six implanted structures are presented exemplary in figure 8.13.
In the case of the structures M1-o240 and M3-u220, which were implanted using
low ion doses, a zoom into the spectral range around 637 nm reveals several distinct
lines that can be attributed to single implanted NV− centers (Fig. 8.13(b,d)). At the
center of the M1-o240 structure, four distinct zero-phonon lines appear in the spectrum.
The central spectral positions and linewidths of the four peaks are summarized in table
8.6. The intensity of the peak observed at λ = 636.28 nm is very weak. In some
224 Chapter 8. Nanoimplantation of NV centers
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Figure 8.13: Photoluminescence spectra and scans of the (a,b) M1-o240, (c,d) M3-u220 and
(e,f) M7-u227 structure at 10K: (a,c,e) Insets: PL scans of area (a) 5 × 5µm2, (c) 5 × 4µm2,
(e) 6 × 4µm2. In the spectra taken at the center of the photonic crystal (black line, position
marked by red dot in the scan) zero-phonon lines of NV− centers around 637 nm are visible. In
the M1-o240 spectrum, cavity modes (O) at longer wavelengths are identified. The reference
spectra taken 1µm apart from the center (gray line, position marked by yellow dot in the scan)
do neither show NV− ZPL nor cavity mode signals. (b,d,f) Zoom into the background corrected
zero-phonon lines. (b,d) Several distinct lines are attributed to single NV− centers implanted
at the cavity center. Results from the Gaussian fits are given in table 8.6. (f) Zero-phonon line
of a large NV ensemble. Dots: measured data, gray lines: Gaussian fits.
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M1-o240 λ (nm) ∆λ (nm) ∆ν (GHz)
NV 1 636.28± 0.06 0.33± 0.03 244± 20
NV 2 636.87± 0.06 0.36± 0.04 266± 30
NV 3 637.57± 0.06 0.31± 0.02 229± 15
NV 4 638.17± 0.1 0.36± 0.07 265± 50
M3-u220 λ (nm) ∆λ (nm) ∆ν (GHz)
NV 1 636.71 0.53 392
NV 2 636.99 0.23 170
NV 3 637.33 0.38 280
NV 4 637.94 0.66 486
NV 5 639.53 0.37 271
Table 8.6: Central spectral positions and linewidths (FWHM) of zero-phonon lines associated
to several single NV− centers identified in the M1-o240 cavity spectrum (Fig. 8.13(b)) and
M3-u220 cavity spectrum (Fig. 8.13(d)). The peaks have been fitted with Gaussians. The data
of the M1-o240 cavity are averaged over four measurements. The error indicates the standard
deviation.
spectra (not shown), this peak is hardly visible. To not overestimate the number of
implanted color centers in the following, we refer to 3 ± 1 NV− centers implanted at
the M1-o240 structure. This number is reasonable: Assuming a theoretical NV creation
yield of 0.8% [432], we would have expected three NV centers produced by 5 keV-ion
doping for the utilized fluence (see table 8.5). Equally, the M3-u220 spectrum reveals
several NV− zero-phonon lines. However, these lines are not well separated and partially
overlap. From Gaussian fits, we extract the central wavelengths and linewidths that
are summarized in table 8.6. It is possible that some of the lines originate from two
implanted centers, as their linewidths are twice as broad as the width of the other peaks.
From the spectrum, we estimate 5 ± 2 single NV centers. The experimental findings
are conform with the targeted number of five implanted NV centers (see table 8.5). In
contrast, the M7-u227 cavity spectrum, that has been implanted at a high ion fluence,
shows a broad zero-phonon line at a center wavelength of 637.66 nm with a linewidth of
∆λ = 1.84 nm indicating a large ensemble of NV centers. Normalizing the background
corrected ZPL intensity to the averaged intensity of a single NV center (extracted from
M1-o240 spectrum), we estimate a number of 21± 8 implanted NV− centers within the
M7-u227 cavity. The NV production number and yield for each implanted structure are
discussed in section 8.4.3.
On the cavity structures, a significant background is measured at the reference po-
sitions (positions marked by yellow dots in the scans in Fig. 8.13). For implantation
at low fluences, the background is strong compared to the NV emission. When higher
doses are applied, the zero-phonon line and phonon side bands become more and more
pronounced. Due to this significant background, it is not possible to identify the im-
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planted NV centers as bright spots in the fluorescence scans. The presence of single NV
centers is only revealed in the spectra. Moreover, we are not able to confirm the number
of implanted NV centers by intensity auto-correlation measurements. Because of the
poor signal to background ratio, no anti-bunching dip is observed at zero time delay.
We observe a clear signature of NV− emission in the spectra taken at the center of
every photonic crystal cavity. This unambiguously proves the successful implantation of
nitrogen into every irradiated structure. The number of created NV centers is in good
agreement with the expected quantity, assuming a theoretical creation yield of 0.8%.
Even in the case of the smallest implanted M1-o240 cavity, single NV− centers are iden-
tified. From these results, we can deduce the spatial resolution of the ion implantation
process to be much smaller than 300 nm which corresponds to the dimensions of the
smallest M1-o240 defect structure. A more precise specification is not possible due to
the limited resolution of our confocal microscopy setup. In literature, the spatial resolu-
tion of the nanoimplanter setup used in this work has been specified to be 25 nm [425].
Pezzagna et al. [425] used high resolution spectroscopy based on stimulated emission
depletion to resolve single NV centers implanted at a distance of 16 nm.
In the following, we will discuss in detail the spectral positions and linewidths of
the observed zero-phonon lines. The zero-phonon line of an ideal NV center would
have a Lorentzian shape with a Fourier-transform limited linewidth ∆νFT that is de-
termined via the Heisenberg time-energy uncertainty relation ∆νFT T1 ≥ 2pi by the
lifetime of the excited state T1 [443]. Taking into account a lifetime of 11.6 ns [23] of
the excited state, a transform-limited linewidth of 13MHz is expected. This has been
measured for a single NV− center in bulk diamond at cryogenic temperatures under
resonant excitation [173,195]. However, in many cases, the emission line is broader than
the Fourier-transform of the time-profile of the emitted photon. The broadening arises
from fluctuations of the optical frequency that can be attributed to either dephasing
or spectral diffusion processes depending on the amplitude and rate of the fluctua-
tions [443]. Dephasing processes are related to fast fluctuations with a weak amplitude
that arise from interaction with phonons in the crystalline matrix. Dephasing leads
to homogeneous line broadening which follows a Lorentzian profile [444]. In contrast,
slow and large-amplitude fluctuations of the optical resonance frequency (termed spec-
tral diffusion) result in an inhomogeneous spectral broadening described by a Gaussian
distribution [444].
Pure dephasing of the optical transition is attributed to a dynamic Jahn-Teller effect
[217, 218] in the excited state of the NV− center (c.f. chapter 3). Phonon scattering
and electron-phonon interaction with the diamond lattice results in a homogeneously
broadened zero-phonon linewidth with a Lorentzian line shape. The ZPL linewidth was
found to follow a T 5 temperature dependence for temperatures T < 100K [217]. Hence,
with decreasing temperature, the dynamic Jahn-Teller effect can be suppressed and the
linewidth becomes narrower.
In contrast, spectral diffusion is associated to electrostatic fluctuations induced by
photo-ionized impurities like isolated substitutional nitrogen (electron donor) in the
diamond or defects near an etched surface. Charge fluctuations at a distance of several
nanometers can shift the excited state of the NV center via DC Stark effect by several
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hundred GHz [219]. This results in random spectral jumps of the NV emission line
resulting in an inhomogeneously broadened zero-phonon line with a Gaussian profile.
Further details are given in chapter 3.
The shapes of the zero-phonon lines observed in M1-o240 and M3-u220 spectra (Fig.
8.13) are very well described by Gaussian profiles with a full-width at half-maximum
around 250GHz. In contrast, a Lorentzian curve does not at all fit the spectral distribu-
tion. The linewidth is not limited by the resolution of the spectrometer. The results from
the Gaussian fits including the central spectral positions and linewidths are summarized
in table 8.6. Owing to the measured Gaussian profile, we conclude that spectral diffusion
is the major broadening mechanism of the NV− zero-phonon line at 10K. Our findings
are conform with literature. In various experiments on shallow implanted NV centers
in single crystal diamond or hosted in nano-diamonds, inhomogeneous broadening due
to spectral diffusion is dominant at cryogenic temperatures. Previously, spectral diffu-
sion up to 10GHz has been observed under 532 nm-illumination for shallow implanted
NV centers in single crystal diamond [391]. The authors of [391] claimed that the ran-
dom spectral jumps are attributed to charge traps near the implanted NV centers. In
contrast, for NV centers incorporated during CVD growth in high-quality diamond at
a depth of 60µm, little spectral diffusion < 200MHz [391] has been measured. This
suggest a strong impact of the concentration of charge impurities in the center’s direct
environment on its spectral jump rate [220]. In diamond nano-crystals, spectral jump
widths ranging from 20 to 260GHz upon green excitation has been detected by corre-
lation interferometry [219]. The measured linewidths summarized in table 8.6 are com-
parable to spectral diffusion widths measured for NV centers in nano-diamonds [219]
and are slightly larger than previously reported data for shallow implanted NV cen-
ters [391]. The presence of the thinned, patterned and post-processed photonic crystal
surface with a roughness of approximately 3 nm is expected to contribute to spectral
diffusion, particularly for NV centers close to the holes of the photonic lattice. This
might explain a slightly broader spectral linewidth measured in this work compared to
previously reported results for shallow implanted NV centers [391]. Another explanation
for the slightly broader linewidths is related to an uncertainty in the temperature mea-
surement. In our experimental setup, the temperature is measured on the cold finger
of the continuous flow cryostat, which might deviate from the actual sample temper-
ature. Hence, it might be possible that the sample temperature is higher than 10K
which would explain the slightly broader linewidths. One measure to overcome this
uncertainty in temperature measurement is to use the temperature-dependent shift of
the diamond Raman line for calibration [445].
It is remarkable that all peaks in table 8.6 exhibit comparable linewidths of around
250GHz, except two lines in the M3-u220 spectrum that might originate from two
single NV centers. Hence, we conclude that the influence of spectral diffusion is similar
for all individual NV centers within the cavities. In contrast, the zero-phonon lines
of the NV− centers observed in the M1-o240 and M3-u220 spectra do not appear at
the same central wavelength but differ by up to ∼2 nm from the ideal NV transition.
This suggest the presence of strain in the single crystal diamond membrane although
its high-quality. Davies and Hamer [168] measured the wavelength shift of the zero-
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Figure 8.14: (a) Number of created NV− centers and their associated (b) production yield
as a function of the applied dose upon 15N+ ion implantation at 5 keV into photonic crystal
cavities M1-o240, M1-o250, M3-u220, M3-u233 and M7-u227. (a) The dotted line indicates the
targeted number of NV− centers assuming a theoretical production yield of 0.8%. (b) The filled
markers show the yield assuming a hole area of 1,413 nm2 whereas the open markers indicate
the yield corrected for a reduced hole size of 657 nm2.
phonon transition at cryogenic temperatures when uniaxial stress is applied to the 〈111〉,
〈110〉 and 〈001〉 crystal axes. Based on their shift rate, the discrepancy in wavelength
suggests present strain up to several GPa within the diamond membrane depending on
the crystallographic direction. The presence of strain in the membrane has already been
revealed using Raman spectroscopy. As discussed in section 6.1.5, material strain might
be induced by the mismatch of thermal expansion coefficient of the diamond and the
spin-on-glass adhesion layer used to promote the bonding to the silicon substrate.
8.4.3 Experimental creation yield
From the photoluminescence spectra taken at cryogenic temperatures (10K, Fig. 8.13
in section 8.4.2), we determine the number of NV− centers created via ion implantation.
We integrate the background corrected fluorescence signal of the NV− zero-phonon line
in the spectral range of 630 − 645 nm and normalize it to the mean intensity of a
single NV− center. The mean intensity of a single NV− center is extracted from the
photoluminescence spectra taken at the center of the M1-o240 structure (Fig. 8.13(b)).
Figure 8.14(a) shows the number of created NV− defects measured at the center of each
structure as a function of the implantation dose. For comparison, the expected number
of created single emitters is shown as a dotted line assuming a creation yield of 0.8%.
By dividing the number of created NV− centers by the amount of implanted nitrogen
atoms, we obtain the NV− production yield shown in figure 8.14(b).
At low doses < 5 × 1013 ions/cm2 applied for ion implantation into structures M1-
o240 and M3-u220, the NV creation efficiency reaches 0.8 ± 0.3%, whereas for higher
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doses > 1014 ions/cm2, the NV production yield does not exceed 0.4± 0.1% as observed
for structures M1-o250, M3-u233 and M7-u227. The NV creation yield determined for
every implanted structure is given in table 8.5. The limited creation efficiency for high
fluences might have two reasons. First of all, as discussed in section 8.1.5, the creation
yield of single NV centers depends on the ion dose. As shown by Pezzagna et al. [432]
for a fixed 15N+ kinetic energy of 5 keV, creation efficiencies of 0.8%−1.3% are obtained
for ion fluences < 5 × 1013 ions/cm2. Their experimental findings are in very good
agreement with the production yield of single NV centers that have been implanted
at structures M1-o240 and M3-u220 with low fluences. At high implantation doses
> 1.2× 1014 ions/cm2, according to reference [432], the amorphization threshold of the
diamond lattice is reached and the NV yield drops below 0.4%. The same behavior can
be observed in figure 8.14(b): For fluences ≥ 1.77 × 1014 ions/cm2 the NV production
efficiency does not exceed 0.4 ± 0.1%. However, in contrast to the data obtained by
Pezzagna et al. [432], the creation yield measured in this work does not further decrease
with increasing dose but rather remains at a constant low level.
The second reason for the small number of created NV centers in structures M1-
o250, M3-u233 and M7-u227 might be a reduction of the nano-hole in the AFM tip
upon ion bombardment [425], leading to fewer implanted nitrogen ions. Indeed, the low
dose implantation into the M1-o240 and M3-u220 structures, that reaches the highest
production yield, have been performed at first. Afterwards, two reference pattern (not
shown) at an overall implantation dose of 1.22× 1015 ions/cm2 have been written that
might have caused a size reduction of the nano-hole used to collimate the ion beam. Ac-
cording to reference [425], the hole closing rate is estimated to be 62 nm2/(ions/nm2).
Taking into account the total implantation dose of the two reference pattern, the hole
area diminishes from 1,413 nm2 by factor of two to 657 nm2. Thereby, the number of
implanted nitrogen ions is only half as big as suggested assuming a constant hole area.
Normalizing the measured number of NV centers to the reduced amount of implanted
nitrogen ions results in a doubled production yield. For the ion implantation into struc-
tures M1-o250, M3-u233 and M7-u227, the recalculated expected number of NV centers,
assuming a theoretical yield of 0.8%, and the actual measured production yield, tak-
ing into account a hole size reduction to 657 nm2, are given in brackets in table 8.5.
Furthermore, the corrected yield is plotted as open markers in figure 8.14(b). Taking
into account the hole closing rate upon ion irradiation, an almost constant NV creation
efficiency of 0.8± 0.1% over a wide range of ion doses is achieved for the implantation
of nitrogen ions at 5 keV into photonic crystal cavities.
To summarize, high resolution creation of NV centers at the center of photonic
crystal cavities in diamond was achieved using a combined system of a 5 keV-nitrogen
ion beam and a pierced AFM tip as beam collimator. After subsequent high temperature
annealing and cleaning steps, optically active NV− centers were formed with a creation
yield of 0.8% ± 0.1%. The production efficiency was found to be almost independent
of the implantation dose when taking into account the size reduction of the collimation
hole in the AFM tip upon ion irradiation. For the lowest applied implantation dose
2.65 × 1013 ions/cm2, 3 ± 1 single NV− centers were created at the center of a M1-
cavity. Reducing the dose by a factor of three, the deterministic generation of one single
230 Chapter 8. Nanoimplantation of NV centers
optically active NV center in the middle of a photonic crystal cavity would be possible.
8.5 Theory of cavity-coupling to a broad-band NV center
What Purcell factors can we expect, when coupling a single implanted NV center to
a photonic crystal cavity mode with moderate Q-factors of 100-300 and mode volumes
of around one or two cubic wavelengths? Due to its broad emission bandwidth, the
standard Purcell theory fails to appropriately describe cavity-coupling to a single NV
center. The standard theoretical description of light-matter interaction assumes a single
two-level atom with a narrow linewidth that is coupled to a single mode of the cavity
electric field. However, in the case of solid state emitters, that are embedded in a host
matrix, decoherence and phase relaxation unavoidably broaden any transition. These
conditions open a new regime of cavity coupling, where the emitter linewidth is on
the same order of magnitude or even broader than the cavity mode. For quantum
dots coupled to a photonic crystal cavity, a generalized Purcell factor has recently been
defined by Auffèves et al. [91, 92] that includes a two-level emitter undergoing pure
dephasing as a source of broadening. Solving the master equation, they calculated the
temporal evolution of the emitter and the cavity-mode population and showed that in
the incoherent regime the system can be described by classical rate equations. More
recently, the model has been adapted by Albrecht et al. [80] to the case of a NV center
and expanded to include higher vibrational levels of the ground state. Within this
framework, the coupling of a single NV center to a Fabry Pérot fiber cavity could be
well described.
In the following, we review the generalized Purcell factor for cavity coupling to a
broad-band emitter described by a multi-level system, involving an excited state and
a ground state with several vibrational levels. The mathematical description is based
on references [80, 81, 91, 92, 174]. Starting from the master equation including pure
dephasing, the temporal evolution of the atomic and cavity decay are derived. In the
incoherent regime, when the cavity loss rate exceeds the coupling constant between the
cavity field and the emitter, the dynamic evolution of the system can be described by
classical rate equations. Using this theoretical framework, the experimentally achievable
Purcell factor for a single NV center implanted and coupled to a photonic crystal cavity
is estimated.
8.5.1 Effective atom-cavity coupling
To appropriately describe the broad-band spectrum, we introduce a multi-level scheme of
the NV center including an excited and a ground state as well as higher vibrational levels
of the ground state. Pure dephasing and inter-level transition rates are included in the
theoretical description to model the homogenous broadening of the zero-phonon line and
phonon side bands. The presented multi-level system of the NV center and the expended
master-equation model for emitter-cavity coupling are taken from references [80,81,174].
In the framework of cavity quantum electrodynamics, the interaction of a two-
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Figure 8.15: Model of the NV center including a single ex-
cited state |e〉 and a ground state |g0〉 with n higher vibra-
tional sublevels |g1〉 , . . . |gn〉. The spontaneous decay rates
between the excited state and the vibrational ground states
are γ0, . . . , γn, whereof γ0 corresponds to the zero-phonon line
transition. All optical transitions are homogeneously broad-
ened due to pure dephasing at rate γ∗. Phonon side bands
are additionally subject to fast relaxation between vibrational
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level atom with a single mode radiation field was first described by Jaynes and Cum-
mings [116] (c.f. chapter 2). To apply the same mathematical description to the NV
center, we neglect the intermediate metastable singulett-states of the NV center. We
treat the center as an atomic system with a single excited state |e〉 and a ground state
|g0〉 with n higher vibrational sublevels |gi〉, (i = 1, . . . , n) (Fig. 8.15). The spontaneous
decay rate of the zero-phonon line transition (|e〉 −→ |g0〉) is denoted by γ0 with the
associated energy ~ωZPL, whereas the excited state decays with rates γ1 . . . γn into the
higher vibrational sublevels |gi〉. The non-radiative phononic relaxation between vi-
bronic side bands |gi〉 and |gi−1〉 are considered to be very fast at a rate γi,i−1. At room
temperature, the optical transitions are subject to different line broadening mechanisms:
First, electron-phonon coupling of the NV transitions lead to homogeneous broadening
of the lines that can be described by a pure dephasing rate γ∗. Second, the phonon side
bands exhibit additional non-radiative broadening due to the inter-sublevel decay rates
γi,i−1 [80].
All optical transitions of the NV center are coupled to a cavity mode with coupling












where aˆ(aˆ†) are the cavity photon annihilation (creation) operator and σij are the tran-
sition (i 6= j) and population (i = j) operators. The level energies are denoted ~ωi,
(i = 0, . . . , n) with ω0 = ωZPL being the frequency of the zero-phonon line transition.
Furthermore, ωc is the frequency of the cavity mode and g0 . . . gn are the cavity coupling
constants.
The time evolution of the coupled system can be derived from the master equation:





+ Lcavdamp + Latdamp + Latdeph + LatGS−Relax, (8.2)
where ρ denotes the density matrix. We assume a Markovian approximation, i.e. the
coupling of the system to the environment is a memoryless process solely depending
on the present state but independent on the future and the past. Besides the coherent
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, the master equation includes damping due
to cavity loss at a rate κ
Lcavdamp = κL[aˆ, ρ] (8.3)




γi L[σˆie, ρ]. (8.4)













γi+1,i L[σˆi,i+1, ρ]. (8.6)
In the above equations, L[Aˆ, ρ] denotes the standard Lindblad relation for any operator
Aˆ:






〈Aˆ〉 = tr(ρ˙Aˆ), (8.8)
as well as the invariance of the trace tr under cyclic permutation of operators Aˆ,Bˆ and
Cˆ
tr(AˆBˆCˆ) = tr(BˆCˆAˆ) = tr(CˆAˆBˆ), (8.9)
we can derive a set of coupled differential equations governing the temporal evolution
of all coherences 〈σij〉, (i 6= j) and populations (i = j) of the atom as well as the cavity
photon number 〈aˆ†aˆ〉. For details on the calculation see references [81, 174]. In the
following, we restrict the Hilbert-space to one single photon within the cavity. This
assumption is justified due to the high cavity loss rate κ compared to the coupling
constant g and the atomic decay γ. The high κ guarantees that the photon exits the
cavity as soon as it is released from the emitter. Furthermore, in the weak coupling
regime at room temperature, when the incoherent atom decay rate γ, the cavity decay
rate κ and the pure dephasing rate γ∗ are much larger than the coherent coupling
rates g0, . . . , gn to the cavity, the coherences 〈σˆ†ij aˆ〉 and their complex conjugates can
adiabatically be eliminated. This means that the time derivatives of the coherence terms
are set to zero. Under these assumptions, the following rate equations of the excited
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Figure 8.16: Schematic of two connected boxes describing the coupling of a single NV center
to a cavity: The “NV center box” and “cavity box” are coupled at rates Ri, i = 0, . . . n, whereof
only the rate R0 is bidirectional. Incoherent rates γ and κ describe the loss of photons out of











The effective coupling rates Ri are given by [80]
R0 =
4 g20
















with i = 1, . . . , n. The total decay rate γ is defined as the sum over all optical transitions
γ =
∑n
i=0 γi and δi = ωi−ωc denotes the detuning of the ith optical transition from the
cavity mode frequency ωc. The quantities Ri can be interpreted as effective coupling
rates between the color center and the cavity. This system theoretically described by
equations (8.10)-(8.11) is formally equivalent to two coupled boxes involving a “NV
center box” and a “cavity box” (see Fig. 8.16) [92]. Here, the NV center box symbolizes
the excited state population 〈σˆee〉, whereas the cavity box represents the cavity photon
number 〈aˆ†aˆ〉. Initially excited, the atom decays at a rate γ to the environment or it
couples at rates
∑n
i=0Ri to the cavity box. In return, the atom is feeded by the cavity
at a rate R0. The photons in the cavity exit at a rate κ to the environment or they are
reabsorbed by the atom with a probability R0 per unit time [92]. The rate R0, which is
associated to the NV zero-phonon line, is bidirectional. This means that photons can
both be emitted into the cavity mode and be absorbed from the cavity mode via this
transition. In contrast, all other rates Ri, i = 1, . . . , n, which are related to the vibronic
side transitions are one directional. Photons with wavelengths in the side band regime
can indeed be emitted into the cavity but they are not absorbed by the NV center, as
the excitation of a color center obligatory involves the ground state level.
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8.5.2 Generalized Purcell factor
The effective coupling rates Ri given by equations (8.12)-(8.13) allow for the definition
of a generalized Purcell factor. In the Purcell regime κ Ri, the atomic relaxation can
be derived from the set of rate equations (8.10)-(8.11) with γ +
∑n
i=0Ri. Coupling a
cavity mode to the emitter can be considered as additional loss channels for the atom
with rates Ri. To quantify the enhancement of the spontaneous emission rate, we define
a generalized Purcell factor F ∗i = Ri/γ [92] of the i
th optical transition that simul-
taneously takes into account the influence of pure dephasing. The generalized Purcell




















In the resonant case for a vanishing pure dephasing rate γ∗ = 0 and instantaneous
relaxation γi,i−1 = 0 of the vibronic side bands to the ground state, the usual expression
of the Purcell factor F = 4g2/(κ γ) recovers. With respect to the standard expression of
the Purcell factor, F ∗i , i = 0, . . . , n are obtained by replacing the cavity loss rate κ by the
sum over κ and the total emitter’s linewidth γ+γ∗or γ+γ∗+γi,i−1, respectively [92]. The
total Purcell enhancement F ∗tot at a given cavity resonance wavelength λc is determined










Similarly to the generalized Purcell factor, the emission efficiency β into the cavity
mode can be calculated from the effective coupling rates Ri. The ratio βi of each tran-














, i = 0, . . . , n (8.17)
The right hand side of the above equation relates the efficiency βi to the generalized
Purcell factor F ∗i defined by equation (8.15). When the cavity mode is tuned to any
given wavelength λc, the total emission efficiency βtot into the cavity mode is given by












1 + F ∗tot(λc)
. (8.18)
The right hand side of the above equation reproduces the well known relation between
the β-factor and the Purcell factor F (c.f. chapter 2).
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8.5.3 Experimental achievable Purcell factors
In this section, we calculate the expected Purcell enhancement for shallow implanted
NV centers when coupled to a photonic crystal cavity mode with moderate Q-factor
and small mode volume. All required input parameters to describe the contributions
of the individual transitions to the cavity coupling are extracted from the measured
NV spectrum taken at cryogenic temperatures. Fitting the broad emission spectrum
of the implanted NV centers with Lorentzians, we deduce the transition frequencies,
the experimental pure dephasing rate, inter-level relaxation rates as well as relative
strengths and coupling constants of the individual transitions that are included in the
master-equation model. To estimate the impact of the cavity mode, we take into ac-
count the measured moderate quality factor Q = 160 and a simulated mode volume of
V = 1.1 (λ/n)3 of the fabricated M1-o240 cavity in diamond. Based on these data, we
calculate the experimental achievable Purcell factor, the lifetime reduction as well as the
emission efficiency into the cavity mode when the M1-o240 cavity mode is either tuned
into resonance with the NV zero-phonon line or the side band transitions. Furthermore,
we discuss the impact of the cavity Q-factor and the linewidth of the NV zero-phonon
line on the coupling strength as well as the influence of the emitter’s quantum efficiency,
dipole orientation and position with respect to the cavity field.
Model parameters
To be able to estimate the achievable Purcell enhancement and the coupling efficiency
of the NV centers to the cavity, we first have to gain more insight into the spectral
properties of the phonon side bands. We fit the NV spectrum with n+1 Lorentzians [80],





4(νi −∆νi)2 + ∆ν2i
. (8.19)
From the fit, we determine the transition frequencies νi of each ground state sublevel
i as well as its full-width at half-maximum ∆νi and the relative transition strength ei.




, i = 0, . . . , n (8.20)
The decay rate γi of each single transition i is determined by the product of the relative
strength and the total decay [81]:
γi = ei · γ, i = 0, . . . , n (8.21)
The pure dephasing γ∗ and the vibronic ground states relaxation rate γi,i−1 are related
to the widths ∆νi of the fitted Lorentzians [81]:
γ∗ = 2pi ·∆ν0 (8.22)
γ∗ + γi,i−1 = 2pi ·∆νi, i = 1, . . . , n (8.23)
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Here we assume that the zero-phonon line is solely broadened due to pure dephasing,
whereas the phonon side bands are additionally subject to ground state relaxation. The
cavity coupling constants gi of each transition i are given by [81]:
gi =
√
ei · g, i = 0, . . . , n (8.24)
The overall coupling constant g is governed by the total atomic decay rate γ =
∑n
i=0 γi












where V is given in units of (λ/n)3. Using the relation F = 4g2/(κ γ), we obtain the
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Modeling the experimental NV spectrum
In the following, we focus on the 3 ± 1 NV centers that have been implanted at the
center of the M1-o240 cavity structure. Figure 8.17(a) shows the spectrum of the M1-
o240 cavity taken at 10K after ion implantation. At the resonance wavelengths of the
quadrupole and dipole modes at 653 nm and 670 nm, the intensity of the phonon side
band is strongly enhanced compared to the off-resonance NV side band emission. In
order to model coupling of the NV centers to the photonic crystal cavity modes and to
deduce a generalized Purcell factor, we first have to gain deeper insight into the emission
of the centers under investigation. Usually this done by measuring the NV spectrum
prior to cavity coupling and fitting the zero-phonon line and phonon side band emission
with eight Lorentzians [80]. From the fit parameters, the pure dephasing rate γ∗, the
ground state relaxation rates γi,i−1 and the relative strengths ei of each transition i
are deduced, needed to evaluate the rate equations or to solve the full master equation
(8.2). However, in our experiment, we cannot proceed like this. As the NV centers
are directly created at the center of the photonic crystal cavity no reference spectrum
prior to coupling exists. Therefore, we have to extract the relevant information from the
spectrum shown in figure 8.17(a). To this end, several assumptions have to be made.
First of all, figure 8.17(a) displays a combined spectrum of the M1-o240 cavity and
3 ± 1 implanted NV centers. Therefore, care has to be taken to distinguish between
NV− emission and cavity modes. As the resonance wavelengths and linewidths are
known from the bare M1-o240 cavity spectrum (Fig. 8.7), we can estimate the bare
NV− spectrum, shown by the orange line in figure 8.17(a) without the cavity modes.
Please note that the estimated orange spectrum does not displays the spectrum of
one single center but the broad-band emission averaged over 3 ± 1 NV− centers. In a
first approach, we assume the same side band spectrum for every of the three implanted
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Figure 8.17: Spectrally resolved Purcell enhancement of the NV− emission via coupling to
the M1-o240 cavity: (a) Spectrum taken at 10K, at the center of the M1-o240 cavity after
implantation of 3±1 NV− centers (black dots). The orange line indicates the estimates spectrum
of the bare NV− emission without cavity modes. The bare NV− spectrum is fitted with eight
Lorentzians (colored curves). The resulting fit parameters are summarized in table 8.7. (b)
Relative integrated intensity of the NV− emission radiated into the cavity mode (pink) compared
to the total emission (pink + gray) yielding Icav/Itot = 31%. (c) The cavity mode (pink)
significantly overlaps with the first and second phonon side band (blue) of the NV− emission.
NV− centers and use the average spectrum to extract the input parameters for the
cavity-coupling model.
The third remark concerns the high background luminescence signal (c.f. Fig.
8.13(a)) probably due to defects near the diamond surface that might be induced by the
mechanical polishing or the reactive ion etching process to thin the membrane. Because
of the high background, we can hardly separate the actual NV signal from parasitic
fluorescence. This might lead to a large error in the relative strength of the zero-phonon
line compared to the phonon side band contributions.
Based on these assumptions, we fit the estimated bare NV− spectrum (orange line)
with eight Lorentzians, as shown in figure 8.17(a). The obtained transition frequencies
and linewidths together with the relative strengths ei of each transition i extracted from
the areas below the Lorentzian curves (shaded regions) are summarized in table 8.7.
Apart from a slight blue shift of the 3rd-5th side bands, the transition frequencies and
linewidths deduced from the fit to the averaged NV− spectrum are in good agreement
with previous data reported for single NV centers hosted in nanodiamonds [80, 81].
These studies [81] observed a variation in the side band features between different single
NV− centers.
Remarkably, the relative strength e0 of the zero-phonon line compared to the overall
emission is fairly low, i.e. < 1% for the implanted NV centers. In literature, a large
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i νi ∆νi ei γi γi,i−1 gi
THz THz % MHz THz GHz
0 470.6 0.25 0.7% 0.6 0.0 5.4
1 463.0 7.40 8.9% 7.4 44.9 19.1
2 455.4 10.9 20.3% 16.8 67.2 28.8
3 444.5 12.4 23.1% 19.2 76.3 30.8
4 437.3 12.8 16.3% 13.5 78.6 25.8
5 426.5 13.6 12.5% 10.4 84.1 22.6
6 419.8 13.1 10.3% 8.5 80.5 20.5
7 402.1 13.3 7.9% 6.6 81.9 18.0
Table 8.7: Parameters obtained by fitting the NV spectrum with eight Lorentzians. The
spectrum is taken at the center of the implanted M1-o240 cavity measured at 10K (c.f. Fig.
8.17).
spread in the NV branching ratio can be found. In some experiments, branching ratios
into the ZPL of e0 = 2% [80], 2.4% [170](determined by absorption measurements),
3% [83] and 4% [125] were observed. In contrast, other studies reported small branching
ratios, i.e. < 1%, for single NV− centers hosted in nanodiamonds that were placed on
various substrates [446]. In our experiment, the small branching ratio is related to a
large uncertainty in fitting the spectrum due to significant background contributions.
Based on the fitted transition frequencies, linewidths and relative transition strengths,
we evaluate in a next step the pure dephasing rate γ∗, the relaxation rates γi,i−1, the
spontaneous decay rates γi, as well as the coupling constants associated to the individ-
ual transitions i between the excited state and vibrational ground state levels and the
cavity loss rate κ.
Pure dephasing rate γ∗ and relaxation rates γi,i−1: Considering the NV zero-
phonon linewidth of ∆ν0 = 250GHz measured at 10K, we obtain the pure dephasing
rate γ∗
γ∗ = 2pi × 250GHz. (8.27)
Here, we assume that the broadening due to spectral diffusion happens on a time scale
much shorter than the typical spontaneous emission decay time. In this case, spec-
tral diffusion can be modeled by a pure dephasing term in the master equation [92].
Moreover, according to equation (8.23), the relaxation rates γi,i−1 between the vibronic
ground state sublevels i can be calculated from the fit parameters summarized in table
8.7.
Spontaneous emission rate γ: Unfortunately, the exact spontaneous decay rate
γ of the NV− centers incorporated in the photonic crystal cavity is unknown, due to the
lack of a pulsed green excitation laser to perform lifetime measurements similar to the
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experiments on SiV centers. For single NV centers hosted in bulk diamond an excited
state lifetime of 12 ns has been reported [23]. However, as we know from our simulations
(c.f. section 5.4.2) and our experiments on ensemble and single SiV centers presented in
chapters 7 and 9, the spontaneous decay rate might be strongly suppressed by the lattice
Purcell factor FPhC for frequencies inside the photonic band gap. From our simulations
we deduced an averaged inhibition factor of FPhC = 0.23 − 0.25 (c.f. Fig. 5.12). This
means that the actual decay rate γPhC might be inhibited by the lattice Purcell factor
yielding γPhC = FPhC γrad+γnr, where the ratio of the radiative and non-radiative decay
rates γrad and γnr, respectively, is determined by the quantum efficiency. However, these
simulations assume that the phonon side band spectrum completely coincides with the
frequency range of the photonic band gap. This is a valid assumption for narrow-band
SiV centers with weak phonon side band contributions. For SiV centers, we could assure
from the spectrum, that the phonon side band lies completely within the band gap of the
photonic lattice. For the NV emission extending over 100 nm, this conclusion is much
more difficult. In literature, lifetimes of 13.7 ns [87] and 18.4 ns [90] have been reported
for single NV centers hosted in diamond-based photonic crystal cavities. These lifetimes
are slightly larger compared to the value in bulk diamond, suggesting that the NV
center is weakly subjected to inhibition by the photonic band gap effect. As comparable
lifetime measurements on the 3± 1 NV− centers implanted within the M1-o240 cavity
are missing, we are not able to deduce a possible inhibition of the spontaneous decay
rate. Therefore, we disregard a possible photonic band gap effect in our experiment and
assume a spontaneous decay rate reported for NV− centers in bulk diamond [23]:
γ = 83MHz = (12 ns)−1. (8.28)
Cavity loss rate κ and coupling constant g: In order to determine the cavity loss
rate κ and the coupling constant g, we take into account a cavity quality factor of Q =
160, reported for the quadrupole mode of the M1-o240 cavity at a resonance wavelength
of λc = 653 nm (c.f. table 8.3) and a simulated modal volume of the quadrupole mode
of V = 1.1 (λ/n)3 (c.f. table 5.1 on page 112), where n = 2.4 is the refractive index of
diamond. Based on these data, we calculate the loss rate of κ = ωc/Q of the photonic
crystal cavity and the coupling constant g via equation (8.25):
κ = 18THz, g = 64GHz. (8.29)
Once the total coupling constant g and decay rate γ are determined, the rates gi and γi
of the individual transitions i can be evaluated as summarized in table 8.7.
According to equations (8.28) and (8.29), the emitter-cavity interaction is in the weak
coupling limit, as κ  g > γ. In this regime, the atom-cavity coupling is incoherent.
As the cavity decay rate κ exceeds g and γ by two orders of magnitude, we assure
that photons exit the cavity as soon as they are released from the emitter. Hence, the
assumption used to derive the rate equations is valid claiming that at maximum one
photon being present in the cavity.
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Figure 8.18: Generalized Purcell factor F ∗ and emission efficiency β as a function of the cavity
wavelength λc: (a) The generalized Purcell factor of the zero-phonon line F ∗0 , of the phonon
side bands F ∗i , (i ≥ 1) and the total Purcell factor F ∗tot are calculated using the rate equations
(8.14)-(8.16) (solid lines) and solving the full master equation (8.2) (red dots). (b) Emission
efficiency of the zero-phonon line β0 and phonon side bands βi, (i ≥ 1) into the cavity mode
as well as the total efficiency βtot are determined using the rate equations (8.17)-(8.18) (solid
lines) and by solving the master equation (8.2) (pink stars). Parameters used in the calculation:
Q = 160, V = 1.1 (λ/n)3, κ = 18THz, g = 64GHz, γ∗ = 2pi × 250GHz, γ = 83MHz, e0 < 1%.
Generalized Purcell factor of the NV− spectrum
Based on the deduced cavity and atomic decay rates κ, γ, the coupling rate g and
pure dephasing rate γ∗ at cryogenic temperatures (c.f. eqs. (8.27)-(8.29) and table
8.7), the generalized Purcell enhancement of the NV emission in resonance with the
photonic crystal cavity mode can now be calculated. According to the model of two
coupled boxes, discussed on page 233, the coupling to the cavity introduces additional
decay channels of the NV center. These additional decays to the cavity are given by
the effective coupling rates Ri. Equivalently, the coupling rates can be interpreted as
generalized Purcell factors F ∗i = Ri/γ associated to the individual transitions between
the excited state and the different vibrational levels of the ground state. The total decay
rate of the NV center placed in the cavity is then given by:
γcav = γ +
n∑
i
Ri = γ (1 +
n∑
i
F ∗i ). (8.30)
The effective coupling rates Ri, i = 0, . . . , n, the associated generalized Purcell factors
F ∗i and the emission efficiencies βi for each transition i are calculated via the rate
equations (8.12)-(8.18) and by solving the full master equation (8.2). For the NV centers
implanted within the M1-o240 photonic crystal with Q = 160 and V = 1.1 (λ/n)3,
figure 8.18 displays the generalized Purcell factors F ∗0 , F ∗i , i = 1, . . . , n and the emission
efficiencies β0, βi of the zero-phonon line and phonon side bands. Furthermore, the total
Purcell factor F ∗tot and the total efficiency βtot are plotted as a function of the cavity
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resonance wavelength λc. As the relative strength e0 < 1% of the zero-phonon line is
fairly small, the overall Purcell enhancement is only 1 +F ∗tot(λc = 637 nm) = 1.32 when
the cavity mode is tuned to λc = 637 nm. At this wavelength, up to 24% of the released
photons are emitted into the cavity mode, whereof β0(637 nm) = 5% are emitted by
the zero-phonon line and
∑7
i=1 βi(637 nm) = 19% are contributed by the phonon side
bands.
Significantly larger Purcell factors can be obtained when the cavity mode with
Q = 160 and V = 1.1 (λ/n)3 is tuned into resonance with the NV phonon side band.
At a resonance wavelength of λc = 653 nm (corresponding to the measured M1-o240
spectrum), a high Purcell factor of 1 + F ∗tot(λc = 653 nm) = 1.70 is achieved coming
along with an emission efficiency of 42% into the cavity mode. This means that the
total decay rate of the NV center would be enhanced or equivalently its lifetime would
be reduced by a factor of 1.7 via coupling to the M1-o240 cavity. This enhancement is
already quite impressive, bearing in mind that only a small fraction of the broad-band
phonon side band is spectrally overlapped with the cavity mode exhibiting a low Q-
factor. However, due to the extremely small mode volume, the interaction between the
NV center and the cavity field is sufficiently strong to achieve a Purcell enhancement.
Please note that in the above analysis we neglect the fact that not one but 3 ± 1
NV centers were implanted at the M1-o240 cavity center. Hence, the experimental
achievable Purcell factor would be an average value over all spatial positions and dipole
orientations of the small ensemble, which we here assumed to be perfectly aligned with
the cavity mode.
Purcell factor extracted from the intensity enhancement
To show that the rate equation model gives reliable predictions on the Purcell factor,
we consider a second analysis method based on the pronounced intensity of the NV side
band emission in resonance with the M1-o240-cavity mode (Fig. 8.17). By comparing
the integrated intensity of the NV− phonon side band on-resonance with the quadrupole
mode, i.e. Icav, to the overall integrated intensity, i.e. Itot, we can determine the NV−
spontaneous emission efficiency into the cavity mode, β˜ = Icav/Itot [90]. Figure 8.17(b)
shows the integrated intensity of the NV− emission radiated into the quadrupole mode
(pink area) compared to the overall integrated intensity (pink + gray areas) yielding an
emission efficiency into the cavity mode of β˜ = Icav/Itot = 0.31. This result is slightly
smaller than the emission efficiency of 0.42 predicted by the rate equation model for a
resonant wavelength of 653 nm. The reason for the smaller experimental value might
be that in this rough estimate, we assume that the emission preferentially emitted into
the cavity mode is redirected into the vertical direction and collected by the microscope
objective. In the experiment, this redirection of emission in the vertical direction might
be less efficient, than it is assumed here.
As a next step, we consider the intensity enhancement in the presence of the cavity
mode. By comparing the integrated intensity of the measured emitter-cavity spectrum to
the integrated intensity of the estimated bare NV spectrum (orange line in Fig. 8.17(a)),
we deduce an overall intensity enhancement of the NV emission by a factor 1.24 induced
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by cavity coupling. This value will now be compared to the intensity enhancement
predicted by the generalized Purcell factor. The on resonance intensity enhancement
is given by equation (7.4) deduced for SiV ensemble coupling experiments to photonic
crystal cavities. As the exact positions of the NV centers within the cavity are unknown,
we here assume perfect overlap of the NV centers with the cavity field. Hence the integral
over ρ(r) is assumed to yield one. Moreover, we assume perfect overlap of theXY dipoles
with the cavity field. Such that the integral over ρ(d) equals one. The impact of the
spatial and orientational overlap, will be addressed in section 8.5.4. The spectral overlap
of the cavity mode and the NV emission can be estimated using the fitted NV spectrum.
Figure 8.17(c) reveals that the quadrupole mode preferentially overlaps with the first
and second phonon side band of the NV− spectrum. Taking into account the relative
strengths e1 and e2 of the two side bands, we find the spectral overlap integral over ρ(λ)
to be e1 + e2 = 29.2%. This allows now to estimate the intensity enhancement
Icav/I0 = [γ (1 + F
∗
tot) (e1 + e2) + γ(1− e1 − e2)]/γ = 1.2, (8.31)
where we used 1 + F ∗tot = 1.7. This rough estimate is in reasonable agreement with
the intensity enhancement observed in the experiment of 1.24. The reason for the
slightly larger experimental value might be, that in the above analysis, we assumed
equal collection efficiencies for on and off resonant emission. This assumption might
lead to slightly overestimated experimental intensity enhancements.
Based on our analysis, we conclude that the observed pronounced intensity signal
at the resonance wavelength of the M1-o240 cavity mode is attributed to a spectrally
resolved Purcell enhancement of the NV emission. Using the rate equation model and
relating the theoretical Purcell factor of 1.7 to the ratio of the on resonance integrated
intensity and the integrated intensity of the bare NV spectrum, we find reasonable agree-
ment between theoretical predictions and the experimental intensity enhancement ob-
served, when coupling a photonic crystal cavity mode with Q = 160 and V = 1.1 (λ/n)3
to the NV phonon side band.
In summary, the measured photoluminescence signal is well described by the rate
equation model that includes higher vibrational levels of the NV ground state to mimic
cavity coupling to a broad-band emitter. Please note that the above analysis assumes
unity quantum efficiency and perfect spatial and orientational overlap of the cavity field
with the dipoles of the NV center. In a more rigorous calculation these contributions
needs to be considered as well as the actual lifetime of the NV centers. On page 244,
we discuss the impact of non-unity quantum efficiencies and the limitations of the gen-
eralized Purcell model.
Impact of the cavity quality factor
As already mentioned above, the measured relative strength e0 < 1% of the zero-phonon
line for the NV centers implanted in the M1-o240 structure is much less than typical
branching ratios of 2-4% [80,83,125,170] obtained for single NV centers. In the following,
we give a short outlook on Purcell factors, excited state lifetimes and emission efficiencies
that can be reached when coupling a single NV center with a ZPL relative strength of
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e0 = 3% to either a cavity mode with Q = 160, e.g. the M1-o240 structure or to a
cavity mode with quality factors up to Q = 1, 000, as presented in chapter 6. Hereby,
we consider a constant mode volume of V = 1.1 (λ/n)3. In addition, the impact of the
pure dephasing rate γ∗ on the Purcell enhancement and efficiency are discussed.
Figure 8.19(a,c) displays the generalized total Purcell factor as a function of the
cavity resonance wavelength λc for a quality factor of Q = 160 and Q = 1, 000,
respectively. Here, we assume a constant pure dephasing rate γ∗ = 2pi × 250GHz,
when the NV center is cooled down to cryogenic temperatures. The impact of the Q-
factor on the zero-phonon line enhancement is striking. Raising the quality factor from
Q = 160 to Q = 1, 000 almost doubles the total Purcell enhancement from 1+F ∗tot(λc =
637 nm) = 1.55 up to 1 + F ∗tot(λc = 637 nm) = 2.60. This means, that the excited
state lifetime would be shortened to 4.6 ns when the ZPL is resonantly enhanced by the
high-Q cavity mode compared to 12 ns for the off-resonant decay time. The increase
in the Purcell factor F ∗tot, comes along with an enhanced total efficiency into the zero-
phonon line from βtot(λc = 637 nm) = 35% for Q = 160 to 61% for Q = 1, 000 (inset
in Fig. 8.19(e)). In contrast to the ZPL, the quality factor has only a minor effect on
the phonon side band transitions: Improving the quality factor by a factor of six leads
to an increases in F ∗tot by less than 7%. Equivalently, the change in emission efficiency
into the vibronic side bands is less than 1% for enhanced cavity Q-factors.
Impact of the pure dephasing rate γ∗
We have already seen that the cavity linewidth determined by the Q-factor has a major
impact on the Purcell enhancement of the NV zero-phonon line, whereas the impact
on the phonon side band transitions is small. Now, we investigate the Purcell factor
and the NV excited state lifetime as a function of the zero-phonon linewidth while
keeping the Q-factor fixed to either Q = 160 or Q = 1, 000. Furthermore, we assume
a branching ratio into the ZPL of e0 = 3%. When cooling the diamond sample to
cryogenic temperatures, the broadening of the ZPL due to the dynamic Jahn-Teller
effect is reduced and the linewidth narrows. In the master equation, the linewidth
of the zero-phonon transition is modeled by the pure dephasing rate γ∗, whereas the
phonon side bands are additionally broadened by the ground state relaxation rates γi,i−1.
Hence, decreasing the pure dephasing rate γ∗ only affects the ZPL linewidth and has no
impact on the vibronic transitions. Using the rate equations (8.12)-(8.13) as well as by
solving the full master equation (8.2), we calculate the generalized Purcell factor F ∗0 of
the zero-phonon transition for various pure dephasing rates γ∗. The associated lifetime
of the exited state is determined by fitting the time evolution of the atomic population
with an exponential function, extracting the decay time. In figure 8.19(b,d), the Purcell
factor F ∗0 and the excited state lifetime of the ZPL are displayed as a function of γ∗ when
coupled to a cavity mode with Q = 160 or Q = 1, 000. When the pure dephasing rate is
decreased below γ∗ = 200GHz, maximum Purcell factors of 1 + F ∗0 = 1.57 for Q = 160
and even 1 +F ∗0 = 3.3 for Q = 1, 000 are reached that result in excited state lifetimes of
T1 = 7.64 ns and T1 = 3.64 ns, respectively. Associated to the Purcell factor, emission
efficiencies of 36% and 69% at a pure dephasing rate below γ∗ = 200GHz are obtained
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Figure 8.19: Generalized Purcell factor F ∗, excited state lifetime T1 and emission efficiency
β as a function of the cavity wavelength λc and pure dephasing rate γ∗: (a,c) Total generalized
Purcell factor F ∗tot as a function of the cavity wavelength λc for constant γ∗ = 2pi× 250GHz as
well as (b,d) Purcell factor F ∗0 (red) of the ZPL and excited state lifetime T1 (blue) as a function
of the pure dephasing rate γ∗ for cavity quality factors (a,b) Q = 160 and (c,d) Q = 1, 000.
(e) Total emission efficiency βtot as a function of the cavity wavelength λc with Q = 1, 000 and
γ∗ = 2pi × 250GHz. The inset shows a zoom into the ZPL for Q = 160 (pink) and Q = 1, 000
(green). (f) Emission efficiency β0 into the ZPL as a function of the pure dephasing rate γ∗ for
Q = 160 (pink) Q = 1, 000 (green). (b,d,f) The gray vertical line marks γ∗ = 2pi × 250GHz.
Solid lines: calculation via rate equations, (•, N, , ?): solution of master equation. Calculation
parameters: κ = 18THz for Q = 160, κ = 3THz for Q = 1, 000, V = 1.1 (λ/n)3, g = 64GHz,
γ∗ = 2pi × 250GHz (if not varied), γ = 83MHz, e0 = 3%.
for Q = 160 and Q = 1, 000, respectively. A pure dephasing rate of γ∗ = 200GHz is
experimentally achievable. For shallow implanted NV center in bulk diamond, spectral
linewidths down to 10GHz have previously been measured [391]. The linewidth would
correspond to a pure dephasing rate γ∗ = 2pi · ∆ν = 63GHz, that should enable high
Purcell factors and extremely low excited state lifetimes calculated in figure 8.19(b,d). In
the experiments presented in this work, an inhomogeneously broadened ZPL linewidth
due to spectral diffusion has been measured that is limited to 250GHz even at cryogenic
temperatures. The experimentally limited linewidth is marked by a vertical gray line in
figure 8.19(b,d,f) at γ∗ = 2pi × 250GHz.
Impact of the emitter’s quantum efficiency
In the formalism of the generalized Purcell factor, we take into account radiative decay
rates through the zero-phonon line and phonon side band transitions to model the broad-
band emission of the NV center. However, possible non-radiative decay rates have been
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Figure 8.20: Impact of the emitter’s quantum efficiency ηqe on the total Purcell factor F ∗tot
as a function of the cavity wavelength λc: The Purcell factor scales proportional to the quantum
efficiency: Decreasing ηqe from 1.00 to 0.25 reduces the Purcell factor by a factor of four.
totally neglected so far. In general, the excited state population of a single NV center can
decay through various channels including radiative transitions γrad, e.g. the zero-phonon
line and phonon side bands, and non-radiative decays γnr. The quantum efficiency is
defined as the ratio of the radiative decay rates to the overall transition rates: ηqe =
γrad/(γrad + γnr). For vanishing non-radiative decay rates, we obtain a unity quantum
efficiency. Cavity-coupling solely enhances the radiative emitter’s decay rates whereas
the non-radiative transition rates are unaffected. A quantum efficiency smaller than one
would result in a significantly reduced Purcell enhancement when coupling the emitter
to a photonic crystal cavity. In literature [447, 448], quantum efficiencies of single NV
centers hosted in diamond nanocrystals have been reported as low as 0.25 that strongly
differ from unity. The technique applied by Frimmer and Mohtashami et al. [447, 448]
relies on the modification of the local density of optical states at the emitter’s position
by approaching a mirror to the nanocrystal. By measuring the excited state lifetime
of the NV center as a function of the emitter-mirror distance, the quantum efficiency
can be extracted. Their measurements reveal a large spread in the quantum efficiency
from center to center, which they attributed to varying distances to the nanocrystal
surface that might induce non-radiative recombination rates. Based on their findings,
it might be probable that the quantum efficiency of shallow implanted NV centers also
strongly differs from unity and varies between the emitters. Therefore in practice, it is
indispensable to characterize the quantum efficiency of individual implanted NV centers
to be able to correctly predict their Purcell enhancement via cavity-coupling.
In the rate equation model non-unity quantum efficiencies can be implemented. For
a finite quantum efficiency ηqe, the relative transition strengths ei of the zero-phonon
line and phonon side bands are modified:
e′i = ei · ηqe, i = 0, . . . , n (8.32)
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Similar to the relative strengths, the decay rates γi for each individual transition i have
to be corrected for the finite quantum efficiency:
γ′i = ηqe ei γ, i = 0, . . . , n (8.33)





ηqe γ = γrad. Please note that the total excited state decay rate γ, comprising both
radiative and non-radiative transition rates, does not depend on the quantum efficiency.




ηqe ei g, i = 0, . . . , n (8.34)
Including non-radiative decay rates in the rate equation model, decreases the total
coupling constant g by the square root of the quantum efficiency: g′ = √ηqe g. In
contrast, the total exited state decay rate γ as well as the pure dephasing rate γ∗ and the
vibronic ground state relaxation rates γi,i−1 are independent on the emitter’s quantum
efficiency. According to equations (8.14)-(8.15), the resulting generalized Purcell factors
F ∗i , which are proportional to the square of the coupling constants g
2
i , scales with the
emitter’s quantum efficiency ηqe:
Fi
∗′ = ηqeF ∗i , i = 0, . . . , n (8.35)
The same relation holds for the total Purcell factor
F ∗tot
′ = ηqeF ∗tot (8.36)
To illustrate the impact of the emitter’s quantum efficiency, figure 8.20 displays the
total Purcell factor F ∗tot calculated for ηqe = 1.00 and ηqe = 0.25 as a function of the
cavity wavelength λc. Over the whole wavelength range, the generalized Purcell factor is
reduced by a factor of four assuming ηqe = 0.25 compared to unity quantum efficiency.
8.5.4 Limitation of the generalized Purcell model
By modeling the NV center as a multi-level system its broad-band emission and the
spectral overlap with a narrow cavity mode can be very well described. Furthermore, a
non-unity quantum efficiency of the single emitter can be implemented in the scheme.
Although the spectral properties of the emitter and cavity mode are very well describes,
the model neglects the spatial overlap and the orientation of the NV dipole moments
with respect to the cavity field. In practice, both contributions have a strong impact on
the coupling strength and have to be taken into account.
Orientation of the dipole moment
For optimal cavity-coupling, the dipole moment of the emitter has to be aligned parallel
to the electric field of the cavity mode. The NV center has two XY -emission dipole
moments [171] that are oriented in the plane perpendicular to the nitrogen-vacancy axis
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aligned along 〈111〉 crystal directions [168] (c.f. chapter 2). The expression 〈111〉 sym-
bolizes the four equivalent sites of the NV axis: [111], [1¯1¯1], [1¯11¯] and [11¯1¯]. In order to
optimally align the NV dipole moments with the cavity in-plane electric fields, it would
be optimal to fabricate the photonic crystal cavities in the (111)-facet of a diamond
membrane and to use NV centers oriented perpendicularly to this facet. Recently, the
nearly perfect preferential alignment of the NV center along the [111] diamond axis has
been demonstrated by several groups [449–451]. The formation of NV centers in one out
of four possible configurations is attributed to particular dynamics in the CVD diamond
growth process on a (111) diamond substrate. (111) oriented diamond membranes with
thicknesses of 10-30µm would be well suited for efficient coupling of single NV centers
placed into a photonic crystal cavity.
In this work, we use (001) oriented diamond membrane for the fabrication the pho-
tonic crystal cavities and subsequent implantation of nitrogen ions. For all four possible
nitrogen-vacancy orientations, the plane defined by the XY dipole moments of the NV
center would be inclined by an angle of 54.74◦ with respect to the cavity fields in the
(001) diamond plane. In that case, the projection of the dipole moments ~d onto the ~E





where F ∗tot,dipole denotes the generalized Purcell factor corrected for the orientation mis-
match. To illustrate the effect of the dipole moment, let us assume an orientation of
the nitrogen-vacancy center along the [111] direction and an alignment of its X and
Y dipole moments along the [112¯] and [11¯0] axes, respectively. In that case, the Y
dipole moment would lie in the (x, y) photonic crystal plane and optimal coupling to
the cavity electric field would be possible. However, the X dipole moment is inclined by
an angle of 54.7◦ with respect to the cavity electric fields in the (001) diamond plane.
This reduces the coupling strength of the X dipole moment to the cavity mode to one
third. The maximal achievable Purcell factor F ∗tot,dipole is reduced to at least 2/3 of
the ideal F ∗tot assuming optimal alignment. For the calculation, we assumed the cavity
x- and y-axis to be aligned along the [11¯0] and [110] diamond direction. The exact
enhancement factor might be even lower, depending on the spatial distribution of the
Ex and Ey field components of the cavity mode.
Spatial alignment
In the model of the generalized Purcell factor, it is assumed that the NV center is placed
at the maximum of the cavity electric field to achieve optimum coupling. In practice,
the position of the implanted NV centers might deviate from the ideal placement. In
that case, the Purcell factor is reduced by the cavity electric field ~E(~r) at the emitter’s
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Figure 8.21: Normalized electric field distribution | ~E(~r)|2/|max ~E(~r)|2 and their cross section
parallel to the x- and y-axis of the (a) +x − y dipole and (b) −x − y quadrupole mode of
the M1-cavity: (a) The dipole mode is maximum at the center of the structure. (b) For the
quadrupole mode, | ~E(~r)|2/|max ~E(~r)|2 > 50% is obtained at four equivalent points marked by
white dots within the defect region.
Here, F ∗tot,pos symbolizes the generalized Purcell factor that takes into account the emit-
ter’s position with respect to the cavity field. Figure 8.21 shows the square amplitude
of the electric field | ~E(~r)|2 of the +x − y dipole and −x − y quadrupole mode of the
optimized M1-cavity. In the case of the dipole mode, the electric field maximum is
concentrated at the structure’s center. Displacing the emitter by 50 nm from the origin
of the lattice, we still retain | ~E(~r)|2/|max ~E(~r)|2 > 90%. In contrast, the electric field
of the quadrupole mode vanishes at its center and is maximum at the edge of the four
nearest-neighbor air holes. Within the defect structure, | ~E(~r)|2/|max ~E(~r)|2 > 50% is
reached at four equivalent points marked by white points in figure 8.21(b). Efficient
coupling to the quadrupole mode would be achieved if the emitter’s position is at one
of the four field maxima. The required implantation accuracy is 35 nm in x-direction
and 70 nm in y-direction. The spatial resolution of the nanoimplanter setup used in this
work for nitrogen doping is specified to be 25 nm [425]. This high accuracy is sufficient
to implant NV centers at the field maximum of photonic crystal cavity modes.
8.6 Summary
In the first part of this chapter, high resolution creation of a few numbers of the NV
centers at the center of a photonic crystal cavity has been demonstrated. The NV cen-
ters were deterministically generated using a combined system of a nitrogen ion beam
and a pierced atomic force microscopy tip as a beam collimator. The atomic force mi-
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croscopy tip was used as a beam collimator as well as to position the beam aperture
above the photonic crystal cavity center. The photonic crystal cavities were fabricated
via focused ion beam milling in a high-quality ultra-pure (001) diamond membrane that
was glued via an adhesion layer on a silicon substrate. Six different cavity geometries
of one, three or seven missing holes have been produced with moderate experimental
Q-factors up to 320 and mode volumes around one cubic wavelength. Three of the
six fabricated photonic structures showed cavity modes near the design wavelength of
637 nm corresponding to the NV− zero-phonon line. Using confocal spectroscopy, we
verify the successful formation of NV centers at the center of every implanted cavity
structure. The implantation of the nitrogen ions was restricted to the cavity center.
The narrow zero-phonon lines of several single NV centers were identified in spectra
taken at cryogenic temperatures. The central wavelengths deviate by up to 2 nm from
the ideal value of 637 nm. This variation is attributed to strain in the diamond mem-
brane. At 10K, we measure a linewidth of 250GHz of the zero-phonon lines that are
inhomogeneously broadened due to spectral diffusion. From the spectra, we deduce the
number of implanted NV centers and the NV production yield for every doped struc-
ture. We find an overall creation yield of single NV centers of 0.8± 0.1% that is almost
independent on the implantation dose. Here, we took into account the size reduction
of the aperture hole in the AFM tip upon ion bombardment. For the lowest applied
implantation dose of 2.65 × 1013 ions/cm2, we created 3 ± 1 single NV centers at the
center of a one-missing hole cavity. Reducing the implantation dose by a factor of three,
the deterministic creation of one single NV center at the center of a photonic crystal
cavity can be achieved.
In the second part of this chapter, we calculated the expected Purcell enhancement of
a single shallow implanted NV center when coupled to a photonic crystal cavity mode.
To appropriately describe the coupling of the broad-band NV spectrum to a narrow
cavity mode, we adopt an extended master-equation model that was recently developed
to describe the coupling of a single NV center to a Fabry Pérot fiber cavity [80]. Within
this framework, the NV center is approximated as a multi-level system undergoing
pure dephasing as a source of broadening. In the incoherent weak coupling regime,
the solution to master-equation could be approximated by two coupled rate equations
governing the temporal evolution of the emitter and cavity-mode population. From the
rate equations, we derive a generalized Purcell factor. Supposing a single implanted NV
center coupled to a one-missing hole cavity, we estimate a Purcell enhancement of the
zero-phonon line by a factor of 1.32 and of the phonon side band by a factor of 1.7.
We deduced the model’s input parameters from Lorentzian fits to the measured NV
spectrum. Furthermore, we took into account the experimental M1-cavity Q-factor of
160 and a modal volume of 1.1 (λ/n)3. Assuming a realistic branching ratio of 3% into
the ZPL and a quality factor of Q = 1, 000, already achieved in this thesis (c.f. section
6), a ZPL Purcell factor of 2.6 is within reach that comes along with a reduced excited
state lifetime 4.6 ns compared to 12 ns reported for NV centers in bulk diamond [23].
Beyond the presented model, we discussed the impact of the emitter’s quantum efficiency
as well as the orientation of the NV dipole moments and its position with respect to the
cavity field.
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In the near future, we will repeat the implantation of nitrogen ions into photonic
crystal structures with a reduced dose. The thorough studies presented in this work on
the number of created NV centers and the experimental production yield provide all
required information for the successful deterministic formation of one single NV center
at the center of a photonic cavity. From our analysis, we infer an optimal implantation
dose of 1 × 1013 ions/cm2 for the creation of one single NV center. Once a single NV
center is identified in the spectrum, the photonic crystal cavity modes can be tuned
across the NV emission spectrum using either thermal oxidation (c.f. chapters 7 and
9) to blue tune the cavity modes or gas condensation [87, 88, 401, 402] to red shift the
modes. The Purcell enhancement can be deduced from the lifetime change of the NV
transition in and off resonance with the cavity mode. To this end, we propose to perform
time correlated single photon counting experiments under 532 nm pulsed excitation to
deduce the excited state lifetime. Just recently, a green pulsed laser system has been
integrated in our optical setup. From an exponential fit to the data, the excited state
lifetime can be extracted (c.f. section 4.4). Using time correlated photon counting, we
can discriminate very well between the fast decaying background signal of < 1 ns [413]
and the slower NV decay time. For single NV centers in bulk diamond an excited state
lifetime of ∼ 12 ns [23] has been measured, which can be significantly reduced by cavity
coupling. From the lifetime reduction the experimental generalized Purcell factor can
be evaluated.
To unambiguously prove the existence of one single optical center after nitrogen im-
plantation, several challenges have to be tackled. The first one is the reduction of the
important fluorescent background of the diamond membrane. One source of background
could be defects induced by the polishing of the diamond membrane’s surfaces. By re-
moving the first few micrometers from both diamond surfaces by reactive ion etching
in an oxygen plasma, most of the polishing defects should be eliminated [365]. Fur-
thermore, using an argon-chlorine plasma instead of oxygen and SF6 plasma to thin
out the diamond membrane might reduce background luminescence and allow for much
smoother surface roughness [366]. The high background measured on the photonic crys-
tal structures is probably related to the focused ion beam milling process, which might
be overcome by using reactive ion etching techniques instead of FIB milling to fabricate
the photonic crystals. Various etching recipes based on oxygen plasma involving spin-on
glass [84,88,452–454], silica [132], silicon nitride [83,87] or metal masks [358] have been
successfully applied for the fabrication of photonic structures in diamond.
The second measure concerns the exact position of the implanted NV center within
the cavity. Based on the photoluminescence spectra taken at the center of the doped
cavity structures, we could verify the successful implantation and the number of created
NV centers. However, to deduce their exact position, the optical resolution of our confo-
cal microscope setup is not sufficient. More elaborated techniques based on stimulated
emission depletion (STED) [455] would be well suited to determine the NV centers’
positions in the photonic crystal cavity with a precision of several nanometers [456,457]
and to deduce the spatial resolution of our implantation setup.
In order to efficiently enhance the emission rate, the XY dipole moments of the NV−
center have to be aligned in the plane of the cavity electric fields. To achieve better
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in-plane orientation, it would be favorable to fabricate the photonic crystal structures in
the (111)-facet of a single crystal diamond membrane. Furthermore, recent theoretical
studies [458] suggested a preferential reorientation of the NV complex in diamond under
the presence of high temperature (970◦C) and strain. By post-processing the diamond
sample, this would allow for optimal alignment and coupling of the NV− dipoles after
ion implantation to the cavity in-plane fields.
Besides the orientation of its dipole moments, the quantum efficiency of a single
emitter has a strong impact on the Purcell enhancement. Recently, the quantum ef-
ficiencies of single NV centers in nanodiamonds have been successfully deduced using
fluorescence lifetime measurements of the emitter as a function of the its distance to a
high-reflective silver mirror [447, 448]. As the presence of the mirror changes the local
density of states at the emitter’s position and hence its lifetime, the quantum efficiency
of the NV center can be deduced from the fit to the data. In literature [447, 448],
quantum efficiencies of single NV centers hosted in nanodiamonds have been reported
that strongly differ from unity and vary from nanocrystal to nanocrystal. Therefore, to
correctly estimate the Purcell enhancement of a single NV center, resonantly enhanced
by the cavity, it is indispensable to determine the quantum efficiency of the individual
emitter.
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Chapter 9
Deterministic coupling of a single
SiV center to a photonic crystal
cavity in diamond
In the previous chapter, we demonstrated the targeted implantation of single NV cen-
ters at the center of photonic crystal nanocavities realized in ultra-pure diamond mem-
branes. In this chapter, we pursue a complementary approach starting with a diamond
membrane containing single color centers and subsequent alignment and patterning of
photonic crystal structures around them. Using active alignment techniques, we here
demonstrate for the first time deterministic coupling of a single SiV center to an all-
diamond photonic crystal cavity. The extraordinarily narrow emission line of the SiV
center allows for the study of cavity quantum electrodynamics effects even at room
temperature. Both inhibition and Purcell enhancement of spontaneous emission are
presented in this chapter.
As a first step, we identify single SiV centers incorporated during CVD growth in
the heteroepitaxial diamond membrane. Using confocal spectroscopy, we locate the SiV
position with respect to alignment markers and investigate the emission properties into
the zero-phonon line, phonon side bands and near-infrared transitions and determine the
orientation of the dipole moment via polarization analysis. Moreover, we prove the single
emitter character, deduce the internal population dynamics and evaluate the radiative
quantum efficiency of single SiV centers hosted in the diamond membrane. Cross mark-
ers next to the SiV centers are subsequently used to pattern a photonic crystal structure
with one, three or seven missing holes around the single emitters using focused ion beam
milling. This technique allows us to deterministically achieve coupling between a single
color center and a photonic crystal cavity. We study the persistence of the SiV spectral
properties upon FIB milling and demonstrate the inhibition of spontaneous emission
via the photonic band gap effect for single emitters placed in a periodic photonic lat-
tice. From the measured data, we deduce the experimental Purcell factor FPhC of the
photonic crystal lattice. As a next step, we demonstrate controlled cavity-coupling of
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single SiV centers to a photonic crystal cavity mode. The cavity modes are tuned across
the entire SiV emission spectrum using the digital etching technique already applied in
chapter 7. The controlled room temperature coupling gives rise to a Purcell enhance-
ment of spontaneous emission coming along with a significant increase in the intensity
and a modification of the internal population dynamics of the single SiV centers. We
analyze in detail the emitter-cavity coupling Purcell factor Fcav, for which all param-
eters are deduced from independent measurements confirming a perfect agreement of
the experimental observations with theoretical predictions. From the measured internal
population dynamics, we evaluate the change in the radiative quantum efficiency of the
emitter via inhibition due to the photonic band gap effect or via Purcell enhancement
in resonance with a cavity mode. Moreover, we show precise polarization control of the
SiV emission angle by tuning a photonic crystal cavity mode into resonance.
9.1 Single SiV centers in heteroepitaxial diamond mem-
branes
In this section, we identify and characterize single SiV centers in heteroepitaxial diamond
membranes. We investigate the spectral properties including the central position and
linewidth of the zero-phonon line, phonon side bands and near infrared transitions.
Polarization analysis in emission and absorption allows us to determine the orientation of
the SiV dipole moment, which is essential to achieve efficient emitter cavity coupling. We
detect the maximum single photon count rate at saturation and verify the single emitter
character using intensity auto-correlation measurements. From power-dependent g(2)
functions, we extract internal population dynamics as well as the spontaneous emission
rate, the excited state lifetime and the radiative quantum efficiency of single SiV centers
in the diamond membrane. The thorough analysis of the SiV emission properties is the
basis to quantify modification of spontaneous decay due to cavity-coupling.
As a starting material, we use a heteroepitaxial diamond films with a thickness of
10µm, grown on a silicon (001) substrate via iridium/yttria-stabilized zirconia buffer
layers in between [348] (c.f. chapter 6). During the growth process a small amount of
silicon is incorporated into the diamond film forming, together with an adjacent vacancy,
optically active single SiV centers. To obtain a freestanding diamond membrane, the
silicon substrate and buffer layers are removed from beneath (c.f. chapter 6) and the
diamond film is thinned out from 10µm to 270 − 400 nm using reactive ion etching in
an oxygen plasma. To locate single emitters, cross markers are milled into the diamond
membrane via focused ion beam milling. During the patterning, the color centers in the
diamond membrane are protected by a 80 nm-chromium layer that is wet-chemically
removed afterward. As a final step, the sample is annealed at 1,000◦C and cleaned in
H2O2:H2SO4.
We use confocal microscopy scans to locate and identify single SiV centers within the
diamond membrane as bright spots. To this end, a continuous wave laser at a wavelength
of 660 nm is focused by a microscope objective (numerical aperture 0.8) onto the sample
whose position is scanned with respect to the excitation beam. During the scanning, the







Figure 9.1: Confocal fluorescence scans of the diamond membrane with excitation 660 nm:
Single emitters are stick up as bright, localized spots. The numbered fluorescence spots are
identified as single SiV centers and are investigated further. From the scans, we deduce an
average density of 2 single SiV centers per 20×20µm2. Cross markers or holes in the membrane
are used subsequently as positioning markers. Scale bars: 10µm.
fluorescence is collected by the microscope objective, separated from the excitation light,
and coupled into a single mode fiber and detected by single photon counters. As SiV
centers exhibit a narrow emission line around 738 nm, we apply band pass filters in front
of the detectors with high transmission in the range 700 to 720 nm or between 730 and
750 nm. For details on the optical setup see chapter 4. Figure 9.1 shows an example
of fluorescence maps collected on the thinned diamond membrane. Several localized
bright spots (numbered 1-7) are observed in the fluorescence scans that are investigated
further and are identified later in this chapter as single SiV centers. From the scans,
we deduce an average density of 2 single SiV centers per 20 × 20µm2. To identify the
bright spots as SiV centers, the spectrum is recorded at these points using a grating
spectrometer combined with a nitrogen-cooled CCD camera. Figure 9.2 displays the
room-temperature spectra recorded at positions 1− 5 marked in the fluorescence scans
(Fig. 9.1). All spectra reveal an intense zero-phonon line with low phonon side band
emission and low fluorescence background contributions of the diamond membrane. In
the following, we will analyze in more detail the ZPL position and linewidth as well as
the narrow phonon sideband features.







































































Figure 9.2: Spectra and polarization analysis of selected single SiV centers in the diamond
membrane: (a) Zero-phonon lines and (b) phonon side bands of the SiV centers. The central
position λ and linewidth ∆λ of the SiV ZPL are given in nm. The spectra are normalized to the
ZPL maximum. Black: recorded spectra, Color: Lorentzian fits to the ZPL or multipeak fits to
the PSB after baseline subtraction. (c) Polar plots of the ZPL emission. All SiV centers show
a preferential polarization along the 〈100〉 or 〈110〉 crystallographic axis of the diamond lattice.
For the SiV(1) center, polarization-dependent absorption measurements are additionally shown
in green. Dots: data, solid lines: fits.
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Figure 9.3: Central wavelengths and linewidths of SiV centers incorporated in the diamond
membrane: (a) Histogram of the observed ZPL positions with a mean value of 734 nm and a
standard deviation of 12 nm. The dark gray line marks the ideal ZPL position at 738 nm. (b)
Histogram of the ZPL widths ranging from 0.55 to 3 nm with the most frequent width of 1.35 nm
and a standard deviation of 0.4 nm. (c) Linewidth as a function of the spectral position. No
correlation is found between the two quantities.
Zero-phonon line
The central position of the SiV zero-phonon lines observed in figure 9.2(a) varies between
720 and 740 nm with linewidths of ∆λ = 0.8 − 1.4 nm. More comprehensive statistics
on the ZPL positions and linewidths evaluated from 236 spectra are shown in figure
9.3. We find ZPLs in the spectral range between 710 − 770 nm with a mean value in
position at 734 nm and a standard deviation of 12 nm. The spectral interval is slightly
blue shifted and broadened compared to data reported for single SiV centers hosted
in nanodiamonds [227]. Neu et al. [227] found a mean value in position of 742.5 nm
with a standard deviation of 5.1 nm. The reason for the narrower bandwidth might
be attributed to the fact that they restricted their analysis to the spectral window of
730−750nm by using appropriate band pass filters in front of the single photon counters.
Anyway, our reference measurements on single SiV centers in nanodiamonds on iridium
comparable to those samples used by Neu et al. [227] equally reveal ZPL wavelengths
down to 710 nm and up to 760 nm coinciding with the spectral range plotted in figure
9.3(a) for SiV centers in the thinned diamond membrane. The ZPL linewidths of the
investigated SiV centers extends from 0.55 to 3 nm with a mean value at 1.35 nm and
a standard deviation of 0.4 nm (Fig. 9.3(b)). The data are in good agreement with
the widths found by Neu et al. [227]. Figure 9.3(c) displays the measured linewidths
as a function of the spectral position. We do not find any correlation between the two
quantities. Narrow and broad ZPL linewidths are observed across the whole spectral
range.
The large spread in the central ZPL position is probably related to material strain.
The presence of tensile strain in the heteroepitaxial diamond membrane was already
indicated by Raman spectroscopy in chapter 6. Sternschulte et al. [233] studied the
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impact of uniaxial stress on the SiV fine structure. To this end, the sample was cooled to
cryogenic temperatures and stress was applied along the 〈100〉 diamond direction. Under
stress, the four lines of the SiV fine structure exhibit different wavelength shifts ranging
from -3.3 nm/GPa to 4.4 nm/GPa [233]. These stress measurements demonstrate the
high sensitivity of the SiV ZPL to material strain and strongly suggest that tensile strain
locally experienced by the color center is indeed responsible for the observed broad
distribution of the ZPL positions observed for our diamond membranes. Unfortunately,
comparable stress measurements at room-temperature or along other crystallographic
directions are missing, precluding qualitative correlation between of the magnitude of the
local strain field and the individual SiV line shifts. The significant sensitivity of the SiV
electronic transitions to the surroundings potentially enables coupling to mechanical
resonators and allow for the study of energy level shifts induced by the motion of a
macroscopic cantilever as it has been recently demonstrated for NV centers [459,460].
Phonon sidebands
Even at room-temperature, the SiV center exhibits weak vibronic side band emission.
Figure 9.2(b) shows the side band spectra of the five selected SiV centers. The spectra
are normalized to the ZPL maximum. On top of the broad sideband background in
the one-phonon region (0 − 1326 cm−1 ∼= 790 nm), several narrow peaks with a width
down to 1.25 nm are observed whose positions and linewidths strongly vary between
different spectra. In general, electronic transitions of a color center can couple to the
vibrations of the undisturbed diamond lattice or to (quasi)local modes of the defect
atom and its neighboring carbon atoms [227]. For the SiV center, sideband features
with energies at 42, 64, 80, 100, 125, 148, 155, 165 and 183meV with respect to the
SiV ZPL have been reported in literature. For a summary see publication [227] and
references herein. Lattice vibrations are restricted to the energy range between 70 and
165meV [227,461–463], determined by the phonon density of states of diamond at high
symmetry points of the Brillouin zone. Hence, sidebands outside this interval have
been attributed to (quasi)local modes of the defect center [227]. In recent experiments,
the sideband peak at 64meV has been assigned to a local vibrational mode of the Si
atom oscillating along the 〈111〉 symmetry axis [226, 464]. Figure 9.4 shows a detailed
view of the vibronic sidebands plotted as a function of their energy shift with respect
to the individual ZPL of five selected single SiV(1)-SiV(5) centers. The peak energies
coincide well with vibronic energies reported in literature (indicated as gray lines in Fig.
9.4) and the spectral range of phonon sidebands discovered for single SiV centers in
nanodiamonds [227]. Moreover, except for the SiV(5) center, all spectra in figure 9.2(b)
reveal a distinct peak at energies between 63− 70meV (indicated by purple line in Fig.
9.4), probably attributed to the local vibrational mode of the SiV atom.
A measure of the electron-phonon coupling strength is the Debye-Waller factor or
the Huang-Rhys factor. The Debye-Waller factor Dw is defined as the ratio of the
integrated intensity IZPL of the ZPL to the overall intensity Itot including phonon side
bands [162]: Dw = IZPL/Itot. The Huang-Rhys factor is defined as S = − ln(IZPL/Itot)
[214, 465]. The Debye-Waller (Huang-Rhys) factor varies between 0 (∞) and 1 (0),
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Figure 9.4: Phonon sidebands of five SiV centers plotted as a function of their energy shift with
respect to the zero-phonon line. The narrow peaks observed in the sideband regime coincide
well with the vibronic energies at 42, 64, 80, 100, 125, 148, 155, 165 and 183meV reported in
literature [227], which are indicated by gray solid lines. The sideband at 64meV (purple line)
has recently been attributed to a local vibrational mode of the Si atom.
where a unity Debye-Waller or equivalently a vanishing Huang-Rhys factor indicate
no coupling to vibronic modes. By fitting the spectra with multiple Lorentzians after
careful background subtraction, we extract the intensity emitted into the zero-phonon
line and phonon sidebands. As displayed in figure 9.2(b), the selected SiV centers
incorporated in the thinned diamond membrane show Debye-Waller factors of Dw =
0.77 − 0.9 corresponding to Huang-Rhys factors of S = 0.25 − 0.11. A Debye-Waller
factor of 0.9 symbolizes that up to 90% of the photons released by the SiV center are
emitted into the ZPL. In contrast, the emission into the phonon side bands is very
weak. The intensity of the one-phonon side band amounts to 11% relative to the ZPL
intensity (with S = 0.11). Comparable large branching ratios into the zero-phonon line
have been found for single SiV centers located in nanodiamonds [25, 227] and in single
crystal diamond [26] as well as for SiV ensembles in polycrystalline diamond films [464].
Due to its bright and narrow emission into the ZPL and the weak phonon side band
contribution, the SiV center is an ideal candidate for coupling to narrow cavity modes.
Near-infrared transition
Beyond the phonon sidebands, the spectra of all SiV centers in figure 9.2(b) exhibit
remarkably narrow lines down to ∆λ = 1.1 nm in the wavelength range between 802
and 840 nm (corresponding to 183 − 238meV in Fig. 9.4). Moreover, for the SiV(2)
and SiV(4) centers narrow peaks at 880 nm and 892 nm are observed in the spectra
(Fig. 9.2(b)). Recent studies show strong evidence that the lines at 820 − 845 nm are
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attributed to additional purely electronic transitions of the SiV center [228,229]. Using
intensity cross-correlation measurements between the zero-phonon line and the line at
822.7 nm, Neu et al. [228] could show that both peaks originate from the same single
SiV center. They proposed an extended SiV level scheme involving a second excited
state and the same ground state as the ZPL to model the near-infrared transitions.
Based on internal population dynamics, they exclude that the near-infrared transition
is a vibronic side band or that it arises due to a transition from/to the metastable
(shelving) state [228]. The assumption of purely electronic transitions is supported by a
previous work by Sittas et al. [466]. They discovered significant spectral narrowing upon
cooling of three lines at 776, 797 and 812 nm of an SiV ensemble. Owing to the spectral
change, Sittas et al. interpreted these features as electronic transitions. Moreover, recent
absorption measurements on single crystal diamond containing large ensembles of SiV
centers revealed absorptions lines in the range of 830 − 860 nm [224], which indicates
that a ground state is involved in this transition. As only purely electronic transitions
can be observed both in absorption and emission, all these studies strongly suggest
that the near-infrared lines are electronic rather than vibronic transitions. Based on
these studies, we tentatively attribute the lines in the near-infrared range observed in
spectra 9.2(b) to additional electronic transitions of the SiV centers. Although, the
absolute central peak positions are slightly shifted to smaller values compared to the
range 820 − 845 nm assigned to the near-infrared transition [227, 228], the energies of
183−238meV with respect to the zero-phonon line perfectly accord with literature [227].
In addition, the measured linewidths of 1.1 − 2.9 nm deduced from the multipeak fits
in figure 9.2(b) are conform with stated data [227]. Due to limitations in the detection
efficiency of their setup, Neu et al. [227] did not discover lines beyond 860 nm. Hence, it
is unclear if the lines at 880 and 892 nm detected for the SiV(2) and SiV(4) are equally
attributed to electronic transitions. Further investigations are required to support this
assumption.
Polarization characteristics
For future coupling experiments to a photonic crystal cavity, the orientation of the color
center’s dipole moment plays a substantial role. In principle, the dipole orientation can
be deduced from polarization characteristics of the fluorescence light [467]. Lethiec at
al. [467] developed a complex analysis requiring detailed knowledge of the objective nu-
merical aperture, the 1D or 2D nature of the emitting dipole, and the environment close
to the dipole, to the deduce the orientation of CdSe/CdS nanocrystals. For chromium
related defect centers, the dipole orientation in three dimensions has been determined
using defocused imaging in the back focal plane of the microscope objective and com-
paring the experimental results with numerical simulations [158]. Unfortunately, our
experimental settings do not allow for a direct three-dimensional analysis of the dipole
moment. Here, we investigate the polarization characteristics of the emitted fluores-
cence light as well as the polarization-dependent absorption of the single SiV centers in
the (001) plane of the diamond membrane. Together with previous results reported in
literature, this allows us to draw essential conclusions on the dipole orientation of the
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SiV φmax Visibility (%)
1 52.5◦ 97 Absorption
1 45.0◦ 97
2 82.7◦ 96
3 137.7◦ 94 Emission
4 49.7◦ 94
5 38.5◦ 95
Table 9.1: Polarization characteristics of the five investigated single SiV centers in absorption
and emission: The angle φmax at maximum intensity and the visibility are deduced from the
sine-square fits to the raw data in figure 9.2(c).
single SiV centers.
The polarization of the emitted light is measured by placing a linear polarization
analyzer in the detection path of our confocal setup and detecting the count rate of
the filtered ZPL via the APDs as a function of the azimuthal angle φ. Bandpass filters
in front of the APDs filter the ZPL signal in a spectral window of 10 nm. Moreover,
in the case of the SiV(1) center, we measure the polarization in absorption. To this
end, the polarization angle of the excitation laser light is rotated via a half-wave-plate
while registering the count rate in dependence of the polarization angle φ. Again, the
ZPL signal is filtered in a spectral window of 10 nm. The polar plots of the single
SiV(1)-SiV(5) centers in figure 9.2(c) clearly reveal linearly polarized emission with a
preferential orientation along 0◦, 45◦, 90◦ or 135◦. Similarly, the absorption character-
istic of the SiV(1) center shows a sinusoidal variation. Within the detection precision of
10◦, the angle at maximum absorption coincides with the angle at maximum emission
intensity. The large error of 10◦ is related to the fact that between the measurements,
the sample is removed and mounted again on the sample holder resulting in a relative
angle discrepancy of a few degrees. The raw data are fitted by a sine-square function.
Please note that we do not subtract any background contributions or dark counts of the





The visibilities for each polarization measurement together with the angles φmax at
which the intensity is maximum are listed in table 9.1. The linear polarization charac-
teristics of all single SiV centers exhibit high visibilities of 94−97% in emission. The fit
to the polarization-dependent absorption of the SiV(1) center shows a visibility of 97%.
The high visibility suggest that the absorption and emission process are dominated by a
single dipole transition of the SiV center. Furthermore, from the almost identical angles
φmax in absorption and emission, we conclude absorption and emission dipole moments
to be aligned parallel to each other within the experimental error. Similar results have
been found for single SiV centers at room-temperature hosted in nanodiamonds grown
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on iridium [227]. Moreover, parallel orientation of emission and absorption dipole mo-
ments have been found for chromium related defect centers [155] and single color centers
emitting in the near infrared observed after nickel implantation and annealing [444].
As a next step, we would like to investigate the orientation of the SiV dipole moment
with respect to the crystallographic axis of the diamond lattice. As the emission in our
experiment is collected from the top, we are only able to determine the projection of the
SiV dipole into the (001) diamond plane oriented perpendicular to the excitation laser
beam. The crystallographic directions of the diamond membrane have been determined
using electron back scattering. For our experimental settings, an angle of φ = 0◦ (45◦)
corresponds to an orientation along the [110] ([100]) crystallographic direction in the
(001)-diamond plane. In figure 9.2(c), the projected dipole moment of the SiV center is
preferentially alined either along the 〈100〉 or 〈110〉 diamond axis. This is conform with
experimental findings on single SiV centers hosted in nanodiamonds on iridium [227]
and with SiV ensemble measurements in diamond films [468]. However, all these host
materials exhibit important material strain. Group theoretical calculation predict an
alignment of the SiV dipole moment along the 〈111〉 axis [222]. Recent polarization
analysis of single SiV centers in low-strain (001) single crystal diamond support this
prediction [26, 223,225]. At room-temperature, the SiV ZPL is linearly polarized along
the 〈110〉 crystal axis corresponding to the projection of the 〈111〉 direction in the
(001) diamond plane [26]. At cryogenic temperatures, the four fine structure lines can
be grouped in two subsets. The inner lines are polarized parallel to each other and
perpendicular to the outer ones. All polarization axes appear along the 〈110〉 direction
in the (001) diamond plane [223,225]. The inner lines have been attributed to a dipole
moment d‖ aligned along the 〈111〉 axis, whereas the outer lines have been assigned to
a dipole moment d⊥ perpendicular to the 〈111〉 direction [223,225]. From the intensity
ratio, Rogers et al. [223, 225] concluded, d‖ being the dominant dipole moment four
times stronger than d⊥. Under the influence of strain, theoretical simulations of the SiV
center electronic transitions [223] predict that the polarization orientation rotates away
from 〈110〉 toward 〈100〉. Both polarization directions have been found for the here
investigated single SiV centers suggesting severe material strain present in the diamond
membrane. The presence of material strain has already been identified using Raman
spectroscopy (c.f. section 6.1.5). Remarkably, the ZPL of the SiV(2) center whose
central position is close to 738 nm, suggesting low material strain, is the only center
exhibiting a linear polarization along the 〈110〉 axis. The other single SiV centers in
figure 9.2(c) with ZPLs strongly blue shifted probably by the presence of strain show
linear polarizations along 〈100〉. However, more reliable statistics are required to confirm
a possible correlation between the spectral position and the linear polarization of the
SiV ZPL.
Saturation measurements
After having discussed the spectral properties and polarization characteristics, we would
like to study the suitability of the SiV centers as single photon sources. An essential
figure of merit of a single photon source is the maximum count rate obtained at sat-
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uration. To this end, we detect the photon count rate via the APDs as a function of
the excitation power measured in front of the microscope objective. As shown in figure
9.5(a), the count rate of all five SiV centers saturates for high excitation powers. In
figure 9.5(a), the count rate detected on the diamond membrane next to the single SiV
centers is shown for reference by the gray dots. All measurements reveal high signal to
noise ratios of 20− 120. To extract the maximum SiV count rate I∞ at saturation and





The obtained fit parameters are given for each SiV center in figure 9.5(a) in units
[I∞] = k counts/s and [Psat] = mW. The highest count rate of all investigated centers is
detected for the single SiV(1) center yielding I∞ = 360,000 counts/s with a saturation
power of 1mW. The other four SiV centers selected in figure 9.5(a) exhibit maximum
count rates of I∞ = 70, 000− 220, 000 counts/s with saturation powers of Psat = 0.42−
0.8mW. The saturation powers are comparable to literature data on single SiV centers
in nanodiamonds [25, 232]. However, the measured count rates are approximately a
factor of 20 smaller than the record value of 6.2 × 106 counts/s reached for a single
SiV center hosted in a nanodiamond grown on an iridium substrate [55]. The reason
for the lower count rate is partially attributed to the smaller collection efficiency by
the microscope objective, when the emitter is hosted in bulk compared to a nano-size
particle. For dipoles oriented parallel to the sample surface, simulations predict up to
20-times higher collection efficiencies of the SiV emission in nanodiamond on iridium
compared to bulk [55]. Beside the collection efficiency, the actual count rate of a single
color center depends on its internal population dynamics and especially on its quantum
efficiency. The quantum efficiency in its turn significantly depends on the emitter’s
surroundings as will be discussed on page 269. In the following, we deduce the internal
population dynamics and the quantum efficiency exemplarily for the single SiV(2) and
SiV(3) centers hosted in the thin diamond membrane.
Intensity correlation measurements
To prove the single emitter character of the identified SiV centers and to deduce the
internal population dynamics, we perform intensity correlation measurements, i.e. g(2)
measurements, using a Hanbury Brown and Twiss interferometer with two avalanche
photo diodes (APDs). For details on the setup, see chapter 4. The excitation power
applied during the individual intensity correlation measurement is well below saturation
as marked in the saturation curve by the yellow star. The g(2)-functions of the five SiV
centers SiV(1), SiV(2), SiV(3), SiV(4) and SiV(5) are displayed in figure 9.5(b,c). For
long decay times τ , all experimental g(2)-functions exceed one. This bunching behavior
can be explained by a three level model of the SiV center involving a ground state, an
excited state and one metastable (shelving) state (c.f. section 3.5). At small times τ ,
an antibunching dip with g(2)(0) < 0.5 unambiguously proves that the investigated SiV
centers are indeed single emitters. The fact that the correlation function does not com-
pletely vanish at zero time delay, is mainly attributed to the limited temporal resolution
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Figure 9.5: Saturation measurements and intensity correlation functions of selected single SiV
centers: (a) Photon count rate as a function of the excitation power P . For reference, back-
ground contributions are shown in gray. For high powers, the SiV count rates saturate. From the
fit (solid line) using equation (3.20), we obtain the saturation count rates I∞ given in k counts/s
and the saturation powers Psat in mW. The yellow star indicates the power applied for the g(2)
measurements in (b,c). (b) For large times τ , the g(2) functions show a bunching behavior. (c)
Detailed view of the antibunching dip at small delay times with g(2)(0) < 0.5 revealing single
emitter character of the investigated color centers. (b,c) Dots: measured data, solid line: fit
according to equation (3.7) convoluted with the setup instrument response function.














































Figure 9.6: Intensity correlation measurements of the single (a) SiV(2) and (b) SiV(3) center
for various excitation powers P/Psat. For clarity, the curves have been shifted by 1.2 points in
(a) and by 2 in (b). Dots: measured data, solid lines: fit according to equation (3.7) convoluted
with the setup instrument response function.
of the APDs with a timing jitter of 296 ps (c.f. chapter 4). Background contributions
of the diamond membrane play only a minor role as already seen in the saturation
measurements. Based on the three level model, we fit the measured g(2)-functions with
two exponentials according to equation (3.7) including background contributions, con-
voluted with the instrument response function of our setup to account for the timing
jitter of the APDs. The theoretical fits are shown in figure 9.5(b,c) by solid lines. From
the fits, we extract the times τ1 and τ2 governing the antibunching and bunching time
scales as well as the parameter a. We obtain τ1 = 1.2−1.56 ns for the antibunching time
of the SiV(1)-SiV(5) centers. In contrast, the parameters τ2 and a governing the bunch-
ing dynamics strongly vary between the centers. The g(2) functions of the SiV(2) and
SiV(3) centers both performed at similar excitation powers with respect to Psat reveal
significantly different bunching dynamics. In the following, we measure the intensity
correlation function for various powers and investigate the power-dependence of the fit
parameters τ1, τ2 and a exemplarily for the SiV(2) and SiV(3) centers. The power-
dependent parameters enable deeper insight into the internal population dynamics of
the single color centers.
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Figure 9.7: Population dynamics of the single SiV(2) and SiV(3) centers in the diamond
membrane: Power-dependent model parameters τ1, τ2 and a of (a) the SiV(2) center and of (b)
the SiV(3) center extracted from the fits to the measured g(2)-functions for various excitation
powers P/Psat. Dots: extracted parameters, solid lines: theoretical power-dependence of the
model parameters.
Internal population dynamics
To deduce the internal population dynamics of the single SiV(2) and SiV(3) centers, we
measure the g(2)-functions for various excitation powers P/Psat as shown in figure 9.6.
With increasing power, the bunching becomes strongly pronounced. From the fit to the
data using equation (3.7) convoluted with the instrument response function, we extract
the parameters τ1, τ2 and a that are plotted in figure 9.7 as a function of the normalized
excitation power P/Psat applied during the individual correlation measurements. With
increasing power, the τ1 and τ2 times diminish, whereas a raises. While the parameters
τ1 and a are comparable for both SiV centers, the τ2 times significantly differ. For
low powers, τ2 of the SiV(2) center reaches 800 ns, whereas for the SiV(3) center, this
parameter is 6-times larger. Fitting the power dependent parameters τ1, τ2 and a in
figure 9.7 according to equations (3.14), we extract the limiting values τ01 , τ02 , τ∞2 , a∞ as
well as the parameters σ, c and d. The fit results are summarized in table 9.2. Here, the
superscripts 0 and ∞ denote the limits for vanishing and high power, respectively. The
theoretical fit curves, displayed as solid lines in figure 9.7, match the experimental data
sufficiently well. The slight oscillatory behavior of the measured parameters is mainly
attributed to an uncertainty in the signal to noise ratio included in the fit routine of
the g(2) function and in a slight drift in the alignment of the optical setup. This drift is
hardly noticed during the experiment especially for high powers, as the SiV count rate
does not significantly change for powers well above saturation. Once the fit parameters
are obtained, we can calculate the decay rates k12, k21, k23 and k31 using equation (3.19).
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(MHz) (MHz) (MHz) (MHz) (Psat)
2 1.56 2.5 62 2.0 60 630 11.0 0.40 4.9 3
3 1.49 6.3 640 1.4 34 671 0.9 0.16 0.5 50
Table 9.2: Limiting values and decay rates governing the population dynamics of the SiV(2)
and SiV(3) centers in the diamond membrane. The limiting values and rate coefficients are
deduced from figure 9.7 using a three level model including a power-dependent deshelving rate
k31 = dP/(P + c) + k
0
31 and a pump rate k12 = σP .
Here, we assume a pump rate k12 = σP increasing linearly with the excitation power
P , a constant spontaneous decay rate k21 from the excited state |2〉 to the ground state
|1〉, a constant rate k23 into the shelving state |3〉 and a power-dependent deshelving
rate k31 = dP/(P + c) + k031. For the SiV(2) and SiV(3) centers, the rates are listed in
table 9.2. Both color centers exhibit comparable decay rates k21, significantly exceeding
the other transition rates at low excitation power. In contrast, the rates k23 and k31
involving the shelving state strongly differ for the two SiV centers by one order of
magnitude. This discrepancy is reflected in the different bunching dynamics of the g(2)
functions shown in figure 9.6.
In the limit of vanishing excitation power, the τ1 time approaches the lifetime of
the excited state T1 [21,209,236]. According to limiting times τ01 listed in table 9.2, we
obtain for the SiV(2) center a lifetime of 1.56 ns and for the SiV(3) center a lifetime of
the excited state of 1.49 ns. In the next section, we confirm the excited state lifetime
deduced from the internal population dynamics by measuring the lifetime of the SiV(2)
center under pulsed excitation. Moreover, we give a brief overview of excited state
lifetimes reported in literature for SiV centers.
Lifetime measurement
To confirm the excited state lifetime deduced from the population dynamics in the
limit for vanishing excitation power, we perform time correlated single photon counting
experiments (c.f. chapter 4). To this end, the SiV(2) center is excited by a pulsed laser
with a repetition rate of 80MHz at a wavelength of 700 nm. The number of photons
arriving per time interval t ± ∆t/2 (∆t = 4 ps) after the time t with respect to the
excitation pulse is detected by an avalanche photon diode and plotted in a histogram
shown in figure 9.8. For times t > 0 the signal reveals an exponential decay with
the decay time equal to the emitter’s excited state lifetime. We fit the data by an
exponential function convoluted with a Gaussian with a FWHM of 864 ps to account
for the instrument response function of our setup (c.f. chapter 4) according to equation
(4.7) in section 4.4. From the fit, we obtain an excited state lifetime of the SiV(2)
center of T1 = 1.56 ns which is in perfect agreement with the limit τ01 extracted from the
population dynamics (c.f. table 9.2). The result from the time correlated single photon
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T1 = 1.56 ns
Figure 9.8: Lifetime measurement of the excited state of the single SiV(2) center: Under
pulsed excitation, the number of photons arriving after a certain time t in the interval t±∆t/2
(∆t = 4 ps) with respect to the laser pulse are registered and plotted in a histogram. The data
are fitted using equation (4.7). From the fit, we extract an excited state lifetime of T1 = 1.56 ns
of the SiV(2) center.
counting experiment is shown by a star in τ1-plot in figure 9.7(a). Hence, the limiting
values of the internal dynamics deliver reliable results on the excited state lifetime of
single SiV centers.
The excited state lifetime of 1.56 ns for the SiV(2) center and 1.49 ns for the SiV(3)
center is slightly larger than the excited state lifetimes determine in chapter 7 for SiV
ensembles hosted in heteroepitaxial diamond membranes. The data reported in liter-
ature show a significant variation. For single SiV centers in low strain single crystal
diamond, an excited state lifetime of 1.28 ns has been determined recently at room tem-
perature that increases to 1.72 ns at 4K [26]. Ensemble experiments revealed lifetimes of
1−1.3 ns for SiV centers hosted in polycrystalline diamond films [233] and 2.7−4.0 ns in
homoepitaxial grown diamond [233]. The reduced excited state lifetime of SiV centers
in polycrystalline diamond films was attributed to the existence of competitive, non-
radiative decay channels associated to grain boundaries or to the presence of strain [233].
In these experiments [233], the lifetime decreased with increasing temperature. For SiV
ensembles in a 500 nm-thick diamond membrane placed on a silica substrate, a lifetime
of 1.83 ns has been detected [85]. Other ensemble experiments [242] revealed lifetimes of
1.04−1.17 ns for polycrystalline diamond films on silicon, heteroepitaxial diamond films
(comparable to our high-density samples used in chapter 7) and single crystal diamond
implanted with SiV centers. Lifetime measurements on polycrystalline diamond films
on silica and high-density nanocrystals exhibit slightly smaller times constant of 0.74
and 0.93 ns, respectively [242]. Even smaller lifetimes and an extremely large spread
in lifetime have been deduced for single SiV centers hosted in nanodiamonds grown on
iridium. Based on the population dynamics summarized by Neu [469], we find four
single SiV centers with lifetimes smaller than 0.5 ns, six centers with τ01 = 0.5 − 1ns,
three emitters with τ01 = 1 − 1.3ns and even one center exceeding 5 ns. The results of
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Figure 9.9: Review of excited state lifetimes of SiV centers at room temperature reported
in literature for different host materials: ND: nanodiamonds, poly: polycrystalline diamond
films, single: single crystal diamond, hetero: heteroepitaxial diamond films, mbr: single crystal
diamond membrane, homo: homoepitaxial diamond films. The open (closed) markers indicate
measurements on single (ensembles of) SiV centers. Circles (◦): Lifetime detected via time
correlated single photon counting experiments. Squares (): Lifetime deduce from internal
population dynamics.
the cited literature data are summarized in figure 9.9. All values determined via time
correlated single photon counting experiment are show by circles, whereas all lifetimes
deduce from internal population dynamics in the limit of vanishing excitation power are
symbolized by squares.
The comparison between the data reported in literature reveal that the excited state
lifetime is not an intrinsic property of the color center but strongly depends on the
diamond host material, i.e. on the distance to the diamond-air interface in bulk [157]
and the size of the nanodiamonds [158] as well as on the presence of grain boundaries
or material strain [233]. These contributions give rise either to modified radiative or
to competing non-radiative recombination rates. Beside the excited state lifetime, the
quantum efficiency of the individual emitter is strongly effected by the change of the
emitters surrounding as will be explained in the following.
Quantum efficiency of single SiV centers
The quantum efficiency ηqe of a single emitter is defined as the ratio of the radiative





where γnr are non-radiative transition rates. The knowledge of the quantum efficiency is
vital for applications requiring single photons on demand [470] as well as for light-matter
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interaction in solid-state systems based on the integration of single emitters in micro-
cavities [83, 87, 89] or optical antenna structures [126, 471, 472]. The quantification of
the coupling strength, the enhancement in the collection efficiency and the modification
of radiative and non-radiative decay rates strongly depend on the emitter’s quantum
efficiency.
The quantum efficiencies of the most prominent single color centers in diamond have
been investigated. Depending on the host material, the quantum efficiency ranges from
a few percent up to 0.9. Here, we give a brief overview of the data reported in literature.
Recent studies [447,448] on single NV centers hosted in nanodiamonds reveal quantum
efficiencies between 0.25 and 0.9 strongly differing between individual centers. For NV
centers in single crystal diamond a quantum efficiency of 0.7 has been deduced from the
stimulated-emission cross section in super-resolution microscopy [456]. The quantum
efficiency has equally been determined for nickel-related defects, notably for the NE8
center, which has been investigated as single photon source [162–164, 473] and is most
probably composed of a nickel atom, two vacancies and four nitrogen atoms. For the
NE8 center hosted in single crystal diamond, quantum efficiencies of 0.52 ± 0.2 [163],
0.57 [473] and 0.7 [162] has been found. For chromium-related defect centers in bulk, a
quantum efficiency of 0.3 was reported [157], whereas the estimated quantum yields in
nanodiamonds strongly vary between different chromium emitters ranging from a few
percent to 0.9 [158]. For SiV centers, we are aware of only two studies on the quantum
efficiency [55, 413]. Turukhin et al. [413] deduced a quantum efficiency of 0.05 for SiV
centers hosted in polycrystalline diamond films. Neu et al. [55] estimated quantum
efficiencies between 0.003 and 0.09 for single SiV centers in nanodiamonds grown on an
iridium substrate.
In this section, we evaluate the quantum yield of single SiV centers incorporated in
the thinned diamond membrane. The analysis is based on internal population dynamics
and saturation measurements of the individual color centers, provided that the overall
detection efficiency of the setup is known. Under continuous wave laser excitation, the







Thereby, we take into account the saturation photon count rate I∞ measured with an
overall detection efficiency of our setup ηdet and the maximum steady state population







The rates k21, k23, k031, d are determined by the population dynamics of the SiV center.
In the following, we calculate the quantum efficiencies of the SiV(2) and SiV(3) centers
from the saturation count rate and population dynamics determined above.
The overall detection efficiency ηdet of our setup is a product of the collection effi-
ciency ηobj of the emitted photons by the microscope objective, the transmission through
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the confocal setup ηsetup including the detection efficiency of the APDs and the trans-
mission ηfilter through the applied band pass filters. Considering the limiting case of a
dipole emitter placed at the diamond-air interface with parallel orientation, the collec-
tion efficiency by a microscope objective (numerical aperture 0.8) has been calculated
numerically yielding ηobj,bulk = 3.5± 0.5% [474]. The overall transmission through our
confocal setup including the detection efficiency of the APDs has been measured in chap-
ter 4 to be ηsetup = 0.14± 0.02. When performing intensity correlation measurements,
the SiV ZPL is filtered via band pass filters in front of each APD. The bandpass fil-
ters have a transmission specified by the manufacturer of ηfilter = 0.65 in the wavelength
range of 725−735nm (for SiV(2)) and 715−725 nm (for SiV(3)). Based on these factors,
the overall collection efficiency of our setup amounts ηdet,bulk = (3.3± 0.8)× 10−3.
For the SiV(2) center, the saturation measurement yields a count rate of I∞SiV(2) =
220,000 counts/s. Taking into account the decay rate k21,SiV(2) = 630MHz and the
excited state population n∞2,SiV(2) = 0.325, we determine the quantum efficiency of the
SiV(2) center in the diamond membrane to be ηexpqe,SiV(2) = 0.32± 0.08.
Equivalently, we can evaluate the quantum efficiency of the single SiV(3) center.
Considering the saturation photon count rate I∞SiV(3) = 140,000 counts/s, the decay rate
k21,SiV(3) = 671MHz and the excited state population n∞2,SiV(3) = 0.42, the quantum
efficiency of the SiV(3) center is determined to be ηexpqe,SiV(3) = 0.15±0.04. To summarize,
the experimental quantum efficiencies of the SiV(2) and SiV(3) center are
ηexpqe,SiV(2) = 0.32± 0.08, ηexpqe,SiV(3) = 0.15± 0.04. (9.6)
At first sight, the here deduced quantum efficiencies of single SiV centers incorporated
in the thin diamond membrane are considerably larger than the quantum efficiencies
reported for single SiV centers hosted in nanodiamonds on iridium [55] or for SiV en-
sembles in polycrystalline diamond film [413]. However, care has to be taken as the
available studies on the SiV quantum efficiency cannot directly be applied to our exper-
iments. The reason is that the radiative quantum yield is not solely an intrinsic property
of the color center but critically depends on the crystal quality and the geometry of the
surrounding host medium, i.e. on the local density of states. For polycrystalline dia-
mond films, quenching of radiative transitions have been reported [475]. Hence, the data
reported by Turukhin et al. [413] might underestimate the quantum efficiency for SiV
centers hosted in single crystal diamond membranes as it is the case for our samples.
Moreover, if the size of the host crystal approaches the emission wavelengths, the local
density of states might be strongly reduced, resulting likewise in a quenching of radia-
tive transitions. This is the case for single SiV center hosted in nanodiamonds reported
by Neu et al. [55]. It is well known, that in the case of sub-wavelength nanodiamond,
the emission rate γnano is drastically suppressed due to the strong reduction of the local










Here, a spherical shape of the nanoparticle with a refractive index of n is assumed. For
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diamond with n = 2.4, the reduction factor amounts 0.06. Hence, if the environment
of single SiV centers would change from bulk to a nanoparticle, the quantum efficiency
would decrease to








If the single SiV(2) and SiV(3) centers were hosted in a nanodiamond, the quantum
efficiency would reduce to ηqe,nano = 0.04±0.01 and 0.009±0.005, respectively, coinciding
perfectly with the range determined in earlier experiments [55].
The placement of a single emitter inside a thin dielectric slab might equally induce
changes of the spontaneous emission rate. Calculations based on quantum electrody-
namics reveal a suppression of the spontaneous emission rate by a factor of 0.65 for a
suspended dielectric slab with a refractive index of n = 2.0 and a thickness ofH/λ = 0.1,
which is surrounded by air, compared to the decay rate in bulk material [477,478]. With
increasing slab thickness (H/λ = 1) the transition rate within a suspended membrane
approaches the one of bulk material. Based on these calculation, we would expect only
very small effects [477–479] for our parameters H/λ ≈ 0.54, such that we can treat the
thin diamond membrane as bulk material.
To summarize, the single SiV centers incorporated in the thinned diamond membrane
show excellent spectral properties with bright and narrow zero-phonon lines down to
0.8 nm and low phonon side band contributions at room-temperature. The zero-phonon
line shows linear polarization characteristics in emission and absorption with a preferen-
tial orientation along the 〈110〉 or 〈100〉 diamond direction. At saturation, single photon
count rates up to 360 k counts/s have been detected. Using intensity auto-correlation
measurements, we verified the single emitter character of the investigated SiV centers
and deduced the internal population dynamics. These measurements allow us to extract
the excited state lifetime, the spontaneous emission rate and the quantum efficiency
reaching 0.32 for single SiV centers located in the diamond membrane. These figures of
merit are not intrinsic properties of the emitter but strongly depend on the local density
of states of the surrounding material. We subsequently demonstrate the controlled mod-
ification of the spontaneous emission rate as well as the quantum efficiency by targeted
positioning of a photonic crystal around a single pre-selected SiV center. To this end,
we apply an active alignment technique using positioning markers as will be presented
in the following.
9.2 Active alignment of photonic crystal cavities to single
SiV centers
Two groups [87, 88] have already demonstrated coupling of a single color center, i.e. a
NV center, to a photonic crystal cavity in single crystal diamond. In these experiments,
the color centers are distributed randomly throughout the cavity. For low densities of
color centers within the membrane, the probability of achieving coupling can become
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very small considering the extremely small mode volumes of the cavity mode. Hence,
this random positioning approach requires fabrication and characterization of hundreds
or even thousands of cavity structures [88] to ensure that several NV centers possess
both the correct position and alignment with a defect mode. An attractive alternative
to achieve coupling with a single emitter is to actively position a color center in the
cavity. Such an approach, although technically difficult, would be incredibly useful in
the construction of single color center devices and would offer a level of reproducibility
not available using random positioning techniques [312]. The primary focus of this
section is to present a technique for actively positioning single color centers in photonic
crystal cavities.
The photonic crystal cavities consist of a triangular lattice of air holes with a lattice
constant of a = 283 − 285 nm and air hole radii of R = 85 − 90 nm that are milled
into the suspended (001) diamond membrane with a thickness of H = 250− 400 nm. A
cavity is introduced at the center of the photonic lattice by omitting one, three or seven
missing holes. For the M1-cavity, we choose an optimized design presented in table 5.4
on page 132 with the nearest neighbor holes reduced in size. In contrast, the air holes
of the M3- and M7-cavity are uniform in size.
To align the photonic structures with respect to the pre-characterized single SiV
centers, cross markers with a distance of 15µm and 20µm along the x- and y-axis
are milled into the diamond membrane via FIB. To protect the non-processed areas
from damages induced by the FIB, the diamond film was covered by a 80 nm thick
chromium layer prior to the milling process. The protection layer is chemically removed
afterward with a chromium etchant. Figure 9.10(a) shows a photoluminescence scan
of the final thinned diamond membrane: the single SiV(1) center is identified as a
bright localized spot with cross markers next to it. For emitter-cavity alignment, we
determine the distance in x and y between the SiV center and the origin of the alignment
mark in the fluorescence scan. The FIB system is equipped with a high-resolution SEM
to image the cross markers (Fig. 9.10(b)). As the fluorescence mapping and cavity
structuring are performed with different techniques, it is important to calibrate the
distances of these two systems using the regular spacing of the alignment markers.
Once the relative position of the SiV center with respect to the cross markers in the
SEM image is determined, we use focused ion beam milling to pattern a photonic crystal
cavity around the single emitter. Figure 9.10(b,c) shows SEM images before and after
structuring a photonic crystal M1-cavity around the pre-selected SiV(1) center. In the
SEM pictures, an additional M3-cavity is observed that has been patterned prior to the
M1-cavity around of the SiV(3) center. With this alignment technique, we achieve a
positioning accuracy of about 280 nm, which is comparable to the lattice constant a of
the fabricated photonic crystals.
Our positioning technique not only allows for accurate positioning of photonic crystal
cavities relative to single SiV centers, but also enables the alignment of the cavity field
with the in-plane SiV dipole moment. The polarization orientation together with the
spectrum, the saturation count rate and the g(2) function of the SiV(1)-SiV(5) centers
has been presented in section 9.1. As shown in figure 9.2(c), the emission of the SiV(1)
center is polarized along the [100] crystallographic direction within the (001) diamond












Figure 9.10: Deterministic positioning of a photonic crystal cavity relative to a pre-
characterized single color center: (a) PL scan of the diamond membrane containing single SiV
centers and cross markers with horizontal and vertical distances of 15µm and 20µm next to
it, respectively. Inset: 4µm × 4µm detail scan of the SiV(1) center. Its polarization direction
is indicated by the white arrow. SEM images (b) before and (c) after structuring a M1-cavity
around the single SiV(1) center using FIB milling (same sample region as in (a)). The M1-cavity
is oriented such that its x-axis coincides with the polarization direction of the single emitter
along [100] crystallographic axis in diamond.
plane, indicated by the small white arrow in figure 9.10(a). To achieve optimal emitter-
cavity coupling, the cavity electric field has to be aligned with the color center emission
direction. As either the Ex- or Ey-field are the dominant cavity near field components,
it is desirable to orient the emitter’s dipole polarization along the cavity x- or y-axis,
respectively. Therefore, the fabricated M1-cavity is tilted by 45◦ with respect to the
lower edge of the SEM picture 9.10(c) such that the cavity x-axis coincide with the
emitter’s [100] polarization axis. Similarly, when structuring M3-cavities around the
SiV(3) (Fig. 9.10) or SiV(5) center, the pattern is fabricated at an angle of 45◦ in order
to align the three missing hole defect with the SiV(3) and SiV(5) polarization along the
[100] axis.
After high temperature annealing at 1,000 ◦C in vacuum and acid cleaning steps as
well as oxidation in air (c.f. section 6.2.4), photoluminescence scans clearly reveal the
presence of single SiV centers within the photonic crystal structures. Figure 9.11 shows
SEM images of fabricated M1-, M3- and M7-cavities overlapped with their fluorescence
scans. The SiV(1) center within the M1-cavity as well as the SiV(2) and SiV(5) centers
within M3-cavities are displaced from the cavity center but still residing in the photonic
crystal lattice (Fig. 9.11(a-c)). Due to the displacement and the small mode volume of
the structures, the emitters do not couple to cavity modes. Therefore, we expect the
emission of SiV(1), SiV(2) and SiV(5) centers to be rather modified by the band gap
effect of the periodic photonic crystal lattice than by cavity modes. The polarization of
the SiV(1) and SiV(5) centers is perfectly aligned with the cavity x-axis, whereas the
polarization of the SiV(2) center is parallel to the y-axis of the M3-cavity. In the case of
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Figure 9.11: SEM images of fabricated photonic crystal cavities overlapped with fluorescence
scans: (a) M1-cavity with single SiV(1) center and M3-cavities with single (b) SiV(2) and (c)
SiV(5) center within the photonic lattice. (d,e) The SiV(6) and SiV(7) center are placed at
the center of M7-cavities. Positions of SiV centers are marked by white circles. Polarization
directions are indicated by white arrows. The nearest-neighbor holes surrounding the defect are
indicated by pink circles. (a,c) The M1- and M3-cavity have been fabricated at an angle of 45◦,
such that the cavity x-axis coincide with the polarization of the SiV(1) and SiV(5) center along
the [100] crystallographic direction.
the larger M7-cavities, the single SiV(6) and SiV(7) centers are perfectly placed on the
cavities’ center lines with distances of one lattice constant (a ≈ 280 nm) from the origin.
To distinguish both M7-cavities, we refer in the following to the structure around the
SiV(6) center as M7(A)-cavity and to the photonic crystal around the SiV(7) center as
M7(B)-cavity. In figure 9.10(b), the SiV(6) polarization is tilted by 45◦ with respect to
the x-axis of the M7(A)-cavity. In contrast, the M7(B)-cavity in figure 9.10(c) contains
the SiV(7) center with its emission perfectly aligned with the x-axis. The difference
in polarization allows us to study the impact of the emitter’s dipole orientation on the
Purcell enhancement when tuning cavity modes into resonance with the emission lines.
In the case of the SiV(3) and SiV(4) center, the patterning is not successful. The SiV(4)
center photo bleaches before patterning, whereas the SiV(3) center is not retrieved after
structuring a M3-cavity around it.
To conclude, with the deterministic positioning and alignment technique, we are
able to solve one major obstacle placing a single color center within a photonic crystal
structure and to adjust the cavity electric field with the emitter’s polarization. On
average, we achieve efficient cavity coupling of single SiV centers for 2 out of 7 fabricated
photonic crystal structures. Moreover, 3 out of 7 emitters were displaced from the cavity
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center but sill residing in the photonic crystal lattice.
Comparable methods have been successfully applied to accurately align quantum
dots to photonic crystal cavities in GaAs. Hennessy et al. [312] and Badolato et al. [109]
grew a stack of tracer dots on top of a buried light emitting InAs quantum dot to
visualize its position as a small hill at the slab surface. The tracer dot can be imaged
using SEM [109, 312] or AFM [110]. Ruler markers next to the quantum dot allow for
exactly aligned electron-beam lithography of a photonic crystal cavity with the quantum
dot at the center as well as for calibration correction yielding a final positioning error of
25 nm [312]. Kojima et al. [480] identified single quantum dots in the fluorescence scan
with a sub-pixel resolution using image analysis techniques. Cross markers and reference
points next to the quantum dots are used as alignment markers in the electron-beam
lithography process to define the photonic crystal cavities with a positioning error of
48 nm [480]. Thon et al. [481] located self-assembled InAs quantum dots relative to an
array of gold markers using fluorescence scans. Although the wavelength of the scanning
laser was much larger than the required positioning accuracy, they managed to locate
the center of the quantum dot emission very precisely by fitting the emission peak
and averaging over many scans. After the quantum dot positions are extracted, they
fabricated photonic crystal cavities around the quantum dot locations with sub-10 nm
accuracy using electron beam lithography.
To achieve comparable positioning accuracies in our experiments, the resolution of
our fluorescence scans have to be improved. One possibility is to perform multiple scans
and build up statistics on the emitter-marker distance. The error in the mean distance
decreases with 1/
√
N where N is the number of fluorescence scans [481]. Another way
would be to detect the color centers with nanometer precision using stimulated emission
depletion (STED) microscopy [455, 482]. STED microscopy allows for overcoming of
the diffraction limit by overlapping the outer regions of the excitation beam with a
second donut-shaped laser beam that stimulates emission and depletes the excited state
of the emitter before fluorescence takes place. Although successfully established for NV
centers [456,457], STED microscopy has not yet been successfully applied to SiV centers
up to now.
9.3 Emission properties upon structuring
After successful alignment and patterning of a photonic crystal cavity around a single
SiV center, we investigate the persistence of the color centers’ spectral position and
linewidth as well as the polarization properties upon FIB structuring. This is essential
for frequency matching the cavity modes to the SiV emission line in order to achieve
efficient cavity-coupling. Using the example of the single SiV(1), SiV(2), SiV(5) and
SiV(6) centers, we will study in the following a possible modification of the ZPL spectral
position and linewidth when structuring a photonic crystal lattice around the emitters.
Furthermore, the polarization properties of the single SiV centers placed in a photonic
crystal lattice after structuring are compared to their characteristics in a homogeneous
diamond membrane before the FIB milling.
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SiV λbefore λafter λafter-λbefore ∆λbefore ∆λafter φbeforemax φaftermax
(nm) (nm) (nm) (nm) (nm) (◦) (◦)
1 727.5 726.5 -1.1 1.29 1.29 45.0 33.8
2 736.4 728.9 -7.5 1.43 1.18 82.7 76.7
5 721.3 732.7 +11.4 0.95 1.10 38.5 32.2
6 726.0 728.6 +2.6 0.70 0.77 - 40.8
Table 9.3: Central positions λ, linewidths ∆λ and polarization angle φmax of the zero-phonon
lines of four single SiV(1), SiV(2), SiV(5), SiV(6) centers before and after structuring a photonic
crystal around them.
Spectral position and linewidth of the zero-phonon line
Figures 9.12 and 9.13 show the fluorescence spectra taken before and after the FIB
milling of photonic crystal structures around the single SiV(1), SiV(2), SiV(5) and
SiV(6) centers. All spectra reveal pronounced zero-phonon lines in the wavelength
range of 720 − 740 nm and weak phonon side band contributions before and after the
structuring. In addition to the SiV emission lines, the SiV(6) spectrum taken at the
center of the M7(A)-cavity (Fig. 9.11(d)) reveals several cavity modes between 750 and
840 nm. The resonant modes will be identified and discussed in detail in section 9.5.1.
In contrast, the spectra of the SiV(1), SiV(2) and SiV(5) centers do not exhibit any
cavity modes as the single emitters are displaced from the photonic crystal center (Fig.
9.11(a-c)). Here, we first consider the spectral position of the ZPL upon patterning. A
detailed view of the ZPL, as displayed in the insets of figures 9.12(a,c) and 9.13, reveals
a wavelength shift of the ZPL by several nanometers after the milling of the photonic air
hole patterns. Although, the spectral positions of the four SiV centers are comparable,
the wavelength shift is different: The SiV(1) and SiV(2) centers exhibit a red shift by 1
and 7.5 nm (Figs 9.13(a) and 9.12(a)), respectively, whereas the SiV(5) and SiV(6) ZPL
position blue shifts by 11.4 and 2.6 nm (Figs 9.12(b) and 9.13(b)), respectively. The
spectral positions of the four SiV ZPLs before and after the milling are summarized in
table 9.3. The significant wavelength shifts are attributed to a change in the emitters’
environment. In section 9.1, we have seen that the emission wavelengths of the single SiV
centers hosted in the diamond membrane range from 710 to 770 nm, depending on local
material strain [227]. Milling of air holes locally alternates the emitters’ environment
and most probably the local strain field experienced by the single color centers. This
change results in a wavelength shift by several nanometers. In the experiment, the
wavelength shift of the SiV ZPL can be compensated by actively tuning the cavity
modes after the fabrication of the photonic crystal cavity. The cavity modes can be
shifted up to 50 nm to smaller wavelengths via air oxidation (c.f. sections 7.2, 9.5.2).
In return, the cavity modes can equally be red tuned via gas condensation, e.g. Xe gas,
on top of the photonic crystal cooled down to cryogenic temperatures [87,88]. Possible
tuning mechanisms are presented in more detail in section 7.2.
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Figure 9.12: Zero-phonon line and phonon side band spectrum of the single (a,b) SiV(2) and
(c,d) SiV(5) centers upon structuring: (a,c) Spectra taken before (black) and after (red) FIB
milling. The insets show a detailed view of the ZPL (a) blue shifting upon structuring by 7.5 nm
or (c) red shifting by 11.4 nm. (b,d) Detailed view of the phonon side bands as a function of their
energy with respect to the ZPL. The one-phonon side band features (0− 165meV) significantly
change, whereas most of the narrow lines at 165 − 250meV attributed to the near-infrared
transitions persist upon structuring. Each section of the phonon side band has been normalized
to its maximum and the curves have been shifted by 1 for clarity.
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Figure 9.13: Spectral position and linewidth upon structuring: Spectra of the single (a) SiV(1)
and (b) SiV(6) centers taken before (black) and after (red) FIB milling of a (a) M1- and (b)
M7-cavity. The insets show a close-up of the zero-phonon line (gray shaded region). Besides
the original emission lines at λSiV(1) = 727.5 nm and λSiV(6) = 726.0 nm additional ZPLs at
745.7 nm and 739.9 nm (marked by stars ?) of new created SiV centers appear in the (a) M1-
and (b) M7-spectrum, respectively. The peaks at wavelengths 750-840 nm in spectrum (b) are
attributed to phonon side bands and M7(A)-cavity modes.
In addition to the spectral position, the ZPL linewidth slightly changes due to the
modification of the color centers’ immediate environment upon structuring. However,
the variation of the ZPL linewidth induced by the FIB etching is small: The linewidth
of the SiV(1) center is essentially unaffected, whereas the linewidths of the SiV(5) and
SiV(6) centers increase by 13% and 10%, respectively. Remarkably, the linewidth of
the SiV(2) center becomes narrower upon FIB milling. Hence, the alteration of the
local emitter surrounding can both increase and decrease the linewidth. The spectral
positions and linewidths summarized in table 9.3 suggest the tendency that the larger
the ZPL wavelength shift the stronger the modification in linewidth. Indeed, the SiV(2)
and SiV(5) centers, which exhibit the larges ZPL shifts, show the strongest change in
linewidths. However, to certify a possible correlation between the spectral position and
linewidth variation, more comprehensive statistics are needed. Besides these details, for
every SiV center, we find the linewidth alternation to be smaller 20%, which indicates
that almost no additional broadening mechanisms are induced by the photonic crystal
structuring.
Phonon side bands
As a next step, we investigate the spectral properties of the phonon side bands upon
FIB milling. Figure 9.12 displays a detailed view of the phonon side band of the single
SiV(2) and SiV(5) centers as a function of the energy with respect to the zero-phonon
line. The side band spectra in the one-phonon region (0 − 165meV) show substantial
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modification. We observe the appearance and disappearance of several spectral fea-
tures, which indicates that the electron-phonon coupling to diamond lattice modes or to
(quasi)local defect modes is significantly altered by structuring photonic crystals around
the emitters. Some of the new lines are probably related to zero-phonon lines of newly
created SiV centers (see discussion below).
Near-infrared transition
Beyond the phonon side bands, both spectra of the SiV(2) and SiV(5) center before
and after structuring exhibit narrow lines with energies of 170 − 250meV with respect
to the ZPL. These lines have been attributed to additional purely electronic transitions
of the SiV center in the near-infrared spectral range involving the same ground state
as the ZPL and additional excited levels (c.f. section 9.1 on page 259). Figure 9.12
reveals that most of the near-infrared lines are persistent upon FIB milling, although
some of the peaks disappear. The modification of the relative intensities might be
attributed to varying alignment and focusing of the confocal setup between the different
measurements. Remarkably, the near-infrared lines appear at the same energies with
respect to the ZPL before and after the structuring. As the ZPL wavelength shifts
upon FIB milling by several nanometers, the near-infrared transitions exhibit the same
shift while keeping the energetic distance to the ZPL constant. The presumption that
the near-infrared transitions are strongly related to the ZPL transition is consolidated
by photo-bleaching experiments. The intensity of the excitation laser is ramped up to
intentionally bleach the SiV(5) center. With disappearance of the SiV(5) ZPL in the
spectrum, the near-infrared lines between 165 and 250meV equally fade away, whereas
the side band features at 0 − 165meV are still present in the spectrum. This reveals
that the near-infrared transitions are closely related to the SiV zero-phonon line.
Creation of new SiV centers
After the photonic crystal structuring, we observe additional SiV ZPLs in the fluo-
rescence spectra besides the original emission lines: In the SiV(1) and SiV(6) spectra
(Fig. 9.13), ZPLs at 745.7 nm and 739.9 nm of newly created SiV centers appear af-
ter FIB milling. Moreover, the peaks at 747.5 and 755.8 nm in the SiV(5) spectrum
(Fig. 9.12(c,d)) are probably related to ZPLs of new SiV centers. The line at 747.5 nm
becomes much more pronounced, when the polarization of the excitation laser light is
rotated by 45◦. We attribute the formation of new SiV centers to additional vacancies
introduced in the diamond film by milling of the air hole patterns. By subsequent an-
nealing the sample at 1,000◦C in vacuum, these vacancies become mobile and combine
with substitutional silicon atoms to form new SiV centers in the diamond film. We
observe the creation of new SiV centers in every fabricated photonic crystal structure.
Polarization
To achieve efficient cavity-coupling to the SiV ZPL, the wavelength of the cavity mode
do not only have to match the SiV emission line but also the polarizations need to




























(c) SiV(5)(b) SiV(2)(a) SiV(1)
Figure 9.14: Polarization upon structuring: Polarization polar plot of ZPL of the single (a)
SiV(1), (b) SiV(2) and (c) SiV(5) center before () and after (?) milling photonic crystal
cavity structures around the color centers. For the SiV(5) center, the polarization-
dependent absorption is additionally shown (•). The slight variation in polarization is
mainly due to the limited detection precision of 10◦.
coincide. Fabrication of the photonic crystal cavity around a pre-characterized single
color center allows us to align the cavity field with the SiV dipole emission. However, it
is crucial that the emitter’s orientation is persistent upon structuring. To confirm this,
we measure the ZPL polarization characteristics in emission and absorption of single
SiV centers before and after milling photonic crystals around the emitters. Figure 9.14
shows the polarization polar plot of the spectrally filtered SiV(1), SiV(2) and SiV(5)
ZPL emission (detection window 730± 10 nm) before and after the structuring process.
For the SiV(5) center, the polarization-dependent absorption is additionally displayed
by green dots. As in figure 9.2, an azimuthal angle of φ = 0◦ (45◦) corresponds to
an polarization alignment along the [110] ([100]) crystallographic axis of the diamond
lattice. Before and after structuring, the SiV(1) and SiV(5) emission is polarized along
the [100] diamond axis, whereas the SiV(2) emission is polarized preferentially along the
[110] direction. The angles φmax at maximum intensity are summarized for the individ-
ual SiV centers in table 9.3. All polar plots confirm that the SiV polarization and hence
the associated dipole moment of the SiV center are persistent upon FIB milling. The
slight variation in φmax is rather attributed to the detection uncertainty of ∼ 10◦ than
to a real modification of the SiV dipole orientation. Hence, the SiV dipole orientation
is basically unaffected by the photonic crystal structuring process. Please note that the
large error of 10◦ is related to the fact that the sample is not fixed on the sample holder
but (un-)mounted between the measurements that leads to an error of several degrees.
Our measurements confirm that we are dealing with the same SiV centers before
and after patterning photonic crystals around them. The FIB milling process slightly
changes the local environment of the emitters leading to a possible blue or red shift in
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the ZPL central position and to a possible increase or decrease in the linewidth. The
phonon side bands are modified, whereas the near-infrared spectral lines appear at the
same energy shift with respect to the ZPL. Polarization studies reveal that the orienta-
tion of the SiV dipole moment is unaffected by the structuring process. Moreover, the
gallium ion bombardment during FIB milling creates additional vacancies in the dia-
mond, that form after high temperature annealing, new single SiV centers incorporated
in the photonic crystal cavities. As a next step, we investigate a possible change in the
internal population dynamics and the excited state lifetime when the single SiV cen-
ters are located in the photonic crystal lattice compared to the homogeneous diamond
membrane.
9.4 Inhibition of spontaneous emission via photonic band
gap effect
Spontaneous emission is not an intrinsic property of the quantum emitter itself but
crucially depends on the density of states of the surrounding environment. If the local
density of states is greater than the one of free space, the spontaneous emission will be
enhanced, if it is less, it will be inhibited. Photonic crystals can significantly alter the
local density of states. In his milestone paper [247], Yablonovitch suggested that if a
light emitter is introduced into a three-dimensional photonic crystal, its emission can
be fundamentally eliminated by the perfect photonic band gap with vanishing photon
local density of states. Indeed, the suppression of spontaneous decay has already been
demonstrated for quantum emitters embedded in three-dimensional photonic crystals
[250]. As discussed in section 5.4.2, the partial band gap of a two-dimensional photonic
crystal slab equally gives rise to a reduced local density of states. Based on FDTD
simulations, we quantified the averaged Purcell factor of the photonic crystal slab to be
FPhC = 0.23− 0.25.
In the following, we investigate the effect of a two-dimensionally periodic photonic
crystal on the spontaneous emission of a single SiV centers. Here, we focus on the SiV(1)
and SiV(2) centers located in the M1- and M3-cavity but displaced from the cavity center
(Fig. 9.11(a,b)). From g(2) measurements, we determine the population dynamics of the
color centers in the periodic structure and compare it to the emission properties in the
bulk membrane. From the measured decay rates and excited state lifetimes, we finally
evaluate the experimental Purcell factor FPhC of the photonic lattice and compare it to
FDTD simulations.
9.4.1 Inhibition of the spontaneous emission rate
To prove the single emitter character and to determine the population dynamics of the
SiV centers after structuring, we perform intensity auto-correlation measurements of the
filtered ZPL signal. The g(2) functions are compared to the data prior to FIB milling
(Figs. 9.5 and 9.6). In figure 9.15, the g(2) functions for various excitation powers P/Psat
are exemplarily shown for the SiV(1) and SiV(2) centers hosted in the photonic crystal
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Figure 9.15: Intensity correlation g(2) measurements at various excitation powers of the (a)
SiV(1) and (b) SiV(2) center placed in a photonic crystal lattice after FIB milling: The excita-
tion power P is normalized to the saturation power (a) Psat = 0.76mW, (b) Psat = 0.30mW.
The g(2) functions have been displaced by 1.5 for clarity. Dots: measured data, solid lines: least
square fits according to equation (3.7) convoluted with the instrument response function.
lattice. Before and after the structuring process, the intensity correlation functions
clearly exhibit an antibunching dip g(2)(0) < 0.5 at zero time delay, proving the single
emitter character of the SiV centers. For intermediate delay times, g(2)(τ) exceeds values
of one before it converges to one at long time scales, giving rise to bunching. The g(2)
functions of the SiV(1) and SiV(2) centers are fitted using equation (3.7) convoluted with
the instrument response function of the setup. The extracted fit parameters τ1, τ2 and
a are displayed in figure 9.16 as a function of the pump power P/Psat applied during
the correlation measurements. The black squares (red stars) indicate measurements
before (after) the structuring of the photonic crystals. From the power-dependent model
parameters τ1, τ2 and a, we deduce in the following the internal decay rates as well as
the excited state lifetime of the SiV(1) and SiV(2) center located either in the photonic
crystal or in the unpatterned diamond membrane.
Spontaneous emission rate of the SiV(1) center
First, we consider the population dynamics of the SiV(1) center located in the M1-
cavity and compare them to the unstructured case before the milling. Fitting the
experimental parameters τ1, τ2 and a in figure 9.16(a) via equations (3.11)-(3.14), we
obtain the constants σPhC, cPhC and dPhC listed in table 9.4, together with the limiting
values τ01,PhC = 2.6 ns, τ
0
2,PhC = 20µs, τ
∞
2,PhC = 0.3µs and a
∞
PhC = 3.5 for the SiV(1)
center placed in a photonic crystal lattice. From these data and via relations (3.19), we
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Figure 9.16: Population dynamics of the (a) SiV(1) and (b) SiV(2) centers before and after
FIB milling: The power dependent model parameters τ1, τ2, a are extracted from g(2) fits
measured for various excitation powers P/Psat (e.g. Fig. 9.15). Black hollow squares: after
FIB milling, SiV centers placed in a photonic crystal. Red stars: before FIB structuring, SiV
centers in a homogeneous diamond slab. Solid lines: Theoretical power dependence of τ1, τ2, a
used to determine the population dynamics before (red) and after (black) FIB. Dashed lines in
(c) are a guide to the eye.
deduce the pump rate kPhC12 = σPhCP , the spontaneous decay rate kPhC21 , and the rates
kPhC23 and kPhC31 = dPhCP/(P + cPhC) + k
0,PhC
31 listed in table 9.4. Here, the excitation
power P is given in units of the saturation power Psat = 0.76meV measured after the
structuring process. From the τ1 time in the limit at vanishing pump power, we can
extract the excited state lifetime of τ01,PhC = 2.6 ns of the SiV(1) center in the photonic
crystal.
As a reference, we equally determine the parameters τ1, τ2 and a (black square in Fig.
9.16(a)) from the g(2) measurement of the SiV(1) center before FIB patterning (Fig. 9.5).
While the parameters τ2 and a are almost unaffected, the time τ1 significantly changes
for the SiV(1) center in a homogeneous diamond slab compared to the same color center
placed in a photonic crystal lattice. Fitting the model parameters, assuming constant
decay rates k23 and k31 and an invariant pump rate k12, we deduce a spontaneous decay
rate kbulk21 = 767MHz and a τ1 time for vanishing pump powers of τ01,bulk = 1.3± 0.25 ns
of the SiV(1) center in the unpatterned diamond film. Hence, by patterning a photonic
crystal lattice around the SiV(1) center, its spontaneous emission rate is inhibited by a
factor of 2 from 767 to 382MHz due to the photonic band gap effect. The decrease of
the spontaneous emission rate comes along with a two-fold increase of the excited state
lifetime from 1.3 to 2.6 ns.












(MHz) (MHz) (MHz) (MHz) (Psat)
SiV(1)
bulk 1.3 20 0.3 3.5 0.3 766.6 2.6 0.05 0.69 0.2
PhC 2.6 20 0.3 3.5 0.3 382.0 2.6 0.05 0.69 0.2
SiV(2)
bulk 1.6 2.5 0.06 2 0.6 630.3 10.8 0.40 4.98 0.5
PhC 1.6 8 0.15 2 0.7 620.6 4.4 0.13 2.10 0.4
Table 9.4: Decay rates governing the population dynamics of the SiV(1) and SiV(2) centers
before (bulk) and after (PhC) structuring a photonic crystal lattice around them. The limiting
values and rate coefficients are deduced from figure 9.16 using a three level model including a
power-dependent deshelving rate k31 = dP/(P + c) + k031 and a pump rate k12 = σP .
Spontaneous emission rate of the SiV(2) center
As a next step, we investigate the population dynamics of the SiV(2) center located in
the M3-cavity and compare them to the dynamics before structuring. Figure 9.16(b)
displays the experimental times τ1, τ2 and the parameter a extracted from g(2) measure-
ments on the SiV(2) center in bulk (Fig. 9.6(a)) and in the photonic lattice (Fig. 9.15).
Upon structuring, the τ1 and a curves are almost unaffected, whereas τ2 is modified. Sim-
ilar to the procedure described above, we extract the constants σPhC, cPhC and dPhC and






PhC from the fits to the power-dependent
parameters τ1, τ2 and a (red stars and red solid lines in Fig. 9.16(b)). Together with the
resulting decay rates kPhC12 = σPhCP , kPhC21 , kPhC23 and kPhC31 = dPhCP/(P+cPhC)+k
0,PhC
31 ,
the data are listed in table 9.4. For reference, the decay rates obtained in section 9.1
on page 267 for the single SiV(2) center in the unstructured diamond membrane are
reproduced in table 9.4. For the SiV(2) center, the spontaneous emission rate k21 from
the excited to the ground state as well as the excited state population n∞2 = 0.33, de-
termined via equation (9.5), are essentially unaffected by the photonic crystal lattice.
In contrast, the recombination rates k23 and k31 involving the metastable shelving state
are modified.
One possible explanation for the unchanged spontaneous decay rate might be that
the SiV(2) emission line does not coincide with the frequency range of the photonic
band gap of the surrounding M3-cavity. Indeed, spectra taken at the center of the M3-
cavity reveal cavity modes and a photonic band gap ranging from 640 to 700 nm. As the
SiV(2) ZPL at 728.9 nm is beyond the stop band of the photonic lattice, its spontaneous
decay rate is unaffected. The same phenomena has been observed for quantum wells
located in a two-dimensional photonic crystal lattice fabricated in GaInAsP [267, 268].
The spontaneous emission rate of quantum wells with emission lines in the photonic
band gap was strongly suppressed, whereas outside the stop band the bulk value of the
unstructured slab was resumed [267,268].
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The change of the decay rates k23 and k31 from and to the shelving state is attributed
to a variation in the τ2 curve upon structuring especially for low excitation powers (Fig.
9.16(b)). As the exact nature of the shelving state as well as its energy level with respect
to the SiV ground and excited state are unknown, we are at the moment not able to ex-
plain the increase in lifetime τ02 of the metastable shelving state. Further investigations
are needed here.
To summarize, we deduced the population dynamics of the SiV(1) and SiV(2) centers
by fitting the intensity correlation functions measured at various excitation powers.
For the SiV(1) center, we detect an inhibition of the spontaneous emission rate when
structuring a photonic crystal lattice around it. This inhibition comes along with a
two-fold increase of the excited state lifetime from τ01,bulk = 1.3 ns prior FIB milling to
τ01,PhC = 2.6 ns after structuring. In contrast, the emission line of the SiV(2) center
outside the photonic band gap region is essentially unchanged. These results clearly
demonstrate that if the emission wavelength is within the photonic band gap region, the
spontaneous decay rate decreases compared to the decay rate in bulk. By contrast, when
the emission wavelength lies outside the photonic band gap, the spontaneous transition
rate is comparable to the one observed in the unstructured diamond membrane. Hence,
the change in the decay rate is a real effect of the reduced local density of states within
the photonic band gap rather than a result of the patterning process itself.
9.4.2 Experimental Purcell factor FPhC of the photonic crystal lattice
The detailed analysis of the internal population dynamics of the single SiV(1) center
allows us to deduce the experimental inhibition factor FPhC of the spontaneous emission
rate caused by the photonic band gap effect. As already outlined in section 7.3, the
excited state of a SiV center located in the diamond membrane undergos radiative
transitions at a recombination rate γrad and non-radiative decays at a rate γnr:
γbulk = γrad + γnr. (9.9)
By fabricating a photonic crystal around the emitter, the radiative decay rates would
be suppressed by a factor FPhC due to the photonic band gap, whereas all non-radiative
transitions are unaffected:
γPhC = FPhCγrad + γnr. (9.10)
From the measured internal populations dynamics, we deduce the recombination rates
γbulk = k
bulk
21 = 766.6MHz and γPhC = kPhC21 = 382.0MHz of the SiV(1) center located in
the unstructured diamond membrane and in the photonic crystal lattice, respectively.
Taking into account the SiV(1) quantum efficiency ηqe,bulk = 0.63 ± 0.13 determined
via independent saturation measurements (c.f. eq. (9.20) in section 9.6), the radiative
and non-radiative decay rates are evaluated: γrad = ηqe,bulk γbulk = 485± 100MHz and
γnr = (1 − ηqe,bulk)γbulk = 285 ± 100MHz. Substituting the decay rates into equation
(9.10), we obtain the experimental Purcell factor
F expPhC = 0.21± 0.16. (9.11)
9.5. Purcell enhancement of spontaneous emission via cavity-coupling 287
The measured Purcell factor is in excellent agreement with the averaged inhibition factor
of FPhC = 0.25 determined via FDTD simulations in chapter 5 on page 101. The large
error in F expPhC is related to the uncertainty of the experimental quantum efficiency. For
an ideal emitter with unity quantum efficiency, a Purcell factor of FPhC = 0.21 would
induce a decrease in the spontaneous emission rate by a factor of 4.8. The difference
to the experimental inhibition factor of 2 is completely explained by the non-unity
quantum efficiency of the SiV(1) center. The thorough analysis of the inhibition factor
including internal population dynamics and the actual measured quantum efficiency
is unprecedented for single color centers in diamond. Although a slight increase in
lifetime has been reported for single NV centers located in photonic crystals compared
to bulk [87], precise measurements before and after structuring and a rigorous analysis
of the inhibition of spontaneous emission was missing to date.
9.5 Purcell enhancement of spontaneous emission via cavity-
coupling
In this section, we demonstrate deterministic coupling of an all-diamond photonic crystal
cavity to a single pre-selected SiV center. The outstanding emission properties of the
SiV center enable the demonstration of cavity quantum electrodynamic effects even at
room temperature. First, we identify the SiV emission lines and resonant modes in
the cavity spectra. In a second step, the cavity modes are tuned across the entire SiV
emission spectrum. On resonance, we study the spectral intensity increase and Purcell
enhancement of the spontaneous emission rate and we deduce the modification of the
internal population dynamics of the single SiV center. We analyze the cavity Purcell
factor including the experimental quality factor and mode volume of the cavity mode
as well as the spectral overlap, the actual emitter position and dipole orientation with
respect to the cavity field. The theoretical predictions are compared to the experimental
observations. The measured internal population dynamics are essential to evaluate a
possible modification in the quantum efficiency when the SiV center is couple to a cavity
mode.
9.5.1 Single SiV centers in photonic crystal cavities
Prior to cavity-coupling, we have a detailed look at the spectral properties of the single
SiV(6) and SiV(7) centers located at the center the M7(A)- and M7(B)-cavity, respec-
tively (Fig. 9.11(d,e)). The photoluminescence spectra taken at the center of both
fabricated M7-cavities (Fig. 9.17) show several distinct peaks that are attributed either
to SiV emission lines or cavity modes. The color centers’ emission is colored in blue,
whereas all cavity modes are highlighted by red Lorentzians.
The SiV(6)/M7(A)-spectrum deviates from the spectrum shown in figure 9.13(b).
Unfortunately, after some annealing steps, the original SiV(6) center with a ZPL at
728.6 nm irrecoverably photo bleached. The spectrum in figure 9.17(a), taken after
bleaching of the 728.6 nm-SiV center, reveals four lines at 739.9, 746.3, 769.0 and
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Figure 9.17: Photoluminescence spectra of the (a) M7(A)- and (b) M7(B)-cavity: Multiple
distinct peaks are observed in the cavity spectra, that are either attributed to SiV emission
lines (blue) or cavity modes (red). (a) The SiV(6∗) center in the M7(A)-cavity shows a ZPL
at 739.9 nm. The peaks associated to the lowest order cavity modes e1, e3, o1, o2 and o3 are
indicated. (b) In the M7(B)-cavity spectrum, two single SiV centers are observed with a ZPLs
at 749.6 nm and at 756.4 nm. The 756.4 nm-line abruptly shifts to 764.1 nm following tuning.
The spectrum is taken after the jump in wavelength. The inset in (b) shows a close up of the
zero-phonon lines before and after the spectral displacement. The background in the spectra
has been subtracted.
828.6 nm that are attributed to emission lines of new SiV centers created upon FIB
milling and high temperature annealing. The peak at 722.85 nm (=ˆ 1326 cm−1) corre-
sponds to the diamond Raman line. The deviation of the diamond Raman line with
respect to the ideal value of 1332.5 cm−1 indicates the presence of tensile strain in the
diamond membrane (c.f. section 6.1.5). The peaks at 739.9 and 746.3 nm are attributed
to zero-phonon lines of the new SiV centers. In the following, we will refer to the single
SiV center with a ZPL at 739.9 nm as SiV(6) center. The prominent phonon side band at
769.0 nm, corresponding to an energy shift of 66meV with respect to the 739.9 nm-ZPL,
is attributed to a local mode of the Si atom oscillating along the 〈111〉 of the diamond
lattice [226]. In contrast, the peak at 828.6 nm, shifted by 201meV with respect to the
739.9 nm-ZPL is assigned to a purely electronic transition in the near-infrared spectral
range of the SiV center [228, 466]. For a detailed discussion on the SiV phonon side
bands see page 258. Phonon side bands related to the 746.3 nm-ZPL are not resolved in
the spectrum. The spectral positions and linewidths of the ZPLs and the phonon side
bands as well as the energy shift of the phonon side bands with respect to the SiV(6)
ZPL are summarized in table 9.5.
Similarly, we identify two single SiV centers in the SiV(7)/M7(B)-cavity spectrum
(Fig. 9.17(b)) with zero-phonon lines at 749.6 and 756.4 nm. As will be discussed in
the following section, the spectral position of the ZPL at 756.4 nm is not stable upon
tuning but suddenly shifts in wavelength to 764.1 nm before it irrecoverably bleaches
(inset in Fig. 9.17(b)). The abrupt change in spectral position comes along with a
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ZPL1 1rst PSB1 2nd PSB1 ZPL2
λ (nm) 740.0± 0.2 769.0± 0.5 828.6± 0.3 746.3± 0.3
∆λ (nm) 1.50± 0.2 2.06± 0.3 2.16± 0.3 1.76± 0.5
energy (meV) 66 201
Table 9.5: Spectral position λ and linewidth ∆λ of the two zero-phonon lines and associated
phonon side bands as well as the phonon side band energy of the SiV(6) center within the
M7(A)-cavity. The values are averaged over 18 measurements. The error reflects the standard
deviation.
ZPL1 1rst PSB1 2nd PSB1 ZPL2 ZPL2
λ (nm) 749.6± 0.1 793.1± 0.2 801.8± 0.4 756.4± 0.2 764.1± 0.1
∆λ (nm) 1.92± 0.2 1.45± 0.4 1.52± 0.7 1.51± 0.4 1.25± 0.1
energy (meV) 96 115
Table 9.6: Spectral position λ and linewidth ∆λ of the zero-phonon lines and phonon side
bands as well as the phonon side band energy of the SiV(7) center within the M7(B)-cavity.
The values are averaged over 60 measurements. The error reflects the standard deviation.
narrowing of the linewidth from 1.51 ± 0.4 to 1.25 ± 0.1 nm. Both effects might be
attributed to a significant variation of the emitters environment following tuning. Table
9.6 summarizes the spectral positions and linewidths of the zero-phonon lines and the
associated phonon side bands. In the phonon side band regime, two peaks at 793.1
and 801.8 nm are observed corresponding to energy shifts of 96meV and 115meV with
respect to the ZPL at 749.6 nm. The peak at 96meV coincide with a vibrational mode
of the diamond lattice at 100meV reported in literature, whereas the peak at 801.8 nm
might be probably related to an electronic near-infrared transition of the SiV center. It
is assumed, that due to presence of material strain, the here observed phonon energies
slightly differ from literature data. In the SiV(7)/M7(B)-cavity spectrum, no phonon
side band related to the SiV ZPL at 756.4/764.1 nm can be identified.
Beside the SiV emission lines, cavity modes are clearly observed in the M7(A)- and
M7(B)-spectra. As discussed in chapters 5 and 7, the cavity modes are classified in
even “e” and odd “o” modes according to their mirror symmetry upon reflection at the
cavity center line in simulation and according to their polarization in experiment. We
number the modes consecutively starting with the lowest frequency. In figure 9.17,
the lowest order modes e1, e3, o1, o2 and o3 are indicated in the spectrum. In the
subsequent section, we apply the digital oxidation technique to tune the cavity modes
into resonance with the SiV emission lines.
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Figure 9.18: Spectral tuning of photonic crystal M7(A)-cavity modes: (a) Color plot showing
the PL spectra obtained while tuning the cavity modes e1, e3, o1 and o2 over the SiV(6) ZPL
and PSBs. On resonance a clear intensity enhancement is observed. The intensity is normalized
to the off-resonant intensity of the SiV(6) ZPL. Note the logarithmic color scale. (b) M7(A)-
cavity spectra before cavity tuning. The diamond Raman line at 722.85 nm as well as the SiV(6)
emission lines (blue peaks) are fixed, whereas the cavity modes blue shift on average by 1.8 nm
per oxidation step.
9.5.2 Cavity tuning of M7-cavities
Efficient resonant enhancement of SiV spontaneous emission rate requires spectral over-
lap of the cavity modes with the narrow-band transitions of the emitter, e.g. the ZPL.
However, due to fabrication imperfections the frequency of the cavity modes does not
match the emission lines but is red detuned (Fig. 9.17). To overcome this spectral mis-
match, we employ the digital etching technique already presented in chapter 7. Thermal
oxidation at 480 ◦C for 10min in air slightly etches away diamond material. By this,
the photonic crystal air holes are enlarged and the slab thickness is decreased, resulting
in a blue shift of the cavity modes. Figures 9.18 and 9.19 show color plots of photolumi-
nescence spectra upon tuning of the M7(A)- and M7(B)-cavity modes. The spectra are
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Figure 9.19: Spectral tuning of photonic crystal M7(B)-cavity modes: (a) Color plot showing
the PL spectra obtained while tuning the cavity modes e1, e3, o1 and o2 over the SiV(7) ZPL
at 764 nm and PSBs. The intensity is normalized to the off-resonant intensity of the SiV(7)
ZPL. Note the logarithmic color scale. (b) Detailed view of the 764 nm-ZPL at tuning steps
31-42 (Region marked by rectangle in (a)). Shifting the o2 mode into resonance results in a
large intensity enhancement by a factor of 19.3.
normalized to the off-resonant intensity of the incorporated SiV(6) or SiV(7) ZPL. As
expected, the spectral positions of the zero-phonon line and phonon side bands as well as
the diamond Raman line are fixed, while the cavity modes blue shift as a function of the
oxidation steps. When the cavity modes are tuned into resonance with the ZPL or PSB
of the SiV centers, the intensity significantly increases. We observe a maximal intensity
enhancement of the SiV(6) ZPL by a factor of 3.8 when the o1 mode of the M7(A)-
cavity is shifted into resonance (Fig. 9.18(c)). Even more impressive enhancement by a
factor of 19.3 is observed for the SiV(7) ZPL when the o2 mode of the M7(B)-cavity is
tuned into resonance. The ZPL intensity enhancement will be analyzed and discussed
in detail in section 9.5.3. Similarly, when the cavity modes are tuned into resonance
with the phonon side band transitions of the SiV(6) center at 828.6, 769.0 and 746.3 nm
additional resonances are detected. The same phenomena is observed for the 793.1 and
801.8 nm lines in the SiV(7) side band region. As cavity enhancement is only effective
for narrowband transitions comparable to the cavity bandwidth (1.7− 2.3 nm), this ob-
servation supports the assumption that most of the coupled transitions are electronic
transitions additional to the ZPL or a narrow local vibrational mode of the silicon atom
in the case of the 769.0 nm line (c.f. page 258 ff.).
From the cavity tuning spectra, we deduce the tuning range and the dependence
of the cavity Q-factors upon tuning (c.f. page 295). The central spectral positions
of the M7(A)- and M7(B)-cavity modes e1, e3, o1, o2, o3 and the SiV zero-phonon
lines and phonon side bands are plotted in figure 9.20 as a function of the oxidation
step. Applying the digital oxidation technique, the M7(A)-cavity modes shift in total
up to 45.6 nm with a mean tuning rate of 1.8 nm per tuning step. For oxidation steps
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Figure 9.20: Central spectral positions of the (a) M7(A)- and (b) M7(B)-cavity modes, the
zero-phonon lines (ZPL) and phonon side bands (PSB) of single SiV centers within the cavities
as a function of the tuning steps.
12 − 16, the tuning rate is reduced to 1 nm per annealing step to study in more detail
the coupling of the M7(A)-cavity modes to the SiV(6) center. For the M7(B)-cavity,
we achieve a similar large total tuning range of 50.5 nm with a mean tuning rate of
0.8 nm. For comparison, we measured a mean tuning rate of 3 nm per oxidation step
for the photonic crystal cavities used for coupling experiments to SiV ensembles (c.f.
section 7.2). Although all three samples are oxidized under the same thermal conditions
(annealing in air at 480 ◦C for 10min), the tuning rates strongly differ. For the cavities
realized in diamond with a high SiV density, the tuning rate is twice as big as the one
of the M7(A)-cavity and four times larger than for the M7(B)-cavity. This reveals the
strong dependence of the oxidation rate on the diamond quality and the CVD growth
conditions.
Cavity tuning: comparison between experiment and theory
When tuning the cavity modes by the digital etching technique, we make use of the
fact that the photonic crystal cavity modes are very sensitive to structural parameters,
e.g. the air hole radius R or the thickness H of the diamond membrane. By slightly
oxidizing diamond material, we increase the air holes and decrease the slab thickness,
which both leads to a blue shift of the cavity modes. In order to relate the oxidation
of the sample to structural changes of the photonic crystal and to assign the peaks
in the spectra with the correct cavity modes, we numerically model the M7(A)- and
M7(B)-cavity using FDTD simulations and compare them to experimental data. First,
we have a detailed look at the M7(A)-cavity. Figure 9.20 shows the simulated resonance
wavelengths of an ideal M7-cavity as a function of the air hole radius R and the slab
thickness H. The constant slab thickness H = 0.91a = 258 nm (Fig. 9.20(a)) and
the hole radius R = 0.32a = 90.6 nm (Fig. 9.20(b)) correspond to the parameters of
the fabricated M7(A)-cavity, where a = 283 nm is the lattice constant. Comparing
the experimental data to simulations, we confirm that the peaks in the tuning spectra
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Figure 9.21: Comparison between experimental data of the M7(A)-cavity and simulated cavity
modes: (a) Measured central spectral position of the M7(A)-cavity modes e1, e3, o1, o2 and
o3 in dependence of the number of tuning steps. For comparison, calculated cavity modes as
a function of the air hole radius R of an ideal M7-cavity are shown. In the simulation the
slab thickness of H = 0.91 a = 258 nm is kept constant, where a = 283 nm being the lattice
constant. (b) Calculated cavity modes as a function of the slab thickness H. For comparison
the measured mode wavelengths at tuning step seven are given. In the simulation the air hole
radius R = 0.32 a = 90.6 nm is kept constant. Dark gray shaded region: edge of the band gap,
lines: simulated cavity modes, dots: measured data.
(Fig. 9.18) are attributed to the e1, e3, o1, o2 and o3 modes of the M7(A)-cavity. The
e2 mode predicted by theory is not observed in the measured spectra. By comparing
the experimental tuning spectra to theoretical simulations (Fig. 9.21), we deduce that
successive oxidization of the diamond sample leads to an enlargement of hole radius
of the M7(A)-cavity from R = 0.30a = 84 nm to R = 0.35a = 100 nm with a mean
etch rate of the diamond material of 0.9 nm per oxidation step. The radius enlargement
induces a theoretical tuning rate of 1.88 nm per annealing step (Fig. 9.21), which is
in very good agreement with our experimental findings. Only for higher numbers of
oxidation steps, the measured wavelengths of the odd cavity modes o1, o2 slightly differ
from the theoretical predictions.
The disagreement between the measured and simulated resonant wavelengths is more
pronounced for the M7(B)-cavity modes e1, e3, o1, and o2, which are displayed in figure
9.22(a) as a function of the air hole radius. At the beginning of the cavity tuning, the
measured data follow perfectly the numerical predictions. However, the experimental
tuning rate of the modes seems to slow down after several tuning steps and differs from
theory. The discrepancy can not be explained by the fact that we neglected the change
of the slab thickness in our simulations. Including a thickness decrease would predict
even larger tuning rates coming along a steeper slope of the theoretical curves and the
deviation from the experimental data would be even worse than plotted in figure 9.22(a).
We rather attribute the diminished tuning rate with increasing number of oxidation
steps to anisotropic etch rates of the single crystal diamond membrane depending on
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Figure 9.22: Comparison between measured wavelengths of the M7(B)-cavity modes as a
function of oxidation steps and simulated modes of an ideal M7-cavity as a function of (a) the
radius R assuming round air holes and of (b) the side length b assuming rectangular air holes.
In the FDTD simulations the diamond slab thickness of H = 1.41 a = 400 nm is kept constant.
Here a = 285 nm is the lattice constant. Lines: simulated cavity modes, dots: measured spectral
positions of M7(B)-cavity modes.
the crystallographic direction. Etch rates of natural diamond are known to exhibit
strong orientation dependence with the (111) surface exhibiting the highest oxidation
rate, followed by (110) with (100) being the lowest [483, 484]. During the oxidation
process the diamond is preferentially removed along the fast etching crystallographic
planes. Once reached a (100) diamond facet the etch rate significantly slows down and
the (100) surfaces remain. The crystal orientation dependence of the etch rate results
in a deformation of the air holes from the original round shape to a rectangular shape
with side walls defined by (100) faces. To confirm this assumption, we check the air hole
shape after 20 oxidation steps of the photonic crystal cavities that has been oriented 45◦
with respect to each other. The x-axis of the M3-cavity at the SiV(2) position has been
aligned along the [110] diamond crystal axis, whereas the M3-cavity around the SiV(3)
center is oriented along the [100] direction. After 20 oxidation steps, SEM images (Fig.
9.23) of both M3-cavities clearly reveal rectangular air holes with (100) oriented facets
confirming anisotropic etch rate of the single crystal diamond membrane upon oxidation
in air.
Interestingly, the appearance of a photonic band gap is not prohibited by the struc-
tural change of the air hole shape. Our simulations of triangular photonic crystal slabs
reveal similar band gap widths both for rectangular and circular holes with the same
filling factor f = piR2/Au = b2/Au, where Au =
√
3a2 being the area of the triangular
unit cell and b the edge length of the rectangular holes. Figure 9.22(b) shows a com-
parison between the experimental resonant wavelengths and the numerical M7-cavity
modes assuming rectangular air holes with varying edge length b. Even for large tuning
steps, the theoretical curves almost perfectly model the measured data.
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Figure 9.23: Structural change of the photonic crystal air holes due to anisotropic etch rates
of diamond: (a) Overview of the M3-cavities fabricated around the SiV(2) and SiV(3) centers
in the diamond membrane. The M3-cavity at the SiV(3) position is inclined by an angle of
45◦. (b,c) SEM pictures of the M3-cavities at the (b) SiV(2) and (c) SiV(3) position reveal
rectangular air holes with (100) oriented facets after 20 oxidation steps. (d) Detailed view of
the SiV(3)/M3-cavity center.
Q-factor upon tuning
As a final step, we want to investigate the change of the experimental quality factors of
the cavity modes following tuning. Fitting the cavity peaks in the photoluminescence
spectra with Lorentzians, we determine the quality factor Q = λ/∆λ via the spectral
position λ and the linewidth ∆λ. The dependence of the Q-factors as a function of
the oxidation steps is depicted in figure 9.24 for the M7(A)- and M7(B)-cavity. Gen-
erally speaking, the cavity Q-factor is not degraded upon tuning. Disregarding small
fluctuations the quality factors of the M7(A)-cavity modes are constant over a large
number of oxidation steps (Fig. 9.24(a)). The same is true for the e1, o1 and o2 cavity
modes of the M7(B) structure (Fig. 9.24(b)). Only the M7(B)-cavity mode e3 ran-
domly fluctuates over the whole tuning range. These fluctuations are attributed to the
weak signal to noise ratio of the e3 mode in the spectrum, which leads to large errors
in the fitting procedure and hence to a large uncertainty in Q. Besides the fluctuations
in Q due to the fitting routine, we observe at certain oxidation steps an apparent raise
in Q decreasing after a few steps back to its original value. At these specific tuning
steps, the cavity modes are shifted into resonance with an emission line of a single SiV
center. In resonance, the lines of the cavity mode and SiV center can not be spec-
trally resolved and appear as one peak in the spectrum with its linewidth determined
Cavity Qexp,e1 Qexp,e3 Qexp,o1 Qexp,o2 Qexp,o3
M7(A) 300± 95 300± 60 320± 75 440± 75
M7(B) 330± 50 600± 210 680± 130 430± 110 420± 180
Table 9.7: Experimental quality factors Qexp of the lowest-order modes e1, e3, o1, o2, o3 of
the of the M7(A)- and M7(B)-cavity. The M7(A) values are averaged over 18 measurements,
whereas the M7(B) data are averaged over 60 measurements. The error reflects the standard
deviation.
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Figure 9.24: Dependence of the quality factor of the even modes e1, e3 and odd modes o1, o2
of the (a) M7(A)- and (b) M7(B)-cavity as a function of tuning steps.
by the linewidth of the color center’s emission. To illustrate this, we consider the in-
crease in the quality factor of the M7(A)-cavity mode o1 at tuning steps 11 and 18
(Fig. 9.24(a)). At these steps, the o1 mode resonantly couples to the side band at
746.3 nm and to the ZPL of the SiV(6) center, respectively. In resonance, the linewidth
of the coupled emitter-cavity peak is dominated by the linewidth ∆λPSB = 1.76 nm
of the first PSB and ∆λZPL = 1.49 nm of the SiV(6) ZPL resulting in an apparent
increase of the o1 Q-factor from 300 to Q = (λ/∆λ)PSB = 746.3/1.76 ≈ 450 and
Q = (λ/∆λ)ZPL = 739.9/1.49 ≈ 500. The same effect can be observed at oxidation step
14, when the M7(A)-cavity mode e3 is tuned into resonance with the local defect mode
of the SiV(6) center at 769.0 nm (Fig. 9.24 (a)) leading to an increase in the quality
factor from 300 to Q = (λ/∆λ)PSB = 769.0/2.0 ≈ 400. The measured Q-factors for the
M7(B)-cavity modes are equally affected by the linewidth of the SiV emission peaks,
when tuned into resonance. At oxidation step 39, the o2 mode is shifted in resonance
with the SiV(7) ZPL with a linewidth of ∆λZPL = 1.25 nm raising the Q-factor from
∼ 430 to Q = (λ/∆λ)ZPL = 764.1/1.25 ≈ 650.
When calculating the average quality factors of the M7(A)-cavity, we neglect the
resonant increase in linewidth, as the change in Q is rather attributed to a temporal effect
of the emitter-cavity coupling than to permanent structural changes of the photonic
crystal cavity. Table 9.7 specifies the quality factors of the M7(A)- and M7(B)-cavity
modes that have been averaged over 18 and 60 measurements, respectively. The quality
factors of the M7(A)-cavity modes are rather low ranging from 300 to 440. The same is
true for the Q-factors of the e1, o2, o3 modes of the M7(B) structure. In contrast, the
quality factors of the M7(B)-cavity modes e3 and o1 are significantly higher achieving
averaged values of 600 and 680, respectively. The high e3 Q-factor comes along with a
large error due to its weak signal to noise ratio in the spectrum due to uncertainties in
the fitting procedure.
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Figure 9.25: Spectrally resolved intensity enhancement of single SiV centers: (a) In resonance
with the o1 mode of the M7(A)-cavity, the SiV(6) emission line is enhanced by a factor of 3.8
compared to the off resonant situation. (b) The SiV(7) ZPL signal increases by a factor of 19.3
when tuning the o2 mode of the M7(B)-cavity into resonance. The gray (black) curves are the
cavity spectra off (on) resonance.
9.5.3 Resonant intensity enhancement
The digital oxidation technique allows us to tune the M7-cavity modes across the whole
spectral range of the SiV center. In resonance with the SiV ZPL or PSBs, a clear
intensity enhancement is detected. To extract the correct increase in the PL signal, we
subtract the background in the in and off resonance spectra and normalize the data
to the off-resonance maximum of ZPL signal (Fig. 9.25). When the o1 mode of the
M7(A)-cavity is tuned into resonance, the intensity of the SiV(6) ZPL is increased by a
factor of 3.8 (Fig. 9.25(a)). For reference, the intensity of the diamond Raman line is
the same revealing correct normalization. The enhancement factor of the single SiV(6)
ZPL is comparable to ensemble measurements presented in chapter 7. Significantly
stronger raise in the PL signal by a factor of 19.3 is registered when the o2 mode of the
M7(B)-cavity is tuned into resonance with the SiV(7) ZPL (Fig. 9.25(b)). In section
9.5.5, we will analyze the different coupling strengths to the SiV(6) and SiV(7) centers
including the actual emitter position and dipole orientation with respect to the cavity
field.
9.5.4 Enhancement of the spontaneous emission rate
As a next step, we investigate a possible change in the spontaneous emission rate of the
SiV(7) center when tuning the o2 mode of the M7(B)-cavity into resonance. To this
end, we deduce the internal population dynamics of the SiV(7) center by performing
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Figure 9.26: Intensity correlation measurement of the SiV(7) ZPL (a) in and (b) off resonance
with the o2 M7-cavity mode taken for various excitation powers P . P is given in terms of
the saturation power Psat,cav = 0.89mW and Psat,PhC = 0.98mW of the SiV(7) center on- and
off-resonant with the cavity, respectively. The g(2) functions have been displaced by 1.5 for
clarity. Dots: measured data, solid lines: fit according to equation (3.7) convoluted with the
instrument response function of the setup.
intensity auto-correlation measurements at different excitation powers in and off reso-
nance with the cavity mode. Moreover, the excited state lifetime is determined from the
τ1 time in the limit for vanishing excitation powers. Figure 9.26 displays the experi-
mental g(2) functions of the SiV(7) center in and off resonance with the o2 M7(B)-cavity
mode. Fitting the correlation measurements with equation (3.7) convoluted with the
instrument response function of the setup, we determine the parameters τ1, τ2, a as a
function of the excitation power P (Fig. 9.27), with the following limiting values at
vanishing and high excitation powers: τ01,cav = 180 ± 50 ps, τ02,cav = 1µs, τ∞2,cav = 3 ns
and a∞cav = 29. Here the excitation power P is given in terms of the saturation power
Psat,cav = 0.89mW. Using the theoretical three level model described in section 3.5, we
extract the decay rates kcav12 = σP , kcav21 , kcav23 , kcav31 = dP/(P + c) + k
0,cav
31 listed in table
9.8 for the SiV(7) on resonance with the o2 mode.
For the same SiV(7) center off-resonant with M7(B)-cavity modes, we find the decay
constants kPhC12 = σP , kPhC21 , kPhC23 , kPhC31 = dP/(P + c) + k
0,PhC
31 listed in table 9.8, with
the limiting values τ01,PhC = 445 ± 20 ps, τ02,PhC = 1µs, τ∞2,PhC = 3 ns and a∞PhC = 29.
The excitation power P is given in terms of the saturation power Psat,PhC = 0.98mW.
From the τ1 curve in the limit of vanishing pump powers, we deduce the excited state
lifetime of the SiV(7) center. The lifetime reduces by a factor of 2.4 from τ01,PhC =
450 ps off resonance to τ01,cav = 180 ps on resonance with the o2 cavity mode. As a
consequence, the spontaneous decay rate k21 is 2.7 times faster in resonance compared
to the off-resonant situation, whereas all other radiative decay rates are unchanged.
The here demonstrated controlled Purcell enhancement of the spontaneous emission

























Figure 9.27: Population dynamics of the SiV(7) in and off resonance with the cavity mode:
Power dependent model parameters τ1, τ2, a obtained from g(2) fits (Fig. 9.26). Black hollow
squares: measured parameters off resonance, red stars: measured parameters in resonance, solid
lines: theoretical power dependence of τ1, τ2, a used to determine the population dynamics of
the SiV(7) center in (red) and off (black) resonance with the cavity mode. The green triangle
in the τ1 curve at P = 0 indicates the excited state lifetime T1 = 440±10 ns deduced from time
correlated single photon counting experiments under pulsed excitation.






(MHz) (MHz) (MHz) (MHz) (Psat)
cav 180± 50 1.2 5,238 322 1 10.1 1.3
PhC 445± 20 0.6 1,932 322 1 10.1 1.3
Table 9.8: Decay rates governing the population dynamics of the SiV(7) center on and off
resonance with the M7(B)-cavity mode o2. The rate coefficients are evaluated from the limiting
values τ1, τ2 and a shown in figure 9.27 using a three level model including a power-dependent
deshelving rate k31 = dP/(P + c)+k031 and a pump rate k12 = σP . From figure 9.27, we deduce










rate k21 of a single color center is one of the major results of this thesis. Via pre-
cise alignment and patterning a photonic nanocavity around the single SiV center and
tuning the cavity modes across the entire emission spectrum, we here demonstrate for
the first time deterministic coupling of a single color center at room temperature to an
all-diamond photonic crystal cavity. The controlled cavity coupling is a major improve-
ment compared to past schemes relying on completely random chance. Moreover, all
previous cavity-coupling experiments to single color centers were performed at cryogenic
temperatures where the NV ZPL features narrow emission lines.
Lifetime measurement of SiV(7) center
To confirm the lifetime τ01,PhC deduced from g
(2) measurements, we additionally perform
lifetime measurements of the SiV(7) ZPL when it is detuned from the cavity mode. For
this purpose, a fs Ti:sapphire laser (Spectra Physics Tsunami, 703 nm, 80MHz repetition
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Figure 9.28: Lifetime measurement (black dots) of the SiV(7) center off-resonant with the
cavity mode. The data is fitted with a bi-exponential decay convoluted with the instrument
response function. The fit (red line) yields a lifetime of 440± 10 ps of the excited state.
rate, 400mW average power) is used to excite the SiV(7) center. The spectrally filtered
ZPL signal is detected by an APD with a timing jitter of 354 ps. Figure 9.28 shows the
measured histogram taken on the SiV(7) ZPL. The data is fitted with a bi-exponential
decay function convoluted with the instrument response function. From the fit, we
determine an off-resonant lifetime of the excited state of 440 ± 10 ps, which is in very
good agreement with the lifetime extracted from g(2) measurements for vanishing pump
powers. The result of the lifetime measurement is plotted as a green triangle at P = 0
in the τ1 curve of figure 9.27. The second, longer exponential decay time of ∼1.4 ns is
attributed to background fluorescence of a second SiV center next to the SiV(7) center
within the cavity.
9.5.5 Theoretical analysis of the Purcell factor
Our experiments demonstrate the considerable alternation of the spontaneous decay rate
of a single color center via coupling to a photonic crystal cavity mode coming along with
a significant intensity increase. In this section, we theoretically analyze the measured
lifetime decrease and the associated intensity enhancement. To this end, we calculate
the cavity Purcell factor Fcav = FPRr RdRλ considering the ideal Purcell factor FP
of the M7(A)- and M(B)-cavity modes as well as the terms Rλ and Rr accounting
for the spectral and spatial misalignment of the emitter-cavity field and the factor Rd
considering the orientation of the SiV(6) and SiV(7) dipole moments with respect to the
cavity electric field. From the theoretical cavity Purcell factor, we evaluate the expected
enhancement of the spontaneous emission rate and the related rise in the PL signal and
compare the predictions to the measured data.
As outlined already in chapter 7, coupling a photonic crystal cavity mode to the ZPL
of a single color center, e.g. its ZPL, enhances the decay rate γZPL by the cavity Purcell
factor Fcav, whereas other radiative transitions into the phonon side bands γPSB are
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inhibited by a factor FPhC < 1 due to the reduced local density of states in the photonic
band gap [267]. Non-radiative transitions are completely unaffected by cavity-coupling.
According to equations (7.2) and (7.3), γcav and γPhC are given by:
γcav = Fcav γZPL + FPhC γPSB + γnr (9.12)
γPhC = FPhC (γZPL + γPSB) + γnr. (9.13)
The associated intensity enhancement Icav/IPhC of the SiV ZPL is given as the ratio
of the radiative rates on (off) resonance with the cavity mode, which are enhanced
(inhibited) by Purcell coupling (photonic bandgap effect):
Icav = ηcav Fcav γZPL + ηPhC FPhC γPSB (9.14)
IPhC = ηPhC FPhC (γZPL + γPSB), (9.15)
where, ηcav and ηPhC denote the calculated collection efficiencies by the microscope
objective (numerical aperture 0.8) of a dipole emitter in a photonic crystal in and off
resonant with the cavity mode. Due to the weak phonon side band contributions of the
SiV centers, the decay rate γZPL into the ZPL is significantly larger than the rate γPSB








solely determined by the ratio of the collection efficiencies as well as the cavity and
lattice Purcell factors.
In the following analysis, we deduce the cavity Purcell factor of the single SiV(6)
and SiV(7) centers when coupled to the o1 and o2 mode of the M7(A)- and M7(B)-
cavities. The resulting theoretical enhancement in the spontaneous emission rate and
in the intensity are subsequently compared to the experimental data. First, we con-
sider the coupling of the M7(A)-cavity to the SiV(6) center. From the quality factor
Q = 320 ± 75 and the mode volume V = 1.3(λ/n)3 of the o1 mode, we calculate
an ideal Purcell factor of FP = 18.7, which would provoke an ideal intensity raise of
Icav/IPhC = 75. In the case of the o2 mode of the M7(B)-cavity with Q = 430±150 and
V = 1.7(λ/n)3, we obtain a similar ideal Purcell factor of FP = 19.2, resulting in an
increase in the PL signal of Icav/IPhC = 77. Although both structures yield comparable
figure of merits, the experimental intensity enhancement strongly differs by a factor of
5 (Fig. 9.25). The reasons are non-optimal dipole orientation and non-ideal position
of the SiV centers within the cavity defect region. In the following, we determine the
factors Rr, Rd and Rλ for the single SiV(6) and SiV(7) centers taking into account the
actual emitter position in the M7(A) and M7(B)-cavity, the dipole orientation deduced
from polarization measurements as well as the spectral emitter-cavity overlap. More-
over, we determine the in and off resonant collection efficiencies. From these individual
contributions, the experimental cavity Purcell factors are evaluated.
Spatial overlap: For efficient coupling of a single SiV center to a photonic crystal
cavity, the emitter should be placed at the maximum of the electric field. However,









































































Figure 9.29: Positions of the SiV(6) and SiV(7) centers with respect to the electric cavity fields:
(a,d) Fluorescence scans of the SiV(6) and SiV(7) centers within the M7-cavities overlapped
with the SEM images. The emitters’ positions are marked by white circles. (b,e) Ex component
of the electric fields of the o1 and o2 modes of a M7-cavity. (c,f) Simulated normalized electric
fields | ~E(~r)|2/|max( ~E(~r))|2 along the x-axis. The emitters’ positions are marked by gray areas.
due to non-perfect positioning accuracy the ideal Purcell factor will be reduced by
Rr = | ~E(~ri)|2/|max( ~E(~r))|2. By overlapping the fluorescence scans with the scanning
electron microscope images of the fabricated cavity structures (Fig. 9.29(a,d)), the
positions of the SiV(6) and SiV(7) center within the M7-cavities are estimated to be
(x, y) = (−a, 0) and (a, 0), respectively, where a denotes the lattice constant. The Ex
field distributions of the o1- and o2 modes that are tuned into resonance with the SiV(6)
and SiV(7) center, respectively, are shown in figures 9.29 (b,e). The emitters’ positions
are marked by white circles. The factor Rr is determined by calculating the square of
the absolute value of the cavity electric fields | ~E(~ri)|2normalized to the field maximum.
For the o1 and o2 modes, | ~E(~r)|2/|max( ~E(~r))|2 along the x-axis is displayed in figure
9.29(c,f). The emitters’ positions are marked by the gray areas. For the SiV(6) center
we obtain Rr ≈ 0.25 and for the SiV(7) center we deduce Rr ≈ 0.4. Note that deviations
along the z-axis have a minor impact: Displacing the emitter by 150 nm out of the slab
center changes Rr by less than 10%.
Dipole orientation: In the ideal case, the dipole moment of the emitter should be
aligned parallel to the cavity electric field. For non-optimal dipole orientation, the Pur-
































Figure 9.30: Polarization polar plots of the SiV(6) and SiV(7) centers as well as of the M7(A)-
cavity mode o1 and of the M7(B)-cavity mode o2. The cavity modes are linearly polarized along
the cavity x-axis.
cell factor is lowered by Rd = |〈~ed · ~eE〉|2, where ~ed and ~eE are unit vectors pointing along
the SiV dipole moment and the cavity electric field, respectively. Simulation of the odd
cavity modes o1 and o2 predict that the Ex-field being the dominant field component
giving rise to a linear polarization along the cavity x-axis (c.f. Fig. 5.39 on page 143).
In the experiment, this prediction is confirmed via polarization analysis. As the x-axis
of the M7(A)-cavity and M7(B)-cavities coincide with the [110] direction of the diamond
membrane, we obtain ~eE = (110)/
√
2. For the SiV center in low-strain diamond, we
would expect an orientation along the 〈111〉 crystallographic direction (c.f. page 262).
Projected into the (001) diamond plane, this would correspond to an expected linear
polarization along the 〈110〉 diamond direction. However, in the presence of material
strain, the SiV dipole might rotate away from this ideal orientation. For the SiV(6)
ZPL emission, we find a linear polarization along the [100] diamond axis (Fig. 9.30).
Taking into account the z-component of the dipole, we obtain ~ed = (101)/
√
2. The
out-off-plane tilt together with the angle discrepancy of 45◦ of the SiV(6) emission with
respect to the cavity Ex-field results in a reduction of the Purcell factor by Rd = 0.25.
In contrast, the polarization of the SiV(7) center projected into the (001) diamond plane
seems to be perfectly aligned with the cavity Ex-field. Considering an orientation of
the SiV dipole moment along the 〈111〉 crystallographic direction, i.e. ~ed = (111)/
√
3,
we find an inclination angle of 35.3◦ with respect to the cavity in-plane fields, yielding
Rd = 0.67 for the SiV(7) center coupled to the M7(B)-cavity mode.
Spectral overlap: Using the digital etching technique, the spectral mismatch between
the cavity modes and the SiV(6) and SiV(7) ZPL is minimized yielding Rλ = 1. This
assumption is valid as the o1 and o2 cavity modes have much wider linewidths of 2.3 nm
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SiV(6)/M7(A) 18.7 0.25 0.25 1 1.17 4.7 3.8 - -
SiV(7)/M7(B) 19.2 0.67 0.40 1 5 20 19.3 2.66 2.7
Table 9.9: Calculated cavity Purcell factor Fcav and expected intensity enhancement Icav/IPhC
of the M7A- and M7B-cavity deduced from the ideal Purcell factor FP, the non-optimal dipole
orientation Rd, the spatial and spectral mismatch Rr and Rλ as well as the on-off-resonance
collection efficiencies. The theoretical intensity increase Icav/IPhC and enhancement of the








(1.7 nm) than the narrow SiV(6) (SiV(7)) zero-phonon line with ∆λ = 1.5 nm (1.25 nm).
Collection efficiencies: As outlined in section 5.7.3 on page 144, we calculate the col-
lection efficiencies by numerically integrating the far-field intensity distribution radiated
in the vertical direction over the collection angle defined by the microscope objective (nu-
merical aperture of 0.8). The simulations for the o1 and o2 field distributions confined to
the M7(A) and M7(B)-cavity, reveal almost identical collection efficiencies ηcav ≈ 30%
and ηPhC ≈ 30% for a dipole emitter in and off resonance with the cavity modes.
Due to non-ideal emitter positioning and non-optimal orientation of the emitter dipole
moment with the cavity electric field, we obtain an effective Purcell factor of Fcav =
FP Rr RdRλ = 1.17 for the o1 mode of the M7(A)-cavity. Together with the calculated
collection efficiencies and the average Purcell factor FPhC = 0.25 of the photonic lattice,
we obtain a theoretical intensity enhancement of IZPL/IPSB ≈ 1.17/0.25 = 4.7, which
is in very good agreement with the experimental increase in the PL signal of 3.8. The
Purcell factor of the o2 mode of the M7(B)-cavity yields Fcav = 5, resulting in a theoret-
ical intensity increase of IZPL/IPSB ≈ 5/0.25 = 20, which almost perfectly reflects the
measured enhancement by a factor of 19.3. Moreover, taking into account the measured
quantum efficiencies ηexpqe,cav = 0.49± 0.04 and ηexpqe,PhC = 0.08± 0.01 of the single SiV(7)
center in- and off-resonant with the o2 cavity mode (c.f. section 9.6), we calculate a
theoretical enhancement of the spontaneous emission rate of γcav/γPhC = 2.66 ± 0.09.
This prediction is in excellent agreement with the enhancement by 2.7 of the sponta-
neous decay rate k21 deduced from internal population dynamics. All correction factors
of both cavity modes as well as the deduced cavity Purcell factors together with the the-
oretical and experimental intensity enhancement and modification in the spontaneous
decay rate are summarized in table 9.9. Our detailed analysis of emitter-cavity cou-
pling, whereof all parameters are deduced from independent measurements, allows us
identity the limitations of our coupling scheme and to deduce the experimental cavity
Purcell factor perfectly describing the impact of light-matter interaction on the internal
population dynamics of a single emitter.
9.6. Modification of the SiV quantum efficiency 305
9.6 Modification of the SiV quantum efficiency
As seen in the previous sections, by coupling an emitter to a cavity, solely the radia-
tive decay rates γrad = γZPL + γZPL is either Purcell-enhanced by the cavity mode
or suppressed by the photonic bandgap whereas the non-radiative transition rates γnr
are unaffected. The modification of the radiative transitions rates induces a change in
the emitter’s quantum efficiency compared to bulk when structuring a photonic crys-
tal pattern around it. We expect an increase/decrease in the quantum yield when the
SiV center is on/off resonance with a photonic crystal cavity mode. In this section,
we deduce the quantum efficiencies of the single SiV(1) and SiV(7) centers located in
the photonic crystal and compare them to the efficiencies in the unstructured mem-
brane. The calculation is based on two independent measurements: The first approach
involves the theoretical Purcell factors of the photonic lattice FPhC and the cavity modes
Fcav, whereas the second method is based on independent saturation measurements and
internal population dynamics of the individual SiV centers.
Theory (inferred from Purcell measurements) The quantum efficiency of a single
SiV center can be deduced from the Purcell enhancement factor Fcav, the photonic lattice
inhibition factor FPhC and the population dynamics of the emitter on/off resonance with
a cavity mode of the photonic crystal. When the emitter is placed in a photonic lattice
off resonance with any cavity mode, the radiative decay rates are suppressed by a factor





When a photonic crystal cavity mode is tuned into resonance with the ZPL, γZPL is
enhanced by the Purcell factor Fcav whereas the phonon side bands are suppressed by
the inhibition factor FPhC. On resonance, the quantum efficiency is given by
ηthqe,cav =
FcavγZPL + FPhCγPSB
FcavγZPL + FPhCγPSB + γnr
(9.18)
From the measured population dynamics, the decay rates from the excited state |2〉 to
the ground state |1〉 γbulk = kbulk21 , γcav = kcav21 and γPhC = kPhC21 of a single SiV center
placed either in bulk or in a photonic lattice on/off resonance with a cavity mode are
determined. In combination with the Purcell factors Fcav and FPhC, the quantum effi-
ciencies on/off resonance can be evaluated.
Experiment (measured from saturation count rates) The alternative method
to deduce the quantum efficiency at the single quantum level is based on independent
saturation measurements and the internal population dynamics of the single SiV cen-
ter. As presented on page 269, under continuous wave laser excitation, the quantum
efficiency ηexpqe can be deduced via equation (9.4) from the saturation photon count rate
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I∞ normalized to the overall detection efficiency of our setup ηdet, the spontaneous de-
cay rate k21 and the maximum steady state population of the excited state n∞2 . The
population n∞2 is evaluated via equation (9.5) from the rates k23, k031 and d governing
the population dynamics of the SiV center. In the following, we calculate the quantum
efficiencies of the SiV(1) and SiV(7) centers using both approaches.
Quantum efficiency of the SiV(1) center
First, we calculate the quantum efficiency of the SiV(1) center when it is either placed
in the bare unstructured membrane or located in a periodic photonic lattice.
Theory Taking into account the population dynamics (table 9.4) deduced from the
g(2) measurements, the decay rates on the transition |2〉 to |1〉 of the SiV(1) center
placed in the bare membrane and in the photonic lattice are given by: γbulk = kbulk21 =
766.6MHz and γPhC = kPhC21 = 382.0MHz, respectively. Considering the inhibition
Purcell factor FPhC = 0.25 calculated by FDTD simulations (c.f. section 5.4.2 on page
100), we obtain the radiative and non-radiative decay rates γrad = (1.95 ns)−1 and γnr =
(3.94 ns)−1, respectively. With these values, the theoretical quantum efficiencies of the








Experiment To confirm the theoretical quantum efficiency determined by the Purcell
inhibition factor, we alternatively calculate the quantum efficiency using independent
saturation measurements. For the SiV(1) center located in the bare unstructured mem-
brane, the saturation measurement yields a count rate of I∞bulk = 360,000 counts/s. The
overall detection efficiency of our setup is estimated to be ηdet,bulk = (3.3± 0.8)× 10−3.
Thereby, we suppose a collection efficiency of 3.5 ± 0.5% [474] of an emitting dipole
by a microscope objective (numerical aperture 0.8) when the dipole is placed at the
diamond-air interface and oriented parallel to the interface. Taking into account the
decay rate kbulk21 = 766.6MHz and the excited state population n∞2,bulk = 0.22 evalu-
ated using equation (9.5), we determine the quantum efficiency of the SiV(1) center in
the unstructured diamond membrane to be ηexpqe,bulk = 0.63 ± 0.13. In contrast, when
the SiV(1) center is placed in a photonic crystal lattice, a saturation photon count
rate of I∞PhC = 270,000 counts/s is measured with an overall detection efficiency of
ηexpdet,PhC = (23 ± 5) × 10−3. Considering the decay rate kPhC21 = 382.0MHz and the
excited state population n∞2,PhC = 0.22, the quantum efficiency of the SiV(1) center is
reduced to ηexpqe,PhC = 0.18±0.04. Due to the photonic bandgap effect coming along with
an inhibition of the radiative decay rates, the quantum efficiency strongly decreases. To
summarize, the experimental quantum efficiencies
ηexpqe,bulk = 0.63± 0.13, ηexpqe,PhC = 0.18± 0.04 (9.20)
9.6. Modification of the SiV quantum efficiency 307
are in very good agreement with the theoretical values estimated from the Purcell inhi-
bition factor.
Quantum efficiency of the SiV(7) center
Second, we determine the quantum efficiency of the SiV(7) center in and off resonance
with the o2 mode of the M7(B)-cavity.
Theory To calculate the quantum efficiency of the SiV(7) center when its ZPL is in
and off resonance with the o2 mode, we take into account the Purcell factor Fcav = 5
(table 9.9 in section 9.5.5) and the simulated inhibition factor Fcav = 0.25 due to the
photonic bandgap effect. From the population dynamics (table 9.8 in section 9.5.4),
the on resonance decay rate γcav = kcav21 = 5,238MHz and off resonance transition rate
γPhC = k
PhC
21 = 1,932MHz are deduced. Assuming a branching ratio γZPL : γPSB of 4:1
[25], we extract the zero-phonon emission rate γZPL = (1.44 ns)−1, the phonon side band
rate γPSB = (5.75 ns)−1 and the non-radiative decay rate γnr = (583 ps)−1. Based on
these transition rates the on/off resonance quantum efficiency as well as a hypothetical
quantum efficiency for the SiV(7) center in the unpatterned diamond membrane can be
evaluated using equations (9.17) and (9.18):
ηthqe,cav = 0.67, η
th
qe,PhC = 0.11, η
th
qe,bulk = 0.34. (9.21)
Experiment To verify the theoretical values determined above from the Purcell fac-
tors, we additional deduce the quantum efficiency of the SiV(7) center from independent
saturation measurements. When the SiV(7) center is off resonance with the o2 mode,
we obtain a quantum efficiency of ηexpqe,PhC = 0.08 ± 0.01, with I∞PhC = 8.2 k counts/s,
ηdet = (1.6±0.2)×10−3, n∞2 = 3.3% and kPhC21 = 1,932MHz. For the SiV(7) ZPL in reso-
nance with the o2 cavity mode, we estimate a quantum efficiency of ηexpqe,cav = 0.47±0.04,
with I∞cav = 428 k counts/s, ηdet = (5.3±0.7)×10−3, n∞2 = 3.3% and kcav21 = 5,238MHz.
To summarize, the experimental quantum efficiencies
ηexpqe,cav = 0.47± 0.04, ηexpqe,PhC = 0.08± 0.01 (9.22)
of the SiV(7) center on/off resonance with the o2 mode are in good agreement with the
theoretical predictions calculated via the Purcell enhancement and inhibition factors.
The increase and decrease in the quantum efficiency unambiguously proves the im-
pact of the cavity coupling and photonic band gap effect on the emission properties of the
single emitter. On resonance with the SiV(7) center, a fraction of FcavγZPL/γcav = 63%
of the total decay rate γcav and FcavγZPL/γrad = 98.8% of the radiative emission γrad
are channeled into the cavity mode. However, the bulk quantum efficiency of single
SiV centers investigated in this section and in section 9.1 differ a lot, ranging from 0.11
(SiV(3)) over 0.32−0.34 (SiV(2) and SiV(7)) to 0.66 (SiV(1)). It is well-known that the
radiative decay rates scatter largely for emitters in strained diamond material. Differ-
ences in the quantum efficiencies have also been detected for single SiV centers [55], NV
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centers [447,448,476] and chromium-related defects [158] in nanodiamonds. Besides this
variation due to material strain, our measurements demonstrate the suitability of single
SiV centers as bright and efficient single photon sources with radiative quantum yields
up to 0.66 that can be even enhanced via cavity-coupling. The quantum efficiency in
bulk is definitely competitive with ηqe = 0.3 [157] reported for single chromium-related
centers in bulk diamond, with ηqe = 0.52− 0.7 [162,163,473] found for single NE8 cen-
ters in single crystal diamond and with 0.7 [456] deduced for single NV centers in bulk,
respectively.
9.7 Polarization control
Beyond the change of the spontaneous emission, the emitter’s polarization can be con-
trolled by cavity-coupling, as shown previously e.g. for quantum dots weakly coupled to
photonic crystal cavities [485, 486] or to micropillars [487]. Here, we consider the tran-
sition at 793.1 nm in the side band region of the SiV(7) center linearly polarized along
the azimuthal angle φ = 60◦. By progressively tuning two cavity modes m0◦ and m−45◦
with polarization angles φ = 0◦ and φ = −45◦ into resonance with the SiV phonon side
band, we continuously rotate its polarization emission angle φ from +60◦ to −45◦ (Fig.
9.31(a)). At zero detuning, the SiV polarization is oriented parallel to the cavity mode.
For large detunings the original polarization state of the SiV center is restored. The
polarization visibility of the emitted light remains high for all detunings as can be seen
in the polar plots at the center of figure 9.31 measured at different tuning steps. In
contrast to emission, the angle of maximum absorption is unchanged upon tuning and
remains at 60◦ (Fig. 9.31(b)).
In the case of quantum dots weakly coupled to a photonic crystal cavity, Gallardo
et al. [485] associated the observed polarization rotation of the emitted light to (1) a
preferential enhancement of the emission parallel to the cavity mode via Purcell cou-
pling as the detuning decreases and to (2) a detuning-dependent hybridization of the
emitter cavity states. For the first explanation, the total emission can be considered as
a superposition of cavity-enhanced photons and uncoupled photons. The linear combi-
nation of the two virtually inclined dipoles results in a change of the polarization state
as the detuning decreases. However, in the case of large difference in the polarization
degree, the visibility is expected to strongly diminish. In our experiments (Fig. 9.31)
and in reference [485], no important degradation in visibility was observed. Hence, the
preferential Purcell enhancement of the emitted photons with parallel orientation to
the cavity mode is not considered as the major origin for polarization rotation. The
second explanation implies the hybridization of emitter-cavity states. The concept of
mixed emitter-cavity eigenstates is well established to mathematically describe coherent
light-matter interaction in the strong coupling regime. Gallardo et al. [485] transfer the
idea to the weak coupling regime. The coupled emitter-cavity system is presented by
hybridized states as a linear combination of the bare color center and cavity states.
With decreasing detuning, the combined system evolves from the emitter state to the
cavity state coming along with a continuous rotation of the polarization. This concept
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Figure 9.31: (Color) Continuous polarization control: (a) Polarization emission angle φ of the
SiV(7) phonon side band () as a function of the detuning from the cavity modes m0◦ and
m−45◦ with polarization angles φ = 0◦ (•) and φ = −45◦ (N), respectively. The solid
lines are a guide to the eye. At the center: Polar plots of SiV phonon side band ()
and of cavity modes (red/green solid line) for selected detunings (). (b) In contrast to
emission, the absorption angle is constant over the whole detuning range.
qualitatively explains our measured data.
To summarize, precise and almost continuous control of the linear polarization emis-
sion angle was achieved by changing the energy detuning between the SiV emission line
and the cavity mode. Deterministic rotation of the linearly polarized emission is an
essential prerequisite for polarization controlled single photon emitters.
9.8 Summary
In this chapter, we presented active alignment and deterministic coupling of an all-
diamond photonic crystal cavity to a single pre-selected SiV center. Our active posi-
tioning technique offers major improvement in reproducibility and reliability compared
to past schemes relying on completely random chance. The outstanding emission prop-
erties of the SiV center enabled the demonstration of cavity quantum electrodynamic
effects even at room-temperature, whereas all previous cavity coupling experiments to
single NV centers were performed at cryogenic temperatures where the NV ZPL exhibit
narrow emission lines. We observed both inhibition and enhancement of the sponta-
neous emission rate due to the photonic band gap effect and due to cavity-coupling,
respectively. From the measured internal population dynamics, we clearly deduced a
change in the quantum efficiency of single color centers when coupled to the cavity.
As a first step, we investigated the spectral properties of single SiV centers incorpo-
rated in heteroepitaxial diamond membranes. The SiV centers exhibit extraordinarily
narrow zero-phonon lines with linewidths down to 0.55 nm and weak contributions of
phonon side bands. Single photon count rates up to 360 k counts/s were detected at
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saturation. Using intensity correlation measurements, we verified the single emitter
character of the investigated SiV centers and deduced the internal population dynamics
as well as the excited state lifetime and the quantum efficiency. Due to the presence
of material strain within the diamond membrane, the ZPL position (710 − 770 nm),
linewidth (0.55− 3.0 nm) and linear polarization angle as well as the excited state life-
time (0.35−1.56 ns) and quantum efficiency (0.15−0.66) varies between different centers
located in the diamond membrane. It is well-known that these properties scatter largely
for SiV centers in strained diamond material. Taking into account the different host
material and local density of states, we made sure that the wavelengths and lifetimes
observed here fall well into the range of previously determined values [25, 55, 227]. The
outstanding narrow emission lines of the SiV centers allow us to study cavity coupling
at room temperature using a tailored fabrication process: We structured monolithic
photonic crystal cavities around pre-characterized single SiV centers in the diamond
membrane using positioning markers and focused ion beam milling. The technique en-
ables deterministic positioning of single color centers at the center of photonic crystal
structures as well as the controlled alignment to the SiV dipole moment with respect to
the cavity axis. Using active alignment, we achieved spatial positioning of a single SiV
center within a photonic crystal with success rate of approximately 70%. Upon pattern-
ing of the material, the SiV dipole orientation was preserved, whereas release of local
strain might slightly shift the ZPL and modify the linewidth. For SiV centers hosted
in the periodic photonic crystal lattice, the spontaneous transition rate was suppressed
for ZPLs coinciding with the photonic band gap, whereas beyond the stop band the
bulk values of the unstructured membrane were resumed. Based on internal population
dynamics, we demonstrated inhibition of the spontaneous emission rate of a single SiV
center by a factor of two coming along with a two-fold increase in the excited state life-
time. From the recombination rates and the experimental quantum efficiency, we evalu-
ated the Purcell factor F expPhC = 0.21± 0.16 of the photonic crystal lattice. This value is
in very good agreement with the averaged inhibition factor FPhC = 0.25 calculated via
FDTD simulations. As a next step, we demonstrated deterministic cavity-coupling of
two single SiV centers each located at the center of a photonic crystal M7-cavity. The
spectrum taken at the center of the photonic structure clearly reveal both SiV emission
lines and cavity modes. Using digital oxidation technique, the cavity modes were tuned
across the entire SiV spectrum with a maximum tuning rage of 50 nm. In resonance
with the SiV ZPL, a clear enhancement in the photoluminescence signal by a factor
of 3.4 or 19.3 was observed for the two individual SiV centers. The 19-fold intensity
increase came along with an increase in the spontaneous emission rate by a factor of 2.7,
deduced from internal populations dynamics. By precisely determining all parameters
contributing to cavity coupling, we evaluated the Purcell factors of Fcav = 1.17 and 5 of
the two SiV ZPLs coupled to the M7-cavities. The different enhancement factors could
be attributed to different dipole orientations and position displacement with respect to
the cavity fields. The theoretical intensity increase and enhancement of the spontaneous
emission rate were in very good agreement with the experimental data. Our detailed
analysis also allows for tracing back the modification of the radiative quantum efficiency.
Based on the evaluated Purcell factors together with the internal population dynamics
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and independent saturation measurements, we presented an enhancement in the quan-
tum efficiency by a factor of > 6 for Purcell coupling on resonance and a reduction by a
factor of > 2 in the case of inhibition of the spontaneous emission rate. The increase in
the quantum efficiency unambiguously proved the impact of the cavity coupling on the
emission properties of the single emitters. On resonance, a fraction of 63% of the total
decay rate and 98.8% of the radiative emission were channeled into the cavity mode.
Finally, we demonstrated precise and almost continuous polarization control of the SiV
emission via cavity coupling. By changing the detuning of the cavity mode, the SiV
emission angle was rotated over 100◦ while retaining a high visibility. Deterministic
cavity coupling to single color centers paves the way for efficient, polarization-controlled
single photon sources.
At the moment, the cavity coupling strength is mainly restricted by the limited po-
sitioning accuracy of the photonic crystal structures and the dipole misorientation with
respect to the in-plane cavity field components. Therefore, we eventually propose the
following measures tackling these problems. One possibility to increase the resolution of
the fluorescence maps, and hence the positioning accuracy, is to perform multiple scans
and to build up statistics on the emitter-marker distance. The error in the mean distance
decreases with 1/
√
N where N is the number of fluorescence scans [481]. Another way
would be to detect the color centers with nanometer precision using stimulated emis-
sion depletion (STED) microscopy [455, 482]. STED microscopy allows for overcoming
of the diffraction limit by overlapping the outer regions of the excitation beam with a
second donut-shaped laser beam that stimulates emission and depletes the excited state
of the emitter before fluorescence takes place. Although successfully established for NV
centers [456,457], STED microscopy has not yet been applied to SiV centers up to now.
To overcome the dipole misalignment with respect to the cavity electric fields, the SiV
dipole moment pointing along the 〈111〉 diamond axis should be oriented in the plane of
the photonic crystal slab. By using (110) faceted diamond membranes together with the
preferential orientation of single color centers in the diamond lattice during growth, as
recently demonstrated for single NV centers [449–451], perfect alignment of the dipole
moment to the cavity electric field could in principle be achieved. Furthermore, we
suggest to use low-strain diamond films, to overcome the large spread in the spectral
properties especially in the dipole orientation of the single SiV centers as well as in the
spontaneous decay rates and quantum efficiencies. Intrinsically identical SiV centers,
as demonstrated recently [26], would enable much more predictable and reproducible
coupling experiments. Finally, the cavity Q-factor should be increased. By using e.g.
inductively coupled reactive ion etching, two-dimensional photonic crystal M3-cavities
with quality factors of Q = 3, 000 [87] as well as one-dimensional waveguide-cavity struc-
tures with Q = 6, 000 − 10, 000 have been realized in single crystal diamond [88, 90].
With such quality factors and modal volumes of V = 1.5(λ/n)3 as deduced for our
M7-cavity structures, it would be possible to enter the strong coupling regime and to
study coherent light-matter interaction. This is reachable due to the narrow emission
line and the short lifetime of approximately T1 = 1.5 ns measured in this chapter for
single SiV centers in our diamond membranes. To guarantee for the SiV emission line
to be narrower than the cavity linewidth, strong coupling experiments would require
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cryogenic temperatures. At 10K, the SiV ZPL splits into four emission lines with
linewidths of 40GHz detected for our heteroepitaxial diamond films. For low-strain
diamond, linewidths of 230MHz near the Fourier limit has recently been reported [26].
All these measures including improved positioning accuracy, perfect dipole orientation,
high Q-factors, narrow linewidths and short lifetimes, would allow for coherent control
of a single solid state quantum emitter, i.e. a color center in diamond, via deterministic
strong coupling to a tiny photonic crystal cavity structure.
Chapter 10
Summary and future prospects
In this work, we fabricated for the first time photonic crystal cavities in single crystal
diamond. The monolithic nanocavities were subsequently used for coupling experiments
with ensembles of SiV centers and for deterministic coupling to single color centers in
diamond. To frequency match the resonant modes with the color center emission line we
developed a tuning mechanism to shift the cavity modes into resonance. For controlled
positioning of the single emitters at the center of the cavity structure we pursued two
approaches. The first approach was based on targeted implantation of nitrogen ions at
the center of photonic crystal cavities fabricated in ultra-pure diamond films. In the
second approach, we fabricated photonic crystal cavities around pre-characterized single
SiV centers using positioning markers.
Summary
As solid-state emitters we used single color centers in diamond, i.e. the nitrogen-vacancy
(NV) center and the silicon-vacancy (SiV) center that exhibit extraordinary properties,
such as long spin-coherence times, and narrowband and bright single photon emission,
respectively. In order to improve optical spin readout or enhance the emission of single
photons, it is necessary to couple single color centers to a cavity with small mode
volume and high quality factor. Photonic crystal cavities directly fabricated within
a monocrystalline diamond membrane are well suited for this task, as they offer tiny
mode volumes for efficient emitter-cavity coupling, as well as scalable architectures for
integrated photonic devices.
Here, we focused on two-dimensional photonic crystals consisting of a triangular
lattice of air holes etched in a thin diamond membrane. By introducing a defect in
the periodic structure, integrated cavities are created that are well suited for coupling
to single color centers in diamond. At the beginning of this thesis only a few studies
on photonic crystal cavity designs in diamond existed. Therefore, we performed nu-
merical simulations on photonic crystal cavities. Large size structures with three- or
seven missing holes at the center, referred to as M3- and M7-cavities, are well suited for
proof-of-principle studies on the far-field emission, collection efficiency, and polarization
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properties as they exhibit multiple cavity modes of different symmetries, and yield mod-
erate theoretical Q-factors of 10,000 and modal volumes of around 1.5 (λ/n)3, without
the need for extended optimization of the geometry. More sophisticated designs with
ultra-small mode volumes and high Q-factors such as the M0-cavity and the M1-cavity
are required for large Purcell enhancement. Both cavity structures yield extremely
small modal volumes of VM0 = 0.35 (λ/n)3 and VM1 = 1.11 (λ/n)3, respectively. Using
Fourier- and real-space analysis of the simulated cavity fields, we successively optimized
the surrounding air holes such that out-of-plane radiation losses are minimized, which
yielded cavity quality factors up to QM0 = 320, 000 and QM1 = 66, 300, respectively.
The realization of such cavity structures in diamond requires precise patterning tech-
niques that were not well developed at the beginning of this work. The first challenge
was to fabricate a 300 nm-thick, free-standing diamond membrane in high-quality single
crystal diamond that can be easily handled and further processed. As starting materi-
als, we used ultra-pure diamond membranes and hetero-epitaxial diamond films already
containing SiV ensembles or single SiV centers. The hetero-epitaxial diamond films are
deposited via chemical vapor deposition on a sacrificial substrate of Ir/YSZ/Si(001),
that is subsequently removed in small areas using dry etching. For the ultra-pure dia-
mond membranes, we developed a bonding procedure involving a spin-on glass adhesion
layer to glue the diamond membranes on a structured silicon substrate. The diamond
films were subsequently thinned to the desired thickness using reactive ion etching in
an oxygen plasma, and patterned using focused ion beam milling. By adapting the
lattice constant and air hole radii, we fabricated various photonic crystal cavities with
design wavelengths at 637 nm and 738 nm, intended for coupling to NV and SiV centers,
respectively. The fabricated cavities exhibited quality factors up to Q = 1, 100. Com-
pared to theoretical predictions, the experimental Q-factors were one to three orders of
magnitude smaller. We analyzed possible limitations of the quality factor, including fab-
rication tolerances, such as non-optimal hole positions and sizes, as well as non-vertical
sidewalls, and material absorption. For our structures fabricated in high-quality sin-
gle crystal diamond we identified inclined sidewalls as the main limiting factor for the
experimental Q-factor.
The fabricated structures are subsequently used for cavity-coupling experiments with
color centers in diamond. As a first step, we focused on coupling to ensembles of SiV cen-
ters using hetero-epitaxial diamond films with a high, homogeneous SiV density. These
diamond films are chosen for a “proof-of-principle” demonstration of cavity-coupling,
without the need for sophisticated positioning techniques, and to develop and test es-
sential methods, such as frequency tuning of photonic crystal cavity modes to spectrally
match the SiV emission line. The tuning technique developed in the framework of this
thesis was based on thermal oxidation of diamond material in air, and allowed for the
demonstration, for the first time, of cavity tuning of an all-diamond photonic crys-
tal cavity, with a tuning range up to 50 nm and a mean tuning rate down to 0.8 nm
per oxidation step. Shifting the cavity modes onto resonance with the SiV ZPL, we
observed a clear enhancement of the photoluminescence signal by a factor of ∼ 3 com-
pared to the off resonance spectrum. Taking into account the measured quality factor
of 400 and the simulated mode volume of V = 1.5 (λ/n)3 of a M7-cavity mode that was
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tuned into resonance, we deduced an ideal Purcell factor of 20 as a figure of merit. A
more detailed analysis of the spectrally resolved Purcell enhancement included spatial
and orientational averaging of the emitter-mode overlap, spectral mismatch of SiV zero
phonon line width and cavity linewidth, modification of the local density of states by
the photonic crystal cavity, and different collection efficiencies for cavity mode and un-
coupled emission, as well as the branching ratio into the zero-phonon line and phonon
side band. Due to ensemble averaging, no lifetime change induced by cavity-coupling
could be detected.
The fabrication and tuning techniques developed and tested for SiV ensembles pro-
vide an excellent basis for subsequent controlled cavity-coupling to single color centers
at room and cryogenic temperatures. In previous experiments [87, 88] on coupling of
diamond-based photonic crystal cavities to single NV centers, the color center’s position
within the cavity was completely random and cavity-emitter systems were post-selected
after fabrication for optimum coupling. On the contrary, in the framework of this the-
sis, we presented, for the first time, deterministic coupling of single color centers to
all-diamond photonic crystals, which required high-resolution positioning and active
alignment of the emitter with respect to the cavity electric field. For active emitter-
cavity positioning and alignment, we pursued two approaches: The first approach in-
volves targeted implantation of nitrogen ions at the center of a photonic crystal cavity
fabricated in ultra-pure diamond. The second procedure is based on a tailored fabrica-
tion process of photonic crystal cavities around pre-characterized single SiV centers. Our
active positioning techniques offer major improvements in reproducibility and reliability
compared to past schemes relying on random chance.
High-resolution ion-implantation of single NV centers at the center of a photonic
crystal cavity have been performed in collaboration with S. Pezzagna and J. Meijer at
the RUBION in Bochum. The implantation setup consists of an ion gun, which provides
nitrogen ions at an energy of 5 keV, and an atomic force microscope. The pierced atomic
force microscopy tip was used as a beam collimator, as well as to position the beam
aperture above the cavity structure, yielding lateral resolutions down to 25 nm [425].
We implanted nitrogen ions into various photonic crystal cavities using ion doses in the
range of 0.2 − 4.4 × 1014 ions/cm2. After high temperature annealing, using confocal
spectroscopy at 10K we verified the successful formation of a few NV centers at the
center of every implanted cavity. Due to the presence of strain, the ZPL of individual NV
centers was shifted by 2 nm. At low temperatures, homogeneous broadening effects were
minimized, resulting in a reduced linewidth of 250GHz, which was limited by spectral
diffusion, and a more pronounced ZPL signal. From the spectrum, we determined the
number of single NV centers and the experimental creation yield of 0.8 ± 0.1%. For
the lowest dose of 2.56 × 1013 ions/cm2, we created 3 ± 1 NV centers in the middle
of a M1-cavity. Based on our experimental findings, we deduced an optimal dose of
1× 1013 ions/cm2 for the formation of one single NV center.
To describe cavity coupling to a broad-band emitter, we adopted a master-equation
model that was recently derived by Auffève et al. [91, 92], and adapted by Albrecht et
al. [80] to the case of NV centers, including higher vibrational levels of the NV ground
state, as well as pure dephasing to account for homogenous broadening of the zero-
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phonon line. The model input parameters were obtained by fitting the experimental
spectrum of implanted NV centers with multiple Lorentzians. Taking into account the
measured cavity quality factor of Q = 160 and a mode volume of the M1-cavity of
V = 1.1 (λ/n)3, we deduced a generalized Purcell enhancement of the zero-phonon line
by a factor of 1.32, and of the phonon side bands by a factor of 1.7, assuming one single
implanted NV center at the photonic crystal cavity center. Larger Purcell enhancement
of the ZPL up to 2.6 could be achieved in principle using cavity structures with Q-factors
of Q = 1, 000, as already realized in this work, and assuming a NV branching ratio of
3% into the ZPL. The high Purcell factor would come along with a reduced NV excited
state lifetime of 4.6 ns, compared to 12 ns [23] reported in bulk diamond.
In a second approach, we presented active alignment and deterministic positioning
of an all-diamond photonic crystal cavity around a pre-selected single SiV center. The
single SiV centers in hetero-epitaxial diamond exhibited excellent spectral properties,
such as narrow zero-phonon line emission, weak phonon side band contributions, and
high quantum efficiencies. The outstanding properties of the single SiV centers allow
for the study of cavity quantum electrodynamics effects, even at room-temperature.
Deterministic coupling was achieved via a tailored fabrication process to structure pho-
tonic crystal cavities into the diamond membrane around pre-characterized single SiV
centers, using positioning markers and focused ion beam milling. This approach allows
for deterministic emitter-cavity positioning with a success rate of 70%, and controlled
alignment of its dipole axis with the cavity electric field. Active alignment enabled the
observation of both Purcell inhibition and enhancement of the spontaneous emission
rate of single color centers in diamond. From the measured internal population dynam-
ics and the experimental quantum efficiency, we deduced a Purcell inhibition factor of
F expPhC = 0.21 ± 0.06 for a single SiV center off resonance with any cavity mode. The
measured value was in very good agreement with the simulated averaged Purcell factor
FPhC = 0.25 of the photonic crystal lattice. By tuning an M7-cavity mode with Q = 500
and V = 1.5 (λ/n)3 into resonance with the ZPL, we observed Purcell enhancement of
spontaneous emission by a factor of 2.7, along with a 19-fold intensity increase. By pre-
cisely determining all parameters contributing to cavity coupling, i.e. dipole orientation
and spatial positioning, we evaluated a Purcell factor of Fcav = 5 for a single SiV center
coupled to a photonic crystal cavity mode. Based on the measured internal popula-
tion dynamics, together with our detailed analysis, we deduced an enhancement in the
emitters quantum efficiency by a factor of > 6 for Purcell coupling on resonance, and
a reduction by a factor of > 2 for off resonance inhibition of the spontaneous emission
rate. Finally, we demonstrated continuous polarization control varied over more than
100 degrees by tuning a cavity mode onto resonance with the ZPL of a single SiV cen-
ter. Our findings pave the way for efficient polarization controlled single photon sources
embedded in a photonic network, with applications in secure quantum communication,
quantum information processing, and ultrasensitive magnetometry. Before we proceed
with future prospects on single color centers coupled to photonic crystal cavities, we
briefly discuss measures to further improve cavity coupling to solid-state emitters.
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Suggestions for improvement
The presence of material strain within the diamond membrane has substantial impact
on the emission properties of single color centers. We observed a variation in the ZPL
wavelength of 2 nm for single NV centers implanted in the ultra-pure diamond mem-
branes. Raman analysis suggested that material strain was induced by the mismatch
between the thermal expansion coefficients of the diamond membrane and the spin-on
glass adhesion layer. The impact of material strain is even more pronounced for single
SiV centers in hetero-epitaxial diamond films, resulting in a strong variation of the ZPL
position (710− 770 nm), linewidth (0.55− 3.0 nm) and linear polarization angle, as well
as the excited state lifetime (0.35−1.56 ns), and quantum efficiency (0.15−0.66) between
different emitters. By improving the bonding process, e.g. annealing at higher temper-
atures, and using low-strain diamond with single SiV centers as recently reported [26],
much more reproducible and reliable spectral properties of single color centers can be
expected.
Proving single emitter character of the implanted NV centers via intensity auto-
correlation measurements was hindered in our experiments by the pronounced fluores-
cence background detected on the cavity structures. One source of background could be
defects induced by the polishing of the diamond membrane. By removing the first few
micrometers from both diamond surfaces via reactive ion etching in an oxygen plasma,
most of the polishing defects should be eliminated [365]. Furthermore, using an argon-
chlorine plasma, instead of an oxygen and SF6 plasma, to thin out the diamond mem-
brane might reduce background luminescence, and significantly minimize surface rough-
ness. Extremely smooth surface roughness after long etching times has been reported
for samples exposed to argon-chlorine plasma [366]. The high background measured on
the photonic crystal structures might also be induced by the focused ion beam milling
process. The incorporation of gallium ions (although most of them diffuse towards the
surface upon high temperature annealing) and lattice damages due to ion bombardment
are considered as the main sources of FIB induced background luminescence. These con-
tributions might be overcome by using reactive ion etching techniques, instead of FIB
milling, to fabricate photonic crystals. Various etching recipes based on oxygen plasma
involving spin-on glass [84, 88, 452–454], silica [132], silicon nitride [83, 87], or metal
masks [358], have been successfully applied for the fabrication of photonic structures in
diamond. Besides the reduction of background fluorescence, reactive ion etching pro-
cesses allow for parallel fabrication of hundreds of structures in one run. By optimizing
the etching process to obtain vertical sidewalls, and by post-selecting the best struc-
tures, high quality factors of 6,000 [88], and even up to 10,000 [90], have been reported
for one-dimensional photonic crystal cavities. In corporation with the IMTEK at the
University of Freiburg, and the NSC at the University of Kaiserslautern, we developed
a reactive ion etching process using oxygen as an etch gas and a silica etch mask. The
first etching tests were performed in free-standing nanocrystalline diamond films. Fig-
ure 10.1 shows a SEM image of a M3-cavity fabricated using reactive ion etching. A
detailed view and cross sectional image reveal slightly irregular shapes of the air holes,
and inclined hole sidewalls. Moreover, significant intrinsic material absorption in the
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Figure 10.1: Reactive ion etching tests of photonic crystal cavity structures in nanocrystalline
diamond films using a silica mask and oxygen as an etching gas. The detailed view and the
cross sectional image reveal slightly irregular shape of the air holes and non-vertical sidewalls.
nanocrystalline diamond films prevented the observation of cavity modes. The develop-
ment and optimization of a dry etching process, in order to obtain circular shaped holes
and vertical sidewalls, is subject to current work in our group.
The identification of single NV centers implanted within the cavity structure, and
the positioning accuracy of photonic crystal cavities around single pre-selected color
centers, could be strongly improved using more elaborate, high-resolution spectroscopy
techniques, such as simulated emission depletion (STED). The invention of STED was
awarded this year with the Nobel Prize in chemistry of S. Hell, E. Betzig and W.
Moerner. STED spectroscopy [455], with optical spatial resolutions down to 2.4 nm
[482], has been applied to localize single NV centers in two [456] and three dimensions
[457]. The diffraction limit is overcome by overlapping the outer regions of the excitation
laser spot with a second laser beam that induces stimulated emission and depletes
the emitter’s excited state before fluorescence takes place. STED microscopy would
be well suited to determine the NV centers’ positions in the photonic crystal cavity
with a precision of several nanometers, and to deduce the spatial resolution of our
implantation setup. Although well established for the detection of single NV centers,
STED microscopy has, up to now, not been successfully applied to single SiV centers.
High-resolution detection of single SiV centers with respect to the positioning markers
would greatly improve the positioning accuracy of photonic crystal cavities relative to
single emitters.
In order to achieve efficient coupling, the emitter dipole must be oriented parallel
to the cavity electric field confined in the diamond plane. The orientations of the NV
and SiV dipole moments are well known. The two XY dipoles associated with the NV
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center are oriented in the {111} plane perpendicular to the NV axis. In contrast, the
dominant Z dipole of the SiV center is aligned along the 〈111〉 crystallographic axes
of the diamond lattice. In this thesis, we use (001) oriented single-crystal diamond
membranes for the realization of photonic crystal cavities. For this material, the NV
and SiV dipoles were inclined with respect to the in-plane cavity fields, limiting the
effective Purcell factor. The overlap between the NV dipole and the cavity field can
be maximized by fabricating photonic crystal cavities in the (111)-facet of a diamond
membrane, and using NV centers oriented perpendicularly to this facet. Recently, nearly
perfect preferential alignment of NV centers along the [111] diamond axis has been
demonstrated by several groups [449–451]. The formation of NV centers in one out
of the four possible configurations is attributed to the particular reaction kinetics in
the CVD diamond growth process on a (111) diamond substrate. In contrast, cavity-
coupling to single SiV centers could be improved using (110)-oriented diamond films,
and selecting SiV centers aligned in parallel to the growth plane. First investigations
on preferential incorporation of single SiV centers in CVD diamond deposited on (110)
diamond substrates have been performed [224]. However, in these studies [224], the SiV
symmetry axis was oriented out of the growth-plane. Tailored CVD growth processes
towards preferential alignment of single SiV and NV centers, together with improved
polishing techniques of (110) and (111) oriented diamond membranes with thicknesses
of 10-30µm, would greatly improve coupling of single color centers to diamond-based
photonic crystal cavities.
The interpretation of observed Purcell enhancement and inhibition of spontaneous
emission via cavity-coupling requires detailed knowledge of the emitter’s quantum effi-
ciency. The reason for this is that cavity-coupling modifies only radiative decay rates,
whereas non-radiative recombination rates are unaffected. In order to achieve effective
Purcell enhancement, high emitter quantum efficiencies are desirable. Unfortunately,
only a few studies of the quantum efficiency on single NV and SiV centers hosted in
unstrained bulk diamond exist. For single NV centers in bulk diamond, quantum effi-
ciencies up to 0.7 have been reported [456]. In contrast, for single NV centers located
in nanodiamonds, quantum efficiencies much smaller than unity, and strong variations
between different nanocrystals have been found [447,448]. For SiV centers, we are aware
of only two studies, one on SiV ensembles in polycrystalline diamond films [413], and
one on single SiV centers hosted in nanodiamonds grown on iridium [55]. Both stud-
ies [55,413] reveal SiV quantum efficiencies of only a few percent. However, the quantum
efficiency strongly depends on the local density of states at the position of the single
color center as well as on the quality of the host material, rendering a direct comparison
difficult. In this work, we evaluated the quantum efficiency of single SiV centers that
were used for cavity-coupling. Our analysis, based on internal population dynamics
and independent saturation measurements, revealed a large spread in the SiV quantum
efficiency, between 0.15 − 0.66. If the here investigated single SiV centers were placed
in a diamond nano-particle instead of bulk material, their quantum efficiency would be
decreased to 0.009−0.10, due to the reduced local density of states, perfectly coinciding
with the range determined in earlier experiments on SiV centers in nanodiamonds [55].
However, our estimation of the quantum efficiency suffers from large errors due to un-
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certainties in the collection efficiency of our setup, and by the microscope objective. In
recent years, alternative methods to deduce the quantum efficiency of single color cen-
ters have been presented. The first method involves comparing numerical simulations
with experimental results of measurements of the excited state lifetime under pulsed
excitation and of the dipole orientation in three dimensions using defocused imaging in
the back focal plane of the microscope objective [157, 158]. The second method relies
on fluorescence lifetime measurements of the emitter as a function of its distance to a
high-reflective silver mirror [447, 448]. As the presence of the mirror changes the local
density of states at the emitter’s position and hence its lifetime, the quantum efficiency
of the NV center can be deduced from a fit to the data. Currently, the adaptation of
the latter method to single SiV centers incorporated in diamond membranes is subject
to current work in our group in collaboration with the group of S. Götzinger at the
“Max-Planck-Institut für die Physik des Lichts” in Erlangen.
Future prospects
The results achieved in this work, including the targeted creation of single NV centers
and deterministic placement of cavities to single SiV centers, pave the way for various
applications, including cavity-enhanced single photon sources, cavity-enhanced spin-
measurements, entanglement generation between two separate color centers, and cavity-
enhanced ultrasensitive magnetometers.
One focus of future implementations of single color centers is efficient single photon
sources. As demonstrated in this work, by coupling single emitters to photonic crys-
tal cavities, the spontaneous emission rate, as well as the radiative quantum efficiency,
can be greatly improved, and the emission polarization can be controlled. This offers
significant improvements for quantum communication protocols, such as quantum key
distribution based on color centers as single photon sources [28–30]. Recent theoret-
ical proposals with single NV [57] and SiV centers [58] for quantum key distribution
require quality factors of 104. By further improving the here presented nanofabrication
techniques, using e.g. reactive ion etching instead of focused ion beam milling, as sug-
gested above, cavity-enhanced single photon sources for quantum key distribution can
be realized in the near future.
Another field of future investigations is cavity-enhanced spin measurement of the SiV
and NV electronic spin state. The flexible design of solid-state devices allow for direct
lithography of microwave striplines on the sample surface, which are used to manipulate
the electronic spin, and direct incorporation of a feeding photonic crystal waveguide for
in- and out-coupling of probe light, used to perform spin-selective reflectivity measure-
ments [59]. This scheme requires much less intensity and fewer readout cycles, and hence
minimizes the probability of unwanted spin-flip transitions upon optical illumination.
Theoretical proposals [59] on cavity-enhanced spin measurements of single NV centers
require cavity quality factors of Q = 3, 000, which is feasible with the state-of-the-art
nanofabrication techniques presented in this thesis.
Targeted, high-resolution implantation of single NV centers at the center of a pho-
tonic crystal cavity would allow for deterministic and robust entanglement generation
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between the electronic ground states of the individual NV centers [61]. For this pro-
posal [61], cavity designs with several missing holes, such as the M3- and M7-cavities
realized in this work, would be ideal as they allow for sufficient separation of single
NV centers within the defect structure, enabling independent optical initialization and
readout of the spin states. Both NV centers would be in resonance with one photonic
crystal cavity mode, which mediates the interaction between the spin states. Again, the
required quality factor of Q = 104 is within reach of current fabrication technologies.
Besides the above proposal of NV-NV entanglement directly mediated by the cav-
ity mode, large distance entanglement generation between single color centers would
enormously profit from cavity-enhanced emission. In a recent experiment by Bernien et
al. [53], long distance entanglement between two separate NV centers was achieved by
two-photon interference on a beam splitter. This scheme requires indistinguishable single
photons emitted by the individual NV centers. In the experiment, indistinguishability
was achieved by tight filtering of the NV ZPL emission at the expense of poor success
rates. By coupling NV centers to photonic crystal cavities, the spontaneous emission
rate of single photons, the emission efficiency into the cavity mode, and the collection
efficiency can be significantly increased, which would enable much larger success rates
of entangled photon pairs.
For the generation of indistinguishable photons, the usual strategy is to reduce the
linewidth, i.e. the pure dephasing rate, by lowering the temperature and using resonant
excitation. However, a recent theoretical proposal [91] has identified pure dephasing as
a source of indistinguishable photons by coupling the emitter to a cavity. By increasing
the pure dephasing rate beyond the cavity linewidth, the frequency and linewidth of
the emitted photons are imposed by the cavity allowing for tailored photon emission.
However, this proposal requires cavity decay rates equal to the atomic transition rates,
i.e. κ = γ, necessitating high Q-factors. For the realization of this scheme, Fabry-Pérot
type cavities [80] that reach high Q-factors would probably be more appropriate than
photonic crystal cavities.
Moreover, a scheme for distributed entanglement generation has been proposed that
relies on two single emitters, each coupled to an optical cavity [4]. The basic idea is to
create a Λ-scheme between two ground state levels and the excited state of the atom.
Thereby, one optical transition of the Λ-scheme is driven by a classical laser field, while
the other one is coupled to a mode of an optical cavity. When the classical control field
is applied, the cavity-coupled optical transition quickly causes the excitation to coher-
ently emit a photon into the cavity mode. Hence, the coherence between the ground
state levels is transferred onto the emitted photon. For well chosen emitter-cavity cou-
pling rates, and by slowly turning the classical drive field on and off, it can be achieved
that the temporal wave function of the emitted photon follows the wave function of the
classical laser field. This allows for the generation of photons with indistinguishable
temporal wave functions. By simultaneously driving two emitters in two separate opti-
cal cavities, generating indistinguishable photons, followed by two-photon interference
on a beam splitter, entanglement between the emitters can be achieved. This scheme
has successfully been implemented for single atoms and ions [488–490]. For solid-state
emitters, the realization of Λ transitions is more demanding. Using two classical laser
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fields to drive a Λ transition between NV ground state sub levels, entanglement between
a single NV spin and the emitted photons has been demonstrated [50]. Recently, Λ tran-
sitions have also been identified for the SiV center [16,27,223]. Moreover, the emission of
indistinguishable photons by two separate SiV centers has been demonstrated via Hong-
Ou-Mandel interference [27]. Combining the Λ type transitions identified for both color
centers with cavity-coupling to an optical mode might allow for coherent spin-photon
state transfer, distributed entanglement generation [4], and the implementation of long
distance quantum computing schemes [491].
Beyond multiple applications in quantum information science, coupling of single NV
centers to a photonic crystal cavity would allow for optical sensing of small magnetic
fields with high resolution. Very recently, ultrasensitive room-temperature magnetom-
etry based on the detection of the infrared absorption signal of NV centers has been
demonstrated [492]. To enhance interaction length in the diamond sample, and to in-
crease the absorption from the NV centers and the spin-state detection contrast, the
color centers were placed in an external Fabry-Pérot cavity, leading to an improvement
in sensitivity by two orders of magnitude. The sensitivity could be even further im-
proved by using photonic crystal cavities instead of Fabry-Pérot cavities as external
cavities to enhance the infrared absorption signal [493].
Similar to atom-photon interfaces, phonons might be used to mediate interaction
between distant qubits. Placing a single color center into a mechanical resonator, its
atomic transitions can be coupled to the mechanical motion of the device. Recently,
this has been demonstrated for single NV centers hosted in a diamond-based cantilever,
revealing strain-induced level shifts originating from the mechanical motion [459, 460].
This might allow for coherent spin-phonon interfaces, given the high mechanical res-
onator quality factors and low temperatures. Moreover, one could think of extending
the scheme to different degrees of freedom. Combining the mechanical resonator with
an optical cavity would enable coupling of mechanical motion to confined light fields.
For such opto-mechanical coupling [252–254], photonic crystal cavities are well suited.
Various geometries have been proposed that allow for simultaneous confinement of op-
tical and mechanical modes. Here, diamond is of special interest due to its outstanding
mechanical material stiffness, allowing for high mechanical frequencies, up to a few GHz,
and high mechanical quality factors [494,495].
Appendix A
Optimization of the M0-cavity
This annexe summarizes the parameters sets of the M0-cavity optimization using Fourier-
and real-space analysis. The design procedure based on the principle of gentle confine-
ment has been discussed in section 5.6.2 and has been published in our paper [274]. We
start with a simple M0-cavity, where a defect is introduced in the photonic crystal lat-
tice by shifting two holes outward along the x-axis. The starting design is summarized
in table A.1. The M0-cavity design together with the used nomenclature is shown in
figure A.1. By adjusting the neighboring holes around the introduced defect, e.g. by
reducing the radii or shifting some holes outwards, the cavity mode can be tailored to
resume a Gaussian envelope. According to the principle of gentle confinement, this leads
to reduced radiation losses within the light cone and hence to an increase in the cavity
quality factor without significant increase in the mode volume.
R(a) h(a) d(a) Q ω(2pic/a) V (λ/n)3
0.26 0.91 0.15 24,500 0.3652 0.390
Table A.1: Starting point for the design optimization of the M0-cavity (Parameter Set M0A)
Step 1: Optimization for background radius R = 0.26 a
As a first optimization step, we fix the background radius to R = 0.26 a and fine tune
the holes c, e, k in the vicinity of the defect such that the cavity mode profile along the
y-axis can be approximated by a Gaussian envelope. This yields to parameter set M0h1
summarized in table A.2.
R(a) d(a) Rc(a) Re(a) Rk(a) Q ω(2pic/a) V (λ/n)3
0.26 0.15 0.23 0.24 0.25 72,700 0.3622 0.390
Table A.2: Optimization of first, second and third next-neighbor holes along the y-axis (Pa-
rameter Set M0h1).
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Figure A.1: Modified M0-cavity design: By optimizing the surrounding air holes the quality
factor is significantly improved.
As a next step, we vary the radii of the holes b, g, and f aligned along the x-axis next
to the defect, while keeping the other parameters and the background radius R = 0.26 a
fixed. This results in parameters set M0B given in table A.3.
R(a) d(a) Rc(a) Re(a) Rk(a) Rf (a) Q ω(2pic/a) V (λ/n)3
0.26 0.16 0.23 0.24 0.25 0.25 124,000 0.3606 0.388
Table A.3: Optimization of the holes along the x- and y-axis for background radius R = 0.26a
(Parameter Set M0B). The radii not listed here correspond to the background radius R.
Step 2: Optimization for background radii R ∈ [0.27 a, 0.29 a]
As a next step, we check, whether the choice of the background radius R and thus the in-
plane localization of the modified mode are still optimal. Therefore, we repeat step 1 for
changed background radii R ∈ [0.27 a, 0.29 a]. The optimal geometries M0h2, M0C , and
M0h3 yielding the highest quality factors for each background radius are summarized in
table A.4.
R(a) d(a) Rc(a) Re(a) Rk(a) Rf (a) Q ω(2pic/a) V (λ/n)3
0.27 0.16 0.22 0.24 0.25 0.25 215,000 0.3634 0.351
0.28 0.16 0.22 0.24 0.26 0.26 226,600 0.3673 0.350
0.29 0.17 0.22 0.24 0.27 0.27 120,000 0.3695 0.342
Table A.4: Optimized M0-cavity for background radii R = 0.27a (Parameter Set M0h2),
R = 0.28a (Parameter Set M0C) and R = 0.29a (Parameter Set M0h3).
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From these optimization procedure, we conclude that a background radius of R = 0.28 a
results in the best in-plane confinement of the mode. As a final step, we consider the
holes m, p and s, v, and t at larger distances from the defect. We vary the radii of the
holes m, and p along the y-axis yielding parameter set M0h4 in table A.5.
Rm(a) Rp(a) Q ω(2pic/a) V (λ/n)3
0.31 0.34 228,500 0.3671 0.350
Table A.5: Optimization of the holes along the y-axis (Parameter Set M0h4). The other
parameters are the same as in Set M0C .
As a final step, we optimize the holes s, t, and v along the x-axis resulting in a further
strong increase in the quality factor to Q = 320, 000 while retaining a small mode volume
of V = 0.35 (λ/n)3. Parameter set M0D in table A.6 together with set M0C summarize
the optimal design of the M0-cavity.
Rm(a) Rp(a) Rs(a) Rv(a) Rt(a) Q ω(2pic/a) V (λ/n)3
0.31 0.34 0.29 0.27 0.28 320,000 0.3672 0.350
Table A.6: Optimization of the holes along the x-axis (Parameter Set M0D). The other
parameters are the same as in Set M0C .
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