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illumination conditions, with various shading and shadows, reflection of light 
and so on. Besides the various illumination conditions, occlusion, aging 
condition, low resolution images etc., several kinds of factors would affect the 
face image and therefore lead to a large or small influence on the face 
recognition system. In this thesis, we focus on the previous challenges, but also 
with a gentle consideration of other types of noise including pose variations, 
expression changes, illuminations and so on. 
In the second class, the noise mainly focuses on the labels of the face images. With the 
beginning of big data era, numerous unlabeled or wrong-labeled face images appeared 
in our life. For example, the face images on the internet are always accompanied with 
noisy labels. 
• One major case is the existence oflabel flipping error, that is one face image be
labeled as another wrong identity in the given label list. How to deal with these
label-flipped images is a classical problem in the field of machine learning.
• One other case is the problem of outlier images. Some face images don't belong
to any known identity. They should be given a new identity label, but the image
capture system would give them an already known label, which would lead to
noisy label samples in many face images.
• There are also cases that data has no labels, thus we propose a unsupervised
multi-view face clustering method in this thesis.
1.3 Main Objectives 
In this thesis, we aim at the robust face recognition method under uncontrolled 
environment. Face recognition methods have achieved quite promising results with 
large-scale dataset, especially when the dataset is clean and well-labeled. Yet, a clean 
large-scale dataset is quite rare except for academic use. In real-world applications, the 
environments are always uncontrolled, and the capturing of images may suffer from 
noises such as content-noise, occlusions, pose variations and so on. Besides, since 
labeling is quite a human-consuming work, there are also problems such as 
insufficient labeling, labeling noise, or even unlabeled datasets. Thus to explore face 
recognition methods that are robust to these kinds of problems is significant. Also, 
there are cases when there's only limited-scale dataset in one specific modal and 
large-scale dataset in other modals, thus the exploration of transfer learning methods 
among multiple-modals is significant. In this thesis, we seek to tackle the above-
mentioned problems and propose several methods. 
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Then, considering the complexity of this method, Intersection of Confidence Interval 
(ICI) [25] is used to adaptively select the optimum scale for each pixel in each direction. 
The idea behind ICI is that the estimate of every point depends on its neighbourhood, 
if an estimate is evaluated using a small neighbourhood it would have small bias but 
high random error, on the other hand, if a very large neighbourhood is considered for 
the estimate, it would have a high bias. ICI finds the neighbourhood which strikes a 
proper balance between the bias and randomness. Since neighbourhood in LP A filters 
is represented by scale, ICI algorithm finds the largest scale for which the deviation of 
the estimate from the smallest scale is not too large. It uses a sequence of confidence 
intervals, for each scale, in all directions. The confidence interval, Qi = [Li, Ui], for 
scale hi gives the upper bound Ui and lower bound Li between which the estimates 
is expected to lie. For a scale hj , the possible intersection at point x is given as: 
Q. = [L· U-]J 'l' J 
(2.8) 
noise modeled to be present in the image. The estimation of u is independent of ICI 
method; in our method we convolved the original image with Daubechies kernel and 
took the median of the result as the estimate. 
The algorithm starts from the smallest scale and moves toward the large scales, and for 
each scale it computes the confidence interval as mentioned in equation (2.8). For a 
given direction ei , we can generate all the estimates {le. h-} for all scales hi E i, J hjEH 
H. Then ICI rule is utilized in order to find the point-wise optimum scale h+ = hi+ 
for all directions {ei E D} and thus the directional estimate le . = le. h l. z., +
Let Ij+i = max{Ij, Lj+i}, Uj+i = max{ Uj, Ui+ 1}. The basic idea of ICI is to find 
the largest j when Ii ::; Q,jl j=t,z, ... ,J is still satisfied. Denote this largest value j+ . 
Where 𝛤 is the threshold which plays an important role (it has to be tuned to set the 𝒙width of the confidence interval), 𝐼)*,'  are the first order estimates obtained in 
equation (2.7) and 𝜎*,T = 𝜎T 	 𝑔)*,' 𝒙 is the standard deviation of the additive 
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I(W(x;p)) are 'similar'. 
In general, the number of warp parameters can be arbitrarily large and W(x; p) can be 
arbitrarily complex. The vector of parameters would be p = [p1 p2 p3 p4 Ps p6] T,
with the parameterized set of affine warp as following: 
(2.10) 
Given directional estimates {fe}0ED and {ie}0ED' we aim to minimize the sum of 
squared errors between all the templates {fe} and images {le} warped back onto 
the coordinate frame of the templates: 
(2.11) 
To optimize the expression in equation (2.11), the Lucas-Kanade algorithm assumes 
that a current estimate of p is known and then iteratively solves for increments to the 
parameters �p; i.e. the following expression is minimized: 
LeED Lx (te(x) -le(W(x; p + �p))) 
2 
with respect to �P, and then the parameters are updated: 
p � p + �p 
(2.12) 
(2.13) 
To the equation (2.13), we apply a first order Taylor expansion on fe ( W(x; p + �p)) 
to give: 
[A A aw � 
]
2 
LeEDLx Ie(W(x;p)) + Vlea;�v-Te(x) (2.14) 
where Vie is the gradient of the image le evaluated at W(x; p ). A partial derivative 
with respect to �p is then obtained: 
[ 
A aw
]
r 
[
A A aw � 
]2LeEDLx Vlea; Ie(W(x;p))+Vle ap
�p-Te(x) (2.15) 
Assuming a locally parabolic shape and setting the partial derivative to zero gives 
a closed form solution for updating p, which minimizes equation (2.16): 
_1 [ A aw
]
r � A 
Llp = Hn LeEnLx Vlea; [Te(x)-Ie(W(x;p))] (2.16) 
16 Chapter 2. Exploring Directional Features for Face Alignment under Noisy 
[ A aw]T [ A aw]HD = L0ED Lx V/0 a; V/0 ap 
Conditions 
(2.17) 
Here we successfully extract the directional information from both the tracking image 
and the template, as described by {10 }0 ED and {f0 }0 ED. Now, instead of template 
tracking based on single observed images, we will take all these directional images and 
analyze the coordination projection in the tracking process. Given a specific level l, we 
have generated the directional images {n}0 ED and directional templates {TJ}0 ED·
2.3.3 Directional Lucas-Kanade Pyramidal Algorithm 
We extend the Directional LK discussed in previous section based on pyramids. First, 
let us give the definition of pyramid of a generic image I of size nx x ny. Let /
0 = I
be the zeroth level image. The image is the highest resolution image (raw image). The 
image size at zeroth level is defined as n� = nx , n� = ny. The pyramid representation 
is then built in a recursive fashion: compute / 1 from 1° , then / 2 from / 1 , and so 
on ... Let L = 1, 2, ... be a generic pyramidal level, and let 1 z -1 be the image at level 
l - 1. Denote n1-1, ni-1 the width and height of 1 z -1. Then [23]
1
J l (x,y) = 4 J
Z
-
1 (2X, 2y) 
+ � (1 z-1(2x - 1,2y) + 1 z-1(2x - 1,2y) + 1 z-1 (2x + 1,2y)
+ 1 t- 1 (2x, 2y + 1))
+ /
6 
(1 Z-1(2x - 1,2y - 1) + 1 Z-1(2x + 1,2y + 1)
+ 1 t- 1 (2x + 1,2y - 1) + 1 t-1 (2x - 1,2y + 1))
(2.18) 
The width n1 and height nt of J l are the largest integers that satisfy the conditions: 
(2.19) 
The pyramidal images {n}0i ED,l=0,1, ... Lm and {TJ}0i ED,l=0,1, ... Lm are constructed 
recursively using equation (2.18). 
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The warp parameter must be iteratively computed and updated until the variation in 
parameters or function values becomes sufficiently small. 
From pyramidal view, the warp parameter p is also the warp parameter for the 0th 
level image 1° i.e. p = p0 , where p 1 is evaluated by minimizing the difference 
between the lth level warped directional estimate 11 ( W(p 1 + Llp 1)) and the template
image T, i.e. 
Thus we have 
p 1 is calculated by iteratively updating parameters: 
p
l � 
p
l + Llp l 
(2.20) 
(2.21) 
(2.22) 
(2.23) 
The parameter update process is recursively implemented from Lm 
th level down to
0th level by evaluating the initial guess for (l - llh level parameter from lth level.
Note that in affine warp, the first 4 parameters [p1 p2 p3 p4] T are related to
transformation while the last 2 parameters, [p5 p6] T are related to translation. Those
who contribute to transformation will be the same for all levels in the pyramidal 
representation, while those for translation will change. 
l-1 [ l l l l l 2 l 2]P init = P1 P2 P3 P4 Ps X P6 X (2.24) 
2.4 Parameter Analysis 
In this section, we evaluate the effect of various parameters in our experiments. 
Equation (2.3) shows that the value of LPA kernels 9h,Bi is defined by several 
parameters including scale size h E H, division of support 0i E D, distribution of the 
window wh,B, and symmetry feature of the window wh,B· Equation (2.8) reveals the 
role of the threshold parameter I' in ensuring the fidelity of the adaptive estimate 
l0i,h+ since the I' value will directly influence the choice of adaptive scales.
¾𝒑¿ )= T𝒑= = 𝑚𝑖𝑛 ) 𝒙 𝑇 𝑾 𝒑= + 𝛥𝒑= −	𝐼)=
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Figure 2.2. Tracking accuracy in terms of RMS Point Error for different LPA kernels. 
(a) Tracking accuracy in terms of RMS Point Error for Gaussian and Uniform kernels. 
(b) Tracking accuracy in terms of RMS Point Error using Gaussian LP A kernels 
with different symmetry features. (c) Tracking accuracy in terms of RMS Point 
Error for kernel supports divided by different number of directions. (d) Tracking 
accuracy in terms of RMS Point Error for different scale sets. 
Considering their important role in the estimation of objects, the influences of all 
above mentioned parameters on the tracking accuracy should be evaluated. Since 6 
parameters in the affine warp have different units, we use the following error 
measurement method rather than the errors in the parameters. Given the current 
estimate of the warp, we compute the destination of 3 canonical points and 
compare them with the correct locations. We compute the Root Mean Square Error 
over the 3 points of the distance between their current and correct locations. In order 
to yield more precise results, 100 tests are implemented for each noise condition, and 
the overall result for a given noise condition is averaged from the 100 test results. 
The parameters can be categorized into two classes: those defining the LP A kernels, 
and threshold parameter I' defining the ICI selection. Specifically, LP A parameters 
includes scale size h E H, division of support 0i E D, distribution of the window wh,e, 
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where wh,e i (x - X5) is the directional window, m is the order of polynomial, ¢h E 
RM is the complete set of linearly independent 2D polynomials of the powers from 0 
till m, and the length M of the vector is: 
M = (m + 2)!/2 · m! = (m + 2)(m + 1)/2 (3.5) 
Since directions {0df=1 define the sector division oflocal polynomial kernels while 
scale h defines the size of the support, the choice of directions and scale is crucial in 
LP A kernel design. Basically, directions should be chosen such that the selected 
{0df=1 are aligned with the majority of the prominent features. And scale h should 
define the most reasonable support used to calculate the directional derivatives. A 
detailed analysis of selecting these parameters is given in Section 3.4. 
For l th level face J l (x), the directional derivative D]i 0. (x) for direction 0i and ' i 
scale h is given by: 
(3.6) 
where 0 indicates convolution operator. 
For each level face in the pyramid, totally N directional derivatives are obtained using 
equation (3.6), labeled by {D�
i }f=i . Then the directional derivative pyramid 
{D�)i=l, ... ,N;l=l, ... ,L can be simply obtained by applying equation (3.6) to all faces
{J l }fp=l in the pyramid. Taking four directions 0i E {O, n/ 4, :rr/2, 3:rr/ 4} and 
pyramid level L = 3 for instance, DDP of a face image is presented in figure 3 .1. 
3.3.3 Generating Directional mLBP Map Pyramid (DMMP) 
After obtaining DDP, texture-based information would be further extracted to represent 
the derivative pyramid. In this thesis, an alternative form of LBP, modified LBP (mLBP) 
operator is applied on a 3x3 neighborhood. Let Be label the central pixel, and 
{g0, Bv ... ,g7} are the 3x3 neighborhood around Be · Then the mLBP operator is 
defined by: 
3 ( ) . 
4 mLBP(ge) = Lj=O s Bi - 9j+4 • 2
1 + s(ge - BM)· 2 (3.7) 
where BM = (g0 + g1 + .... +g7)/8 is the mean value of the neighborhood, and 
s(x) is the step function: 
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To summarize, for any level r l > 0, the image is partitioned into 4r
1 
non-overlapping 
blocks. 
From pyramidal view, the MRPLs r l is determined by Maximum Partitioning Levels 
(MPLs): R 1 = R 1 ,R 2, ... ,RL . Specifically, the value of R 1 decreases as l increases, 
which means that the partitioning gets coarser as the map shrinks. Taking pyramid level 
L = 3 for instance, R l and r 1 are defined as following: 
R 1 = 4 R 2 = 3 R 3 = 2, , 
r1 = {0,1,2,3}, r2 = {0,1,2}, r 3 = {0,1} 
(3.9) 
(3.10) 
Histograms obtained from blocks at partitioning level r 1 are concatenated together and 
represented as hf.r• Given that coarser levels contain more dissimilar information; a 
weight vector is introduced to penalize the number of features at the coarser levels: 
(3.11) 
For a Directional mLBP Map (DMM) M� i in the pyramid, the features of different 
partition levels hf.r are concatenated together: 
Same procedure is done on all N DMMs and the l th level feature vectors are 
concatenated as follows: 
(3.13) 
Final descriptor of the face / will be the concatenation of all L--Level vectors: 
(3.14) 
The dimensionality of the face descriptor is given by: 
Dimensionality = LT=1 ( N X 32 X r:::� 41) (3.15) 
where L is the pyramid level, N is number of directions, 32 is the number of bins in 
mLBP descriptor, and R 1 is the maximum partitioning level when dividing the l th
level map into multi-resolution blocks. 
As can be seen from equation (3 .15), the proposed pyramidal feature extraction method 
leads to a high dimensionality. In order to reduce the dimensionality, the LDA based 
technique [ 60] is applied. Then face recognition is performed using a Support Vector 
~= S=𝐻=)* = 𝑤 ∙ ℎ%=,~, 𝑤 ∙ ℎ%=,S, … , 𝑤=ÕgS ∙ ℎ%=,ÕgS (3.12) 
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Machine (SVM) classifier [134]. A multiclass SVM classifier with linear kernels is 
learned by using the libSVM tool [7 5]. As a result, several support vectors are identified 
and stored for the use of prediction. Then the test samples are matched with these 
identified support vectors to label the predicted class. 
3.4 Constructing LPA Kernels 
In this section, we mainly focus on how kernel construction influences the recognition 
accuracy of the proposed method. The effect of extracting multi-level pyramidal 
information will be discussed in Section 3.5. The construction of LPA kernels g�1J. 
' l 
mainly depends on scale size h and the division of support {0df=i · As a result, the 
performance of the algorithm is crucially influenced by these parameters. 
To study the effect of these parameters, non-symmetric uniform directional window 
wh,e is selected, and the polynomial order m used for generating LP A kernels 
equation (3.2-3.5) is set to m = [1, O], meaning that totally 3 polynomials ¢h =
[ ¢0 , c/Jv ¢2 ] are utilized, with ¢0 = 0, ¢1 = Xi, ¢2 = x2 . Besides, a directional 
information of only original-size image is considered by setting the pyramid level L =
1. The multi-resolution block partitioning level is r1 = {0, 1,2,3}, i.e. the maximum
partitioning level R 1 = 4. Experiments are performed on face images from the Yale
[9] and Extended YaleB [135] dataset.
The Yale Face Database [9], published by the Yale University in 1997, contains 160 
frontal face images in total. These images are from 16 people with 10 kinds of settings: 
an image under ambient lighting, one with or without glasses, three images under 
different light sources, and five images with different expressions. These images are 
all gray-scale with resolution of 320x243. 
 The Yale Face Database B [135], also published by the Yale University, but in 2001, 
extended the original Yale Face dataset by including face images with large variation 
of pose and illumination. Extended Yale-B dataset [136] consists of 16128 images of 
28 individuals and YaleB dataset consists of 5760 face images of ten individuals. 
These face images are all gray-scale as the images in the Yale Database, but with a 
resolution of 640 x 480.The images are taken under 9 different pose and 64 different 
illumination conditions. These two datasets can be used to verify the robustness of 
each method against pose variations and different illuminations. 
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3.4.1 Choice of Directions 
To generate the directional kernel for a particular direction 0i , we need to rotate the 
kernel support in order to direct it to the desired direction. Derivatives in different 
directions reflect diverse textural information of a face image. Recognition tests are 
performed for several cases: dividing the support into 2 directions, 4 directions and 8 
directions within ranges [0, rr] and [O,2rr]. These divisions are labeled by Dn,N = {i · 
rr/N}f= i and D2n,N E {i · 2rr/N}f= 1 respectively. The accuracy and complexity 
performance are shown in Table 3.1. The time consumption is shown for the 
classification of 2224 test face images of Y aleB [ 13 5] dataset which are trained using 
5 training samples for each individual. 
Table 3.1. Influence of Support Division. 
Directions Dnz Dn4 Dns D2n2 D2n4 D2ns ' ' ' ' ' ' 
Accuracy (%) 89.26 93.14 94.15 82.89 90.01 93.53 
Dimensionality 5440 10880 21760 10880 5440 21760 
Time (sec) 44.07 86.49 174.69 44.25 86.57 174.53 
Generally speaking, the more diverse directions are utilized when extracting directional 
derivatives, the more directional information is covered in the final face descriptor H,
see equation (3.13-3.14). As a result, the descriptor H will have a larger 
dimensionality and higher classification accuracy. Thus a compromise shall be made 
between the accuracy and complexity. Directions should be chosen such that the 
selected {0df=1 are aligned with the majority of the prominent features without 
redundancy. As shown in Table 3.1, finer division of the support provides better 
accuracy results. Due to the redundancy in directions introduced when partitioning the 
support within [0, 2rr], better performance is provided by selecting directions between 
0 and rr, i.e. Dn,N is superior over D2n,N· A compromise is made between accuracy 
and complexity by selecting Dn,4 as the support division. 
Table 3.2. Influence of Scales 
Scale I 2 3 4 5 6 7 8 
Accuracy(%) 191.98 93.14 91.42 89.85 89.44 86.42 83.22 
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a 
b 
Figure 3.3. Face Images with Noises. (a) A face image and its corresponding Gaussian 
noisy images with u = 4, 8 and 12. (b) Aface image and next to it are noisy images 
with some missing pixels. The percentage of missing pixels is 2, 4, 6 and 8 %. 
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Figure 3.4. Accuracy Performance in case of Noises. (a)The accuracy of ORL dataset 
when different amount of Gaussian noise is added to it. (b) Accuracy for ORL dataset 
when a certain percent of pixels is missing from the image. 
Gaussian noise: Varying amount of Gaussian noise is added to ORL dataset with the 
standard deviations u = 4, 8, and 12. The noisy face image examples with different 
sigma are shown in figure 3.3. Figure 3.4 (a) shows how the classification accuracy 
varies on ORL dataset as u increases from O to 12. It can be observed that even with 
sufficient amount of noise, the classification accuracy does not change abruptly. 
Impulse Noise: Case of missing pixels is considered by adding negative impulse noise 
to face images. The amount of noise is varied by measuring the percent of missing 
pixels which are varied here from O to 8%. The image examples with missing pixels are 
shown in figure 3.3. The classification accuracy of the proposed method with respect 
to the percentage of missing pixels is shown in figure 3 .4(b) The accuracies for the 
different corrupted images were 99.925, 99.90, 99.775, 99.15, and 98.65, respectively. 
It can be seen that till 6% of missing pixels the accuracy remains above 99% and the 
drop in the accuracy with increasing number of missing pixels is then quite gradual. 



4. Face Clustering for Unlabeled Datasets
4.1 Introduction 
Multi-view learning becomes increasingly attractive due to the explosion of multi-view 
data, including samples represented by different feature descriptors, and objects from 
multiple sources, e.g., text, image, audio and video [33]. To exploit the complementary 
information from multiple views, numbers of multi-view learning methods have been 
developed and achieve superior performances in comparison with single-view learning. 
Analogous to other machine learning tasks, multi-view learning also suffers from two 
phenomena in the big data era, i.e., the lack of label information and high­
dimensionality of the feature space [33]. The high expense oflabelling data and the data 
explosion make most data unlabeled. Without label information, multi-view learning 
becomes more challenging in the unsupervised case [34]. 
Generally, it is intuitive to concatenate the multi-view data directly, and thus the 
traditional single-view solutions can be applied. Whereas, a simple concatenation will 
aggravate the curse of dimensionality, ignore the complementary nature and destroy 
distinct statistical properties of different views [35]. For unsupervised learning, one key 
challenge is how to discover the data structure by clustering. Multi-view clustering 
extends the clustering techniques in single-view learning ( e.g. spectral clustering 
[36][37][38][39], linear regression [40] and matrix factorization [41]) to multi-view 
tasks. The common part of different views is usually modelled by cluster indicator 
matrix and diverse graph learning algorithms are developed. To alleviate the effect 
arising from the curse of dimensionality, dimension reduction algorithms are proposed 
to project the samples to a low-dimensional feature subspace. Thus, the time complexity 
and the computation burden are reduced while the generalization ability of the learning 
machines can be improved [ 42]. Traditional methods, like CCA [ 43], [ 44] and PLS [ 45], 
can be used to cope with the two-view case. To exploit the correlations of multiple 
views simultaneously, researchers proposed many multi-view dimension reduction 
techniques [34][35][46][47][48]. Multi-view dimension reduction shares many 
47 
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multi-view spectral clustering (Co-regSC) is a multi-view spectral clustering 
framework by co-regularizing the clustering hypotheses [36]. Multi-modal spectral 
clustering (MMSC) considers each type of feature as a modal, and integrates such 
heterogeneous features by learning a commonly shared graph Laplacian matrix [37]. 
Multi-view non-negative matrix factorization (MultiNMF) is a NMF-based multi-view 
clustering algorithm, and it formulates multi-view learning as a joint matrix 
factorization process [ 41 ]. [ 40] integrated all features of different views and used joint 
structured sparsity-inducing norms to learn a weight for each feature. Multi-view 
spectral clustering (MVSC) is a large-scale approach based on the bipartite graph to 
solve the massive data problem [38]. Auto-weighted multiple graph learning (AMGL) 
is a parameter-free multi-view model that can learn an optimal weight for each view 
automatically [39]. 
In multi-view unsupervised learning, due to the lack of label information, the latent 
representation shared by multiple views, is usually expected to be discriminative and 
predictive. Whereas, the current matrix factorization and spectral analysis based 
methods do not emphasize the predictability of the latent space. In this chapter, we will 
investigate the learning of a predictive latent space for multi-view unsupervised tasks. 
4.3 Multi-View Predictive (MVP) Latent Space Learning 
4.3.1 Model
Let X = [X1, ..., Xi, ..., XK] be a set of multi-view data. Xi is the data matrix of the ith
view. As shown in figure 4.1, multi-view unsupervised learning aims to learn a 
latent representation for all views. There are two important principles in multi-view 
learning, i.e., the consensus principle and the complementary principle [33]. Whereas, 
because there is no class information, unsupervised learning in multi-view tasks 
becomes much challenging. 
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Figure 4.1. The framework of multi-view predictive latent space learning (MVP).
Therefore, a latent representation with outstanding predictability is expected. Assume 
that U E Iffi.nxh is the latent space for all views, where h is the dimension of the latent 
space. The latent space is a low-dimensional representation of each view that can well 
characterize the discriminant structure embedded in multi-view high-dimensional data. 
Inspired by the definition of the predictability for the latent space in [50], we formulate 
the predictability of U by the correlation between the i th feature space and the latent 
space as 
(4.1) 
where f is a function to measure the correlation between X i and U . The 
correlation f (X i , U) should be maximized to enhance the predictability of the 
latent space U. We use u to represent a column of U, Therefore, the correlation 
between the feature space X i and u can be represented by f(X i , u). 
(4.2) 
Where v is a linear projection for X i. The orthogonal constraint is imposed on the 
latent space U, i.e.,uru =I.Then the following optimization problem is introduced 
to maximize [(X i , u). 
max(X ivYu s. t. (X ivYX iv = 1 (4.3) 
When u is fixed, we use the method of Lagrange multipliers to calculate the optimal 
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v, denoted as v:
(4.4) 
Then the maximal (X iv)
T u can be derived as: 
where A i = x i (x irx i)-
1x/. Hence, to improve the predictability of the latent space, 
each column u ofU is supposed to satisfy equation (4.5). The objective function for the 
total predictability of the latent space U in multi-view learning can be formulated as: 
(4.6) 
Equation (4.6) takes the consensus principle into account by learning a common 
representation for all views. However, it does not consider the local geometry structure 
of the feature space in each view and the complementary information is not exploited 
as well. Hence, we introduced a weighted multigraph regularization for the latent space. 
Then, we model manifold regularized latent space learning as: 
(4.7) 
where L't = D�112Wi D�112 is theLaplacian matrix for the i th view, wi is the weight
for the i th view and a > 0 is a tradeoff parameter, which adjusts the portion and thus 
the influence of '1't and w[L't. And we normalize Adust like the Laplacian matrix 
L i and denote it by '1't. In equation ( 4. 7), we will later introduce a weight for each view, 
with a parameter r > 0. However, for the maximization problem, it is obvious that 
only the wi of the maximum tr(UTL'tU) is close to 1, and others are 0. It means that 
only one view is selected by this method, which does not coincide with our objective 
on exploring the complementary property of multiple views. Hence, we transform the 
objective function into a minimization problem: 
𝐗%𝒗 u𝒖 = 𝒖u𝚲%𝒖                                             (4.5) 
max𝐔,𝐰 𝑡𝑟 𝐔u ∆%∗ + 𝛼𝑤%P𝐋%∗ 𝐔ã%S 	 
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(4.8) 
Where �i = I - �1 , L i = I - L't , and I denotes an identity matrix. 
In this chapter, we adopt a parameter r to modulate the effect of the smoothness 
difference of graphs. The same phenomenon will occur when r = 1: only wi of the 
minimum tr(UTL iU) is close to 1, and other entries in w is 0, thus only one view is 
selected. To avoid this problem, we set r > 1. 
4.3.2 Optimization Solution and Analysis of Model Complexity 
In this section, we summarize the detailed optimization procedures of the model. We 
use an alteration minimization method to solve the optimization problem in equation 
(4.8). Then we update U and w, respectively. 
Sub-problem U By fixing w and omitting the irrelevant items with respect to U, the 
objective function can be written as: 
s. t. uru = I (4.9) 
For the optimization problem in equation ( 4.9), we can decompose each column u of 
the matrix U into an optimization subproblem. Each sub-problem should satisfy the 
following condition when we introduce a Lagrange multiplier to solve the problem with 
an equality constraint. 
(4.10) 
where A is the introduced Lagrange multiplier for u. Hence, we transform the 
optimization for U to a general eigenvalue problem. 
miné,ê 𝑡𝑟 𝐔u ∆% + 𝛼w%r𝐋% 𝐔ã%S𝑠. 𝑡. 𝑤% = 1,𝑤% ≥ 0,ã%S 𝐔u𝐔 = 𝐈    
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Figure 4.2. The convergence curve of MVP for all the datasets. 
Sub-problem w When U is fixed, the optimization problem becomes only relevant to 
w. The objective function degenerates into:
(4.11) 
By using a Lagrange multiplier � to take the constraint Lf= i wi = l into 
consideration, we get the Lagrange function as follows: 
By setting the derivative of L(w, flw.r.t. wi and � to zero, we have: 
After equation (4.13) is solved, the updating formula for Wi can be obtained: 
( 
)l/(r-1) 
1/tr(uTLiU) 
(4.12) 
(4.13) 
(4.14) 
The Laplacian matrix L i is positive semi-definite, so we have wi � 0 naturally. 
According to equation ( 4 .14) we can find that r modulates the effect of the smoothness 
difference of graphs. 
Time complexity We use an alternation maximization strategy for the proposed MVP. 
The main computation burden lies in the updating of the latent space U by equation 
min𝐰 ∆% + 𝛼𝑤%P𝐋%𝑡𝑟 𝐔u %S 𝐔ã𝑠. 𝑡.		 ã%S𝑤% = 1,𝑤% ≥ 0    
ªℒ 𝐰,ðªê* = 𝑟𝛼𝑤%PgS𝑡𝑟 𝐔u𝐋%𝐔 − 𝜉 = 0ªℒ 𝐰,ðªð = 𝑤% − 1ã%S = 0
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(4.10). In each iteration, the time complexity of updating U is O(n3 ), where n is the 
dimension of samples. Let T be the iteration number of MVP. The time complexity of 
MVP is O(Tn3 ) 
Convergence analysis For the convergence of MVP, it can be easily proved that the 
optimization problem in equation ( 4.8) can converge to a local optimum on the basis of 
the convergence analysis in [34]. We empirically find that the proposed MVP method 
converges rapidly, as shown in figure 4.2. 
4.4 Applications to Multi-View Clustering 
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Figure 4.3. Applications to multi-view clustering and unsupervised dimension
reduction 
MVP learns a predictive latent representation for all views. Then we should consider 
how to use the latent space U for multi-view clustering and unsupervised dimension 
reduction. 
MVP for clustering. We consider the latent space U as a new representation of multi­
view data. Then we operate k-means algorithm on U to get the clustering labels, as 
shown in figure 4.3. 
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4.5 Experimental Results 
In this section, we evaluate the proposed MVP on three benchmark datasets, and 
compare with the state-of-the-art multi-view unsupervised learning algorithms. 
4.5.1 Datasets and Experimental Setup 
Intensity Uniform LBP Gabor Features 
Figure 4.4. The example images ofORL dataset. 
Datasets. We use three datasets (BBCSport dataset[l 1], ORL face dataset, Corel800 
dataset[12]) and the detailed descriptions about these datasets are given. 80% of 
samples are randomly selected for training and the rest for testing. Experiments are 
repeated for 10 times and the average result are reported. 
BBCSport dataset [11] consists of 544 sports news articles in five classes (athletics, 
cricket, football, rugby, tennis). It is a synthetic multi-view dataset. Each document is 
segmented and segments are randomly assigned to the two views (3183 and 3203 
dimensions). At most one segment from each document is assigned to the same view 
[51 ]. 
Corel800 dataset [26] contains 800 grayscale images of 10 individuals with 80 images 
per class. There are four types of feature, including LBP (59 dimensions) and GIST 
(512 dimensions) PHOG (680 dimensions), BOW feature (200 dimensions). 
ORL face dataset, as already described in Chapter 3, this dataset contains 400 different 
images of 40 distinct subjects, which are taken at different times, under varied lighting 
conditions and facial expressions. We resize the image into 64x64, and extract three 
types of features: intensity (4096 dimensions), LBP (3304 dimensions) and Gabor 
(6750 dimensions). 
Figure 4.4 presents 3 person's images in ORL face database with three types of features: 
intensity (4096 dimensions), LBP (3304 dimensions) and Gabor (6750 dimensions). 
Evaluation metrics. We use one metric to evaluate the classification performance, and 
four evaluation metrics for clustering. 

4.5 Experimental Results 
Table 4.3. Clustering purity of multi-view clustering 
Dataset 
SC(l) 
SC(2) 
SC(3) 
SC(4) 
Co-regSC 
MMSC 
AMGL 
MVP 
I BBCSport 
0.373(0.001) 
0.374(0.000) 
0.367(0.002) 
0.361 (0.002) 
0.443(0.017) 
0.538(0.025) 
ORL 
0.542(0.003) 
0.516(0.003) 
0.473(0.005) 
0.537(0.018) 
0.170(0.010) 
0.749(0.015) 
0.765(0.031) 
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Figure 4.5. Clustering results for ORL dataset on intensity, LBP, Gabor and the 
latent space U (a) is the clustering result on intensity; (b) is the clustering result on 
LBP; (c) is the clustering result on Gabor; (d) is the clustering result on the latent 
space U For all the four figures, the x-axis represents the number of each sample, 
and the y-axis represents the class of the samples have been clustered. Briefly 
speaking, if the sample on the diagonal line, it means the sample is clustering on a 
correct class; 
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the experimental setting in [36] and [37]. The AMGL is a parameter-free method. 
Table 4.1, Table 4.2, Table 4.3, Table 4.4, and Table 4.5. show the clustering 
accuracy, normalized mutual information (NMI), clustering purity, F-score, and ARI 
on the three datasets, respectively. We can see the proposed method MVP is 
superior to all the competing methods. 
To visually illustrate the effectiveness of the MVP method, we present the clustering 
results of ORL dataset in figure 4.5. As can be seen, compared to figure 4.5 (a-c), 
results in figure 4.5 ( d) are more compact with most the points on the diagonal line. 
This means that, through the combination of the multi-view complementary 
information, Latent space provides more accurate clustering results than independent 
views. 
4.6 Conclusion 
To tackle the problem of unsupervised data, this chapter presented a multi-view 
predictable latent space learning (MVP) model and applied MVP to multi-view 
clustering and unsupervised dimension reduction. Compared with the existing multi­
view unsupervised learning models, MVP emphasizes the predictability of the latent 
representation shared by multiple views. The predictability of the latent space is 
modeled by the correlation between the feature space and the latent space. To combine 
the multi-view complementary information, a weighted multi-graph is learned when 
the multi-view correlations are maximized. Experiments are conducted on three 
datasets with multiple features for face clustering. The results show that MVP 
achieves superior performances to the state-of-the-art algorithms. The main 
material of this chapter mainly comes from Publication III. 
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5.3 Co-regularized Sparse Representation of Gaussians 
In this section, we present the proposed model, i.e., co-regularized sparse representation 
of Gaussians based classification (CSRGC). 
5.3.1 Model 
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mean vector 
covariance matrix 
dictionary co-regularization ------------------------------ 1-------------------
: ll[a,, aJ21 
I 
• 
[ ( ) ) ( )] : representation coefficients = 
k
(// u, ,rp u, .. .. ,rp u, 
:
I
: 
of mea�u
vectors
: ■---............. -1---.����
I 
dictionary of mean vectors : ---.-,----,-.--.-
=[�( ,).,( _) ..... �( .)] : __ _,__,c_.-_a,-........... --
: representation coefficients 1 
: of covariance matrices :• 
I I 
I I 
I I 
___ �j���n_a�� �f_':_O�����C!l_���j�---_I : __________________ : 
Figure 5.1. The framework of co-regularized sparse representation of Gaussians based 
classification (CSRGC). 
For a group of image or image set data {Xi ,X2 , .•• Xn},we can first model their 
distribution with a Gaussian descriptor and get Ci (ui, ca, i = 1,2, ... , n,, where ui is the 
mean value and C i is the covariance matrix for the corresponding Gaussian descriptor 
Ci. As shown in figure 5.1, a query sample is modelled by a global Gaussian G(u, C). 
Then the co-regularized sparse representation of Gaussians based classification model 
is formulated as: 
min {wI ll<fJ(u) - [<p(u1), <p(u2), ... , <p(un)laull� 
{au,acl 
+
wf11¢(C) - [¢(C1), ¢(C2), ... , ¢(Cn)lacll� + A1 llaull� + A2llacll�
+ A3 II [au, ac] lb,1}
S. t. W1 + W2 = 1, W1 � 0, W2 � 0 (5.1) 
where w1 , w2 are used to balance the weights of u and C of Gaussians, <p ( ·), ¢ ( ·) 
are used to map u and C of Gaussians respectively. For mapping function ¢(·), we 
can use different kinds of mapping functions for the covariance matrix. Here, <p ( u) = 
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=u and ¢(u)  vec(log(u) ), where log(cot) is the logarithm operation and vec(·)
is the vectorization operation. 
5.3.2 Optimization and Algorithm 
For the objective function in equation (5.1), it is generally non-convex. We use 
alternation minimization to solve the optimization problem. Each sub-problem of 
equation (5.1) is convex. We use some symbols to simplify the objective function, 
U = [<p(u1), <p(u2), ... , <p(un)J 
V = [¢(C1), ¢(C2), ... , </J(Cn)J 
b = [au, ac] 
c 
where U is the dictionary of mean vector, V is the dictionary of covariance matrices. 
Update au, a : The partial derivatives of objective function with respect to au, a
will be set to 
c
0. 
where G is a diagonal matrix with the fh diagonal element as 211;illz
.
Thus we can get the solution of a0, ac in each iteration. 
a = (vrv + Az I + A.3 G)-1 vr </J(C)c wI wI 
(5.2) 
(5.3) 
(5.4) 
(5.5) 
Update w: The parameter r is set to 2, thus this optimization problem can be 
transformed into a quadratic programming problem and we can get a closed form 
solution for Wi, w2 .
Update G: G can be updated as follows: 
1 
Bi=-----211 [Uui,acdll2+eps 
(5.6) 
According to [104], for a general convex problem, the alternating minimization 
approach would converge to the correct solution. As the sub problems of equation 
( 5 .1) are all convex, the optimization problem in equation ( 5 .1) can converge. 
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5.3.3 Classification 
By co-regularized sparse representation of Gaussians, we can get the representation 
coefficients vectors that correspond to mean vector and covariance matrix, 
respectively. The query data can be classified according to the weighted 
reconstruction error of each class. 
I (X) = argmin { e;} 
ei = {� 
llq,( u )-[q,( u,), q,( u,), ... , q,( u,, )l�,11:,+} 
W2 11¢( C)-[¢( C;1 ),¢( C;2 ), ••• ,¢( C;k )Jac ll2 
(5.7) 
where e; is the reconstruction error of the ith class. 
5.4 Experimental Results 
In this section, experiments are conducted on video based face recognition and image 
set classification to validate the performance of the proposed algorithm. 
5.4.1 Datasets 
We conduct experiments on two face databases, including Y ouTube Celebrities [ 106] 
and LFW [110]. The samples of these two databases are shown in figure 5.2. 
Figure 5.2. The example images of two face databases.
YouTube Celebrities (YTC) database contains 1910 video clips of 47 subjects [106] 
with different numbers of frames in each video. Following [108], [109], we use 
histogram equalization to eliminate effects of light in pre-processing step and 
randomly select 3 videos per subject for gallery and 6 videos for probes. Then, each 
image is resized to a 20x20 image with the intensity feature and each video can be 
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expressed by the matrix of ni x 400 where ni is the number of frames in each 
video. 
The LFW [110] database consists of images of 5,749 individuals in the wild 
environment [110]. LFW-a is one aligned version of LFW. Each face is aligned by 
using a commercial face alignment software [ 111]. We gathered the face image of 
158 subjects the number of whose face images is more than 10 from LFW-a. Half of 
the face images per subject is used for training and the rest for testing. Random 
experiments are run 10 times and the average performance is reported. 
5.4.2 Comparison Methods 
To illustrate the efficiency of the proposed model, we compare our method CSRGC 
with the state-of-the-art non-linear learning methods. They are summarized as 
follows. 
• Nonlinear manifold based methods: Manifold-Manifold Distance (MMD)
[112]; Manifold Discriminant Analysis (MDA) [113].
• Affine subspace based methods: Affine Hull based Image Set Distance
(AHISD) [114]; Convex Hull based Image Set Distance (CHISD) [114].
• AIRM and Stein based methods: SPD Manifold Leaming (SPDML) [115].
• SPD manifold based methods: Covariance Discriminative Leaming (CDL)
[108]; Log-Euclidean Metric Leaming (LEML) [109].
5.4.3 Parameter Setting 
For fair comparison, we exploit the source codes of comparison methods provided by 
the authors, and set the parameters suggested by the corresponding papers. For MMD, 
the PCA percentage is set to 90%. For MDA, we set the number of local models, 
between-class NN local models and the subspace dimension the same as [113]. For 
SPDML, we implement both SPDML-AIRM and SPDML-Stein versions. In both 
versions, following [115], Vw is set as the minimum of the samples in one class. The 
new dimensionality of the low-dimensional manifold and vb are tuned by 5-fold 
cross-validation. We compare CSRGC with both linear and non-linear versions of 
AHISD and CHISD [114], where 98% energy by PCA is retained in non-linear 
AHISD and the value of error penalty C in CHISD is set as same as [114]. For CDL, 
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6.3.2 Unsupervised One Class Learning ( UOCL ) 
In real-world applications, face images are easy to acquire, which gives the possibility 
of retrieving large-scale datasets. Yet the dataset could be quite noisy, severe outliers 
should be removed from the large-scale dataset to make the visual information of face 
images well utilized. The common strategy to deal with a label noise is to transform 
outlier removal to an unsupervised one-class learning task. The representative methods 
are robust kernel density estimation (RKDE) [128] and sparse modeling for finding 
representative objects (SMRS) [129]. In this work, we introduce an efficient automatic 
noise removal method, namely, Unsupervised One Class Leaming (UOCL) [130]. 
UOCL is built upon two intuitive assumptions: 1) outliers originate from low-density 
samples, and 2) neighboring samples tend to have consistent classifications. 
Given an unlabeled dataset X = {xi E �d}f=1 we aim to get a classification 
function f: �d � �. which is similar to one class SVM. By leveraging a kernel function 
K: �d X �d � � that induces the Reproducing Kernel Hilbert Space (RKHS) the 
target classification function is in the following expression: 
(6.1) 
where ai is the expansion coefficient contributed by the functional base K(., xi). Let 
us introduce a soft label assignment Y = {Yi E {c+, c-}}�=l' where c
+ is a positive
value for positive samples and c- is a negative value for outliers. Let y = [yi, ... , YnF 
be the vector representation of Y.
Now we establish the UOCL model as minimizing the following objective: 
(6.2) 
where Yv y2 > 0 are two trade-off parameters controlling the model, 11/11  is the 
manifold regularization item. 
6.3.3 Deep Model 
For label noise removal, we use VIPLFaceNet [132] and in the stage of face recognition, 
we use Resnet-VIPL [132]. VIPLFaceNet contains 7 convolution layers and 3 full 
connected layers. Resnet-VIPL is modified from the classic Resnet [131], and consists 
𝑚𝑖𝑛$∈ℋ, A* 𝑓 𝑥% -𝑦% TV%S + 𝛾S 𝑓 HT - 2𝛾T𝑛f 𝑓 𝑥%%,A*4~𝑠. 𝑡. 𝑦% ∈ 𝑐f, 𝑐- , ∀𝑖 ∈ 1: 𝑛 , 0 < 𝑛f = 𝑖|𝑦% > 0 < 𝑛 
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where NA is the images number in one mini-batch and Pn ln = c;::
zn 
. Thus, the 
L
c
=O e xn c 
loss of two tasks is given as follow: 
(7.2) 
(7.3) 
Figure 7.1. Deep network for multi-task deep learning. Input 1, Input 2 and Input 3 
represent data of different tasks. The green part represents shared hidden layers of 
multi-task deep learning network. The blue part represents unique output layers of 
different tasks. Task 1, Task 2 and Task 3 represent the loss function for each task. The 
proposed multi-task deep learning model learns shared hidden layers while designing 
task-specific output layers. 
7 .2.2 Back Propagation 
As shown in figure 7 .1, each task calculates its own loss. Whereas, during back 
propagation, all gradients will be added to update the parameters of the deep model. 
Multi-task deep learning enables us to obtain knowledge from other tasks through 
shared representation, thus avoids overfitting in single task. 
7.3 Multi-task Deep Learning for Face Recognition 
The framework of Multi-task deep learning is shown in figure 7.2. The model is 
transferred from a large-scale Dataset A to a limited-scale Dataset B. 
Step 1: Generate a pre-trained model using Dataset A. 
𝐿i = gSÐ7 𝑙𝑜𝑔 ,´;µ;ù<ñ7=¶· ,´;ùÐ7VS , 𝑙V ∈ 0,1, …𝐶i − 1𝐿6 = gSÐ> 𝑙𝑜𝑔 ,´;µ;ù<ñ>=¶· ,´;ùÐ>VS , 𝑙V ∈ 0,1, …𝐶6 − 1
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