Modelling of the background ("uninteresting parts of the scene"), and of the foreground, play important roles in the tasks of visual detection and tracking of objects. This paper presents an effective and adaptive background modelling method for detecting foreground objects in both static and dynamic scenes. The proposed method computes SAmple CONsensus (SACON) of the background samples and estimates a statistical model of the background, per pixel. SACON exploits both color and motion information to detect foreground objects. SACON can deal with complex background scenarios including non-stationary scenes (such as moving trees, rain, and fountains), moved/inserted background objects, slowly moving foreground objects, illumination changes etc.
Introduction
Background modelling is an important and fundamental part for many computer vision applications such as real-time tracking [2, 20, 21, 25, 26] , video/traffic surveillance [9, 10] and human-machine interface [23, 29] . After the background is modelled, one commonly performs "background subtraction" to differentiate foreground objects (those parts are of interest to track or recognize) from the background pixels. The result of background modelling significantly affects the final performance of these applications.
Generally speaking, a good background model should be able to achieve the following desirable properties:
• accurate in shape detection (i.e., the model should be able to ignore shadow, highlight, etc.);
• reliable in different light conditions (such as a light switched on/off, gradual illumination changes) and to the movement of background objects (e.g., if a background object is moved, that object should not be labelled as a foreground object);
• flexible to different scenarios (including both indoor and outdoor scenes);
• robust to different models of the background (i.e., a time series of observation at a background pixel can be either uni-modal or multi-modal distributed) and robust in the training stage even if foreground objects exist in all training examples;
• accurate despite camouflage (e.g., if a foreground object has similar color to the background) and foreground aperture (if a homogeneously colored object moves, many of the interior pixels of the object may not be detected as moving);
• efficient in computation.
In the first part of this paper, we propose a robust and efficient background modelling method, SAmple CONsensus (SACON), and we apply it to background subtraction. SACON gathers background samples and computes sample consensus to estimate a statistical model at each pixel.
SACON is easy to perform but highly effective in background modelling and subtraction.
Quantitive experiments show the advantages of SACON over several other popular methods in background modelling/subtraction. Such background modelling can be useful in its own right but this paper goes on to tackle the problem of tracking/segmenting people through video sequences.
Tracking people is one of the most challenging tasks in computer vision. Human motion is nonrigid because when people walk towards or away from the video camera, both the shape and the size of the images of those people change. People can also merge to form a group, occlude each other, or split from each other. A visual tracker needs to cope with such complex interactions.
In the second part of this paper, we again use a form of sample consensus, this time to model the appearance of human bodies. We use the obtained appearance model to segment and track people despite occlusions. We exploit both the spatial and color information of the human bodies in our method. We show experimental results in several video sequences to validate the effectiveness of the proposed method.
The main contributions of this paper can be summarized as follows:
• We exploit the notion of "sample consensus" to construct an effective and adaptive background modelling method (SACON) for detecting foreground objects in both static and dynamic scenes;
• We present a new sample consensus based method for modelling human appearance and handling occlusion in human segmentation and tracking tasks.
• The consensus based background modelling and consensus based appearance modelling are combined to form an effective tracking system.
Experiments are presented to show that the proposed methods can achieve promising performance in background subtraction (including handling both static and dynamic background scenes) and foreground appearance modelling (including tracking/segmenting people through occlusions).
The organization of the remainder of this paper is as follows: in section 2, we first present a short review of previous related work on background modelling. Then, we present the SACON concept and a framework for applying SACON to background subtraction. In section 3, experiments showing the advantages of our background modelling method over several popular methods are provided. We also investigated the influence of the parameters of SACON on the results. In section 4, we describe how to use sample consensus to model the foreground appearance.
Experimental results of segmenting and tracking people with occlusions by the proposed tracking method are also provided. We conclude the paper in section 5.
Part I: Background Modelling

Sample Consensus in Background Modelling -SACON
In this section, we define a novel Sample Consensus (SACON) method for modelling background scenario, and a framework that employs SACON as a core for background subtraction. We begin with an overview of related work on background modelling (section 2.1).
We then introduce the concept behind SACON (section 2.2) described for conceptual simplicity in terms of RGB colour space. Various modifications to the concept are then introduced (section 2.3): to cope with shadows, normalized colour is used (sections 2.3.1and 2.3.2); treatment of isolated holes in foreground objects (section 2.3.3); the setting of the essential threshold controlling the notion of consensus (section 2.3.4) and the use of a Time Out Map to control which pixels are added to update the background samples (section 2.3.5). These components are put together into an overall background modeling framework (section 2.3.6).
Related Work of Background Modelling
Numerous background modelling studies have appeared in the literature in recent years, [3, 10, 11, 17, 20, 22, 23, 26, 27, 29] . A simple background model usually assumes that the background pixels are static over time. The foreground objects can then be obtained by subtracting the current frame from the background image. Realistically, background models have to allow for a distribution of background pixel values as lighting changes etc. For example, to capture the allowed variation in background values, W 4 [10] models the background by maximum and minimum intensity values, and the maximum intensity difference between consecutive frames in the training stage. Other techniques assume a statistical model: Pfinder [29] assumes that the pixels over a time window at a particular image location are single Gaussian distributed.
Although these methods can deal with small or gradual changes in the background and they work well if the background includes only a static scene, they may fail when background pixels are multi-modal distributed (e.g., waving trees) or widely dispersed in intensity.
Several methods have been proposed to deal with multi-modal distributed background pixels.
Wallflower [27] employs a linear Wiener filter to learn and predict background changes.
Wallflower works well for periodically changing pixels. However, when the background pixels change dramatically or the movement of those background pixels are less periodical, Wallflower is less effective in learning and predicting background changes.
Other examples include Tracey [17] which models foreground and background by codebook vectors; [16] which quantizes and compresses background samples at each pixel into codebooks;
and [24] , where "cooccurrence" of image variations at neighboring image blocks is employed for modelling a dynamic background.
The pixel-level (i,e., ignoring spatial relationship between neighbors) Mixture of Gaussians (MOG) background model [8, 26] is popular and effective in modelling multi-modal distributed backgrounds. Augmented with a simple method to update the Mixture of Gaussian parameters, MOG can adapt to a change of the background (such as gradual light change, etc.). However, there still are some limitations of MOG: for example, in the training stage, MOG usually employs a K-means algorithm to initialize the parameters, which is slow and may be inaccurate. When the background involves many modes, modelling the background with a small number of Gaussians per pixel is not efficient. It is also hard to set the value of the learning rate.
A lot of variants of the MOG background model have been proposed [3, 13, 26] . Elgammal et. al.
[3] chose to replace the MOG Probability Density Function (PDF) with a Kernel-based density estimation method and showed it was effective in handling situations where the background contains small motions such as tree branches and bushes. Since the cost to compute the kernel density estimate at each pixel is very high, several pre-calculated lookup tables are used to reduce the burden of computation of the algorithm. Moreover, because the kernel bandwidth is estimated by using the median absolute deviation over samples of consecutive intensity values at the pixel, the bandwidth estimate may be inaccurate if the distribution of the background samples is multimodal.
Instead of explicitly choosing a background PDF model, we propose to use the more simple notion of "consensus" to classify a pixel value as foreground or background. We believe such and approach is more robust (to deviations from the arbitrarily assumed background PDF model), easier to compute, and, as we show experimentally, performs very well.
Sample Consensus in Background Modelling -SACON
We now define a background model Sample Consensus inspired by the work of RANSAC [7] (which was designed for parametric model fitting).
We keep a cache (or history) of N background samples at each pixel, so that at time t we have 
where r T is a threshold value related to the residual r i (m, t)= x i c (m) − x t c (m) (the choice of r T will be discussed in section 2.3.4).
The sample consensus is simply formed by counting the number of times previous samples "agree" with the current sample:
where T n is a value thresholding the number of data points that are within the error tolerance T r of a mode. B t is a binary value with "one" for a background pixel and "zero" for a foreground pixel.
It is clear that the value of the threshold T n should be influenced by the sample size N: the larger N is, the larger T n should be. Likewise, T n should also reflect the error tolerance T r : the larger T r is, the larger value T n should be. Thus, T n can be effectively set to τ T r N, where τ is a constant
and is chosen empirically.
In contrast to the MOG-based background model, parameters such as the number of modes, and the weight, mean, and covariance of each mode are not required. In contrast to the kernel-based background model, SACON is more computationally efficient and no pre-calculated lookup tables are used.
Building on SACON: A Background Modelling Framework
In this section, using SACON as a core step, we present a complete framework for background subtraction. Each component will be discussed in turn before we present the overall framework.
Shadow Removal and Related Issues
RGB color space is sensitive to changes of illumination. For example, employing RGB color space may cause incorrect labelling of shadows as foreground pixels. Normalized color has been used in many background modelling methods, such as in [3, 20, 21, 22] , to minimise the effects of brightness changes. The normalized chromaticity coordinates can be written as:
(Note: we scale r, g, b to the range [0, 255], assuming an 8 bit image value in each channel is used).
However, the complete loss of the intensity information can be a problem so we use ( r, g, I)
coordinates [3, 21, 22] .
To employ these normalized coordinates we reformulate the test in equation (3) . Let (r b , g b , I b ) be the sample value at a background pixel x b and (r t , g t , I t ) be the sample value at this pixel (i.e., 
where , β γ are constant and are chosen empirically (in our case, we set β=0.6; γ=1.5) and T r is set as described in section 2.3.4.
However, there are still some problems remaining:
1) When the intensity I is small, the estimated normalized color (r, g, b) can be very noisy. This is because of the nonlinear transformation from the RGB space to the normalized rgb color space in Equation (3). We address this issue in section 2.3.2.
2) When the chromaticity component of the foreground pixel is similar to that of the background pixel, the ratio test we have just defined can fail -see section 2.3.3.
Normalized Color Noise
Figure 1 (a) shows one frame of the image sequence "Light Switch" (LS) in the Wallflower dataset [27] . We selected three hundred frames (frame 1001 to 1300) of LS where the light was switched off. Except for rolling interference bars on the screen, the rest of the pixels remain static. From Figure 1 (b) and (c), we can see that when the intensities of image pixels in Figure 1 (a) are low, the estimated standard variances of both the r channel and the g channel are high and the green channel (c) in the normalized rgb color space over 300 frames of LS.
To solve this problem, when the intensity value I is high, both r and g values are reliable. We use x = (r, g, I) as the color channels. However, when the intensity I of the pixel is lower than a threshold Itd (which is experimentally set to 7), r and g values are not reliable. In this case, we use only the intensity I (we then only have one color channel).
( , , ) ( )
Validation of Pixels inside Holes
When a foreground object has similar color to the background scene, there may be holes in the detected foreground regions (i.e., the foreground pixels inside the holes are wrongly labelled as background pixels). Let us re-consider Equation (4) x is large), so in such cases the pixels are wrongly marked. For these pixels, however, we cannot simply use some hole filling technique to remove the holes, because these holes may also be caused by the structure of the foreground object or the posture of a human being, for example. Thus, we use a validation procedure to recheck the pixels inside the holes (note: foreground objects are represented by connected components). For pixels inside the holes, we use
T is a special threshold, we experimentally set it to 7, for the intensity channel applied only to pixels of the holes, as a post-processing step, i.e., if the condition is not satisfied, we mark the pixels of the holes as foreground pixels; otherwise, we mark the pixels as background pixels). Although the validation cannot correct wrong labels of foreground pixels when the color of these pixels is very similar to the background, it can improve the results obtained by Equation (4). There are two possible ways to set the value of T r . The first is to empirically set a global value of T r for all pixels. However, to obtain an effective value of T r for all image pixels is hard. The second way is to estimate the standard variance σ i at each image pixel and set T r equal to ησ i , (where η is usually set as 2.5 or 3). However, σ i may be overestimated when the data is multimodal distributed.
We set T ri for each image pixel by combining the above two ways as follows:
where T 1 is a constant (We will discuss the influence of T 1 on the results in subsection 3.2.1).
From Figure 3 , we can see that when we set a global T r , some parts (e.g., part of the trousers of the person in the first row and the shirt of the person in the second row) of the foreground objects are not successfully detected. In contrast, when we set the various values of T ri for each pixel according to Equation (6), most of the foreground pixels are correctly detected (Figure 3c ).
Updating Background Samples
When the background scene changes, the background samples should be updated to reflect the change of the background scene. Generally speaking, the background samples should be updated so that the background model can:
• adapt to light condition changes such as gradual illumination changes;
• adapt to moved or inserted background objects (classifying these as background).
• adapt the foreground objects, which remain static for a long time, (classifying these as background, e.g. in [1] ).
There are several methods to update the background samples [3, 14] . The simplest method is to blindly add each pixel of the current frame to the background scene. However, this method also adds the foreground pixels to the background samples. Another simple but more efficient method is to selectively add only pixels marked as background pixels to the background model while neglecting the foreground pixels. This method is efficient in gradual illumination changes.
However, the method also causes some problems: for example, if a background object is moved to a new place, or if a new background object is inserted to the background scene, the method can not adaptively add the corresponding pixels of the background object to the background model.
In our method, we use a selective update mechanism to update the background samples. We update the background samples at both pixel level and blob level described in the following subsections. Our method can incorporate the moved/inserted background object into the background model.
Updating Background at Pixel Level
To incorporate the moved/inserted background object into the background model, we use a Time 
In other words, TOM is used to record how long (how many frames) a pixel is continuously classified as a foreground pixel. Once the pixel is classified as a background pixel, the TOM value of that pixel is set to zero. When the value of TOM at a pixel is larger than a threshold T TM (which we experimentally set as 45), that pixel will be assigned to the background (the pixel of the object has remained in place too long).
Our TOM is similar to the Detection Support Map (DSM) in [10] as both work as a counter. The differences between TOM and DSM are in that: (a) TOM represents the times a pixel is classified as a foreground pixel while DSM is used to record how long a pixel is classified as a background pixel; (b) when a pixel is classified as a background pixel, the corresponding TOM value is set to zero; In contrast, when a pixel is classified as a foreground pixel, the DSM value at that pixel is unchanged. We find the proposed updating method at pixel level works in most cases. However, in some cases, pixels of moving objects can be incorporated to the background. 
Updating Background at Blob Level
Connected groups of foreground pixels below a certain size have their TOM updated "at the pixel level" as described in the previous section. Groups of pixels of size above this threshold are updated "at Blob Level" as we now describe.
First we decide whether a blob is "static". We judge if an object is moving or static by two criteria: the center of the object and the number of the pixels of the object. If either changes (compared with the values of the nearest blob in the previous frame) by a large amount, we judge that the object is moving (otherwise it is static -"static foreground").
Note: an object which belongs to the background (such as the telephone, and the chairs in Figure   4 ) that then moves ("moved background") is not distinguished from a foreground moving object (both the "hole" it leaves and the new region it occupies will typically be treated as foreground objects that have "moved"). For a blob Ω (a large connected region) the TOM values of the pixels in the blob are updated as follows:
object is judged moving, we set the TOM value of the pixels of that object to zero.
If the TOM value of an object is higher than T TM , we add the all pixels of the object to the background samples (an object has remained stationary long enough to now be considered as background).
Figure 4 (c) shows the result obtained by background sample update at both pixel and blob level.
We can see the pixels at the center part of the person are correctly marked as foreground pixels. Figure 5 . Block diagram of the complete framework.
The Complete Framework of the Proposed Method
The major components are shown in Figure 5 . The proposed framework mainly contains three phases: extracting all possible foreground pixels, running the SACON algorithm, and validating the pixels inside the foreground holes. In the first phase, we use adjacent frame differencing [27] to extract possible candidate foreground pixels. The computational speed is improved by this as typically only a few pixels (from moving foreground objects) will be dealt with in the second phase. However, if the background includes dynamic parts, some of the extracted candidate foreground pixels may belong to the background. This issue will be solved in the next phase. In the second phase, we feed the candidate foreground pixels, their as well as their corresponding background samples to SACON. Also, the pixels whose TOM values are larger than a value (i.e., the pixels are labeled as foreground pixels for a long time) will be sent to SACON. SACON is then run (using equation (4) -modified to single channel as in equation (5) as appropriate). The pixels from the dynamic background scene are suppressed by SACON and output of the second phase is the detected foreground (FG) pixels. In the third phase, we form connected components and where there are holes inside the foreground regions we validate these pixels (see section
2.3.3).
After the third phase, we update the background samples and the TOM using the way described in section 2.3.5 and go on the next frame.
Experimental Validation of the Background Modelling
In this section we first show that the background method can be competitive with other contemporary techniques. We then investigated the effect of variations in the parameters that the method employs. We also illustrate the computational cost/complexity of the method. Except for the case where we investigate the influence of parameters on the proposed method, all parameters are held fixed for all experiments.
Demonstration of the Background Modelling Capability
Toyama et. al. [27] benchmarked their algorithm "Wallflower" using a set of image sequences where each sequence presents a different type of difficulty that a practical task may meet. The size of each frame of all the Wallflower image sequences is 160x120 pixels. The sample rate of each image sequence is 4Hz. The performance is evaluated against hand-segmented ground truth.
In this section, we will evaluate our background modelling method using these image sequences and compare the performance of our method with that of five state-of-the-art background modelling methods.
A brief description of the Wallflower image sequences follows:
• Moved Object (MO): A person enters into a room, makes a phone call, and leaves. The phone and the chair are left in a different position.
• Time of Day (TOD): The light in a room gradually changes from dark to bright. Then, a person enters into the room and sits down.
• Light Switch (LS): A room scene begins with the lights on. Then a person enters the room and turns off the lights for a long period. Later, a person walks into the room, switches on the light, and moves the chair, while the door is closed. The camera sees the room with lights both on and off during the training stage.
• Waving Trees (WT): A tree is swaying and a person walks in front of the tree.
• Camouflage (C): A person walks in front of a monitor, which has rolling interference bars on the screen. The bars include color similar to the person's clothing.
• Bootstrapping (B): The image sequence shows a busy cafeteria and each frame contains people.
• [17] ; the seventh to the tenth rows show the results reported in [27] .
For the evaluation of performance against each image sequence, we use three terms (as in [27] 
The Influence of the Parameters
There are two important parameters that are crucial to SACON: the value of T 1 (in Equation 6) and the number of the background samples at each pixel. In this section, we investigate the influence of these two parameters on the results of SACON. We evaluate the results by TE* and corresponding total error (te) for each of the image sequences.
The Influence of T 1 on the Results of SACON
In this experiment, we changed the value of T 1 from 2 to 30, with interval 1.
From Figure 7 , we can see that when the value of T 1 varies, the influence on the results for various types of image sequences is different. The fluctuation of the te for B image sequence is relatively large, while relatively small for other image sequences. For the overall performance (see Figure 7 (b)), we can see that TE* fluctuates with the increase of T 1 . The shape of TE* in Figure 7 (b) is roughly the same as the shape of the te of B in Figure 7 (a). This is because it is the sum of several quantities which, except for the "Bootstrapping", remain relatively flat. Moreover, TE* is relatively stable when T 1 is larger than eight. However, the fluctuation is within a reasonable range: even the highest TE* value is still less than that of the other five comparative methods.
(a) (b) Figure 7 . Plot of (a) total error (te) and (b) TE* vs different T 1 values.
The Influence of Background Sample Number on the Results of SACON
Because our method is based on sample consensus, the number of the background samples N is crucial to the performance of our method. It is desirable to investigate the influence of the background sample number N on the results of SACON.
(a) (b) Figure 8 . Plot of (a) total error (te) and (b) TE* vs different background sample number. From Figure 8 (a), we can see that the influence of the sample number is small on most image sequences, except for image sequence B, where there is a relatively large fluctuation in the total error (te). Figure 8 (b) shows the overall performance with various N. We can see that when N is less than 50, TE* increases with the decrease of N. However, when N is larger than 50, TE* remains relatively stable.
The Time Complexity
The processing time of our method is affected to a relatively large extent by the number of the background samples N. Also, it is affected by the type of image sequences, by the type of computer processor, the type of computing language, etc. Here, we provide a rough estimation the processing time of our method. We implemented our method in MATLAB language (interfaced with C language) on a Laptop with Pentium M processor 1.6MGHZ. The averaged processing time for the seven Wallflower image sequences (120x160 color images) is about 10 frames per second when we set N equal to 100, and 6 frames per second when N is set to 200. We notice that a relatively large part of the time is used to transfer data (mainly background samples)
between MATLAB and C. Programming in complete C code with optimization will make the method faster.
Part II: Segmentation and Tracking
Segmenting and Tracking People with Occlusions by a Sample Consensus-based Method
We now describe an application of the previously described background modelling approach. We choose to address the problem of tracking people. This is one of the most difficult problems in visual tracking because people can meet, form groups, cross-over etc. It is clear that simple connected component methods [18] that extract several isolated regions and label each region as a person will not be adequate in such situations. An appearance model, even if simple, should be used in more successful approaches.
A lot of work has been done in modeling human appearance [4, 5, 15, 20, 19, 25] . We refer [12, 28] for survey. In [19] and [15] , the authors employed a mixture of Gaussians to estimate the color distributions of human bodies. Although some appealing results have been obtained, choosing the right number of Gaussians is a challenging problem. The authors of [20] employed color histograms to model the color distributions of human bodies. However the spatial information of human bodies is ignored. Indeed two people may have the same color histograms though they may dress in different ways. Another problem of color histograms is that they require the sample size to be large enough to ensure statistical efficiency. In [25] , a probability mask (i.e., an appearance template) is used to model each pixel of human bodies. Because this method records the appearance at each pixel, it requires a large memory to store the templates. Nonparametric methods using Gaussian kernel density are employed in [4, 5] to model the human appearance. Although such is an improvement over [20] and [15] , the biggest problem of this method is its high computational cost. Although a fast kernel density estimation method was proposed in [6] , there are still no satisfactory solutions.
In the previous sections, we have successfully applied the SAmple CONsensus (SACON) to model backgrounds involving dynamic/static scenes. In this section, we will extend that work to use sample consensus to construct a simple but efficient model for the appearance of human bodies. This model utilizes both color and spatial information of human bodies. We then use this appearance model to segment and track people through occlusions.
Our main aim is to track people with occlusion. In order to simplify the situation, we consider the occlusion between only two people. However, our method can be easily extended to segment and track multiple people (see Figure 13 ). We use two tracking modules in the framework of the proposed method: box-based tracking and appearance-based tracking. When people are separated and do not occlude each other, we use the box-based tracking module similar to [25] ; when people are occluded, or meet and form a group, we use the appearance-based tracking module.
Box-Based Tracking
In order to track people, we need an effective model to approximate the shape of humans. There are two widely-used human shape models in the literature: ellipse [5] [12] and box (or rectangle) [20, 25] . Although an ellipse is more accurate than a box in modelling the shape of a human body, we find the box is effective in most cases. We take the state of the box as: ( , , , )
where c x , and c y is the center of the box, h and w is the half height and half width of the box. We update the state of all tracked boxes at each frame. When we detect two people occlude each other (i.e., when two tracked boxes merge into one bigger box), we only update the centers of each corresponding box (we assume that the h and w of each box remain unchanged during occlusion).
To compute the distance between two boxes A and B, we use: 
Appearance-Based Tracking
It is necessary to initialize the appearance of people when they enter a scene or separate from a group, and to differentiate each person from the others when they meet to form a group or occlude each other. We assume that the poses are upright and their appearance models do not change dramatically when they group or occlude each other. As in our background modelling, we employ the normalized chromaticity r, g and intensity I as color space (see Subsection 2.3.2)
Modelling the Foreground Appearance
We now define a foreground model by Sample Consensus. People are modeled as a blob (connected component of foreground pixels in a rectangular bounding box). The difficulty occurs when people form a group or occlude each other, which we detect by touching or overlapping boxes as described in the previous section.
Suppose k persons P j (j=1,..,k) form a group or occlude each other: we need to classify each pixel p i (i=1,..,n) contained within the "blob" for the group into one of the labels {P j }. Let A j be the number of pixels of the jth person mask P j in the frame prior to occlusion (we assume this remains fixed through the grouping/occlusion and is not updated during occlusion -a similar assumption to that made when treating the dimensions of the bounding boxes of people, as described in the previous section), and {S j (m)} m=1,..,Aj be the samples from the jth person before occlusion. A pixel p i within the group can be classified as belonging to the kth person by:
where
S j is the value of the sample in the c channel ( c = r, g, I). In words, we count up how many times the pixel to be classified agrees (consensus) with pixels in the k-th person blob in the frame immediately before, normalised so that the size of that person (blob) does not bias the outcome.
Exploiting Spatial Information
Spatial information of data (position within the person blob) is clearly important but is absent from Equation (10), so we now take spatial information into account.
We consider the vertical direction (y-axis) and the horizontal direction (x-axis) separately. For the vertical direction, because we assume that the poses are upright, we do not want samples of the feet of a person, which may have similar color, to contribute to the classification of a pixel at the head location of the person. Thus, Equation (10) is revised as:
where ' m is a set of samples of P k , whose y values are close to that of p i (in our case, we choose the samples ' m whose y distances to that of p i are less than 7); ' k A is the number of the set of samples of person k in that range (indexed by { '} m ).
For the horizontal direction, we take the median of the x values of the samples of P k as c x when P k is occluded by other persons or in a group. Because c x of P k may change when the person is in the group, or with occlusion, it may cause error if we use c x from the previous frame (i.e., at t-1 frame, thus, in contrast to most other parameters describing a person, we must update c x ). This is especially noticeable when, for example, two persons exchange position in the horizontal direction.
In order to use the horizontal spatial information, we use a two-step method:
(1) We use Equation (11) to get the initial classification of pixels within the mask of the group;
(2) We compute c x (P k ) of the pixels classified as P k . Then, we use Equation (12) to reclassify each pixel within the group mask:
where ( )
can be zero. Thus, we set a minimum threshold to avoid dividing zero). Figure 9 show the results obtained by sample consensus model without and with using spatial information. From Figure 9 we can see that, compared with the results obtained by the proposed method without using spatial information or using only vertical information, the results using both vertical and horizontal spatial information are the most accurate. Figure 9 . (a) and (b) Original images; (a1) and (b1) segmentation results without using spatial information; (a2) and (b2) segmentation results using only vertical spatial information; (a3) and (b3) segmentation results using both vertical and horizontal spatial information.
Experiments on Segmenting and Tracking People with Occlusions
To segment and track people in video sequences, first, we apply our proposed SACON background modelling method (described in section 2.2 and 2.3) to extract the foreground regions from the video sequences. Then, we input the foreground regions (which should correspond to appearance models {P j } j=1,…,k after people have been detected for several frames (i.e., when they are stable) and afterwards, we update the human appearance models at each frame until they occlude each other or merge to a group (when we freeze most of the parameters for the k-th person -as described in the previous section). we can see that, although there are some pixels misclassified in the segmented results, most pixels of the two persons are correctly classified and the persons are successfully tracked even when they are subject to occlusions. Figure 11 and Figure 12 show more segmentation and tracking results by the proposed method.
In Figure 11 , one person passed by and almost completely occluded the other person. However, the proposed method successfully tracked both persons when they pass across and occluded each other. 
Conclusion
In this paper, we propose an effective and robust background modeling method (SACON). The method may be applied in many practical environments and is effective in modeling a dynamic background. We also proposed an effective framework to apply SACON to background subtraction. The proposed method has been tested and validated by a significant number of experiments. SACON has proved to be robust in various environments (including indoor and outdoor scenes) and different types of background scenes such as dynamic or static scenes. We also numerically evaluate the performance of SACON with the Wallflower benchmarks and compare its results with those of five other popular background modelling methods. The comparisons show that SACON achieves very promising results in background modelling.
In the second part of the paper, we exploit our background modelling approach to build a system that segments and tracks people even in the presence of occlusions. In doing so, we present a new sample consensus based method for modelling human appearance and handling occlusion problem in human segmentation and tracking. Both color and spatial information are employed in our human appearance model. We show that the proposed method can successfully segment and track people through occlusion, using both outdoors and indoors video sequences. Promising results have been achieved.
However, we must acknowledge that the proposed method has some limitations and restrictions.
For example, we assume that the poses of people are upright. Neither the foreground appearance nor the vertical spatial distribution of people experience dramatic changes when occlusions occur. We will work on the solution in our future work.
