Floquet Theory for Quaternion-valued Differential Equations by Cheng, Dong et al.
ar
X
iv
:1
90
2.
09
80
0v
1 
 [m
ath
.C
A]
  2
6 F
eb
 20
19
Floquet Theory for Quaternion-valued Differential Equations
Dong Cheng∗a, Kit Ian Kou†a, and Yong Hui Xia ‡b
aDepartment of Mathematics, Faculty of Science and Technology, University of Macau, Macao, China
bDepartment of Mathematics, Zhejiang Normal University, Jinhua, China
Abstract
This paper describes the Floquet theory for quaternion-valued differential equations
(QDEs). The Floquet normal form of fundamental matrix for linear QDEs with periodic
coefficients is presented and the stability of quaternionic periodic systems is accordingly
studied. As an important application of Floquet theory, we give a discussion on the stabil-
ity of quaternion-valued Hill’s equation. Examples are presented to illustrate the proposed
results.
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1 Introduction
The theory of quaternion-valued differential equations (QDEs) has gained a prominent attention in recent
years due to its applications in many fields, including spatial kinematic modelling and attitude dynamics
[1, 2], fluid mechanics [3, 4], quantum mechanics [5, 6], etc. A feature of quaternion skew field is that
the multiplication of quaternion numbers is noncommutative, this property brings challenges to the study
of QDEs. Therefore, although QDEs appear in many fields, the mathematical researches in QDEs are
not so many. Leo and Ducati [7] solved some simple second order quaternionic differential equations by
using the real matrix representation of left/right acting quaternionic operators. Applying the topological
degree methods, Campos and Mawhin [8] initiated a study of the T -periodic solutions of quaternion-
valued first order differential equations. Later, Wilczynski [9, 10] presented some sufficient conditions
for the existence of at least two periodic solutions of the quaternionic Riccati equation and the existence
of at least one periodic solutions of the quaternionic polynomial equations. The existence of periodic
orbits, homoclinic loops, invariant tori for 1D autonomous homogeneous QDE q˙ = aqn, (n = 2, 3)
was proposed by Gasull et al. [11]. The study of Zhang [12] is devoted to the global struture of 1D
quaternion Bernoulli equations. Recently, the basic theory and fundamental results of linear QDEs
was established by Kou and Xia [13, 14, 15]. They proved that the algebraic structure of the solutions
to QDEs is different from the classical case. Moreover, for lack of basic theory such as fundamental
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theorem of algebra, Vieta’s formulas of quaternions, it is difficult to solve QDEs. In [13, 14, 15, 16], the
authors proposed several new methods to construct the fundamental matrices of linear QDEs.
As a generalization, QDEs have many properties similar to ODEs. At the same time, for the rela-
tively complicated algebraic structure of quaternion, one may encounter various new difficulties when
studying QDEs.
1. Factorization theorem and Vieta’s formulas (relations between the roots and the coefficients) for
quaternionic polynomials are not valid (see e. g. [17, 18, 19]).
2. A quaternion matrix usually has infinite number of eigenvalues. Besides, the set of all eigenvectors
corresponding to a non-real eigenvalue is not a module (see e. g. [20, 21]).
3. The study of quaternion matrix equations is of intricacy (see e. g. [22, 23]).
4. Even the quaternionic polynomials are not ”regular” (an analogue concept of holomorphic). This
fact leads to noticeable difficulties for studying analytical properties of quaternion-valued func-
tions (see e. g. [24, 9]).
Up to present, the theory of QDEs remains far from systemic. To the best of authors’ knowledge,
there was virtually nonexistent study about the stability theory of QDEs. Based on this fact, we are
motivated to investigate the stability of the linear QDEs
x˙ = A(t)x (1.1)
where A is a smooth n × n quaternion-matrix-valued function. In particular, we will focus on the
important special cases where A is a quaternionic constant or periodic quaternion-valued function. In
the real-valued systems, the well-known Floquet theory indicates that the case where A is a periodic
matrix-valued function is reducible to the constant case (see e. g. [25, 26]). Floquet theory is an effective
tool for analyzing the periodic solutions and the stability of dynamic systems. Owing to its importance,
Floquet theory has been extended in different directions. Johnson [27] generalized the Floquet theory
to the almost-periodic systems. In [28, 29, 30], the authors extended the Floquet theory to the partial
differential equations. Recently, the Floquet theory has been extensively explored for dynamic systems
on time scales (see e. g. [31, 32, 33, 34]).
As a continuation of [13, 14, 15], we generalize the Floquet theory to QDEs in this paper. Specifi-
cally, the contributions of this paper are summarized as follows.
1. We show that the stability of constant coefficient homogeneous linear QDEs is determined by the
standard eigenvalues of its coefficient matrix.
2. Floquet normal form of the fundamental matrix for linear QDEs with periodic coefficients is
presented.
3. The monodromy matrix, characteristic multiplier and characteristic exponent for QDEs are de-
fined. Moreover, the stability of quaternionic periodic systems is discussed.
4. We propose some sufficient conditions for the existence of periodic solution of quaternionic peri-
odic systems.
5. Without question, there are some results of ODEs are inevitably invalid for QDEs. We will dis-
cuss some of these results. Specifically, we will discuss the stability of quaternion-valued Hill’s
equation.
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The rest of the paper is organized as follow. In Section 2, some basic concepts of quaternion algebra
are reviewed. Besides, several lemmas of quaternion matrices are derived. Section 3 is devoted to
the stability of constant coefficient linear homogeneous QDEs. In Section 4, we establish the Floquet
theory for QDEs. Specifically, Floquet normal form of the fundamental matrix for quaternionic periodic
systems is presented. Some important concepts such as monodromy matrix, characteristic multiplier
and characteristic exponent for QDEs are defined and the stability of quaternionic periodic systems is
accordingly studied. The stability of quaternion-valued Hill’s equation is discussed in Section 5. Finally,
conclusions are drawn at the end of the paper.
2 Preliminaries
2.1 Quaternion algebra
The quaternions were first described by Hamilton in 1843 [24]. The algebra of quaternions is denoted
by
H := {q = q0 + q1i+ q2j + q3k}
where q0, q1, q2, q3 are real numbers and the elements i, j and k obey Hamilton’s multiplication rules:
ij = −ji = k, jk = −kj = i, ki = −ik = j, i2 = j2 = ijk = −1.
For every quaternion q = q0+iq1+jq2+kq3, the scalar and vector parts of q, are defined asR(q) = q0
and V(q) = q1i + q2j + q3k, respectively. If q = V(q), then q is called pure imaginary quaternion.
The quaternion conjugate is defined by q = q0 − iq1 − jq2 − kq3, and the norm |q| of q defined as
|q|2 = qq = qq =
∑m=3
m=0 q
2
m. Using the conjugate and norm of q, one can define the inverse of
q ∈ H\{0} by q−1 = q/|q|2. For each fixed unit pure imaginary quaternion ς , the quaternion has subset
Cς := {a + bς : a, b ∈ R}. The complex number field C can be viewed as a subset of H since it is
isomorphic to Ci. Therefore we will denote Ci by C for simplicity.
2.2 Matrices of quaternions
The quaternion exponential function exp(A) for A ∈ Hn×n is defined by means of an infinite series as
exp(A) :=
∞∑
n=0
An
n!
.
When n = 1 and A = q ∈ H, analogous to the complex case one may derive a closed-form representa-
tion:
eq = exp(q) = eq0
(
cos |V(q)|+
V(q)
|V(q)|
sin |V(q)|
)
.
Every quaternion matrix A ∈ Hm×n can be expressed uniquely in the form of
A = A1 +A2j, where A1, A2 ∈ C
m×n.
Then the complex adjoint matrix [35, 20] of the quaternion matrix A is defined as
χA =
(
A1 A2
−A2 A1
)
. (2.1)
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By using the complex adjoint matrix, the q-determinant of A is defined by
|A|q := |χA| , (2.2)
where |·| is the conventional determinant for complex matrices. By direct computations, it is easy to see
that |A|q = |A|
2
when A is a complex matrix.
From [13], we know thatHn over the division ring H is a rightH-module (a similar concept to linear
space) and η1,η2, · · ·,ηk ∈ H
n are right linearly independent if
η1α1 + η2α2 + · · ·+ ηkαk = 0, αi ∈ H implies that α1 = α2 = · · · = αk = 0.
Let A ∈ Hn×n, a nonzero η ∈ Hn×1 is said to be a right eigenvector of A corresponding to the right
eigenvalue λ ∈ H provided that
Aη = ηλ
holds. A matrix A1 is said to be similar to a matrix A2 if A2 = S
−1AS for some nonsingular matrix S.
In particular, we say that two quaternions p, q are similar if p = α−1qα for some nonzero quaternion α.
By Theorem 2.2 in [20], we know that the similarity of quaternions defines an equivalence relation. The
set
[q] := {p = α−1qα : α = H \ {0}}
is called an equivalence class of q. It is easy to see that [q] can also be recognized by
[q] := {p ∈ H : R(p) = R(q), |V(p)| = |V(q)|}.
It follows that any equivalence class [q] has one and only one complex-valued element with nonnegative
imaginary part.
We recall some basic results about quaternion matrices which can be found, for instance, in [20, 36,
21].
Theorem 2.1 Let A ∈ Hn×n, then the following statements hold.
1. A has exactly n right eigenvalues (including multiplicity) which are complex numbers with non-
negative imaginary parts. These eigenvalues are called standard eigenvalues of A.
2. If A is a complex matrix and its eigenvalues are λ1 = α1 + iβ1, λ2 = α2 + iβ2, · · · , λn =
αn + iβn (repeated according to their multiplicity). Then the standard eigenvalues of A are
λ˜1 = α1 + i |β1| , λ˜2 = α2 + i |β2| , · · · , λ˜n = αn + i |βn|. In particular,
∣∣∣λ˜j∣∣∣ = |λj | for
j = 1, 2, · · · , n.
3. A is invertible if and only if χA is invertible.
4. If A is (upper or lower) triangular, then the only eigenvalues are the diagonal elements (and the
quaternions similar to them).
Let Ω be the totality of all 2n × 2n partitioned complex matrices which have form of (2.1). It has
been shown in [37, 21] that Ω is closed under addition, multiplication and inversion. Furthermore, each
A ∈ Hn×n has a Jordan form in Cn×n.
Lemma 2.2 [37] Let A,B ∈ Hn×n. Then χA + χB = χA+B ∈ Ω and χAχB = χAB ∈ Ω. Moreover,
if A is invertible, then χ−1A = χA−1 ∈ Ω.
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Lemma 2.3 [37, 21] Let A ∈ Hn×n. Then there exists a P ∈ Hn×n such that
χ−1P χAχP =
(
J 0
0 J
)
is a Jordan canonical form of χA, where and J ∈ C
n×n has all its diagonal entries with nonnegative
imaginary parts. Consequently, P−1AP = J is a Jordan canonical form of A in Cn×n.
Remark 2.4 The diagonal entries of J are actually the standard eigenvalues of A.
If λ is a standard eigenvalue of A ∈ Hn×n, its algebraic multiplicity is defined by the number of
its occurrences in the Jordan canonical form J . Since the totality of solutions for Aη = ηλ is not a
H-module. Thus we could not use dimensionality of ’eigenspace’ to define the geometric multiplicity
for λ. Note that λ is a eigenvalue of χA and motivated by Lemma 2.3, we may define the geometric
multiplicity for the standard eigenvalues of quaternion matrices as follows.
Definition 2.5 Let λ be a standard eigenvalue of A ∈ Hn×n, the geometric multiplicity for λ is defined
as the dimensionality of the (complex) linear space {x ∈ Cn : (J − λI)x = 0}, where J is the Jordan
canonical form of A in Cn×n.
Employing above lemmas, it is not difficult to verify that Ω is also closed under exponential.
Lemma 2.6 Let A,C ∈ Hn×n, where C is invertible. Then eχA = χeA ∈ Ω and there is a B ∈ H
n×n
such that eB = C .
Proof. By Lemma 2.3, there is a P ∈ Hn×n such that P−1AP = J ∈ Cn×n. Observe that exp(J) =
exp(J) and therefore
χ−1P e
χAχP = e
χ−1
P
χAχP
= e

J 0
0 J


=
(
eJ 0
0 eJ
)
= χeJ .
Hence eχA = χPχeJχ
−1
P = χPeJP−1 = χePJP−1 = χeA .
For quaternion matrix C , there is a S ∈ Hn×n such that S−1CS = K ∈ Cn×n. SinceC is invertible,
then K is nonsingular. Moreover, there exists a complex matrix D such that K = eD by Theorem 2.82
in [25]. Therefore
χC = χSχKχ
−1
S
= χSχeDχ
−1
S = χSe
χDχ−1S = e
χSχDχ
−1
S = eχSDS−1 = χ
eSDS
−1 .
Thus C = eSDS
−1
. Set B = SDS−1, we complete the proof. 
By Lemma 2.6 and Theorem 2.1, we obtain the following spectral mapping theorem.
Theorem 2.7 IfA ∈ Hn×n and λ1, λ2, · · · , λn are the standard eigenvalues ofA repeated according to
their multiplicity, then eλ˜1 , eλ˜2 , · · · , eλ˜n are the standard eigenvalues of eA, where λ˜j (j = 1, 2, · · · , n)
is defined by
λ˜j :=
{
λj, if e
λj has nonnegative imaginary part;
λj, otherwise.
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Proof. If λ1, λ2, · · · , λn are the standard eigenvalues of A, then λ1, λ2, · · · , λn, λ1, λ2, · · · , λn are the
eigenvalues of χA. By spectral mapping theorem of complex-valued matrix, we conclude that σ =
{eλ1 , eλ2 , · · · , eλn , eλ1 , eλ2 , · · · , eλn} is the spectrum of eχA . Note that eχA = χeA by Lemma 2.6,
we know that σ is the spectrum of χeA . From Theorem 2.1, all elements of σ are complex-valued
eigenvalues of eA; in particular, the complex numbers possessing the nonnegative imaginary parts in σ
are the standard eigenvalues of eA. 
3 Stability of linear homogeneous QDEs with constant coefficients
Analogous to ODEs, we can define the concept of stability (in Lyapunov sense) for QDEs.
Definition 3.1 Let f : [t0,∞) × H
n → Hn. Consider x˙ = f(t,x), t ∈ [t0,∞). The solution
φ(t, t0,x0) (satisfying initial condition x(t0) = x0) is called stable if for any ǫ > 0, there is a δ > 0
such that ‖x− x0‖ < δ implies ‖φ(t, t0,x)− φ(t, t0,x0)‖ < ε for all t ≥ t0. The solution φ(t, t0,x0)
is called asymptotically stable if there is a δ > 0 such that limt→∞ ‖φ(t, t0,x)− φ(t, t0,x0)‖ = 0
whenever ‖x− x0‖ < δ.
For any A = (aij)n×n ∈ H
n×n and η = (η1, η2, · · · , ηn)
T ∈ Hn, the norm of A and η are
respectively defined by
‖A‖ =
n∑
i,j=1
|aij |, ‖η‖ =
n∑
k=1
|ηk|.
The norm ‖·‖ defined for A is a matrix norm. It is easy to verify that for any A,B ∈ Hn×n, the
submultiplicativity holds, that is
‖AB‖ ≤ ‖A‖ ‖B‖ .
By similar arguments to Theorem 1.1 in [38], we see that the stability of zero solution of (1.1)
implies the stability of any other solutions. Thus it is permissible to simply say that system (1.1) is
stable (or unstable).
Theorem 3.2 Let M(t) be a fundamental matrix of (1.1). Then the system (1.1) is stable if and only if
‖M(t)‖ is bounded . The system (1.1) is asymptotically stable if and only if limt→∞ ‖M(t)‖ = 0.
Proof. Let L be an upper bound for ‖M(t)‖, L1 =
∥∥M−1(t0)∥∥ and φ(t, t0, ξ) be the solution of (1.1)
with φ(t0, t0, ξ) = ξ = (ξ1, ξ2, · · · , ξn)
T . Then φ(t, t0, ξ) = M(t)M
−1(t0)ξ. For any ǫ > 0, let
δ = ǫ
LL1
, then ‖φ(t, t0, ξ)− 0‖ =
∥∥M(t)M−1(t0)ξ∥∥ ≤ LL1 ‖ξ‖ < ǫ whenever ‖ξ‖ < δ. If for any
ǫ > 0 there is a δ > 0 such that
∥∥M(t)M−1(t0)ξ∥∥ < ǫ for ‖ξ‖ < δ. Then
∥∥M(t)M−1(t0)∥∥ = n ∥∥∥∥M(t)M−1(t0)( 1n, 1n, · · · , 1n)T
∥∥∥∥
≤ n sup
‖η‖≤1
∥∥M(t)M−1(t0)η∥∥
= n sup
‖ξ‖≤δ
∥∥M(t)M−1(t0)δ−1ξ∥∥
< nǫδ−1
Therefore ‖M(t)‖ < nǫδ−1L−11 is bounded.
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If limt→∞ ‖M(t)‖ = 0. Then ‖φ(t, t0, ξ)− 0‖ =
∥∥M(t)M−1(t0)ξ∥∥ = ‖M(t)‖L1 ‖ξ‖ tends to
0 as t → ∞ whenever ‖ξ‖ < δ. Conversely, it is easy to see that if the zero solution is asymptotically
stable, then ‖M(t)‖ has to be convergent to 0 as t→∞. 
By using the Jordan canonical form of A ∈ Hn×n, we can obtain a matrix representation for etA.
Let P be a quaternion matrix such that P−1AP = J ∈ Cn×n, then P−1etAP = etP
−1AP = etJ . Let
λ1, λ2, · · · , λk be the distinct standard eigenvalues ofA that correspond to multiplicities n1, n2, · · · , nk,
respectively. Then J = diag(J1, J2, · · · , Jk) where Ji = λiI +Ni with N
ni
i = 0. Thus we have that
etJi = et(λiI+Ni) = etλietNi = etλ1
(
I + tNi +
t2
2!
N2i + · · ·+
tni−1
(ni − 1)!
Nni−1i
)
.
Note that etJ = diag(etJ1 , etJ2 , · · · , etJk), then we obtain an explicit matrix representation for etA =
PetJP−1. Moreover, this representation has a similar form with the cases where A is a real or complex
matrix. Hence by similar arguments to Theorem 4.2 in [26], we have the following theorem.
Theorem 3.3 The system x˙ = Ax
1. is stable if and only if the standard eigenvalues of A all have non-positive real parts and the
algebraic multiplicity equals the geometric multiplicity of each standard eigenvalue with zero real
part;
2. is asymptotically stable if and only if all the standard eigenvalues of A have negative real parts.
Remark 3.4 Since any two similar quaternions possess the same scalar part, thus the phrase ”stan-
dard” in Theorem 3.3 can be removed.
Example 3.5 Consider the system x˙ = Ax, where
A =
i j jk 1 k
0 0 1

The principal fundamental matrix at t = 0 (M(0) = I) is given by
M(t) =
 1−i2 + 1+i2 γ1 k−j2 + γ2 jγ3 + γ4 − etj−k2 + k−j2 γ1 1−i2 − jγ2 iγ3 − jγ4 − (1− j − k)et
0 0 et
 ,
where γ1 = e
(1+i)t, γ2 =
j−k
2 e
(1−i)t, γ3 =
k−1−i−j
2 , γ4 = e
(1+i)t 1−i+j−k
2 . By straightforward
computations, we have the result shown in Table 1.
Table 1: Description of Example 3.5
Fundamental The standard
Stability
matrix eigenvalues of A
lim
t→∞
‖M(t)‖ =∞
λ1 = 0, R(λ1) = 0;
unstableλ2 = 1, R(λ2) > 0;
λ3 = 1 + i,R(λ3) > 0
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Example 3.6 Consider the system x˙ = Ax, where
A =
i 1 00 j 0
0 1 k

The principal fundamental matrix at t = 0 is given by
M(t) =
eit t2
(
eit − ke−it
)
+ 1+k2 sin t 0
0 ejt 0
0 t2
(
ejt + iejt
)
+ 1−i2 sin t e
kt
 .
By straightforward computations, we have the result shown in Table 2. Notice that the the standard
Table 2: Description of Example 3.6
Fundamental The standard
Stability
matrix eigenvalues of A
‖M(t)‖ is λ1 = λ2 = λ3 = i;
unstable
unbounded R(λ1) = 0;
eigenvalue λ = i has zero real part, we need to show its algebraic multiplicity is less than its algebraic
multiplicity 3. By some basic calculations, we find a quaternion matrix
P =
−1 + i −2i −k0 0 −2i− 2j
0 1− i− j − k −1 + i

such that
P−1AP =
i 0 00 i 1
0 0 i
 .
This implies that the algebraic multiplicity of λ = i is 2.
Example 3.7 Consider the system x˙ = Ax, where
A =
(
−1 + 2j − k −1 + 2i+ j
−i+ j + 2k −2− i+ k
)
The principal fundamental matrix M(t) at t = 0 is given by(
3+i+j−k
6 +
2−j−k
6 γ1 +
1−i+2k
6 γ2
−1+3i−j−k
6 +
2i+j−k
6 γ1 +
1−i+2k
6 γ2
−1−3i+j+k
6 +
2i+j−k
6 γ1 +
1+i−2j
6 γ2
3−i−j−k
6 +
2+j+k
6 γ1 +
1+i−2j
6 γ2
)
where γ1 = e
−(3+3i)t and γ2 = e
(3i−3)t. By straightforward computations, we have the result shown in
Table 3.
Example 3.8 Consider the system x˙ = Ax, where
A =
(
−1 + i− k −i
1 + i− j + k −2− k
)
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Table 3: Description of Example 3.7
Fundamental The standard
Stability
matrix eigenvalues of A
‖M(t)‖ λ1 = 0, R(λ1) = 0; stable but not
is bounded λ2 = −3 + 3i, R(λ1) < 0 asymptotically
The principal fundamental matrix M(t) at t = 0 is given by(
(1−i2 e
it + k−j2 e
−it)e−2t + 1+i+j−k2 e
−t 1−i
2 e
(i−2)t + 1−i2 e
−t
(1 + i)(1− e(j−1)t)e−t 1−i−j−k2 e
−t + 1+i+j+k2 e
(i−2)t
)
By straightforward computations, we have the result shown in Table 4.
Table 4: Description of Example 3.8
Fundamental The standard
Stability
matrix eigenvalues of A
lim
t→∞
‖M(t)‖ = 0 λ1 = −1,R(λ1) < 0; asymptotically
λ2 = −1 +
i
2 ,R(λ1) < 0 stable
4 Floquet theory for QDEs
We consider the quaternionic periodic systems
x˙ = A(t)x (4.1)
where A(t) is a T -periodic continuous quaternion-matrix-valued function. The following Floquet’s
theorem gives a canonical form for fundamental matrices of (4.1).
Theorem 4.1 IfM(t) is a fundamental matrix of (4.1). Then
M(t+ T ) = M(t)M−1(0)M(T ).
In addition, it has the form
M(t) = P (t)etB (4.2)
where P(t) is a T -periodic quaternion-matrix-valued function and B satisfying
eTB = M−1(0)M(T ).
Proof. SinceM(t) is a fundamental matrix of (4.1) and A(t+ T ) = A(t), then
M˙(t+ T ) = A(t+ T )M(t+ T ) = A(t)M(t+ T ).
That meansM(t+ T ) is also a fundamental matrix. Therefore, there is a nonsingular quaternion matrix
C such that M(t + T ) = M(t)C . By Lemma 2.6, there is a quaternion matrix B such that C = eTB .
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Let P (t) := M(t)e−tB , then
P (t+ T ) = M(t+ T )e−TB−tB = M(t)CeTBe−tB = M(t)e−tB = P (t)
and M(t) = P (t)etB . By letting t = 0, we have eTB = C = M−1(0)M(T ) which completes the
proof. 
Remark 4.2 In the above proof, we used the fact that ifA1, A2 ∈ H
n×n are commutable then eA1eA2 =
eA1+A2 . We know that this assertion is true for complex matrices. We now verify that this result is also
valid for quaternion matrices.
If A1, A2 are commutable, so are χA1 χA2 . By applying Lemma 2.2 and 2.6, we have that
χeA1eA2 = χeA1χeA2 = e
χA1eχA2 = eχA1+χA2 = eχ(A1+A2) = χeA1+A2 .
It follows that eA1eA2 = eA1+A2 .
Corollary 4.3 Suppose thatM1(t),M2(t) are fundamental matrices of (4.1) and e
TB1 = M−11 (0)M1(T ),
eTB2 = M−12 (0)M2(T ). Then e
TB1 , eTB2 are similar and therefore they have the same standard eigen-
values.
Proof. Let M0(t) be the fundamental matrix such that M0(0) = I , then M1(t) = M0(t)M1(0) and
M2(t) = M0(t)M2(0) for every t ∈ R. Therefore M1(T )M
−1
1 (0) = M2(T )M
−1
2 (0) = M0(T ). Note
that bothM−11 (0)M1(T ) andM
−1
2 (0)M2(T ) are similar withM0(T ). Thus e
TB1 , eTB2 are similar and
they possess the same standard eigenvalues. 
The representation (4.2) is called a Floquet normal form for the fundamental matrixM(t). From this
normal form, we accordingly define several concepts for quaternionic periodic system (4.1) as follows.
• For any fundamental matrixM(t), eTB = M−1(0)M(T ) is called a monodromy matrix of (4.1).
By Corollary 4.3, we see that any two monodromy matrices are similar.
• The standard eigenvalues of any monodromy matrix are called characteristic multipliers of (4.1).
The totality of characteristic multipliers is denoted by CM .
• A complex number µ is called a characteristic exponent of (4.1), if ρ is a characteristic multiplier
and eµT = ρ. The totality of characteristic exponents is denoted by CE.
Theorem 4.4 Consider system (4.1), suppose that M(t) = P (t)etB is a Floquet norm form for the
fundamental matrix M(t). Let µ1, µ2, · · · , µn be the standard eigenvalues of B. Then µ˜1, µ˜1, · · · , µ˜n
are characteristic exponents, where µ˜j (j = 1, 2, · · · , n) is defined by
µ˜j :=
{
µj, if e
µjT has nonnegative imaginary part;
µj, otherwise.
If µ is a characteristic exponent of (4.1), then there exists 1 ≤ k ≤ n such that {eµT }∩{eµkT , eµkT } 6= ∅
and R(µ) = R(µk).
Proof. If µ1, µ2, · · · , µn are the standard eigenvalues of B, from Theorem 2.7, e
µ˜jT (j = 1, 2, · · · , n)
is a standard eigenvalue of eTB. That is, {eµ˜jT : j = 1, 2, · · · , n} = CM . Therefore µ˜1, µ˜1, · · · , µ˜n
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are characteristic exponents. If µ is a characteristic exponent, then ρ = eµT is a standard eigenvalue of
eTB . Hence there exists 1 ≤ k ≤ n, such that ρ = eµ˜kT . It follows that
{eµT } ∩ {eµkT , eµkT } 6= ∅,
and
eR(µ)T =
∣∣eµT ∣∣ = ∣∣∣eµ˜kT ∣∣∣ = eR(µ˜k)T = eR(µk)T .
Thus R(µ) = R(µk). 
As an immediate consequence of Theorem 4.4, we have the following result.
Corollary 4.5 Consider system (4.1), LetM(t) = P (t)etB be a Floquet norm form for the fundamental
matrixM(t). Then
{R(µ) : µ ∈ CE} = {R(µ) : µ ∈ σ(B)}
where σ(B) is the totality of the standard eigenvalues of B.
Theorem 4.6 If ρj = e
µjT , j = 1, 2, · · · , n, are the characteristic multipliers of (4.1), then
n∏
j=1
|ρj| = exp
(∫ T
0
R(trA(τ))dτ
)
, (4.3)
R
 n∑
j=1
µj
 = 1
T
(∫ T
0
R (trA(τ)) dτ
)
. (4.4)
Proof. LetM(t) be a fundamental matrix of (4.1), by Liouville’s formula of QDEs (see [14]), we have
|M(t)|q = exp
(
2
∫ t
t0
R(trA(τ))dτ
)
|M(t0)|q . (4.5)
Note that ρj , j = 1, 2, · · · , n, are the standard eigenvalues of M(T )M
−1(0), by the definition of q-
determinant, we have
|M(T )|q |M(0)|
−1
q =
∣∣M(T )M−1(0)∣∣
q
=
n∏
j=1
|ρj |
2 .
Taking t = T, t0 = 0 in (4.5), we obtain
n∏
j=1
|ρj|
2 = exp
(
2
∫ T
0
R(trA(τ))dτ
)
,
and therefore (4.3) holds. Observe that |ρj | =
∣∣eµjT ∣∣ = eR(µj )T , then (4.3) implies that
exp
R
 n∑
j=1
µj
T
 = exp(∫ T
0
R(trA(τ))dτ
)
.
This proves the theorem. 
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If ρ = eµT , where ρ, µ are complex numbers. Since |ρ| =
∣∣eµT ∣∣ = eR(µ)T , it is easy to see that the
following assertions hold.
• |ρ| = 1 if and only ifR(µ) = 0.
• |ρ| < 1 if and only ifR(µ) < 0.
• |ρ| > 1 if and only ifR(µ) > 0.
The next result demonstrates that the stability of (4.1) is equivalent to the stability of the linear
system with constant coefficients y˙ = By, where B stems from the Floquet normal form (4.2).
Theorem 4.7 Let M(t) = P (t)etB is a Floquet norm form for the fundamental matrix M(t) of (4.1).
Then the following assertions hold.
1. The system (4.1) is stable if and only if the standard eigenvalues of B all have non-positive real
parts and the algebraic multiplicity equals the geometric multiplicity of each standard eigenvalue
with zero real part; or equivalently, the characteristic multipliers of (4.1) all have modulus not
larger than 1 (≤ 1) and the algebraic multiplicity equals the geometric multiplicity of each char-
acteristic multiplier with modulus one.
2. The system (4.1) is asymptotically stable if and only if the standard eigenvalues of B all have
negative real parts; or equivalently, the characteristic multipliers of (4.1) all have modulus less
than 1.
Theorem 4.8 If µ is a characteristic exponent and ρ = eµT is a characteristic multiplier of (4.1), then
there is a nontrivial solution of the form
x(t) = p(t)eµt.
Moreover p(t+ T ) = p(t) and x(t+ T ) = x(t)ρ.
Proof. LetM(t) = P (t)etB is a Floquet norm form for the principal fundamental matrixM(t) at t = 0.
By Theorem 4.4, there is a standard eigenvalue µ1 of B such that
{eµT } ∩ {eµ1T , eµ1T } 6= ∅.
Without loss of generality, we assume that ρ = eµT = eµ1T . Then there exists a k ∈ Z such that
µ1 = µ +
2kπi
T
. Let η 6= 0 be an eigenvector of B corresponding to µ1. It follows that Bη = ηµ1 and
therefore etBη = ηeµ1t. Thus the solution x(t) := M(t)η can also be represented in the form
x(t) = P (t)etBη = P (t)ηe
2kpiit
T eµt.
Let p(t) = P (t)ηe
2kpiit
T . It is easy to see that p(t) is a T -periodic function. Moreover
x(t+ T ) = p(t+ T )eµ(t+T ) = p(t)eµteµT = x(t)ρ.
This completes the proof. 
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Theorem 4.9 If µ is a complex number, p(t + T ) = p(t), and x(t) = p(t)eµt 6= 0 is a nontrivial
solution of (4.1), then one of µ, µ is a characteristic exponent.
Proof. LetM(t) = P (t)etB be a Floquet norm form for the principal fundamental matrixM(t) at t = 0
and η = p(0), then η 6= 0. Otherwise, x(t) ≡ 0 is the trivial solution by uniqueness of solution. Note
that both p(t)eµt and P (t)etBη are solutions of (4.1) with the same initial value at t = 0, therefore
p(t)eµt = P (t)etBη (4.6)
Taking t = T in (4.6) and note that p(T ) = p(0) = η, P (T ) = P (0) = I by periodicity. It follows that
ηeµT = eTBη.
Hence eµT is a complex-valued eigenvalue of eTB . Thus, one of eµT , eµT is a characteristic multiplier
of (4.1). Therefore, one of µ, µ is a characteristic exponent of (4.1). 
Next result is a direct consequence of Theorem 4.8 and 4.9.
Corollary 4.10 There is a T -periodic solution of (4.1) if and only if there is a zero characteristic expo-
nent; or equivalently, there is a characteristic multiplier ρ = 1. If there is a characteristic exponent of
the form µ = 2k+1
T
πi for some k ∈ Z, or equivalently, there is a characteristic multiplier ρ = −1, then
there is a 2T -periodic solution of (4.1).
The following result shows that different characteristic multipliers will generate linearly independent
solutions.
Corollary 4.11 Assume that µ1, µ2 are characteristic exponents of (4.1) satisfying ρ1 = e
µ1T , ρ2 =
eµ2T . If the characteristic multipliers ρ1, ρ2 are not equal, then there are T -periodic functions p1(t),
p2(t) such that
x1(t) = p1(t)e
µ1t
and
x2(t) = p2(t)e
µ2t
are linearly independent solutions of (4.1).
Proof. Let M(t) = P (t)etB be a Floquet norm form for the principal fundamental matrix M(t) at
t = 0 and η1 = x1(0), η2 = x2(0). By similar arguments of Theorem 4.9, we conclude that η1, η2
are eigenvectors of B corresponding to the standard eigenvalues ρ1, ρ2 respectively. Note that ρ1 6= ρ2.
It follows that x1(0) and x2(0) are linearly independent and therefore x1(t) and x2(t) are linearly
independent solutions of (4.1). 
Example 4.12 Consider the system (4.1), where A(t) is π-periodic function and given by
A(t) =
(
1 1
0 i+ 2e2itj
)
Then the principal fundamental matrix is
M(t) =
(
et −1+i−j−k4 e
jt + −1−3i−3j+k20 e
3jt + 3−i+4j+2k10 e
t
0 eite2jt
)
.
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By straightforward computations, we have limt→∞ ‖M(t)‖ =∞. That is, ‖M(t)‖ is unbounded. Thus
this system is unstable by Theorem 3.2. Observe thatM(0) = I and
M(π) =
(
eπ 3−i+4j+2k10 (1 + e
π)
0 −1
)
.
Therefore the characteristic multipliers are ρ1 = e
π, ρ2 = −1. From Lemma 2.6, there is a quaternion-
valued matrix
B =
(
1 1−2i+j+3k5
0 i
)
such thatM(π) = eπB . Applying the definition of exponential function,
etB =
(
et 3−i+4j+2k10 (e
t − eit)
0 eit
)
Then we obtain the Floquet norm form P (t)etB forM(t), where P (t) is given by
P (t) =
(
1 3−i+4j+2k10 +
−1+i−j−k
4 e
jte−it + −1−3i−3j+k20 e
3jte−it
0 cos 2t+ e2itj sin 2t
)
It is easy to see that P (t) is π-periodic as required. The standard eigenvalues of B are µ1 = 1, µ2 = i
and the corresponding eigenvectors are
η1 =
(
1
0
)
and η2 =
(
−7+i+10j10
2 + i
)
.
Note that µ1, µ2 are characteristic exponents. By Theorem 4.8, there are two nontrivial solutions
x1(t) = M(t)η1 = p1(t)e
t and x2(t) = M(t)η2 = p2(t)e
it,
where p1(t),p2(t) are π-periodic functions given by
p1(t) =
(
1
0
)
and p2(t) =
(
−1+i−j−k
4 e
jte−it(2 + i) + −1−3i−3j+k20 e
3jte−it(2 + i)
(2 + i) cos 2t+ 2e2it(j + k) sin 2t
)
.
By Corollary 4.10, x2(t) is a 2π-periodic solution. To provide a direct description of the system, Table
5 is presented to visualize its properties.
Table 5: Description of Example 4.12
Fundamental Characteristic The standard
Stability
matrix multipliers eigenvalues of B
‖M(t)‖ is ρ1 = e
π, |ρ1| > 1; µ1 = 1, R(µ1) > 0;
unstable
unbounded ρ2 = −1, |ρ2| = 1 µ2 = i, R(µ2) = 0
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Example 4.13 Consider the system (4.1), where A(t) is π-periodic function and is given by
A(t) =
(
k 1
0 i+ 2e2itj
)
Then the principal fundamental matrixM(t) is(
ekt 1−i−j+k4 sin t+
1+i+j+k
4 e
jtt+ 1+i−j−k4 e
2jt sin t+ 1−i−j+k16 (e
3jt − e−jt)
0 eite2jt
)
.
By straightforward computations, ‖M(t)‖ is unbounded. Thus this system is unstable by Theorem 3.2.
Observe thatM(0) = I and
M(π) =
(
−1 −1+i+j+k4 π
0 −1
)
.
Therefore the characteristic multipliers are ρ1 = ρ2 = −1. There is a quaternion-valued matrix
B =
(
−i 1+i+j+k4
0 −k
)
such thatM(π) = eπB . The standard eigenvalues ofB are µ1 = µ2 = i. To provide a direct description
of the system, Table 6 is presented to visualize its properties. By some basic calculations, we obtain the
Jordan canonical form of B:
J =
(
i 1
0 i
)
.
This implies that the geometric multiplicity of µ = i is 1, which is less than its algebraic multiplicity.
Table 6: Description of Example 4.13
Fundamental Characteristic The standard
Stability
matrix multipliers eigenvalues of B
‖M(t)‖ is ρ1 = ρ2 = −1; µ1 = µ2 = i;
unstable
unbounded |ρ1| = |ρ2| = 1 R(µ1) = R(µ2) = 0
Example 4.14 Consider the system (4.1), where A(t) is π-periodic function and given by
A(t) =
(
k
2 e
−2it
0 i+ 2j cos 2t+ 2k sin 2t
)
Then the principal fundamental matrixM(t) is(
e
k
2
t −2+2i+5j−5k
21 e
− j
2
t + 2+2i+3j+3k5 e
j
2
t − 1+2i+2j−k4 e
jt + 1+6i−6j−k35 e
3jt
0 eite2jt
)
.
It is easy to see that ‖M(t)‖ is bounded but is not convergent to zero as t tends to infinity. Thus this
system is stable (but not asymptotically) by Theorem 3.2. Observe thatM(0) = I and
M(π) =
(
k − 235 −
12
35i+
4
3j +
2
3k
0 −1
)
.
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Therefore the characteristic multipliers are ρ1 = i, ρ2 = −1. There is a quaternion-valued matrix
B =
(
k
2
33−76i−12j+104k
105
0 i
)
such that M(π) = eπB . The standard eigenvalues of B are µ1 =
i
2 , µ2 = i. To provide a direct
description of the system, Table 7 is presented to visualize its properties.
Table 7: Description of Example 4.14
Fundamental Characteristic The standard
Stability
matrix multipliers eigenvalues of B
‖M(t)‖ is unbounded ρ1 = i 6= −1 = ρ2; µ1 =
i
2 6= i = µ2; stable but not
but not convergent to 0 |ρ1| = |ρ2| = 1 R(µ1) = R(µ2) = 0 asymptotically
Example 4.15 Consider the system (4.1), where A(t) is π-periodic function and given by
A(t) =
(
i
2 − 1 e
2jte−k sin 2t
0 2k cos 2t− 1
)
Then the principal fundamental matrixM(t) is(
e
i
2
te−t 15(e
−(1+2i)t − e(
i
2
−1)t)(i− j) + 13(e
( i
2
−1)t − e(2i−1)t)(i + j)
0 e−tek sin 2t
)
.
It is easy to see that limt→∞ ‖M(t)‖ = 0. Thus this system is asymptotically stable by Theorem 3.2.
Observe thatM(0) = I and
M(π) =
(
ie−π −2−2i−8j+8k15 e
−π
0 e−π
)
.
Therefore the characteristic multipliers are ρ1 = ie
−π, ρ2 = e
−π. There is a quaternion-valued matrix
B =
(
i
2 − 1
−1+4k
15
0 −1
)
such that M(π) = eπB . The standard eigenvalues of B are µ1 =
i
2 − 1, µ2 = −1. To provide a direct
description of the system, Table 8 is presented to visualize its properties.
Table 8: Description of Example 4.15
Fundamental Characteristic The standard
Stability
matrix multipliers eigenvalues of B
lim
t→∞
‖M(t)‖ = 0 ρ1 = ie
−π , |ρ1| < 1; µ1 =
i
2 − 1,R(µ1) < 0; asymptotically
ρ2 = e
−π , |ρ2| < 1 µ2 = −1,R(µ2) < 0 stable
Remark 4.16 Thanks to the assertion 2 of Theorem 2.1, the above results are coincide with the tradi-
tional results when A(t) is complex-valued.
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5 Quaternion-valued Hill’s equations
For real-valued systems, the Floquet theory effectively depict the stability of Hill’s equation (see e.g
[25])
u¨+ a(t)u = 0, a(t) = a(t+ T ).
We will consider the quaternion case where a(t) is a quaternion-valued function. Let x = (u, u′)T , then
quaternion-valued Hill’s equation is equivalent to the quaternionic periodic systems (4.1) with
A(t) =
(
0 1
−a(t) 0
)
.
LetM(t) be the principal fundamental matrix at t = 0. By Liouville’s formula of QDEs, we have
|M(t)|q = exp
(
2
∫ t
t0
R(trA(τ))dτ
)
|M(0)|q = 1.
If a(t) is real-valued, then M(T ) is a real-valued matrix. If α = α1 + iα2 and β = β1 + iβ2 are
roots of the equation
λ2 − (trM(T ))λ + |M(T )|q = λ
2 − (trM(T ))λ+ 1 = 0. (5.1)
Then ρ1 = α1 + i |α2| and ρ2 = β1 + i |β2| are characteristic multipliers of (4.1) and |ρ1| = |α|,
|ρ2| = |β|. It is well-known that the stability of real-valued Hill’s equation depends on the value of
trM(T ) (see e.g [25]).
Table 9: Description of Real-valued Hill’s equation
The value The roots Stability of real-valued
of trM(T ) of (5.1) Hill’s equation
trM(T ) < −2 α < −1 < β < 0; unstable
−2 < trM(T ) < 2 β = α, |α| = 1, ℑ(α) 6= 0; stable but not asymptotically
trM(T ) = 2 β = α = 1; stable if and only ifM(T ) = I
trM(T ) > 2 0 < α < 1 < β; unstable
trM(T ) = −2 β = α = −1; stable if and only ifM(T ) = −I
If a(t) is quaternion-valued, then M(T ) is a quaternion matrix. Therefore we can not use (5.1)
to find the characteristic multipliers (the standard eigenvalues of M(T )). In this case, trM(T ) is a
quaternion. The structure of the set of zeros of quaternionic polynomials is more complicated than
complex polynomials. It is natural to modify (5.1) to be
λ2 −R(trM(T ))λ+ |M(T )|q = 0. (5.2)
This raises the question of whether the roots of (5.2) and characteristic multipliers possess the same
absolute value. The answer is negative. This implies that even if we add R to the front of trM(T ), the
stability of quaternion-valued Hill’s equation can not be determined by Table 9.
Example 5.1 Consider the quaternion-valued Hill’s equation with a(t) = 2 + j cos2 2t + k sin 2t.
Note that a(t) is a quaternion-valued π-periodic function. Based on the numerical methods, we obtain
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M(π) ≈
(
m1 m2
m3 m4
)
, where

m1 = −0.131186 + 0.037757i + 0.584454j − 0.418119k,
m2 = −0.607206 + 0.255374i − 0.025292j,
m3 = 1.900430 + 0.005637i + 0.173381j,
m4 = −0.131186 + 0.037757i + 0.584454j + 0.418119k.
Therefore, by direct computations, we have R(trM(π)) ≈ −0.262372 ∈ (−2, 2). The characteristic
multipliers are ρ1 ≈ −0.197803 + 1.73905i and ρ2 ≈ −0.064569 + 0.567682i. Note that |ρ1| > 1,
thus this equation is unstable. On the other hand, the roots of λ2 − R(trM(π)) + |M(π)|q ≈ λ
2 +
0.262372λ + 1 = 0 are α ≈ 0.131186 + 0.991358i and β = α.
In fact, if ρ1, ρ2 are characteristic multipliers, we only have{
R(ρ1) +R(ρ2) = R(trM(T )),
|ρ1| |ρ2| = |M(T )|q = 1.
(5.3)
If |R(trM(T ))| > 2, then one of |R(ρ1)| and |R(ρ2)| has to be larger than 1. In this case, the equation is
unstable. By similar arguments, we could know the stability of quaternion-valued Hill’s equation when
|R(trM(T ))| = 2. In summary, Table 10 is presented to visualize the stability of quaternion-valued
Hill’s equation.
Table 10: Description of quaternion-valued Hill’s equation
The value Stability of quaternion-valued
ofR(trM(T )) Hill’s equation
|R(trM(T ))| > 2 unstable
|R(trM(T ))| < 2 undetermined
R(trM(T )) = 2 stable if and only ifM(T ) = I
R(trM(T )) = −2 stable if and only ifM(T ) = −I
We use the following example to illustrate (5.3) and Table 10.
Example 5.2 Consider the quaternion-valued Hill’s equation with a(t) = −1 + j cos 2t + k sin 2t.
Based on the numerical methods, we obtain M(π) ≈
(
m1 m2
m3 m4
)
, where

m1 = 13.6488 − 2.9075i − 1.1093j − 2.3529k,
m2 = 12.3192 − 2.2187i + 2.3529j,
m3 = 14.6721 − 2.2187i − 5.2605j,
m4 = 13.6488 − 2.9075i − 1.1093j + 2.3529k.
Therefore, by direct computation, we have the following result (Table 11).
For the case of |R(trM(T ))| < 2, the scalar part of trM(T ) is not enough to determine the stability
of quaternion-valued Hill’s equation. To take the vector part of trM(T ) into account, however, we
still can’t determine the stability of quaternion-valued Hill’s equation at this moment. This raises the
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Table 11: Description of Example 5.2
The value Characteristic
Stability
ofR(trM(π)) multipliers
R(trM(π)) ≈ 27.2976 > 2
ρ1 ≈ 27.2621 + 4.96756i, |ρ1| > 1;
unstable
ρ2 ≈ 0.0355 + 0.0065i, |ρ1| |ρ2| ≈ 1
question: can we determine the stability of quaternion-valued Hill’s equation by trM(T ) (including
scalar and vector parts)? If yes, how to determine the stability of quaternion-valued Hill’s equation by
trM(T )?
Multiplying M(T ) by its conjugate transpose M(T )† we construct a positive semidefinite matrix
K(T ) := M(T )M(T )†. It is easy to see that the eigenvalues ofK(T ) are κ1 = |ρ1|
2 , κ2 = |ρ2|
2
. Note
that |ρ1| |ρ2| = 1 and trK(T ) = ‖M(T )‖
2
F where ‖·‖F is the Frobenius norm. It follows that κ1, κ2
are solutions of λ2 − ‖M(T )‖2F λ+ 1 = 0. Then we have the following result.
Theorem 5.3 If ‖M(T )‖2F > 2, then quaternion-valued Hill’s equation is unstable.
By direct computation, we have that |R(trM(T ))| < ‖M(T )‖2F . It turns out that |R(trM(T ))| > 2
implies ‖M(T )‖2F > 2. In Example 5.1, |R(trM(T ))| = 0.262372 < 2 and ‖M(T )‖
2
F = 5.14637 >
2. It means that the stability of Example 5.1 can be determined by Theorem 5.3. In fact, for some
quaternion-valued Hill’s equations with |R(trM(T ))| < 2, the corresponding ‖M(T )‖2F can be very
large.
Example 5.4 Consider the quaternion-valued Hill’s equation with a(t) = −1 + jecos 2t + k sin 2t.
Based on the numerical methods, we have the following result (Table 12).
Table 12: Description of Example 5.4
The value of Characteristic
Stability
|R(trM(π))| and ‖M(T )‖2F multipliers
|R(trM(π))| ≈ 1.0394 < 2 ρ1 ≈ −1.03876 + 40.196i, |ρ1| > 1;
unstable
‖M(T )‖2F ≈ 1942.77 > 2 ρ2 ≈ −0.0006425 + 0.024862i, |ρ1| |ρ2| ≈ 1
6 Conclusions
The Floquet theory for QDEs is developed, which coincides with the classical Floquet theory when
considering ODEs. The concepts of characteristic multipliers and characteristic exponents for QDEs
are introduced. The newly obtained results are useful to determine the stability of quaternionic periodic
systems. As an important example of applications of Floquet theory for QDEs, we discuss the stability of
quaternion-valued Hill’s equation in detail. It is shown that some results of real-valued Hill’s equation
are invalid for the quaternion-valued Hill’s equation. Throughout the paper, adequate examples are
provided to support the results.
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