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Abstract. When dealing with software-intensive systems, it is often beneficial
to consider families of similar systems together. A common task is then to iden-
tify the particular product that best fulfils a given set of desired product proper-
ties. Software Product Lines Engineering (SPLE) provides techniques to design,
implement and evolve families of similar systems in a systematic fashion, with
variability choices explicitly represented, e.g., as Feature Models. The problem
of picking the ‘best’ product then becomes a question of optimising the Feature
Configuration. When considering multiple properties at the same time, we have
to deal with multi-objective optimisation, which is even more challenging.
While change and evolution of software systems is the common case, to the best
of our knowledge there has been no evaluation of the problem of multi-objective
optimisation of evolving Software Product Lines. In this paper we present a bench-
mark of large scale evolving Feature Models and we study the behaviour of the
state-of-the-art algorithm (SATIBEA). In particular, we show that we can im-
prove both the execution time and the quality of SATIBEA by feeding it with the
previous configurations: our solution converges nearly 10 times faster and gets an
113% improvement after one generation of genetic algorithm.
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1 Introduction
Software Product Lines (SPL) is a branch of Software Engineering that aims at design-
ing software products based on a composition of pre-defined software artefacts, increas-
ing the reusability and personalisation of software products [5]. Software architects,
when they design new products or adapt existing products, navigate a set of features
in a Feature Model (FM). Each of these features represents an element of a software
artefact that is of importance to some stakeholders. Through its structure and additional
constraints, each FM describes all possible products as combinations of features. One
of the issues with FMs is that they can be very large – for instance in our study we
work with FMs composed of nearly 7,000 features and 350,000 constraints. Optimis-
ing FMs, i.e., selecting the set of features that could lead to potential real products, is
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then a difficult problem [3]. This problem is also called SPL configuration as it consists
in configuring products from the FMs. It is even more challenging as this problem is
typically a multi-objective one: software designers and architects make their decisions
based on various perspectives [4,8], such as, cost, technical feasibility or reliability.
Another related problem that has not been studied yet is the feature selection in a
multi-objective context when the FMs evolve. It is not a surprise to say that software re-
quirements and artefacts evolve constantly. For instance, stakeholders and customers of-
ten change their opinions about how applications should work, or new coding paradigms
are introduced. FMs reflect that, and for instance, we have seen in our study that a large
FM (such as the one behind the Linux kernel) evolves regularly and substantially (every
few months a new FM is released with up to 7% difference from the previous one). In
this context, it seems odd to generate random bootstrapping populations for the state-
of-the-art genetic algorithms, such as, SATIBEA. It is tempting on the contrary to use
the fact that FMs have evolved and that the SPL configurations generated previously,
while not totally applicable, are close and can be adapted.
Our contributions in this paper are the following: (i) We propose a benchmark4 for
the analysis of evolving SPL; this data set has been generated following a study of
the demographics and evolution of a large SPL (Linux kernel). This data set is impor-
tant to provide a good evaluation of the different algorithms under different evolution
scenarios; (ii) We propose eSATIBEA which is a modification of the state-of-the-art
SATIBEA [4] for evolving SPL. eSATIBEA adapts previous solutions to new FMs to
improve and speed-up the results of SATIBEA; (iii) We evaluate SATIBEA and eSATI-
BEA on the evolving SPL problem and show that eSATIBEA converges nearly 10 times
faster and gets a 113% improvement after one generation of genetic algorithm.
Seeding is not a novel idea as such (e.g., see papers by Fraser and Arcuri [2] and Al-
shahwan and Harman [1]) – but usually seeding is done by taking a few good/previous
solutions that are inserted in the initial population. In this paper we take all the previous
solutions that we adapt to create a starting population. We also work on a large scale
and very constrained search space, which is not always the case in models for which
seeding is known to work.
The rest of this paper is organised as follows: Section 2 describes the problem of
configuring evolving SPLs; Section 3 presents our benchmark; Section 4 evaluates SAT-
IBEA and eSATIBEA; Section 5 concludes this paper.
2 Problem Definition
Feature Models can easily be represented by a set of features and relations (constraints)
between them. Figure 1 shows a simple FM with 10 features linked by several relations,
such as, ‘alternative’ between features ‘Screen’ : ‘Basic’, ‘Colour’ and ‘High Resolu-
tion’. These relations define constraints: for instance, a ‘Screen’ can only be of one of
3 types ‘Basic’, ‘Colour’ or ‘High Resolution’.
The objective of SPL engineering is to extract products from the FMs by selecting
a subset of features S ⊆ F which satisfies the FM F – and the requirements of the
4 Available here: http://hibernia.ucd.ie/EvolvingFMs/.
Fig. 1: Sample of a Feature Model
stakeholder/customer. Often, the SPL configuration problem is described as a satisfia-
bility problem (SAT) [7], i.e., a problem where we try to find an assignment to variables
(here, features) in the {True, False} space. Let fi ∈ {True, False} be a decision variable
set to ‘True’ if the feature Fi ∈ F is selected to be part of S and ‘False’ otherwise.
An FM is equivalent to a conjunction of disjunctive clauses, forming a conjunctive nor-
mal form (CNF). Finding a product in the SPL is then equivalent to giving a value in
{True, False} to every variable/feature. For instance, in Figure 1 the FM would have
the following clauses, among others: (Basic ∨Colour ∨ High resolution) ∧ (¬Basic ∨
¬Colour) ∧ (¬Basic ∨ ¬High resolution) ∧ (¬Colour ∨ ¬High resolution), which de-
scribe the alternative between the three features. Now, software designers, when config-
uring a SPL, do not only look for possible products (satisfying the FM) but for products
optimising some criteria – and there could be several of these criteria. This is why the
problem of SPL configuration has been described as multi-objective. Here, following
other classical approaches [4,8] we use 5 objectives: (i) number of selected features,
(ii) number of selected features that were not used in the past, (iii) sum of known de-
fects in the selected features, (iv) number of compatibility violations, and (v) cost of the
selected features.
Evolution of the SPLs and FMs is known to be an important challenge for the do-
main, as they both represent long term investments [6]. For instance, in the next section
we present a study of a large scale FM, the Linux kernel, and we show that every few
months a new FM is released with up to 7% modifications among the features (features
added or removed). The FM/SPL evolution perspective has not been addressed in the
multi-objective feature selection literature – as far as we know. This is likely because
the problem is a large and complex optimisation problem and the repairs/adaptation of
previous solutions to new FMs unlikely to succeed. In this paper though we prove that
it is not the case and that it is possible to feed solutions of previous FMs into new FMs,
with good results. What we work with is a mapping between two FMs. Let us assume
an FM FM1 evolved into another FM FM2. Some of the features f 1i ∈ FM1 are mapped
on to features f 2i ∈ FM2 – they are the same or considered the same, while some of the
features f 1i ∈ FM1 are not mapped onto any features in FM2 ( f 1i has been removed)
and features f 2i ∈ FM2 have no corresponding features in FM1 ( f 2i has been added).
Obviously the same applied to constraints (removed from FM1 or added to FM2). The
problem we address concerns adapting the solutions found previously for FM1 to FM2.
3 Towards a Benchmark for Feature-Model Evolution
We studied the largest open source FM we found: the Linux kernel [9] containing 6,888
features and 343,944 constraints (in its version 2.6.28). We evaluated the demographics
(features, constraints) and evolution of 21 versions of the kernel: from version 2.6.12
to version 2.6.32. We observed that on average there was only 4.6% difference in terms
of features between a version and the next: 21.22% of removed features and 78.78%
of new (added) features. We also evaluated the size of the clauses/constraints in the
problem, as we need to know how the constraints we add in the problem should look
like.We found that a large proportion of the FMs’ constraints have 6 features (39%), 5
features (16%), 18 features (14%) or 19 features (14%). From this study, we generated a
synthetic benchmark of FM evolution based on the real evolution of the Linux kernel –
hence a realistic benchmark but with more variability than in a real one, allowing us also
to get several synthetic data sets for each evolution values. Our FM generator uses two
parameters representing the percentage of feature modifications (added/removed) and
the percentage of constraint modifications (added/removed). The higher those percent-
ages are, the more different the new FM will be from the original one. Our FM generator
uses the proportions we observed in the 20 FMs to generate new features/remove old
ones, and to generate new constraints of a particular length. Values we use can be seen
in our benchmark in Figure 2: from 5% of modified features and 1% of modified con-
straints (FM 5 1) to 20% of modified features and 10% of modified constraints (FM
20 10). In our evaluations (see next section) we generate 10 synthetic FMs for each
values of the parameters.
4 Evaluation
This section evaluates two algorithms: SATIBEA, known in the literature as the best
algorithm for multi-objective configuration of SPLs, and our contribution: eSATIBEA.
We perform our evaluation on the benchmark described in the previous section and we
compare the two algorithms using the hypervolume [11]. The hypervolume is a metric
that indicates the space (in the n dimensions defined by the n objectives) dominated by
the Pareto front of the solutions found by each algorithm. The bigger the hypervolume
the better (i.e., more space is covered by the front of solutions).
The current state of the art in SPL configuration is the SATIBEA algorithm [4].
SATIBEA is the combination of a genetic algorithm (IBEA [10]) and a SAT solver. In
particular, two steps are added to the genetic algorithm: ‘smart mutation’ and ‘smart
replacement’, both applied with a certain probability, and both using the SAT solver to
discover possible solutions to repair or replace infeasible solutions. We propose eSATI-
BEA, which aims at taking advantage of previous SPL configurations (when they exist)
to feed in SATIBEA with previous solutions. Let’s assume a FM FM1 that evolves into
another FM FM2 over time (e.g., features and constraints added or removed). An SPL
configuration was performed on FM1 (e.g., using SATIBEA) and a set of solutions (S 1)
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Fig. 2: Hypervolume of the solutions given by SATIBEA and eSATIBEA on evolved Linux ker-
nels. We gave a label x y to each evolution, ‘x’ representing the percentage of modified features
and ‘y’ the percentage of modified constraints. We generated 10 evolved FMs for each combina-
tion and only show the average here.
was found. Now instead of randomly generating individuals for SATIBEA, we decide
in eSATIBEA to adapt the set of solutions S 1 to the feature Model FM2 and to give
these solutions to SATIBEA. Our hope is obviously that these initial individuals will be
of good quality, and anyway better than random solutions.
Figure 2 shows that both algorithms improve the hypervolume over time and even-
tually plateau after 1,200s. However, eSATIBEA takes advantage of the relatively good
initial population and gets a better hypervolume for most data sets. Furthermore, we
see that eSATIBEA converges quickly (i.e., less than 100s), whereas it takes SATIBEA
more than 700s to reach a similar hypervolume than eSATIBEA. We also notice that
eSATIBEA achieves an improvement of over 113% on average in comparison to SATI-
BEA at the end of the first generation of genetic algorithm (i.e., at 95s on average). This
percentage decreases over time until 1% improvement on average. We see in Figure 2
(20 10) that SATIBEA gets an hypervolume slightly better than eSATIBEA by the end
of the execution – while, as for other evolved FMs, eSATIBEA converges faster. This
probably shows the limitation of our approach: 20 10 is a very different FM than the
original one and SATIBEA, generating an initial population adapted to the new FM,
does a better exploration of the space – while eSATIBEA stays close to a FM that is
now obsolete.
5 Conclusion
This paper has presented a new problem: the configuration of Software Product Lines
when the Feature Models they are based on evolves. To study this problem, we have pro-
posed a benchmark using a survey of the evolution of a large (nearly 7,000 features and
350,000 constraints) FM. We have compared SATIBEA, the leading algorithm in the
literature, and our contribution eSATIBEA (which takes an adaptation of the previous
solutions as initial population) in this evolving context. We have shown that eSATIBEA
outperforms SATIBEA, in particular it converges nearly 10 times faster and achieves
an improvement of 113% after the first generation of genetic algorithm (' 100s).The
two directions we plan to follow in the future are: an adaptation of the seed given to
SATIBEA in eSATIBEA, and an improvement of eSATIBEA to overcome the problem
of the plateau phase.
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