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RANK FUNCTIONS ON ROOTED TREE QUIVERS
RYAN KINSER
Abstract. The free abelian group R(Q) on the set of indecomposable representations of a quiver
Q, over a field K, has a ring structure where the multiplication is given by the tensor product.
We show that if Q is a rooted tree (an oriented tree with a unique sink), then the ring R(Q)red
is a finitely generated Z-module (here R(Q)red is the ring R(Q) modulo the ideal of all nilpotent
elements). We will describe the ring R(Q)red explicitly, by studying functors from the category
Rep(Q) of representations of Q over K to the category of finite dimensional K-vector spaces.
1. Introduction
A quiver is just a directed graph Q = (Q•, Q→, t, h), whereQ• is a vertex set, Q→ is an arrow set,
and t, h are functions from Q→ to Q• giving the tail and head of an arrow, respectively. We assume
Q• and Q→ are finite in this paper. For any quiver Q and field K, there is a category RepK(Q)
of representations of Q over K. An object V of RepK(Q) is an assignment of a finite dimensional
K-vector space Vx to each vertex x ∈ Q•, and an assignment of a K-linear map Va : Vta → Vha to
each arrow a ∈ Q→. For any path p in Q, we get a K-linear map Vp by composition. Morphisms
in RepK(Q) are given by linear maps at each vertex which form commutative diagrams over each
arrow; see the book of Assem, Simson, and Skowron´ski [ASS06] for a precise definition of morphisms,
and other fundamentals of quiver representations. We will fix some arbitrary field K throughout
the paper and hence omit it from notation when possible.
There is also a natural tensor product of quiver representations, induced by the tensor product in
the category of vector spaces (cf. [Str00, Her08b]). Concretely, it is the “pointwise” tensor product
of representations defined by
(V ⊗W )x := Vx ⊗Wx
for each vertex x, and similarly for arrows. This tensor product gives the category Rep(Q) the
structure of a tensor category in the sense of [DM82], and, along with direct sum, endows the
set of isomorphism classes in Rep(Q) with a semiring structure. The associated ring R(Q) is
the representation ring of Q (cf. §4), which is commutative with identity IQ, where we define
(IQ)x := K and (IQ)a := id for all vertices x and arrows a.
For a quiver Q which is not of Dynkin or extended Dynkin type, the problem of classifying its
indecomposable representations is unsolved and very difficult, to say the least. Such a quiver is
said to be of “wild representation type” (cf. [Dro80]) and has families of indecomposable represen-
tations depending on arbitrarily large numbers of parameters. This limits the effectiveness of an
enumerative approach to studying tensor products of quiver representations (as opposed to, say,
tensor products of representations of finite groups or the classical groups). Alternatively, we seek
to describe R(Q) in abstract terms, and translate properties of R(Q) into properties of the tensor
product in Rep(Q). For example, the main result of this paper has two equivalent formulations,
the first of which (Theorem 39) can be stated in a simplified form here:
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Theorem. When Q is a rooted tree quiver, R(Q)red is generated as a Z-module by a finite set of
explicit representations of Q. (Here Ared is the reduction of a ring A, that is, A modulo its ideal
of nilpotent elements.)
This theorem has an equivalent formulation (Theorem 40) as a splitting principle for large tensor
powers V ⊗n of a fixed representation V , which makes no mention of the representation ring.
Our main tools for studying R(Q) are global tensor functors which can be used to construct var-
ious homomorphisms from R(Q) to other rings. We present a theorem summarizing the properties
of global tensor functors. Here K-mod denotes the category of finite dimensional vector spaces
over a field K.
Theorem 1 ([Kin08]). Let Q by any connected quiver. There is a global tensor functor
RQ : Rep(Q)→ Rep(Q)
with the following properties:
(a) The functor RQ commutes with direct sum, tensor product, Schur functors (when charK = 0),
and duality; we also have that RQ(IQ) = IQ.
(b) Let V ∈ Rep(Q). Then for every arrow a of Q, the linear map (RQ(V ))a is an isomorphism.
Hence the isomorphism class of the functor
rankQ V := (RQ(V ))x : Rep(Q)→ K-mod
is independent of the vertex x; we call this functor the global rank functor of Q.
(c) When Q is a tree and V ∈ Rep(Q), the representation RQ(V ) is isomorphic to a direct summand
of V . More precisely, for any indecomposable representation W of Q,
RQ(W ) =
{
W if W ≃ IQ
0 if W 6≃ IQ
.
Combining global rank functors with pullback along maps of directed graphs (cf. §2), it is possible
to construct more non-zero functors from Rep(Q) to the category of finite dimensional K-vector
spaces which respect direct sum and tensor product. We call such a functor a rank functor on Q.
A rank functor F induces a ring homomorphism f : R(Q) → Z, defined on representations V by
f(V ) = dimK F (V ) and extended by linearity to R(Q). These functions are called rank functions
of Q.
A rooted tree quiver is a directed graph Q, whose underlying graph is a tree, and which has
a unique sink σ called the root of Q. We sometimes write (Q,σ) if we want to specify the root.
Equivalently, one may give a graph which is a tree and specify a root vertex, with the convention
that all edges are oriented towards this root. Rooted trees have the convenient property that all of
their connected subquivers are rooted trees, thus lending themselves to inductive proof methods.
The path algebra of a rooted tree quiver is hereditary and right serial; conversely, the ordinary
quiver of any basic, hereditary, right serial K-algebra is a rooted tree (cf. [ASS06, Thm. 2.6]). It
should also be noted that the main results of this paper hold (with minor changes in terminology) for
a quiver Q which is a tree with a unique source. In this case, Qop (the quiver obtained by switching
the heads and tails of all arrows) is a tree with a unique sink, and the standard duality between
representations of Q and representations of Qop induces a ring isomorphism R(Q) ∼= R(Qop).
Global rank functors commute with duality also, so the methods used for the unique sink case can
be applied in a straightforward way to treat the unique source case.
The paper is organized as follows. Section 2 establishes basic tools for studying representations
of a rooted tree quiver Q via quivers over Q. This leads to the construction of various distinct
rank functors on Q within a combinatorial framework. The focus is shifted from rank functors to
representations of Q in Section 3, by constructing a set of “reduced” representations that are in
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some sense dual to the rank functors of the previous section. Then the combinatorics of these rank
functors can be utilized to obtain information about tensor products of reduced representations, and
morphisms between them. In Section 4, we make use of the properties of reduced representations
to study representation rings. First, we give an algebraic framework for reducing questions about
tensor products of quiver representations on any quiver (not just rooted trees) to tensor products
of representations with full support. The technical tool developed is a decomposition of R(Q)
into a direct product of rings, with one factor for each connected subquiver of Q, such that a
representation V has nonzero image in the factor corresponding to P ⊆ Q if and only if the support
of V contains P . Then by introducing a property of representations of rooted tree quivers which
generalizes the support of a representation, we refine this direct product decomposition of R(Q).
The two theorems mentioned above on the representation rings of rooted tree quivers are stated
and proven in Section 5. These comprise the main results of this paper. First, we show the equiv-
alence of the two theorems, then prove the result by induction on the complexity of a rooted tree.
There are two cases in the proof of the main theorem: one is essentially combinatorial, using the
representation ring form of the result as the induction hypothesis; the other is essentially computa-
tional, using the splitting principle form of the result as the induction hypothesis. In Section 6, we
introduce the name finite multiplicative type for a quiver whose reduced representation ring is
module finite over Z. Having given a large class of such quivers (the main result), it is then natural
to try to classify all of them. To this end, we show that the class of quivers of finite multiplicative
type is minor closed, and can only include trees; but we also give an example of a tree quiver (of
tame representation type even) which is not of finite multiplicative type. By an application of
Kruskal’s Tree Theorem, this property can be characterized by a finite set of forbidden minors.
Acknowledgements. I would like to thank my advisor Harm Derksen for conjecturing the main
result, and for many discussions leading to its proof. I would also like to thank Hugh Thomas
for comments and corrections to the first version of the paper, and John Stembridge for helpful
discussion on minor closed sets of graphs. Several other insightful comments and corrections were
provided by an anonymous referee.
2. Rank Functors on Rooted Trees
2.1. Pushforward and pullback of representations. Maps of directed graphs and covering
quivers have been used in works such as [Rie80, Gab81, BG82] to study representations of quivers,
or more generally, of finite dimensional algebras. In this paper, we will not be interested in maps
that are topological coverings of some base quiver, but rather maps that encode combinatorial data
about the base quiver. By definition, a map of directed graphs f : Q′ → Q sends vertices to vertices
and arrows to arrows, and satisfies tf(a) = f(ta) and hf(a) = f(ha) for each arrow a ∈ Q′→. A
quiver over Q is a pair (Q′, f) where Q′ is a quiver, and f : Q′ → Q a map of directed graphs called
the structure map of (Q′, f). To simplify the notation, we consider the maps Va of a representation
V to be defined on the total vector space
⊕
x∈Q•
Vx by taking Va(v) = 0 for v ∈ Vy, when y 6= ta.
The pullback f∗W ∈ Rep(Q′) of a representation W ∈ Rep(Q) along a map of directed graphs
f : Q′ → Q is given by
(f∗W )x :=Wf(x) x ∈ Q
′
• (f
∗W )a :=Wf(a) a ∈ Q
′
→,
and the pushforward f∗V ∈ Rep(Q) of a representation V ∈ Rep(Q
′) is given by
(f∗V )x :=
⊕
y∈f−1(x)
Vy x ∈ Q• (f∗V )a :=
∑
b∈f−1(a)
Vb a ∈ Q→.
A map of rooted tree quivers f : (Q′, σ′)→ (Q,σ) is said to be root preserving if f(σ′) = σ.
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There is a categorical view of the above definitions. Write Q for the free category on the directed
graph Q: that is, the objects of Q are the vertices of Q, and the morphisms are paths in Q. A
representation of Q is the same thing as a functor
V : Q → K-mod,
and a map of directed graphs f : Q′ → Q induces a functor F : Q′ → Q. Then pullback is just the
composition of functors
f∗V : Q′
F
−→ Q
V
−→ K-mod,
and now we will show that pushforward is its left adjoint.
Proposition 2. Let f : (Q′, σ′) → (Q,σ) be a root preserving map between rooted tree quivers.
Then the pushforward functor f∗ is left adjoint to the pullback functor f
∗.
Proof. For X,Y ∈ Rep(Q), the map of vector spaces⊕
z∈Q•
HomK(Xz, Yz)
cYX−−→
⊕
a∈Q→
HomK(Xta, Yha)
(φz)z∈Q• 7→ (Yaφta − φhaXa)a∈Q→
has kernel precisely HomQ(X,Y ), by the definition of morphisms in Rep(Q), and similarly for Q
′.
We use this to give a natural isomorphism HomQ(f∗V,W ) ∼= HomQ′(V, f
∗W ).
For V ∈ Rep(Q′) and W ∈ Rep(Q), there is a natural isomorphism of vector spaces⊕
x∈Q•
HomK(Vx, (f
∗W )x) ∼=
⊕
y∈Q′•
HomK((f∗V )y,Wy)
(φx)x∈Q• 7→

 ∑
x∈f−1(y)
φx


y∈Q′•
.
(1)
Then we can compute
cf
∗W
V (φx) =
∑
b∈Q→
∑
c∈f−1(b)
Wbφtc −
∑
b∈Q→
∑
c∈f−1(b)
φhcVc =
∑
c∈Q′→
Wf(c)φtc −
∑
c∈Q′→
φhcVc
and using the identification (1) we also compute
cWf∗V (φx) =
∑
b∈Q→
∑
x∈f−1(tb)
Wbφx −
∑
b∈Q→
∑
y∈f−1(hb)
∑
c∈f−1(b)
hc=y
φyVc =
∑
(x,b)∈Q′•×Q→
x=f−1(tb)
Wbφx −
∑
c∈Q′→
φhcVc.
Now for each pair (x, b) ∈ Q′•×Q→ such that f(x) = tb, there exists a unique arrow c ∈ Q
′
→ such
that f(c) = b and tc = x. This is because, in a rooted tree quiver, every vertex except the sink has
a unique outgoing arrow, and the assumption that f(σ′) = σ guarantees that x 6= σ′. This allows
us to identify the terms Wf(c)φtc with the terms Wbφx in the sums above. Thus, the isomorphism
(1) induces a natural isomorphism Im cWf∗V
∼= Im c
f∗W
V , and so the kernels of c
f∗W
V and c
W
f∗V
are
naturally isomorphic also. 
We sketch a more elegant proof of the preceding proposition using sheaves, which was provided
by an anonymous referee. A rooted tree quiver Q can be viewed as a poset by declaring x ≥ y for
any two vertices x, y such that there exists a path from x to y. Then we can define a topology
on Q• by taking the open sets to be the dual order ideals (also known as upper sets) of Q [Sta97,
p. 100]. The category of sheaves of finite dimensional vector spaces on this topological space is
equivalent to the category Rep(Qop), where Qop denotes the quiver Q with the orientations of the
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arrows reversed. Stalks of sheaf correspond to the vector spaces associated to the vertices in a
representation.
A continuous map f : Q′ → Q under this topology on rooted tree quivers is just a map of
directed graphs, and when f is root preserving we find that pushforward and pullback of sheaves
agree with the corresponding notions for quiver representations under the equivalence. So the
adjointness of f∗ and f∗ for sheaves implies that f
∗ : Rep(Qop) → Rep(Q′op) is left adjoint to
f∗ : Rep(Q
′op)→ Rep(Qop), and dualizing we get the adjoint pair (f∗, f
∗) of the proposition.
2.2. Rooted tree quivers. Let (Q,σ) be a rooted tree quiver. Then any Q′
f
−→ Q induces a rank
functor on Q by composing pullback along f with the global rank functor of Q′. This gives the
possibility of constructing infinitely many rank functors on Q, a priori, but it is possible for distinct
quivers over Q to give isomorphic rank functors. It turns out that when Q is a rooted tree, there is
a finite set of “reduced” quivers over Q which give all rank functors on Q that can be obtained in
the way just described. Furthermore, there is a natural partial ordering on this set of rank functors.
The technique of many proofs in this paper is induction on the number of vertices of Q, using the
observation that every connected subquiver of a rooted tree is again a rooted tree. A subquiver
P of a quiver Q is given by a subset of vertices P• ⊆ Q• and a subset of arrows P→ ⊆ Q→ with the
same orientation as in Q. We will usually assume that subquivers are connected, so that the global
rank functor of a subquiver is defined. We can build any rooted tree quiver by two fundamental
processes, which we call “extension” and “gluing”.
We say that a rooted tree quiver (Q,σ) is obtained from a subquiver (P, τ) ⊂ Q by extension if
Q• = P• ∪ {σ} and Q→ = P→ ∪ {α}
where tα = τ and hα = σ. Note that if such a P exists (in a rooted tree quiver), it is unique.
In any rooted tree quiver which is not an extension of a subquiver, in the above sense, there
exists a unique maximal collection of subquivers {Qi ( Q}i∈I such that Q is obtained by gluing
the Qi at their sinks: that is, Q =
⋃
iQi, and Qi ∩Qj = σ for i 6= j. In this case, we write
Q =
∐
i∈I
σ
Qi.
Each of these Qi is an extension of a unique subquiver Pi ( Qi. The notion of Q being glued from
any two subquivers P, S ⊂ Q at their sinks is similarly defined.
Many proofs in this paper will use induction on the number of vertices of (Q,σ). If there is
a unique arrow in Q whose head is σ, then Q is obtained from a quiver with fewer vertices by
extension; if there is more than one arrow with head σ, then Q is obtained by gluing two quivers P
and S at σ, each with fewer vertices than Q. Hence, to recursively define a construction depending
on Q, or to prove any property of Q by induction, we just need to start with the rooted tree quiver
with one vertex, and then show how to proceed for quivers obtained by extension or gluing. The
base case is usually trivial and will be omitted. In the gluing case, a priori a definition or property
could depend on the choice of P and S in Q. However, this will not be the case for any properties
or definitions of this paper, which can be easily seen in any particular case by working with the
unique maximal collection of Qi’s as in the definition of gluing above. So, for simplicity, in the
gluing case we will always use the setup of two subquivers P and S with it implicit that the result
does not depend on the choice of P and S used. In the course of such proofs, the notation above
will be assumed to be in place unless explicitly stated otherwise.
Our first task will be to establish a connection between the global rank functor of a rooted tree
quiver, and the global rank functors of its subquivers. The use of two functors EQ and MQ will
only be needed for a few technical lemmas, so their properties will not be reviewed in depth; the
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interested reader may see the paper [Kin08] for details. Briefly, for V ∈ Rep(Q), the functor
EQ : Rep(Q)→ Rep(Q)
gives the unique maximal epimorphic subrepresentation EQ(V ) ⊆ V , where a representation W ∈
Rep(Q) is said to be epimorphic when Wa is surjective for every arrow a ∈ Q→. Dually, MQ
gives the unique maximal quotient of V such that the maps at all arrows are injective. Then RQ
is defined as the image functor of the composition EQ →֒ idRep(Q) ։MQ.
Lemma 3. If (Q,σ) is a rooted tree quiver, then (MQV )σ = Vσ, and hence
rankQ V = (EQV )σ ⊆ Vσ.
Proof. For x ∈ Q•, denote by Vx→σ the linear map Vp for p the unique path from x to σ. Then
Wx :=
Vx
kerVx→σ
defines a monomorphic quotient representation of V . But any intermediate quotient V ։W ′ ։ W
is not monomorphic, because by definition of W there must be some path p such that W ′p has non-
trivial kernel. Hence MQV = W , and since Vσ→σ is the identity map, we get the first statement.
Then the second statement follows from the definition of rankQ V . 
If P ⊂ Q is a subquiver, and V ∈ Rep(Q), denote by V |P the restriction of V to P . The previous
lemma can be used to inductively construct global rank functors.
Lemma 4. If (Q,σ) is obtained by extension from (P, τ) via an arrow α, then the global rank
functor of Q can be calculated as
rankQ V = Vα(rankP (V |P ))
where we consider rankP (V |P ) ⊆ Vτ . If Q is obtained by gluing P and S, then we have
rankQ V = rankP (V |P ) ∩ rankS(V |S)
where the intersection is taken in Vσ = (V |P )σ = (V |S)σ.
Proof. Extension: Define an epimorphic subrepresentation E ⊆ V by
Ex =
{
EP (V |P )x x ∈ P•
Vα(Eτ ) x = σ
.
If M ⊆ V is any epimorphic subrepresentation, then we have an inclusion M |P ⊆ EP (V |P ) = E|P
by the universal property of EP , and the epimorphic property gives
Mσ ⊆ Vα(Mτ ) ⊆ Vα(Eτ ) = Eσ.
Hence any epimorphic subrepresentation M ⊆ V is contained in E, so we have E = EQV by the
universal property of EQ. Using Lemma 3, we get
rankQ V = (EQV )σ = Eσ = Vα(Eτ ) = Vα(EP (V |P )τ ) = Vα(rankP (V |P )).
Gluing: We want to show that rankQ V = Z, where
Z := rankP (V |P ) ∩ rankS(V |S).
By Lemma 3, we have rankQ V = (EQV )σ and Z = EP (V |P )σ ∩ ES(V |S)σ.
⊇: First we construct an epimorphic subrepresentation M ⊆ V such that Mσ = Z. Retaining
the notation Vx→σ from the previous lemma, define M by
Mx :=
{
(Vx→σ)
−1(Z) ∩ EP (V |P )x x ∈ P•
(Vx→σ)
−1(Z) ∩ ES(V |S)x x ∈ S•
.
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It is straightforward to check that M is an epimorphic subrepresentation of V , so M is contained
in EQV . Hence Z =Mσ ⊆ (EQV )σ = rankQ V .
⊆: The universal properties of EP and ES give
(EQV )|P ⊆ EP (V |P ) and (EQV )|S ⊆ ES(V |S)
so again using Lemma 3 we have
rankQ V = (EQV )σ ⊆ Z. 
Our goal is to construct as many distinct rank functors on Q as possible. We motivate the
general procedure with two examples.
Example 5. The three subspace quiver Q can be obtained from three A2 quivers
Q1 =
σ
1
?? Q2 =
σ
2
OO
Q3 =
σ
3
__????
by gluing them at their sinks.
Q =
σ
1
??
2
OO
3
__????
On each Qi, the global rank functor is just given on a representation V = Vi
Ai−→ Vσ by
rankQi(V ) = ImAi ⊆ Vσ,
and Fi(V ) = Vσ is another rank functor on Qi.
To any subset J ⊆ {1, 2, 3} and V ∈ Rep(Q), we can use the rank functors on the subquivers Qi
to get a vector space
rankJ(V ) =
⋂
j∈J
rankQj(V |Qj) ⊆ Vσ
and in fact this defines a rank functor on Q. This gives an ordering reversing correspondence
between the lattice of subsets of B3 = {1, 2, 3}, and a set of rank functors on Q, with the latter
ordered by inclusion of functors. But not only are these rank functors built from rank functors on
smaller quivers, the partial order on them also comes from these smaller quivers, in the following
sense. Let 2 = {0ˆ, 1ˆ} be ordered by 0ˆ < 1ˆ. If, for each i, we associate 0ˆ with Fi and 1ˆ with
rankQi , then the isomorphism of posets B3 ≃ 2 × 2 × 2 induces the ordering on rank functors of
Q by associating a product of elements on the right hand side with intersection of the associated
functors inside Vσ. The idea is illustrated by the following diagram.
Vσ
ImA1
(
66lllllllllllllll
ImA2
?
OO
ImA3
6
hhRRRRRRRRRRRRRRR
ImA1 ∩ ImA2
?
OO
(
66lllllllllllll
ImA1 ∩ ImA3
6
hhRRRRRRRRRRRRR (
66lllllllllllll
ImA2 ∩ ImA3
6
hhRRRRRRRRRRRRR
?
OO
ImA1 ∩ ImA2 ∩ ImA3
6
hhRRRRRRRRRRRRR
?
OO
(
66lllllllllllll
←→
Vσ
ImA1
?
OO
×
Vσ
ImA2
?
OO
×
Vσ
ImA3
?
OO
Figure 1.
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Example 6. Now write the three subspace quiver as P below, and let Q be the extension of P
from its sink.
P =
τ
1
??
2
OO
3
__???? Q =
1
''OO
OOO
O
2 // τ
α // σ
3
77oooooo
Given any rank functor rankJ on P from the previous example, the image functor
Vα(rankJ(V |P )) ⊆ Vσ
is a rank functor on Q. Now we make the simple observation that for any linear map between
vector spaces A : U →W , and two subspace X,Y ⊂ U , the containment A(X)∩A(Y ) ⊇ A(X ∩Y )
is not necessarily an equality. Thus, any collection of subsets {Ji} ⊆ B3 induces a rank functor on
Q given by
V 7→
⋂
i
Vα(rankJi(V |P )) ⊆ Vσ
which is not in general the image of any one rank functor on P . But because there are inclusions
among these rank functors, some collections will be redundant: for example, if any Ji = {1, 2, 3}
then the intersection simplifies to Vα(rank{1,2,3} V ), since this space is contained in Vα(rankJ ′ V )
for any J ′ ⊆ {1, 2, 3}. To avoid redundancy, we must consider collections of incomparable elements
of B3.
These two examples capture the essence of the combinatorics we will use to index a nice set of
rank functors on a given rooted tree quiver.
2.3. A combinatorial construction. Before undertaking an analysis of the rank functors on Q,
we introduce an auxiliary combinatorial framework which will organize the connection between
quivers over Q, rank functors on Q, and the representation ring of Q.
First, we recall some definitions which can be found in Stanley’s book [Sta97]. An (order) ideal
in a poset A is a subset I ⊆ A such that y ≤ x and x ∈ I implies that y ∈ I also. In particular, both
∅ and A are ideals of A. For any subset {x1, . . . , xn} ⊆ A, we denote by 〈x1, . . . , xn〉 the smallest
ideal of A containing all of the xi. The set of all order ideals in A is denoted by J(A), and is
partially ordered by inclusion. It is even a distributive lattice, with join operator ∨ corresponding
to union of ideals and meet operator ∧ corresponding to intersection of ideals. A map of posets
f : A → B induces a map f : J(A) → J(B) which sends an ideal I ⊆ A to the ideal generated by
the image f(I) ⊆ B. The product of two posets A and B is their usual product A × B as sets,
ordered by (x, y) ≤ (z, w) if and only if both x ≤ z and y ≤ w. If both A and B are distributive
lattices, then so is A × B with the meet and join operations carried out in each coordinate. We
will always consider A to be a sublattice of A×B via the inclusion
(2) A ≃ {(a, 0ˆ) | a ∈ A} ⊆ A×B,
and similarly for B. We denote the minimal and maximal elements of a finite lattice L by 0ˆ and 1ˆ,
respectively, using subscripts to clarify the role of L if necessary.
A set of pairwise incomparable elements {x1, . . . , xk} in a poset A is called an antichain in A.
The map
max: J(A)
∼
−→ {antichains in A}
sending an ideal of A to its set of maximal elements is a bijection between the set of ideals of A
and the set of antichains in A. The inverse associates to an antichain C the order ideal generated
by C.
Now we proceed to define, for each vertex x ∈ Q•, a finite, distributive lattice L
x
Q. If Q has a
single vertex σ, then LσQ is just the lattice with one element. For Q with more than one vertex, we
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define LxQ recursively. For any vertex x ∈ Q•, there is a unique maximal connected subquiver Q≥x
for which x is the sink. Its vertices are
(Q≥x)• := {y ∈ Q• | there exists a path from y to x}.
If x 6= σ, then we can assume that LxQ≥x is already defined, and we take
LxQ := L
x
Q≥x
.
If x = σ, then removing the vertex σ and all arrows attached to σ leaves a disjoint union of rooted
tree quivers (Qi, σi). We inductively define
LσQ :=
∏
i
J
(
LσiQi
)
.
In particular, when (Q,σ) is an extension of (P, τ), we have
LσQ = J(L
τ
P ),
and if Q is obtained by gluing subquivers P and S, then we have
LσQ = L
σ
P × L
σ
S .
We define the set LQ as the disjoint union
LQ :=
∐
x∈Q•
LxQ.
2.4. Reduced quivers over Q. Now for each M ∈ LxQ, we will construct a rooted tree quiver
(QM , σM ) and a map of directed graphs
cM : QM → Q
such that cM (σM ) = x (and hence c
−1
M (x) = {σM} since cM preserves heads and tails of arrows).
When Q has one vertex σ, the lattice LσQ has one element 1ˆ for which we define Q1ˆ = Q and
c1ˆ : Q
id
−→ Q.
If Q has more than one vertex, we make the definition recursively. For M ∈ LxQ such that x 6= σ,
we defined LxQ = L
x
Q≥x
, so we can assume that we already have (QM , cM ), a quiver over Q≥x, which
we regard as a quiver over Q via the inclusion
cM : QM → Q≥x ⊂ Q.
We use the same notation whether considering QM as a quiver over Q or Q≥x, with the context
making the target clear. For M ∈ LσQ, there are two cases. As always, we retain the notation from
§2.2.
Extension: Let M ∈ LσQ = J(L
τ
P ) be an order ideal. If M = ∅ is the empty ideal, then M = 0ˆ in
the lattice LσQ, and we take QM to have one vertex σM . Define cM : QM → Q to map this vertex
to σ. Now if M 6= ∅, let max(M) = {S1, · · · Sm} ⊂ L
τ
P . First suppose m = 1, and set S := S1. We
define (Q〈S〉, σ〈S〉) as the one point extension of (PS , τS), which we can assume is already defined.
There is a unique map c〈S〉 : Q〈S〉 → Q which extends cS : PS → P , necessarily sending σ〈S〉 to σ.
For the general casem ≥ 1, we have already rooted tree quivers (PSi , τi) and structure morphisms
cSi : PSi → P
for each i. Each of these gives
c〈Si〉 : Q〈Si〉 → Q
9
from the case m = 1. We form QM by gluing the collection {Q〈Si〉} at their sinks σ〈Si〉. This
induces a unique map
cM : QM → Q
which restricts to c〈Si〉 on each Q〈Si〉 ⊂ QM .
Gluing: Let M ∈ LσQ. In the gluing case, by definition we have L
σ
Q = L
σ
P × L
σ
S, so we can write
M = (X,Y ) for some X ∈ LσP and Y ∈ L
σ
S . To define (QM , cM ) recursively, we can assume that
we have
cX : PX → P and cY : SY → S
defined already. Then QM is given by gluing PX and SY at their sinks, and cM : QM → Q is the
unique map which restricts to cX and cY on PX and SY , respectively.
Definition 7. The quivers QM and structure maps cM : QM → Q constructed above for M ∈ LQ
are the reduced quivers over Q.
We will usually just refer to QM alone as a quiver over Q, with the structure map cM being
understood. Also, when M ∈ LσQ, we will sometimes employ a slight abuse of notation by denoting
the sink ofQM also as σ. This is unlikely to result in any confusion in the representation theory, since
by definition both (c∗MV )σM = Vσ and (cM∗W )σ =WσM for any V ∈ Rep(Q) and W ∈ Rep(QM ).
Let Λ
λ
−→ Q and Γ
γ
−→ Q be any rooted tree quivers over Q. A map of direct graphs f : Λ→ Γ is
a morphism of quivers over Q if it commutes with the structure maps, that is, if
Λ
λ 3
33
33
3
f //
	
Γ
γ



Q
is a commutative diagram of maps of directed graphs. We write f ∈ Hom↓Q(Λ,Γ). The following
lemma motivates our interest in morphisms between quivers over Q by relating them to rank
functors.
Lemma 8. Let Λ
λ
−→ Q and Γ
γ
−→ Q be rooted tree quivers over (Q,σ), and f ∈ Hom↓Q(Λ,Γ).
Assume that f, λ, γ are all root preserving, and call all of the root vertices of the quivers here σ for
simplicity. Then f induces an injective natural transformation f∗ : rankΓ◦ γ
∗ →֒ rankΛ◦λ
∗ such
that for any V ∈ Rep(Q) the diagram
(γ∗V )σ = (λ
∗V )σ = Vσ
rankΓ(γ
∗V ) 
f∗ //
(
55kkkkkkkkkkkkkk
rankΛ(λ
∗V )
?
OO
commutes.
Proof. By Theorem 1, there is a decomposition γ∗V ≃ U ⊕W for some subrepresentations U,W ⊆
γ∗V such that Uσ = rankΓ(γ
∗V ) and U ≃ I⊕dΓ . This gives a decomposition
λ∗V ≃ f∗γ∗V ≃ f∗U ⊕ f∗W
which, by additivity of rank functors, gives rankΛ(λ
∗V ) = rankΛ(f
∗U) ⊕ rankΛ(f
∗W ). Since
f∗U ≃ I⊕dΛ , this gives the inclusion
rankΛ(f
∗U) = (f∗U)σ = f
∗(Uσ) = f
∗(rankΓ(γ
∗V )) ⊆ rankΛ(λ
∗V ). 
For elements M,N of a poset A, we writeM ≺ N when N covers M in A, which is by definition
when M < N and there does not exist any Z ∈ A with M < Z < N .
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Proposition 9. There is an injective map of sets from LQ to the set of quivers over Q. Further-
more, if we fix a vertex x ∈ Q•, the following statements hold for any M,N ∈ L
x
Q.
(a) Reduced quivers over Q admit no nontrivial endomorphisms, i.e. Hom↓Q(QM , QM ) = {id}.
(b) For each cover relation M ≺ N , there exists a unique morphism Hom↓Q(QM , QN ) = {ρM,N}.
(c) If M  N , then Hom↓Q(QM , QN ) = ∅.
In particular, we have that
Hom↓Q(QM , QN ) 6= ∅ ⇐⇒ M ≤ N.
Proof. The map is given by sending M ∈ LQ to QM , which can inductively be seen to be injective
by gluing and extension. The three statements about morphisms will be verified by induction on
the number of vertices of Q. When x 6= σ, by definition QM and QN are also reduced quivers over
Q≥x ( Q, so the proposition holds by induction. So assume x = σ.
Extension: Let max(M) = {S1, . . . , Sm}. Then f ∈ Hom↓Q(QM , QM ) restricts to a morphism
f ∈ Hom↓P
( m∐
i=1
PSi ,
m∐
i=1
PSi
)
=
m∏
i=1
Hom↓P
(
PSi ,
m∐
i=1
PSi
)
over P . Since the Si are pairwise incomparable in L
τ
P , the induction hypothesis implies that
Hom↓P (PSi , PSj ) =
{
id i = j
∅ i 6= j
.
Hence f is the identity on
∐m
i=1 PSi , and f = idQM is the only way this can extend as a morphism
of quivers over Q.
For b), suppose that M ≺ N in LσQ = J(L
τ
P ), and let f ∈ Hom↓Q(QM , QN ). Then there exists
T ∈ LτP such that N =M ∪{T} as ideals in L
τ
P . First consider the case that M is a principal ideal,
say M = 〈S〉 for some S ∈ LτP , so that QM is the one point extension of PS from its sink. Since N
is an ideal, it must be that either T ≻ S or that T and S are incomparable. If T ≻ S, then by the
induction hypothesis we have a unique morphism PS
ρS,T
−−−→ PT of quivers over P , which must be
the restriction of f over P . Since N = M ∪ {T} = 〈T 〉, by construction QN is extended from PT ,
so f is uniquely determined as being the extension of ρS,T to a morphism QM → QN over Q. On
the other hand, if T and S are incomparable, then max(N) = {S, T} and so QN is glued from Q〈S〉
and Q〈T 〉. Now by considering the restriction of f over P again, the induction hypotheses implies
that f must be the inclusion QM = Q〈S〉 ⊆ QN .
Now if M is not principal, say max(M) = {S1, . . . , Sm}, then by definition QM is obtained by
gluing the Q〈Si〉 at their sinks, so to give a map from QM it is enough to define it on each Q〈Si〉 for
1 ≤ i ≤ m. But for each i, again we have either Si ≺ T or Si and T are incomparable. If Si ≺ T ,
then necessarily T ∈ max(N), so f must restrict to the unique map Q〈Si〉 → Q〈T 〉 ⊆ QN from the
principal case. If they are incomparable, then again Si ∈ max(N) and Q〈Si〉 is a subquiver of QN .
In this case f must restrict to the inclusion from Q〈Si〉 to QN .
Now suppose M  N , and let
max(M) = {S1, . . . , Sm} and max(N) = {T1, . . . , Tn}.
To be compatible with the structure maps, any morphism f : QM → QN over Q necessarily satisfies
f−1(σN ) = {σM}, hence would restrict to a morphism
f ∈ Hom↓P (
m∐
i=1
PSi ,
n∐
j=1
PTj )
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over P . But M  N implies that there exists some i such that Si  Tj for all j, so by in-
duction Hom↓P (PSi , PTj ) = ∅ for all j. Hence such an f does not exist over Q, and we get
Hom↓Q(QM , QN ) = ∅.
Gluing: We can write M = (X,Y ) and N = (Z,W ) for some X,Z ∈ LσP and Y,W ∈ L
σ
S .
By induction, we immediately get (a). For b), suppose M ≺ N and that f ∈ Hom↓Q(QM , QN ).
Then by switching P and S if necessary, we can assume that X ≺ Z and Y = W . Then by
induction f must restrict to the unique map PX
ρX,Z
−−−→ PZ over P , and over S to the identity on SY .
This defines ρM,N uniquely over Q. Now suppose M  N , so without loss of generality X  Z.
Any f ∈ Hom↓Q(QM , QN ) would restrict to some f ∈ Hom↓P (PX , PZ), but by induction such a
morphism does not exist. Hence there is no such f , and so Hom↓Q(QM , QN ) = ∅. 
2.5. Induced rank functors. For each M ∈ LxQ ⊂ LQ, we get a rank functor rankM on Q by
pulling back a representation along cM , then applying the global rank functor of QM :
rankM V := rankQM (c
∗
MV ) ⊆ Vx.
The vector space rankM V is naturally a subspace of Vx because Lemma 3 gives an inclusion
rankQM (c
∗
MV ) ⊆ (c
∗
MV )σM = VcM (σM ) = Vx.
We call these subspaces rank spaces of V , always considering them as subspaces of some appro-
priate Vx without explicit mention.
The inductive definition of LσQ, along with Lemma 4, provides the following inductive description
of rankM : suppose that removing σ from Q leaves a disjoint union of rooted trees (Qi, σi), so that
M = (Mi) for some ideals Mi ⊆ L
σi
Qi
. Let αi be the unique arrow from σi to σ. Then we have that
rankM V =
⋂
i
⋂
N∈max(Mi)
Vαi(rankN (V |Qi)).
Example 10. For each vertex x ∈ Q•, the reduced quiver Q0ˆx corresponding to the minimal
element 0ˆx ∈ L
x
Q is the inclusion of the vertex x as a subquiver of Q, and hence rank0ˆx(V ) =
Vx. For the maximal element 1ˆx, we get Q1ˆx = Q≥x and the structure map is inclusion, hence
rank1ˆx(V ) = rankQ≥x(V |Q≥x). In fact, Lemma 4 and induction imply that for every connected
subquiver P ⊆ Q, the rank functor rankP (applied to the restriction V |P ) appears among the
functors {rankM}M∈LQ .
The relations between induced rank functors given by Lemma 8 motivates the following definition.
Definition 11. Let f : (Q′, σ′) → Q be a quiver over Q. We will say that Q′
f
−→ Q is rank
equivalent to QM (for some M ∈ LQ) when there exist morphisms
QM
g
−→ Q′
h
−→ QM
as quivers over Q such that h ◦ g = idQM .
By Lemma 8, if Q′
f
−→ Q is rank equivalent to QM then it induces the same rank functor on Q:
rankQ′(f
∗(V )) = rankM V ⊆ Vf(σ′).
Furthermore, in such a rank equivalence g is injective on vertices and arrows, so the number of
arrows in QM is less than or equal to the number of arrows in Q
′, and if these numbers are equal
then g is an isomorphism of quivers over Q. This explains the terminology “reduced” quivers over
Q. Now to see that for any representation V , rank functors give an order reversing map from the
lattice LxQ to the collection of subspaces of Vx, partially ordered by inclusion.
Proposition 12. Let M,N ∈ LxQ and V ∈ Rep(Q). Then we have:
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(a) If N ≥M , then rankN V ⊆ rankM V as subspaces of Vx.
(b) Join in LxQ corresponds to intersection in Vx, i.e.
rankM∨N V = rankM V ∩ rankN V.
Proof. Part (a) follows from Proposition 9 and Lemma 8. Part (b) is proven by induction.
Extension: Considering M,N as ideals in LτP , let max(M) = {S1, . . . , Sm} and max(N) =
{T1, . . . , Tn}. Then we can apply Lemma 4, keeping in mind the gluing construction of QM and
QN , to get
rankM V ∩ rankN V =
(
m⋂
i=1
rank〈Si〉 V
)
∩
(
n⋂
i=1
rank〈Ti〉 V
)
.
By part (a), we only need to intersect over the maximal elements of LτP appearing here. Now since
〈S1, . . . , Sm〉 ∪ 〈T1, . . . , Tn〉 =M ∨N , we get that
rankM V ∩ rankN V =
⋂
A∈max(M∨N)
rank〈A〉 V = rankM∨N V.
Gluing: If we write M = (X,Y ) and N = (Z,W ) for some X,Z ∈ LσP and Y,W ∈ L
σ
S, then we
haveM∨N = (X∨Z, Y ∨W ), so the result follows from Lemma 4 and the induction hypothesis. 
Now we will see that the reduced quivers over Q constructed above give all possible rank functors
induced by pullback to a rooted tree.
Theorem 13. Let (Q,σ) be a rooted tree, and f : (Q′, σ′) → Q a rooted tree over Q. Then there
exists M ∈ LQ such that Q
′ f−→ Q is rank equivalent to QM .
Proof. The idea is to use induction with Lemma 4. When Q has one vertex, a representation of Q
is a vector space and the identity functor is the only rank functor on Q. If Q has more than one
vertex, assume that the proposition holds for any quiver with fewer vertices. By induction on the
number of vertices of Q, we can reduce to the case that f(σ′) = σ.
Extension: First, assume that Q′ is a one point extension of (P ′, τ ′) by an arrow α′, so f(σ′) = σ
implies that f(α′) = α and f(τ ′) = τ . The induction hypothesis gives S ∈ LτP and morphisms of
quivers over P
PS
g˜
−→ P ′
h˜
−→ PS
such that h˜ ◦ g˜ = id. These morphisms uniquely extend to maps Q〈S〉
g
−→ Q′
h
−→ Q〈S〉 over Q,
satisfying h ◦ g = id.
Now an arbitrary Q′ can be written as Q′ =
∐σ
i∈I Q
′
i, where each Q
′
i is a one point extension of
some (P ′i , τ
′
i). Using the previous case, for each i ∈ I we have Si ∈ L
τ
P and morphisms of quivers
over Q
Q〈Si〉
g˜i
−→ Q′i
h˜i−→ Q〈Si〉
such that h˜i ◦ g˜i = id. The elements {Si}i∈I generate an ideal M ⊆ L
τ
P which we claim corresponds
to the desired reduced quiver over Q. The ideal M has maximal elements max(M) = {Si}i∈J for
some (not necessarily unique) subset J ⊆ I. For i ∈ J , define ρi : Q〈Si〉
id
−→ Q〈Si〉. For i /∈ J we can
choose some (not necessarily unique) j(i) ∈ J such that Si ≤ Sj(i), and so by Proposition 9 there
exists a morphism ρi : Q〈Si〉 → Q〈Sj(i)〉 of quivers over Q. The collection {ρi}i∈I induces a map
ρ :
∐
i∈I
σ
Q〈Si〉 →
∐
i∈J
σ
Q〈Si〉 = QM
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of quivers over Q. Then we get a commutative diagram of quivers over Q
∐σ
i∈IQ〈Si〉
‘σ g˜i // Q′
‘σ h˜i //
$$I
II
II
II
II
I
∐σ
i∈IQ〈Si〉
ρ

QM
?
OO
id //
::uuuuuuuuuu
QM
with the lower triangle giving a rank equivalence between Q′ and QM .
Gluing: If Q is a gluing of P and S, then Q′ is a gluing of P ′ := f−1P and S′ := f−1S. By
restricting f , we see that P ′ and S′ are quivers over P and S, respectively. Then by the induction
hypothesis, we have X ∈ LσP and Y ∈ L
σ
S and morphisms
PX
g˜P−→ P ′
h˜P−−→ PX and SY
g˜S−→ S′
h˜S−→ PY
that satisfy h˜P ◦ g˜P = id and h˜S ◦ g˜S = id. These induce a rank equivalence between Q
′ and
QM = Q(X,Y ). 
This shows that there are only finitely many distinct rank functors on Q induced by global rank
functors of rooted trees over Q.
Example 14. Generalizing Example 5: let (Q,σ) be the n-subspace quiver, labeled as
σ
1
a1
77nnnnnnnnnnnnnn
2
a2
>>||||||||
· · · n
an
aaBBBBBBBB
.
Then LxQ has one element for x 6= σ, and L
σ
Q is the lattice Bn of subsets of {1, . . . , n}. The reduced
quivers over Q are exactly the connected subquivers of Q. The rank functor corresponding to
J ⊆ {1, . . . , n} sends V ∈ Rep(Q) to
rankJ V =
⋂
j∈J
ImVaj .
Example 15. Continuing with Q as in Example 6, we have that LτQ = L
τ
P = B3, and L
σ
Q = J(B3).
The Hasse diagrams (with smaller elements drawn towards the top) are illustrated in Figure 2 on
page 15. The elements of the lattices that have been labeled are those whose corresponding rank
functor is the global rank functor of some subquiver of Q. The label is then the set of vertices in
the corresponding subquiver.
It is interesting to note that the lattices LxQ are always self-dual, which follows easily from the
inductive definition.
3. Reduced Representations of Q
3.1. Construction and first properties. We turn our focus to studying a set of representations
of Q, also indexed by LQ, which are in some sense dual to the rank functors.
Definition 16. Let Q be a rooted tree quiver and M ∈ LxQ. Define a representation of Q by
ΩM := cM∗IQM
which will be called a reduced representation of Q.
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LτQ =
τ
vv
vv
vv
vv
v
HH
HH
HH
HH
H
1τ
GG
GG
GG
GG
G 2τ
ww
ww
ww
ww
w
GG
GG
GG
GG
G 3τ
ww
ww
ww
ww
w
12τ
GG
GG
GG
GG
G 13τ 23τ
ww
ww
ww
ww
w
123τ
LσQ =
σ
τσ
ss
ss
ss
ss
s
KK
KK
KK
KK
K
1τσ
JJ
JJ
JJ
JJ
JJ
2τσ
tt
tt
tt
tt
tt
JJ
JJ
JJ
JJ
JJ
3τσ
tt
tt
tt
tt
tt
•
XXXXX
XXXXX
XXXXX
XXXXX
XXXXX
XXXXX
X •
TTT
TTT
TTT
TTT
TTT
TTT
TT •
EE
EE
EE
EE
E
12τσ 13τσ 23τσ •
fffff
fffff
fffff
fffff
fffff
fffff
f
jjj
jjj
jjj
jjj
jjj
jjj
jj
yy
yy
yy
yy
y
•
KK
KK
KK
KK
KK
K •
ss
ss
ss
ss
ss
s
KK
KK
KK
KK
KK
K •
ss
ss
ss
ss
ss
s
•
KK
KK
KK
KK
KK
K • •
ss
ss
ss
ss
ss
s
•
123τσ
.
Figure 2.
Such a representation is by definition a tree module in the sense of [Rin98], defined over Z by
0-1 matrices. In general, let Q′
c
−→ Q be a quiver over Q, and {vy}y∈Q′• a vector space basis for
IQ′ such that (IQ′)a(vta) = vha for every arrow a of Q′. Then this gives the representation c∗IQ′ a
vector space basis {vy}y∈Q′• such that at each vertex x ∈ Q•, we have(
c∗IQ′
)
x
=
⊕
y∈c−1
M
(x)
Kvy.
We call such a basis {vy} a standard basis for c∗IQ′ .
It is natural to ask what kind of morphisms exist between these reduced representations. We
saw in Proposition 9 that the existence of morphisms between reduced quivers over Q, whose sinks
lie over a common vertex x ∈ Q•, correspond to relations in the poset L
x
Q. One might wonder if the
same phenomenon holds for reduced representations of Q, that is, if all homomorphisms between
reduced representations are induced from morphisms of quivers over Q. This is not exactly true.
The basic problem with this comes from homomorphisms which are 0 at x, the sink of their supports.
To get a nice correspondence we must “stabilize” the hom spaces, as defined below.
Definition 17. For M,N ∈ LxQ, the stable hom space between ΩM and ΩN is
HomQ(ΩM ,ΩN ) :=
HomQ(ΩM ,ΩN )
{f | fx = 0}
.
For a set S, let K〈S〉 denote the free vector space on the elements of S.
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Theorem 18. Let Λ
λ
−→ Q and Γ
γ
−→ Q be rooted tree quivers over Q. A root preserving map
f : Λ → Γ of quivers over Q induces a morphism f˜ : λ∗IΛ → γ∗IΓ in Rep(Q) such that f˜x 6= 0,
where x = λ(σΛ) = γ(σΓ). This gives, for M,N ∈ L
x
Q, a surjective map of vector spaces
K〈Hom↓Q(QM , QN )〉։ HomQ(ΩM ,ΩN ).
In particular, HomQ(ΩM ,ΩN ) 6= 0 if and only if M ≤ N .
Proof. Let {vy} and {wy} be standard bases for λ∗IΛ and γ∗IΓ, respectively. Define f˜(vy) := wf(y),
which gives a map of vector spaces from λ∗IΛ to γ∗IΓ. To see that this is a morphism of quiver
representations, suppose that a ∈ Q→ is an arrow in Q, and fix y ∈ λ
−1(ta). We need to show that
f˜ ◦ (λ∗IΛ)a(vy) = (γ∗IΓ)a ◦ f˜(vy).
The vertex ta is not a sink, so the assumption that f is root preserving implies that y is not a sink
either. Then since Λ is a rooted tree, there is a unique arrow b with tb = y. Then by definition, we
have f˜ ◦(λ∗IΛ)a(vy) = f˜(vhb) = wf(hb). On the other hand, f˜(vy) = wf(y) is by definition. Similarly
to the situation above, there is a unique arrow in Γ with tail f(y), and this arrow must be f(b) since
b has nowhere else to map to. The head of f(b) must be f(hb) since f is a map of directed graphs.
Hence we have (γ∗IΓ)a(wf(y)) = wf(hb), so f˜ is a map of quiver representations. To simplify the
notation, we will drop the tilde throughout the rest of proof. Since f is root preserving, it takes
the sink σΛ of Λ to the sink σΓ of Γ. Then fx(vσΛ) = wσΓ holds by definition, so fx is nonzero.
Now take Λ = QM and Γ = QN to be reduced quivers over Q, with {vy} and {wy} still standard
bases as above. We show that the induced map is surjective, by induction. Given f in the stable
hom space, choose a representative f ∈ HomQ(ΩM ,ΩN ) of f . Define κ ∈ K by fσ(vσ) = κwσ ,
which does not depend on the representative f chosen. We can assume κ 6= 0.
Extension: Let max(M) = {S1, . . . , Sm} and max(N) = {T1, . . . , Tn}. Then f restricts over P
to
f |P =
∑
ij
fij ∈ HomP

⊕
i
ΩSi ,
⊕
j
ΩTj


with each fij ∈ HomP (ΩSi ,ΩTj ). By induction, there exists for each pair (i, j) a collection
gkij ∈ Hom↓P (PSi , PTj ) 1 ≤ k ≤ d(i, j)
and scalars λkij ∈ K such that
fij =
d(i,j)∑
k=1
λkijg
k
ij.
Standard bases of ΩM and ΩN restrict to standard bases of each ΩSi and ΩTj . After normalizing
the maps induced by the gkij to be compatible with these standard bases at τ , we can assume that
(3)
∑
j
d(i,j)∑
k=1
λkij = κ.
We can identify Hom↓Q(QM , QN ) = Hom↓P (
∐
i PSi ,
∐
j PTj ), because any element of the right
hand side extends uniquely over the extending arrow α to a morphism on the left hand side. Thus,
we can give an element of Hom↓Q(QM , QN ) in terms of quivers over P by specifying an m-tuple
(j1, . . . , jm) with 1 ≤ ji ≤ n, and a sequence of ki’s with 1 ≤ ki ≤ d(i, ji)
(gk11j1 , . . . , g
km
mjm
) ∈ Hom↓Q(QM , QN ).
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We will show that
(4) f = κ1−m
∑
(j1,...,jm)
∑
(k1,...,km)
[(
m∏
i=1
λkiiji
)
(gk11j1 , . . . , g
km
mjm
)
]
where the first two sums are indexed as above. The key is to see that
(5)
∑
(j1,...,jm)
∑
(k1,...,km)
(
m∏
i=1
λkiiji
)
= κm
holds in the field K, which can be shown by an easy induction on m, using the assumption of
equation (3). Now over P , the map induced on representations by (gk11j1 , . . . , g
km
mjm
) restricts to the
sum ∑
i
gkiiji ∈ HomP

⊕
i
ΩSi ,
⊕
j
ΩTj

 .
Using this we can compute the coefficient of gcab in the restriction of the right hand side of equation
(4) to P . By factoring out λcab, which always appears when g
c
ab does, we get
κ1−mλcab
∑
(j1,...,jˆa,...,jm)
∑
(k1,...,kˆa,...,km)
∏
i 6=a
λkiiji = κ
1−mλcabκ
m−1 = λcab
where jˆa and kˆa mean to omit those indices. Then the next to last equality follows from equation (5).
Hence the right hand side of equation (4) agrees with f over P . But at σ, each map (gk11j1 , . . . , g
km
mjm
)
sends vσ to wσ, and so the right hand side of equation (4) maps vσ to
κ1−m
∑
(j1,...,jm)
∑
(k1,...,km)
(
m∏
i=1
λkiiji
)
wσ = κ
1−mκmwσ = κwσ
which agrees with f also. So equation (4) holds, expressing f as a linear combination of morphisms
induced by maps of quivers.
Gluing: Let M = (X,Y ) and N = (Z,W ). By induction, we can write
f |P =
∑
i
λigi f |S =
∑
j
µjhj λi, µj ∈ K
for some collection of gi ∈ Hom↓P (PX , PZ) and hj ∈ Hom↓S(SY , SW ). Note that, since each gi and
hj sends vσ to wσ, we have that ∑
i
λi =
∑
j
µj = κ
in order for the restrictions over P and S to be equal at σ. Let
(gi, hj) ∈ Hom↓Q(QM , QN ) = Hom↓P (PX , PZ)×Hom↓S(SY , SW )
be the morphism of quivers over Q defined by gi over P and hj over S. Then it is straightforward
to check that
f = κ−1
∑
ij
λiµj(gi, hj)
which completes the proof. 
One may note the similarity in spirit of this theorem to a theorem of Crawley-Boevey [CB89] on
morphisms between tree modules over zero-relation algebras. As a corollary, we get an alternative
characterization of reduced quivers over Q.
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Corollary 19. If Q′
c
−→ Q is a rooted tree quiver over (Q,σ), then c∗IQ′ is indecomposable if and
only if Q′ is a reduced quiver over Q. Thus, the reduced representations ΩM are indecomposable
and pairwise non-isomorphic.
Proof. Suppose that Q′
c
−→ Q is not reduced. Then by Theorem 13, there is some M ∈ LQ and
there are maps QM
g
−→ Q′
h
−→ QM of quivers over Q such that h ◦ g = id. By Theorem 18, this
induces ΩM
g˜
−→ c∗IQ′
h˜
−→ ΩM such that h˜ ◦ g˜ = id, and so ΩM is a direct summand of c∗(IQ′).
Now suppose that Q′ = QM is reduced. To prove that ΩM is indecomposable, we use induction
and the theorem.
Extension: Let max(M) = {S1, . . . , Sm}. If ΩM ≃ V ⊕W for some subrepresentations V,W ⊆
ΩM , then since dimK(ΩM )σ = 1, without loss of generality we can assumeWσ = 0. By construction,
there is a decomposition ΩM |P ≃
⊕m
i=1 Ui for some subrepresentations Ui ≃ ΩSi , and by the
induction hypothesis each of these summands is indecomposable. Using a standard basis for ΩM ,
we can even take these Ui such that (ΩM )α((Ui)τ ) 6= 0 for all i. But using the decomposition
ΩM ≃ V ⊕W , and the fact that the indecomposable summands are uniquely determined, we can
also find a decomposition ΩM |P ≃
⊕
iXi for some subrepresentations Xi ≃ ΩSi , such that (after
perhaps renumbering) Xi ⊆ V |P for 1 ≤ i ≤ k, and Xi ⊆W |P for k + 1 ≤ i ≤ m.
Then an isomorphism ΩM ≃ V ⊕W would give a commutative diagram⊕
i(Ui)τ
A //
B

K
C
⊕
i(Xi)τ
D // K
over the extending arrow α such that both vertical maps are isomorphisms. The theorem implies
that, since the elements of {S1, . . . , Sm} are pairwise incomparable,
HomP (ΩSi ,ΩSj ) =
{
K i = j
0 i 6= j
.
Hence the matrix giving B is diagonal, say with entries λi. But since W is a direct summand
and Wσ = 0, we get D ◦ B ((Uk+1)τ ) = D ((Xk+1)τ ) = 0, whereas C ◦ A ((Uk+1)τ ) = C (K) = K.
Since the diagram is supposed to commute, this is a contradiction; hence no nontrivial direct sum
decomposition of ΩM exists.
Gluing: If ΩM ≃ V ⊕ W is a nontrivial decomposition, then it must restrict to a nontrivial
decomposition over either P or S. But ΩM restricts to some reduced representation on both P
and S, which by induction is indecomposable. Hence ΩM has no nontrivial decomposition. Now
pairwise non-isomorphic follows since HomQ(ΩM ,ΩN ) 6= 0 implies that HomQ(ΩN ,ΩM ) = 0 for
M 6= N . 
3.2. Combinatorial adjunctions and reduced representations. Our goal is to gain some
understanding of the structure of the representation ring R(Q) through the representation rings
R(QM ). We have seen that the order relations in the lattices L
σ
Q encode a lot of information about
morphisms between quivers over Q, and morphisms between the reduced representations of Q. So
in order to connect the representation theory of Q and QM , it is natural to seek some combinatorial
connection between the lattices LσQ and L
σ
QM
. Summarily, we will see that for any M ∈ LσQ, there
is an adjunction (sometimes called a Galois connection) between the lattices LσQM and L
σ
Q. Simply
put, an adjunction is a pair of maps
A
λ //
B
ρ
oo
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between posets A and B, such that
a ≤ ρ(b) ⇐⇒ λ(a) ≤ b
holds for all a ∈ A, b ∈ B. We say that (λ, ρ) are an adjoint pair with λ the lower adjoint, and
ρ the upper adjoint. The following proposition extracts from [EKMS93, Prop. 3,4] a summary of
what we’ll need to use from the theory of adjunctions.
Proposition 20. Suppose λ : A → B is any order preserving map between finite lattices. If λ
preserves joins, then it has a unique upper adjoint given by
(6) ρ(b) = max{a ∈ A | λ(a) ≤ b}
which, furthermore, preserves meets.
Now fix M ∈ LσQ. Then for any A ∈ L
σ
QM
, the composition of structure maps
(QM )A
cA−→ QM
cM−−→ Q
gives a quiver over Q. By Theorem 13, this quiver over Q is rank equivalent to a unique reduced
quiver over Q, which we’ll denote by Qpi∗(A). This gives a map of sets
π∗ : L
σ
QM → L
σ
Q
such that
rankpi∗(A) = rankA◦ c
∗
M
for A ∈ LσQM .
Proposition 21. Let (Q,σ) be a rooted tree quiver and M ∈ LσQ. Then there is an adjunction
LσQM
pi∗ // LσQ
pi∗
oo .
Proof. To simplify the notation, let c := cM , L
′ := LσQM , and L := L
σ
Q. If A ≤ B in L
′, then
there exists a map ρ : (QM )A → (QM )B of quivers over QM , by Proposition 9. Composing with
the structure map c gives a map between them as quivers over Q, so using the definition of rank
equivalence we get a sequence of maps over Q
Qpi∗(A) → (QM )A
ρ
−→ (QM )B → Qpi∗(B)
and hence π∗(B) ≥ π∗(A). So π∗ is order preserving. Now we can simply calculate
rankpi∗(A∨B) = rankA∨B◦ c
∗ = rankA◦ c
∗ ∩ rankB◦ c
∗ = rankpi∗(A) ∩ rankpi∗(B) = rankpi∗(A)∨pi∗(B)
which shows that π∗ preserves the join operation. By Proposition 20,
π∗(N) = max{A | π∗(A) ≤ N}
is the upper adjoint to π∗. 
One can show that (QM )pi∗(N) is the fiber product of QN and QM over Q. This fact won’t be
proven, however, since it won’t be needed in the paper. Now in order to use this adjunction to
inductively study the representation theory of Q, we need show that it is compatible with gluing
and extension in an appropriate sense.
Lemma 22. Fix M ∈ LσQ and let (π∗, π
∗) be the adjunction of Proposition 21. Suppose Q is
obtained from P by extension, and that max(M) = {S1, . . . , Sm} ⊆ L
τ
P . For each 1 ≤ i ≤ m,
19
let (πi∗, π
∗
i ) be the adjunction of Proposition 21 corresponding to (P, τ) and Si. Then, if we write
A ∈ LσQM as a product of ideals (A1, . . . , Am) ∈
∏m
i=1J(L
τ
PSi
), we have
(7) π∗(A) =
m⋃
i=1
πi∗(Ai)
(on the right hand side πi∗ is the induced map on ideals as in §2.3). Similarly, for N ∈ L
σ
Q we get
(8) π∗(N) = (π∗1(N), . . . , π
∗
m(N))
where N is considered as an ideal of LτP on the right hand side.
When Q is glued together from P and S, and we write M = (X,Y ) ∈ LσP × L
σ
S, then we
have adjunctions (πP∗ , π
∗
P ) and (π
S
∗ , π
∗
S) over P and S, respectively. In this case, for (A,B) ∈
LσPX × L
σ
SY
= LσQM we have
(9) π∗((A,B)) = (π
P
∗ (A), π
S
∗ (B)),
and similarly, for N = (Z,W ) we find
(10) π∗(N) = (π∗P (Z), π
∗
S(W )).
Proof. As usual, we proceed by induction, retaining the notation from the statement of the lemma.
Extension: First consider the case that M = 〈S〉 is principal, so QM is a one point exten-
sion of (PS , τ), and L
σ
QM
= J(LτPS ). For any principal ideal 〈T 〉 ⊆ L
τ
PS
, we know rank〈T 〉 V =
Vα(rankT V |PS) from Lemma 4, so we can simply compute
rankpi∗(〈T 〉) V = rank〈T 〉(c
∗
MV ) = Vα(rankT (c
∗
S(V |P ))) = Vα(rankpi1∗(T )(V |P )) = rank〈pi1∗(T )〉 V
which shows that π∗(〈T 〉) = 〈π
1
∗(T )〉. We know that π∗ commutes with join and π
P
∗ commutes
with union of ideals, and these two operations correspond with one another in the identification
LσQ = J(L
τ
P ). Thus equation (7) holds for an arbitrary element of L
σ
QM
when M is principal.
In general, suppose that max(M) = {S1, . . . , Sm}, so we have the identification
LσQM =
m∏
i=1
LσQ〈Si〉
.
Under natural embeddings LσQ〈Si〉
→֒ LσQM of (2), every element of L
σ
QM
can be written as a join
of elements in the images of these, so again the correspondence between join and union shows that
equation (7) holds in general.
Gluing: For any (A,B) ∈ LσQM = L
σ
PX
× LσSY , we can compute
rankpi∗(A,B) = rank(A,B)◦ c
∗ = rankA◦ c
∗|P∩rankB◦ c
∗|S = rankpiP∗ (A) ∩ rankpiS∗ (B) = rank(piP∗ (A),piS∗ (B))
which shows that (πP∗ (A), π
S
∗ (B)) = π∗(A,B).
A routine argument using uniqueness of upper adjoints from Proposition 20 gives the formulas
for π∗. 
In light of this discussion, we will often omit notation indicating what base quiver an adjunction
is over, letting the context make it clear. We use this compatibility to inductively prove some
combinatorial properties of such an adjunction. Recall that a coatom of a finite lattice is an
element immediately preceding 1ˆ, that is, an element that 1ˆ covers.
Lemma 23. The maps π∗ and π
∗ of Proposition 21 have the following properties:
(a) π∗(1ˆ) =M and π
∗(M) = 1ˆ,
(b) π∗(N) = π∗(M ∧N) and π∗ ◦ π
∗(N) =M ∧N ,
(c) they restrict to inverse bijections between the sets of coatoms of LσQM and 〈M〉.
20
Proof. By definition of rankM , we have that π∗(1ˆ) =M . Then the expression for an upper adjoint
in equation (6) implies that π∗(M) = 1ˆ, and from the last statement of the same proposition we
get
π∗(N) = π∗(N) ∧ 1ˆ = π∗(N) ∧ π∗(M) = π∗(M ∧N).
To see that π∗ ◦ π
∗(N) =M ∧N , we proceed by induction using Lemma 22, retaining the notation
from the statement of the lemma.
Extension: In this case, the induction hypothesis implies that πi∗ ◦π
∗
i (T ) = Si∧T for T ∈ L
τ
P , so
the induced map on ideals sends N ∈ LσQ to 〈Si〉 ∧N . Then applying equations (7) and (8) gives
π∗ ◦ π
∗(N) =
m⋃
i=1
πi∗ ◦ π
∗
i (N) =
m⋃
i=1
〈Si〉 ∧N =M ∧N.
Gluing: By the induction hypothesis, πP∗ ◦ π
∗
P (Z) = X ∧ Z, and similarly over S. So applying
equations (9) and (10) to N = (Z,W ) gives
π∗ ◦ π
∗(N) = π∗ ((π
∗
P (Z), π
∗
S(W ))) = (π
P
∗ ◦ π
∗
P (Z), π
S
∗ ◦ π
∗
S(W ))
= (X ∧ Z, Y ∧W ) = (X,Y ) ∧ (Z,W ) =M ∧N.
The third item is proven by induction.
Extension: Let max(M) = {S1, . . . , Sm}, so that the coatoms of 〈M〉 are the ideals
Ij =M \ {Sj}
obtained by removing one maximal element from 〈M〉. The coatoms of
∏
i J(L
τi
PSi
) are of the form
(1ˆ, . . . , 1ˆ, Ci, 1ˆ, . . . , 1ˆ), where Ci := L
τi
PSi
\{1ˆ} is the unique coatom of J(LτiPSi
). The formulas of the
previous lemma, along with the previous two items of this lemma, give the desired bijection.
Gluing: If M = (X,Y ), then 〈M〉 = 〈X〉 × 〈Y 〉, and the coatoms of 〈M〉 are of the form (C, Y )
and (X,C) with C a coatom of LσP or L
σ
S as appropriate. The coatoms of L
σ
QM
are of the form
(C ′, 1ˆ) or (1ˆ, C ′), where C ′ is a coatom of LσPX or L
σ
PY
. If we assume that the lemma holds over P
and S, by induction, then the compatibility of π∗ and π∗ with gluing implies the lemma for Q. 
With these facts in hand, we can realize this combinatorial adjunction in a representation theo-
retic setting. A technical lemma will clean up the proof of the theorem giving this realization; first
we recall another notion from combinatorics which will be necessary for the lemma. A quasi-order
on a set X is a binary relation  which is both reflexive and transitive. That is, x  x for every
x ∈ X and if x  y and y  z, then x  z. A quasi-order for which x  y  x implies that x = y is
precisely the definition of a partial-order. So, defining an equivalence relation on a quasi-ordered
set X by
x ∼ y ⇐⇒ x  y  x
induces a natural partial-order the set of ∼-equivalence classes in X.
Lemma 24. Suppose that the rooted tree quiver (Q,σ) is obtained from (P, τ) by extension along
an arrow τ
α
−→ σ, and that V ∈ Rep(Q) is a representation of Q with dimK Vσ = 1. Assume that the
restriction of V to P decomposes as V |P ≃
⊕
i∈I Ui ⊕ U˜ for some subrepresentations Ui, U˜ ⊂ V |P ,
with dimK(Ui)τ = 1 and dimK U˜τ = 0. Furthermore, assume that Vα restricts to an isomorphism
Vα : (Ui)τ
∼
−→ Vσ
on each summand Ui.
The set {Ui} is quasi-ordered by the relation
Ui  Uj ⇐⇒ there exists f : Ui → Uj such that fτ 6= 0
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which induces an equivalence relation ∼ on {Ui} as described above. Let J ⊆ I be such that {Uj}j∈J
contains exactly one element of each maximal equivalence class, with respect to the induced partial
order.
Then V has a direct sum decomposition V ≃ X ⊕ Y , with
X|P ≃
⊕
j∈J
Uj and Xσ = Vσ
(and hence Yσ = 0).
Proof. Fix a basis {ui} of Vτ such that each ui ∈ Ui, and Vα(ui) = Vα(uj) for all i, j (for instance,
fix a nonzero vσ ∈ Vσ and set each ui to be the preimage of vσ in Ui). Then for each i /∈ J , there
exists some (not necessarily unique) j(i) ∈ J and fi ∈ HomP (Ui, Uj(i)) with (fi)τ 6= 0. Multiplying
by a scalar, if necessary, we can assume fi(ui) = uj(i). Now define
ϕ := id−
∑
i/∈J
fi ∈ EndP
(⊕
i∈I
Ui
)
so that fi(Uj) = 0 for all i /∈ J and j ∈ J . Then ϕ restricts to the identity on the subrepresentation⊕
j∈J Uj ⊂ V |P , hence ϕ splits the inclusion of these summands. Furthermore, kerϕ ≃
⊕
i/∈J Ui ∈
Rep(P ) by the Krull-Schmidt theorem. Since (kerϕ)τ is generated by
{ui − uj(i) | i /∈ J} ⊂ ker Vα,
the subrepresentation kerϕ extends by 0 to a representation Y of Q satisfying the conclusion of
the theorem. 
Theorem 25. Let M ∈ LσQ and define c := cM . Let (π∗, π
∗) be the corresponding adjunction of
Proposition 21. Then for any N ∈ LσQ, we have
c∗ΩN ≃ Ωpi∗N ⊕ U
where U is a direct sum of reduced representations of QM such that σ /∈ suppU . Similarly, for
A ∈ LσQM we have
c∗ΩA ≃ Ωpi∗A ⊕ U
′
with U ′ a direct sum of reduced representations of Q and σ /∈ suppU .
Proof. The proof is by induction on the number of vertices of Q.
Extension: First consider the case that M = 〈S〉 is principal, so QM is a one point extension of
(PS , τ), and there is an adjunction
LτPS
pi∗ // LτP
pi∗
oo .
Let max(N) = {T1, . . . , Tn} ⊂ L
τ
P , so by the induction hypothesis we get
c∗ΩN |PS = c
∗
S
(
n⊕
i=1
ΩTi
)
≃
n⊕
i=1
Ωpi∗(Ti) ⊕ U˜
with U˜ a direct sum of reduced representations of PS , and τ /∈ supp U˜ by dimension count. Since
(c∗ΩN )α = (ΩN )α restricts to an isomorphism on each summand Ωpi∗(Ti), the representation c
∗ΩN
with the decomposition above satisfies the hypothesis of the previous lemma. By Theorem 18, a
maximal subset of {Ωpi∗(Ti)} (with respect to the ordering in the previous lemma) is given by taking
those representations indexed by the set of maximal elements of {π∗(Ti)}. Then the lemma gives
a direct sum decomposition
c∗ΩN ≃W ⊕ U
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with U a direct sum of reduced representations, Uσ = 0, and W |P ≃
⊕
Ωpi∗(Ti), the sum taken
over maximal elements of {π∗(T1), . . . , π
∗(Tn)}. By construction of the reduced representations,
W ≃ ΩN˜ , where N˜ := 〈π
∗(T1), . . . , π
∗(Tn)〉. The compatibility of π
∗ with extension from Lemma
22 then gives that N˜ = π∗(N).
For a general M , say with max(M) = {S1, . . . , Sm}, we have adjunctions
LτiPSi
pii∗ // LτP
pi∗i
oo
and by the case above we know that c∗ΩN |Q〈Si〉 ≃ Ωpi
∗
i (N)
⊕ Ui, with Ui a direct sum of reduced
representations. But, since Q =
∐σ
i Q〈Si〉, taking U :=
⊕
Ui we get
c∗ΩN ≃ Ω(pi∗1(N),...,pi∗m(N)) ⊕ U = Ωpi∗(N) ⊕ U
where the last equality follows from the compatibility of π∗ with gluing.
The proof for pushforward is similar, and σ is not in the support of U by dimension count.
Gluing: Write M = (X,Y ) and N = (Z,W ) in LσQ = L
σ
P × L
σ
S . Over P , we have an adjunction
LσPX
pi∗ // LσP
pi∗
oo .
By the induction hypothesis, we have
c∗ΩN |PX = c
∗
XΩZ ≃ Ωpi∗(Z) ⊕ UP and c
∗ΩN |SY = c
∗
Y ΩW ≃ Ωpi∗(W ) ⊕ US .
Since σ /∈ suppUP ∪ suppUS by dimension reasons, if we set U := UP ⊕ US we get that
c∗ΩN ≃ Ω(pi∗(Z),pi∗(W )) ⊕ U = Ωpi∗(N) ⊕ U.
The proof for pushforward is similar, and σ /∈ suppU ′ by dimension reasons again. 
The following lemma, valid for any quiver Q (not just rooted trees), gives an essential connection
between the tensor product in Rep(Q) and quivers over Q.
Lemma 26. Let Q be any quiver, c : Q′ → Q any quiver over Q, and V ∈ Rep(Q). Then there is
an isomorphism (
c∗IQ′
)
⊗ V ∼= c∗c
∗V.
Proof. For each y ∈ Q• we have an isomorphism of vector spaces
(
c∗IQ′ ⊗ V
)
y
=

 ⊕
x∈c−1y
Ix

⊗ Vy ∼= ⊕
x∈c−1y
Vy =
⊕
x∈c−1y
(c∗V )x = (c∗c
∗V )y
such that for each arrow a ∈ Q→, the maps over a are identified under this isomorphism:(
c∗IQ′ ⊗ V
)
a
=
∑
b∈c−1a
Ib ⊗ Va =
∑
b∈c−1a
Ib ⊗ (c
∗V )b =
∑
b∈c−1a
(c∗V )b = (c∗c
∗V )a. 
This lemma allows us to compute the tensor product of reduced representations as a corollary
of the theorem.
Corollary 27. For M,N ∈ LxQ, there is an isomorphism
ΩM ⊗ ΩN ≃ ΩM∧N ⊕ U
where U is a direct sum of reduced representations without x in its support.
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Proof. Let c := cM , so that by Theorem 25 and Lemma 26, we have
ΩM ⊗ ΩN ≃ c∗c
∗(ΩN ) ≃ c∗(Ωpi∗N ⊕ U
′) ≃ Ωpi∗(pi∗(N)) ⊕ c∗U
′ = ΩM∧N ⊕ U
with the last equality following from Lemma 23. That U is a direct sum of reduced representations
also follows from Theorem 25, and x cannot be in the support of U because the other three
representations appearing in the formula have dimension one at x. 
For M ∈ LxQ, define the corresponding rank function on V ∈ Rep(Q) by
rM (V ) := dimK(rankM V ) ∈ Z≥0.
Corollary 28. Evaluation of rank functions on reduced representations is given by the zeta function
of LxQ. That is, for M,N ∈ L
x
Q, we have
rM (ΩN ) = ζ(M,N) :=
{
1 M ≤ N
0 otherwise
.
Proof. From Theorem 1, rM (ΩN ) counts the number of direct summands of c
∗
MΩN which are
isomorphic to IQM . By Theorem 25, this number is nonzero if and only if π
∗(N) = 1ˆ, which is if
and only if M ≤ N by Lemma 23. This number can be at most 1 since dimK(ΩN )σ = 1. 
This corollary strengthens part (a) of Proposition 12 to: “N ≥ M in LxQ if and only if there is
an inclusion of functors rankN ⊆ rankM”.
Remark 29. With a little more work, the previous corollary can be extended to show that the
relation over LQ given by
M ≤ N ⇐⇒ rM (ΩN ) 6= 0
for all M,N ∈ LQ is a partial ordering. This partial order on all of LQ can also be obtained in
a purely combinatorial way, without reference to rank functors or representations, by “patching
together” the lattices LxQ. More precisely, we start with the partial order on LQ inherited from its
definition as the disjoint union of all LxQ, and add certain relations for each arrow of Q as follows.
Let a be an arrow of Q. By construction, we have an inclusion
J(LtaQ ) ⊆ L
ha
Q ⊆ LQ.
Then for every S ∈ LtaQ , we add the relation S ≤ 〈S〉 in LQ, and refine the inherited partial order
on LQ to include these additional relations. Then the cover relations in this partial ordering of
LQ correspond to more morphisms between rank functors and between reduced representations.
However, LQ is not a lattice if Q has more than one vertex, and most of our correspondences
between combinatorial properties of LQ and representation theoretic statements do not generalize
as neatly as Corollary 28. It is much easier to work with the individual lattices LxQ, and this
ordering on the entire set LQ will not be needed in any proofs in this paper; hence we omit formal
proofs of the statements in this remark.
4. The Representation Ring
We now have enough tools to start an analysis of the representation ring of a rooted tree quiver.
The representation ring R(Q) of a quiver Q (cf. [Kin08, §3]) is defined as the free abelian group
on the isomorphism classes of representations of Q, modulo the subgroup generated by elements
[V ]+ [W ]− [V ⊕W ]. By the Krull-Schmidt theorem [ASS06, Thm. I.4.10], R(Q) is freely generated
by indecomposable representations. Multiplication is given by [V ][W ] = [V ⊗ W ], so R(Q) is
commutative with identity [IQ].
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4.1. The Support Algebra of a Quiver. In this subsection, Q can be any quiver, possibly
disconnected or with oriented cycles and parallel arrows. The set S of connected subquivers
of Q is partially ordered by inclusion. We will show that the Mo¨bius algebra of S over Z is
naturally a subalgebra of the representation ring of Q, decomposing R(Q) into a product of rings.
This generalizes some results of [Her09, §3], while at the same time putting them in a natural
combinatorial setting.
TheMo¨bius algebra (over Z) of a poset P (cf. [Gre73]), written A(P,Z), is defined as the free
Z-module on the elements of P , with multiplication of two of these basis elements x, y ∈ P given
by
(11) x · y :=
∑
s∈P

 ∑
s≤t≤x,y
µ(s, t)

 s
where µ is the Mo¨bius function of P . In case the meet of x and y exists, this simplifies to x·y = x∧y,
so if P is a meet semi-lattice then A(P,Z) is just Z[L;∧], the semi-group ring of L with respect to
the meet operator. The multiplication defined in (11) is precisely the structure that gives a Z-basis
for A(P,Z) of orthogonal idempotents
δx :=
∑
y≤x
µ(y, x)y x ∈ P
via Mo¨bius inversion. The original basis elements can be recovered as y =
∑
x≤y δx.
The poset S is a meet semi-lattice if and only if Q is a tree. When Q is not a tree, we can still
view the multiplication in A := A(S ,Z) in a more intuitive way than one might expect from the
expression in (11). Given P, S ∈ S , let {Mi} be the set of maximal connected subquivers (i.e.,
the connected components) of P ∩ S. If U is connected and contained in both P and S, then U is
contained in some unique Mi. Furthermore, any connected T containing U but also contained in
both P and S will itself also be contained in Mi. In other words, for each U ≤ P, S there exists a
unique i such that
{T ∈ S | U ≤ T ≤ P, S} = {T ∈ S | U ≤ T ≤Mi}.
So the bracketed sum in equation (11) can be computed for P, S ∈ S to be
∑
U≤T≤P,S
µ(U, T ) =
∑
U≤T≤Mi
µ(U, T ) =
{
1 U =Mi
0 U 6=Mi
using the standard property of the Mo¨bius function (cf. [Sta97, § 3.7]). Hence, the product of two
connected subquivers in A is the sum of the connected components of their intersection P ∩ S:
P · S =
∑
i
Mi.
There is an injective map φ : S → R(Q) given by φ(P ) = IP . Since each P ∈ S is connected, IP
is indecomposable, so the image of φ is a set of Z-linearly independent elements of R(Q). Hence φ
uniquely extends to map of Z-modules φ˜ : A →֒ R(Q). From the definition of quiver tensor product,
it is easy to see that
IP ⊗ IS =
⊕
i
IMi
where again {Mi} is the set of connected components of P ∩ S. This shows that φ˜ is a ring
homomorphism, so we can regard A as a subalgebra of R(Q) by identifying a connected subquiver
of Q with the identity representation of that subquiver.
Definition 30. We call A(S ,Z) (or its natural image in R(Q)) the support algebra of Q.
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In particular, we can define for each P ∈ S an element
eP :=
∑
P ′≤P
µ(P ′, P )IP ′
of the support algebra such that IP =
∑
P ′≤P eP ′ , and {eP }P∈S is a set of orthogonal idempotents
in R(Q). From this discussion, and the fact that orthogonal idempotents give a direct product
decomposition of a ring, the following proposition is immediate.
Proposition 31. For any quiver Q, the support algebra gives a decomposition of R(Q) into a
product of rings
R(Q) ∼=
∏
P∈S
ePR(Q)
called the decomposition of R(Q) by supports.
The next proposition gives a first entry in the dictionary between R(Q) and Rep(Q).
Proposition 32. For a connected subquiver Q′ ⊆ Q, the following hold:
(a) For any V ∈ Rep(Q), we have that Q′ * suppV implies eQ′V = 0.
(b) The set of images {eQ′V } freely generates eQ′R(Q) as a Z-module, where V ranges over iso-
morphism classes of indecomposable representations with support exactly Q′. In particular, if
V is indecomposable and suppV = Q′, then eQ′V 6= 0.
Proof. (a) Let P := suppV , so we have that V = IPV =
∑
P ′≤P eP ′V . Then
eQ′V = eQ′IPV =
{
eQ′V Q
′ ⊆ P
0 Q′ * P
by orthogonality.
(b) This part reduces to the case Q′ = Q by induction on the number of vertices of Q.
Since R(Q) is generated as a Z-module by indecomposable representations, the images of the
indecomposables generate the factor ring eQR(Q). But if suppV + Q (i.e. suppV 6= Q since
Q is the maximal subquiver of itself), then eQV = 0 by (a), so in fact eQR(Q) is generated by
the images of indecomposables with support exactly Q.
Now suppose there is a relation ∑
i
nieQVi = 0
where {Vi} are pairwise non-isomorphic indecomposables with suppVi = Q and ni ∈ Z. Then
substituting the expression
eQ = IQ +
∑
P<Q
µ(P,Q)IP
and using that IQVi = Vi for all i, we would get∑
i
niVi = −
∑
i
∑
P<Q
niµ(P,Q)IPVi.
Every term IPVi on the right hand side has support smaller than Q, and the terms on the left
hand side are indecomposable with support Q. Since indecomposables freely generate R(Q) by
definition, it must be that each ni = 0. 
It should be noted again that idea of giving an orthogonal decomposition of R(Q) in order to
simplify inductive proofs is due to Herschend, and that some parts of the above propositions appear
in the work cited above, under additional assumptions (e.g. Q is a tree, Q is Dynkin).
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4.2. A finer notion of support. Now suppose that (Q,σ) is a rooted tree quiver, and let R :=
R(Q) be the representation ring of Q. We will use the reduced representations ΩM and lattices L
x
Q
to further decompose each factor ePR. The main result of the paper will be that, after this, no
further decomposition is possible. More precisely, we will show that LQ indexes a complete set of
orthogonal idempotents in R.
In the remainder of the paper, we will simplify some of the constructions and proofs by ignoring
direct summands of representations which don’t have σ in their support, assuming that we know
about these summands by some induction. Working in an appropriate factor ring of R is the
technical tool that allows us to do this rigorously. Writing Sσ := {P ⊆ Q | σ ∈ P•} for the
collection of all connected subquivers of Q with σ in their support, we define
Rσ =
∏
P∈Sσ
ePR.
Then Rσ is naturally both an ideal in R, and a factor ring of R with identity
∑
P∈Sσ
eP . For r ∈ R,
we denote by
r :=

 ∑
P∈Sσ
eP

 r
the image of r in Rσ. By Proposition 32, Rσ is freely generated as a Z-module group by the images
of all indecomposable representations of Q with σ in their support. The following lemma justifies
why induction reduces the study of R to that of Rσ, and interprets passage to Rσ in terms of the
representation theory of Q.
Lemma 33. Let X ⊂ Q• be the set of vertices x of Q for which there exists an arrow from x to σ.
Then
R ∼= Rσ ×
∏
x∈X
R(Q≥x)
and for V ∈ Rep(Q), we have V = 0 in Rσ if and only if σ /∈ suppV .
Proof. The first statement holds because if σ /∈ suppP for some connected P ⊂ Q, then P ⊆ Q≥x
for a unique x. The second statement is a corollary of Proposition 32. 
Now consider the Mo¨bius algebra of LσQ over Z, which we will denote by
Aσ := A(L
σ
Q,Z).
Since LσQ is a lattice, this is the semigroup algebra of L
σ
Q with respect to the meet operator ∧. The
map ψ : LσQ → Rσ given by ψ(M) = ΩM extends by linearity to a map of Z-modules
ψ˜ : Aσ →֒ Rσ.
Proposition 32 implies that this map is injective, since the reduced representations ΩM forM ∈ L
σ
Q
are indecomposable and pairwise non-isomorphic by Corollary 19. Using Corollary 27, in Rσ we
have
ΩMΩN = ΩM∧N
so in fact ψ is a ring homomorphism. Thus Aσ is a subalgebra of Rσ, and as before we get orthogonal
idempotents
fM :=
∑
M ′≤M
µ(M ′,M)ΩM ′ .
in Rσ which give a direct product decomposition
Rσ ∼=
∏
M∈Lσ
Q
fMRσ.
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In particular, note that
(12) fMΩN = fMΩN = fM ζ(M,N)
where ζ is again the zeta function of the poset LσQ, as in Corollary 28. This simply follows from
substituting the expression ΩN =
∑
N ′≤N fN ′ .
In Propostion 32, we related the images of a representation in the factor rings ePR to a basic
representation theoretic property, namely the support of a representation. Our goal now is to add
another entry to the dictionary between R(Q) and Rep(Q) by doing something analogous for the
factor rings fMRσ.
Definition 34. For V ∈ Rep(Q) such that V 6= 0 in Rσ, let
FV = {M ∈ L
σ
Q | ΩMV = V }.
We define the fine support of V to be
f-suppV := minFV ∈ L
σ
Q.
The set has a unique minimal element because FV is a meet semi-lattice of L
σ
Q. That is, if both
ΩMV = V and ΩNV = V , then
ΩM∧NV = ΩMΩNV = V .
Furthermore, every M ≥ f-suppV =: N has the property that ΩMV = V , since
ΩMV = ΩM (ΩNV ) = (ΩMΩN )V = ΩM∧NV = ΩNV = V .
In other words, FV is always a principal filter (or dual order ideal) in L
σ
Q, and by definition f-suppV
is its generator. Now suppose that W 6= 0 for every indecomposable summand W of V . Then by
considering the dimension at σ, an alternative characterization of fine support is that N ≥ f-suppV
if and only if ΩN⊗V ≃ V ⊕U for some U ∈ Rep(Q). The next proposition gives the basic properties
of fine support. Note that the first four properties are analogous to properties of the support of a
representation.
Proposition 35. In the statements below, assume that every representation appearing has nonzero
image in Rσ, so the fine support is defined. Then the following properties hold:
(F1) For a direct sum decomposition V ≃
⊕n
i=1 Vi, we get
f-suppV =
n∨
i=1
f-suppVi.
(F2) Tensor product can only decrease the fine support of a representation. More precisely, we have
f-supp(V ⊗W ) ≤ f-suppV ∧ f-suppW.
(F3) If f-suppV M , then fMV = 0.
(F4) The ring fMR is freely generated as a Z-module by
{fMV | V indecomposable with f-suppV =M}.
In particular, if V is indecomposable and f-suppV =M , then fMV 6= 0.
(F5) Whenever rankM V 6= 0, we have that M ≤ f-suppV .
(F6) Suppose V is indecomposable and f-suppV = N . Then rankN V 6= 0 implies V ≃ ΩN .
Proof. Let N := f-suppV throughout the proof.
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(F1) Let M :=
∨n
i=1 f-suppVi, so we want so show M = N . Since M ≥ f-suppVi for each i, we
know that ΩMVi = Vi for each i. Thus we can compute
ΩMV = ΩM
∑
i
Vi =
∑
i
ΩMVi =
∑
i
Vi = V
and so N ≤M .
For the reverse inequality, it is enough to show that N ≥ f-suppVi for each i, and without
loss of generality we can take each Vi to be indecomposable. Let {Wij} be the set of inde-
composable summands of ΩN ⊗ Vi that have σ in their support, so ΩNVi =
∑d(i)
j=1Wij . Then
by assumption, we get an equality∑
i
Vi = V = ΩNV = ΩN
∑
i
Vi =
∑
i
ΩNVi =
∑
ij
Wij.
Since the Vi and Wij are indecomposable, Proposition 32 implies that each d(i) = 1 and there
is a permutation π ∈ Sn such that ΩNVi = Vpii for all i. But since ΩN idempotent in Rσ, the
associated permutation π is also, and so π is the identity permutation. Thus ΩNVi = Vi for
all i, which implies that N ≥ f-suppVi for all i, and finally that N ≥M .
(F2) If we write M := f-suppW , then we can use Corollary 27 to compute
ΩN∧M (V ⊗W ) = ΩNΩMVW = ΩNV ΩMW = VW.
So by definition we get that f-supp(V ⊗W ) ≤ N ∧W .
(F3) If N M , then equation (12) implies that fMV = fM (ΩNV ) = 0.
(F4) The ring Rσ is generated as a Z-module by the images of indecomposable representations
with σ in their support, and fMR is a factor ring of Rσ, so the image of this set generates
fMR also. For V indecomposable with σ ∈ suppV , we can write
ΩMV =
∑
i∈I
Vi 6= 0
where each Vi is indecomposable and has σ in its support. Then for each i, it must be that
f-suppVi ≤M , since properties (F1) and (F2) give that
f-suppVi ≤ f-supp
(⊕
i
Vi
)
= f-supp (ΩM ⊗ V ) ≤M ∧ f-suppV ≤M.
Now (F3) implies that fMVi = 0 when f-suppVi is strictly less thanM , so we can use equation
(12) to get
fMV = (fMΩM )V = fM(ΩMV ) = fM
∑
i∈J
Vi
where J := {i ∈ I | f-suppVi = M}. Hence fMR is generated by images of indecomposables
with fine support exactly M .
Suppose we had a relation of the form∑
i
nifMVi = 0 ni ∈ Z
where each Vi ∈ Rep(Q) has fine support exactly M , and the Vi are pairwise non-isomorphic.
Then substituting the expression
fM = ΩM +
∑
M ′<M
µ(M ′,M)ΩM ′
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into the previous equation, we use the assumption that ΩMVi = Vi for each i to get∑
i
niVi +
∑
i
∑
M ′<M
niµ(M
′,M)ΩM ′Vi = 0.
Now the double sum lies in the span of images of indecomposables with fine support strictly
less than M , by property (F2), and the first sum consists of images of indecomposables with
fine support exactly M . Since the images of indecomposables with σ in their support freely
generate Rσ, we get that ni = 0 for all i. This shows that fMR is freely generated by the
images of the indecomposables with fine support M .
(F5) Recalling that we defined N = f-suppV , we have that ΩNV = V holds by definition, and so
there exist X,Y ∈ Rep(Q) with σ not in either of their supports and such that
X ⊕ (ΩM ⊗ V ) ≃ V ⊕ Y.
Since σ is not in the support of X, it must be that rankM X ⊆ Xσ = 0, and similarly
rankM Y = 0. Hence we can compute
(rankM ΩN )⊗K (rankM V ) = rankM (ΩN ⊗ V ) = rankM (X ⊕ (ΩN ⊗ V ))
= rankM (V ⊕ Y ) = rankM V 6= 0
which implies that rankM ΩN 6= 0. Then by Corollary 28 we get that M ≤ N = f-suppV .
(F6) Let c := cN . If rankN V = rankQN (c
∗V ) 6= 0, then by Theorem 1 there is a decomposition
c∗V ≃ IQN ⊕ U for some U ∈ Rep(QN ). Pushing back down to Q we get
c∗c
∗V ≃ c∗IQN ⊕ c∗U = ΩN ⊕ c∗U.
By Lemma 26, the left hand side is isomorphic to ΩN ⊗ V . If V is indecomposable and
f-suppV = N , then V itself is the only indecomposable direct summand of ΩN ⊗ V with σ
in its support, by considering dimension at the vertex σ. By comparison with the right hand
side, it must be that V ≃ ΩN . 
The rank spaces and fine support of a representation V give information about morphisms
between reduced representations and V .
Lemma 36. For any M ∈ LσQ, the vectors in rankM V ⊆ Vσ are precisely the vectors contained in
the image at σ of some morphism from ΩM to V . That is, there is a natural map of vector spaces
Ψ: HomQ(ΩM , V )։ rankM V
such that if we fix a nonzero vector vσ ∈ (ΩM )σ, then we have
Ψ(f) = f(vσ)
for f : ΩM → V .
Proof. Let c := cM . Then (c∗, c
∗) is an adjoint pair by Proposition 2, so there is an isomorphism
HomQ(ΩM , V ) = HomQ(c∗I, V ) ∼= HomQM (I, c
∗V ).
From [Kin08, Prop. 28, 29] there is a surjective linear map
HomQM (I, c
∗V )։ EQM (c
∗V )σ
sending a morphism f to the vector f(vσ). Using Lemma 3, the right hand side is equal to
rankM V . 
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Lemma 37. If V ∈ Rep(Q) is such that f-suppV ≤ M , then any linear functional on the vec-
tor space Vσ lifts to a morphism of representations from V to ΩM . More precisely, if we fix an
isomorphism (ΩM )σ ≃ K, then there is a natural map of vector spaces
Φ: HomK(Vσ,K) →֒ HomQ(V,ΩM )
such that for g : Vσ → K,
Φ(g)σ = g.
Proof. Let c := cM . Then c
∗ΩM ≃ IQM ⊕ U with σ /∈ suppU by Theorem 25. There is a natural
isomorphism of vector spaces
HomK((c
∗V )σ ,K) ∼= HomQM (c
∗V, IQM )
coming from the fact that IQM is the injective representation of QM associated to the vertex σ, (cf.
[ASS06, Lem. III.2.11]). Now since Vσ = (c
∗V )σ, we use the decomposition of c
∗ΩM above to get
an embedding
HomK(Vσ,K) →֒ HomQM (c
∗V, c∗ΩM ).
Since f-suppV ≤M , there is a decomposition c∗c
∗V ≃ V ⊕W with σ /∈ suppW . The adjoint pair
(c∗, c
∗) gives an isomorphism
HomQM (c
∗V, c∗ΩM) ∼= HomQ(c∗c
∗V,ΩM ) = HomQ(V,ΩM )⊕HomQ(W,ΩM ).
which, projected to the first summand on the right hand side, gives Φ as stated. 
In general, suppose we have a quiver representation V , and that we know the isomorphism class
of V |P for every proper subquiver P ⊂ Q. Then we cannot deduce the isomorphism class of V in
Rep(Q) without further information regarding how to glue together the restricted representations.
In our case, we are essentially facing this problem when we try to inductively study representations
of Q via gluing and extension of rooted tree quivers. The base change lemma below is a tool that
allows us to utilize information in the rank functors to address this problem.
We will introduce some new notation. If U ⊆ V are representations of Q, and Z ⊆ Vσ a vector
subspace, then the notation
U ≃ ΩM ⊗K Z
means that U ≃ Ω⊕dimK ZM and Uσ = Z. This does not uniquely identify U as a subrepresentation
of V . In this case, for any W ∈ Rep(Q) there is an isomorphism
(13) HomQ(W,ΩM )⊗K Uσ ∼= HomQ(W,ΩM ⊗K Uσ) = HomQ(W,U)
given by sending an indecomposable tensor f ⊗ u on the right hand side to the morphism w 7→
f(w)⊗u. It is easy to see that the map is injective, so isomorphism follows from the fact that both
spaces have the same dimension. Similarly, we get that
(14) HomQ(U,W ) ∼= HomQ(ΩM ,W )⊗K U
∗
σ .
Now we can state and prove the base change lemma that will be our key to getting gluing data
from the rank functors.
Lemma 38. Suppose U,W ⊂ V are subrepresentations such that V ≃ U ⊕W and U ≃ ΩM ⊗K Uσ
for some M ∈ LσQ.
(a) Suppose f-suppW ≤M , and Z˜ ⊆ Vσ is a subspace such that Vσ = Uσ ⊕ Z˜. Then there exists a
subrepresentation Z ⊂ V such that Zσ = Z˜ and V ≃ U ⊕ Z.
(b) Now suppose W is arbitrary, and Z˜ ⊆ rankM V ⊂ Vσ is such that Vσ = Z˜ ⊕Wσ. Then there
exists a subrepresentation Z ⊂ V such that Zσ = Z˜ and V ≃ Z ⊕W .
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Proof. (a) There is a short exact sequence of vector spaces
0→ Z˜
i
−→ Uσ ⊕Wσ
(f˜ g˜)
−−−→ Uσ → 0
where i is the subspace inclusion, and f˜ is invertible since Vσ = Uσ⊕ Z˜. By composing the last
map with f˜−1, and replacing g˜ with f˜−1 ◦ g˜, we can assume f˜ = id without loss of generality.
By Lemma 37 and the isomorphism (13), we have an injective linear map
HomK(Wσ, Uσ) ∼=W
∗
σ ⊗K Uσ →֒ HomQ(W,ΩM )⊗K Uσ
∼= HomQ(W,U)
which gives a morphism g ∈ HomQ(W,U) such that gσ = g˜. Thus we can define Z ⊂ V by the
split exact sequence in Rep(Q)
0→ Z → U ⊕W
(id g)
−−−→ U → 0.
(b) Similarly, we can take a short exact sequences of vectors spaces of the form
0→ Z˜
i
−→ Uσ ⊕Wσ
(f˜ −id)
−−−−−→ Wσ → 0
and again we want to lift f˜ to some f ∈ HomQ(U,W ). Let πU , πW be the projections given by
the decomposition V ≃ U ⊕W . Since Z˜ ⊆ rankM V and rankM is additive, we get that
πW (Z˜) ⊆ πW (rankM V ) = rankM W.
Now the projections give a decomposition Z˜ = πU (Z˜) ⊕ πW (Z˜), and then exactness of the
sequence implies that (f˜ ◦ πU − πW )(Z˜) = 0, or
f˜ ◦ πU (Z˜) = πW (Z˜).
SinceWσ is the kernel of the projector πU restricted to Vσ, and Z˜∩Wσ = 0, we find that πU (Z˜) =
Uσ and so f˜ ∈ HomQ(Uσ, rankM W ). By Lemma 36, we have a surjection HomQ(ΩM ,W ) ։
rankM W that we can tensor with U
∗
σ to get
HomQ(U,W ) ∼= HomQ(ΩM ,W )⊗K U
∗
σ ։ rankM W ⊗K U
∗
σ
∼= HomK(Uσ, rankM W )
using (14). Thus we can lift f˜ to some f ∈ HomQ(U,W ) such that fσ = f˜ , and we can again
define Z ⊂ V by the split exact sequence of representations
0→ Z → U ⊕W
(f −id)
−−−−−→W → 0. 
5. Structure of the Representation Ring of a Rooted Tree
5.1. Statements of the structure theorems. The main result of this paper has two equivalent
formulations: firstly, as a property of the representation ring of a rooted tree quiver, and secondly,
as a “splitting principal” for representations of such a quiver. Since rank functors commute with
tensor product, we have an equality of vector spaces rankM (V
⊗n) = (rankM V )
⊗n inside V ⊗nx for
any M ∈ LxQ and n ∈ Z≥1. Consequently, we omit the parentheses in this situation.
Theorem 39. Let Q be a rooted tree quiver, so that its representation ring R := R(Q) has a finite
decomposition
R ∼=
∏
M∈LQ
fMR
as a direct product of rings (Section 4.2). Then any indecomposable representation V 6≃ ΩM , with
f-suppV = M , has nilpotent image in the factor fMR. Consequently, each factor has a Z-module
decomposition
fMR ∼= ZfM ⊕ fMN
where N is the nilradical of R.
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The “consequently” part follows from the first statement because fMR is freely generated as a
Z-module by the indecomposable representations of V with fine support M , and fMΩM = fM .
Since Z is reduced (has no nilpotent elements), the rank function rM : R → Z restricts to the
projection
rM : fMR→ ZfM = (fMR)red
so that, for any representation V , we have
fMV = rM (V )fM + n n ∈ N .
Theorem 40. Let N ∈ LσQ be maximal such that rankN V 6= 0. Then for some l > 0, there exists
a subrepresentation U ≃ ΩN ⊗K (rankN V
⊗l) ⊆ V ⊗l such that
V ⊗l ≃ U ⊕W
for some W ⊆ V ⊗l, necessarily with rankN W = 0.
Note that if the conclusion holds for some l, then it also holds for all l′ > l. We will refer to this
theorem as the splitting principle for representations of rooted tree quivers. Strictly speaking,
we will only need to use that Theorem 39 implies the splitting principle in order to prove the
theorems. However, we will show that the two theorems are equivalent in order to expand our
dictionary between R(Q) and Rep(Q).
Proof of equivalence of Theorems 39 and 40. Suppose that Theorem 39 is true, and let V be a
representation of Q. Then for sufficiently large l, in each factor fMR we have
fMV
l = 0 ⇐⇒ rM (V ) = 0.
For a fixed l such that this holds, choose any maximal N ∈ LσQ such that fNV
l 6= 0. Then write
V ⊗l ≃ (
⊕
i Ui) ⊕W where each Ui is indecomposable with rN (Ui) 6= 0, and rN (W ) = 0. Then
for each i, f-suppUi ≥ N by (F5). Now take any N
′ ≥ N maximal such that V ⊗l has a direct
summand with fine support N ′. Properties (F3) and (F4) imply that fN ′V
l 6= 0, so N ′ = N by
maximality of N . Thus V ⊗l has no direct summands with fine support strictly greater than N , so
f-suppUi = N . By property (F6), each Ui ≃ ΩN . This gives a decomposition as in Theorem 40.
Now assume that Theorem 40 is true, and let V be as in the hypotheses of Theorem 39. We
proceed by induction on the order of
UV := {M
′ ∈ LσQ | rankM ′ V 6= 0}.
Since V has fine support M ∈ LσQ, we have that Vσ 6= 0, so #UV ≥ 1. Now choose any maximal
element N of UV . Applying Theorem 40, we get
V ⊗l ≃ U ⊕W
with U ≃ ΩN ⊗K (rankN V
⊗l). Property (F5) implies that N ≤ f-suppV = M . Since we assumed
V 6≃ ΩM , property (F6) implies that rankM V = 0, so N < M . Thus fMU = 0 by equation (12),
so fMV
l = fMW .
By properties (F1) and (F2), every direct summand of W has fine support less than or equal to
M . Then (F3) and (F4) imply that fMW =
∑
i fMXi where Xi are the indecomposable summands
of W with fine support exactly M . Since rankM Xi ⊆ rankN Xi ⊆ rankN W = 0, we know that no
Xi 6≃ ΩM . Now by the induction hypothesis, each fMXi is nilpotent, and hence fMW = fMV
l is
nilpotent. 
We illustrate the splitting principle with an example.
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Example 41. Let Q be the five subspace quiver labeled as below, and α a dimension vector for Q:
Q =
σ
1
77oooooooooooooo
2
??
3
OO
4
__????????
5
ggOOOOOOOOOOOOOO
α =
3
2 2 2 2 2
.
Let V ∈ Rep(Q) be an indecomposable of dimension α, so it can be thought of as a three dimensional
vector space with a collection of five specified planes {Vi | 1 ≤ i ≤ 5}. Assume V is general in the
sense that the planes Vi are in general position, with pairwise intersection of dimension one and
the intersection of any three planes being zero.
In the notation of Example 14, the element J = {1, 2} ∈ LσQ is maximal such that the corre-
sponding rank space, rankJ V = V1 ∩ V2, is nonzero. So the splitting principal (Theorem 40) says
that for some l > 0 we have V ⊗l ≃ U ⊕W , where U is an indecomposable direct summand such
that
Uσ =
(⋂
i∈J
V ⊗li
)
and dim (U) ≃
1
1 1 0 0 0
.
Furthermore, we necessarily have that W1 ∩ W2 = 0 since rank functors are additive and mul-
tiplicative. Repeating this process with other pairs J ′ = {i, j}, for large m we eventually get a
decomposition
V ⊗m ≃
⊕
Ωi,j ⊕ Z
where the sum is taken over all two element subsets {i, j} ⊂ {1, 2, 3, 4, 5}, and Ωi,j is the analogous
representation to U above but whose support is the vertex set {i, j, σ}. Furthermore, Z must a
representation of Q given by a collection of subspaces with all pairwise intersections zero.
Theorem 39 will be proven by induction on the “complexity” of Q (see below). When M < 1ˆQ,
we can use the combinatorics of Section 3 to utilize the induction hypothesis. The case thatM = 1ˆQ
is essentially computational, utilizing an inductive application of splitting principle.
5.2. The case M < 1ˆQ. Using the connection between reduced representations of Q and those of
QM given by Theorem 25, we can easily handle this case by induction. However, QM may have
more vertices than Q, so we must find another ordering to use induction on. It turns out that the
set of rooted tree quivers, T , can be well-ordered such that a reduced quiver QM over Q is less
than or equal to Q, with equality only for QM = Q. This complexity ordering turns out to be
essentially lexicographical order, if we encode rooted trees in the right notation.
A sequence of rooted tree quivers (Γ1, . . . ,Γn) defines a rooted tree quiver by extending each Γi
from its sink, then gluing these extensions together at their sinks:
(Γ1, . . . ,Γn) :=
Γ1
))TTT
TTT
... σ
Γn
55jjjjjj
.
Any rooted tree arises in this way. We recursively define a well-ordering on T . Let Ti ⊂ T be the
collection of rooted tree quivers which have a path of length i, and no longer path. Then T0 has
one element, the rooted tree with one vertex, and for k ≥ 1,
Tk = {(Γ1, . . . ,Γn) | Γ1 ∈ Tk−1 and Γi ∈
k−1⋃
j=0
Tj}.
The set {Tk} is a partition of T . Now let Γ,Λ be arbitrary rooted tree quivers, say with Γ ∈ Tk
and Λ ∈ Tl. If k < l, then define Γ < Λ. If k = l, then we can write
(15) Γ = (Γ1, . . . ,Γn), Λ = (Λ1, . . . ,Λm)
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with {Γi} and {Λi} contained in
⋃k−1
j=0 Tj, which we can assume is well-ordered. By requiring that
the sequences in (15) be weakly decreasing, these expressions are unique. To simplify the order
condition below, we will assume n = m by filling out the shorter sequence with symbols ∅ which we
take to be less than all rooted trees. Now define Γ < Λ if and only if Γi < Λi for the smallest i such
that Γi 6= Λi. In other words, the ordering in Tk is lexicographical with respect to the ordering on⋃k−1
j=0 Tj.
Proposition 42. If Q′
c
−→ Q is a reduced quiver over Q, then Q′ ≤ Q in the complexity ordering,
with equality if and only if c = id.
Proof. Let Q′ = (Q′1, . . . , Q
′
m) and Q = (Q1, . . . , Qn) in the notation above. Then the structure
map c sends each Q′i into some Qϕ(i), defining a function
ϕ : [1, . . . ,m]→ [1, . . . , n] c(Q′i) ⊆ Qϕ(i).
Each Q′i is a reduced quiver over Qϕ(i), by the construction of §2.4. We prove the proposition
by induction on the number of vertices of Q. By the induction hypothesis and our notational
convention, Q′1 ≤ Qϕ(1) ≤ Q1. If any of these inequalities is strict, then Q
′ < Q and we are done.
If these are equalities, then by induction c restricts to the identity on Q′1, and the reducedness
assumption for Q′ implies that no other Q′i maps into Qϕ(1). Hence (Q
′
2, . . . , Q
′
m) is a reduced
quiver over (Q2, . . . , Qn), with structure map the restriction of c. By the induction hypothesis,
(Q′2, . . . , Q
′
m) ≤ (Q2, . . . , Qn), with equality if and only if c restricts to the identity on (Q
′
2, . . . , Q
′
m).
Hence Q′ ≤ Q with equality if and only if c is the identity on all of Q′. 
Proposition 43. For M ∈ LσQ with M < 1ˆQ, let c := cM . Then the composition
c∗ ◦ c
∗ : R→ R(QM )→ R
is the identity on fMR.
Proof. Let V ∈ Rep(Q) with f-suppV =M . Since both c∗ and c
∗ are additive, so is the composition.
For any N , (F2) implies that
f-supp(ΩN ⊗ V ) ≤M
and so c∗c
∗(ΩNV ) = ΩM (ΩNV ) = ΩNV by Lemma 26 and Corollary 27. Since c∗ and c
∗ are both
additive, we can use the definition of fM to compute
c∗c
∗(fMV ) = c∗c
∗

∑
N≤M
µ(N,M)ΩNV

 = ∑
N≤M
µ(N,M)c∗c
∗
(
ΩNV
)
=
∑
N≤M
µ(N,M)ΩNV = fMV.
By property (F4), fMR is generated as a Z-module by {fMV | f-suppV = M}; hence c∗c∗ is the
identity on fMR. 
This shows that c∗ gives an embedding of the factor fMR into the representation ring of QM .
Now we’ll see that the image lies in the “top” factor of R(QM ).
Proposition 44. For any M ∈ LσQ, c
∗
MfM = f1ˆ in R(QM ).
Proof. Let A be any finite lattice, and δ :=
∑
x∈A µ(x, 1ˆ)x in the Mo¨bius algebra of A. There is a
factorization
δ =
∏
x≺1ˆ
(1ˆ− x)
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(cf. [Sta97, Cor. 3.9.4]). By Theorem 25, we know that c∗M (ΩN ) = Ωpi∗(N) (in Rσ). Lemma 23
gives that π∗(M) = 1ˆ, and N ≺M if and only if π∗(N) ≺ 1ˆ. Since c∗M is a ring homomorphism,
c∗M (fM ) =
∏
N≺M
(
c∗M (ΩM )− c
∗
M (ΩN )
)
=
∏
A≺1ˆ
(
Ω1ˆ − ΩA
)
= f1ˆ. 
Proof of Theorem 39 for M < 1ˆ. Assume that Theorem 39 holds for rooted tree quivers which are
less complex than Q. The last two propositions and the induction hypothesis give an injective ring
homomorphism
c∗ : fMR →֒ f1ˆR(QM ).
If V 6≃ ΩM is indecomposable with fine supportM , then rankQM (c
∗V ) = rankM V = 0, so c
∗V has
no direct summands of Ω1ˆ = IQM . Thus c
∗(fMV ) = f1ˆc
∗V is nilpotent by the induction hypothesis,
and so fMV is also nilpotent since c
∗ is injective. 
5.3. The case M = 1ˆQ. This case is essentially computational, and will require a number of
technical lemmas. We will need a few facts from linear algebra. The following two lemmas
roughly say that subspaces of a vector space become “more spread out” as we take tensor powers.
Lemma 45. Let V andW be finite dimensional vector spaces. If A1, A2,X ⊂ V and B1, B2, Y ⊂W
are subspaces such that X ∩A1 = Y ∩B2 = 0, then(
X ⊗ Y
)
∩
(
A1 ⊗B1 +A2 ⊗B2
)
= 0.
Proof. Choose projections πX : V → X and πY : W → Y such that A1 ⊆ kerπX and B2 ⊆ kerπY .
Then
(πX ⊗ πY )(A1 ⊗B1 +A2 ⊗B2) ⊆ (πX ⊗ πY )(A1 ⊗B1) + (πX ⊗ πY )(A2 ⊗B2) = 0
hence the intersection is empty. 
Lemma 46. Let {Vi}
n
i=1 and W be a collection of subspaces of a finite dimensional vector space
V , and suppose that W ∩ Vi = 0 for all i. Then W
⊗s ∩
∑
V ⊗si = 0 for s ≥ n.
Proof. First note that it is enough to show that the intersection is 0 for s = n, since for s > n,
W⊗s ∩
∑
V ⊗si ⊆
(
W⊗n ⊗ V ⊗s−n
)
∩
(∑
V ⊗ni ⊗ V
⊗s−n
)
⊆
(
W⊗n ∩
∑
V ⊗ni
)
⊗ V ⊗s−n = 0.
Use induction on n, the base case being n = 2. For this, take X = Y = W , Ai = V1, and Bi = V2
in the above lemma. For the induction step, take another subspace Vn+1 such that W ∩ Vn+1 = 0,
and assume that
W⊗s ∩
n∑
i=1
V ⊗si = 0
for s ≥ n. Now using the previous lemma again, with
X =W⊗s, Y =W, A1 =
n∑
i=1
V ⊗si , B1 = V, A2 = V
⊗s
n+1, B2 = Vn+1
we find that
W⊗s+1 ∩
n+1∑
i=1
V ⊗s+1i ⊆W
⊗s ⊗W ∩
((
n∑
i=1
V ⊗si
)
⊗ V + V ⊗sn+1 ⊗ Vn+1
)
= 0. 
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Lemma 47. Let M,N ∈ LσQ and V ∈ Rep(Q) with f-suppV ≤ N . Choose uM , uN some fixed
nonzero vectors in (ΩM )σ and (ΩN )σ, respectively. Then there exists a morphism
θ : ΩM ⊗ V → ΩN ⊗ V
such that θσ(uM ⊗ v) = uN ⊗ v for all v ∈ Vσ.
Proof. The map θ will be the following composition, to be explained one step at a time:
θ : ΩM ⊗ V
id⊗f
−−−→ ΩM ⊗ ΩN ⊗ V
g⊗id
−−−→ ΩM∧N ⊗ V
ρ⊗id
−−−→ ΩN ⊗ V.
Since f-suppV ≤ N , there is a decomposition ΩN ⊗ V ≃ V ⊕ W for some W , giving a map
f : V →֒ ΩN ⊗ V which sends v 7→ uN ⊗ v at σ. Tensoring this with ΩM
id
−→ ΩM gives the first
map. From Corollary 27, there is a map g : ΩM ⊗ ΩN → ΩM∧N which is an isomorphism at σ.
Tensoring this with the identity on V gives the second map. By Theorem 18, we can choose a map
ρ : ΩM∧N → ΩN such that ρσ (g(uM ⊗ uN )) = uN . Tensoring this with the identity on V gives the
third map, so that the composition maps uM ⊗ v to uN ⊗ v at σ. 
Lemma 48. Let {S1, . . . , Sn} ⊆ L
σ
Q be an arbitrary subset, and V ∈ Rep(Q) such that f-suppV ≤
T ∈ LσQ. Let ui ∈ (ΩSi)σ be nonzero, and z ∈ ΩT also nonzero. Define
Y := (ΩT ⊗ V )⊕
(⊕
i
ΩSi ⊗ V
)
so that Yσ = (Kz ⊗ Vσ)⊕ (
⊕
iKui ⊗ Vσ), and set wi := ui − z.
Then Y has a direct sum decomposition Y ≃ (ΩT ⊗V )⊕W , where W ⊂ Y is a subrepresentation
such that
Wσ =
⊕
i
Kwi ⊗ Vσ.
Proof. For each i, the previous lemma gives a morphism
θi : ΩSi ⊗ V → ΩT ⊗ V
such that (θi)σ(ui ⊗ v) = z ⊗ v for all v ∈ Vσ. Writing X :=
⊕
iΩSi ⊗ V , we get a map
φ := (idX −
∑
i
θi) : X → Y.
Since the image of
∑
i θi is contained in ΩT⊗V , the map φ is injective and Imφ∩ΩT⊗V = 0. Hence
W := Imφ is a complementary subrepresentation to ΩT ⊗V , and φσ(ui⊗v) = (ui−z)⊗v = wi⊗v
for v ∈ Vσ. 
To make the induction step, we will actually need a stronger version of the splitting principal.
We will show, however, that this stronger version follows as a corollary of Theorem 40, so that we
can apply it under the induction hypothesis.
Corollary 49 (to Theorem 40). Let Z ⊆ Vσ be a subspace such that both Z ⊆ rankM V for some
M ∈ LσQ, and Z ∩ rankN V = 0 for N  M . Then for some l ≥ 0, V
⊗l has a subrepresentation
U ≃ ΩM ⊗K Z
⊗l such that
V ⊗l ≃ U ⊕W
for some W ⊆ V ⊗l.
Proof. Assume that we’ve proven Theorem 40 for a quiver Q. Note that the corollary holds as
stated if and only if it holds after replacing Z and V with Z⊗k and V ⊗k in the hypotheses, for any
k > 0. Similarly, a power V ⊗k can be replaced with a direct summand W ⊂ V ⊗k containing Z⊗k
at any point in the proof, since direct summands of W⊗l are also direct summands of V ⊗kl.
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First we reduce to the case that rankN V 6= 0 only for N which are comparable to M . To this
end, suppose that there exists some N  M such that rankN V 6= 0, and take a maximal N with
this property. By the theorem, we get
V ⊗l ≃ U ⊕W
with U ≃ ΩN ⊗K (rankN V
⊗l). Hence,
Z⊗l ⊆ rankM V
⊗l = rankM U ⊕ rankM W = rankM W
where rankM U = 0 since M  N . Then we can work in W , with rankN W = 0. Repeating this
process, we can assume all nonzero rank spaces are comparable to M .
Now by Lemma 46, we can replace V and Z with some tensor powers of themselves and assume
that Z ∩X = 0, where
X :=

∑
NM
rankN V

 .
Choose a vector space projection π : Vσ ։ Z such that X ⊆ ker π and π|Z = idZ .
Now we claim that for large enough l, V ⊗l ≃ A ⊕ B with Aσ ⊆ ker(π
⊗l) and M maximal such
that rankM B 6= 0: suppose for contradiction that this is not possible, and take a decomposition as
above such that Aσ ⊆ ker(π
⊗l) and the quantity
(16) #{M ′ M | rankM ′ B 6= 0}
is minimal. If this quantity is 0, then the claim is verified. If not, let N M be maximal such that
rankN B 6= 0, and apply the theorem to get B
⊗l′ ≃ C⊕D with Cσ = rankN B
⊗l′ and rankN D = 0.
Then
(17)
(
V ⊗l
)⊗l′
≃ A⊗l
′
⊕ · · · ⊕B⊗l
′
≃ A⊗l
′
⊕ · · · ⊕ C ⊕D
and {M ′ M | rankM ′ D 6= 0} ( {M ′ M | rankM ′ B 6= 0}. All the summands represented by · · ·
have at least one tensor factor of A, so each is also in ker(π⊗ll
′
). Also Cσ ⊆ rankN V
⊗ll′ ⊆ ker(π⊗ll
′
),
since N M , and thus
π⊗ll
′
(
A⊗l
′
σ ⊕ · · · ⊕ Cσ
)
⊆ π⊗ll
′
(A⊗l
′
σ ) + π
⊗ll′(· · · ) + π⊗ll
′
(Cσ) = 0
and so (17) contradicts the minimality of the quantity in (16).
Now, again replacing V ⊗l with V , and π⊗l with π, we have a decomposition V ≃ A ⊕ B with
Aσ ⊆ ker π and M maximal such that rankM B 6= 0. We can apply the theorem to B to get
V ⊗l ≃ A⊗l ⊕ · · ·B⊗l ≃ A⊗l ⊕ · · · ⊕ C ⊕D = A′ ⊕ C ⊕D
where the last equality is just collecting summands. Here we have that A′σ ⊆ ker(π
⊗l), just as in
the argument of the last paragraph, and C ≃ ΩM ⊗K Cσ. But also rankM D = 0, so
Z⊗l ⊆ rankM V
⊗l = rankM A
′ ⊕ rankM C ⊕ rankM D = rankM A
′ ⊕ rankM C
and so we can work in A′⊕C. Replacing A′⊕C with V and Z⊗l with Z, we can now assume that
V has a decomposition V ≃ C ⊕ A′ with C ≃ ΩM ⊗K Cσ and A
′
σ ⊆ ker π. The last containment
implies that
ker π = kerπ ∩ (Cσ ⊕A
′
σ) = (ker π ∩Cσ)⊕A
′
σ.
Via a linear combination of scalar endomorphisms, we can write C ≃ C ′ ⊕ C ′′, with dimK C
′
σ =
dimK Z and C
′′
σ = ker π ∩Cσ, then let U := C
′ and W := A′ ⊕C ′′. Now Wσ = kerπ, by dimension
count, and since π|Z = idZ , it must be that Z ∩Wσ = 0. By Lemma 38, we can make a change of
basis in V to get Uσ = Z. This proves the corollary. 
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Proof of Theorem 39 for M = 1ˆQ. We are assuming that Theorem 40 holds for quivers which are
less complex than Q. Suppose V is indecomposable and f-suppV = 1ˆQ, but V 6≃ IQ. Then
rankQ V = 0 by Theorem 1, and we need to show that f1ˆQV is nilpotent. We are assuming that
the theorem holds for rooted tree quivers which are less complex than Q; in particular, it holds for
subquivers of Q, so we can use the usual extension and gluing cases.
Extension: If rankP V |P 6= 0, then by Theorem 1 we have a direct sum decomposition
V |P ≃ (IP ⊗K rankP V )⊕W
with rankP W = 0. But because rankQ V = 0, Lemma 4 implies that rankP V |P ⊆ kerVα. Then
W would extends to a direct summand of V over Q by setting Wσ = Vσ, contradicting the inde-
composability of V . Hence rankP V = 0.
Then by induction, f1ˆP V ∈ R(P ) ⊂ R(Q) is nilpotent, so f1ˆP V
l = 0 for large l. This implies
that there is a direct sum decomposition of the restriction
V |⊗lP ≃
⊕
i
Vi ⊕ Z
such that each Vi is indecomposable with (Vi)τ 6= 0 and f-suppVi < 1ˆP , and Zτ = 0. The lattice
LσQ = J(L
τ
P ) has a unique coatom
C = LτP \ {1ˆP } = 〈C1, . . . , Ck〉
where {Ci} is the set of coatoms of L
τ
P . We will show that for such an l as above, f-suppV
⊗l ≤ C.
First, restricting to P we get:
(ΩC ⊗ V
⊗l)|P = (ΩC)|P ⊗ (V
⊗l)|P =
(⊕
j
ΩCj
)
⊗
(⊕
i
Vi ⊕ Z
)
=
⊕
i
Yi ⊕ Z˜
where Yi :=
(⊕
j ΩCj
)
⊗Vi, and Z˜ =
(⊕
j ΩCj
)
⊗Z. For each indecomposable summand Vi, choose a
coatom Ti ∈ {C1, . . . , Ck} such that Ti ≥ f-suppVi. At least one such Ti exists because f-suppVi < 1ˆ.
Let uj ∈ (ΩCj )σ be nonzero such that (ΩC)α(uj) = uσ ∈ (ΩC)σ for all j (that is, the uj and uσ are
part of a standard basis for ΩC). Then apply Lemma 48 with {S1, . . . , Sn} = {C1, . . . , Ck} \ {Ti}
to write each
Yi = (ΩTi ⊗ Vi)⊕
( ⊕
Cj 6=Ti
ΩCj ⊗ Vi
)
≃ (ΩTi ⊗ Vi)⊕Wi
with (Wi)τ =
⊕
j K(uj −ui)⊗ (Vi)τ ⊆ ker(ΩC ⊗V
⊗l)α. Then since f-suppVi ≤ Ti, each ΩTi ⊗Vi ≃
Vi ⊕ Ui with (Ui)τ = 0, and by setting X :=
(⊕
iWi ⊕ Ui
)
⊕ Z˜ we get
(ΩC ⊗ V
⊗l)|P ≃ (
⊕
i
Vi)⊕X ≃ V
⊗l|P ⊕X
with Xσ ⊆ ker(ΩC ⊗ V
⊗l)α. Since this isomorphism sends ui ⊗ v to (v, 0) for v ∈ V
⊗l
τ , the
map (ΩC ⊗ V
⊗l)α acts on the right hand side just as V
⊗l
α , so the decomposition extends to give
ΩC ⊗ V
⊗l ≃ V ⊗l ⊕X with σ 6∈ suppX. Hence f-suppV ⊗l ≤ C, and so f1ˆQV
l = 0.
Gluing: Suppose Q is a gluing of P and S, as usual, but also take P to be a one point extension
of some smaller quiver (so there is a unique arrow a ∈ P→ with ha = σ). Denote by 1ˆP and 1ˆS
the maximal elements of LσP and L
σ
S, respectively. We show that f1ˆQV is nilpotent by induction on
d = #{M ∈ LσS | rank(1ˆP ,M) V 6= 0}.
If d = 0, then rankP V = rank(1ˆP ,0ˆS) V = 0, and the induction hypothesis gives (just as in the
extension case)
f-suppV |⊗lP ≤ C
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for large l, where C is the unique coatom of LσP . But then, regardless of how V |
⊗l
S decomposes, we
get that Ω(C,1ˆS) ⊗ V
⊗l = V ⊗l ⊕ U , so f-suppV ⊗l ≤ (C, 1ˆS) < 1ˆQ. Hence f1ˆQV
l = 0.
If d > 0, choose any M ∈ LσS maximal such that Z := rank(1ˆP ,M) V 6= 0. Then M 6= 1ˆS since
rank(1ˆP ,1ˆS) V = rankQ V = 0 by hypothesis. Now by maximality, Z ⊆ rankM V and Z∩rankN V = 0
for N  M in LσS. An inductive application of Corollary 49 over S then gives subrepresentations
U,W ⊂ V |⊗lS such that U ≃ ΩM ⊗K Z
⊗l, and V |⊗lS = U ⊕W .
But over P , since Z⊗l ⊆ rankP V |
⊗l
P , Theorem 1 gives subrepresentations X,Y ⊂ V |
⊗l
P such that
X = IP ⊗K Z⊗l and V |
⊗l
P = X ⊕ Y – in particular, Xσ = Z
⊗l = Uσ. By Lemma 38, we can take
Yσ =Wσ. So we have subrepresentations A,B ⊂ V ⊗l defined by
A :=
{
X over P
U over S
B :=
{
Y over P
W over S
giving a direct sum decomposition V ⊗l ≃ A⊕B, since this holds over both P and S. Now since
A ≃ Ω(1ˆP ,M) ⊗K (rank(1ˆP ,M) V
⊗l)
we know that both f1ˆQA = 0 and rank(1ˆP ,M)B = 0. By the induction hypothesis in this gluing
case, f1ˆQB is nilpotent, so f1ˆQ(A+B) = f1ˆQV
l is nilpotent. 
The completes the proof of the main result. The commentary after the statement of Theorem
39 gives as an immediate corollary:
Corollary 50. The rank functions on Q give an isomorphism
R(Q)red
∼
−→
∏
M∈LQ
Z V 7→
(
rM (V )
)
.
In particular, R(Q)red is a finitely generated Z-module.
Example 51. Continuing Examples 6 and 15, we can calculate that
rankZR(Q)red =
∑
x∈Q0
#LxQ = 31
where rankZ is the rank as an abelian group. This is because each of the three source vertices
contribute 1, and we can count #LτQ = 8 and #L
σ
Q = 20 from the diagrams in Example 15.
Corollary 52. For a fixed V ∈ RepQ, only finitely many indecomposable representations appear
as direct summands of the representations {V ⊗i}i≥0. In other words, there exists a finite set of
indecomposables {Vk} such that {V
⊗i}i≥0 is contained in the subcategory additively generated by
{Vk}.
Proof. The ring Rred is a finitely generated Z-module, hence integral over Z. This implies that R
is integral over Z also, and hence the subalgebra Z[V ] is too. Then Z[V ] is a finitely generated
Z-module, which gives the conclusion. 
6. Conclusion
If Q is any quiver now, and R(Q)red is a finitely generated Z-module, say that Q is of finite
multiplicative type (over K). Since the ring R(Q) generally depends on the fieldK, this property
could also. Then so far we know that Dynkin quivers of any orientation and rooted tree quivers
are of finite multiplicative type over any field. A natural question to ask is then, “What other
quivers are of finite multiplicative type?”. The first observation we make regarding this question
is that if Q is of finite multiplicative type over K, then so is any minor of Q; that is, any quiver
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obtained from Q by contracting edges and removing any combination of vertices and edges (cf.
[Die05, §1.7]).
Proposition 53. The set of finite multiplicative type quivers over a given field K is minor closed.
Proof. Let Q be of finite multiplicative type. If Q′ is obtained from Q by contracting an edge, then
there is an injective homomorphism of rings R(Q′) →֒ R(Q) given on representations by assigning
the identity map to the contracted edge (cf. [Her08a, §6]). If Q′ is obtained from Q by removing
some vertex or edge, then R(Q′) is isomorphic to the quotient of R(Q) by the ideal generated by
eP for all connected subquivers P containing that vertex or edge. 
It is easy to see that the loop quiver A˜0 is not of finite multiplicative type over an infinite field
K. The trace of an endomorphism is additive with respect to direct sum, and multiplicative with
respect to tensor product, hence extends to a ring homomorphism
Tr: R(A˜0)։ K.
A field K is infinite if and only if it is not a finitely generated Z-module. Since a field is reduced, the
trace map factors through R(A˜0)red, so A˜0 is not of finite multiplicative type whenK is infinite. The
case that K is finite can be handled by a more sophisticated argument, provided by an anonymous
referee. The map sending an endomorphism to its characteristic polynomial can be used to map
the Grothendieck ring of RepK(A˜0) into W (K), the ring of universal Witt vectors over K (see
[Lan02, p. 330] or [Bou06, Ch. IX] for Witt vectors, and [Alm78] for the relation to K-theory).
ThatW (K) is reduced follows easily from the definition of multiplication in W (K) and that K has
no nilpotents. Since the Grothendieck ring is a quotient of R(A˜0), and its image in W (K) is not
finitely generated as a Z-module, we get that A˜0 is not of multiplicative finite type over a finite
field either.
Since a graph is a tree if and only if it doesn’t have a loop as a minor, the proposition above
implies that a quiver of finite multiplicative type must be a tree. The following example shows that
not every tree is of finite multiplicative type.
Example 54. Let Q be the quiver of type D˜4, oriented to have “crossing paths”:
Q =
•
**UUUU
UU •
•
**UUUU
UU
44iiiiii
•
44iiiiii •
.
Now consider the quiver
Q′ =
• //

•
• •oo
OO
of type A˜3. There is a functor f
∗ : Rep(Q)→ Rep(Q′) given by
V1 Va
))SSS
SSS V2
V3 Vd
))SSS
SSS
Vc 55kkkkkk
V4
Vb 55kkkkkk
V5
7−→
V1
VcVa //
VdVa

V2
V5 V4
VdVc
oo
VcVb
OO
which, from the categorical viewpoint, is the composition of a representation V : Q → K-mod with
a certain functor f : Q′ → Q (cf. §2). Equivalently, if we relax our definition of maps of directed
graphs to allow arrows to be mapped to paths in the target, then f∗ is still a pullback along a
certain map f : Q′ → Q. Applying the global tensor functor RQ′ to a representation of Q
′ gives
a representation in which all maps over the arrows of Q′ are isomorphisms (Theorem 1). Such a
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representation induces a representation of A˜0 by taking the underlying vector space to be the space
at any vertex of Q′, and the endomorphism to be given by traversing around the cycle once, say
clockwise. This gives a functor L : Rep◦(Q′) → Rep(A˜0), where the domain is defined as the full
subcategory of Rep(Q′) consisting of representations which have an isomorphism at each arrow of
Q′. So, summarily, we compose functors:
Rep(Q)
f∗
−→ Rep(Q′)
RQ′
−−→ Rep◦(Q′)
L
−→ Rep(A˜0).
Each of these functors respects direct sum and tensor product, and preserves I, hence we have a
ring homomorphism R(Q)→ R(A˜0).
For λ ∈ K and n ∈ Z, define a representation
Vλ(n) :=
Kn A
**UUUU
UU Kn
K2n D
**UUUU
UU
C 44iiiiii
Kn
B 44iiiiii
Kn
with the maps given by the block form matrices
A =
(
id
0
)
B =
(
0
id
)
C =
(
id id
)
D =
(
id Jλ(n)
)
,
where Jλ(n) is the Jordan block of size n with eigenvalue λ.
Then the global tensor functor of Q′, applied to f∗(Vλ(n)), gives the representation
RQ′(f
∗Vλ(n)) =
Kn
id //
id

Kn
Kn Kn
Jλ(n)
oo
id
OO
when λ 6= 0, and the 0 representation when λ = 0. Applying the functor L gives the endomorphism
Jλ(n) of K
n for λ 6= 0, and hence the image of the induced map R(Q) → R(A˜0) contains the
representations which have all eigenvalues nonzero. The reduction of this image is not a finitely
generated Z-module, by a slight modification of the above argument for the loop quiver, and hence
R(Q)red cannot be a finitely generated Z module either. This shows that the tree quiver Q is not
of finite multiplicative type.
A similar argument with the pair of quivers
Q′ =
• //,,YYYYY ••
• •
llYYYYYoo
•
22eeeee
,,YYYYY •
ffMMMMMM
xxqqq
qqq• •rreeeeeoo•
• //
22eeeee •
Q =
• // •
• // • •
jjUUUUUUoo
ttiiiii
i
• // •
shows that this Q is also not of finite multiplicative type. To approach the classification of all
quivers of finite multiplicative type, we suggest an analogy to the classification of quivers of finite
representation type (cf. [Gab72]). It is well-known that a quiver Q is of finite representation type
if and only if Q is a Dynkin diagram, of any orientation. This is equivalent to saying that Q
does not have a minor of type A˜0, D˜4, E˜6, E˜7, or E˜8 (of any orientation). There are only finitely
many orientations of a given graph, so the finite set of quivers of these five types gives a finite
set of “obstructions” to a quiver being of finite representation type; these are sometimes called
forbidden minors.
It is an open problem to give forbidden minors that characterize quivers of finite multiplicative
type (over C even). The Tree Theorem of J.B. Kruskal (cf. [Kru60]) can be applied to show that the
set of tree quivers is well-quasi-ordered; with this, we can at least say that the finite multiplicative
type property can be characterized over a given field K by a finite set of forbidden minors.
42
References
[Alm78] Gert Almkvist. K-theory of endomorphisms. J. Algebra, 55(2):308–340, 1978.
[ASS06] Ibrahim Assem, Daniel Simson, and Andrzej Skowron´ski. Elements of the representation theory of asso-
ciative algebras. Vol. 1, volume 65 of London Mathematical Society Student Texts. Cambridge University
Press, Cambridge, 2006. Techniques of representation theory.
[BG82] K. Bongartz and P. Gabriel. Covering spaces in representation-theory. Invent. Math., 65(3):331–378,
1981/82.
[Bou06] N. Bourbaki. E´le´ments de mathe´matique. Alge`bre commutative. Chapitres 8 et 9. Springer, Berlin, 2006.
Reprint of the 1983 original.
[CB89] W. W. Crawley-Boevey. Maps between representations of zero-relation algebras. J. Algebra, 126(2):259–
263, 1989.
[Die05] Reinhard Diestel. Graph theory, volume 173 of Graduate Texts in Mathematics. Springer-Verlag, Berlin,
third edition, 2005.
[DM82] Pierre Deligne and James S. Milne. Tannakian categories in Hodge cycles, motives, and Shimura varieties,
volume 900 of Lecture Notes in Mathematics, pages 101–228. Springer-Verlag, Berlin, 1982. Available at
http://www.jmilne.org/math/articles/1982b.pdf.
[Dro80] Ju. A. Drozd. Tame and wild matrix problems. In Representation theory, II (Proc. Second Internat. Conf.,
Carleton Univ., Ottawa, Ont., 1979), volume 832 of Lecture Notes in Math., pages 242–258. Springer,
Berlin, 1980.
[EKMS93] M. Erne´, J. Koslowski, A. Melton, and G. E. Strecker. A primer on Galois connections. In Papers on general
topology and applications (Madison, WI, 1991), volume 704 of Ann. New York Acad. Sci., pages 103–125.
New York Acad. Sci., New York, 1993. Available at http://www.math.ksu.edu/~strecker/primer.ps.
[Gab72] P. Gabriel. Unzerlegbare Darstellungen. I. Manuscripta Math., 6:71–103; correction, ibid. 6 (1972), 309,
1972.
[Gab81] P. Gabriel. The universal cover of a representation-finite algebra. In Representations of algebras (Puebla,
1980), volume 903 of Lecture Notes in Math., pages 68–105. Springer, Berlin, 1981.
[Gre73] Curtis Greene. On the Mo¨bius algebra of a partially ordered set. Advances in Math., 10:177–187, 1973.
[Her08a] Martin Herschend. On the representation rings of quivers of exceptional Dynkin type. Bull. Sci. Math.,
132(5):395–418, 2008.
[Her08b] Martin Herschend. Tensor products on quiver representations. J. Pure Appl. Algebra, 212(2):452–469,
2008.
[Her09] Martin Herschend. On the representation ring of a quiver. Algebr. Represent. Theory, 2009. to appear.
Currently available online, DOI:10.1007/s10468-008-9118-1.
[Kin08] Ryan Kinser. The rank of a quiver representation. J. Algebra, 320(6):2363–2387, 2008.
[Kru60] J. B. Kruskal. Well-quasi-ordering, the Tree Theorem, and Vazsonyi’s conjecture. Trans. Amer. Math.
Soc., 95:210–225, 1960.
[Lan02] Serge Lang. Algebra, volume 211 of Graduate Texts in Mathematics. Springer-Verlag, New York, third
edition, 2002.
[Rie80] C. Riedtmann. Algebren, Darstellungsko¨cher, U¨berlagerungen und zuru¨ck. Comment. Math. Helv.,
55(2):199–224, 1980.
[Rin98] Claus Michael Ringel. Exceptional modules are tree modules. In Proceedings of the Sixth Conference of
the International Linear Algebra Society (Chemnitz, 1996), volume 275/276, pages 471–493, 1998.
[Sta97] Richard P. Stanley. Enumerative combinatorics. Vol. 1, volume 49 of Cambridge Studies in Advanced
Mathematics. Cambridge University Press, Cambridge, 1997. With a foreword by Gian-Carlo Rota, Cor-
rected reprint of the 1986 original.
[Str00] Volker Strassen. Asymptotic degeneration of representations of quivers. Comment. Math. Helv., 75(4):594–
607, 2000.
Department of Mathematics, University of Michigan, Ann Arbor, Michigan 48109
E-mail address: kinser@umich.edu
43
