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The exciton transfer. via migration and trapping. in binary and ternary mixed crystals is formulated in 
terms of percolation theory and the cluster structure for binary randomly mixed crystals. An important 
limiting case (exciton supertransfer) is derived for long exciton lifetime. relative to jumping and trapping 
time. The exciton supertransfer case is solved analytically [in terms of the functions derived by J. Hoshen 
and R. Kopelman, Phys. Rev. B (in press)] and the solutions involve neither physical parameters nor physical 
constants. Other limiting cases are derived. as well as an algorithm for the general energy transfer case. 
This algorithm relates the migration and trapping in binary and ternary systems with the trapping-free 
migration in binary systems. The algorithm involves the use of empirical information. i.e .• the parameters 
describing the exciton dynamics in a pure crystal. The various formulations are valid for concentrations 
both above and below the critical ("percolation") concentration, with due emphasis on small, medium, and 
large cluster contributions. Sample calculations are given (for the square lattice with site percolation). 
I. INTRODUCTION 
The concept of percolation (see also our earlier 
paper!) has been useful in certain fields of mathematics 
and physics. 2 In the latter, recent interest has fo-
cused on electrical properties of disordered conduc-
tors.3 We have found the concept of exciton percola-
tion a very useful one in the context of energy states 4 
and energy migration5- 7 involving Frenkel excitons in 
disordered molecular alloys and aggregates. 4 
Exciton percolation, or more preCisely, dynamic 
exciton percolation, is the migration of excitons in 
disordered condensed phases. It is based on the pres-
ence of an exciton conducting quasilattice A. Simul-
taneously there exists an exciton insulating quasilattice 
B. Any such quasilattice may be connected or dis-
jOint. The connectivity is operationally defined accord-
ing to the exciton transfer parameters. Efficient ex-
citon migration is aChieved when the A quasilattice is 
effectively connected. This does not necessarily mean 
that the B quasilattice is effectively disjoint. The 
Simplest case of exciton percolation occurs in a binary 
(two component) lattice with random substitutional dis-
order (especially when the B quasilattice is energetically 
inaccessible to the A exciton). 
Preliminary accounts of exciton percolation experi-
ments carried out in this laboratory have been given, 5-7 
as well as their possible relation with the primary 
process of photosynthesis. 8 The present paper is the 
first one in a series of reports designed to define and 
develop the concept of exciton percolation. We also 
show the applicability of this concept to the interpreta-
tion of existing experimental results, and to the design 
of new ones intended to shed more light on the problems 
of exciton migration and coherence in both neat and 
mixed molecular alloys and aggregates. 
Traditionally, condensed state theories start with 
simplified models involving one-dimensional chains. 
with nearest neighbor interactions. Unfortunately, in 
one-dimensional systems, the concept of percolation 
becomes trivial and essentially meaningless. There 
is a basiC analogy here with some other "critical phe-
nomena" such as certain phase transitions. This 
makes exact analytical solutions very difficult and sug-
gests that from the beginning one should attempt to use 
a method making use of the availability of modern com-
puter faCilities, while at the same time using, as far 
as possible, analytical solutions and interpolations so 
as to reduce to an absolute minimum the "computer 
simulation" game. 
An algorithm, both for the general case and for some 
special limits, is given below, followed by some graph-
ical illustrations based on sample computations. A 
more detailed treatment of incoherent and semico-
herent exciton migration follows in a separate paper. 
II. THEORY 
Operationally, one measures the exciton flow (mi-
gration) with the help of microsensors, fixed or moving, 
distributed (often at random) throughout the bulk of the 
alloy (or pure substance). These "sensors" may be a 
defect site (physical or chemical), a doped-in impurity 
site, another exciton, a domain boundary, etc. We 
discuss here a randomly distributed sensor with a given 
concentration (equilibrium or steady state). The ex-
citon flow rate (transport or migration) monitored by 
these sensors is therefore proportional to the number 
of distinct lattice sites visited by the exciton, within 
its lifetime. We notice that only conducting sites (in- . 
cluding "sensors'~ are visited, and not insulating sites 
(except in the case of tunneling or by thermal promo-
tion, i. e., modification of the exciton into a more en-
ergetic one). We also notice that at the sensor the 
particular exciton may become annihilated, with a prob-
ability as large as unity, while at other conducting sites 
this probability is usually quite low. (Annihilation of 
an exciton means its modification into a lower-or 
higher-energy exciton, a photon, a multiphonon etc. ) 
Let the sensor concentration (mole fraction) be C •• 
We also need to define C~, which is the effective sensor 
concentration 
where'Y is the sensors registering (trapping) efficiency. 
We define the conducting site concentration Cg , where 
the guest g site may be an ordinary conducting site t 
or a sensor site s 
Cg=Ct+C •• (2) 
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Usually, the sensor sites are a small minority: 
Ct »Cs ' (3) 
The concentration (mole fraction) of the insulating 
(ballast or host) material h is obviously 
Chd-Cg • (4) 
With a total number N of lattice sites, the number of 
guest sites is 
G = NCg , 




The number of ways of distributing Z sensors among 
G guest sites is 
C~ =G(G -l)(G - 2). .. (G - Z + 1)lzl. (7) 
The number of ways of distributing Z sensors among 
G - m guest sites is: 
C~-m = (G - m)(G - m-l) ... (G- m -Z +l)IZ!. (8) 
We are obviously focusing our attention on a particular 
set of m guest sites. From the above two equations 
it is obvious that the probability F~ of not having any 
of the Z sensors included in a set of m sites is 
(9) 
'" (1- mIG)[I- ml(G -1)J ... [1- ml(G - Z+ 1)]. 
If the fraction of sensors is very small (if not one can 
use Stirling's approximation) one gets 
F~ = (1- miG)", iff Z« G. (10) 
Finally, the probability F m for having at least one sen-
sor included in the set of m sites is 
(11) 
and thus 
Fm=I-(I-mIG)", iffZ«G. (12) 
Note that if the above set is small (compared to the 
ratio of Cglcs ",GIZ) one gets, with the help of the bi-
nomial expansion 
Fm=ZmIG, iff l~m«GIZ. (13) 
One practical aspect of the above results pertains to 
the probability of having one of the Z sensors included 
in a cluster of m sites, irrespective of the way one de-
fines such a cluster (see, i. e., Hong and Kopelman9). 
Furthermore, having an exciton confined to an m 
cluster, its probability Fm of registering at any sensor 
is 
(14) 
Actually, Fm expresses the cluster's exciton transfer. 
In the limit of efficient exciton transport, as well as 
high registration efficiency (the supertransfer case, 
see below), one gets 
Fm ",Fm, iff supertrans/er. (15) 
In the limit of high registration efficiency (1' -1), Eq. 
(15) is always justified for very small clusters (m - 1). 
We notice that the exciton transfer efficiency depends 
both on the exciton transport efficiency within the con-
ducting cluster and the sensor registration effiCiency. 
The transport efficiency, in its turn, is a function of 
both the propagation rate and the excitation lifetime. 
In very small clusters (111- 1) the propagation is es-
sentially instantaneous. Provided that the registration 
time is also much shorter than the excitation lifetime. 
Eq. (15) will always hold. 
The probability of confining an exciton onto an m 
cluster, provided it cannot "leak out", is the prob-
ability of having it enter the cluster. Assuming that 
the guest-exciton creation is simply proportional to the 
number of guest molecules, the probability of any 
guest exciton being created in the given m cluster is 
miG. If the total number of m clusters (Urn frequency'') 
is im then the probability Pm of creating the exciton in 
any m cluster is 
(16) 
Note that 
L Pm = G-1L imn1 = 1. 
m m 
Finally, the probability Em of any guest exciton being 




The total probability of a guest exciton regist"ring on 
a sensor is therefore 




We note that the cluster frequency im and the cluster 
registration probability Fm have to be solved as a func-
tion of Cg , for the given topology of exciton interactions 
(and the other factors relevant to exciton transfer and 
therefore affecting Fm), 
Limit of low guest concentration 
Well below the site percolation concentration ~, 
im - 0 for large m and so Eq. (15) will hold for the guest 
"miniclusters ", provided that the transfer efficiency is 
large enough so as to result in a transfer time small 
compared with the exciton lifetime. We can then re-
write Eqs. (20) and (21) as 
iff miniclusters, 1'» O. (22) 
Under these conditions, Eq. (13) is also likely to hold, 
giving thus 
P=ZLim(mIG)2=ZG-
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Bm=Zim(m/C)2={imm
2C)(Z/C), iffCK«C~, m«C/Z, 
y» O. (24) 
Notice that we have defined (see Ref. 1) above an "aver-
age cluster size" as 
IAV=C-1Limm2=LPmm. (23a) 
m m 
Limit of high guest concentration 
Sufficiently above the site Percolation concentration 
~ (for the given topology), i. e., C II' > CK = G:,+ I) (<5 '" 0.05), 
most of the guest sites belong to the "infinite cluster" 
(maxicluster). 2 Simultaneously, all the other clusters 
are very small (miniclusters). We can thus substitute 
in Eq. (20), for all the miniclusters, i. e., m * m' , 
where m' refers to the size of the maxicluster, Eq. (22), 
giving 
p=pm.Fm.+L PmFm, iffy»O. 
m~m' 
Noticint that im• = 1, and using the definition10 
P~=m'/C, 




P=Fm'P~+ L. Fmimm/C, iff CK >CK»Cs and y»O, (27) 
m~m 
or util.izing Eq. (13) for the miniclusters, 
P=Fm'P~ + (z/c2) L im m2 iff CIl' > CK » C. and y» O. 
m~m' (28) 
Remembering Eq. (24), the second term in Eq. (28) is 
small, giving 
P=Fm'P~, iffCK»Cc»C. andy»O. 
However, at the limit where 
P~ -1, iff C
K
-1, 




Below we shall deal with the evaluation of Fm" Once 
this quantity is available one has solved not only Eq. 
(31), but also Eq. (29), as p~ is often available in the 
literature2.3 or can easily be evaluated.1 This also leads 
to the evaluation of Eqs. (25), (27), and (28), provided 
that the cluster frequency distribution (the set im ) is 
available.1o The latter, as mentioned above, is only a 
function of topology (for a given C
K
). 
Intermediate guest concentration 
This is essentially the C
K 
region close to the percola-
tion concentration 
(32) 
Well below the percolation concentration, Eq. (22) is a 
good approximation to the exact expression [Eqs. (20) 
and (21)]. For intermediate low C
K
, Eqs. (23) and (24) 
are not recommended. One should substitute Eq. (12), 
rather than Eq. (l3X into Eq. (22). Thus Eq. (22) is 
replaced by 
P ""LFmPm = L [1- (1- m/C)Z Jimm/C, iff Cs « CK < CK, 
m m 
y» 0, (33) 
which should now be considered as a good approximation 
toEq. (21), havingnowdefinedCK=~-1) (1)"'0.05). 
An expression "symmetric" to Eq. (33) can be used 
above the percolation concentration, based on Eq. (27), 
but now including lower concentrations (compared to 
Eq. 28) 
, 
P=Fm.F",,+L [1-(1-m/C)Z]imm/C iffCK>CIf»C .. 
m#-m' 
y» 0, (34) 
which should again be considered as only an approxima-
tion to Eq. (21). Here again m' designates the maxi-
cluster. 
We can both remove the "discontinuity" at Gil'''; CIf 
..; CIf and improve on the validity of Eqs. (33} and (34) 
by realizing that there is a range of m for which Eq. 
(15) does not hold, only Eq. (14). We now designate 
this whole range as m" including, above percolation, 
the maxicluster. We now get 
(35) 
where L" is a summation excluding the whole set m". 
This expreSSion can now be written as 
/I , 
P= L PmFm+ L Pm"Fm"+P,,,Fmoiffy»O, (36) 
m*,m" m"t-m' 
where m' again deSignates the maxicluster, if it exists, 
i. e., if CK >~. Again, further manipulation gives 
" , 
P= L [1- (1- m/C)z]imm/C+ L Fm .. im .. m" /C 
77tFmli m"tm' 
+F~Fm" iff C»Z and y»O. (37) 
The evaluation of Fm" will be described together with 
that of F m" In opportune cases both the sets m" and the 
values of i", .. will be small. . . . We note that the break-
down of Eq. (15) for the sets m" depends not only on Cr 
and the topology, but also on C. and on the intimate de-
tails of the exciton transfer mechanism and parameters. 
Evaluation of F m 
The probability Fm of an exciton (confined to a given 
m cluster) registering on any sensor obviously depends 
on many factors: C" C., y, the interaction topology, 
the size of m, the shape of the m cluster, the exciton 
interactions, lifetime, and transport mode (coherence 
length, scattering behavior) etc. One way of deriving 
F m is by computer simulation, specifying all the above 
parameters and conditions, and averaging over crystal 
configurations (random lattice), cluster shapes, point 
of origin, sensor distribution, mode of propagaton, 
lifetime, etc. Such" games" can be conducted, but a 
significant saving in effort and money is aChieved with 
the help of the following algorithm, which gives F m as 
an analytical expreSSion of the sensor concentration 
C., with only one quantity in this expression to be de-
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rived from computer simulations that do NOT specify 
sensor concentrations and registration efficiencies. 
Our algorithm is based on the very general derivation 
of Eqs. (9) to (12). For simplicity we assume first a 
perfect sensor registration efficiency (y - 1). For ar-
bitrary exciton transport efficiency, Eq. (14) holds. 
We define nm to be the average number of distinct sites 
visited, within its lifetime, by an exciton confined to a 
given m cluster with the condition of y = 0 (or Z = 0 = Cs). 
Obviously, one has 
~":::m. (38) 
The probability Fn of this set of ~ sites including at 
least one sensor is [ analogously to Eq. (12) and its der-
ivation] 
Fn=1-(1-~/G)Z, iffZ«G, 




Now, if we let y - 1 this means that the above exciton 
probability to register on a sensor is 
(41) 
We note that the above equation holds irrespective of 
Eqs. (39) and (40). However, utilizing these equations 
one gets our algorithm 
Fm = 1 - 0- ~/G)Z, iff Z« G, y - 1. (42) 
We note that ~ has to be derived for the given Cg , in-
teraction topology, m cluster (size and shape), the ex-
citon interaction parameters, its lifetime and its mode 
of propagation and scattering. In addition ~ also has 
to be averaged over cluster shape and composition as 
wen as the exciton origin, propagation, and lifetime. 
For the case of y ~ 1, two methods of correction sug-
gest themselves. One is to substitute Z in Eq. (42) with 
Z' =Zy =NC~ (43) 
A better alternative, especially for low y, is to sub-
stitute nm for nm in the maxicluster, where ~ is the 
average number of distinct sites visited at least y-1 
times by the confined exciton (with the condition Z = 0 
and with y-1 rounded to an integer). 
The supertransfer limit 
In the limit of efficient transfer (supertransfer case), 
we can write 
~ = m, iff supertransfer, (38a) 
for all m. This implies a combination of long exciton 
lifetime and/or large exciton interactions and/or effi-
cient trapping. In this case Eq. (15) is valid. Actually, 
if one has a large enough sensor concentration (but not 
too large) and y - 1, -one always gets Eq. (15) to be valid, 
i. e., supertransfer, even without Eq. (38), as long as 
~»G/Z. This gives, similar to Eq. (33), but for all 
Cg [using Eqs. (12), (15), and (20)]. 
P=LFmPm = LPm[1- (1- m/G)Z], 
m m 
iff Z« G and supertransfer, (33a) 
which reduces to [(see Eqs. (16) and (26)] 
P=Fm'P~+ Z=' [1- (1- m/G)Zlimm/G, 
mtm' 
iff C g» Cs and supertransfer. (34a) 
We notice that, using Eq. (12), 
Fm' = 1- (1- P~)Z, iff Z« G and supertransfer, (12a) 
and even 
Fm' = 1 iff 1«Z«G, Cg>Cg>C~ and supertransfer. 
(12b) 
Thus Eq. (34a) turns into 
P=P~+ )"[1-(1-m/G)Zlimm/G, iff 1«Z«G, ~, 
C g > Cg> ~ and supertransfer. (34b) 
We thus get, similar to Eq. (29), 
P=P~, iff Cg»C~»Cs and supertransfer, (29a) 
giving, in the limit of Eq. (30), the trivial answer 
P = 1, iff Cs « C~« Cg - 1 and supertransfer. (31a) 
We can also rewrite Eq. (34b) for regions of small 
miniclusters, i. e., for both the ranges Cg« C~ and Cg 
»C~ utilizing Eq. (13), similar to its use in Eq. (23) 
and Eq. (28), 
, 
P= P~ + (Z/G 2) z= im m2 , iff 1« Z« G, supertransfer 
mimi 
and iff Cg« ~ or Cg» C~. (34c) 
Alternatively, 
P=Poo+ZG-1I~v , conditions as above, (34c') 
where I~v is the "reduced average cluster size" (see 
Ref. 1): , 
I , - G- 1 ,"". 2 I P r av = W 'lm m = av - m' m . (34e) 
mtm' 
Note that the region covered by Eq. (34b) but not by Eq. 
(34c) is that of Cg closer to C~ (whether smaller or larg-
er). Eq. (34c) is still more rigorous than Eq. (29a) 
and can also be used below the percolation concentra-
tion (where Poo = 0), as an approximation to Eq. (33). 
Large sample limit 
or 
Rewriting Eq. (39), utilizing Eqs. (5) and (6), 
Fn = 1- (1- ~/NCg)NCs, 
F =1- 1-..:.:111-( 
n )(NCglnm)(CsICg) 
n NCg 
For very large N, i. e., a large crystal, 
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(48) 
We notice that the conditional relation of Eq. (48) gives 
Z «G, (49) 
which was crucial to our original derivation of Eq. (10). 
This consistency check indicates that Eqs. (46) and (48) 
can be utilized under the appropriate conditions. We 
notice the close analogy between Eq. (48) and Eq. (13). 
However, while we utilized Eq. (13) mainly for the case 
of small m clusters, Eq. (48) is most appropriate for 
use, via Eq. (41), for the case of large (and very large) 
clusters with inefficient exciton transport, the latter 
resulting from small exciton interactions and/or short 
exciton lifetimes and/or an unfavorable cluster topology. 
We notice that Eq. (46) holds if the dimension of the 
crystal sample is large compared to the sampling radi-
us of the exciton, while Eq. (48) holds if the average 
distance to a sensor is also large compared to this ex-
citon radius. The above statements have to be modified 
appropriately for ric- 1, either according to the spirit of 
Eq. (43) or the alternative proposed in the discussion 
following it. 
III. EXAMPLES OF RESULTS 
Figure 1 gives the supertransjer limit for the prob-













FIG. 1. Exciton Supertransfer Probability P vs Guest Con-
centration C, (mole fraction), with Sensor Concentration C. 
as parameter (aU concentrations in mole percent). These 
150 x 150 square lattice curves are caicuiated10from Eq. (34b) 
for C, > ~ and from Eq. (34d) at C, < ~. Note that a random 
number generation subroutine was used to form a random bi-








150 X 150 
SQUARE LATTICE 
0.8 
FIG. 2. A computer Simulation 10 of the Exciton Supertransfer 
vs Guest Concentration C, (mole fraction) with Sensor Concen-
tration C. (mole percent) as a parameter. The 150x 150 square 
lattice is generated by the computer, with the help of a random 
number generation subroutine, as a ternary system, including 
C. mole percent of super trap (sensor). Y is the fraction of 
total guest which is connected via a succession of nearest 
neighbor guest interactions to a sensor. 
sensor, with sensor concentrations of Cs in the range 
8 x 10-3 to 2 x 10-4, as a function of C go P is calculated 
from Eq. (34b) and its equivalent expression, 
P= [l-(l-m/G)Zlim m/G, iff l«Z«G, 
m 
supertransjer and C, < ~ (34d) 
Figure 2 is a computer simulation of the exciton 
transfer in the following way: The computer generates 
the previously described three-component random lat-
tice and the criterion used is essentially that of the 
previous figure. The question we are asking is whether 
or not the guest cluster is linked with a sensor. In the 
limit of supertransfer the end result should be equiva-
lent to that of Fig. 1. The discrepancies ariSing will 
be discussed in a subsequent paper, 10 and we'll also com-
pare theory with experiment. 11 As mentioned above, 
further applications of the algorithm are given separate-
ly.12 
Figure 3 gives some sample calculations according 
to Eqs. (18) and (42). The values of nm were calculated 
for each guest concentration C, using a 500 x 500 square 
lattice with cyclic boundary conditions and a random 
walk program, with 200000 steps, performed for the 
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FIG. 3. Maxicluster Registration Probability P[=Bm, of 
Eq. (18) 1 vs Guest Concentartion C1 (mole fraction) with Sen-
sor Concentration Cs (mole fraction) as Variable Parameter 
and Random Walk (200000 steps) on a 500x 500 Square Lattice. 
The supertrapping efficiency is y= 1. Cyclic boundary condi-
tions and the algorithm of Eq. (42) were used. 12 Notice that 
the higher the Cs value, the higher the "curve", except that 
the 2. 4x 10-3, 7. 4x 10-3, and IX 10-2 C(s) curves all coincide. 
Note also that while the roughness of each curve is due to com-
putational fluctuations, the values for any given C(guest) are 
not so afflicted. 
maxicluster (only). Assuming the registration effi-
ciency to be y= 1, the probability (P=Bm ) of any guest 
exciton being created and registered inside the maxi-
cluster is given for a series of sensor concentrations 
Cs • 
IV. DISCUSSION 
We note that, while the above examples have been for 
the oversimplified "classical" case of nearest neighbor 
interactions, our general formalism [Eq. (42)] is valid 
for a general kind of physical interactions, including 
long-range quantum mechanical tunneling; (This will 
be elaborated on in a subsequent paper). It is also 
applicable for the kind- of exchange and superexchange 
interactions found to exist between impurity sites in in-
organic crystals, such as Ruby, 13 as long as one can 
retain the concept of tight binding, i. e., Frenkel ex-
citons. The following is a brief rationale. 
Generally, our model implies that the nature of the 
excitation (i. e., energy) is practically independent of 
the size of the cluster. In addition, it implies that the 
excitation is essentially confined to the guest cluster. 
In this respect it is a classical particle picture and not 
one of quantum mechanical wave packets. 14 However, 
our model allows the presence of the "host" to influence 
the nature of the bonds connecting such sites into a 
cluster. Thus, physically, the host influences the ef-
fective connectivity of the guest quasilattice. For in-
stance, a physical picture in which the excitation has a 
small amplitude on the host sites translates into a 
"classical" mathematical model of guest "bonds" criss-
crossing the host quasilattice. This is analogous to 
molecular theory, where "stick and ball" (or spring 
and ball) models go a long way towards the character-
ization of molecular symmetry, topology and dynamics 
(even though the treatment of electronic eXCitations, in 
contrast to vibrational ones, usually involves an ap-
proximate quantum mechanical solution), 
For the case where the nature of the excitation would 
critically depend on the cluster size, as for large radius 
excitons (Wannier-Mott or charge-transfer), our model 
has to be dealt with very carefully. The same is true 
for the case of an excitation which is Significantly 
shared between guest and host, or oscillates rapidly 
between being a guest excitation and being a host ex-
citation 0. e., thermal activation and deactivation). In 
the latter case a possible avenue of mathematical 
modeling may involve the replacement of the cluster 
concept by that of the conglomerate. 9 However in any 
of the above cases, once a correct description, whether 
classical or quantum mechanical, is available and amen-
able to giving for the binary syste In the information re-
quired to get effective values of~, then the mere 
knowledge of an effective y (or nm) will give the complete 
description of the ternary system, with the use of Eq. 
(42) or its equivalents for nm, modified by Eq. (43), as 
well as an rtugmented Eq. (36). The augmentation of 
Eq. (36) involves the replacement of Pm [given by Eq. 
(16)] with a Pm depending on the physics of the small 
cluster exciton. Future papers in this series will deal 
speCifically with problems of increasing complexity, 
in conjunction with experimental studies designed to test 
the validity of our Simplifications. 
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