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ABSTRACT 
 This dissertation consists of three essays in financial and labor economics. It 
provides empirical evidence for testing the efficient market hypothesis in some financial 
markets and for analyzing the trends of power couples’ concentration in large 
metropolitan areas.  
 The first chapter investigates the Bitcoin market’s efficiency by examining the 
correlation between social media information and Bitcoin future returns. First, I extract 
Twitter sentiment information from the text analysis of more than 130,000 Bitcoin-
related tweets. Granger causality tests confirm that market sentiment information affects 
Bitcoin returns in the short run. Moreover, I find that time series models that incorporate 
sentiment information better forecast Bitcoin future prices. Based on the predicted prices, 
I also implement an investment strategy that yields a sizeable return for investors.  
 The second chapter examines episodes of exuberance and collapse in the Chinese 
stock market and the second-board market using a series of extended right-tailed 
augmented Dickey-Fuller tests. The empirical results suggest that multiple “bubbles” 
occurred in the Chinese stock market, although insufficient evidence is found to claim the 
same for the second-board market.  
  vii 
 The third chapter analyzes the trends of power couples’ concentration in large 
metropolitan areas of the United States between 1940 and 2010. The urbanization of 
college-educated couples between 1940 and 1990 was primarily due to the growth of 
dual-career households and the resulting severity of the co-location problem (Costa and 
Kahn, 2000). However, the concentration of college-educated couples in large 
metropolitan areas stopped increasing between 1990 and 2010. According to the results 
of a multinomial logit model and a triple difference-in-difference model, this is because 
the co-location effect faded away after 1990. 
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CHAPTER ONE  
Big Data in Testing the Efficient Market Hypothesis of the Bitcoin Market 
 
1  Introduction 
 Bitcoin was booming. The price of a Bitcoin soared to above $1,000 in December 
2013; only 10 months before it was less than $15. This recent price surge, driven by 
Chinese investors stashing money offshore, looks like a typical bubble.
1
 Hoarding 
behavior by investors also means that Bitcoin is currently more of a speculative asset than 
a currency. In addition to the huge arbitrage possibilities, some investors are attracted by 
the potential for anonymous transfers or by the fixed upper limit on the number of 
bitcoins in circulation. But whatever the reason, Bitcoin is attracting surprisingly 
numerous fans. It is fascinating to delve more deeply into the Bitcoin phenomenon. 
 
 
Figure 1.1.1: Historical Bitcoin prices between January 2013 and January 2015  
                                                        
1
 The Bitcoin bubble: http://www.economist.com/news/leaders/21590901-it-looks-overvalued-even-if-
digital-currency-crashes-others-will-follow-bitcoin 
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 Figure 1.1.1 presents the historical prices of Bitcoin between January 2013 and 
January 2015. As indicated by the price swings shown in the figure, Bitcoin lost half its 
value over the course of 2014 after the huge spikes at the beginning of the year. The 
frequent fluctuations in prices lead to thought-provoking questions such as whether the 
Bitcoin market is efficient and what kind of factors impact Bitcoin price movements. If 
the market is inefficient, then we can assume that irrational investors exist in the presence 
of arbitrage opportunities. And if we can identify the factors that affect Bitcoin price 
movements, we could conceivably take advantage of this information to “beat the 
market.” 
 This chapter proposes that market sentiment information extracted from social 
media data impacts Bitcoin price movements, further proving the inefficiency of the 
market. With the help of text data mining methods, I apply textual analysis on social 
media (Twitter) data to extract Twitter sentiments from more than 130,000 Bitcoin-
related tweets. Granger causality tests confirm that Twitter sentiments affect Bitcoin 
returns in the short run. Furthermore, utilizing the sentiment information, I provide a 
powerful forecasting model and a portfolio management strategy at the end of the 
research. This chapter applies the presently known practice of Twitter sentiment analysis 
to the case of Bitcoin, and may be among the first such applications in this field.  
 Before discussion of the research procedure, a brief introduction of the Bitcoin is 
in order. Bitcoin is a digital store of value and payment system invented by Satoshi 
Nakamato. It is a peer-to-peer electronic cash system and a leading global open-source 
cryptocurrency (Kroll et al., 2013). It uses cryptography to control the creation and 
  
3 
transfer of money, while transactions are broadcast as digitally signed messages to the 
shared public network, the “block chain.”2 The reward of solving a block is automatically 
adjusted so that roughly after every four years of operation of the Bitcoin network, half 
the amount of bitcoins created in the prior four years is created.
3
 Also, the total number of 
bitcoins in existence will never exceed 21,000,000. Figure 1.1.2 plots the total amount of 
bitcoins in circulation from 2009 to 2039. As such, we know that by sometime around 
2040 the entire supply of bitcoins will have been “ mined” and that no new incremental 
supply will emerge from that point—so there is no way a central bank can inflate their 
value away by issuing more. 
 
Figure 1.1.2: Total Bitcoins in circulation (compundingmyinterests.com) 
                                                        
2
 See “A Short Introduction to Bitcoin”; https://1btcxe.com/what-are-bitcoins.php  
3
 See “Mining Bitcoin”: http://ca.newsbtc.com/mining-bitcoin/ 
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 Although Bitcoin is a relatively new concept, there are signals of traction in the 
online trading business and elsewhere, where Bitcoins are increasingly accepted in 
transactions. A growing number of shops and websites are accepting payments in Bitcoin, 
and Bitcoin ATM machines even have been installed in Canada and the US since 2013. 
While the value of all Bitcoins totaled about $3.5 billion in September 2015, the highest 
market capitalization of Bitcoin reached $13.9 billion (USD) in December 2013. 
Although this is relatively small when compared with the New York Stock Exchange 
(NYSE), which had a market capitalization of around $19.7 trillion in September 2015, it 
is almost equally as active as the NYSE in terms of the daily trading volume. The highest 
daily trading volume reached $72 million just in the USD currency market, which 
accounts for less than one-third of the worldwide Bitcoin market. In September 2015, the 
daily trading volume of the Bitcoin market averaged around $10 million. In comparison, 
the NYSE’s daily trading volume is around $33.5 billion. It is noteworthy that a great 
many investors have shown an interest in the Bitcoin market, and it is growing steadily. 
Moreover, on September 17, 2015, Bitcoin was officially designated as a commodity by 
to the Commodity Futures Trading Commission (CFTC).
4
 By this action, the CFTC 
asserted its authority to provide oversight of the trading of cryptocurrency futures and 
options, which will now be subject to the agency’s regulations. This action will 
undoubtedly increase the confidence of investors in the safety of trading Bitcoins, and 
attract a growing number of people into the Bitcoin market. 
                                                        
4
 “Bitcoin Is Officially a Commodity”: http://www.bloomberg.com/news/articles/2015-09-17/bitcoin-is-
officially-a-commodity-according-to-u-s-regulator 
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 Following this discussion of the general concept of the Bitcoin market, the next 
step in this chapter starts to focus on testing for the Bitcoin market’s efficiency. Section 2 
provides a theoretical background of the efficient market hypothesis test, as well as 
model structures for examining the correlation between Bitcoin returns and market 
sentiments. If I can successfully prove that market sentiments help us better predict future 
Bitcoin returns, we can conclude that the Bitcoin market is inefficient. In other words, the 
sentiment information collected from social media data is a key factor, which makes a 
significant contribution toward predicting Bitcoin price movements, inasmuch as the 
extensive use of social media has had pervasive impacts in various fields. Before 
elaborating how market sentiments impact Bitcoin returns in sections 4 and 5, section 3 
discusses the procedures for extracting sentiment information from social media data 
using text data mining methods. 
 While research in behavioral economics suggests that emotions can affect 
individual behavior and decision-making (Akerlof and Shiller, 2009; Scott and 
Loewenstein, 2008), the sentiment information extracted from social media data has 
always been considered a key factor for financial markets. Twitter, as one of the top ten 
most visited sites,
5
 has drawn more and more attention from different disciplines as a 
laboratory to study large sets of social media data. For instance, Jermain et al. (2014) 
elaborated a method of forecasting the Bitcoin market using signal words found on 
Twitter. In this chapter, I generate sentiment variables after processing relevant data 
                                                        
5
 "Top Sites". Alexa Internet. Retrieved May 13, 2013 
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using data mining strategies. Bitcoin prices can be acquired on BitcoinChart.com,
6
 while 
the Twitter data are downloaded from the Internet Archive.
7
 Later, a sentiment analysis 
tool—TextBlob8—is adopted to analyze the filtered Twitter data, in order to extract the 
sentiment information. , The relationship between the derived Bitcoin and sentiment 
variables is then revealed by econometric method in section 4. 
 More specifically, in section 4, I make use of Granger Causality analysis to reveal 
the causal effect of sentiment features on Bitcoin returns. I successfully reject the null 
hypothesis, i.e., the sentiment does not Granger-cause Bitcoin returns, which also rejects 
the market’s efficiency. Moreover, I explore an Auto Regressive Integrated Moving 
Average (ARIMA) model with the help of the sentiment features to forecast future 
Bitcoin prices. Later, in section 5, based on the previous models, I implement a pseudo 
real time exercise to predict Bitcoin prices, as well as an investment strategy that yields a 
sizeable return for investors. Lastly, section 6 discusses some extensions and future 
prospects of this research. In sum, this chapter provides an approach to apply the 
presently known practice of Twitter sentiment analysis to the case of Bitcoin at a “big 
data” scale, as well as providing useful econometric methods and practical ways to 
manipulate the Bitcoin market. 
 
                                                        
6
 www.bitcoinchart.com, data from this website are public free accessible.  
7
 Data are downloaded from API, which is the application program interface. Twitter offers two APIs. The 
REST API allows developers to access core Twitter data and the Search API provides methods for 
developers to interact with Twitter Search and trends data  http://www.webopedia.com/TERM/A/API.html 
8
 Textblob is a Python library for processing textual data. It provides a simple API for diving into common 
natural language processing (NLP) tasks such as part-of-speech tagging, noun phrase extraction, sentiment 
analysis, classification, translation, and more.  https://textblob.readthedocs.org/en/dev/ 
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2  Theoretical Background 
 In financial economics, the efficient-market hypothesis (EMH) states that it is 
impossible to “beat the market” because market efficiency causes existing share prices to 
always incorporate and reflect all relevant information.
9
 According to the EMH, financial 
assets always trade at fair value, making it impossible for investors to either purchase 
undervalued assets or sell assets for inflated prices. Therefore, it should be impossible to 
outperform the overall market by advanced portfolio selection, and the only way to make 
higher profits is through taking greater trading risks. 
 There are normally three versions of EMH: weak, semi-strong, and strong. The 
strong version of EMH states that prices instantly reflect all past publicly available 
information, as well as hidden information. The semi-strong form of EMH claims both 
that prices could reflect all public information and that prices instantly change to reflect 
new public information. Meanwhile, the weak form of EMH states that in an efficient 
market the prices of traded assets (e.g., stocks, bonds, or property) already reflect all past 
publicly available information. In other words, in the efficient market no information in 
the past should contribute to predicting the future returns.  
 In this chapter, I focus on testing using the weak version of the EMH. Significant 
research has been done on the efficient market hypothesis. As noted above, under the 
weak form of the efficient market hypothesis, stock prices are able to reflect all the past 
public information (Fama, 1970). Moreover, when facing a wide variety of publicly 
available information, based on rational expectation theory, people will make full use of 
                                                        
9
 In financial economics, EMH states that asset prices fully reflect all available information 
https://en.wikipedia.org/wiki/Efficient-market_hypothesis 
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the past available information to generate expectations regarding the volatility of stock 
prices (Muth, 1961).. Furthermore, the aggregate expectations, namely, the market 
expectation, have been demonstrated to be embodied in stock prices (Lane and Jacobson, 
1995). Excess returns cannot be earned in the long run by using investment strategies 
based on historical share prices or other historical data. That implies that future price 
movements are determined entirely by information. 
 Researchers and investors have criticized the efficient market hypothesis both 
empirically and theoretically. Grossman and Stiglitz (1980) argued that prices cannot 
perfectly reflect the publicly available information because the information is costly. If it 
did, those who spent resources to obtain it would receive no compensation, leading to the 
conclusion that it is impossible for the market to be efficient. Even in theory, if there are 
costs of gathering and processing information, abnormal returns will exist. Those returns 
are necessary to compensate investors for their information collection and processing 
expense, and then they are no longer abnormal. Alternatively, Lo and MacKinlay (1999) 
argued that the degree of market inefficiency determines the effort investors are willing 
to expend to gather and trade on information. Henceforth, a non-degenerate market 
equilibrium will arise only when there are sufficient profit opportunities, i.e., 
inefficiencies, to compensate investors for the costs of trading and information collection.  
 Based on all the criticism above, we need to figure out how to test for the efficient 
market hypothesis formally. The following is a basic formula stating the weak form of 
EMH: in an efficient market no information in the past should contribute to predicting 
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future returns. Here 𝑦𝑡 represents the assets’ returns at time t. The weak version of EMH 
is stated as: 
𝐸(𝑦𝑡|𝑦𝑡−1, 𝑦𝑡−2, … ) = 𝐸 (𝑦𝑡)                                                                                     (1.2.1) 
Therefore, a simple model to test the EMH is to have the null hypothesis as: 𝐻0: 𝛽1 = 0 
𝑦𝑡 =  𝛽0 + 𝛽1𝑦𝑡−1 +  𝑢𝑡                                                                                             (1.2.2) 
If we can successfully test that 𝛽1is significantly different than 0, we can reject the null 
hypothesis, which leads to the conclusion that the market is inefficient. 
 Once we have successfully tested that the market is inefficient, naturally the next 
step is to think about how to realize the arbitrage opportunities afforded by the inefficient 
market. It has been proven by Bollen, Mao, and Zeng (2011) that prediction of the Dow 
Jones Industrial Average can be made more accurate by taking the mood of Twitter into 
consideration. Outside of financial markets, the possible impacts of social media data 
have been studied in multiple areas,  such as forecasting movie box-office grosses (Asur 
and Huberman, 2010), tie strength among friends (Gilbert and Karahalios, 2009), and 
other areas. Obviously, we can see that social media information possesses a certain 
power to impact several fields, including the stock market. Therefore, it comes very 
naturally to think about the following question: 
“Does social media information impact Bitcoin returns?” 
If we try to formulize the above question, we need to test the following equation: 
 𝐸(𝑦𝑡|𝑍𝑡−1 = 𝐺) ≠ 𝐸 (𝑦𝑡|𝑦𝑡−1, 𝑦𝑡−2, … )                                                                    (1.2.3) 
The left-hand side represents the predicted Bitcoin returns conditional on past values and 
social media information, while G includes all previous values of Bitcoin, as well as 
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sentiment information. The right-hand side represents the predicted Bitcoin returns 
conditional only on past values. If it can be proven that the left-hand side is statistically 
significantly different from the right-hand side, then we can conclude that the sentiment 
information contributes to predicting future Bitcoin returns. 
 The underlying idea of the above test assumes that social media information 
impacts the expectation of the asset values. According to a study by Lemmon and 
Portniaguina (2006),
 
 sentiment from social media can be used to measure expectation. 
This is also verified in the research of Souleles (2004). Thus, if we can extract sentiment 
from social media data, it may be feasible to reveal the impact of social media sentiment 
on asset returns. From a psychological perspective, according to the theory of planned 
behavior proposed by Ajzen (1991),
 
 people’s behaviors are affected by their perceived 
behavioral control, subjective norms, and attitudes toward the behaviors. The behavior 
could be either buying or selling the asset; therefore, it will affect the price movements.  
 In light of the above discussion, the following logical sequence can be 
constructed. A wealth of social media information is available that drives investors’ 
expectations, which help to further shape their attitudes. These attitudes can be parsed by 
people’s posts on social media, and sentiment analysis is the tool that can be used to 
expose these attitudes (O’Connor, Balasubramanyan, Routledge, and Smith, 2010; Liu 
and Zhang, 2012). Meanwhile, perceived behavior controls depend on the perceived 
degree of difficulty of their Bitcoin trading, while subjective norms depend on the 
perception of other people’s opinions of their trading behaviors. The intention is 
influenced by these three elements (attitudes, behavior controls and subjective norms) in 
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aggregate, and intentions precipitate investors’ behaviors, either to buy or sell Bitcoin. 
Furthermore, cumulative trading behaviors affect asset prices via the principle of supply 
and demand. The entire process explains why sentiment on social media can impact 
Bitcoin price movements. 
 Some scholars claim that any test of the efficient market hypothesis is a joint test 
of an equilibrium-returns model and rational expectations. According to Fama (1970),
 
  
an efficient market will always “fully reflect” available information, but in order to 
determine how the market should “fully reflect” this information, we need to determine 
investors’ risk preferences. Therefore any test of the EMH is a test of both market 
efficiency and investors’ risk preferences. For this reason, the EMH, by itself, is not a 
well-defined and empirically refutable hypothesis. However, I do not base any 
assumption on rational expectations of the Bitcoin market. Instead, I validate that the 
sentiment information helps us to better predict the market than if only using market 
instruments (e.g., daily price, trading volume, etc.). Since the market price itself should 
contain all past information according to the EMH, I can therefore claim that the Bitcoin 
market is “inefficient”10. 
 
                                                        
10 In this chapter, claiming the market is “inefficient” only means some information could help us 
predict future asset returns. It doesn’t prove inefficiency theoretically. 
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3  Data Collection & Sentiment Analysis 
3.1  Social Media Data      
 With nearly one-fourth of the entire global population using social media, its 
impacts on different aspects of society have become more and more prominent. The first 
modern social media platform, Open Diary, was released in 1998 (Kaplan and Haenlein, 
2010). According to their study, social media is an Internet-based application built on 
Web 2.0 in which users are allowed to create, exchange, and maintain information. Social 
media is pervasive in modern society, including in such areas as politics, housing 
markets, and financial markets. As a consequence, most people have already gained some 
understanding of its importance. By 2012 (Cai et al., 2012), it was projected that the 
population on social media would grow to around 1.3 billion. In order to explore the 
impacts of social media on the Bitcoin market, the selection of a particular object for 
experimentation should possess representative characteristics. I chose to utilize Twitter to 
carry out the concrete study. 
 Twitter is an online social networking service that enables users to send and read 
short (140 character) messages called “tweets.” It launched in July 2006 in the United 
States and has gained tremendous attention and attracted a massive user base (Kwak et 
al., 2010). Twitter rapidly gained worldwide popularity and now has more than 500 
million users
11
, who in 2015 posted around 500 million tweets per day. In 2013, Twitter 
was one of the ten most-visited websites, and has been described as “the SMS of the 
                                                        
11
 "Twitter MAU Were 302M For Q1, Up 18% YoY - Twitter (NYSE:TWTR) | Benzinga]". April 28, 
2015. Retrieved May 2, 2015. 
  
13 
Internet” (Alexa Internet, 2013).12. I chose to study Twitter due to its data’s public 
availability. Twitter data can be downloaded from the stream Application Programming 
Interface (API), which offers good services for researchers and developers to conduct 
experiments. I will explain the API process in detail below. 
 Figure 1.3.1 is an example of a tweet that mentions Bitcoin. The character hashtag 
“#” is assigned in the text message to signify a certain topic by attaching a topic name 
behind. And the sign “@” mentions a specific user account that is followed by the 
account name. All tweets are accessible for both registered and non-registered users. But 
only the registered user can re-post (retweet) the existing tweet. I downloaded the Twitter 
data from Internet Archive,
13
 which is an online non-profit digital library. It provides free 
access to archived Twitter data generated since January 2012. The Twitter data on 
Internet Archive were collected through the Stream API, and is in JSON (JavaScript 
Object Notation) format. Figure 1.3.2 shows an example of a JSON file’s structure. It not 
only contains the tweet text, but also plenty of other useful information such as the 
retweet count, geographic information, reply status, and the user’s personal information. 
 
                                                        
12
 "Top Sites". Alexa Internet. Retrieved May 13, 2013 
13
 Internet archive website: https://archive.org/index.php 
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Figure 1.3.1: A tweet with “#,” “@,” and picture from the Twitter account of Gift Off and retweeted by Twitter 
account Bitcoin 
 
Figure 1.3.2: JSON file structure of one tweet (Cao, 2014)14 
 
                                                        
14
 Cao(2014)’s Figure 3.2: Data structure of single tweet json data. 
http://dare.uva.nl/cgi/arno/show.cgi?fid=544733 
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 In this chapter, I use a simple collection of the API stream, also known as the 
“Spritzer” version.15 It is a light and shallow record (stream) of Twitter grabs, designed 
mainly aiming for the purposes of research, history, testing, and memory. The Twitter 
Spritzer provides a 1% random sample of public tweets. For each day we have an average 
of around 4 million tweets after the random selection, which is large enough for 
representing the aggregate of tweet data.  By using this Spritzer version, around 952 
million tweets have been collected within the timeframe from February 1, 2014 to 
September 30, 2014, which is 238 days
16
 in total. The data were downloaded from the 
website: https://archive.org/details/twitterstream, and data size is around 0.5 TB for each 
month. Given the huge data set that exists even for a single day, filtering the relevant data 
becomes the top priority. I discuss the procedures of data filtering using the single tweet 
data example in JSON format presented in Figure 1.3.3. 
 In figure 1.3.3, the text following the highlighted word “text” is the content of this 
tweet, which is  “First US bitcoin ATMs to open soon in Seattle, Austin 
http://t.co/D3AxMNMgKB.” In the first line, “”lang’: ‘en’” means this tweet was written 
in English. At this moment, most natural language processing mechanisms for the 
sentiment analysis of texts are only well developed for some languages such as English, 
and English is the dominant language on Twitter (Fox, 2013). Therefore, the first step is 
to filter out non-text tweets and non-English tweets. The second step is to filter out the 
                                                        
15
 Spritzer stream is sampled stream. https://blog.gnip.com/tag/spritzer/  
16
 The whole sample should cover 242 days, but there are 4 days have missing data, so I deleted those 4 
days. 
  
16 
non-Bitcoin-relevant tweets through a toolkit called Google Keyword Planner,
17
 which is 
designed to offer critical keywords associated with specific issues. This free toolkit is a 
product of Google Adwords that provides data on search queries in Google and other 
resources for planning a specific advertising campaign. Through the ranking of search 
frequencies, keywords about Bitcoin’s popular products, service, and online exchange 
platform were selected. Figure 1.3.4 shows the keyword set for filtering the Twitter data. 
 
 
Figure 1.3.3: Single tweet data example in JSON format 
 
 
Figure 1.3.4: The keyword set for Bitcoin 
                                                        
17
 Google keyword planner website: https://adwords.google.com/KeywordPlanner 
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After the two steps of filtering, the number of Bitcoin-related tweets is around 500 per 
day. The next section discusses how to apply text analysis to those filtered tweets. 
 
3.2  Sentimental Analysis 
 Text data mining, roughly equivalent to text analytics, refers to the process of 
deriving high quality information from text data. A typical text mining
18
 task includes 
text categorization, text clustering, concept/entity extraction, production of granular 
taxonomies, sentiment analysis, document summarization, and entity relation modeling. 
Sentiment analysis refers to the use of natural language processing, text analysis, and 
computational linguistics to identify and extract subjective information in source 
materials. In this chapter, I have applied sentiment analysis on text messages of tweets, in 
order to derive the sentiment behind the text. To be more specific, the input is simple text 
while the output is a definite sentiment measurement, or more precisely, a numeric value. 
 Among various sentiment analysis tools, I selected TextBlob
19
 to perform the 
text-mining job, because of its ease of implementation and powerful features. TextBlob is 
a library written in Python, designed for natural language processing and distributed for 
free. It consists of two leading and featured natural language processing tools—Pattern 
and Natural Language Toolkit (NLTK)—for calculating numerical sentiment. The default 
                                                        
18
 Text mining: https://en.wikipedia.org/wiki/Text_mining 
19
 Textblob is a Python library for processing textual data. It provides a simple API for diving into common 
natural language processing (NLP) tasks such as part-of-speech tagging, noun phrase extraction, sentiment 
analysis, classification, translation, and more.  https://textblob.readthedocs.org/en/dev/ 
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analyzer is Pattern, which I include in section 6 for a robustness check. In this section, I 
adopt the NLTK sentiment analyzer, which has a float number output from 0 to 1. The 
larger the value, the more positive the sentiment is in the text. Any tweet has an output 
score bigger than 0.5 is defined as a positive tweet, whereas any tweet that has an output 
score of less than 0.5 is defined as a negative tweet; any tweet has an output score equal 
to 0.5 is defined as a neutral tweet. For instance, if I input the tweet example in Figure 
1.3.3, which says: “First US bitcoin ATMs to open soon in Seattle, Austin,” with the help 
of NLTK, the result was presented to be 0.48 (Figure 1.3.5). In other words, this is a 
negative tweet, although very close to neutral. 
 
 
Figure 1.3.5: Tweet example processed by TextBlob in Python 
 
 Although it is easy to utilize, the reliability of this NLTK analyzer is guaranteed 
by a sophisticated process and well-documented mining procedures. The Natural 
Language Toolkit is a Python library suite, which supports classifying text messages into 
various categories by utilizing a Naive Bayes classifier (Bird, Klein, and Loper, 2009). 
As a leading tool for sentiment analysis, NLTK has been widely adopted within a large 
number of research projects (Bird, 2006; Bird et al., 2009). NLTK offers a large data set 
with a definite positive or negative tag on each sentence, which is also called the training 
set, to train the Naive Bayes classifier. I adopted the movie reviews corpus, which is the 
  
19 
most popular training set (Pang and Lee, 2005). The accuracy, based on the movie 
reviews corpus, is around 81% (Bird et al., 2009). During the training, any word in the 
original sentences containing less than two characters was removed at first due to typical 
meaninglessness of these kinds of words. Second, a list of all different words, also known 
as a features list, was generated, in which words were reordered based on frequency.  
 Next, I used the feature list to extract the input text words that intersected with 
this features list. The resulting set is called the feature set, which is associated with the 
sentiment tag from the training set. In other words, the training set is utilized to instruct 
the classifier, telling the classifier which word is more likely to be associated with which 
tag. In this way, if more words are found to be linked with the positive tag, the input will 
be associated with the positive tag, and vice versa. Since the classifier was trained by a 
large training set, which includes an incredibly large possibility number of records, it 
becomes intelligent enough to recognize new input with known tags automatically. 
Henceforth, any tweet can be classified into positive, negative, or neutral categories.  
 After the sentiment analysis, each tweet was classified into a positive, negative, or 
neutral category. Next, I constructed five variables for the sentiment information. First, I 
have 𝑁𝑡
𝑃𝑜𝑠 and 𝑁𝑡
𝑁𝑒𝑔
 represent the total number of positive or negative tweets on a 
particular date t. Second, I have carried forward the work of Antweiler, Copeland, and  
Taylor (2001) for defining bullishness(𝐵𝑡) for each day given as: 
𝐵𝑡 = ln (
1+𝑁𝑡
𝑃𝑜𝑠
1+𝑁𝑡
𝑁𝑒𝑔)                                                                                                          (1.3.1) 
Bullishness is also referred to as the sentiment index in many relevant studies. I include 
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“1+” in equation 1.3.1 to avoid the possibility that any 𝑁𝑡
𝑃𝑜𝑠 or 𝑁𝑡
𝑁𝑒𝑔
 might be zero. The 
logarithm of bullishness measures the share of surplus positive signals and also gives 
more weight to larger numbers of messages communicating a specific sentiment. 
 Next, I define message volume for a time interval t simply as a natural logarithm 
of the total number of tweets for a specific stock/index, which is 𝑙𝑛(𝑁𝑡
𝑃𝑜𝑠 + 𝑁𝑡
𝑁𝑒𝑔) (Rao 
and Srivastava, 2014). In the end, the agreement between positive and negative tweets is 
defined as: 
𝐴𝑡 = 1 − √1 −
𝑁𝑡
𝑃𝑜𝑠−𝑁𝑡
𝑁𝑒𝑔
𝑁𝑡
𝑃𝑜𝑠+𝑁𝑡
𝑁𝑒𝑔                                                                                           (1.3.2) 
For example, if all tweets on day t about Bitcoin are positive or negative, the agreement 
would be 1, meaning that the social opinions are in absolute agreement. I did not take 
neutral tweets into account, since the neutral tweets only account for less than 1% of the 
total tweets data per day. Besides the above five variables, I also have carried
20
 
terminologies for all those five features (Positive, Negative, Bullishness, Message 
Volume, Agreement) remain the same for each day with a lag of one day. For instance, 
carried Positive for day t is written as 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑡−1. I listed the correlation matrix of both 
sentiment variables and carried sentiment variables in Appendix A.1. 
 
                                                        
20 Here carried terminology means the lag variable of each feature. In other words, we are interested 
in the impacts of these features from previous day. 
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3.3  Bitcoin Data 
 I collected Bitcoin market instruments such as daily weighted price and daily 
trading volumes to examine their relationships with market sentiments extracted from 
tweets. The daily trading volumes and the daily weighted Bitcoin prices were collected 
from Bitcoin Charts (www.bitcoincharts.com). And I also downloaded opening (𝑂𝑡) and 
closing (𝐶𝑡) price, as well as highest (𝐻𝑡) and lowest (𝐿𝑡) price of Bitcoin between 
February 1, 2014 and September 30, 2014. Returns are calculated as the difference of the 
logarithm to the base e between the closing values of the stock price of a particular day 
and the previous day. 
𝑅𝑡 = {𝑙𝑛 𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑_𝑝𝑟𝑖𝑐𝑒(𝑡) − 𝑙𝑛 𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑_𝑝𝑟𝑖𝑐𝑒(𝑡−1)} ∗ 100                             (1.3.3) 
And I estimated the daily volatility based on intra-day highs and lows using Garman and 
Klass (1980)
21
 volatility measures given by the formula: 
𝜎 = √
1
2
∗
1
𝑇
𝛴[𝑙𝑛
𝐻𝑡
𝐿𝑡
]2 − (2𝑙𝑛2 − 1)[𝑙𝑛
𝐶𝑡
𝑂𝑡
]2                                                                 (1.3.4) 
Here T stands for the whole time duration. The Garman and Klass volatility estimator 
was created in late 1980, and is an extension of the Parkinson (1980) estimator, which 
includes opening and closing prices. As overnight jumps are ignored, the Garman and 
Klass measure underestimates volatility, and is known as the best analytic scale-invariant 
estimator. 
 There are many online trading platforms for Bitcoin all over the world. I denote 
each online trading platform as a “Bitcoin market.” Figure 1.3.6 shows the Bitcoin 
                                                        
21
 Garman and Klass (1980) and Parkinson (1980) estimators belongs to the same type of volatility 
estimator, which makes use of information like opening, closing, high and low prices of each day.  
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market volume distribution worldwide in August 2015. The left pie chart shows the 
volume distribution by market, and the right pie chart shows the volume distribution by 
currency. We can tell from the pie chart that China accounts for over 60% of the entire 
market, whereas the U.S. only takes around 20%. 
 
Figure 1.3.6: Market volume distribution in August 2015 (bitcoincharts.com) 
 
 Further, market data from the top five leading Bitcoin markets were obtained 
from bitcoinchart.com, namely BitStamp, Bitfinex, BTC-e, btcnCNY, and okcoinCNY. 
For each market, I collected open price, closing price, high price (intraday), low price 
(intraday), volume by bitcoin, volume by currency, and the weighted daily price. Figure 
1.3.7 plots the volume distribution of the top five Bitcoin markets by USD from January 
2014 to January 2015. Three of them (BitsStamp, Bitfinex, and BTC-e) are from the US 
and other two (btcnCNY and okcoinCNY) are from China. Next, we need to think 
carefully about choosing the appropriate market data for this study. It comes naturally to 
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three choices: (1) the largest market in the US (BTC-e); (2) the weighted composite 
market of the three largest markets in the US; and (3) the weighted composite market of 
the five largest markets in the US. Figures 1.3.8, 1.3.9, and 1.3.10 depict the data 
collection results: daily weighted prices, daily returns, and daily volatilities for the above 
three choices. We can tell from the figures that the movements of the daily weighted 
prices, returns, and volatilities were quite similar for each choice. The volatilities vary in 
figure 1.3.10 due to the fact that the volatility measure includes both the high and low 
price of the day. For the composite market, the intra-day difference is higher than a single 
market, leading to larger volatility for the composite US and whole market. 
 
 
Figure 1.3.7: Volume distributions of top five markets in U.S. 
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Figure 1.3.8: Daily weighted prices of the three markets all over the world 
 
Figure 1.3.9: Daily returns of the three markets all over the world 
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Figure 1.3.10: Daily volatilities of the three markets all over the world 
 
 Additionally in Appendix A.1, I present the correlation matrix for the Bitcoin 
market variables and the sentiment variables for each market in Tables A.1.1, A.1.2, and 
A.1.3. The correlations between those three Bitcoin markets and the sentiment features 
show almost identical behavior in terms of magnitude and sign. Therefore, I have chosen 
the composite US Bitcoin market for the research that follows. 
 
4  Models 
4.1  Bivariate Granger Causality Analysis 
 The previous section has shown the correlations between Bitcoin market 
parameters and sentiment variables. However, it does not answer the question of whether 
sentiment information affects the Bitcoin returns. And we also need to investigate the 
efficiency of the Bitcoin market. In order to achieve these research goals, I applied a 
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Granger Causality model to the time series averaged to daily windows to Bitcoin returns 
with the sentiment information (positive, negative, bullishness, tweet volume, and 
agreement). 
 Granger Causality is a statistical concept of causality that is based on prediction. 
It is not used to establish causality, but as an econometric tool to investigate a statistical 
pattern of lagged correlation. Granger Causality analysis rests on the assumption that if a 
variable X causes Y, then changes in X will systematically occur before changes in Y. In 
other words, Granger Causality tests whether X predicts Y, rather than whether X causes 
Y. Formally, this tests whether one time series is significant in predicting the other time 
series. Let 𝑅𝑡 denote the returns of Bitcoin at time t, and 𝑋𝑡 denotes the sentiment 
variables. To test the impacts of sentiment information on changes in returns, I perform 
the Granger Causality analysis in equation (1.4.1) and equation (1.4.2): 
𝑅𝑡 = 𝛼 + ∑ 𝛽𝑖𝑅𝑡−𝑖
𝐽
𝑖=1 + 𝜖𝑡                                                                                         (1.4.1) 
𝑅𝑡 = 𝛼 + ∑ 𝛽𝑖𝑅𝑡−𝑖
𝐽
𝑖=1 + ∑ 𝛾𝑖𝑋𝑡−𝑖
𝐽
𝑖=1 +𝜀𝑡                                                                   (1.4.2) 
J here represents the lags for prediction. I choose a week-long window, setting J equal to 
7. In other words, I am interested in the impact of sentiment information for the previous 
7 days on predicting future Bitcoin returns. 
 If the variance of 𝜀𝑡 is reduced by the inclusion of the 𝑋𝑡 terms in the second 
equation, then it is said that 𝑋𝑡 Granger-causes 𝑅𝑡. In other words, 𝑋𝑡 Granger-causes 𝑅𝑡 
if the coefficients in 𝛾𝑖 are jointly significantly different from zero. This can be tested by 
performing an F-test of null hypothesis 𝐻0: 𝛾𝑖 = 0, i.e., the sentiment information does 
not Granger-cause Bitcoin returns, given assumptions of covariance stationary on 𝑅𝑡 and 
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𝑋𝑡. Based on the F-statistics, if 𝛾𝑖 is significantly different than 0, then we could conclude 
that 𝑋𝑡 has significant impacts on predicting 𝑅𝑡. 
 
Table 1.1: Granger Causality Analysis of Sentiment Information and Bitcoin Returns 
Returns lag N_pos 
N_neg (Prob > 
F=0.0308)
 
 Bull Agree M_vol 
 
1 -0.0016 0.0139* -1.3405* -5.3718* -0.8588 
 
2 -0.0040 -0.0140 0.8977 3.5167 -0.7598 
 
3 0.0032 0.0103 -0.3654 -1.5432 0.2634 
 
4 0.0003 0.0083 -1.3913 -5.5174* 0.8483 
 
5 -0.0016 -0.0106 0.3281 1.3996 -0.2866 
 
6 0.0079* 0.0222* -0.2186 -1.1990 1.7238 
  7 -0.0001 0.0029 -0.9939 -3.7421 0.4686 
Note: ** for p-value < 0:05 and * for p-value < 0:1 which is 95% and 99% confidence interval respectively. 
And according to the F-statistic, only N_neg rejects the null hypothesis. 
 
 Table 1.1 presents the Granger Causality results of sentiment information and 
Bitcoin daily returns. According to the F-statistic, N_neg (total counts of negative tweets 
per day) rejects the null hypothesis. That is to say, N_neg makes a significant 
contribution in predicting future Bitcoin returns. However, the coefficient of N_neg 
(J=1/6) is negative, which means that the sentiment information of 1 or 6 days ago could 
predict positive returns at current time t. It is interesting to consider why negative tweets 
in the past could produce positive returns in the future. In order to explain that, I have 
also performed Granger Causality analysis of sentiment information and Bitcoin daily 
prices, volatilities, and trading volumes, further investigating how the market instruments 
change over time under the sentiment impacts.   
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Table 1.2: Granger Causality Analysis of Sentiment Information and Bitcoin Prices 
Weighted price Lag N_pos 
N_neg 
(Prob >F=0.0063) Bull Agree M_vol 
 
1 -0.0105 0.0774* -8.2536* -32.8765* -4.3082 
 
2 -0.0178 -0.0740 4.7827 19.1173 -2.7457 
 
3 0.0178 0.0525 -2.4782 -10.0863 1.4778 
 
4 0.0065 0.0537 -7.3763 -29.2524 5.8642 
 
5 -0.0083 -0.0591 2.0000 8.7205 -1.9495 
 
6 0.0507* 0.1359** -1.5917 -7.9728 11.3895* 
  7 0.0048 0.0148 -4.7953 -17.9093 3.3410 
Note: ** for p-value < 0:05 and * for p-value < 0:1 which is 95% and 99% confidence interval 
respectively. And according to the F-statistic, only N_neg rejects the null hypothesis. 
 
 
 
 
Table 1.3: Granger Causality Analysis of Sentiment Information and Bitcoin Trading Volatilities 
Volatility Lag N_pos 
N_neg (Prob > 
F = 0.0000) 
Bull (Prob > 
F = 0.0238) 
Agree 
(Prob > F = 
0.0170) 
M_vol 
(Prob > F =  
0.0241) 
 
1 -0.00001 -0.00003* 0.00380*  0.01501* -0.00400* 
 
2 -0.00001  -.00006** 0.00171 0.00813 -0.00402 
 
3 0.00000 0.00002 0.00055 0.00189 0.00077 
 
4 0.00000 -0.00003 0.00296 0.01139 -0.00146 
 
5 0.00001 0.00008*** -0.0043*  -0.01650*  0.00630* 
 
6 -0.00001  -0.00005* 0.00239 0.00892 -0.00403 
  7 0.00000 -0.00001 0.00092 0.00428 -0.00141 
Note: ** for p-value < 0:05 and * for p-value < 0:1 which is 95% and 99% confidence interval 
respectively. And according to the F-statistic,  N_neg, Bull, Agree and M_vol reject the null hypothesis. 
 
 Tables 1.2, 1.3, and 1.4 present the Granger Causality results of sentiment 
information and three other Bitcoin market instruments (prices, volatilities, and trading 
volumes). Based on the F-statistics, N_neg has a significant contribution in predicting 
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Bitcoin future price and volatility. Meanwhile, bullishness, agreement, and message 
volume also make significant contributions to the prediction of volatility. Additionally, 
the results show that N_neg also has positive effects on future prices, which indicates that 
the negative tweets of 6 days ago result in an increment to the present price. Connected 
with the positive coefficient of N_neg on trading volumes, we can outline a scenario 
whereby negative tweets result in positive returns. If you receive negative tweets today, 
then you are more likely to purchase Bitcoin since you would expect the Bitcoin price to 
decrease (be relatively inexpensive). Six days later, the Bitcoin price goes up after many 
investors have bought in, leading to positive returns. 
 
 
Table 1.4: Granger Causality Analysis of Sentiment Information and Bitcoin Trading Volumes 
Trading volume Lag N_pos N_neg  Bull  Agree M_vol  
 
1 13.2422 65.5042 -7827.7440 -30565.8400 5281.7630 
 
2 
-
72.2000* -72.9378 1113.9530 4123.7900 -16038.77* 
 
3 10.7307 84.1973 -11999.73*  -47638.12* -257.0420 
 
4 -34.6974 -74.2753 -249.9330 410.9557 -6412.0160 
 
5 -14.4971 -56.7943 6454.8890 24707.0300 -6013.4070 
 
6 36.0934 119.0422* -7132.1770 -26760.5600 9364.2530 
  7 17.8018 15.5216 -160.7984 -1758.5700 10096.2800 
Note: ** for p-value < 0:05 and * for p-value < 0:1 which is 95% and 99% confidence interval 
respectively. And according to the F-statistic, none sentiment variable rejects the null hypothesis. 
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4.2  ARIMA Forecasting Models 
 In section 4.1, I successfully demonstrated that sentiment information makes 
significant contributions in predicting future Bitcoin returns. The present section makes 
use of an expert system (ES) to show how to improve the forecasting model with the 
Twitter sentiments.  
 ES is a software that incorporates specialists’ knowledge in a certain domain, and 
is designed to solve complex problems by reasoning about knowledge. Expert systems in 
data mining are widely applied, and incorporate a set of competing methods such as 
Exponential Smoothing, Auto Regressive Integrated Moving Average (ARIMA) models, 
and seasonal ARIMA models. These models are popular in financial modeling to predict 
the values of stocks, bonds, commodities, etc. (McCormick, 1969; Edward, 1990). In this 
section, I make use of an ARIMA model to investigate the sentiment information’s 
predictive power. 
 An ARIMA model is, in theory and practice, the most general class of models for 
forecasting time series data, which is subsequently stationarized by a series of 
transformations. For a non-seasonal ARIMA (P,D,Q) model, P specifies the seasonal 
autoregressive order, D is the seasonal differencing order, and Q is the moving average 
order. Formally, it can be presented as following equation: 
(1 − ∑ ∅𝑖𝐿
𝑖𝑃
𝑖=1 )∆
𝑑𝑌𝑡 =  (1 + ∑ 𝜃𝑖𝐿
𝑖𝑄
𝑖=1 )𝜀𝑡                                                                 (1.4.3) 
where𝑌𝑡 is the financial time series, representing the Bitcoin price at time t in this study. 
In an expert system, it automatically selects the most significant predictors among all 
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others that are available when one runs the ARIMA model on time series 𝑌𝑡, i.e., 
choosing the most fitted p, d, q order for certain time series.
22
 
 To analyze the performance of sentiment information in forecasting models, I 
apply the ARIMA forecasting model twice: first with sentiment information as 
independent variables, and a second time without them. This method provides us with a 
quantitative comparison of improvement in forecasting using sentiment information. 
Each time I apply the ARIMA model, I utilize a two-step procedure: (1) For the whole 
sample I have a time series for a total 242 days, out of which I use approximately 
75%(i.e., the first 182 days) for training both models with and without the sentiment 
information. (2) Then I run the exact same, but trained, model to forecast over the 
remaining 25% sample, predicting the Bitcoin price of the rest of the sample. Then I 
compare the forecasting accuracy in the testing period for both models. In the 
comparison, the following four features are selection criteria for the forecasting model:  
(1) RMSE (root-mean-square error), which is a frequently used measure of the difference 
between values predicted by a model or an estimator and the values actually observed. 
𝑅𝑀𝑆𝐸 = √
∑ (𝑦𝑖−𝑦?̂?)
2𝑛
𝑖
𝑛
                                                                                                   (1.4.4) 
where 𝑦?̂? is the predicted value of Bitcoin price 𝑦𝑖. 
(2) Coefficient of determination (R-square), which is square of the value of the Pearson 
‘r’ of fit values (from the ARIMA model) and actual observed values. 
                                                        
22
 A different procedure is followed if the goal is to decide the p, d, q order using econometric methods. 
The AIC/BIC score should be compared to choose the best fitted p, q order. 
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𝑅2 = 1 −
∑ (𝑦𝑖−𝑦?̂?)
2𝑛
𝑖
∑ (𝑦𝑖−𝑦?̅?)
2𝑛
𝑖
                                                                                                     (1.4.5) 
(3) MAPE (mean absolute percentage error), which is given by equation (1.4.6), where 𝑦?̂? 
is the predicted value and 𝑦𝑖 is the actual observed value. 
𝑀𝐴𝑃𝐸 =
∑ |
𝑦𝑖−𝑦?̂?
𝑦𝑖
|𝑛𝑖
𝑛
∗ 100                                                                                             (1.4.6) 
(4) Direction accuracy, which is a measure of how accurately market or commodity 
up/down movement is predicted by the model, which is technically defined as the counts 
of M: 
𝑀 = 1  𝑖𝑓  (𝑦𝑖.𝑡+1̂ − 𝑦𝑖,𝑡) ∗ (𝑦𝑖,𝑡+1 − 𝑦𝑖,𝑡) >0                                                            (1.4.7)  
 Table 1.5 presents the four selection criteria for both forecasting models. An entry 
of “Yes” in the predictors column means that this forecasting model includes the 
sentiment information. As we can see from Table 1.5, there is a significant reduction in 
RMSE (from 14.09 to 13.80) when the ARIMA forecasting model is used with predictors 
as events, which in my case are the sentiment features. Meanwhile, the R-squared 
increases from 0.9526 to 0.9551 if we use the predictor forecasting model. Moreover, 
there is a significant decrease in the value of MAPE, which is 0.087 in predictor model 
instead of 0.091 in the other model. Finally, the direction accuracy is also higher when 
using the sentiment information.  
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Table 1.5: ARIMA Model Fit Characteristics for Bitcoin Price 
Bitcoin price Predictors Model Fit statistics 
       RMSE R-squared MAPE Direction 
 
Yes 13.7952 0.9551 0.0874 23 
  No 14.0946 0.9526 0.0913 21 
 
 Using sentiment features as part of the prediction process in the ARIMA model is 
a more robust approach than the traditional forecasting methods. As we can tell from the 
values of RMSE, R-squared, MAPE, and direction accuracy in Table 1.5 for both models, 
the proposed model with sentiment features had a superior performance over the one 
without. Since Expert System (ARIMA) is a customizable and scalable technique, our 
proposed model is bound to perform well when applied to a wide range of financial 
assets. In the next section, I apply this model with predictors in the real practical world to 
examine investment performance in the Bitcoin market. 
 
5  Exercises 
 In section 4, I investigated the relationship patterns between Bitcoin returns and 
sentiment features using Granger Causality analysis, as well as the prediction power of 
the ARIMA forecasting models. In this section, I use the forecasting model developed in 
section 4.2 to address real-world issues. The first practical task makes use of the 
sentiment ARIMA model developed in section 4.2, aiming to predict the daily Bitcoin 
price using an instant updated information set. The second practical exercise provides an 
investment strategy that yields approximately 20% annual returns for investors. 
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5.1  Pseudo Real-Time Simulation 
 Pseudo real-time simulation is a new concept and means that each prediction 
involves a fixed number of computational steps for each input source. A pseudo real time 
simulation system that can be used for evaluating real-time Bitcoin instant prices using 
past information is presented in this section. 
 I implement the same ARIMA model in section 4.2 twice: first with sentiment 
information as independent variables, and a second time without them. For each 
implementation, instead of utilizing the two-step procedure, I adopt a day-by-day 
strategy. At first, I choose the first 60 days as the original training set. The predicted price 
of the 61th day is obtained after I run the ARIMA model on the first 60 observations. 
Next, I predict the 62nd day’s Bitcoin price using the previous 61 observations. Similarly, 
the strategy keeps going on and on until the predicted price is attained for the 238th day 
(the last day of the whole sample). After I applied the simulation strategy twice on both 
models (with and without the sentiment information), the predicted prices are obtained 
separately. Figure 1.5.1 plots the observed Bitcoin daily weighted prices, predicted prices 
under the sentiment model, as well as the predicted prices of the non-sentiment model 
starting from day 61. The blue line represents the real observed Bitcoin price, and the red 
line represents the forecasting price under the predictor model. It is clear that the prices 
are more accurately predicted using the sentiment information from the graph. 
Meanwhile, green dots represent the predicted Bitcoin prices without the sentiment 
information. It is clear that quite a few green dots are “off the track” along the blue line, 
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which shows that the forecasting model without sentiment information lacked accuracy to 
some extent. 
 
 
Figure 1.5.1: Real-time prediction for daily Bitcoin prices 
 
 If figure 1.5.1 is not enough to show the differences between two forecasting 
models, I have also computed the same selection criteria as in section 4.2, which are 
presented in Table 1.6. When comparing the values of RMSE, R-squared, MAPE, and 
direction accuracy, the forecasting model with sentiment information obviously has better 
performance than the model without predictors. Further, using the same predictor model, 
we observe that the real-time forecasting has smaller errors, higher direction accuracies, 
and better fitting statistics than forecasting using the 75% sample as the training set in 
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section 4.2. In particular, the direction accuracy of real- time prediction under of the 
sentiment model is 158 out of 178, whereas it is only 23 out of 58 in the previous section 
(Table 1.5). Real-time prediction is thus a better choice if when considering forecasting 
prices and investing in the Bitcoin market. 
 
Table 1.6: Real-Time Prediction 
Bitcoin price Predictors Model Fit statistics       
    RMSE R-squared MAPE Direction 
 
Yes 12.6452 0.9630 0.0887 158 
  No 16.9813 0.9349 0.0972 153 
 
 
5.2  Investment Strategy  
 In the previous section, I have provided a real-time forecasting strategy of the 
Bitcoin price, which has even better performance than the ARIMA forecasting model 
presented in section 4.2. Therefore, using those predicted Bitcoin prices based on instant 
information, I propose a strategy for making intelligent sell/buy decisions. I propose a 
straightforward investment strategy under a simple assumption that we can make 
transactions at any given time (Mittal and Goel, 2013). The general steps of the strategy 
are as follows:
23
  
(1) Pre-Calculation: Maintain a running average and standard deviation of actual adjusted 
Bitcoin price of previous X days. 
                                                        
23 This investment strategy comes from the stock portfolio management in Mittal and Goel (2013)’s 
paper. And I applied the similar strategy on Bitcoin market. And I improved the strategy by 
optimization the x, y and Z parameter. 
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(2) Buy Decision: If the predicted price for the next day is Y standard deviations less than 
the mean, we buy Bitcoin; otherwise, we wait.  
(3) Sell Decision: If the price is Z standard deviations more than the actual adjusted value 
at the buy time, we sell Bitcoin; otherwise, we hold.  
 Note that the above strategy involves three parameters: X, Y, and Z. Therefore, 
optimal parametrization is needed initially. Let X, Y, and Z belong to ranges [1, 30], [0, 
2], and [0, 2], respectively. I ran this strategy on a data sample for September 2014 within 
the assigned ranges for X, Y, and Z, and the optimal solution is x=15, y=1, and z=1. 
Next, I ran this strategy on September 2015 as an example, supposing that we had $1 in 
total, which could buy 0.0002BTC on September 1. The strategy produced 12 
transactions for this month and we received a total of $1.0465 at the end of this month.  
 The other key point is the transaction cost for trading Bitcoins. There is no 
transaction cost for trading Bitcoin itself. However, the online exchange platform 
requires a transaction fee, which varies from 0.2% to 0.25% per transaction, depending 
on different platforms. Moreover, most platforms also require a deposit fee equaling 
.05% of the entire transaction, with a minimum of $7.50. Because one can always get the 
deposit fee back if desired, I only consider the transaction fee as a transaction cost here. 
For my example, there were 12 transactions indicated for September 2015; thus the 
transaction cost is $0.03 for our case. Table 1.7 presents the monthly returns under this 
portfolio management strategy. To summarize, this strategy yields a 1.65% monthly 
return, which would produce an annual return of 19.8%. 
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Table 1.7: Monthly Returns of the Investment Strategy 
  Monthly Mean Predicted with Sentiment Without sentiment Cost Net Returns 
Returns -1.41% 4.65% 4.37% 3% 1.65% 
 
 
6  Discussion 
6.1  Social Media Impacts on Other Financial Markets 
 Classical finance theory leaves no role for investor sentiment. Rather, this theory 
argues that competition among rational investors, who diversify to optimize the statistical 
properties of their portfolios, will lead to an equilibrium whereby prices equal the 
rationally discounted value of expected cash flows and where the cross-section of 
expected returns depends only on the cross-section of systematic risks. Even if some 
investors are irrational, classical theory argues that their demands are offset by 
arbitrageurs and thus have no significant impact on prices. However, in this chapter I 
present empirical evidence for the fact that social media sentiment has significant effects 
on Bitcoin returns. It is natural to question why social media would affect Bitcoin 
markets. It can be explained in the way that social information drives investors’ attitudes 
that further form their expectations and investment decisions. Therefore, it makes sense 
to examine the impacts of social media on financial markets. 
 Several recent papers have investigated whether investor sentiment affects asset 
pricing. Broadly speaking, these studies can be categorized into one of two groups: 
studies that relate various sentiment proxies to returns at an individual-stock level 
(Hvidkjaer, 2008; Barberm, Odean, and Zhu 2009) and studies that relate proxies for 
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aggregate sentiment to broad market returns or the returns to a market sector thought to 
be prone to sentiment influence (Teo and Woo, 2004; Frazzini and Lamont, 2008). 
Particularly, according to A. Mittal et al. (2013) and Rao and Srivastava (2014), Twitter 
sentiments have already been used in predicting the DJIA and NASDAQ-100 indices. For 
instance, Rao and Srivastava (2014) reject the null hypothesis that the Twitter features 
(positive and negative) do not affect returns in the financial markets with a high level of 
confidence.  
 By contrast, we observe that only negative tweets have significant impacts on 
Bitcoin returns, while both positive and negative tweets affect the stock markets. 
Intuitively, investors usually pay more attention to negative information and are more 
sensitive to bad news when facing a relatively new asset. From another perspective, 
Bitcoin is indeed a new concept to all investors, and the most common way of becoming 
familiar with Bitcoin is through social media. Therefore, it is obvious that social media’s 
impact on the Bitcoin market, which is at an early stage, acts differently than in other 
financial markets. It would be really interesting to explore relevant research on financial 
markets focused on behavioral economics, such as why people always care more about 
negative information when just starting to know about an asset. 
 
6.2  Sentiment Robustness Test 
 In section 3, I adopted the NLTK sentiment analyzer to mine Twitter texts. In this 
section, I use the other sentiment analyzer, called Pattern, to conduct the robustness test. 
Pattern is the default sentiment analyzer in TextBlob, which outputs a float number from 
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-1 to 1 after the user inputs text contents. This number, also called a polarity score, is the 
quantitative assessment for sentiment in that sentence. The more positive the value, the 
closer it approaches to 1; the more negative the value, the closer it approaches to -1.  
 When implemented by Pattern, the sentiment analysis process is supported by a 
large lexicon that contains frequent adjectives with the sentiment score tagged manually 
on each word. The score indicates the assessment of sentiment for the word. When one 
sentence is passed to TextBlob, based on the lexicon, TextBlob retrieves the value of 
each adjective and calculates the average for them. The average score is just the final 
sentiment score for the text and the recorded accuracy for the movie reviews corpus was 
about 75% (De Smedt and Daelemans, 2012b). For example, if the text “this is a nice 
day!” is processed by the Pattern analyzer, the output sentiment is 0.75.24  
 Instead of the Naive Bayes analyzer, I have implemented the Pattern analyzer to 
obtain the sentiment information from Twitter data. I then apply these sentiment variables 
to the same Granger Causality analysis and ARIMA forecasting models. The results 
presented in Appendix A.2 are consistent with the results reported previously. Therefore, 
I conclude that the sentiment information contributes to predicting the Bitcoin market no 
matter which sentiment analysis tool is used. 
 
6.3  Extensions 
 For the sake of investigating the efficiency of the Bitcoin market, this chapter  has 
provided the theoretical background and related empirical studies on efficient market 
                                                        
24 This example comes from Cao (2014). http://dare.uva.nl/cgi/arno/show.cgi?fid=544733  
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hypothesis tests. Analyzing the impact of social media sentiment on Bitcoin returns is a 
good way to prove the market’s inefficiency. Through conducting experiments on the 
Bitcoin market of the relationship between its returns/prices/trading volumes and relevant 
Twitter-based sentiment information, the research further responds to the question of how 
to validate the impact of social media on Bitcoin returns. Social media information drives 
investors’ attitudes that further form their expectations of future Bitcoin prices. The 
attitudes can be parsed from tweets, while the sentiment analysis tool TextBlob was 
harnessed for exposing the attitudes.  
 The revealed attitudes, namely the sentiment information, include 
positive/negative sentiment, bullishness, agreement, and message volume. Meanwhile, I 
have also collected the Bitcoin market instruments (price, volatility, trading volume, etc.) 
from bitcoincharts.com. Granger Causality analysis confirms relationships between 
Twitter-based variables and Bitcoin short-term market performances. Results show that 
negative dimensions of public mood have improved power for tracking movements of 
Bitcoin returns. I have also investigated various features such as how previous-week 
sentiment features affect the next day’s price, trading volume, and volatility. Then, I have 
verified the strong performance of the ARIMA forecasting model in both theoretical and 
practical cases. Moreover, I discuss how this forecasting model brings the wisdom of the 
crowd to invest in the real Bitcoin market. Using this technique the investor can attain 
annual returns of approximately 20%. It is no surprise that this approach is far more 
robust and gives far better results than any previous work. In the near future, sentiment 
  
42 
analysis promises to be an effective strategy for investments not only in the Bitcoin 
market, but also in other financial markets. 
 To summarize, this chapter not only theoretically explains the principle behind the 
research, but also practically tests the research hypothesis. Furthermore, the use of big 
data and data mining methods increases its value as a quantitative financial economic 
study. Ultimately, this research provides statistically sufficient evidence for the existence 
of causality between social media sentiment and the Bitcoin market, and investors can 
make profits by taking advantage of sentiment forecasting models. 
 Finally, it is worth mentioning that many factors still have not yet been taken into 
consideration. First, the Twitter data may not really fully map genuine public sentiment; 
they only consider Twitter users and English-speaking users. We may need to consider 
worldwide sentiment, since Bitcoin is a popular global market. Second, it may be 
possible to obtain a higher correlation if the actual mood
25
 is studied. It could be 
hypothesized that people’s moods affect their investment decisions, and thus also the 
correlation. Moreover, we need to adopt a larger data set when computing the optimal 
strategy for investment decisions.  All these areas remain for future research. 
 
 
                                                        
25 Actual mood here refers the market composite real sentiment. It should contain information not 
only from social media, but also investors who don’t use social media. 
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CHAPTER TWO  
Examine the Episodes of Exuberance and Collapse in the Chinese Stock Market and 
the Second-Board Market  
 
1  Introduction 
 According to the International Monetary Fund (IMF), in 2014 China's economy 
was the world's second largest in terms of nominal GDP and the world's largest by 
purchasing power parity.
26
 It is the world's fastest-growing major economy, with growth 
rates averaging 10% over the past 30 years. And financial markets have always played a 
prominent role in China’s economy. There are two stock exchanges (the Shanghai Stock 
Exchange and the Shenzhen Stock Exchange) operating independently in mainland 
China's stock market, which had a market value of $4.48 trillion as of November 2014, 
making it the second largest stock market in the world.  The Shanghai Stock Exchange 
(SSE), based in Shanghai, is the world’s third largest stock market by market 
capitalization—around US$5.5 trillion as May 2015. The current exchange was re-
established on November 26, 1990 and began operation on December 19 of the same 
year.
27
 From 2001 to 2005, there was a four-year market slump; SSE’s market value 
shrank by half after reaching a peak in 2001. A ban on new IPOs was put in place in 
April 2005 to rectify the situation and allow more than US$200 billion of mostly state-
owned equities to be converted to tradable shares. The SSE resumed full operation after 
the ban on IPOs was removed in May 2006. The world's second largest (US$21.9 billion) 
                                                        
26 This information comes from Wikipedia: https://en.wikipedia.org/wiki/Economy_of_China 
27 Shanghai Stock Exchange introduction: https://en.wikipedia.org/wiki/Shanghai_Stock_Exchange 
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IPO, by the Industrial and Commercial Bank of China, was launched in both the 
Shanghai and Hong Kong stock markets. During 2007 and 2008, a "stock market frenzy" 
ensued in China’s market, making China's stock exchange temporarily the world's second 
largest in terms of turnover. After reaching a peak of 6,124.044 points on October 16, 
2007, the benchmark Shanghai Composite Index decreased in 2008, mainly due to the 
impact of the global economic crisis that started around 2008. Figure 2.1.1 (from 
Wikipedia) shows the course of the SSE Composite Index from 1991 to the beginning of 
2009. We can observe unusual surges and declines in prices during certain sub-periods. 
What features caused those movements, whether bubbles existed, and whether the 
bubbles were rational or behavioral are among the most actively debated issues in 
financial economics. 
 Many researchers attributed the episodes to financial bubbles. Examples include 
Greenspan (1996), Thaler (1999), Shiller (2000), The Economist (2000), Cooper et al. 
(2001), Ritter and Welch (2002), Ofek and Richardson (2002), Lamont and  Thaler 
(2003), and Cunado et al. (2005). Among those sources, the remark by US Federal 
Reserve Chairman Alan Greenspan (1996) on December 5, 1996, is the most citied, using 
the phrase “irrational exuberance" to characterize stock market arbitrageur behaviors. The 
concept has been influential in thinking about financial markets and herd investment 
behavior. 
 One purpose of this chapter is to empirically examine the SSE stock market 
performance in relation to market perceptions of exuberance (“bubbles”). In particular, it 
is of interest to determine whether the exuberance was supported by empirical evidence 
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in the data. To achieve this goal, I first define financial exuberance in the time series 
context in terms of explosive autoregressive behavior and then adopt some econometric 
methods based on previous studies (Phillips, Wu and Yu, 2009, 2011,  2013), as well as a 
mildly explosive regression asymptotic to assess the empirical evidence of exuberant 
behavior in the SSE stock market. Moreover, these time series models can identify the 
dates of booms and collapses of the stick market index. Henceforth, the key issues 
include identifying the origination, termination, and extent of the explosive behavior. In 
the end, I successfully identify explosive periods of price exuberance in the SSE stock 
market. 
 
 
Figure 2.1.1: The Shanghai (SSE) composite index: 1991 to start of 200928 
 
 Among the potential explanations for explosive behavior in economic variables, 
the most prominent are perhaps models with rational bubbles. Accordingly, I related the 
analysis of explosive behavior to the rational bubble literature, where it is well known 
                                                        
28
 This figure comes from the Wikipedia: https://en.wikipedia.org/wiki/Shanghai_Stock_Exchange  
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that standard econometric tests encounter difficulties in identifying rational asset bubbles 
(Flood and Garber, 1980; Flood and Hodrick, 1986; and Evans, 1991). In order to resolve 
those problems, I adopt four econometric tests (Phillips, 2013) to locate “exploding” 
subsamples of data and detect periods of exuberance. The econometric approach utilizes 
some new techniques that permit the construction of valid asymptotic confidence 
intervals for explosive autoregressive processes and tests of explosive characteristics in 
time series data.
29
 In addition, this approach can detect the presence of exuberance in the 
data and date-stamp the origination and collapse of periods of exuberance. 
 I have applied this econometric approach to the SSE index over the full sample 
period from 04/04/2005 to 11/04/2013 and some sub-periods. Those time series models 
confirm the existence of multiple episodes of exuberance and successfully date the origin 
and conclusion of each explosive episode. The statistical evidence from these models 
indicates that explosiveness started in 2005 and the explosive environment continued 
until 2006. There was another sub-period of exuberance of the stock market around 2007. 
In addition to the SSE stock market, this chapter also investigates the Growth Enterprise 
Market (GEM), which is a stock market set up by the Hong Kong Stock Exchange 
(HKSE) for growth companies that do not fulfill the requirements of profitability or track 
record for inclusion in the HKSE. In the 1970s, the Growth Enterprise Market was 
designed to accommodate vigorous scientific and technological innovations and the boom 
of start-ups around the world. After three decades of development and especially after the 
                                                        
29 This chapter is an empirical application of the time series techniques from P. Philips (2009. 2011, 
2013). I adopted Philips’ methods to analyze the explosive behaviors of Chinese stock market. This 
chapter contains many equations and definitions from Philips’s papers. 
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international financial crisis, the GEM is again showing great vitality and appeal to a 
great many investors. And there was a suspicious surge of the GEM index during 2013, 
with many scholars arguing that there are bubbles in this secondary board market. In 
order to analyze abnormal behavior in the GEM stock market, I have applied the same 
methodology (described above for SSE) to test explosive episodes of GEM stock prices 
from 05/02/2011 to 11/04/2013. 
 The remainder of this chapter is organized as follows. Section 2.1 defines market 
exuberance, discusses model specification issues, and relates exuberance to the earlier 
literature on rational bubbles. Section 2.2 discusses some econometric issues and the 
econometric methods used to test the exuberance behavior of stock prices. Section 3 
describes the data used in this chapter. The empirical results are reported in Section 4. 
Section 5 concludes and provides some interesting related questions for further research. 
 
2  Methods 
2.1  Definition of Stock Market Bubbles 
 “Irrational exuberance” could be interpreted as a typically cryptic warning that the 
market might be overvalued and at risk of a financial bubble. Theoretical studies on 
rational bubbles in the stock market include Blanchard (1979), Blanchard and Watson 
(1982), Shiller (1984), Tirole (1982, 1985), Evans (1989), Evans and Honkapohja (1992), 
and Olivier (2000); and empirical studies include Shiller (1981), West (1987, 1988), 
Campbell and Shiller (1987, 1989), Diba and Grossman (1988), Froot and Obstfeld 
(1991), Wu (1997), Flood and Hodrick (1990) and Gurkaynak (2008), investigating 
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econometric methodologies and testing for financial bubbles. It is well known in the 
rational bubble literature that bubbles, if they are present, should manifest explosive 
characteristics in prices. Intuitively, much of the literature has defined exuberance in 
terms of explosive behavior propagated by a process of the form 𝑥𝑡 = µ𝑡 + 𝛿𝑥𝑡−1 +
𝜀𝑥,𝑡,where for certain sub-periods of the data δ>1. 
 The concept of rational bubbles can be illustrated using stock pricing models. The 
most common model is the Discount Dividend Pricing Model (DDP),  
𝑃𝑡 = ∑ (
1
1+𝑟𝑓
)𝑖 𝐸𝑡(𝐷𝑡+𝑖 + 𝑈𝑡+𝑖)
∞
𝑖=0                                                                               (2.2.1) 
where 𝑃𝑡 is the after-dividend price of the asset, 𝐷𝑡 is the payoff received from the asset, 
𝑟𝑓 is the risk-free interest rate, and 𝑈𝑡 represents the unobservable fundamentals. The 
DDP model is not the only model to accommodate bubble phenomena (Cochrane, 2005; 
Cooper. 2008); another similar model used frequently in pricing models is called Free 
Cash Flow to Equity Model: 
𝑃𝑡 = ∑ (
1
1+𝑟𝑓
)𝑖 𝐸𝑡(𝐹𝑡+𝑖 + 𝑈𝑡+𝑖)
∞
𝑖=0                                                                                (2.2.2) 
where 𝐹𝑡 is the free cash flow of the company.  
 Using DDP as an example, we can see that analysis of financial bubbles starts 
from the standard asset pricing equation: 
𝑃𝑡 = ∑ (
1
1+𝑟𝑓
)𝑖 𝐸𝑡(𝐷𝑡+𝑖 + 𝑈𝑡+𝑖)
∞
𝑖=0 +  𝐵𝑡                                                                    (2.2.3) 
where 𝐵𝑡 is the bubble component. If bubbles are present,  𝐵𝑡 ≠ 0. Diba and Grossman 
(1988) argued that, if a bubble presents, then 𝐵𝑡 has an explosive property characterized 
by: 
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𝛦𝑡(𝐵𝑡+1) = (1 + 𝑟𝑓)𝐵𝑡                                                                                               (2.2.4) 
If no bubbles are present, the degree of nonstationary of the asset price is controlled by 
𝐷𝑡 and 𝑈𝑡. For example: If 𝐷𝑡 is an I(1) process and 𝑈𝑡 is either an I(0) or an I(1) process, 
then the asset price is at most an I(1) process. So if 𝑈𝑡 or 𝐷𝑡 is at most I(1), empirical 
evidence of explosive behavior in asset prices may be used to conclude the existence of 
bubbles. Campbell and Shiller (1989) took a log-linear approximation of equation (2.3.3), 
for which we obtaint: 
𝐸𝑡(𝑏𝑡+1) = (1 + exp (𝑑 − 𝑝̅̅ ̅̅ ̅̅ ̅)𝑏𝑡)                                                                                 (2.2.5) 
where 𝑑 − 𝑝̅̅ ̅̅ ̅̅ ̅ is the average log dividend-price ratio. Lee and Phillips (2011) also 
provided a detailed analysis of the accuracy of this log linear approximation under 
various conditions. Henceforth, I focus on the price/dividend ratio to test for stock market 
bubbles.  Explosive or mildly explosive behavior in the 𝑑 − 𝑝̅̅ ̅̅ ̅̅ ̅ ratio is a primary indicator 
of market exuberance during the inflationary phase of a bubble and this time series 
manifestation may be subjected to econometric testing. According to Cochrane (1992) 
and Ang and Bekaert (2006), the price-dividend ratio is a function of the discount factor 
and the dividend growth rate in the absence of bubbles. 
 However in Chinese stock market, there are little dividend data for most stocks. 
Also there are only quarterly data for some companies, and dividends are even negative 
for some sectors.  Femald and Rogers (2002) considered dividends as κ (some constant) 
times earnings for the Chinese stock market. Therefore, instead of the price/dividend 
ratio, I use the price/earnings ratio to test for exuberance behavior in this chapter. 
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2.2  Econometric Tests for Multiple Bubbles 
 Based on much of the previous literature, the basic idea of testing for the 
explosive behavior of time series 𝑥𝑡 is applying the Augmented Dickey Fuller (ADF) test 
for a unit root against the alternative explosive root (the right tailed): 
𝑥𝑡 = µ𝑡 + 𝛿𝑥𝑡−1 + ∑ 𝜑𝑗∆𝑥𝑡−𝑗
𝐽
𝑗=1 + 𝜀𝑥,𝑡 , 𝜀𝑥,𝑡 ~𝑁𝐼𝐷(0, 𝜎𝑥
2)                                     (2.2.6) 
In terms of lag choice, I use significance tests to determine the lag order J (Campbell and 
Perron, 1991). According to Diba and Grossman (1987, 1988), the identification of 
explosive characteristics in the data is equivalent to the detection of a stock bubble if the 
discount rate is time invariant. Using standard unit root tests applied to the real US 
Standard and Poor's Composite Stock Price Index over the period 1871-1986, Diba and 
Grossman (1988) tested levels and differences of stock prices for non-stationarity, finding 
support in the data for non-stationarity in levels but stationarity in differences. Since 
differences of an explosive process still manifest explosive characteristics, these findings 
appear to reject the presence of a market bubble in the data. Although the results were 
less definitive, further tests by Diba and Grossman (1988) provided confirmation of co-
integration between stock prices and dividends over the same period, supporting the 
conclusion that prices did not diverge from long-run fundamentals and thereby giving 
additional evidence against bubble behavior. Evans (1991) criticized this approach, 
showing that a time series simulated from a nonlinear model that produces periodically 
collapsing bubbles manifests more complex bubble characteristics that are typically not 
detectable by standard unit root and co-integration tests. He concluded that standard unit 
root and co-integration tests are inappropriate tools for detecting bubble behavior because 
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they cannot effectively distinguish between a stationary process and a periodically 
collapsing bubble model. Patterns of periodically collapsing bubbles in the data look 
more like data generated from a unit-root or stationary auto-regression than a potentially 
explosive process. Recursive tests of the type undertaken in our paper are not subject to 
the same criticism and, as demonstrated in our analysis and simulations reported below, 
are capable of distinguishing periodically collapsing bubbles from pure unit root 
processes. 
 Phillips, Wu and Yu (2011; PWY hereafter) proposed a recursive method that can 
detect exuberance in asset price series during an inflationary phase. The approach is 
anticipative as an early warning alert system, so that it meets the needs of central bank 
surveillance teams and regulators, thereby addressing one of the key concerns articulated 
by Cooper (2008). The method is especially effective when there is a single bubble 
episode in the sample data, as in the 1990s NASDAQ episode analyzed in the PWY paper 
and in the 2000s U.S. house price bubble analyzed in Phillips and Yu (2011). Similar to 
the Sup Augmented Dickey Fuller (SADF) test, Homm and Breitung (2012) found that 
the PWY test was the most powerful detecting multiple bubbles. 
 In this chapter, I adopted four tests based on different variations of a right-tailed 
unit root test to test for the existence of a bubble and the dates when the bubble started 
and burst. The first two tests are the ADF (right-tailed) test and Rolling ADF (RADF) 
test. The other two tests come from Phillips and colleagues: the SADF test from Phillips 
et al. (2011, PWY) and the Generalized Sup ADF (GSADF) test from Phillips et al. 
(2013; hereafter PSY). I illustrate each briefly below. 
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 The first test is just the simple right-tailed ADF test. More formally, the null 
hypothesis of this test is of a unit root, and the alternative is of a mildly explosive 
autoregressive coefficient: 
𝐻0: 𝛿 = 1  
𝐻1: 𝛿 > 1  
where δ is the estimated first-order regression coefficient from: 
𝑥𝑡 = µ𝑡 + 𝛿𝑥𝑡−1 + ∑ 𝜑𝑗∆𝑥𝑡−𝑗
𝐽
𝑗=1 + 𝜀𝑥,𝑡 , 𝜀𝑥,𝑡 ~𝑁𝐼𝐷(0, 𝜎𝑥
2)                                     (2.2.6) 
The RADF test is just a rolling version of the first test, in which the ADF statistic is 
calculated over a rolling window of a size specified by the user, and the RADF statistic is 
the maximal ADF statistic estimated among all possible windows. The SADF test is 
based on recursive calculations of the ADF statistics with an expanding window. The 
SADF statistic is defined as the supremum value of the ADF𝑟2 sequence for 𝑟2 ∈ [𝑟0, 1]: 
𝑆𝐴𝐷𝐹(𝑟0) = sup𝑟2∈[𝑟0,1]{ADF𝑟2}                                                                                (2.2.7) 
GSADF is a generalization of the SADF test that allows a more flexible estimation 
window, where the starting point, r1, is allowed to vary within the range: [ 0, 𝑟2 − 𝑟0], 
and the GSADF statistic is defined as: 
𝐺𝑆𝐴𝐷𝐹(𝑟0) = sup𝑟2∈[𝑟0,1], 𝑟1∈[0,𝑟2−𝑟0]{𝐴𝐷𝐹𝑟2
𝑟1
 
}                                                           (2.2.8) 
 According to Cooper (2008), the SADF test is effective when there is a single 
bubble. And Phillips et al. (2013, PSY) also showed that the SADF test suffers from a 
loss of power in the presence of multiple periodically collapsing bubbles. However, the 
GSADF test surmounts this limitation and improves discriminatory power in detecting 
multiple bubbles. Phillips et al. (2013, PSY) attained critical values for SADF and 
GSADF test by numerical simulations, where the Wiener process is approximated by 
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partial sims of 2,000 independent N(0,1) variates and the number is 2,000. We concluded 
that if the minimum window size 𝑟0 decreases, the critical values of the test statistic 
increases. And we could use the asymptotic critical values in practical work. 
 As discussed in the introduction, regulators and central banks concerned with 
practical policy implementation need to assess whether real-time data provide evidence 
of financial exuberance. The SADF and GSADF introduced by Phillips et al. (2011, 
2013) could also be used as a date-stamping procedure, i.e., if the null hypothesis is 
rejected, we can estimate the start and the end points of a certain bubble. In particular, for 
the SADF test, the origination date of a bubble is calculated as the first chronological 
observation whose ADF statistic exceeds the critical value. And the estimated termination 
date of a bubble is the first chronological observation after [𝑠𝑡𝑎𝑟𝑡 𝑝𝑜𝑖𝑛𝑡] + 𝑙𝑜𝑔𝑇, whose 
ADF statistic goes below the critical value. Further, we imposed a condition that for a 
bubble to exist its duration must exceed a slowly varying quantity such as  𝑙𝑜𝑔𝑇:30 
?̂?𝑒 = inf𝑟2∈[𝑟0,1]{𝑟2 ∶ ADF𝑟2 >  𝑐𝑣𝑟2
𝛽𝑇  }                                                                                                                                                                                                               
(2.2.9)  
?̂?𝑓 = inf𝑟2∈[?̂?𝑒+log(𝑇)/𝑇,1]{𝑟2 ∶ ADF𝑟2 <  𝑐𝑣𝑟2
𝛽𝑇  }                                                          (2.2.10) 
where 𝑐𝑣𝑟2
𝛽𝑇 is the 100 (1 − 𝛽𝑇)% critical value of the ADF statistic based on [𝑇𝑟2] 
observations. Similarly for GSADF test, we have: 
?̂?𝑒 = inf𝑟2∈[𝑟0,1]{𝑟2 ∶ BSADF𝑟2 >  𝑐𝑣𝑟2
𝛽𝑟2  }                                                                  (2.2.11)  
                                                        
30
 All the imposed conditions and equations come from Phillips et. al. (2013, PSY) 
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?̂?𝑓 = inf𝑟2∈[?̂?𝑒+log(𝑇)/𝑇,1]{𝑟2 ∶ BSADF𝑟2 <  𝑐𝑣𝑟2
𝛽𝑟2  }                                                    (2.2.12) 
where BSADF𝑟2(𝑟0) = sup 𝑟1∈[0,𝑟2−𝑟0]{𝐴𝐷𝐹𝑟1
𝑟2
 
}. 
 Similarly, we could date stamping if there are two or more bubbles (assume that 
the first bubble lasts longer). Phillips et al. (2013, PSY) provides more details regarding 
the date-stamping strategies as well as the detailed proof of the limit theory of those tests. 
In summary, if there are multiple bubbles present, the SADF test consistently estimates 
the first bubble and detects the second bubble with a delay. The sequential SADF 
procedure is consistent, even when the first bubble is shorter than the second bubble. 
Please check their paper for details. 
 
3  Data 
 Instead of the SSE index, I have selected the Hushen 300 Index to represent 
the Chinese stock market, since the Hushen 300 Index includes information from the 
Shenzhen Stock Exchange, which is the second largest stock market in China. The 
Hushen 300 Index is a stock price index jointly issued by the Shanghai and Shenzhen 
stock exchanges on April 8, 2005 to reflect the A share market as a whole. It has a 
comprehensive market representation, and it can veritably represent stock price 
fluctuations in the Chinese stock market. Data for the Index are collected by the Windin 
Company. A second index used in my analysis is the Growth Enterprise Market, also 
known as the Second Board Market of the Hong Kong Exchange. It consists mainly of 
entrepreneurial ventures, particularly small and medium-sized high-tech enterprises and 
other establishments that need financing and development.  
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Figure 2.3.1: Time series plot of price/earnings ratio for Husen 300 Index from 04/04/2005 to 11/04/2013, weekly 
observations 
 
 
Figure 2.3.2: Time series plot of price/earnings ratio for GEM Index from 05/02/2011 to 11/04/2013, weekly 
observations 
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 More specifically, the Growth Enterprise Market (GEM) is an alternative stock 
market operated by the Hong Kong Exchange. It seeks to provide fund- raising 
opportunities for growth companies of all sizes from all industries, i.e., enterprises that 
have good growth potential. The rules, requirements, and facilities of GEM are designed 
to satisfy the needs and standards desired by professional and informed investors. GEM 
does not require growth companies to have achieved a record of profitability as a 
condition for listing. The removal of this entry barrier enables growth enterprises to 
capitalize themselves on the growth opportunities of the region by raising expansion 
capital under well-established market and regulatory frameworks. In other words, GEM 
offers investors the alternative of investing in “high growth, high risk” businesses. 
Different than stocks, GEM also accepts the listing of equity warrants and debt securities 
of GEM issuers. GEM stocks utilize the same trading, clearing, and settlement systems as 
stocks listed on the Main Board of the Hong Kong Exchange. The GEM provides a 
favorable environment for medium-sized and small enterprises to gain more funds, and 
effectively supplements the Main Board market, occupying an important position in the 
capital market. Therefore, generally speaking, the Growth Enterprise Market is a stock 
market with low-entry, high-risk ventures and strict supervision, as well as a cradle for 
breeding scientific and growing enterprises. This is the main reason for the existence of 
bubbles in the GEM market. 
 We are interested in time series in terms of the price/earnings ratio. Therefore I 
collected weekly data for the Hushen 300 PE Ratio Index, i.e., price/earnings ratio from 
04/04/2005 to 11/04/2013 for the whole market, for a total of 433 observations. For the 
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Second Board market, the GEM Index (average price index) was issued from May 31, 
2010, and I also collected the daily GEM PE Ratio Index as well as weekly data, for a 
total of 617 and 128 observations, respectively. In the end, I applied four tests on the 
weekly GEM PE Ratio Index data from 05/02/2011 to 11/04/2013. Figures 2.3.1 and 
2.3.2 present the research samples of the price/earnings ratio for the Chinese stock market 
and the GEM market. 
 
4  Results 
 In order to test the exuberance behaviors and identify the exact dates when 
explosive behaviors started and ended, I have applied four different tests on the Hushen 
300 price/earnings ratio and GEM price/earnings ratio separately. Figure 2.4.1 displays 
the results of the classical right-tailed ADF test on the Hushen 300 price/earnings ratio. 
Results from Figure 2.4.1 fail to reject the null hypothesis since the t-statistic is less than 
the critical value. In other words, there was no bubble in the Chinese stock market from 
2005 to 2013. However, results from the other three econometric tests do not agree. 
Figure 2.4.2 shows the results from the rolling right-tailed ADF test on the Hushen 300 
price/earnings ratio. The results show six exuberance behaviors during this time period, 
with episodes of exuberances occurring in 2005, 2006, 2008, 2009, 2010, and 2012.  
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Figure 2.4.1: Right-tailed ADF test on Hushen 300 price/earnings ratio 
 
Figure 2.4.2: Rolling right-tailed ADF test on Hushen 300 price/earnings ratio (1000 times) 
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Figure 2.4.3: SADF test on Hushen 300 price/earnings ratio (1000 times) 
 
 However, according to Figures 2.4.3 and figure 2.4.4, the results from SADF and 
GSADF only detect two episodes of exuberance in the Chinese stock market between 
04/042005 and 11/04/2013. One happened at the beginning of 2006, and the other lasted 
around a year, from the beginning of 2007 to the end of 2007. Based on the results from 
all four extended ADF tests, we can conclude that there were at least two periods of 
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exuberance in the Chinese stock market between 2006 and 2007. Clearly the traditional 
right-tailed ADF test fails to find multiple bubbles if they occurred during relatively short 
time periods. Moreover, among the other three extended right-tailed ADF tests, SADF 
and GSADF test results are more robust when compared with RADF. In sum, through 
these time series models, we have sufficient empirical evidence to validate exuberances 
in the Chinese stock market from 2005 to 2013, especially during 2006 to 2007. 
 
 
Figure 2.4.4: GSADF test on Hushen 300 price/earnings ratio (1000 times) 
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Figure 2.4.5: Right tailed ADF test on GEM price/earnings ratio 
 
Figure 2.4.6: Rolling right tailed ADF test on GEM price/earnings ratio (1000 times) 
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 Similarly, I applied the same methodology to the GEM stock market between 
05/02/2011 and 11/04/2013. Figure 2.4.5 presents the results of the regular right-tailed 
ADF test on GEM price/earnings ratios in our sample. Not surprisingly, the right-tailed 
ADF’s results do not reject the null hypothesis, i.e., this traditional test fails to detect 
bubbles again. However, the results from RADF and SADF confirm the existence of a 
single-bubble GEM stock market between 05/2011 and 11/2013. We can tell from 
Figures 2.4.6 and 2.4.7 that this single bubble occurred in 2013. 
 
 
Figure 2.4.7: SADF test on GEM price/earnings ratio (1000 times) 
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Figure 2.4.8: GSADF test on GEM price/earnings ratio (1000 times), from 2011 
 
 Figure 2.4.8 presents the results of the GSADF test on the GEM price/earnings 
ratio. It is noteworthy that the GSADF test also fails to reject the null hypothesis. The 
reason that GSADF did not detect any bubble in this context might because the sample 
size is too small. The sample size is not statistically sufficient if we need to roll over 
twice. Therefore I expanded the sample size to 205 observations, using data from 
10/26/2009 to 11/04/2013. Figure 2.4.9 presents the results of GSADF on the new sample 
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size. However, the results again are not able to reject the null hypothesis, i.e., there was 
no exuberance in the GEM stock market between 10/2009 and 11/2013. Combined with 
the results in Figure 2.4.5, we could conclude that there is not sufficient empirical 
evidence to claim exuberance in the GEM markets from 2009 based on those four 
extended ADF tests. In future research, we could try to improve the empirical test by 
adding samples to the current pool or by using newly developed econometric models.  
 
 
Figure 2.4.9: GSADF test on GEM price/earnings ratio (1000 times), from 2009 
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5  Discussion 
 For the sake of investigating the explosive behaviors of the historical Chinese 
stock market index and the GEM stock market, this chapter defines financial exuberance 
in the time series context in terms of explosive autoregressive behavior and adopts four 
advanced time series models to examine if any exuberance existed in the Chinese and 
GEM stock markets. I selected the Hushen 300 Index, a stock price index jointly issued 
by the Shanghai and Shenzhen stock exchanges on April 8, 2005, to represent the China 
A share market as a whole. I also analyzed an index of the GEM stock market, called the 
Second Board Market, which is associated with the Main-Board Market of a different 
class of securities markets. It is a relatively new and high-risk market, and great 
fluctuations of its price movements have drawn lots of concern from many scholars. 
 In section 2, I introduce an econometric methodology recently developed by P. 
Philips et. al. (2013) to assess the empirical evidence of exuberant behaviors in those two 
stock markets based on forward recursive regression tests and a mildly explosive 
regression asymptotic. Much prominent research has been focused on testing exuberant 
behavior in financial markets. The most common method involves using the right-tailed 
ADF test to examine price/earnings time series. This traditional method works well if 
there was only a single episode of exuberance during the sample time period. However 
this test always fails to detect multiple episodes of exuberance if the sample time period 
is too short. The regular right-tailed ADF test might just consider the price/earnings ratio 
time series to be stationary if this time series had several episodes of exuberance 
occurring very close to each other in time. Philips et. al. (2013) proposed a series 
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recursive right-tailed ADF test, such as the RADF, SADG and GSADF tests, to address 
the above issue. With these three advanced econometric techniques, we are able to 
identify the existence of multiple exuberant behaviors over a short time series.  
 In this chapter, I adopted the aforementioned three extended right-tailed ADF 
tests to examine the exuberance of a long weekly Chinese stock market from 2005 to 
2013 and the GEM stock market from 2011 to 2013. I successfully detected explosive 
behaviors (bubbles) and identified the dates of their rising and bursting in the Chinese A 
share market. However, there was insufficient evidence to show the existence of any 
exuberance when I applied the same methodology to the GEM stock market. 
 To summarize, this chapter not only theoretically defines exuberant behaviors in 
the Chinese stock market, but also practically tests whether any exuberance has 
previously occurred there. Furthermore, making use of three advanced time series 
models, I am able to provide empirical evidence for the exuberance hypothesis for the 
Chinese stock market, as well as practical applications of those newly developed models. 
Ultimately, this chapter also compares the performances of those three tests during 
empirical studies. We can conclude that the results of the three tests are quite robust if the 
sample size if large enough. In particular, the GSADF test does not perform well if the 
sample size is small. 
 Finally, it is worth mentioning that there are still many factors that have not yet 
been taken into consideration. First, the data I use in this chapter could be expanded to 
include current data. And we could try running the tests on monthly instead of weekly 
data to avoid the volatility issue. Second, in addition to the extended right-tailed ADF 
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tests used here, there are many other tests for multiple explosive behaviors in a time 
series that could be employed. For example, the CUSUM monitoring procedure (Homm 
and Breitung, 2012) could also be used to detect the exuberances, as well as date-
stamping the start and collapse of each exuberant behavior. We could adopt all other 
econometric tests to compare those tests’ performances in terms of empirical results. All 
these areas remain for future research.
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CHAPTER THREE  
New Thoughts on “Power Couples”: Does the Co-location Problem Still Exist  
 
1  Introduction 
 This chapter investigates trends of power couples’ concentration in large 
metropolitan areas of the United States between 1940 and 2010. “Power couple” refers to 
a couple of which husband and wife were both at least college educated
31
. From 1940 to 
1990, power couples were increasingly and disproportionately located in large 
metropolitan areas. In 1940, 37 percent of power couples were located in metropolitan 
areas of at least 2 million population. By 1970 this number was 40 percent, by 1980 44 
percent, and by 1990 49 percent. Meanwhile, there had been little change in the 
proportion of couples in which at least one spouse did not have a college education in 
large cities. However, between 1990 and 2010 the percentage of power couples in large 
metropolitan areas remained quite flat. 
 Costa and Kahn (2000) argued that college-educated couples were increasingly 
located in large metropolitan areas primarily due to the growth of dual- career households 
and the resulting severity of the co-location problem.
32
 Their main argument stated that, 
as more households become dual-career households, more of them would face a co-
location problem. All dual-career households are more likely to be joint decision-makers, 
                                                        
31 College educated refers people has at least a college degree. There are different definition in 
different census year, you could go to section 4 for details. 
32 The co-location problem refers to the preference of a couple to stay in the same location during 
their job searches. 
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and they face the difficulty of finding two jobs commensurate with the skills of each 
spouse within a reasonable commute from home. 
 They found that co-location is the most likely explanation for the observed trend 
in location choice. Their paper documented trends in location choice since 1940 between 
large, mid-size, and small cities by household type. They also examined whether the 
long-term trends are most consistent with a worsening of the co-location problem or with 
the growing urbanization of the college educated.  
 However after 1990, the statistics had moved in a different direction. By 2000, the 
percentage of power couples located in large cities dropped to 46, and increased only 
slightly to 48 by 2010. In contrast, more and more power couples tended to live in mid-
size metropolitan areas and small cities. By 2010, nearly 31 percent of power couples 
resided in mid-size metropolitan areas. Nevertheless, more households were becoming 
dual-career households. By 2010, the wife worked in 79.43 percent of all power couples.  
As noted previously, the partners in these dual-career households are more likely to be 
joint decision-makers; this increases the challenge of finding two jobs commensurate 
with the skills of each partner within a reasonable commuting distance/time from their 
home. It is this co-location problem that should lead to the greater concentration of power 
couples in large cities, where the supply and variety of jobs is greatest.  
 We may wonder why relatively fewer college-educated couples chose to stay in 
large metropolitan areas after 1990. Is it because the co-location effect faded away after 
the 1990s? Or is it because the mid-size metropolitan areas also began to provide 
sufficient opportunities for dual-career households after the technology boom? Or is it 
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because dual-career couples assigned co-location a lower priority when conducting a job 
search after 1990, since it is presently much easier for long-distance couples to commute 
and communicate? 
 As "power couple" become a more popular phenomenon, the concept of "power 
wife,”33 a group with its own specific characteristics, has attracted much attention and 
debate from economists recently. Prime-aged college-educated women in 1940 generally 
became school teachers upon graduation, subsequently leaving the labor force because of 
marriage bars (Costa and Kahn, 2000). Goldin (1997) describes their experience as "first 
jobs then family." In contrast, the experience of their 1970s counterparts was ''first 
family, then jobs.'' The majority majored in such fields as education and nursing 
regardless of their majors. And very few men were interested in those majors. They left 
the labor force when their first child was born, and only reentered when all children were 
in school. By 1990, and to a lesser extent by 1980, college-educated women aspired to 
''career, then family'' or ''career and family'' (Goldin 1997). Their college majors were 
similar to men's, and in terms of labor supply parameters they began to resemble men as 
well, with small wage and income elasticity (Goldin 1990). 
 Therefore, in this case, we could expect that the co-location problem might not be 
an important factor for a power woman or power wife when they make career decisions. 
In this chapter, I focus on women whose age is from 23 to 37. Since in some sense these 
power women care about their career so much more than did women in earlier decades, 
they might not mind being separated by a long distance from some family members after 
                                                        
33 Power wife refers to the wife in the household who has at least a college degree. 
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1990. Thus, the movement of power couples toward large metropolitan areas might only 
be in response to urbanization power and large labor market power. In other words, the 
co-location effect becomes less important. 
 This chapter documents trends in locational choice from 1940 to 2010 among 
large, mid-size, and small cities by household types. I adopt the concept “coincidental 
couple” from Costa and Kahn (2000) to rule out all the other reasons for why relatively 
fewer power couples tended to live in large metropolitan areas after 1990. I test whether 
the primary reason for urbanization of power couples is the co-location problem or not, 
and further analyze why the urbanization trend gradually disappeared after 1990. In the 
end, I successfully prove that the co-location effect faded away after 1990. My findings 
show that power couples were no longer increasingly located in large cities because the 
co-location effect became less important. The other contribution of this chapter are new 
definition and calculation methods for the “coincidental couple,” which refers to two 
individuals (one male and one female) coincidentally living in a large metropolitan area. 
This concept is the crucial part of the empirical method, which is discussed in detail in 
section 3. Section 2 presents the general trends in locational choice from 1940 to 2010 
between large, mid-size, and small cities by household types. Section 3 illustrates the 
econometric models used to estimate the probability of residence in a certain city size 
category, and the triple difference in difference model to estimate the co-location effect. 
Section 4 discusses the data collection procedure and variables used in empirical models. 
Following in section 5 are the results and an explanation of trends based on empirical 
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evidence. This chapter presents conclusions in section 6 and some relevant future 
research questions.    
 
2  Trends 
 I categorize all households as one of five types: ''power'' couples in which both 
spouses have a college education, ''part-power'' couples in which only one spouse has a 
college education, ''low-power'' couples in which neither spouse has a college education, 
and single households of the college educated and the non-college educated. I define two 
individuals to be a couple if their marital status is married and both spouses are present. 
Singles can be never married, divorced, or widowed. Both couples and singles may be in 
multifamily households. This research only focuses on couples in which the husband was 
25 to 39 years of age and the wife 23 to 37. This age restriction allows us to examine 
couples in the early stages of their careers and also allows us to create a comparable 
group of singles (Costa and Kahn, 2000). I impose the same age restrictions on singles. 
 According to Table 3.1, the proportion of couples in which both husband and wife 
have at least a college education is increasing continuously. From 1940 to 1990, the 
percentage of college-educated couples grew from 2.25 to 14.68; however this trend 
became even more salient after 1990. By 2000, 19.18 percent of all couples were those in 
which both husband and wife were at least college graduates, and by 2010, 29.24% were.  
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Table 3.1: Percentage of Marriages by Couple Type 
 1940 1960 1970 1980 1990 2000 2010(5) 
Low-power 91.14 82.8 76.7 67.62 67.15 61.87 48.64 
Part-power 6.62 12.15 14.63 18.44 18.18 18.95 22.13 
Power 2.25 5.04 8.67 13.94 14.68 19.18 29.24 
Note: A power couple is defined as one in which both husband and wife are college graduates, a 
part-power couple as one in which only one spouse is a college graduate, and a low-power couple 
as one in which neither spouse is a college graduate. All numbers are estimated from the census 
samples [IPUMS] and are for households in which the husband was age 25 to 39 and the wife 23 
to 37. 
 
 If we examine Table 3.2, we can see that wives’ rising labor force participation 
rates have transformed couples into true dual-career households and increased the share 
of couples with a co-location problem. The labor force participation rate of power-couple 
wives rose from 19 to 76 percent between 1940 and 1990, whereas the increase for low-
power wives was from 16 to 69.57 percent. By 2010, the labor participation rate of 
power-couple wives had risen to 79.43 percent. As we can see, the growth of the labor 
participation rate gradually slows after 1990. There was even a small decrease of the 
power- wife working percentage in 2000. In addition, there is another interesting point; 
the percentage of full-time working wives among all working wives had been quite 
steady from 1940 to 1990, no matter the wives’ level of education level. However, there 
was a big increase of full-time working wives after 1990, which indicated that more and 
more wives chose to work more hours after 1990. This might have occurred because of 
the households’ need for greater financial support, or because women now would like to 
fulfill their career achievements rather than being housewives or part-time workers. By 
2010, 83.80 percent of working wives in power couples chose to work  full time, which 
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also suggested the concept mentioned earlier in section 1: college-educated women now 
aspire to “career and family” (Goldin, 1997). 
 Next, let us move to the most important trend: locational choice. We classify 
trends in household-location choices conditional on marital status and on the educational 
levels of both spouses. That is, for every year, we estimate: 
Prob (lives in big city | household type). 
I classify the suburbs of central cities as part of the labor market of the central city and 
define three city-size categories: large metropolitan areas
34
 (those with populations of at 
least 2 million), mid-size metropolitan areas (those with populations of between 2 million 
and 250,000), and small and nonmetropolitan areas (metropolitan areas with populations 
of less than 250,000 and nonmetropolitan areas). I do not use the 1950 census because 
education is known only for the sample line person, and I do not use 1960 census because 
metropolitan area is not identified 
 I document trends from 1940 to 2010, and I emphasize the 1970 to 2010 trends in 
Table 3.3. The table illustrates trends in location choice among large and mid-size 
metropolitan areas and small localities. We notice that the probability of a power couple 
residing in a large metropolitan area increases continuously from 1970 to 1990. However, 
after 1990 the probability of the locational choice of large city became quite steady for 
every household type. However, there was a big jump for power couples located in mid-
size metropolitan areas from 2000 to 2010. By 2010, 31 percent of the power couples 
chose to live in mid-size cities; in contrast only 20 percent did so in 2000. 
                                                        
34 A detailed definition of metropolitan sizes is presented in section 4. 
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Table 3.2: Employment and Fertility Trends by Education of Couple 
  
1940 1960 1970 1980 1990 2000 2010(5)35 
Wife works(%)        
Low-power 16.09 28.35 38.77 56.47 69.57 67.38 74.84 
Part-power 17.21 23.12 35.81 59.92 73.02 74.17 80.83 
Power 18.73 29.68 45.00 67.10 76.06 73.73 79.43 
Have child(%)        
Low-power 76.16 90.46 90.62 86.33 85.13 86.01 85.80 
Part-power 62.91 87.08 82.85 75.06 73.99 72.50 72.75 
Power 59.97 81.67 72.94 64.76 64.32 63.00 64.76 
Wife works and works full time (%)         
Low-power 69.68 63.32 60.96 62.54 64.97 73.93 78.48 
Part-power 72.16 63.75 58.38 64.06 67.87 76.60 81.99 
Power 66.57 61.28 55.67 67.32 69.90 78.70 83.80 
Note: A full-time job is defined as 35 hours or more per week. A traditionally female occupation is defined as one 
in which women were overrepresented relative to men in 1970; that is, one in which more than 50 percent of all 
employees age 18 to 64 were women in 1970. All couples are restricted to those in which the husband was 25 to 
39 years of age and the wife 23 to 37. All numbers are estimated from the integrated public use census samples 
[IPUMS]. A power couple is defined as one in which both husband and wife are college graduates, a part-power 
couple as one in which only one spouse is a college graduate, and a low-power couple as one in which neither 
spouse is a college graduate. 
 
  
 
 
 
 
 
 
 
 
 
                                                        
35
 2010(5) here means that for 2010 I use five years of census data. Please refer to section 4 for details. 
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Table 3.3: Probability of Locational Choice by Household Type 
  1940 1970 1980 1990 2000 2010(5)
36 
Conditional on power couple       
Large metropolitan area 0.37 0.41 0.44 0.49 0.45 0.48 
Mid-size metropolitan area 0.27 0.30 0.31 0.28 0.19 0.31 
Small and non-metropolitan area 0.37 0.29 0.25 0.23 0.37 0.20 
Conditional on part-power couple       
Large metropolitan area 0.36 0.38 0.40 0.39 0.36 0.36 
Mid-size metropolitan area 0.27 0.31 0.32 0.30 0.18 0.33 
Small and non-metropolitan area 0.37 0.31 0.28 0.31 0.47 0.32 
Conditional on low-power couple       
Large metropolitan area 0.26 0.31 0.33 0.30 0.29 0.30 
Mid-size metropolitan area 0.23 0.29 0.30 0.28 0.16 0.30 
Small and non-metropolitan area 0.50 0.41 0.37 0.42 0.55 0.40 
Conditional on single, power man        
Large metropolitan area 0.44 0.53 0.54 0.53 0.52 0.54 
Mid-size metropolitan area 0.28 0.26 0.28 0.28 0.19 0.30 
Small and non-metropolitan area 0.28 0.21 0.18 0.19 0.29 0.17 
Conditional on single, power women       
Large metropolitan area 0.37 0.51 0.52 0.51 0.50 0.52 
Mid-size metropolitan area 0.25 0.28 0.30 0.30 0.20 0.32 
Small and non-metropolitan area 0.38 0.21 0.18 0.18 0.30 0.17 
Conditional on single, low-power man        
Large metropolitan area 0.32 0.43 0.44 0.36 0.32 0.32 
Mid-size metropolitan area 0.24 0.27 0.30 0.29 0.18 0.30 
Small and non-metropolitan area 0.45 0.30 0.27 0.35 0.50 0.38 
Conditional on single, low-power woman       
Large metropolitan area 0.33 0.43 0.45 0.38 0.34 0.35 
Mid-size metropolitan area 0.30 0.29 0.31 0.31 0.20 0.33 
Small and non-metropolitan area 0.38 0.28 0.24 0.32 0.46 0.31 
Note: A full-time job is defined as 35 hours or more per week. A traditionally female occupation is 
defined as one in which women were overrepresented relative to men in 1970; that is, one in which 
more than 50 percent of all employees age 18 to 64 were women in 1970. All couples are restricted to 
those in which the husband was 25 to 39 years of age and the wife 23 to 37. All numbers are estimated 
from the integrated public use census samples [[PUMS]. A power couple is defined as one in which 
both husband and wife are college graduates, a part-power couple as one in which only one spouse is a 
college graduate, and a low-power couple as one in which neither spouse is a college graduate  
 
 
                                                        
36 2010(5) here means that for 2010 I use five years of census data. Please refer to section 4 for details. 
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3  Methods 
 This section adopts the empirical method in Costa and Kahn's paper (2000) to 
identify the co-location problem between 1940 and 1990 and estimate the co-location 
effect after 1990. We begin by considering the benefits of residing in a large metropolitan 
area for different couples within a short period. 
 First, we discuss the benefits of urbanization by couple type. For power couples, 
they would prefer locating in large cities if large cities offer higher returns to education 
and if urban amenities are normal goods. However, these features of large cities would 
also appeal to all other college-educated people, even though he/she is not married (or is 
married to a non-college educated spouse). Meanwhile large cities usually could also 
provide amenities such as marriage markets; therefore, singles will be more attracted to 
locating in large cities than even married power couples. 
 We found that most of the increasing urbanization of the college-educated 
population is explained by increasing returns to city size and not because of urban 
amenities are normal goods (Costa and Kahn, 2000). We cannot directly test whether 
large cities attract more college-educated singles because they offer better marriage 
markets for the college educated. But we can provide some evidence of the marriage 
propensities of the college educated relative to the non-college educated. More 
specifically, I adopt the concept of “coincidental couple,” introduced by Costa and Kahn 
(2000), to illustrate some empirical evidence on the marriage propensities of power 
singles compared to low-power singles. Details of the coincidental couple are provided 
later in this section. 
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 Second, we should focus on the co-location problem. It is much easier for dual-
career power couples to find jobs in a large city than in other city-size categories. The 
diversified labor markets of larger cities also insure against health and unemployment 
shocks to households regardless of their educational levels. Power couples can always 
take jobs for which they are overqualified, and therefore the co-location problem may be 
less severe for these couples than for others. On the other hand, the power couples might 
be more career oriented than low-power couples, so that the co-location problem might 
be more severe for them in some cases. According to Topel and Ward (1992), large cities 
offer more potential job matches, so the probability of drawing a good initial match is 
higher. The probability of drawing a good subsequent match is also higher, and this 
increased job mobility will lead to greater lifetime wage growth.  
 As Costa and Kahn (2000) did in their paper, I have tested the extent to which the 
increase in the proportion of power couples in large cities is caused by co-location by 
comparing power couples with other couple types and singles. These comparisons are 
based on “coincidental couples,” which refer to two individuals (one male and one 
female) coincidentally living in a large metropolitan area. According to Costa and Kahn 
(2000), we could estimate the probability of a single power man living in city size 
𝑠(𝑝𝑠
𝑀,𝑃) and the probability of a single power woman living in difference city sizes 
(𝑝𝑠
𝐹,𝑃), and then take the minimum of these probabilities (min(𝑝𝑠
𝑀,𝑃, 𝑝𝑠
𝐹,𝑃)). Finally, we 
estimate the probability that a “coincidental couple” will be living in a given city size 
(min(𝑝𝑠
𝑀,𝑃, 𝑝𝑠
𝐹,𝑃))/ Σ𝑠
 min(𝑝𝑠
𝑀,𝑃, 𝑝𝑠
𝐹,𝑃). For example, suppose that there are 100 single 
power men and women each, and that 40 of the men are in large cities and 60 are in small 
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cities and that 60 of the women are in large cities and 40 are in small cities. At most 80 
“coincidental marriages” could form—40 in large cities and 40 in small cities. The 
probability of a coincidental couple being in a large city is therefore 40/(40+40)=0.5.  
 However, there are two reasons that will make this estimate of coincidental 
couples unreliable. First, singles in large cities presumably have a higher probability to 
form couples because large cities have better marriage markets, and therefore more 
couples are formed in large cities even with the same numbers of males and females in 
large cities and small cities. Second, power singles will not necessarily marry power 
singles, which makes the calculation of coincidental power couples meaningless. This is 
also true for other types of coincidental couples. More explicitly, we can say that 80 
marriages could form, but those 80 marriages are not necessarily power couples, since a 
power man might not marry a power woman.  
 Therefore in order to estimate the co-location effect of the location choice, I 
propose a more accurate way to estimate the probability of coincidental couples given 
metropolitan size. First I assign a weight 𝑤𝑠,𝑝
  for each minimum probability 
(min(𝑝𝑠
𝑀,𝑃, 𝑝𝑠
𝐹,𝑃)) by city size. And for each year and each city type, I define this weight 
as:  (total number of this couple type/min(total number of this single male type, total 
number of this single female type). More formally, 
𝑤𝑠,𝑝
 = min {1, 𝑁(𝑐𝑜𝑢𝑝𝑙𝑒𝑠,𝑝
 )/min [ 𝑁(𝑠𝑖𝑛𝑔𝑙𝑒 𝑚𝑎𝑙𝑒𝑠,𝑝
 ), 𝑁(𝑠𝑖𝑛𝑔𝑙𝑒 𝑓𝑒𝑚𝑎𝑙𝑒𝑠,𝑝
 )]}     (3.3.1)  
And then we estimate the probability that a “coincidental couple” will be living in a given 
city size as: 
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𝑝 = (𝑤𝑠,𝑝
 ∗ min(𝑝𝑠
𝑀,𝑃, 𝑝𝑠
𝐹,𝑃))/ Σ𝑠
 𝑤𝑠,𝑝
 ∗ min(𝑝𝑠
𝑀,𝑃, 𝑝𝑠
𝐹,𝑃)                                           (3.3.2) 
The following is a table from Costa and Kahn (2000), which provides a schematic 
illustration of how to identify the co-location problem of power and low-power couples 
and the differential co-location problem of power relative to low-power couples.  
 
Table 3.4 Change in Benefits of Living a Large City by Couple Type 
Couple type Benefits of living in a large city 
1 Power couple co-location power 
 urbanization power 
2 Coincidental power couple urbanization power 
 singles' amenities 
3 Double difference(1-2) co-location power, singles' amenities 
4 Lower-power couple co-location low-power 
 urbanization low-power 
5 Coincidental low-power couple urbanization low-power 
 singles' amenities 
6 Double difference (4-5) co-location low-power, singles' amenities 
7 Triple difference (3-6) co-location power relative low-power 
Note: A power couple is defined as one in which both husband and wife are college graduates, 
and a low-power couple as one in which neither spouse is a college graduate. A coincidental 
power couple consists of two single college-educated individuals (one male and one female) 
coincidentally living in the same city size. A coincidental low-power couple consists of two 
single non-college educated individuals (one male and one female) coincidentally living in the 
same city size.  
 
 If the value of singles' amenities has not changed and if urban amenities are of the 
same value to singles as they are to married couples, then the double difference (the 
increase in power couple concentration minus the increase in coincidental couples’ 
concentration) measures the differential effect of colocation. However, any differences in 
the valuation of urban amenities of married couples and singles will not be differenced 
out. Therefore, an alternative explanation for the increase in power couple relative to 
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power single concentration in large metropolitan areas is the increased amenity value of 
metropolitan areas to couples. 
 A similar situation is observed for the low-power couple case. Again, differences 
in the valuation of urban amenities to married couples and to singles will not be 
differenced out. The triple difference yields the differential effect of co-location for 
power couples relative to low-power couples, assuming either that there is no difference 
in the valuation of urban amenities between married couples and singles or, if there are, 
that these differences should be quite similar for the college educated as well as for the 
non-college educated. Therefore, the triple difference estimates the differential effect of 
co-location for the power couple compared to low-power couple. And I also compare 
power/low-power couples in which the wife works with coincidental couples in which the 
woman works, and then I calculate the differences. Larger double and triple differences 
for couples in which the wife works for all couples would suggest that co-location, not 
differences in amenity values, determines the concentration of power couples in large 
metropolitan areas. 
 I first demonstrate that the co-location problem is the main factor causing the 
urbanization of power couples from 1940 to 1990, by adopting this “coincidental couple” 
concept. Similarly, using the same triple difference model, I can also validate that the 
primary reason for power couples no longer further urbanizing after 1990 is that the co-
location effect faded away. This requires an examination of differential trends in 
locational choice by couple type. I present these trends in the following section, 
standardized by race and age. For couples, I estimated: 
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Prob (lives in city size s and wife works | household type); 
Prob (lives in city size s and wife does not work | household type). 
For singles, I estimated: 
Prob (lives in city size s and works | household type); 
Prob (lives in city size s and does not work | household type). 
 I estimate these probabilities using a multinomial logit choice model. First I 
collect information on each city size category a couple chose to live in and whether the 
wife works or does not work, to create six groups. In other words, for each group, we are 
interested in the wife’s labor force participation status and city size. I then estimate a 
multinomial logit of the choice of the wife's labor force participation and city size as a 
function of the husband's age and race and the educational level of the husband and wife 
(dummies for less than high school graduate, high school graduate, college graduate, and 
post-college graduate, with less than high school graduate as the omitted dummy). 
Therefore, I define 𝑃𝑠,𝑤𝑤
  as the probability of being in one of three city sizes s and wife’s 
labor participation choice ww, i.e., 𝑃𝑠,𝑤𝑤
  equals 1 if wife works and lives in city size s. 
More formally, I estimated: 
𝑙𝑜𝑔 (
𝑃𝑠,𝑤𝑤
 
𝑃𝑠=0,𝑤𝑤=1
 ) = 𝛽
′𝑋                                                                                                 (3.3.3) 
for s=1, 2 and ww=0,1 and s=0, ww=0. I use s=0, ww=1 as the base group. 
 Finally, I predict the choice of location and wife's labor force participation, 𝑃𝑠,𝑤𝑤
 , 
for a white household in which the husband is 35 years of age and the wife is 33, 
conditional on being a power, part-power, or low-power couple. For single individuals I 
estimate similar multinomial logit specifications (separately for men and women), except 
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that labor force status is own labor force status and I control only for own characteristics. 
I also predict locational choice for single, white men age 35 and single, white women age 
33 conditional on being a power or a low-power individual and estimate locational choice 
for coincidental couples.
37
 
 
4  Data 
 In this chapter, I use the 1940 and 1970-2010 censuses of population and housing 
(1940-1990 1% sample, 2000 and 2010 5yrs are ACS sample), which can be downloaded 
from IPUMS (www.ipums.org). For each person I obtain the following variables: marital 
status, age, sex, race, education, labor force status, occupation, hourly wage, number of 
children, and metropolitan area. The couples are all married and living in the same 
household and the singles are either never married, divorced, or widowed. I deleted the 
observations of couples for which spouse is indicated as absent (The share of this 
category is relatively small, and thus will not affect the results.) In this chapter, I still 
treat the cohabitation couples as couples, since cohabitation case had only happened in 
1990.  
 Based on the raw data described above, I construct the following variables: 
(1) Education level 
The definition of education differs across census years. For 1940, 1970, and 1980, I use 
the highest grade of school or year of college completed. Education is overstated in 1940 
                                                        
37
 The base group is small for nonmetropolitan area and wife out of the labor force. Our results are robust to 
the choice of base group. 
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(Goldin, 1997).
38
. For 1990, 2000, and the 2010 five-year sample, the education variable 
gives the respondent's highest grade of school completed through the 11th grade, but 
classifies high school graduates according to their highest diploma or degree earned. I 
therefore define the categories of less than high school as grade 11 or less; high school as 
grade 12 in 1940, 1970, and 1980, and as 12th grade, high school diploma, or GED in 
1990; college as four or more years in 1940, 1970, and 1980 and as bachelors or graduate 
degree in 1990, 2000, and 2010 five years. I classify those who did not complete college 
(less than 4 years in 1940, 1970, and 1980 and some college but no degree or 
occupational/academic associate degree in 1990, 2000, and 2010 five years) together with 
the high school graduates. 
(2) Metropolitan area size classifications 
The boundaries of metropolitan areas have grown throughout the census years, and new 
metropolitan areas have emerged. Therefore, it is very important to define metropolitan 
area size classifications that allow for comparability across all census years. 
 I introduce three city size categories: large metropolitan areas (those with 
populations of at least 2 million), mid-size metropolitan areas (those with populations of 
between 2 million and 250,000), and small and non-metropolitan areas (metropolitan 
areas with a population of less than 250,000 and non-metropolitan areas). The 1940 
census identified metropolitan areas if the population in these areas was at least 100,000 
in 1980, and the 1980 and 1990 censuses identified metropolitan areas with populations 
of at least 100,000 in the census year. The 1970 census identified metropolitan areas with 
                                                        
38
 College graduation rates are overstated in the 1940 census, in part because individuals who entered into 
the preparatory department within a college were enumerated as having gone to college (Goldin, 1997). 
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populations of at least 250,000 in 1970. My definition of small and nonmetropolitan areas 
is therefore consistent across time. 
 Table 3.5 lists the consistent definition of large metropolitan size across most 
census years. I use the same classification for the 2010 five-year sample as well. For 
1940, the large size metropolitan areas are: Chicago, New York, Boston, Cleveland, 
Detroit, Los Angeles, Philadelphia, Pittsburgh, St. Louis, and San Francisco. 
 
Table 3.5: Large MSAs (population over 2M) 
 
1970 1980 1990 2000 
New York-Northern New Jersey-Long Island, NY-NJ-CT-PA 18,071,522 17,412,203 17,953,372 19,451,757 
Los Angeles-Anaheim-Riverside, CA 9,980,859 11,497,549 14,531,529 16,036,587 
Chicago-Gary-Lake County, IL-IN-WI 7,778,948 7,937,290 8,065,633 8,783,199 
San Francisco-Oakland-San Jose, CA 4,754,366 5,367,900 6,253,311 6,873,645 
Philadelphia-Wilmington-Trenton, PA-NJ-DE-MD 5,749,093 5,680,509 5,899,345 5,661,399 
Detroit-Ann Arbor, MI 4,788,369 4,752,764 4,655,236 5,031,963 
Washington, DC-MD-VA-WV 3,040,307 3,250,921 3,923,574 4,739,999 
Dalls-Fort Worth, TX 2,351,568 2,930,568 3,885,415 4,909,523 
Boston-Lawrence-Salem-Lowell-Brocton, MA-NH-ME-CT 3,709,642 3,662,888 3,783,817 4,440,881 
Houston-Galveston-Brazoria, TX 2,169,128 3,099,942 3,711,043 4,493,741 
Miami-Fort Lauderdale, FL 1,887,892 2,643,766 3,192,582 3,711,102 
Atlanta, GA 1,684,200 2,138,136 2,833,511 3,857,097 
Cleveland-Akron-Lorain, OH 2,999,811 2,834,062 2,759,823 2,910,616 
Seattle-Tacoma, WA 1,836,949 2,093,285 2,559,164 3,023,741 
San Diego, CA 1,357,854 1,861,846 2,498,016 2,820,844 
Minneapolis-St. Paul, MH-WI 1,981,951 2,137,133 2,464,124 2,872,109 
St. Louis, MO-IL 2,429,376 2,376,968 2,444,099 2,569,029 
Baltimore, MD 2,089,438 2,199,497 2,382,172 2,491,254 
Pittsburgh-Beaver Valley, PA 2,556,029 2,423,311 2,242,798 2,331,336 
Phoenix, AZ 971,228 1,509,175 2,121,101 3,013,696 
Tampa-St. Petersburg-Clearwater, FL 1,105,553 1,613,600 2,067,959 2,278,169 
Denver-Boulder, CO 1,238,273 1,618,461 1,848,319 2,252,103 
Note: Source is from: Compton and Pollak (2006). MSAs are defined as ”large” if their population is greater than 2 million in 1990, The analys is 
here uses the MSA definitions (i.e., county components) from the 1990 definitions.  
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5  Results 
 The tables in this section present the predicted results of the regressions. Table 3.6 
shows the predicted probabilities, conditional on being a power, part-power, or low-
power couple, of locational choice across different city-size categories and the wife's 
labor force participation status for a white couple in which the husband was 35 years old 
and the wife 33. Since 1940, power couples have been leaving nonmetropolitan areas and 
moving to the largest metropolitan areas. In 1940, 34 percent of such couples were in 
nonmetropolitan areas, whereas by 1970 the figure had dropped to 29 percent and by 
1990 to 23 percent. However, it increased to 38 percent in 2000 and fell to 22 percent by 
2010. 
 In 1940, 39 percent of power couples resided in the largest metropolitan areas, 
and in 1970 40 percent did, whereas in 1990 48 percent did.  However, this trend did not 
continue, as by 2010, only 46 percent were found in the large metropolitan areas. 
 Table 3.7 presents predictions of locational choice from multinomial logit models 
for singles conditional on their education. Note that between 1940 and 1970 the 
probability of singles residing in a large metropolitan area increased substantially, rising 
from 43 to 50 percent among power women. Between 1970 and 2010 changes were much 
more modest. The probability of low-power  women being in a large city decreased 
somewhat, with a decline from 39 to 35 percent among coincidental couples between 
1970 and 1990, and it keeps declining after 1990; by 2000 the probability is only 33 
percent. 
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Table 3.6: Predicted Probabilities of Locational Choice and Wife’s Labor Force Participation (LFP) Status 
Conditional on Household Type 
  
1940 1970 1980 1990 2000 2010(5) 
Conditional on power       
Large metropolitan area, LFP=1 0.086 0.152 0.284 0.353 0.317 0.363 
Large metropolitan area, LFP=0 0.306 0.247 0.157 0.126 0.121 0.100 
Mid-size metropolitan area, LFP=1 0.042 0.125 0.200 0.215 0.136 0.249 
Mid-size metropolitan area, LFP=0 0.225 0.182 0.110 0.072 0.047 0.067 
Small, nonmetropolitan area, LFP=1 0.055 0.143 0.175 0.185 0.292 0.182 
Small, nonmetropolitan area, LFP=0 0.286 0.151 0.074 0.049 0.087 0.039 
Conditional on part-power       
Large metropolitan area, LFP=1 0.065 0.095 0.212 0.257 0.231 0.273 
Large metropolitan area, LFP=0 0.311 0.281 0.186 0.125 0.105 0.084 
Mid-size metropolitan area, LFP=1 0.043 0.088 0.172 0.208 0.127 0.246 
Mid-size metropolitan area, LFP=0 0.235 0.218 0.142 0.087 0.048 0.073 
Small, nonmetropolitan area, LFP=1 0.046 0.103 0.166 0.236 0.366 0.261 
Small, nonmetropolitan area, LFP=0 0.300 0.215 0.122 0.087 0.123 0.063 
Conditional on low-power       
Large metropolitan area, LFP=1 0.048 0.099 0.171 0.191 0.168 0.201 
Large metropolitan area, LFP=0 0.242 0.202 0.202 0.093 0.092 0.074 
Mid-size metropolitan area, LFP=1 0.044 0.106 0.126 0.195 0.110 0.223 
Mid-size metropolitan area, LFP=0 0.196 0.180 0.168 0.080 0.047 0.073 
Small, nonmetropolitan area, LFP=1 0.057 0.163 0.155 0.309 0.417 0.331 
Small, nonmetropolitan area, LFP=0 0.413 0.250 0.178 0.132 0.166 0.098 
Note: All predictions are from a multinomial logit model in which the outcome variables were city size and labor 
force participation rate. The independent variables were husband’s age, age squared, and race; wife’s age and age 
squared; and dummy variables for educational levels (less than high school, high school, college, college plus) of the 
husband and the wife. The predictions are for a white couple in which the husband was 35 years old and the wife 33. 
Robust standard errors ranged from 0.001 to 0.010. Conditional on couple type, the rows should sum to one. All 
probabilities were estimated from the samples [IPUMS] 
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Table 3.7: Predicted Probabilities of Locational Choice, Unmarried Men and Women, Conditional on 
Education 
  
1940 1970 1980 1990 2000 2010(5) 
Single, power man           
Large metropolitan area 0.484 0.539 0.546 0.501 0.474 0.492 
Mid-size metropolitan area 0.264 0.255 0.277 0.286 0.190 0.295 
Small and non-metropolitan area 0.252 0.206 0.177 0.213 0.336 0.213 
Single, power woman       
Large metropolitan area 0.429 0.499 0.542 0.499 0.471 0.492 
Mid-size metropolitan area 0.269 0.297 0.281 0.300 0.190 0.311 
Small and non-metropolitan area 0.302 0.204 0.167 0.201 0.339 0.197 
Coincidental power couple       
Large metropolitan area 0.454 0.521 0.550 0.506 0.472 0.500 
Mid-size metropolitan area 0.279 0.266 0.281 0.290 0.191 0.300 
Small and non-metropolitan area 0.267 0.213 0.169 0.204 0.337 0.200 
Single, low-power man       
Large metropolitan area 0.334 0.400 0.432 0.351 0.303 0.319 
Mid-size metropolitan area 0.229 0.261 0.287 0.282 0.178 0.293 
Small and non-metropolitan area 0.437 0.309 0.271 0.367 0.519 0.388 
Single, low-power woman       
Large metropolitan area 0.346 0.387 0.450 0.361 0.328 0.345 
Mid-size metropolitan area 0.281 0.293 0.305 0.301 0.187 0.325 
Small and non-metropolitan area 0.373 0.320 0.245 0.338 0.485 0.330 
Coincidental low-power couple       
Large metropolitan area 0.357 0.404 0.448 0.362 0.314 0.339 
Mid-size metropolitan area 0.245 0.273 0.298 0.290 0.184 0.311 
Small and non-metropolitan area 0.398 0.323 0.254 0.348 0.502 0.350 
Note: All predictions are from a multinomial logit model and are for white 35 years old white men and white 33 
years old white women. Within each year for each group the predicted probabilities for singles and coincidental 
couples should sum to one. The independent variables were age, age squared, race, and educational level. The 
outcome variables were city size and labor force participation. With the exception of 1940, relatively few 
individuals were out of the labor force.  The results that are presented are the predicted probabilities summed 
over city size. Robust standard errors ranged from 0.001 to 0.010. All probabilities were estimated from the 
samples [IPUMS].  
 
 Table 3.8 presents the predicted probabilities, conditional on being a power or 
low-power single women, of locational choice across city sizes and labor force 
participation status for a white woman at 33 years old. It also presents predictions of 
locational choice from multinomial logit models for coincidental couples where the wife 
works. If we compare the locational choices of coincidental couples in Table 3.7 with 
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those in Table 3.8, the probabilities of coincidental power couples residing in each city 
size category are almost identical to the probabilities of coincidental power couples in 
which the wife works being in the respondent city size category in 2010. By contrast, 
those probabilities were quite different in 1940. And we also notice that the probability of 
working power women residing in the large metropolitan area did not change too much 
from 1940 to 2010.  
 
Table 3.8: Predicted Probabilities of Locational Choice for Working Women Only 
  
1970 1990 2000 2010(5) 
Single, power woman     
Large metropolitan area, LFP=1 0.474 0.483 0.443 0.472 
Large metropolitan area, LFP=0 0.025 0.015 0.029 0.020 
Mid-size metropolitan area, LFP=1 0.277 0.290 0.178 0.295 
Mid-size metropolitan area, LFP=0 0.019 0.010 0.012 0.015 
Small and non-metropolitan area, LFP=1 0.191 0.191 0.316 0.184 
Small and non-metropolitan area, LFP=0 0.013 0.011 0.022 0.014 
Single, low-power woman     
Large metropolitan area, LFP=1 0.294 0.301 0.262 0.290 
Large metropolitan area, LFP=0 0.094 0.060 0.066 0.055 
Mid-size metropolitan area, LFP=1 0.228 0.250 0.152 0.270 
Mid-size metropolitan area, LFP=0 0.065 0.051 0.034 0.055 
Small and non-metropolitan area, LFP=1 0.230 0.272 0.389 0.264 
Small and non-metropolitan area, LFP=0 0.090 0.066 0.096 0.066 
Coincidental power, woman works     
Large metropolitan area 0.515 0.503 0.473 0.496 
Mid-size metropolitan area 0.277 0.298 0.190 0.310 
Small and non-metropolitan area 0.208 0.199 0.337 0.194 
Coincidental low-power, woman works     
Large metropolitan area 0.391 0.366 0.326 0.352 
Mid-size metropolitan area 0.303 0.304 0.189 0.328 
Small and non-metropolitan area 0.306 0.330 0.485 0.320 
Note: All predictions are from a multinomial logit model and are for 35 year old white men and  33 
year old white women. Within each year for each group the predicted probabilities for singles and 
coincidental couples should sum to one. The independent variables were age, age squared, race, and 
educational level. The outcome variables were city size and labor force participation. With the 
exception of 1940, relatively few individuals were out of the labor force.  The results that are 
presented are the predicted probabilities summed over city size. Robust standard errors ranged from 
0.001 to 0.010. All probabilities were estimated from the samples [IPUMS]. 
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 Table 3.9 summarizes standardized trends in location choice by couple types, 
including coincidental couples for the period 1970-1990. Between 1970 and 1990 the 
probability of power couples being in a large metropolitan area rose by 0.080, whereas 
that of part-power, low-power, and coincidental power couples being in a large city rose 
by 0.006, -0.017, and -0.015, respectively. Among power couples in which the wife 
works, the probability of being in a large city rose by 0.201, whereas among power 
couples in which the wife does not work, this probability fell by 0.121. 
 
Table 3.9: Trends in Propensity to Live in Given City Size, 1970-1990, by Couple Type (based on 
predicted probabilities) 
  City size 
  Large Mid-size Small 
Differences, 1990-1970 
   Power couples (∆P) 0.080** -0.020** -0.060** 
Part-power couples (∆pp) 0.006** -0.011** 0.005** 
Low-power couples (∆LP) -0.017*** -0.011** 0.028** 
Coincidental power couples (∆CP) -0.015** 0.024** -0.009** 
Coincidental low-power couples (∆CLP) -0.420** 0.017** 0.025** 
Power, wife works (∆P,W) 0.201** 0.09** 0.042** 
Part-power, wife works (∆PP,W) 0.162** 0.120** 0.133** 
Low-power, wife works (∆LP,W) 0.092** 0.089** 0.146** 
Power, wife does not works (∆P,NW) -0.121** -0.110** -0.102** 
Part-power, wife does not works (∆PP,NW) -0.156** -0.131** -0.128** 
Low-power, wife does not works (∆LP,NW) -0.109** -0.10** -0.118** 
Coincidental power, wife works (∆CP,W) -0.012** 0.021** -0.009** 
Coincidental low-power, wife works (∆CLP,W) -0.025** 0.001** 0.024** 
Note: Differences are in probability units. Probabilities are calculated from Tables 3.6, 3.7, and 3.8, 
except for coincidental couples in which the woman works. These were calculated by using the 
multinomial logit predictors for working women only. *=p<0.05, **=p<0.01, ***=p<0.001 
 
 And Table 3.10 summarizes standardized trends in location choice by couple 
types, including coincidental couples for the period 1990-2010.  Between 1990 and 2010 
the probability of power couples being in a large metropolitan area fell by 0.016, whereas 
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that of part-power, low-power, and coincidental power couples being in a large city 
changed by -0.025, -0.009, and -0.006, respectively. Among power couples in which the 
wife works, the probability of being in a large city rose by 0.010, whereas among power 
couples in which the wife does not work, this probability fell by 0.026.  
 
Table 3.10: Trends in Propensity to Live in Given City Size, 1990-2010, by Couple Type (based 
on predicted probabilities) 
 
City size 
  Large Mid-size Small 
Differences, 2010_ 5yrs-1990 
 
  
 Power couples (∆P) -0.016** 0.029** -0.013** 
Part-power couples (∆pp) -0.025*** 0.024** 0.001** 
Low-power couples (∆LP) -0.009** 0.021** -0.012** 
Coincidental power couples (∆CP) -0.006** 0.010** -0.004** 
Coincidental low-power couples (∆CLP) -0.023** 0.021** -0.002** 
Power, wife works (∆P,W) 0.010** 0.034** -0.003** 
Part-power, wife works (∆PP,W) 0.016** 0.038** 0.025** 
Low-power, wife works (∆LP,W) 0.010** 0.028** 0.022** 
Power, wife does not works (∆P,NW) -0.026** -0.005** -0.010** 
Part-power, wife does not works (∆PP,NW) -0.041** -0.014** -0.024** 
Low-power, wife does not works (∆LP,NW) -0.019** -0.007** -0.034** 
Coincidental power, wife works (∆CP,W) -0.007** 0.012*** -0.005** 
Coincidental low-power, wife works (∆CLP,W) -0.014** 0.024** -0.010** 
Note: Differences are in probability units. Probabilities are calculated from Tables 3.6, 3.7, and 3.8, 
except for coincidental couples in which the woman works. These were calculated by using the 
multinomial logit predictors for working women only. *=p<0.05, **=p<0.01, ***=p<0.001 
 
 In table 3.11, the triple difference shows that 0.099 of the increase in power 
couple concentration between 1970 and 1990 is accounted for by the unique co-location 
problems of the college educated relative to the non-college educated. The triple 
difference estimate of 0.106 suggests that this part of the increase in power couple 
concentration is accounted for by the co-location problem of the college educated relative 
to the non-college educated. 
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 In table 3.12, the triple difference of -0.024 shows that the effect of the unique co-
location problems of the college educated relative to the non-college educated no longer 
exists. The triple difference estimate -0.007 suggests that the greater concentration of 
power couples in large metropolitan areas is not because of the co-locational problem. 
 
Table 3.11: Differential Trends in Propensity to Live in Given City Size, 1970-1990, by Couple 
Type (based on predicted probabilities) 
 
City size 
 
Large Mid-size Small 
Double Differences,1990-1970 
   (∆P-∆PP) 0.074** -0.009** -0.065** 
(∆P-∆LP) 0.097** -0.009** -0.088** 
(∆P-∆CP) 0.095** -0.044** -0.051** 
(∆LP-∆CLP) -0.002** -0.035** 0.037** 
(∆P,W-∆CP,W) 0.223** 0.012** 0.051** 
(∆LP,W-∆CLP,W) 0.117** 0.088** 0.122** 
Triple Differences,1990-1970 
   (∆P-∆CP)- (∆LP-∆CLP) 0.099** 0.026** -0.125** 
(∆P,W-∆CP,W)- (∆LP,W-∆CLP,W) 0.106** -0.100** -0.071** 
Note: ∆P, ∆PP, ∆LP, and ∆CP represent the change from 1970 to 1990 of the probability of being in a 
given-sized metropolitan area for power, part-power, low-power, and coincidental power couples, 
respectively. ∆P,W, ∆LP,W, ∆CP,W, and ∆CLP,W represent the probability of being in a given-sized 
metropolitan area for power and low-power couples in which the wife works and the probability for 
coincidental power and low-power couples in the woman works, respectively. Probabilities are 
calculated from Tables 3.6 and 3.7. 
*=p<0.05, **=p<0.01, ***=p<0.001 
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Table 3.12: Differential Trends in Propensity to Live in Given City Size, 1990-2010, by Couple 
Type (based on predicted probabilities) 
 
City size 
  Large Mid-size Small 
Double Differences,2010_ 5yrs-1990 
  (∆P-∆PP) 0.009** 0.005** -0.014** 
(∆P-∆LP) -0.007** 0.008** -0.001** 
(∆P-∆CP) -0.010** -0.019** -0.009** 
(∆LP-∆CLP) 0.014** 0.000** -0.010** 
(∆P,W-∆CP,W) 0.017** 0.022** 0.002** 
(∆LP,W-∆CLP,W) 0.024** 0.004** 0.032** 
Triple Differences,2010_ 5yrs-1990 
  (∆P-∆CP)- (∆LP-∆CLP) -0.024** 0.019** 0.001** 
(∆P,W-∆CP,W)- (∆LP,W-∆CLP,W) -0.007** 0.018** -0.030** 
Note: ∆P, ∆PP, ∆LP, and ∆CP represent the change from 1990 to 2010 of the probability of being in a 
given- sized metropolitan area for power, part-power, low-power, and coincidental power couples, 
respectively. ∆P,W, ∆LP,W, ∆CP,W, and ∆CLP,W represent the probability of being in a given-sized 
metropolitan area for power and low power couples in which the wife works and the probability for 
coincidental power and low-power couples in which the wife works, respectively. Probabilities are 
calculated from Tables 3.6 and 3.7. 
*=p<0.05, **=p<0.01, ***=p<0.001 
 
6  Discussion 
 This chapter analyzes the trends of power couples’ concentration in large 
metropolitan areas from 1940 to 2010. The rising trend lasted from 1940 to 1990. After 
1990, the concentration reaches a plateau. Using similar methods as those in Costa and 
Kahn’s (2000) paper, I detect similar trends of rising concentration for the period 1940-
1990. I then use the same “triple difference-in-difference” model to identify the 
differential co-location problem of power relative to low-power couples after 1990. For 
power couples and low power-couples, I compare each group with corresponding 
coincidental power/low-power couples. Then the triple difference attained by 
differencing the two “double differences” received above shows the co-location effect for 
power couples relative to low-power couples. 
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 For the definition and the measurement of coincidental couples, I have proposed a 
new method to define and estimate the “coincidental couple,” and use multinomial logit 
models to predict the probability of certain types of couples residing in certain size 
categories of metropolitan areas. The results of a triple difference-in-difference model 
confirm that the relative co-location effect faded away after 1990. I re-confirmed that 
from 1940 to 1990 the increasing urbanization of power couples could be explained 
mainly by the co-location problem, but that after 1990 the trend became relatively steady 
because the co-location effect faded away. 
 
.
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APPENDIX 
A.1 Bitcoin Data 
 This section presents the correlation matrix for three different data samples. 
 
 
Table A.1: Correlation Matrix for One Single Market in US  
 
Weighted Price _btce Return Volatility 
Positive 0.1629 -0.1437 -0.0229 
Carried Positive 0.1467 -0.0130 0.0639 
Negative 0.0626 -0.1119 -0.0651 
Carried Negative 0.0709 0.1182 -0.0574 
Bullishness -0.0303 0.0124 0.0908 
Carried Bullishness -0.0181 -0.1333 0.1381 
Agreement -0.0213 0.0162 0.0915 
Carried Agreement -0.0127 -0.1347 0.1382 
Message Volume 0.1412 -0.1196 -0.0417 
Carried Message Volume 0.1295 -0.0086 0.0396 
 
 
Table A.2: Correlation Matrix for the Global Market 
 
Weighted Price_ALL Return_all Volatility_all 
Positive 0.1573 -0.1409 0.0302 
Carried Positive 0.1454 -0.0087 -0.0072 
Negative 0.0546 -0.1361 0.0080 
Carried Negative 0.0620 0.0887 -0.2026 
Bullishness -0.0251 0.0534 0.0333 
Carried Bullishness -0.0066 -0.0812 0.2266 
Agreement -0.0160 0.0568 0.0314 
Carried Agreement -0.0011 -0.0819 0.2308 
Message Volume 0.1338 -0.1368 0.0306 
Carried Message Volume 0.1235 -0.0239 -0.0461 
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Table A.3: Correlation Matrix for the  Composite US Market 
 
Weighted Price_us Return_us Volatility_us 
Positive 0.1608 -0.1644 0.0087 
Carried Positive 0.1499 -0.0104 -0.0137 
Negative 0.0502 -0.1482 -0.0177 
Carried Negatice 0.0706 0.1329 -0.1735 
Bullishness -0.0162 0.0400 0.0566 
Carried Bullishness -0.0115 -0.1308 0.1850 
Agreement -0.0070 0.0436 0.0558 
Carried Agrrement -0.0063 -0.1321 0.1887 
Message Volume 0.1354 -0.1521 0.0036 
Carried Message Volume 0.1300 -0.0173 -0.0490 
 
 According to the above correlation matrices, we can tell Bitcoin instruments 
trends behave quite similar in all three markets: one single US market, global market and 
the composite U.S. market.  Therefore, I chose the composite US market as the sample 
data for research in Chapter 1. 
 
A.2 Sentiment Robustness Test 
 This section presents the results of models in first chapter using the Pattern 
analyzer as the sentiment analysis tool. The idea and the method of sentiment analysis 
using Pattern analyzer is as same as using Naive Bayes Classifier analyzer. I processed 
the same sample using Pattern analyzer, and I got the sentiment score for each day. Next, 
I implemented the same Granger Causality test on the same sample. Table A.4 presents 
the results from the Granger Causality test. According to the results, we got the same 
conclusion as we got from our study in Chapter 1 using Naive Bayes Classifier analyzer. 
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Therefore, I could conclude that this sentiment analysis of the Bitcoin market is quite 
Robust no matter which tool we use. 
 
Table A.4: Granger Causality Analysis of Sentiment Information and Bitcoin Returns ( Pattern Analyzer) 
Returns lag N_pos N_neg (Prob>F=0.0123) Bullishness Agreement Mes_vol 
 
1 -0.0022 -0.0078 0.9071 3.8645 -1.4804 
 
2 -0.0021 -0.0175 0.5347 1.9218 -0.5420 
 
3 0.0075 0.0070 0.4631 1.5962 0.7365 
 
4 0.0090 0.0012 0.1185 0.3390 0.8991 
 
5 -0.0089 0.0021 -0.5797 -2.0256 -0.3430 
 
6 0.0176* 0.0213* -0.4179 -2.0190 1.5292 
  7 0.0029 -0.0013 0.5250 1.7557 0.4314 
Note: ** for p-value < 0:05 and * for p-value < 0:1 which is 95% and 99% confidence interval 
respectively. And according to the F-statistic, only N_neg rejects the null hypothesis. 
 
 
A.3 Scripts 
A.3.1 Scripts for Preparing Data (Shell Scripts) 
## extract the tar file: 
$7z = "C:\Program Files\7-Zip\7z.exe" 
$path = "F:\Bitcoin Project\raw data\1411\*\*" 
$files = Get-ChildItem $path *.bz2 -Recurse 
foreach($file in $files) { 
    $fn = $file.fullName 
    $fp = $file.DirectoryName 
    #Write-Host $fn 
    #Write-Host $fp 
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    & "$7z" e $fn -o"$fp" 
} 
 
A.3.2 Scripts for Filtering Relevant Tweets 
import os 
import glob 
import json 
 
os.chdir("C:\\Users\\Sherry Li\\Desktop\\Bitcoin Project\\filtered data\\140228") 
path="C:\\Users\\Sherry Li\\Desktop\\1402\\28\\*\\*.json" 
 
bitcoin_keywords_set=set(["bitcoin","bitcoins","bitcoins'","#bitcoin","bitcoin","bit 
coins","bitcoin's","bitmines","bitmine","bitmining","mtgox","mt.gox","bitstamp","bitcoin
.org","blockchain","bitpay","cryptocurrency","btcvert.com","btcvert","coindesk","bitcoin
d","coinbase","coinbase's","blockchain.info","bitcoinexpo","bitcoin-
qt","bitinstant","bitspark","cointellect", 
"bitpesa","coinfire","bitshare","bitshares","dogecoin","litecoin","bitfinex","bitx","bitcure
x","bittrex","c-cex","btce","btc-e", 
"campbx","coinjar","cyptonit","cryptsy","fybse","btcinstant","virtex"]) 
from datetime import datetime 
start_time = datetime.now() 
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for f in glob.iglob(path): 
    path, filename= os.path.split(f) 
    #drive, tail=os.path.splitdrive(f) 
    filename=os.path.splitext(filename)[0] 
    output_file="%s_filtered.json" %filename 
    tweets_data = [] 
    with open(f,encoding="utf-8") as f_input: 
        for line in f_input: 
            tweets_data.append(json.loads(line)) 
 
    with open(output_file, "w+") as outfile: 
        for tweet_data in tweets_data: 
           if tweet_data.get("user"): 
              if tweet_data["user"]["lang"]=="en": 
                tweet_words = tweet_data["text"].split() 
                tweet_words = [x.lower() for x in tweet_words] 
                tweet_words_set=set(tweet_words) 
                intersection = set.intersection(tweet_words_set, bitcoin_keywords_set) 
                if intersection: 
                        json.dump(tweet_data, outfile) 
                        outfile.write('\n') 
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end_time = datetime.now() 
print('Duration: {}'.format(end_time - start_time)) 
 
A.3.3 Scripts for Calculating Sentiment Scores 
from datetime import datetime 
start_time = datetime.now() 
import os 
import glob 
import json 
 
import csv 
#import nltk 
from textblob import TextBlob 
from textblob.sentiments import NaiveBayesAnalyzer 
 
os.chdir("C:\\Users\\Sherry Li\\Desktop\\final data") 
 
list1=['140201','140202','140203','140204','140205','140206','140207','140208','140209','1
40210','140211','140212','140213','140214','140215','140216','140217','140218','140219','
140220','140221','140222','140223','140224','140225','140226','140227','140228'] 
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list2=['140301','140302','140303','140304','140305','140306','140307','140308','140309','1
40310','140311','140312','140313','140314','140315','140316','140317','140318','140319','
140320', 
'140321','140322','140323','140324','140325','140326','140327','140328','140329','140330'
,'140331'] 
 
list3=['140401','140402','140403','140404','140405','140406','140407','140408','140409','1
40410','140411','140412','140413','140414','140415','140416','140417','140418','140419','
140420','140421','140422','140423','140424','140425','140426','140427','140428','140429',
'140430'] 
 
list4=['140501','140502','140503','140504','140505','140506','140507','140508','140509','1
40510','140511','140512','140513','140514','140515','140516','140517','140518','140519','
140520','140521','140522','140523','140524','140525','140526','140527','140528','140529',
'140530','140531'] 
 
list5=['140601','140602','140603','140604','140605','140606','140607','140608','140609','1
40610','140611','140612','140613','140614','140615','140616','140617','140618','140619','
140620','140621','140622','140623','140624','140625','140626','140627','140628','140629',
'140630'] 
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list6=['140701','140702','140703','140704','140705','140706','140707','140708','140709','1
40710','140711','140712','140713','140714','140715','140716','140717','140718','140719','
140720','140721','140722','140723','140724','140725','140726','140727','140728','140729',
'140730','140731'] 
list9=['140711','140712','140713','140714','140715'] 
 
list7=['140801','140802','140803','140804','140805','140806','140807','140808','140809','1
40810','140811','140812','140813','140814','140815','140816','140817','140818','140819','
140820','140821','140822','140823','140824','140825','140826','140827','140828','140829',
'140830','140831'] 
list8=['140901','140902','140903','140904','140905','140906','140907','140908','140909','1
40910','140911','140912','140913','140914','140915','140916','140917','140918','140919','
140920','140921','140922','140923','140924','140925','140926','140927','140928','140929',
'140930'] 
 
for m in list9: 
    path="C:\\Users\\Sherry Li\\Desktop\\Bitcoin Project\\filtered data\\%s\\*.json" %m 
 
    for f in glob.iglob(path): 
        head, filename = os.path.split(f) 
        filename=os.path.splitext(filename)[0] 
        output_file="%s.csv" %filename 
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        tweets_data=[] 
        with open(f,encoding="utf-8") as f_input: 
            for line in f_input: 
                tweets_data.append(json.loads(line)) 
                 
        with open(output_file,'w', newline='') as f_outfile: 
            writer=csv.writer(f_outfile, delimiter=',')             
            for tweet_data in tweets_data: 
                tweet=tweet_data['text'] 
                tweettb= TextBlob(tweet) 
                tweettb=tweettb.replace("\n"," ") 
                tweettb=tweettb.replace("\r"," ") 
                sentimenttb=tweettb.sentiment.polarity 
                 
                tweetnba=TextBlob(tweet,analyzer=NaiveBayesAnalyzer()) 
                #tweetnba=tweetnba.replace("\n"," ") 
                #tweetnba=tweetnba.replace("\r"," ") 
                sentimentnba=tweetnba.sentiment.p_pos 
                 
                some_values=[(filename, sentimenttb, sentimentnba)] 
                writer.writerows(some_values) 
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end_time = datetime.now() 
print('Duration: {}'.format(end_time - start_time)) 
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