Abstract: Let X 1 , . . . , Xn be independent nonnegative random variables (r.v.'s), with Sn := X 1 + · · · + Xn and finite values of s i := E X 2 i and m i := E X i > 0. Exact upper bounds on E f (Sn) for all functions f in a certain class F of nonincreasing functions are obtained, in each of the following settings: (i) n, m 1 , . . . , mn, s 1 , . . . , sn are fixed; (ii) n, m := m 1 + · · · + mn, and s := s 1 + · · · + sn are fixed; (iii) only m and s are fixed. These upper bounds are of the form E f (η) for a certain r.v. η. The r.v. η and the class F depend on the choice of one of the three settings. In particular, (m/s)η has the binomial distribution with parameters n and p := m 2 /(ns) in setting (ii) and the Poisson distribution with parameter λ := m 2 /s in setting (iii). One can also let η have the normal distribution with mean m and variance s in any of these three settings. In each of the settings, the class F contains, and is much wider than, the class of all decreasing exponential functions. As corollaries of these results, optimal in a certain sense upper bounds on the left-tail probabilities P(Sn x) are presented, for any real x. In fact, more general settings than the ones described above are considered. Exact upper bounds on the exponential moments E exp{hSn} for h < 0, as well as the corresponding exponential bounds on the left-tail probabilities, were previously obtained by Pinelis and Utev. It is shown that the new bounds on the tails are substantially better.
Introduction
Let X 1 , . . . , X n be independent real-valued random variables (r.v.'s), with S n := X 1 + · · · + X n .
Exponential upper bounds for S n go back at least to Bernstein. As the starting point here, one uses the multiplicative property of the exponential function together with the condition of independence of X 1 , . . . , X n to write for all real h. Then one bounds up each factor E e hXi , thus obtaining an upper bound (say M n (h)) on E e hSn , uses the Markov inequality to write P(S n x) e −hx E e hSn B n (h, x) := e −hx M n (h) for all real x and all nonnegative real h, and finally tries to minimize B n (h, x) in h 0 to obtain an upper bound on the tail probability P(S n x).
This approach was used and further developed in a large number of papers, including notably the well-known work by Bennett [1] and Hoeffding [14] . Pinelis and Utev [38] offered a general approach to obtaining exact bounds on the exponential moments E e hSn , with a number of particular applications. Exponential bounds were obtained in more general settings as well, where the r.v.'s X 1 , . . . , X n do not have to be independent or real-valued. It was already mentioned by Hoeffding at the end of Section 2 in [14] that his results remain valid for martingales. Exponential inequalities with optimality properties for vector-valued X 1 , . . . , X n were obtained e.g. in [37, 26] and then used in a large number of papers.
Related to this is work on Rosenthal-type and von Bahr-Esseen-type bounds, that is, bounds on absolute power moments E |S n | p of S n ; see e.g. [46, 41, 26, 18, 5, 15, 24, 44, 33, 32, 35] .
However, the classes of exponential functions e h· and absolute power functions | · | p are too narrow in that the resulting bounds on the tails are not as good as one could get in certain settings. It is therefore natural to try to consider wider classes of moment functions and then try to choose the best moment function in such a wider class to obtain a better bound on the tail probability. This approach was used and developed in [10, 11, 25, 27, 2, 34] , in particular. The main difficulty one needs to overcome working with such, not necessarily exponential, moment functions is the lack of multiplicative property (1.1).
In some settings, the bounds can be improved if it is known that the r.v.'s X 1 , . . . , X n are nonnegative; see e.g. [18, 5, 15, 24] . However, in such settings the focus has usually been on bounds for the right tail of the distribution of S n . There has been comparatively little work done concerning the left tail of the distribution of the sum S n of nonnegative r.v.'s X 1 , . . . , X n .
One such result was obtained in [38] . Suppose indeed that the independent r.v.'s X 1 , . . . , X n are nonnegative. Also, suppose here that m := E X 1 + · · · + E X n > 0 and s := E X (in fact, these inequalities were stated in [38] in the equivalent form for the non-positive r.v.'s −X 1 , . . . , −X n ). These upper bounds on the tail probability P(S n x) were based on exact upper bounds on the exponential moments of the sum S n , which can be written as follows:
for all real h 0. Here and subsequently, for any λ ∈ (0, ∞), let Π λ and Z stand for any r.v. having the Poisson distribution with parameter λ ∈ (0, ∞) and for any standard normal r.v., respectively. The bounds in (1.3) and (1.4) have certain optimality properties, and they are very simple in form. Yet, they have apparently been little known; in particular, the last bound in (1.3) was rediscovered in [21] .
In the present paper, the "Poisson" and "normal" bounds in (1.4) will be extended to a class of moment functions much wider than the "exponential" class (still with the preservation of the optimality property, for each moment function in the wider class). Consequently, the bounds in (1.3) will be much improved. We shall also provide "binomial" upper bounds on the moments and tail probabilities of S n , which are further improvements of the corresponding "Poisson", and hence "normal", bounds.
Summary and discussion
Let X 1 , . . . , X n be nonnegative real-valued r.v.'s. In general, we shall no longer assume that X 1 , . . . , X n are independent; instead, a more general condition, described in the definition below, will be assumed. Moreover, the condition (1.2) will be replaced by a more general one. Definition 2.1. Given any m = (m 1 , . . . , m n ) and s = (s 1 , . . . , s n ) in [0, ∞) n , let us say that the r.v.'s X 1 , . . . , X n satisfy the (m, s)-condition if, for some filter (A 0 , . . . , A n−1 ) of sigma-algebras and each i ∈ 1, n, the r.v. X i is A i -measurable, E(X i |A i−1 ) m i , and E(X In the above definition and in what follows, for any α and β in Z ∪ {∞}, we let α, β := {j ∈ Z : α j β}.
The following comments are in order.
• Any independent r.v.'s X 1 , . . . , X n satisfy the (m, s)-condition if E X i m i and E X 2 i s i for each i ∈ 1, n; if at that (2.2) holds, then the (m, s)-condition holds as well.
• If r.v.'s X 1 , . . . , X n satisfy the (m, s)-condition, then the r.v.'s X 1 −m 1 , . . . , X n − m n are submartingale-differences, with respect to the corresponding filter (A 0 , . . . , A n−1 ).
• If, for some m and s in [0, ∞) n , the (m, s)-condition is satisfied by some r.v.'s X 1 , . . . , X n , then necessarily 
denote independent copies of a r.v. Y m,s . Also, given any m and s in (0, ∞) n such that the condition (2.3) holds, we shall always assume the corresponding r.v.'s Y m1,s1 , . . . , Y mn,sn to be independent.
Next, let us describe the pertinent classes of generalized moment functions. For any natural j, let S j denote the class of all (j − 1)-times differentiable functions g : R → R such that the (j − 1)th derivative g (j−1) of g has a rightcontinuous right derivative, which will be denoted here simply by g (j) . As usual, we let g (0) := g. Take then any natural
and introduce the class of functions
and, finally, the "reflected" class
where g − (x) := g(−x) for all x ∈ R. It is clear that the class F k:j − gets narrower as j increases (with a fixed k), and it gets wider as k increases (with a fixed j).
As an example, the function x → a + b x + c e −λx belongs to F k:j − for any a ∈ R, b 0, c 0, λ 0 (and any natural k and j such that k j + 1). Also, given any a ∈ R, b 0, c 0, and w ∈ R, the function x → a + b x + c (w − x) α + belongs to F k:j − for any real α k (and any natural k and j such that k j +1); here and elsewhere, as usual, x + := max(0, x) and x α + := (x + ) α for x ∈ R. Note also that the classes F k:j − are convex cones; that is, any linear combination with nonnegative coefficients of functions belonging to any one of these classes belongs to the same class. Remark 2.3. It is not difficult to see that, if a function f is in the class F k:j − , then the shifted and/or rescaled function x → f (bx + a) is also in the same class, for any constants a ∈ R and b 0. That is, these classes of functions are shift-and scale-invariant. Now we are ready to state the main result of this paper.
Theorem 2.4.
(I) Let X 1 , . . . , X n be any nonnegative r.v.'s satisfying the (m, s)-condition for some m and s in (0, ∞) n , so that (2.3) holds. Then
. . , X n be any nonnegative r.v.'s satisfying the (m, s)-condition for some m and s in (0, ∞), so that (2.4) holds. Then
for all f ∈ F 1:3 − ; in fact, (2.10) and the inequality
both hold for all f ∈ F 1:2 − . The necessary proofs will be given in Section 3. Remark 2.5. Under the corresponding conditions given in Theorem 2.4, the expected values in inequalities (2.7)-(2.11) exist (in R or, at least, in (−∞, ∞]), according to [36, Proposition 5.2, part (i)]. Moreover, the conditions for (2.7)-(2.11) in Theorem 2.4 can be supplemented or relaxed as follows. To describe these extended or relaxed conditions for (2.7)-(2.11), introduce the conditions of equalities in (2.1) and/or (2.2):
13)
14) 
(ii) (2.16) and f ∈ F Obviously, the r.v.'s Y m1,s1 , . . . , Y mn,sn in (2.7) satisfy the (m, s)-condition. So, inequality (2.7) is exact, in the sense that, given any natural n and any m and s in (0, ∞) n such that (2.3) holds, the right-hand side of (2.7) is the exact upper bound on its left-hand side. Similarly, given any natural n and any m and s in (0, ∞) such that (2.4) holds, inequality (2.8) is exact. Proposition 2.6. Given any m and s in (0, ∞), the Poisson upper bound in (2.9) on E f (S n ) is exact in this case n is not fixed, having only to satisfy (2.4) . Let now positive m and s vary so that m 2 /s → ∞, which is the case e.g. when 0 = m 1 = m 2 = · · · , 0 < s 1 = s 2 = · · · , conditions (2.14) and (2.15) hold, and n → ∞. At that, fix any real κ and let w = m + κ √ s. Let L m,s;w := E f w,2 s m Π m 2 /s , which is, according to Proposition 2.6, the exact upper bound
Inequality
This convergence is justified, since f κ,2 (Z) is uniformly integrable (as e.g. in [4, Theorem 5.4] ), which in turn follows because for any λ and α in (0, ∞) one has E exp
Let η denote an arbitrary real-valued r.v. Recalling that for any natural α and any w ∈ R the function f w,α belongs to F 1:α − and applying the Markov inequality, one sees that Theorem 2.4 immediately implies Corollary 2.7. Let X 1 , . . . , X n be any nonnegative r.v.'s satisfying the (m, s)-condition for some m and s in (0, ∞), so that (2.4) holds. Then P(S n x) P 3 Σ n;m,s ; x (2.19)
here and in what follows, x is an arbitrary real number (unless otherwise indicated), 
for any real α > 0. Also, the upper bound P 3 m + Z √ s; x on P(S n x) can be somewhat improved:
The computation of P α (η; x) is described (in a somewhat more general setting) in [27, Theorem 2.5]; for normal η, similar considerations were given already in [26, page 363] those descriptions are given for the right tail of η, so that one will have to make the reflection x → −x to apply those results . An elaboration of [27, Theorem 2.5] is presented in [30, Proposition 3.2] . Concerning fast and effective calculations of the positive-part moments E X α + , see [31] . In [3] , one can find specific details on the calculation of P α (η; x) for α ∈ {1, 2, 3} and η with a distribution belonging to a common particular family such as binomial and Poisson.
Let us present here some of those results, which will be useful in this context. Take any real α > 1 and any r.v. η such that E η α − < ∞; then there exists E η ∈ (−∞, ∞]. Let x * := x * (η) := inf supp(η), (2.25) where supp(η) denotes the support set of (the distribution of) the r.v. η, and
for w ∈ (x * , ∞). Then, by [30, Proposition 3.2] , the function γ is continuous and nondecreasing on the interval (x * , ∞) and for every x ∈ (x * , E η) there exists a unique w x = w x;α,η ∈ (x * , ∞) such that
in fact, w x ∈ (x, ∞). It follows that, for every x ∈ (x * , E η),
in particular, w x is the only root in (x * , ∞) of the equation
In particular, the upper bound P α (η; x) on the left-tail probability P(η x) is exact for x ∈ (−∞, x * ]. Thus, to evaluate P α (η; x) for any real x, it is enough to find w x (that is, to solve equation (2.27)) for any x ∈ (x * , E η). This is especially easy to do if the r.v. η takes values in a lattice, which is the case when η is Σ n;m,s or Σ ∞;m,s , as in Corollary 2.7. Again by [30, Proposition 3.2] , P α (a + bη; x) = P α η;
x−a b for all real x and a and all b ∈ (0, ∞). So, the calculation of P α (η; x) for η equal Σ n;m,s or Σ ∞;m,s reduces to the situation when the r.v. η is integer-valued with x * = x * (η) = 0; assume for now that this is the case. In view of (2.19) and (2.20) , assume also that α = 3. Then, by (2.26),
j := w − 1 (so that j ∈ 0, ∞ and j < w j + 1),
Therefore and in view of (2.27) and (2.26), for each x ∈ (x * , E η) = (0, E η) one finds w x as the only root in the interval (j x , j x + 1] of the quadratic equation
where j x := min j ∈ 0, ∞ : a j (j + 1) 2 − 2b j (j + 1) + c j 0 . If a jx = 0 then, by (2.26) and (2.28), w x is the greater of the roots of the above quadratic equation.
The interesting paper [9] presents, for any given n ∈ 0, ∞ ∪ {∞} and λ ∈ (1, ∞), the exact upper bound (say B n,λ ) on P(S 1) under the condition that S = n i=1 X i , where the X i 's are independent r.v.'s such that 0 X i 1 for all i ∈ 1, n and E S = λ. For λ ∈ [0, 1], the exact upper bound B n,λ is trivial and equals 1; indeed, let X 1 take values 0 and 1 with probabilities 1 − λ and λ, respectively, and let X i = 0 for all i ∈ 2, n. Note that the conditions 0 X i 1 for all i and E S = λ imply i E X i = λ and i E X 2 i λ, which corresponds to the (m, s)-condition with m = s = λ. So, it makes sense to compare the bound P 3 Σ n;λ,λ ; 1 in (2.19)-(2.20) with B n,λ . Graphs of these two bounds and their ratio in the case n = ∞ are shown in Figure 1 . The calculations of P 3 Σ ∞;λ,λ ; 1 here were done in accordance with the above description, containing formulas (2.25)-(2.29); it takes less than 0.3 sec with Mathematica on a standard laptop to produce either of the two graphs in Figure 1. It can be seen that the bound P 3 Σ ∞;λ,λ ; 1 is not much greater than the optimal bound B ∞,λ , especially when λ is close to either 1 or ∞; the corresponding comparisons for finite n look similar. On the other hand, our bounds P 3 Σ n;m,s ; x hold under much more general conditions: (i) for all x ∈ R, rather than just for x = 1; (ii) assuming only the (m, s)-condition (on the sums of the first and second moments of the X i 's), rather than requiring all the X i 's to be bounded by the constant 1 -which latter also coincides with the value of x chosen in [9] ; (iii) assuming the more general dependence conditions. By [30, Proposition 3.5],
as α increases from 0 to ∞; thus, the bounds P α (η; x) improve on the so-called exponential bounds P ∞ (η; x). In particular, letting
one has cf. (2.19), (2.20) , and (2.24) ,
34)
for natural n λ and z ∈ [− √ λ, 0); for z = − √ λ, the expressions in (2.33) and (2.36) for P ∞ Σ n;m,s ; x and P ∞ Σ ∞;m,s ; x are defined by continuity, as e −λ and (1 − λ/n) n , respectively; inequalities (2.34) and (2.37) follow by (2.30), (2.23), (2.10), (2.22) , and (2.9).
The exponential upper bounds (2.31) and (2.35) are the same (up to a shift, rescaling, and reflection x → −x) as Hoeffding's bounds in [14, (2.1) and (2.3)], where they were obtained under an additional condition, which can be stated in terms of the present paper as
Note that (2.38), together with the conditions (2.12) and (2.14), implies the second inequalities in (2.1) and (2.2) with s i := s m m i . For independent X i 's but without the additional restriction (2.38) , the exponential upper bounds in (2.31) and (2.33) on P(S n x) -as well as the exact upper bound E f
hx with h < 0 -were essentially obtained in [38, Theorem 7] . Note two mistakes concerning the latter result: (i) in the proof in [38] , ψ(u) should be replaced by ψ(hu) and (ii) what is presented as the proof of Theorem 7 in [38] is in fact that of Theorem 8 therein, and vice versa. Results of [38] seem yet relatively unknown, as the bound e −z 2 /2 on P(S n x) appeared later in [21] . By [27, Theorem 3.11] or [28, Theorem 4] , with c α,0 := Γ(α + 1)(e/α) α ,
provided that the tail function x → P(η x) is log-concave. Combining this result with the Cantelli inequality, one also has the following upper bound on
note that c 2,0 = e 2 /2 = 3.69 . . . . This bound may serve as an easier to compute and deal with approximation to the better bound P 2 m + Z √ s; x . Decimal logarithms of the bounds/tails P (z), for λ = 10 (first row) and λ = 3 (second row). The columns correspond to n = 11 (left), n = 30 (middle), and n = ∞ (right).
All the mentioned upper bounds P (z) := P α (η; x) for η equal Σ n;m,s or m + Z √ s can be fully expressed in terms of z, λ, and n. These bounds are compared graphically in Figure 2 for λ ∈ {3, 10}, α ∈ {0, 2, 3, ∞}, n ∈ {11, 30, ∞}, and z ∈ − √ λ, 0 ; note that P(Σ n;m,s x) = P α (Σ n;m,s ; x) = 0 if z < − √ λ; here, as is natural, P α (Σ n;m,s ; x) is interpreted as the true tail probability P(Σ n;m,s x) for α = 0. The graphs of log 10 P α (Σ n;m,s ; x) shown in Figure 2 are red: stepwise for α = 0, solid-continuous for α = 3, and dashed-continuous for α = ∞. The graphs of log 10 P α m+Z √ s; x are black: solid for α = 2, and dashed for α = ∞. No graphs are shown for P α (Σ n;m,s ; x) with α = 2, as those are not established bounds; nor is there a graph for P α m + Z √ s; x with α = 3, as the better bound with α = 2 is available. Also, a graph for W (z) is shown, dotted-green.
It is seen that the bound P 3 Σ n;m,s ; x is close to the true tail probability P Σ n;m,s x , especially for λ = 10 and n = 11, with a zero error at the left end-point − √ λ of the range of each of the r.v. Σ n;m,s − m)/ √ s, which is in accordance with part (iv)(b) of the mentioned [30, Proposition 3.2] . In the latter case (λ = 10 and n = 11), the bound P 3 Σ n;m,s ; x is over 8 times better near the left-end point of the range than the "normal" exponential bound e −z 2 /2 . However, P 3 Σ n;m,s ; x may be slightly greater for z near 0 than the "normal" better-than-exponential bound P 2 m + Z √ s; x ; this is due to the fact the class F 1:2 − is somewhat richer than F 1:3 − .
Proofs
Proof of Theorem 2.4. (I) By a standard induction argument (cf. e.g. [29, Lemma 12] ), in order to prove part (I) of the theorem, it is enough to show that (2.7) holds for n = 1. Moreover, by [36, Corollary 5 .9], we may assume that f = f w,2 for some w ∈ R, where f w,2 is defined by formula (2.18). So, the proof of part (I) will be complete once it is shown that
whenever the r.v. X is nonnegative, E X m, E X 
s.). Note also that v > 0 and recall the relations
which completes the proof of part (I) of Theorem 2.4.
(II) Take any f ∈ F 1:3 − and consider
the right-hand side of (2.7), where
for all i. Note that the function F n,f is symmetric (with respect to all permutations of its n arguments, P 1 , . . . , P n ). Next, if nonnegative r.v.'s X 1 , . . . , X n satisfy the (m, s)-condition, they satisfy the (m, s)-condition for some m 1 , . . . , m n , s 1 , . . . , s n such that m 1 + · · · + m n = m and s 1 + · · · + s n = s. So, by (2.7), to prove (2.8) it is enough to show that
3)
Here we shall need the following lemma, which establishes a Schur-concavity-like property of the symmetric function F n,f . Lemma 3.1. For any natural n 2 and any t ∈ [0, 1]
where P 1+t := (1 − t)P 1 + tP 2 and hence P 2−t = tP 1 + (1 − t)P 2 .
The proof of Lemma 3.1 will be given at the end of this section. Note that F n,f is a function of n points P 1 , . . . , P n in R 2 , rather than of n real arguments. If the latter were the case, then Lemma 3.1 together with the well-known Muirhead lemma (see e.g. [20, Lemma 2.B.1]) would immediately imply the Schur-concavity and hence (3.3). However, no appropriate "multidimensional" analogue of the Muirhead lemma seems to exist. Indeed, if one defines the "multivariate" majorization by means of doubly stochastic matrices (in accordance with the Hardy-Littlewood-Polya characterization -see e.g. [20, Theorem 2.B.2]), then the analogue of the Muirhead lemma fails to hold. For example, take n = 3 and consider the doubly stochastic 3 × 3 matrices say A and B t , for some t ∈ [0, 1] that transform any triple
respectively; matrices such as B t are referred to as T -transform matrices, all of which latter can be written as C −1 B t C for some t ∈ [0, 1] and some permutation matrix C; see e.g. [20, Section 2.B]. Then, if the points Q 1 , Q 2 , Q 3 are not collinear, already after one application of any matrix B t with t ∈ (0, 1) to τ one will never be able to get from τ t toτ via any chain of T -transforms, since the points do not belong to the convex hull of the set
We shall verify (3.3) by induction on n. For n = 1, (3.3) is trivial. Suppose that (3.3) holds for n equal some natural k, and consider n = k + 1. Introducẽ 
It follows that
and the symmetry of F k+1,f
by the definition of g k+1 E F k,g k+1 (P k+1 , . . . ,P k+1 ) by induction and (3.4) = F k+1,f (P k+1 , . . . ,P k+1 ) by the definition of g k+1 .
This completes the proof of (2.8), modulo Lemma 3.1.
By an argument similar to that used in the proof of part (I) of Theorem 2.4, it is enough to verify (2.9) and (2.10) for f = f w,3 , and (2.11) for f = f w,2 .
In inequality (2.8) with n + 1 instead of n, take X n+1 = 0 and X i = Y .8) is, not only nondecreasing in n, but also converging to the right hand-side of (2.9) as n → ∞ (for f = f w,3 ). Thus, (2.9) follows.
As for inequality (2.10), it is essentially a special case of (2.11). Indeed, consider the latter inequality with n → ∞ and X 1 = X (n) 1 , . . . , X n = X ns . Then the r.v.'s X 1 , . . . , X n satisfy the (m, s)-condition, and S n converges to
Thus, it remains to prove (2.11), for f = f w,2 . If at that w 0, then the lefthand side of (2.11) is zero, while its right-hand side is nonnegative. Therefore and by rescaling, w.l.o.g. w = 1. Also, as in the proof of part (I) of Theorem 2.4, w.l.o.g. n = 1. Thus, also in view of (2.7) and (2.4), to complete the proof of Theorem 2.4, it suffices to show that
for all m ∈ (0, ∞) and k ∈ (1, ∞). Take indeed any k ∈ (1, ∞). Note that
and ϕ is the standard normal density function. Next, for m ∈ (0, 1/k 2 ] one has m(1 − m) > 0 and
so, (Dδ) 1 -and hence δ -may change in sign on the interval (0, 1/k 2 ] at most once, and only from + to −. Similarly, for m ∈ (1/k 2 , ∞) one has
so, (Dδ) 2 -and hence δ -may change in sign on the interval [1/k 2 , ∞) at most once, and only from + to −. Thus, δ may change in sign on the interval (0, ∞) at most once, and only from + to −. It follows that δ(m) δ(0+) ∧ δ(∞−) for all m ∈ (0, ∞). So, to complete the proof of Theorem 2.4, it remains to check that δ(0+) ∧ δ(∞−) 0. In fact, one can see that δ(0+) = 0 and
with t := 1/k > 0. The inequality in (3.5) is well known; see e.g. [42, (19) 
Actually, it is enough to show that , one has P 1+t = (1−s)P 1+τ +sP 2−τ and P 2−t = sP 1+τ +(1−s)P 2−τ , whence G P1,P2 (t) = G P1+τ ,P2−τ (s) and G P1,P2 (τ ) = G P1+τ ,P2−τ (0)/(1−2τ ). Next -cf. the proof of part (I) of Theorem 2.4 -w.l.o.g. f (x) = (w − x) 3 + for some w ∈ R and all x ∈ R. Thus,
where (m u , s u ) := P u for any u. If w 0 then G(t) = 0 for all t, so that there is nothing to prove. Therefore, by rescaling, w.l.o.g. w = 1. So, in view of Definition 2.2, G(t) can be expressed in terms of the variables t, a, p, b, q only, where
By the symmetry relation G P1,P2 (t) = G P2,P1 (t) (and continuity), w.l.o.g. 0 < b < a, so that 0 < b < a < a + b. Thus, it suffices to consider the following four cases:
at that, with each case it is assumed 0 < b < a and 0 < p, q < 1. In each of the cases (C k ) with k ∈ {0, 1, 2, 3}, the expression
is a polynomial in a, b, p, q, where
Therefore, to finish the proof of inequality (3.6) and thus that of Lemma 3.1, it remains to verify the following lemma.
Lemma 3.2. In each of the cases (C k ) with k ∈ {0, 1, 2, 3}, the polynomial D k in a, b, p, q, defined by (3.7) and (3.8), is nonnegative for all p and q in (0, 1).
Proof of Lemma 3.2. For each k, D k is a polynomial and the conditions that define the case C k are polynomial (in fact, affine) inequalities. So, the verification that D k is nonnegative in each of the cases C k can be done in a completely algorithmic manner, due to the well-known Tarski theory [43, 19, 7] . This theory is implemented in Mathematica via Reduce and other related commands. Thus, the Mathematica command Reduce[der0 < 0 && case0] where der0 and case0 stand for D 0 and (
, respectively outputs False (in about 0.3 sec on a standard laptop), which means that indeed D 0 0 in the case (C 0 ). Cases (C 1 ), (C 2 ), and (C 3 ) can be treated quite similarly, with Mathematica execution times of about 7 sec, 1 sec, and 0.04 sec, respectively. This completes the proof of Lemma 3.2, which appears no less reliable than computations done "by hand"; cf. e.g. the views of Okounkov [22, page 35] , Voevodsky [40] , and Odlyzko [23] on computer-assisted proofs.
However, as Okounkov [22] notes in his interview, "perhaps we should not be dependent on commercial software here". Indeed, details of the execution of the Mathematica command Reduce[] are not open to examination. Therefore, in the next section an alternative proof of Lemma 3.2 is provided, which uses standard tools of calculus and also such a standard tool of algebra as the resultant, available in a number of open-source computer algebra software packages.
Alternative proof of Lemma 3.2
First here, let us briefly describe how to use the resultant tool in problems of polynomial optimization. Let K[x 1 , . . . , x n ] denote the ring of all polynomials in indeterminates x 1 , . . . , x n over a field K; see e.g. [45] for the algebraic terminology used in this description.
In the case when n = 1, this ring is written as K[x], the ring of all polynomials in x over K. Suppose now that f (x) = a 0 x n + · · · + a n and g(x) = b 0 x n + · · · + b n are two polynomials in K[x]. The resultant R(f, g) = R K (f (x), g(x)) of these two polynomials is the determinant of the (n + m) × (n + m) Sylvester matrix
; here it is assumed that a k = 0 if k / ∈ 0, n and b = 0 if / ∈ 0, m. Thus, R(f, g) is a homogeneous polynomial of degree n + m in a 0 , . . . , a n , b 0 , . . . , b m . The remarkable property of the resultant is that R(f, g) = 0 if and only if a 0 = b 0 = 0 or the polynomials f (x) and g(x) have a common root, possibly in an algebraically closed field C containing the field K; moreover,
for some polynomials A(x) and B(x) in K[x], whose coefficients are polynomials over Z in a 0 , . . . , a n , b 0 , . . . , b m ; see e.g. [45, Section 5.8].
Take now any natural n and let f (x 1 , . . . , x n ) and g(x 1 , . . . , x n ) be any polynomials in K[x 1 , . . . , x n ]. These polynomials may be identified with the corresponding polynomials f (x 1 , . . . , x n−1 )(x n ) and g(x 1 , . . . , x n−1 )(x n ) in the ring K(x 1 , . . . , x n−1 )[x n ] of all polynomials in the single indeterminate x n over the field K(x 1 , . . . , x n−1 ) of all rational functions in indeterminates x 1 , . . . , x n−1 over the field K. Thus, one has the resultant
of the polynomials f (x 1 , . . . , x n ) and g(x 1 , . . . , x n ) with respect to indeterminate x n . Clearly, R xn (f, g)(x 1 , . . . , x n−1 ) ∈ K[x 1 , . . . , x n−1 ]. Moreover, by (4.1),
2) for some polynomials A(x 1 , . . . , x n ) and B(x 1 , . . . , x n ) in K[x 1 , . . . , x n ]. So, if the polynomials f (x 1 , . . . , x n ) and g(x 1 , . . . , x n ) have a common root (α 1 , . . . , α n ) ∈ C n , then R xn (f, g)(x 1 , . . . , x n−1 ) has a root -namely, (α 1 , . . . , α n−1 ) -in C n−1 . Consider now a system of n polynomial equations f j (x 1 , . . . , x n ) = 0 for all j ∈ 1, n, in the n indeterminates x 1 , . . . , x n , where f j (x 1 , . . . , x n ) ∈ K[x 1 , . . . , x n ] for each j. If this system has a root (α 1 , . . . , α n ) ∈ C n , then the reduced system of the n − 1 polynomial equations
in the n − 1 indeterminates x 1 , . . . , x n−1 , has a root -namely, (α 1 , . . . , α n−1 ) -in C n−1 . Thus, the indeterminate x n has been eliminated. Continuing in this manner, one arrives at one equation of the form F 1 (x 1 ) = 0, for some polynomial F 1 (x 1 ) ∈ K[x 1 ]. Quite similarly one obtains polynomial equations F j (x j ) = 0 for each j ∈ 2, n. In the "nondegenerate" case -when all the polynomials F 1 (x 1 ), . . . , F n (x n ) are nonzero -each of the resulting equations F 1 (x 1 ) = 0, . . . , F n (x n ) = 0 has only finitely many roots (in C and hence in K). One can then check which of the finitely many n-tuples of those roots are roots of the original system f j (x 1 , . . . , x n ) = 0 for all j = 1, . . . , n. Thus, one can see that, at least in the "nondegenerate" case, resultants can be used to solve systems of polynomial equations by successive elimination, somewhat similarly to solving systems of linear equations.
In the remaining, "degenerate" case, other, more computationally intensive tools of algebraic geometry need to be used, such as the calculation of a Gröbner basis, which, in particular, allows one to determine the dimension of an algebraic variety; see e.g. [8, Ch. 9] . One may hope, though, that such a degeneracy is unlikely to occur in a particular problem. Also, if a degeneracy indeed occurs, one may turn to using other methods, say ones of calculus if the field K is R.
Suppose now, in the case when (say) K = R, one wants to show, as we do in the proof of Lemma 3.2, that a polynomial f (x 1 , . . . , x n ) is nonnegative everywhere on a (say) compact subset of R n of the form
for some natural m and some nonzero polynomials
. First here, if the minimum of f (x 1 , . . . , x n ) over (x 1 , . . . , x n ) ∈ Ω is attained at an interior point (α 1 , . . . , α n ) of Ω, then this point is critical for f , that is, the partial derivatives, say f 1 , . . . , f n , of the function f respectively in x 1 , . . . , x n vanish at the point (α 1 , . . . , α n ). So, one can use the resultants, as described above, to obtain a finite set containing all the critical points of f in the interior set
of Ω -provided that the non-degeneracy holds. Similarly, for any set J ⊂ 1, m, one can try to obtain a finite set containing all the critical points of f in the interior set of the (in general curved) J-face
of the set Ω -by considering the polynomial system of equations involving the Lagrange multipliers; see e.g. [39, page 434] . If the faces of Ω are subsets of affine subspaces of R n -as they are in the proof of Lemma 3.2, then the elimination of variables and hence the minimization of f over the faces are much simpler. Thus, unless a degeneracy is encountered, one reduces the verification of the nonnegativity of the polynomial function f on the set Ω to that on a finite set.
One can also try to use some of the various Positivstellensätze of real algebraic geometry (see e.g. [16, 17, 6, 12, 13] ), which can provide a so-called certificate of positivity to a polynomial that is indeed positive on a set defined by a system of polynomial inequalities (over R); that is, by an appropriate Positivstellensatz, the positive polynomial can be represented as a polynomial (with positive coefficients) in simpler polynomials that are manifestly positive on the given set. This method was used successfully in [34] . However, it does not appear to be very effective in the proof of of Lemma 3.2 and will be used only little there.
One can also use a combination of all these and/or other methods. In fact, we shall try to avoid, as much as we can, using resultants or other algebraic tools. Instead, we shall try to use, as much as possible, calculus tools such as monotonicity and concavity/convexity, which are oftentimes much more efficient in eliminating variables.
Apparently any proof of Lemma 3.2 will involve a very large amount of algebraic and arithmetic calculations; in particular, note the execution time of of about 7 sec mentioned in the above proof of Lemma 3.2, based on Tarski's theory. Of course, for the proof to be valid, any arithmetic calculation needed therein must be carried out in an exact arithmetic. *** Let us now get specifically to the proof of Lemma 3.2. Recall that, for each k ∈ {0, 1, 2, 3}, D k is a polynomial in a, b, p, q. For each k ∈ {0, 1, 2, 3}, in the case (C k ), the quadruple (a, b, p, q) belongs to the set
where
For each k ∈ {0, 1, 2, 3}, letω k denote the topological closure of ω k , so thatω k is defined by the system of non-strict inequalities corresponding to the strict inequalities defining the set ω k .
The following lemma eliminates one of the variables p, q. Proof of Lemma 4.1. One has
Note that D 0 is saddle-like in p and q, that is, the determinant
of the Hessian matrix of D 0 with respect to p and q is negative for all (a, b, p, q) ∈ Ω 0 ; here and in the sequel, ∂ α denotes, as usual, the partial differentiation in α. Hence, the case k = 0 of Lemma 4.1 follows. The other cases of Lemma 4.1 are similar, except that the case k = 1 is more complicated than the rest. Let us defer this case to the end of the proof of Lemma 4.1 and consider the cases k = 2 and k = 3 next.
Concerning k = 2, one has
and
for all (a, b, p, q) ∈ Ω 2 . Hence, the case k = 2 of Lemma 4.1 follows. Concerning k = 3, one has
for all (a, b, p, q) ∈ Ω 3 . Hence, the case k = 3 of Lemma 4.1 follows. It remains to consider the case k = 1. One has
for all (a, b, p, q) ∈ Ω 1 . It suffices to show that Det 1 < 0 for all (a, b, p, q) ∈ Ω 1 , that is, for all (a, b) ∈ ω 1 -since Det 1 does not depend on p or q. To that end, we shall first show that the maximum of Det 1 overω 1 is not attained at any point (a, b) ∈ ω 1 . Indeed, otherwise
would both vanish at that point (a, b), and then so would the resultant
of the polynomials ∆ 1,0 Det 1 and ∆ 0,1 Det 1 with respect to b. However, by Sturm's theorem (say), this resultant (which is a polynomial in one variable, a) does not have roots in the interval ( 1 2 , 1), whereas the condition (a, b) ∈ ω 1 implies a ∈ ( 1 2 , 1). This contradiction completes the verification that the maximum of Det 1 overω 1 is not attained at any point of ω 1 .
Consider finally the values of Det 1 on the boundary of ω 1 . One has
Thus, Det 1 is no greater than 0 on the boundary of ω 1 and does not attain its maximum overω 1 at any point (a, b) ∈ ω 1 . It follows that Det 1 < 0 for all (a, b) ∈ ω 1 , that is, for all (a, b, p, q) ∈ Ω 1 . Hence, the case k = 1 of Lemma 4.1 follows as well.
In view of Lemma 4.1, it remains to verify, for each k ∈ {0, 1, 2, 3}, that D k 0 for all (a, b) ∈ ω k and all (p, q) ∈ [0, 1] 2 such that either p ∈ {0, 1} or q ∈ {0, 1}. Thus, for each k ∈ {0, 1, 2, 3}, one has to consider 4 possibilities: p = 0, p = 1, q = 0, and q = 1, which results in 4 × 4 = 16 subcases. These 16 subcases will each be considered in one of the corresponding 16 lemmas below; some of these lemmas are very simple, and some are rather complicated. There, we shall use notation such as the following:
sometimes in such notation we shall use, instead of D k , a modified versionD k of D k , which differs from D k by a factor which is manifestly positive in the corresponding context. Proof of Lemma 4.3. Assume indeed in this proof that (a, b) ∈ ω 0 and q ∈ (0, 1), unless otherwise indicated. In view of (4.4), Proof of Lemma 4.5. Assume indeed in this proof that (a, b) ∈ ω 0 and p ∈ (0, 1), unless otherwise indicated. In view of (4.4),
If D 0;q=1 has a local extremum at some point (a, b, p) ∈ ω 0 × (0, 1), then at this point
and so (cf. (4.3)),
The latter equation, res = 0, together with the condition (a, b) ∈ ω 0 (which implies 0 < b < 
It remains to show that
0.
If D 0;q=1,b=1−a has a local extremum at some point (a, p) ∈ (0, 1) 2 , then at this point Proof of Lemma 4.6. Assume indeed in this proof that (a, b) ∈ ω 1 and q ∈ (0, 1), unless otherwise indicated. Also just in this proof, let
In view of (4.7),
which is of degree 1 in q. So, without loss of generality q ∈ {0, 1}. Next,
is convex in a,D 1;p=0,q=1 a=1−b Proof of Lemma 4.7. Assume indeed in this proof that (a, b) ∈ ω 1 and q ∈ (0, 1). In view of (4.7), 
It remains to show that D 001 1;p=1,q=1
Consider
Note that ∂ Proof of Lemma 4.8. Assume indeed in this proof that (a, b) ∈ ω 1 and p ∈ (0, 1), unless otherwise indicated. Also just in this proof, let
which is of degree 1 in p. So, without loss of generality p ∈ {0, 1}. Next,
and so,D 1;q=0,p=1 0, because the condition (a, b) ∈ ω 1 implies b > 1 − a. 
It remains to consider the two more difficult boundary cases, with a = 1 and with a = 1 − b.
Consider now
2 , then at this point Proof of Lemma 4.10. Assume indeed in this proof that (a, b) ∈ ω 2 and q ∈ (0, 1), unless otherwise indicated. Also just in this proof, let
In view of (4.5), Proof of Lemma 4.12. Assume indeed in this proof that (a, b) ∈ ω 2 and p ∈ (0, 1). Also just in this proof, letD
In view of (4.5), 
