Abstract. We study a class of bistable reaction-diffusion systems used to model two competing species. Systems in this class possess two uniform stable steady states representing semi-trivial solutions. Principally, we are interested in the case where the ratio of the diffusion coefficients is small, i.e. in the near-degenerate case. First, limiting arguments are presented to relate solutions to such systems to those of the degenerate case where one species is assumed not to diffuse. We then consider travelling wave solutions that connect the two stable semi-trivial states of the nondegenerate system. Next, a general energy function for the full system is introduced. Using this and the limiting arguments, we are able to determine the wave direction for small diffusion coefficient ratios. The results obtained only require knowledge of the system kinetics.
Introduction
We are interested in component-wise monotone travelling wave solutions of the system of equations
for (x, t) ∈ R × R + for which the asymptotic conditions (u, v)(−∞, t) = S − , (u, v)(∞, t) = S + , t > 0 (1.2) are satisfied. The literature concerning the analysis and applications of systems of the form (1.1) is now vast and travelling wave solutions have been studied for many decades see e.g. [1, 3, 13, 14, 15, 17] and the references therein. One well-studied application has been to population dynamics where the components u, v are assumed to be interacting species. The term "species" is used in its loosest sense here and can be taken to represent different species of animals, microbes or plants, chemical species, cell types etc. The species are assumed to move in a random manner (modelled via the diffusion term). The ratio of the diffusion coefficients, denoted by 2 , is not necessarily small, but in this paper we are mainly interested in the case where → 0. This represents the case where the mobility of one species is relatively much greater than that of the other. The interaction of the species occurs through the functions f, g and can be synergistic, of predator-prey type or competitive. Here, we focus on the last of these, where competition between the species is for a common resource. In [5, 6] the competition is taken to be between normal and malignant cells, where the common resource can be considered to be oxygen. It is assumed that normal cells denoted here by v diffuse little, where as the malignant cells, denoted here by u, are taken to be highly motile.
To be precise regarding the interactions, we make the following assumptions on f and g (see [5] ). Here and below, we will employ the following notation. The pair (u, v) will be used to represent a specific solution. However, for ease of notation, if K : R 2 → R is any sufficiently differentiable function, then K u and K v will denote the partial derivatives of K with respect to the first and second variables, respectively. Also, we use the notation | · | i to represent the standard uniform norm associated with C i (R), i = 0, 1, 2. Remark 2. In Section 4, we discuss how condition (4) of Assumption 1 can be relaxed to include a class of non-monotone functions g. However, for ease of exposition we provide a detailed account of the monotone case first.
Stability, as required by condition (2) , is equivalent to both the eigenvalues of the associated Jacobian having negative real parts when evaluated at the equilibrium point. (Instability is defined accordingly.) An illustration of typical nullclines is given in Figure 1 .
For future reference we call the following definition of f and g, the "classic Lotka-Volterra" terms and denote these by CLV: Figure 1 : Schematic representation of the nullclines f and g satisfying Assumption 1.
where α, β and δ are positive constants. It is straightforward to show that the conditions of Assumption 1 are satisfied by the CLV terms, provided the inter-specific competition rates satisfy α, β > 1. Note also that in this case the nullclines shown in Figure 1 are simply straight lines and the points of intersectionû andv are equal to 1/β and 1/α, respectively.
As is standard, by first setting z = x − ct for some constant c, a travelling wave solution of (1.1), (1.2) is defined to be a function (u(z), v(z)) ∈ [C 2 (R)] 2 that satisfies
If c > 0 then such a solution represents a wave front moving to the right in the x−frame. Using the change of variables w = 1 − u, (1.3) becomes
It follows from Assumption 1 that the monotonicity conditions F v ≥ 0, G w ≥ 0 hold and therefore we may directly apply Theorem 1.1 on p155 in [17] to ensure the existence of a monotone solution to (1.4) . Thus a (component-wise) monotone solution of (1.3) exists corresponding to a unique (up to translation) travelling wave for (1.1), (1.2). Moreover, by constructing appropriate sub and supersolutions to (1.3) similar to those introduced in [6] and using essentially identical arguments, it can be shown that
where K and L are positive constants independent of . One immediate consequence of this result is that in the limit → 0 only left travelling waves exist. The aim of this paper is to develop an understanding of the relationship between the solutions of (1.3) and those of the reduced or degenerate problem
(1.6) Given its singular nature, it is not surprising that the solutions to (1.6), denoted here by (u 0 , v 0 , c 0 ), may have quite different regularity properties to those of (1.3) (see [5, 6] ). Therefore, it is not obvious a priori how the solutions of (1.3) behave in the limit as → 0 or how any such limit is related to (u 0 , v 0 , c 0 ). In the following we establish this connection.
Singular limit problems in systems of reaction-diffusion equations is a subject which has received considerable interest, particularly using methods of singular perturbation theory (see e.g. [7, 8] and the references therein). However, these papers have, in general, focused on the construction of solutions via asymptotic expansions. Here, we focus on the regularity of the solutions in the limit. Regularity of solutions of such limiting problems has again attracted considerable, previous interest and most relevant to the work presented here are the methods for dealing with partially degenerate equations as developed by [9, 10, 11] (see also [4, 16] ). The systems of equations studied in these latter papers are somewhat different to those considered here and contain kinetics of a different type. Hence, although some of the techniques developed in these papers can be used in the following, the nature of the kinetics studied here necessitates the development of alternative methods of proof. In particular, properties of the kinetics studied in [9, 10, 11] allow for certain bounds on the solutions (|u| 2 and |v| 2 here) to be developed independently of the wave speed c. This method of proof does not, in general, transfer to the class of systems studied here.
Establishing the regularity of solutions to (1.3) in the limit and hence their relationship to the solutions of (1.6) allows for the development of the energy arguments constructed in [5] and [6] to the general case > 0. These results are necessary in order to establish the direction of the travelling waves as is now discussed.
For scalar bistable reaction-diffusion equations, it is well-known that the sign of the wave speed is determined by the sign of the integral of the reaction function over a certain interval. This integral forms part of an energy function for the scalar equation (see e.g. p175 et seq. in [2] ). For systems of bistable equations, the situation is far more complex and to date, no general energy function has been derived. However, in [5, 6] a potential for the reduced system (1.6) was introduced as follows. Suppose (u, v) is a solution of (1.6), then define the function h(u 0 , v 0 ) by
where, as detailed above, Γ is given by g(Γ(τ ), τ ) = 0, for 0 < τ < 1. After a little manipulation, it can be shown that [h(1, 0)](z) ≡ h(S + ) where
and more easily that [h(0, 1)](z) ≡ h(S − ) = 0. It is shown in [6] that the sign of h(S + ) − h(S − ) = h(S + ) determines the direction of the wave and the regularity of the solution. A key point here is that for any given kinetics f and g, the potential h(S + ) can be directly computed without knowledge of the solutions. To assist the reader, we include the key results concerning such solutions, that will be referenced below. The proofs can be found in [5] and [6] .
Theorem 3. Suppose f and g satisfy Assumption 1.
(i) If h(S + ) < 0, then there exists a monotone solution (u 0 , v 0 , c 0 ) to (1.6) with c 0 < 0 and
(ii) If h(S + ) ≥ 0, then there exists a monotone solution (u 0 , v 0 , c 0 ) to (1.6) with c 0 = 0. In this case, v 0 has a unique singularity at z * , say, and u 0 (z) = Γ(v 0 )(z) for z ≤ z * and v 0 ≡ 0 otherwise. Hence, whilst u 0 ∈ C 1 (R), v 0 is only continuous if h(S + ) = 0 and only bounded if h(S + ) > 0. However, away from this point,
If c 0 = 0, then no monotone solution to (1.6) exists.
In both cases, these solutions correspond to monotone travelling waves for (1.1), (1.2) with = 0, that are unique up to translation.
A schematic representation of the c 0 = 0 solution is given in Figure 2 . The singularity is at the point (u Unfortunately, it is straightforward to show that (1.7) does not form a suitable potential for the more general problem (1.3). In this paper we construct an alternative and relate it to the definition (1.7). Thus, at least for sufficiently small, we show that the direction of travelling wave solutions for the general competitive bistable system (1.1) can be determined directly from the kinetics of the problem.
In Section 2 we construct arguments that determine the regularity of solutions to (1.3) in the limit as → 0. A particular problem to overcome is that despite remaining monotone in the limit, it is not clear whether one can a priori rule out that solutions "ripple" arbitrarily fast, i.e. their second derivatives change sign in a highly oscillatory manner. In fact, we establish that this cannot happen. In Section 3 we construct a free energy function for the general problem (1.3) and show how it can be used to determine the sign of c for any > 0. Finally, using the convergence results developed in Section 2, the relationship between this new, general free energy function and the function given in (1.7) for the reduced problem is established.
Convergence in the limit → 0
The main result of this section is as follows.
denote the monotone solution of (1.6) as detailed above. Then we have the following convergence results.
where the convergence is uniform on any closed interval in R \ z * .
Remark 5. Many of the following results, which are used to prove Theorem 4, can be extended to hold on any compact subset of R. In particular, statement (i) of Theorem 4 holds in this more general case.
The proof requires a series of results, some of which appear in part in [6] . We fill some apparent gaps in the proofs given there and in doing so derive statements more useful for our purposes.
We now set about proving Theorem 4 by considering sequences of solutions,
Solutions of system (1.3) are invariant to translations in z and so we impose a normalisation to the sequence
(Of course, this normalisation does not a priori fix the value of v k (0), a point that will be important later.) The cases of Theorem 4 will be dealt with separately. Clearly, for any sequence {c k }, there exists a subsequence which either tends to zero or is bounded away from zero. If necessary, the results below refer to such subsequences.
Case (i): lim
Proof. As only component-wise monotone solutions
Thus, and by the continuity of f and g, ∃ C 1 , C 2 > 0 such that
For k fixed, suppose that |u k (z)| obtains its maximum value at z = z 0 , say. Then u k (z 0 ) = 0 and from (1.3), it follows that for all z ∈ R,
As |c k | > K > 0 for all k, then a bound on |u k | 0 that is independent of k follows. A bound for |v k | 0 can be found analogously. Thus a bound for |u k | 0 can be obtained directly from (1.3). Finally, as g ∈ C 2 , it follows from (1.3) that v k ∈ C 3 (R) and so we can differentiate the second equation in (1.3) wrt z. Then, noting that if |v k (z)| attains its maximum value at z = z 0 , say, then v k (z 0 ) = 0 and we obtain
From the previous bounds, the smoothness of g and again using the assumption |c k | > K > 0, a bound for |v k | 0 follows as required.
Proof. By Lemma 6, it follows that {u k } and
for any α ∈ (0, 1), it follows that
Moreover, the u−equation in (1.3) can be rewritten as
By Lemma 6, the boundedness of {c k } given by (1.5), and the continuity of f , a (sub)sequence of the RHS of (2.2) converges in
Taking any two elements of {u k l j }, u i and u j , say, we have
Hence by the completeness of C 2 (D), it follows that
Hence,
We can now prove the first part of Theorem 4. The final step is to show that (u * , v * ) satisfies (1.6) in some sense.
Proof of Theorem 4 (i). By Lemma 7, it follows that
As this holds for any closed interval D ⊂ R, we are left to consider three possibilities: (i) (u * , v * ) = (u 0 , v 0 ), the monotone solution of (1.6); (ii) v * ≡ 0 and u * is a strictly monotone function satisfying (1.6) with v ≡ 0, or (iii) (u * , v * ) = (u s , v s ). Cases (ii) and (iii) can be dismissed using essentially identical arguments to those in the proof of Theorem 2.1 in [6] . Thus we have the desired result. 
Proof. The required bounds on
follow from similar arguments to those used in the proof of Lemma 6. In particular,
for some constant K independent of k. As noted in [6] , the bound on |u k | 0 can be used to generate a bound on |u k | independent of c k thus: for any z,ẑ ∈ R,
and therefore using (2.8)
Hence, (2.3) holds. Finally, let q k = 2 k v k . Then applying the same reasoning as directly above, it follows from the second equation in (1.3) that for any z,ẑ ∈ R
As above and using (2.6) yields
The result follows directly.
Since by assumption c k → 0 (and k → 0) neither (2.5) nor (2.7) eliminate the possibility that |v k (z)| → ∞ as k → ∞ at some possibly infinite number of points z ∈ R. Consequently, in this case we cannot directly obtain convergence results analogous to Lemma 7. However, using these bounds and the monotonicity of solutions provides the desired result as will be shown shortly. First, by integrating the second equation in (1.3) over R and applying the appropriate limiting conditions on v k (z), it is straightforward to show that
and hence in the case under consideration, Using (2.7) , we have the much stronger result that this convergence also holds over any closed interval.
(2.9)
Taking the limit as k → ∞ and applying the bounds (2.4) and (2.7) yields the desired result.
Lemma 10. There exists at most one point z
Proof. Let D ⊂ R be a closed interval. Then from Lemma 9 it follows directly that either g(u k (z), v k (z)) → 0 uniformly on D or for each k ∈ N, sufficiently large, there exists a number δ k > 0 and three points z
for some K > 0 that is independent of k and for which δ k → 0 as k → ∞. (Otherwise we could obtain a contradiction to Lemma 9 by integrating over [z
given that without loss of generality we can assume g is of one sign over this interval.)
Now, by the mean value theorem, the bound (2.3) and (2.10), it follows that
where here and below Θ is some, possibly different, constant independent of k. Moreover, by the monotonicity of u k , it follows that
The only way that (2.10)-(2.12) does not provide a contradiction is if
As for each k, (u k , v k ) is a component-wise monotone function on D, there can be at most one such "jump" in the solution i.e. for each fixed k sufficiently large,
Also, by construction, z k 0 tends to some z * ∈ D as k → ∞ and so for all k sufficiently large, we have sup
Finally, the monotonicity of (u k , v k ) on R ensures that if such a jump occurs in a closed interval D, then this jump is unique in any closed interval of R containing D and the result is proved.
Lemma 11. Let D be any closed interval in R \ z * with z * as defined in Lemma 10. Then
Proof. By the arguments given in the proof of Lemma 10, on any closed interval D of R \ z * either v k →γ(u * ) or v k → 0 uniformly as k → ∞ and the result follows.
Finally we can complete the proof of Theorem 4.
Proof of Theorem 4 (ii).
For any closed interval D ⊂ R \ z * , it follows by Lemmas 8, 10 and 11, that (u k , v k ) → (u * , v * ) uniformly on D and that g(u * (z), v * (z)) = 0 ∀z ∈ D. From the u−equation in (1.3) and using similar arguments to those above, it follows that u k → u * in C 2 (D). Consequently, the limit (u * , v * ) satisfies
on D. Finally and as above, we may apply similar arguments to those in the proof of Theorem 2.1 in [6] to ensure that (u * , v * ) = (u 0 , v 0 ). 2 We end this section by revisiting the method of obtaining bounds on |v k | 1 used in [10] . Essentially, for a sub-class of problems, bounds on |v (z)| can be obtained independent of the wave speed c, irrespective of its limiting value.
Lemma 12. Let (u, v) be a solution of (1.3) and suppose
13)
for some constant C > 0. Then there exists a constant K > 0 such that
Proof. Suppose that the maximum value of |v (z)| in R occurs at z = z 0 . Then
Now differentiating the second equation of (1.3) gives
By evaluating this equation at z 0 and by noting the signs of each of the terms in this equation, it follows that
for some constant K, by (2.13), the smoothness of g u and the bounds on |u| 1 given in Lemmas 6 and 8.
Remark 13. For the CLV model, it follows from a standard phase-plane analysis, that in the case where the wave speed c < 0, solution trajectories lie in the region of (u, v)-space where g(u, v) < 0. For this model,
and so Lemma 12 can be applied directly in this case. However, the calculations in the next section reveal that if c k < 0, then lim k→∞ c k = c 0 < 0. Therefore, this bound provides no further information to that given in Lemma 6. Whether Lemma 12 offers an advantage over Lemma 6 for any realistic competition model of the kind discussed here remains an open question.
Computing the sign of the wave speed
As detailed in the Introduction, when > 0, (1.7) does not form a free energy function for (1.3). We now construct a suitable alternative and use it to determine the direction of the travelling wave solutions in the general case. We begin by assuming the existence of a suitable energy function for (1.3) in order to demonstrate how it relates to the wave direction. Lemma 14. Fix > 0. Let (u, v, c) be the corresponding monotone solution of (1.3). Let
where
Proof. The proof is straightforward. By differentiating F wrt z and using (1.3), it follows that
Therefore,
and the results follow directly.
The next result determines a class of functions that satisfy the required conditions on H . For each fixed , define P : [0, 1] → [0, 1] be the one-to-one function defined by P (1) = 0, P (0) = 1, P (u(z)) = v(z), z ∈ R, where (u(z), v(z), c) is the monotone solution of (1.3). (That is v = P (u) is the unique monotone solution trajectory in the (u, v)-plane, parameterized by z and joining (0, 1) with (1, 0), which represents the travelling wave solution with speed c.) For ease of exposition, let (P ) −1 ≡ Q . Note that the convergence results given in Theorem 4 ensure that for sufficiently small, the solution path v = P (u) is close to the solution path v = P 0 (u) for the degenerate problem (1.6). To assist the subsequent discussions, a schematic representation of this relationship and to the path v = γ(u) is given in Figure 3 . In the case h(S + ) = 0, all three paths coincide. 
Lemma 15. The function H defined in (3.3) satisfies the condition (3.2) required in Lemma 14. Moreover,
and H (S − ) = 0 for all > 0.
Proof. It follows directly from (3.3), that
If (φ, ψ) = (u, v), the monotone solution of (1.3), then the first component of (3.2) follows from the identity v = P (u). Also,
Again, if (φ, ψ) = (u, v), the monotone solution of (1.3), then the second component of (3.2) follows from the identity u = Q (v). Next,
By changing the order of integration and recalling that (P ) −1 = Q , it follows that
Finally, H (S − ) = 0 follows directly from the definition of H . This scaling is obtained without loss of generality.
Proof. Multiplying the first and second equations in (1.3) by u and v , respectively and integrating over R yields
The result follows immediately.
These results can be summarised as follows.
Theorem 17. For each fixed > 0, let (u , v , c ) be the corresponding monotone solution of (1.3). Let H (φ, ψ) be defined as in (3.3). Then
Remark 18. The Maxwell Curve. It is clear that H (S + ) = H (S + , Λ) where Λ is the vector of the system parameters. With the functional forms fixed, H (S + , Λ) = 0 defines a relationship between and Λ. Under certain genericity conditions, this defines a curve in the -Λ plane. We call this the Maxwell Curve for (1.1), following the definition of the Maxwell Curve for 4th order problems see e.g. [12] and the references therein.
Remark 19. The definition of the potential H gives a formal way of determining the wave speed, although it is an implicit function of the solution itself. It would seem then that to compute the wave speed for any given problem, would therefore require (at least an approximate) evaluation of the solution. However, using the definition of the potential given in [6] , the definition introduced here in (3.3) and the limiting arguments given above, we now show that the sign of the wave speed can be computed directly, at least for the case sufficiently small but non-zero, using only information related to the functions f and g. This result is particularly powerful in the case where c 0 = 0, i.e. the wave speed of the degenerate problem is zero. In this case, the sign of the wave speed for the -small case is entirely unclear. Indeed, in the final section, where non-monotone functions g are considered, we show that in this case, the -small wave speed can be either positive or negative.
Theorem 20. Let H (S + ) be given as in (3.4) . Then there exists a number H 0 (S + ) such that lim
Proof. (i)
If h(S + ) < 0, then Theorem 3 (i) ensures c 0 < 0 and thus that g(u 0 , v 0 ) < 0 (apart from the end points where g(S ± ) = 0). By Theorem 4 it follows that f (·, P (·)) → f (·, P 0 (·)) and
is the trajectory in the (u, v)−plane representing the solution (u 0 , v 0 ) to (1.6). Hence, we may pass directly to the limit in (3.4) to yield
From Lemma 16 and as g(Q 0 (τ ), τ ) < 0, τ ∈ (0, 1), it follows that H 0 (S + ) < 0.
(ii) If h(S + ) = 0, then by Theorem 3 (ii) the solution v 0 is continuous at z * as defined above but not differentiable. Moreover, in this case c 0 = 0 and the solution path is defined by g(Q 0 (τ ), τ ) = 0 for τ ∈ [0, 1]. Hence, arguing as above, we may pass directly to the limit in (3.4) and H 0 (S + ) = 0.
(iii) Finally, if h(S + ) > 0, then from Theorem 3 (ii) , v 0 has a unique discontinuity at z = z * . Hence, from (3.4), and for any δ > 0,
). The uniformity of the limit away from z = z * ensures that
This holds for any δ > 0 and all integrals are well-defined. Hence, on taking the limit as δ → 0, (3.6) equates to
However, from the proof of Theorem 2.1 in [5] , it follows directly that,
and hence g(Q 0 (τ ), τ ) = 0. Therefore, (3.7) equates to zero. Also,
These bounds are independent of and consequently the limits (as → 0) of these integrals tend to zero on taking the limit as δ → 0. Hence, for any δ > 0, we have from (3.5) that
But for any δ > 0,
. Hence, on taking the limit as δ → 0, yields
However,
because the path u = u * , v ∈ [0, v * ] lies below the g nullcline in the (u, v)−plane and hence g > 0 by Assumption 1. Thus H 0 (S + ) > 0 in this case.
Finally, recall that the curves in the (u, v)−plane described by v = P 0 (u) and v = γ(u) are not the same in general (see Figure 3(b) ). Hence, H 0 (S + ) = h(S + ) apart from when they are both zero. This completes the proof.
Remark 21. From Theorem 3 it follows that h(S + ) > 0 implies that c 0 = 0. Also, Theorem 20 states that h(S + ) > 0 =⇒ H 0 (S + ) > 0 and from Theorem 17 (and Lemma 16) we would therefore expect c 0 > 0. This apparent contradiction can be resolved by reconsidering the proof of Lemma 16, which is only true for each fixed > 0. On taking the limit as → 0, we need to reconsider the boundedness of all terms. The following result clarifies the situation and leads to a better understanding of the formation of the singularity in the v−component of the solution.
Proof. Similar to the proof of Lemma 16, from the u−equation in (1.3), it follows that
As detailed in the proof of Theorem 20, it follows that if h(S + ) > 0 then the right hand side tends to zero as → 0. Also, by (2.3), and following arguments similar to those in the proof of Lemma 7, for any closed interval
with positivity following directly from the construction of u 0 . This implies c → 0. Moreover, from the v−equation in (1.3) , it follows that
Again, the proof of Theorem 20 reveals that the limit of the right hand side is strictly positive. Thus
for some K > 0, independent of . The result follows on taking the limit as → 0.
Finally, the above results can be summarised as follows. This theorem links the energy function derived in [6] for the reduced problem (1.6) to the direction of travelling waves in the general problem (1.3), at least for sufficiently small. Recall that given any problem of the form (1.3), the energy function h(S + ) can be computed directly from the kinetics and does not require a priori knowledge of the solutions. Remark 24. For the CLV problem it is straightforward to show that h(S + ) = (α−β 2 )/6β 2 . Hence, for sufficiently small, the wave speed is determined by a simple combination of the competition rate parameters. Where h(S + ) = 0, numerical integration suggests that H (S + ) > 0 and hence c > 0 for 0 < << 1. However, a proof of this result has yet to be obtained and remains an open problem.
Non-monotone nullclines
In this final section we relax condition (4) of Assumption 1 to include a class of non-monotone functions g. In particular, we replace (4) by This is the case considered in [6] and we follow the constructions given there. The assumptions on f are unchanged (note that f could also be similarly non-monotone). A sketch of a typical gnullcline satisfying (4 * ) is given in Figure 4 , where the points u 1 and v 1 are identified by
where γ m is the unique maximal inverse of Γ, i.e. γ m (0) = 1 and γ m (σ) := max τ ∈(0,1)
{Γ(τ ) = σ} .
Note that γ m is monotone decreasing on (0, u 1 ). Clearly, functions that satisfy (4 * ) also satisfy (4). As the latter case has already been covered, in the following we focus on kinetics for which Γ is non-monotone, i.e. u 1 >û. It is straightforward to show that the convergence results proved in Theorem 4 here also hold with (4 * ) replacing (4). (Lemmas 6-9 follow without alteration. Lemma 10 requires extra cases to be considered but the method of proof and results are unaltered.) Similarly, the definition of the energy function H given in (3.4) and the relationship between H (S + ) and the wave speed c as detailed in Theorem 17 are unaltered.
It remains to discuss the relationship between the energy function H defined here and that defined in [6] . This result requires one further definition. Proof. Case (i): A(u) < 0. We have two cases to consider. (a) Suppose A(u 1 ) ≥ 0. Then as A (u) > 0 and A(u * ) = 0, by definition u < u * ≤ u 1 . Since G(u) = 0 and G (u) < 0, it follows that G(u * ) < 0 and applying the arguments in the proof of Theorem 20 (ii) yields H 0 (S + ) < 0. (b) Suppose A(u 1 ) < 0, then the arguments in the proof of Theorem 20 (i) can be applied unaltered and again H 0 (S + ) < 0 Case (ii): A(u) = 0. Then u = u * < u 1 and G(u * ) = 0. We can apply the arguments in the proof
