Using the reference probability method, a recursive equation is obtained for the unnomalited joint conditional density of a noisily observed Markov chain, and parameters which determine the transition densities and coefficients in the observations.
Introduction
By adapting the techniques of our paper, [2] , the problem of parameter estimation and filtering for a noisily observed finite state, discrete time Markov chain is considered. Recursive estimates are given for the conditional unnormalized distribution of the chain and parameters. The parameters are treated as additional (constant) signal variables. The case of time varying parameters is covered by the result of 21. Alexpectations, given the observations, are random variables and so have conditional, unnormalized distributions. The technique is to introduce an equivalent probability measure, the 'reference probability', under which the signal and observation processes are independent. That is, we consider the discrete time version of the Zakai equation. A related recursive equation can be found in the notes of Brlmaud and van Schuppen [l] However, the existence of an equivalent probability measure is a hypothesis in [l] , as is the existence of certain transition kernels. Our change of measure is very natural and is described explicitly. A related idea, not involving dependence on parameters, can be found in Kumar and Varaiya [4] .
A recent paper by Krishnamurthy and Moore, [3 obtains locally asympCotic optimal estimates, whic are globally optimal in the Gaussian case. These have been implemented in practice; work is currently under way to implement the optimal estimates of the present paper. 
Dynamics
All processes will be defined on a complete probability space (SZ, F, P ) . We shall suppose the transition probabilities of X depend on a parameter O1 which takes values in a measure space (C31,@1,A1). The value of O1 is unknown and, in this paper, we suppose it is constant. That is,
Write P(O') for the N x N matrix ( p i j ( O 1 ) ) , 1 5 i, j 5 N . Also, {Fe, t E Zt} will denote the complete filtration generated by X , that is, for any n E Zt , Fn is the complete a-field generated by X l , P 5 n, and B.
Lemma 2.1 The state equation is
where m, is a (P, F,) martingale increment. We suppose the chain X is not observed direct1 I bher there is an observation process { yt }, e E , which, for simplicity, we suppose is real valued. The
Proof:

1;
1058-6393i93 $03.00 ( We now wish to define a new probability measure P by introducing on the 'nth factor', i.e. on the probability space of b,, a density On (a, F, P ) our observation process, therefore, has ~n = (g(e2), Xn) + bn 2 Conversely, what we wish to do is to suppose we start with a probability measure P on (R, U& Gf) such that under 7: 1) { X e } , t E Z t , is a Markov chain with a transition matrix P(el), for some O1 E e', so that x, = p(el)x,-l +VI,, and variables with density 4, $(a) > 0.
2) {ye}, t E Z t , is a sequence of i.i.d. real random
Note, in particular, that under P(0') the yt are We wish to construct a probability P such that unindependent of X. That is, under P the signal and observation process are related as in Section 2. To construct P starting from we must proceed in an inverse fashion, first definine: q i ( 8 1 , 8 2 ) , n E Zt, for the unnormalized conditional density such that
The existence of qi(@ , 02) will be discussed below.
Our main result follows. This provides a recursive, closed form update for q6(e1,e2)>. As in and higher unnormalized conditional distributions can be calculated by a formula analogous to (4.2). However, because no noise or dynamics enters into 8' and 02, if delta functions are taken as the prior distributions for O1 and 8' no up-dating takes place; (this is not the case with the distribution for X). This is to be expected because in the filtering proced,ure the prior does not represent an initial guess for 8' given no information, but the best estimate for the distribution of ea given the initial information. Care must, therefore, be taken with the choice of the prior for B1 and O2 and, unless there is reason to choose otherwise, priors should be taken so that they have support on the whole range of O1 and 02. The same techniques then establish the following
Then
Conclusion
Using a change of measure, a recursive expression has been derived for an unnormalized, joint conditional distribution of the state of a partially observed Markov chain, together with the unknown parameters of the transition matrix and observation process. The recursive expression is in fact linear in the unnormalized distribution.
