Driving behavior recognition is a challenging task that exploits the acceleration and angular velocity information of the vehicle collected by smartphone to identify various driving events. Traditional methods usually extract hand-crafted features from raw data, leading to under-explored temporal features of driving behaviors. To address the issue of hand-designed limitation for features, this paper proposes an end-to-end deep learning framework to automatically extract the features of driving behaviors. The mechanism behind our method is to model temporal features, capture salient structure features, and explore the correlation among the high-dimensional sensor data by fusing convolutional neural network (CNN) and recurrent neural network (RNN) with an attention unit. Moreover, a novel approach is introduced to build driving behavior dataset, which considers the effect of gravity in modeling smartphone sensor data. Subsequently, sensor data with device position independence is collected, and six types of driving events (straight driving, static, left turn, right turn, breaking, and acceleration) are annotated, which provides rich sensor information compared with other methods. The experimental results indicate that the proposed model outperforms other competing methods significantly, which possesses good generalization ability in the identification of driving behaviors.
I. INTRODUCTION
Dangerous driving behaviors such as drunk driving, drug driving, fatigue driving, aggressive driving associated with rapid acceleration or deceleration, sharp turn, frequent lane change are the main factors inducing traffic accidents. Driving behavior recognition provides an effective technical means to assess the driving safety risk, the economy of driving fuel (power consumption), and the new insurance paradigm. For instance, ''Usage-based insurance (UBI)'' is based on the original auto insurance and integrates driving The associate editor coordinating the review of this manuscript and approving it for publication was Zhanyu Ma. behavior information to accurately access the price of auto insurance premiums for drivers in different driving styles, which encourages safe driving.
With the popularization of smartphone and the rapid development of the ''Internet of Vehicles (IoV)'' technology, smartphone built-in sensors data can be acquired for driving style and external road condition analysis [1] - [3] , vehicle steering pattern recognition [4] , [5] , and driving event identification [6] - [8] . Due to the smartphone-based data acquisition, the gravity will affect the measurement of other sensor data such as acceleration and angular velocity when the smartphone is placed in the running car in a certain posture. In order to achieve device position independence, smartphone was fixed on the car's windshield by means of a car mount and sensor data were translated from the device coordinate system to earth's using a rotation matrix [6] , [7] . However, the rotation matrix was not introduced. In some cases, smartphone was positioned on a box behind the gearbox handle [8] , or on a rigid body in vehicle to guarantee that the inertial sensor works well [4] , which are not factors in the influence of phone's location. For feature learning, it is necessary to design key features from the raw sensor data and explore their combinations. Previous works performed complex feature engineering to obtain optimal features [1] , [9] - [11] . However, hand-crafted features hold four limitations: 1) Feature explosion is difficult: it is hard for experts to explore them exhaustively, especially when the dimension of raw features is huge. 2) Features are difficult to design: part of the available training data has been desensitized due to individual privacy protection, leading to impossibility in simply performing feature engineering based on common sense. 3) Combined features are difficult to be identified and recognized generally: since most feature interactions are hidden behind numerous data, it is difficult to predict a priori category, which can only be captured automatically by machine learning. 4) The temporal dynamics of features has not been fully understood, causing difficulty to make full advantage of data richness in models. Furthermore, how to effectively train a model to fit with typically massive and high-dimensional smartphone sensor data is still unsolved. Large feature space might lead to a growth of parameter quantity, which also increases the complexity of model training.
Generally, multiple sensors yield multivariate time-series data. For instance, single 3-axis accelerometer produces 3-dimensional time series data. Driving event identification relies on combinations of different sensors data. Thus, it is desirable to consider the spatial dependency among multiple sensors or across axes of accelerometers and gyroscopes, as well as the dependency along the temporal dimensions.
In this context, to address the issues mentioned above, attention-based and L2-constrained DeepConvGRU and DeepConvLSTM models were proposed, by fusing deep convolutional neural network (CNN) and two variants of recurrent neural network (RNN): Long Short-Term Memory (LSTM) [12] and Gated Recurrent Unit (GRU) [13] , in which we build a L2-constrained loss function for the models. The pipeline of the proposed model is shown in Fig. 1 . In order to validate our framework, we designed a software for capturing data and proposed a data cleaning method for correcting and filtering the collected smartphone sensor data to build our Multiclass Driving Behavior Dataset (MDBD), involving accelerometer and gyroscope sensor data of 6-class driving events.
In our method, first, the input smartphone sensor sample was split into several fragments by normalization and sliding window process. Second, annotated data fragments were fed into a CNN backbone for extracting 2D feature maps. Third, the local dependency among these features in temporal dimensions were obtained by LSTM/GRU. Finally, attention mechanism was applied to capture salient structures of data, which extracts much more valuable feature maps for classification. Benefited from gradient descent training strategy in deep learning, our end-to-end model can be trained automatically for driving behavior classification.
The major contributions of this paper are summarized as follows:
1) An innovative data correction and filtering method was proposed to build our driving behavior dataset, which can eliminate the influence of gravity component on acceleration when the smartphone is placed in the running car in a certain posture.
2) An end-to-end deep fused convolutional and recurrent neural network architecture was developed for multiclass driving behavior recognition.
3) Our framework was an attention-based approach containing a novel feature refinement module, considering contextual temporal information for accurately classifying driving events. This approach could improve the precise prediction of multiclass behavior. 4) Our framework could perform automatic driving event recognition on real-time and multi-dimensional smartphone sensor data. It can explore the spatiotemporal characteristics of data.
II. RELATED WORK
Driving behavior recognition models can be grouped into two categories: models based on computer vision (visual features) for driver gesture identification, models based on driving simulation data [14] - [16] and models based on the exploitation of smartphone/CAN-BUS multi-sensors data (no visual features) for real-time driving behavior identification [9] . Generally, the smartphone data consists of speed, orientation, accelerometer, etc., while CAN-BUS data includes steering wheel, vehicle speed, engine speed, brake position, etc. Some researchers adopted the 3-axis accelerometer of an android-based smart phone to record and analyze driver's driving intensity [17] , external road conditions [1] , as well as accident detection [18] . Fazeen et al. utilized the x-axis and y-axis data from accelerometer to measure driving intensity. They gave the difference between safe acceleration or deceleration and aggressive ones based on the acceleration [1] . Other authors proposed driver identification methods based on in-vehicle's CAN-BUS data [19] - [22] . Deep sparse autoencoder (DSAE) was applied in previous works [23] , [24] to extract hidden features on CAN-BUS data for visualizing driving behaviors, which is helpful to recognize distinctive driving behavior patterns in continuous data. From the previous works, it can be concluded that driving pattern analysis based on Smartphone/CAN-BUS multi-sensors data is an efficient method for driver behavior recognition.
Deep learning has a great advantage in feature learning, in which CNN and RNN have been mostly studied. Driving behavior recognition involves classifying time-series data, captured from inertial sensors such as 3-axis accelerometers or gyroscopes. Recently, CNN has established itself as a powerful technique for activity recognition using multiple accelerometer and gyroscope sensors [25] . In most of state-of-the-art works on CNN for activity recognition, 1D/2D convolution and pooling operation were employed in individual time-series data to capture local dependency among sensor signals in temporal dimension [26] , [27] . Furthermore, the combination of CNN and RNN in a unified framework had already yielded state-of-the-art results in the action recognition in video sequences [28] , sentence classification [29] , relation types identification between entities from texts [30] , blood cell image classification [31] , network traffic classier (NTC) [32] , etc., where modeling temporal information is required. This kind of architecture was able to capture time dependencies on features extracted by convolution operations. In this work, we focused on key feature extraction using an end-to-end deep learning approach without the requirement of feature engineering.
III. MATERIALS AND METHODS

A. METHOD OF BUILDING DRIVING BEHAVIOR DATASET
At presently, there are a few datasets for driving behavior recognition based on smartphone sensor data. For example, Jair-jr Driver Behavior Dataset [33] , includes accelerometer, magnetometer and gyroscope sensor data in 7 driving event classes, and missing attitude data, which are proved to be very critical in driving events recognition. In fact, when the smartphone is placed in a certain posture during the driving process, the gravity will affect the measurement of other sensor data such as acceleration and angular velocity when the vehicle is running. So, we have to collect the smartphone orientation sensor data to evaluate the smartphone's attitude and make data corrections. However, to our best knowledge, few suitable datasets that cover accelerometer, gyroscope and attitude data are released. As a result, we establish a dataset including these sensors' data for our practical driving behavior classification task.
The real-world experiments were investigated in order to collect sensor data for driving events. In these experiments, the smartphone was a Xiaomi Mi 5 with Android version 8.0.0, which was equipped with a GPS receiver, a tri-axial accelerometer, an orientation sensor, and a tri-axial gyroscope. The smartphone was fixed on the vehicle's center console referring to [1] . An android application (see Fig. 2 ) recorded smartphone sensor data while a driver simulated different driving events on an open urban area in Hefei, China. The sampling rate for the accelerometer, gyro and orientation sensors was 50 Hz. The start and end timestamps of the driving events were also recorded to generate the ground-truth for the experiments.
In order to accurately collect sensor data in various situations, it is necessary to unify earth's coordinate system (World Geodetic System 1984, also known as WGS 1984) and smartphone's coordinate system, which is shown in Fig. 3 (a) and Fig. 3 (b) respectively. We put the Y −axis of the mobile phone coordinate system forward and parallel with the forward direction of the vehicle, the X −axis is horizontally rightward, and the Z − axis is perpendicular to the horizontally oriented position. As shown in Fig. 3 (c), the position is defined as ''standard posture'', in which the smartphone's coordinate system is consistent with the earth's coordinate system. Specifically, the android software for acquiring multi-channel sensor data of multiclass driving events is designed in our task. Then the software drives smartphone built-in sensors to collect data periodically at 0.02 second intervals. Three data attributes were collected. The first one is 3-axis acceleration a = a x , a y , a z T , where a x , a y and a z are the acceleration in X − axis,Y − axis and Z − axis direction, respectively. The second one is 3-axis angular velocity
where ω x , ω y and ω z are the angular velocity rotating around X − axis,Y − axis and Z − axis, respectively. The third one is attitude angle (Euler angle) R = [ψ, θ, φ] T , where ψ ∈ (0, 360) is also known as azimuth, which is the angle between the positive direction of Y − axis and the North Pole direction when the smartphone is facing up and rotating around Z − axis;θ ∈ (−180, 180) is also known as pitch, which is the angle between the positive direction of Y − axis and the horizontal direction when the smartphone rotates around X − axis;φ ∈ (−90, 90) is also known as roll, which is the angle between the positive direction of X − axis and the horizontal direction when the smartphone rotates around Y −axis. The Euler angles are shown to provide a simple means for describing the attitude of aircraft, which is widely used in geometric control of mechanical systems [34] . As depicted in Fig. 4 , Euler angles ψ, θ and φ can be collected by orientation sensor to evaluate the smartphone's posture in the vehicle. When the smartphone is placed in the ''standard posture'',a x and a y are equal to 0 when the vehicle is stationary, and a z is 1 G (about 9.81m/s 2 ) due to the influence of the gravity of the earth. When the mobile phone is not in the ''standard posture'' during the driving process, the gravity generates acceleration components in X − axis and Y − axis, which affects the accuracy of the sensor data collected when the vehicle is accelerating, decelerating and changing lanes. Therefore, the acquired sensor data should be corrected and ''rotated'' into data under ''standard posture''. That is, in order to achieve device position independence, sensor data are translated from the smartphone's coordinate system to the earth's coordinate system. We define 3-axis rotation matrices as follow:
where R(X ) is responsible for rotating Y − axis around the X − axis to be paralleled to the horizontal plane, R(Y ) is responsible for rotating the X − axis around Y − axis to be paralleled to the horizontal plane. The a = a x , a y , a z T is corrected into a = a x , a y , a z T under ''standard posture'' using rotation matrices, in which:
Earth is a good inertial system when studying vehicle motion on the ground. In order to effectively evaluate the intensity of vehicle movement, the change rate of Euler anglesṘ = ψ ,θ ,φ T was investigated. For the 3-axis angular velocity ω = ω x , ω y , ω z T , the relationship between attitude angles' (Euler angles') change rate (derivative) and smartphone's angular velocity [35] is:
By calculating the inverse of the matrix, the following results can be obtained from (4) as:
When the pitch θ = ±90, it will cause the ''Gimbal Lock'' problem, which may be considered as a singularity of parameterization, resulting in the loss of a degree of freedom that is believed to cause troubles in engineering applications. Some studies proposed various methods to try to solve the ''Gimbal Lock'' rotation problems, such as quaternion [36] , [37] . However, compared to quaternion, Euler angle is a simpler way to describe the attitude of vehicle or smartphone. In our work, smartphone was fixed on the vehicle's center console and the pitch θ of smartphone in a running vehicle is impossible to reach ±90 degrees, so the ''Gimbal Lock'' problem can be ignored. Since that the earth's coordinate system is fixed, data correction can eliminate the impact of the location of the smartphone, the horizontal angle of the vehicle or the condition of road, for instance, the ground is uneven.
The sampling rate for the accelerometer, gyro and orientation sensors was 50 Hz. There may be spike noises, or highfrequency signals in the data, which are no value for human driving motion recognition. They may affect the performance of machine learning algorithms, making our data lacking of versatility. Filtering out the noises in the sensor data can increase the performance of machine learning methods. In previous works, median and average filters based on sliding windows [38] , and other noise filters were applied successively, in which noises can be suppressed and movement information can be kept [8] , [39] . The entire sensor dataset containing acceleration a and attitude angles' derivativeṘ is defined as χ ∈ R N χ ×M χ . The sample in each time step t is defined as:
where N χ is the dimensionality of sensor data in χ, and M χ is the amount of dataset χ.
A mobile filtering algorithm is designed as follows:
where k is the size of the filtering window. Subsequently, the data are sorted in each filter window after removing the maximum minimum values, and then the values are selected for averaging. A case of the filtered data is visualized in Fig. 5 .
After being corrected and filtered, the sensor data are stored. Hereafter, each driving event in time-series data is annotated. In [1] , [39] , Some studies have shown that normal acceleration or deceleration never reach a Y-axis g-force more than 3 m/s 2 ( a y ≤ 3 m/s 2 ). Aggressive acceleration and deceleration are represented with a steep slope and short time frame, which are clearly distinguishable from normal maneuvers. These normal lane changes reveal an average X-axis g-force less than ±1 m/s 2 approximately, while these aggressive lane changes produce a g-force well over ±5 m/s 2 . The author concluded that the average time of completing a safe lane change was 75% longer than a sudden lane change. Four kinds of detection algorithms for typically dangerous driving behaviors, such as abnormally acceleration, deceleration, steering and weaving, are designed, which cover the 3-axis acceleration, angular velocity, and the duration of driving event ( τ ) [38] . Based on the above studies, driving event detection algorithms can be summarized in Table 1 .
Finally, driving event record sets that cover tri-axial linear acceleration and attitude angles change rate with 6-class driving event are captured. This dataset is named Multiclass Driving Behavior Dataset (MDBD, see Table 2 ). Part of the data characteristics in different driving events are visualized in Fig. 6 .
In order to verify the effectiveness of our method, our entire dataset was randomly split into training and test subsets at ratio of 7:3. Among these subsets, training set is our ''gold standard'' to train the model while test set is adopted to validate the performance of our framework. Table 2 provides the data structure of MDBD.
B. DATA NORMALIZATION AND WINDOWING
Due to the difference in scales of sensor data, they should be normalized to make features within a similar scale in classification algorithm. Normalization technique is often applied as part of data preparation in machine learning. The goal of normalization is to transform the dataset into a common scale, maintaining the general distribution of the source data [41] . Specifically, the normalization process is necessary for neural network framework, not only for the output variables of network but also for the input ones, prior to the training process. It is very important to obtain good results and significantly reduce the computational time [42] , [43] . In the case of Min-Max normalization, it is easy to make the normalization result unstable, if Max and Min are unstable. In the case of Z-Score standardization, the data conforms to the standard normal distribution. It will not cause ''failure'' after the data is changed, but improve the performance [44] . We use (8) to unify data scales as [44] , [45] :
where mean (χ n ) and std (χ n ) are the mean and standard deviation of the n th dimension sensor data respectively. So we can getā = ā x ,ā y ,ā z T andR = ψ ,θ ,φ T from a andṘ after being normalized. Because the smartphone sensor data obtained by the android software are continuous and times-series, we use sliding window method to divide the entire dataset into multiple discrete data segments (driving event data units) by period. In order to extract contextual features, and ensure the continuity of the data segment, we adopt overlapping sliding window method to obtain the data segments with a default time window T χ . For the sensor dataset with N χ dimensions, the i th windowed sample x (i) hold D x = T x × N x dimensions, which are generated by
when x (i) moves at the time axis by t time step, we can generate the windowing dataset X ∈ R N x ×M x , where N x = N χ and M x is the amount of the windowing dataset X . For MDBD possessing 6 dimensions in our task, we set the window size to 50 samples and t to 10 samples referred to [6] . We have a total of 7036 samples after data normalization and windowing. Each instance x i in the windowing dataset has 50×6 dimensions. Then we feed training set to our classification model.
C. MODEL ARCHITECTURE
Our framework consists of three parts: driving event feature extraction, time information mining, and driving event prediction. In our model, the input sensor data segments are firstly fed into a CNN backbone to extract feature maps. Then we fuse RNN and Attention mechanism for time information mining, where the attention unit can learn the weight of feature maps based on contextual information to improve detection accuracy. During the prediction phase, we feed the output of recurrent layer into a classifier layer to generate the predicted driving event categories.
As shown in Fig. 8 , a set combination of various operations is implemented for sensor data feature extraction. It starts by passing data segments with D x dimensions through CNN. The following module is the attention based recurrent layers for temporal feature extraction, whose inputs are the feature maps of the last convolutional layer. Lastly, the recurrent layers are followed by a classifier yielding the class probability distribution for driving behavior identification.
1) CONVOLUTIONAL NEURAL NETWORK (CNN)
CNN is mainly used for data with dense features learning such as images and speech [46] . In our method, CNN [1] , [38] , [39] .
TABLE 2.
The data structure of MDBD. 'Driving Event Type' represents 6-class driving event type in the whole dataset. a x , a y and a z is 3-axis accelerometer sensor data respectively.ψ,θ andφ is attitude angles change rate respectively. The type of those sensor data is continuous.
backbone is utilized to extract the features of the processed sensor data, which is composed of three parts: Convolutional layer, Activation function, and Pooling layer.
a: CONVOLUTIONAL LAYER
Standard convolutional layer employs a series of convolutional kernels into the input data segments and the output feature map in each subsequent layer could be regarded as abstract transformations of image. In convolutional operation, the size of output feature map in layer l is [47] :
where · denotes floor operation. W and H indicate the width and height of the current feature map while p l and s l are extra hyper-parameters named padding and stride. Specifically, each element in feature map is computed by:
where x 0 i = x i , M j here indicates the receptive field of filter and b l j is bias term.
b: ACTIVATION FUNCTION
In the equation above, ϕ(·) is called activation function applied for non-linearity mapping. In our method, we utilize
Rectified Linear Units (ReLU) ϕ(x) = max(0, x) for more efficient training.
c: POOLING LAYER
Among convolution blocks, pooling layer is a common choice for feature dimension reduction when maintain spatial translational invariance. In our method, max-pooling layer is selected which applies local pooling by preserving maximum of receptive field and discarding other values. After feature extracting, the feature map is split into a N x -instance sequencex = x 1 , . . . ,x N x in time dimension. This sequence is then fed into the recurrent layers.
2) ATTENTION BASED RECURRENT LAYER
RNN is one of the popular choices in text homogenization and serialization of high-dimensional sparse features [48] . Two extended RNN are LSTM and GRU. LSTM is done with the forget gate and the input gate while GRU adopts the update gate. They both use purpose-built memory cells to store information, which are helpful to find and exploit long range dependencies in time series data. Thus, we choose LSTM and GRU as the recurrent component.
Smartphone's sensor data is a time series data, which contain more complex temporal information. Feature maps have distinctive contribution to identification of the driving behavior. With an attention mechanism, we can extract feature maps that are more valuable than others for classification. Thus we extend the attention mechanism (see Fig. 9 ) introduced by ref. [49] to capture salient structures of data. The output of attention unit can be also viewed as weighted averaging of output over time, where the weights could be learned automatically through context.
As depicted in Fig. 9 , Each layer of RNN owns n hidden nodes h 1 , . . . , h n . In the t th time step, the attention unit takes the input vector h 1 t , . . . , h n t , which is the hidden state of the RNN at that time. For the segment featurex t wherẽ x t = x 1 t , . . . ,x N x t , the context information is calculated by:
where we utilize Tanh function σ (x) = e x − e −x / e x + e −x as the activation function, W q ,W h and b q are the parameter matrices and bias term.
Given the current hidden state h i t of the decoder at t th time step, it returns the unnormalized importance score q i t . Once the scores for all the nodes h 1 t , . . . , h n t are computed, we are able to obtain α i t , which is the attention weights at t th time step describing the importance of the input vector. α i t is learned based on the importance of each element of the vector. The contextual attention-based output is:
where v i t represents a weighted arithmetic mean of the input vector. It also is a dynamic representation of the feature map at time step t. As depicted in Fig 9, the output of the attention model V t = v 1 t , . . . , v n t is used as the input vector for the following classifier.
Next, we augment V t to the basic LSTM to rewrite the basis formulation of LSTM [12] as:
where · is the vector inner product, δ (·) is the logistic sigmoid function, σ (·) is the Tanh function, and i, f , c and o are respectively the input gate, forget gate, cell state and output gate, all of which are the same size as the hidden vector h 1 , . . . , h n and could be updated at every time step. Similarly, the V t is added into GRU referenced by [13] and the outputs could be calculated by: 
3) CLASSIFIER FOR IDENTIFICATION
The classifier layer is a fully connected layer on the top of each interval. We feed the output of recurrent layer V t into a classifier layer. In the classifier layer, we have a learnable matrix W o with a bias term b o to decode V t intoŷ, such that y = W o V t + b o , which is the predicted category probability.
D. MODEL OPTIMIZATION 1) LOSS FUNCTION AND OPTIMIZER
Loss function is the criterion for training process. Since our model aims to solve a classification task, the most commonly used objective function is cross-entropy cost function:
whereŷ x (i) is the prediction of the model based on the instance x (i) . x (i) , y (i) represents the input sample and label of i th data instance. The second term of (16) represents the weight penalty term λ that can control the strength of the penalty term W . In terms of optimizer, the SGD [50] , Adam [51] and RMSProp [52] are chosen as our optimizer. In order to avoid over-fitting problem, we utilize L2-norm and dropout method [53] . As to learning rate policy, we set learning rate to 0.001. In addition, mini-batch size is set to 100.
IV. EXPERIMENTS A. BASELINES SETTINGS
In this section, we present some experiments to validate framework for multiclass driving event classification. Our codes are based on Tensorflow framework [54] with Python and run on four GeForce GTX 1080 Ti GPUs. In the aspect of experiments design, we evaluate our model by comparing it with other two baselines, which are the variants of our model by removing the attention unit in the architecture. In addition, we also validate the performance of our method compared to some other state-of-the-art models [10] .
DeepConvGRU-Attention: This model has two depth wise separable convolutional layers and a pooling layer in CNN module, followed by stacked GRU with two attention-based layers.
DeepConvLSTM-Attention: Compared to DeepConvGRU-Attention, this model replaces GRU with LSTM in the recurrent layers.
CNN: Two different CNN backbones with different sizes of convolution kernels are introduced to test their performance on smartphone sensor data. This baseline algorithm is used to verify the effectiveness of the recurrent layers in finding and exploiting long range dependencies in time series data, which is suitable for driving pattern recognition. DNN: There are two different types of DNNs with different numbers of hidden layers and neurons referred to [55] .
We use all original sensor features to identify driving behaviors. For more in-depth research to the proposed model and show the power of our end to end framework compared to traditional models, artificial feature extraction referred to [5] , [10] is implemented, which derives five statistical features including mean, median, standard deviation, max and min for original features. Totally, 30 statistical features are obtained in MDBD. We chose the KNN, Decision Tree, Random Forest algorithms [10] and SVM, Naive Bayes [4] , [5] that have been proved to show good performance as the baselines.
B. HYPER-PARAMETERS SETTINGS
To achieve the best performance for each model on the dataset, parameters are fully tuned. The hyper-parameters of compared deep models and machine learning algorithms are listed in Table 3 and Table 4 , where the structure of layers, learning rate, dropout, optimizer, etc. are illustrated.
C. EVLUATION METRICS
In order to accurately validate our model, we select three evaluation metrics in our experiments: Accuracy, AUC [56] and weighted F1 score. Related work has used the weighted F1-score as primary performance metric previously [57] . In order to compare our results to the state-of-the-art we also estimate the weighted f1-score, which is defined as:
where i is the class index and ω i = n i /N is the proportion of samples of class i, with n i being the number of samples of the i th class and N being the total number of samples. precision-recall is calculated by: 
in which TP, FP and FN represent True Positive, False Positive and False Negative samples respectively so the Precision measures the samples that are incorrectly detected while higher Recall indicates the lower recognition error rate. Average precision (AP) [58] summarizes such a plot as the weighted mean of precisions achieved at each threshold, with the increase in recall from the previous threshold used as the weight: AP = n precision n − recall n−1 precision n (20) where and are the precision and recall at the nth threshold. A pair precision k , recall k is referred to as an operating point. micro-Average Precision (mAP): quantifying score on all classes jointly.
V. RESULTS AND DISCUSSION
A. LEARNING EFFICIENCY AND GENERALIZATION ANALYSIS
In training stage, we study the effect of the attention and RNN units on model learning efficiency and generalization ability under different optimizers: Adam, RMSProp and SGD. We adopt 5-fold cross-validation to make sure the model generalization when keep a high classification accuracy, in which the total data samples are divided into 5 parts where 4 of them are used for training model and one part is employed for validation. We only illustrate the result of evaluations according to accuracy in first fold training and verification stage in Fig. 10-12 . From the results in Figure 9 -11, we can see that the attention based DeepConvGRU/DeepConvLSTM consistently outperforms CNN and under all optimizers. It can be noticed that DeepConvGRU offers a striking performance improvement. The baseline CNN and DNN have the worst generalization ability under SGD optimizer. The fact that DeepConvGRU/DeepConvLSTM could obtain better performance than CNN and DNN may be explained by the ability of RNN cells to capture temporal dynamics within the data sequence processed.
One can see that the models have different performance with different optimizer. Our proposed models have stable performance under all optimizers. The baseline DNN has relatively poor learning efficiency and generalization ability. In the case of SGD optimizer, the baseline CNN and DNN are hard to converge.
B. PRECISION-RECALL ANALYSIS
To further investigate the false positives and recognition error rate, mAPR (micro-averaged Precision-Recall over all classes) curve is investigated, and PR curves comparing different methods are shown in Fig. 13 . As observed in Fig. 13 (a), precision could keep a high value in a small range of recall. Besides, the attention based and L2-constrained Deep-ConvGRU/DeepConvLSTM could obtain a large precision and recall compared with CNN and DNN, which indicates that it could effectively reduce false positives rate as well as recognition error rate. PR curves among all the classes with DeepConvGRU/DeepConvLSTM are shown in Fig. 14 and  Fig. 15 . There is a significant decline in PR curves of Event #5 (''Breaking'') and #6 (''Acceleration''), which indicates that these events are relatively difficult to recognize, and more false positives are recognized leading to lower precision. Furthermore, among these illustrated PR curves, our proposed model performs best on Event #2 (''Static'') with the highest integral of the PR curve, which means that maintains a high precision in addition to recall could be obtained at the same time.
C. MULTICLASS DRIVING EVENTS RECOGNIZATION RESULTS
We calculate the AP among all the classes, Accuracy, AUC, F1 score of the test set to evaluate the performance of our proposed model and other baselines. All models are training by adopting 5-fold cross-validation under Adam optimizer.
As seen from Table 5 , the attention based DeepCon-vGRU/DeepConvLSTM architecture could significantly outperform CNNs on almost all classes, leading to around 1% and 13% mAP improvement respectively. Similarly, the proposed models also have a great improvement over DNNs, which improving 36% and 53% mAP respectively. Furthermore, CNN with smaller sizes of convolution kernels might obtain lower mAP because of the smaller receptive field of feature maps in shallow models. CNN1 with a larger convolution kernel can capture longer local dependency among the temporal dimension than CNN2. Another observation derived in Table 5 is that DNN2 with 3 layers achieves detection precision with 44% mAP, which is worse than DNN1 with 2 layers. This might be explained by Fig. 10-12 where training accuracy of these two models are shown to be close in training phase, implying that more depth of network could be less significant in improving performance when VOLUME 7, 2019 model owns enough depth. Apart from these results, there are obvious differences within classes. Specifically, Event #5 (''Breaking'') seem to be the most difficult to be recognized with almost all the models. This is caused by that the amount of Event #5 samples is the least in the dataset. Event #3 (''Left turn''), Event #4 (''Right turn'') and Event #5 (''Breaking'') are relatively easy to identify for the models with CNN backbones. Table 6 illustrates the performance comparison of the proposed framework compared with traditional models including CNN, DNN, KNN, Decision Tree, Random Forest, SVM and Naive Bayes. Without feature selection, our framework performed better than Decision Tree, SVM and Naive Bayes using artificially designed features. our framework also gained similar good performance to KNN and Random Forest using artificially designed features.
As seen from Table 5 and Table 6 , experimental results showed that our framework outperformed traditional methods without any feature selection. Obviously, our framework can perform end-to-end training without any feature selection and work directly on the raw sensor data with simple preprocessing, making it universally applicable.
D. COMPARATIVE ANALYSIS OF DATA CORRECTION AND FILTERING
To illustrate the role of data correction and filtering, two comparative analysis experiments have been implemented. Table 7 illustrates the performance comparison of models using corrected and filtered data (Col. III) uncorrected and unfiltered data (Col. I), as well as corrected and unfiltered data (Col. II). In the Col. III of Table 7 , the results show that most models using corrected and filtered data yielded the best performance. Furthermore, most models using corrected and unfiltered data perform better than mode using data without correction and filtering. Some deep learning methods with CNN backbone (for instance, DeepConvGRU/DeepConvLSTM, CNN) and machine learning algorithms (such as Decision Tree and Random Forest) are robust to noise in data. Although the improvement is not obvious after data correction and filtering, data preprocessing is very important for improving the results for those machine learning algorithms, such as SVM and Naive Bayes. Therefore, in order to ensure the universality of the data set, some data preprocessing is necessary. 
E. EFFICIENCY COMPARISON
Our deep learning models were developed with python based on Tensorflow framework, and they are deployed on a data center, whose running environment is a server with four GeForce GTX 1080 Ti GPUs using the Ubuntu 14.04.1 Server OS. The smartphone is connected to the server and the android application is sending sensor data to the server continuously. The models processed these data and sent identification results to the smartphone or stored for further use. The efficiency of deep learning models is important to real world applications. The efficiency (Elapsed Time) comparison of different models is investigated on the testing dataset. As can be seen from Fig. 16 , the elapsed time of the deep learning model is comparable to that of machine learning algorithms, which can respond in about 300 milliseconds after receiving input signal. In particular, the driving event duration commonly lasts for seconds, which demonstrates that our models can meet the needs of actual applications.
VI. CONCLUSION
This paper proposed an innovative data correction and filtering method to build driving behavior dataset, and presented a novel end-to-end automatic deep learning framework based on the combination of CNN and RNN network to identify driving events. In the framework, the attention based GRU/LSTM cells were integrated into CNN to distinguish activities from similar driving behaviors. From the performance comparison of the proposed framework with the baseline models several main findings were obtained.
First, the attention-based and L2-constrained DeepCon-vGRU and DeepConvLSTM were significantly more suitable for identifying disambiguate closely-related activities, which tend to differ with ordering time series data. It was applicable for the activities that were longer than the observation window. The experimental results showed that our framework could capture local dependency among the temporal dimension as well as across spatial locations.
Second, our framework outperformed traditional methods without any feature selection. Since sensor data sometimes are massive and high-dimensional, our framework is very advantageous in the case of difficult feature selection.
Third, it was also obvious that the proposed framework was able to learn features from original signals and fuse the learned features without any specific preprocessing. Surprisingly but reasonably, the attention-based and L2-constrained DeepConvGRU/DeepConvLSTM achieved competitive F1 scores (0.9508 and 0.9579 respectively) while directly using smartphone sensor data. This provided a path to address a similar issue that sensor data from different sources must be automatically processed.
From the above we can draw that our proposed methods successfully achieve multiclass driving events classification, and outperformed the traditional methods. Aggressive driving events are rare. Thus it results in data imbalance, which will affect the performance of the classification model. In this work, considering the amount of data, we do not make further distinctions between normal driving behavior and aggressive ones. In the future work, as the amount of collected data increases, the normal and aggressive driving behaviors will be further annotated separately. Through mobile phones, we can feedback the identification information to drivers to remind them to pay attention to driving safety in real time. At the same time, some statistical data of the results can be used by insurance companies to assess driver's driving risk.
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