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A graph G is locally s-regular if for any two s-arcs of G having the same 
head there exists a unique automorphism of G mapping the first of these s-arcs 
to the second. This is a natural generalization of the concept of an s-regular 
graph. We extend the results of [2]concerning s-regular graphs to this wider class. 
We also describe an example of a locally 7-regular cubic graph which is not 
7-regular. 
The object of this paper is to extend some of the results of [2] and [3] 
to locally (A, #)-regular graphs (see the next section for definitions). 
W. T. Tutte [6] proved that if G is an s-regular finite graph of valence 3 
then s < 5. The value s = 5 is attained, for instance, by the &cage 
[7, p. 761. In [3] it has been shown that if G is an (A, $)-regular graph of 
valence p + 1 with p a prime then s < 7 and s f 6. In the last section 
we shall describe a graph having 126 vertices, valence 3, girth 12 and 
which is locally *I-regular. Of course, that graph is not 7-regular, i.e., it is 
not vertex transitive. 
In Section 2 we study in some detail the group N which is the centralizer 
of the subgroup A of aut(G) considered as a permutation group of the set 
of s-arcs of G. We believe that an intimate knowledge of the structure of 
this group is the key for the description of all locally (A, s)-regular graphs. 
1. DEFIMTIONS 
We continue to use the terminology introduced in [2]. We say that a 
graph G has girth s (2 3) if there exists a circuit in G of length s and there 
are no circuits of length -=c s. 
Let G be a graph and A a subgroup of aut(G). We say that G is locally 
(A, s)-transitive if for every two s-arcs S, and S, of G such that S,(O) = S,(O) 
there exists cy. E A for which c&, = S, . If moreover this 01 E A is uniquely 
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determined by S, and S, then we shall say that G is !oocaljy (A, s)-regular. 
We say that G is locally s-transitive, respectively vocally s-regular, if it is 
locally (A, s)-transitive, respectively locally (A9 s)-regular, for A = aut(G). 
We say that G is (A, s)-regular if it is vertex-transitive and locally (A, s)- 
regular. Finally, G is s-regular if it is (A; s)-regular for A = am(G). This 
last detinition coincides with that given in [2]. 
2. LOCALLY (A, s)-REGULAR GRAPH 
A graph G is locally (A, 0)-regular if and only if a E A and s(v) = D for 
some u E V imply that E = 1. G is (A, O)-regular if and only if A acts 
regularly on V. If G is O-regular then either it is connected or has just two 
vertices and no edges. 
From now on (in this section) we denote by G a connected graph such 
that every v E V(G) = V has valence at least 2 and V is non-em 
A be a subgroup of aut(G) and s 2 1 an integer. 
hMM4 1. If G is locally (A, s)-transitive then A is tra~s~tive on the 
edges of G. 
Proof- Since G is connected it suffices to show that any two edges with 
a common vertex belong to the same orbit of A. Let vg il 4, vg E Y and U, 
adjacent to u1 and v2. There exist s-arcs S1 and Sz of G such that 
S,(Q) = S,(O) = v,, ) S,(I) = v1 , S,(l) = ug . There exists 01 E A such that 
olSl = S, . This 01 maps the edge joining vg and v1 to the edge joining u0 
and z;~ . 
b2MMA 2. If G is locally (A, s)-transitive then either 
(i) A is vertex-transitive, or 
(ii) A has exactly two orbits on V, say V+ and V-, af?d every edge of G 
joins a vertex in V+ to a vertex in V-. 
ProojY This is an immediate consequence of Lemma 1. 
From this point on we shall assume that G is locally (A, s)-regular, In 
case (i) of Lemma 2 G is (A, s)-regular and such graphs have been studied 
in 131. Thus we shall also assume that case (ii) of Lemma 2 applies, i.e., 
A is not vertex-transitive. As in that lemma we denote by V+ and V-- the 
two orbits of A in V. Let Z be the set of s-arcs of 6. We split L? into 
two parts 
.z+=jsEZIIs(Q)Ev+), 
z- = (S E .z / S(0) E v-1. 
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LEMMA 3. Z+ and .Z- are the orbits of A in 2. 
Proof. If S, and S, are in 2+ then there exists cy E A such that 
(c&)(O) = S,(O). Since G is locally (A, s)-regular there exists fi E A such 
that /3&, = S, . Thus Z+ is an orbit of A. Similarly, .Z- is an orbit of A. 
All the vertices in V+ have the same valency, say Y + 1. Also the vertices 
in V- have the same valency, say m + 1. 
LEMMA 4. Ifs is even then r = m. 
Proof. Let T be a fixed (s - l)-arc of G. Define 
& ={SE.ZIS(O,S- 1) = T), 
Z2={S~zl~S(1,s)= T], 
A(T)=(cxeA)cxT= T>. 
Let S, E Z1 and S, E Z2 be fixed. Then we have bijections 
AtO -+ &, 01b-+ChS~, 
and 
47’) --+ zl, , CXWCXS,. 
Thus these sets have the same cardinality 
Since s is even one of the vertices T(O), T(s - 1) is in I’+ and the other 
in V-. The valences of these vertices are j Z2 1 + 1 and 1 Z1 I + 1 and the 
result follows. 
Now, we fix an S+ E Z+ and an S- E E. Put 
T+ = S’(0, s - l), T- = S-(0, s - l), 
A(T+) = I+ = {a E A j ciT+ = Tf}, 
A(T-) = I- = {a E A / aT- = T-1. 
Choose an S, E 22 such that S,(l, s) = T+ and an S, E .2 such that 
&(I, s) = T-. 
Now, we define 
s,+ = as, ) for a E I+, 
so- = P& 9 for /3 E I-. 
For (i, j) E I+ x I- we define a map pij: .Z * Z by 
p&s+) = c!&+>, for 01 E A, 
p&d-) = a(&-), for EEA. 
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LEMMA 5. We have 
(i) pij is a bijection, 
(ii) p&z+) = 27-,p&-) = 2+, 
(iii) rj- 01 E A then 01 commutes with pij _ 
Proof. (i) It is clear from the detiition that p&E*) C Z- and 
p&2-) C Z+ because S, E Z- and S, E Z’f. Thus if T1, T2 E.Z and 
~~~(9~) = pij(T,) then either T1 , T2 E Zf or T1 9 T, E .Z-. Assume that, for 
instance, T1 , T, E Z+. Then T1 = qS+, T, = CX,S+ for some 01~ , ~1~ E A. 
We have LX,,&+ = c+Si+. By Lemma 3 we get a1 = a2 and then Ti = T2 ” 
Thus pij is injective. Surjectivity ofp,, follows from the definition ofg,. and 
Lemma 3. 
(ii) This is now clear. 
(iii) If S E 29 there exists /3 E A such that S = @S+. Then 
pij(US) = p,j(UfiS+) = UpSi+ = Up,j(pS+) = O!pij(S). 
If S E Z- there exists y E A such that S = yS- and again 
Pij(US) = pfj(uys-) = uys- = QLp&S-) = q?@(S). 
Hence, piju = upij . 
Let PI be the subgroup of the symmetric group in 27 which is generate 
by all the permutations pij , (i, j) G I+ x I- = I. Let H+ be the subgrou 
of H which consists of all r E H such that rrS = S for all S E 27. %milarly, 
H- is the subgroup of H which consists of all 7s E H such that s-8 = 5’ 
for all S E .Z+. From now on we shall assume that r > 2 and m 2 2. 
THEOREM 1. We have 
(i) II is transitive on 2, 
(ii) El+ is regular on Z+, 
(iii) H- is regular on Z-. 
Psoof. (i) Let S, T E Zand T(l, s) = S(0, s - 1). Assume that S E Z-E 
and choose LX E A such that S = c&f. Then &S = Sf and a-IT = Si+ 
for some i E I+. Thus a-IT = Si+ = pij(S-+) where j E 1- is arbitrary. 
have T = ap&S+) = pii = p&). Thus S and T belong to the same 
orbit of H. It follows that His transitive on Z. 
(ii) Let S, , S, E 2P and S,(O, s - 1) = S&J, s - 1). Choose SE Z- 
such that S(l, s) = S,(O, s - 1) and S,(l) f S(0) f S,(l). There exist 
i, k E I+ such that 
s = p& = p&g . 
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Note thatp;ip,, E H+ because pi1 andp,, coincide on Z-. We have S, = n& 
with rr = p$pil E H+. 
If s > 2 let S, , S, E 27+ be such that S,(O, s - 2) = S,(O, s - 2). 
Choose Tl , T, E Z- and T E Z+ such that T,(O, s - 1) = T,(O, s - l), 
T,(l) s) = S,(O, s - l), T,(l, s) = S,(O, s - 1) and T(l, s) = T,(O, s - 1). 
Then there exist i, k E I+ and U, u E I- such that 
Then we have 
and it is easy to see that rr E H+. 
It is clear that this argument can be extended to show that if S, , S, E Z+ 
and S,(O) = S,(O) then S, = nS1 for some rr E H+. Moreover, it can be 
extended further to show that given two vertices q and ~1~ in V+ which are 
adjacent to a vertex ZI E V- then an S, E ,Z+ with S,(O) = zil can be mapped 
by some 7~ E H+ onto rrS1 = S, such that S,(O) = v2 . 
From these two facts it follows that H-‘- is transitive on .Z+. 
Now, assume that Z- E H+, S E Z++, and Z-S = S. If T E B- then T = olS 
forsomeolEAandrrT=rrolS=a~S=olS=T.Thusa!=landH+ 
must be regular on Z+. 
(iii) The proof of this is similar to the proof of (ii). 
THEOREM 2. Consider A as a group ofpermutations on z‘. Then A and H 
are centralizers of each other in the symmetric group on Z. 
Proof. From Lemma S(iii) we know that A and H centralize each other. 
Let r be a permutation of 2 which commutes with every 01 E A. We want 
to show that rr E H. Since H is transitive on Z we may assume that 
$S+) = S+. Then for every 01 E A we have r(c&+) = a(vS+) = &f. Thus 
T&S) = S for all SE Z+. Since H- is transitive on Z- we may in 
addition assume that rr(S-) = S-. Then for every 01 E A we have 
?~(d-) = 01(mS-) = as-, i.e., r(S) = S for all S E Z-. Hence, rr = 1 E H. 
Now let u be a permutation of Z which commutes with every rr E H. 
We want to show that u E A (in fact, this means that o is induced by the 
action of some element of A). If US+ E z” we can choose rr E H- such that 
~GS+ # OS+. Then OS+ = o&+ = ACTS+, which is a contradiction. There- 
fore QS+ E ,Z+. Since A is transitive on ,Z’+ we may assume that OS+ = S+. 
Then for every m E H we have onS+ = VZS = 7~Sf. Since His transitive 
on Z this shows that US’ = S for all S E Z: i.e., cr = 1 E A. 
The proof is completed. 
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THEOREM 3. The subgroup HW1 of H generated by 
direct product H+ x H- and (H: H-3 = 2. H-l consists of aEE 
that n=(Z+) = 27 and r(F) = Z-. 
PPQO$ We have Hml = H+ x H- because I?+ and CQmm~te 
elementwise and H+ n II- = 1. H-, is not transitive on Z and hence it is 
a proper subgroup of H. Since pi@+) = Z- and p&F) = 27 we have 
a surjective homomorphism of H onto the symmetric group of the two- 
element set {Z+, Z-}. Hml is contained in the kernel of this ~~OrnQrnor~~srn~ 
We need only show that in fact HP, is the kernel of that bornornor~his~~~~ 
In other words we have to show that if ;? E H and n(P) = 22+ and 
T(.Z-) = Z- then rr E H-, . We may assume t at r(X+) = S+ a 
i-ifs-) = S-. Since cxS+ = M~-S+ = 2702P, CXS- = owns- = zaS- for al! 
olEAwehaver= IEH-~. 
< k < s we define Hkf to be the subgroup of H+ which consists sf 
ali those 7r E H+ for which (r,S+)(Q, k) = S 
Similarly we define Hh- for -1 < k < s. In 
Note that if 71 E Hk+ for some 0 < k < s then we have 
(dS)(O, k) = S(0, k) for all S E Z+. 
Indeed, S = aS+ for some CY. E A and we have 
(mY)(O, k) = (m&+)(0, k) = (mS+)(O, k) = (aS+)(O, k) = S 
e have the following two chains of subgroups: 
1 = H,‘CH~J4X0’C 
1 = H,- C H,, C 
THEOREM 4. The indices in these chains o~subgro~~s are given by 
(H,+ : HIi) = Y + 1, (H,-:Hl-)=m+ I, 
where1 <k<s-1. 
Proof. This is immediate from the definitions and the fact that E?+(H-) 
acts regularly on Z+(E). 
For r E H we denote by ii the inner a~tomor~hism of H define 
+(a) = ~T-%JT for g E H. 
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THEOREM 5. Let 7~ E H\H-, and (i, j) E I. Then 
(i) 7?(H+) = H-, 
(ii) &(H,+) C H;E_, (0 d k < s), 
(iii) u E H,+\Hi+,, * ~~j(u) E Ii&el\Hy (0 < k < s), 
(iv) ifs = + for t even, E = -for t odd, then 
&(H:-,) C H,+_,-, (0 < t -G s>, 
&(H:-,) n HLi = 1 (0 < t d s>, 
H:.t-l = H,f&(H;-,) (0 < t < s - l), 
E = + if s - 1 is even, E = - if s - 1 is odd, and 
H,’ = Hl+ . $;3F1(H;-,) . { 1, a}, 
(vi) ifs > 2, E = + ifs is even, E = - ifs is odd, then H+ is generated 
by II,,+ and &W-J, 
(vii) The assertions (i)-(vi) remain valid if we interchange everywhere 
+ and - signs. We denote the corresponding assertions by (i)‘-(vi)‘. 
Proof. (i) If 0 E H+, SE zI+ then Z-S E Z-, UTS = rrS, +(u)S = 
V-&-S = S. Thus i;(H+) C H- and similarly 6(H-) C H+. Therefore 
i;(H+) = H-. 
(ii) For k = 0 this is evident. If k > 0, u E Hk+ then 
(pij%p$-)(0, k - 1) = (op,,S-)(l, k) 
= (piss-)(l, k) = S-(0, k - 1). 
(iii) We have 
(p,lup,S-)(k) = (up&-)@ + 1) 
# (p&W@ + 1) = S-(k). 
(i)‘-(iii)’ The proofs of these are similar to the proofs (i)-(iii). 
(iv) The inclusion follows from (ii) and (ii)’ by induction on t. The 
second assertion follows from (iii) and (iii)’ by induction on t. 
Now let u E HL,, . Then 
(p$f)(t, s - 1) = (us+)(o, s - t - l), 
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Thus there exists T E q-, such that 
(rp$f)(t, s) = (aY’)(O, s - t), 
(p$Tp;js+)(o, s - t) = (uSI”)( 
Hence, there exists an 01 E HL, such that ap$rp$Y+ = oSf, i.e., CT = c&(a). 
(v) Let 7 E H,,+ and assume first that (p&i’+)(O) f  (d?+)(I). Thea we 
can choose cv E Hz-, such that (olpi;‘S+)(s) = (d+)(l). Then 
(p$s+1ctp;2:-ls+)(0, 1) = (TSf) 
Hence, there exists p E HI+ such that 
ppij+p&+&+ = #, 
i.e., 
If (p+!?+)(O) = (rS+)(l) then ( pijaS+)(O) # (rS+)(l) and we get 
similar argument 
(vi) Pt suffices to show that the group r generated by Ho+ and Ij&@&) 
is such that for every v E V+ there exists y E I-’ for which (yS+)(O) = II. This 
will follow if we show that whenever zll , v2 E V+ are adjacent to some 
zjO E V- then there exists SE .Z+ and y E I-’ such that S(O) = zll and 
(Ywx = 7J2 * 
Choose S E Z+ so that S(0) = z)~ , (p$)(O) = u. , (p$Y)(O) i: zi2 . Then 
there exists G E Hz-, such that 
which completes the proof, 
(vii) This is clear. 
For -1 < k < s we let Ht = HkfHk-. For k = --I this coincides 
with the previous definition of H-, ~ From Theorem 5 we get the followmg 
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(iii) &(H,-,) C H,-+., (0 < t d s), 
&,(H,-,) n HS-, = 1 (0 < t < s), 
H,+, = H,&(H,-,) (0 < t < s - l), 
(iv) Lets > 2, (J~EHL~, o~EH~:~, cl f 1, u2 5 1. Then 
H,, = HI * Kyl(Hs--l) * (1, ~1, ~2 , ~21, 
(v) Ij’s > 2 then H-, is generated by HO and&(H,-J, 
(vi) Ifs 3 2 then His generated by onepij and H,-, . 
3. SOME EXAMPLES 
J. Tits [5] introduced the notion of a generalized n-gon. This is a certain 
incidence structure (S, C, i) consisting of two disjoint sets S and C and an 
incidence relation i. It is assumed that if two distinct elements of S u C 
are incident then one of them is in S and the other in C. We do not give 
here the complete definition of a generalized n-gon, for which we refer the 
reader to [5]. In [5] Tits studies trialities and shows that with any triality T 
there is associated a generalized hexagon (S, C, i) where S is the set of 
self-conjugate points of T, C is the set of fixed lines of T, and i is the usual 
incidence. Any generalized n-gon (S, C, i) can be represented by its Levi 
graph G, which is the bipartite graph with vertex set S u C and with edges 
joining distinct incident elements. We note that the girth of G is 2n. If the 
triality 7 is of type 1, with o = identity and K is a finite field then the 
graphs G are so-called 12-cages. (A 1Zcage is a finite connected graph 
which is minimal in the sense that it has girth 12 prescribed valency, and 
the smallest possible number of vertices.) Henceforth we assume that T is 
of the latter type. If Khas X elements then the graph G has 2(h6 - I)/@ - 1) 
vertices and valence X + 1 (see [5, Section 8.21). These graphs G are also 
described in [l]. Another representation of the generalized hexagons 
considered here is given in [4]. 
We shall show that the graphs G are locally 7-transitive. From 
[l, Lemma 21 (or [5, 4.3.11) it follows that, for each hexagon whose sides 
are distinguished lines, the diagonals joining opposite vertices are not 
contained in the quadric surface Q, (see [l] for the details, and note that 
in Lemma 2 there the number 8 should be 4). Therefore we can apply the 
Propositions 6.2.4 and 6.2.7 of [5], and it follows that aut(G) is transitive 
on the points of QG , on the distinguished lines of Q, , and on the circuits 
of G of length 12. Our assertion now follows from the fact that G can be 
viewed as a generalized 12-gon and consequently every 7-arc of G can be 
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uniquely extended to a circuit of length 12. In addition it follows that the 
graph G is not locally &transitive. We have also been able to verify that 
when char K # 3 the corresponding graphs G are not vertex-tra~s~t~ve~ 
The case in which X = 2 is of special interest. Then G has 126 vertices 
and valence 3. In this case the fact that G is not verte~“trans~t~ve fohows 
also from well-known results of Tutte [7]. It is not di cult to see that the 
stabiiizer of a 7-arc of G in aut(G) must be trivial (it suffices to remark that 
if a 7-arc T is fixed by an automorphism of G then so is each of the two 
7-arcs that precede T). Thus G is locally 7-regular. It follows that the group 
of order 26(26 - 1)(22 - 1) of [S, pO 513 is in fact isomorphic to a~t(G~~ 
It is not known if there exist locally s-regular graphs of valence 3 for s 
Since, for general A, the stabilizer of a 7-arc in the group of 
A6(X6 - I)(hZ - 1) of [S, p. 511 has order (A - 1)” we see that G is not 
locally 7-regular when h > 2. 
Some further examples of interest can be ~onstr~~t~d as follows. Let X 
be an s-regular graph with s > 1 and valence I” 2 3. Let Y 
derived from X by taking the midpoints of the edges of X 
vertices. Then Y has vertices of different valences 2 and Y an 
(2s - I)-regular. In particular, if X is the S-cage of valence 3 then Y is 
locally 9-regular. No examples are yet known of locally s-regular 
having vertices of valences rl and Y, such that I: > r2 3 3. 
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