Introduction
In this paper we compute characters of certain irreducible representations of loop groups based on non simply connected Lie groups. Apart from a general representation theoretic interest, our motivation to study these characters comes from the fact that they appear naturally in the theory of moduli spaces of semistable principal bundles over elliptic curves.
The characters of highest weight representations of loop groups based on simply connected Lie groups are well understood due to the Kac-Weyl character formula: Let G be a simply connected complex Lie group. We denote by L(G) the group of holomorphic maps from C * to G. This group possesses a universal central extension L(G) which, viewed as a manifold, is a non-trivial C * -bundle over L (G) . The natural rotation action of C * lifts uniquely to an action of C * on L(G) by group automorphisms. Let V be an irreducible highest weight representation of L (G) . Such a representation extends to a representation of the semi-direct product L(G) ⋊ C * . One can show that for any q with |q| < 1, the element (g, q) ∈ L(G) ⋊ C * viewed as an operator on V extends to a trace class operator on the Hilbert space completion of V . So one can define the character χ V of V at a point (g, q) with |q| < 1 as the trace of the operator (g, q) . This defines a holomorphic and conjugacy-invariant function on the space L(G) × D * , where D * denotes the punctured unit disk in C. The Kac-Weyl character formula gives an explicit formula for the character χ V restricted to a certain family of tori in L(G) ⋊ D * in terms of theta functions. This is enough to describe the character completely since almost every conjugacy class in L(G) × D * intersects this family of tori. If the group G is not simply connected, the loop group L(G) consists of several connected components which are labeled by the fundamental group of G. In this case, central extensions of L (G) have been constructed in [T] . Let L(G) denote such a central extension. The natural action of C * on L(G) does not lift to L (G) . Instead, a finite covering C * of C * acts on L(G) covering the natural C * -action on L (G) . So similar to the simply connected case, we can consider the semi-direct product L(G) ⋊ C * . We are interested in representations of L(G) ⋊ C * which, restricted to the connected component of L(G) ⋊ C * containing the identity, decompose into a direct sum of irreducible highest weight representations. Such representations have been classified in [T] Let V be such a representation. For q ∈ C * , let q denote the image under the natural projection C * → C * . As in the simply connected case, one shows that any (g, q) ∈ L(G) ⋊ C * with |q| < 1 extends to a trace class operator on the Hilbert space completion of V . Thus, one can define the character χ V of the representation V exactly as in the simply connected case.
The main goal of this paper is to give an explicit formula for the character χ V restricted to the connected components of (g, q) ∈ L(G) ⋊ C * which do not contain the identity element. This gives a generalization of the Kac-Weyl character formula. While the usual approach to the Kac-Weyl formula is rather algebraic, we work in a completely geometric setting. In particular, we identify the characters with sections in certain line bundles over an Abelian variety. To do this, we have to realize the space of conjugacy classes in a connected component of L(G) ⋊ D * as the total space of a line bundle over a family of Abelian varieties over D. Then we show that the characters have to satisfy a certain differential equation. In the simply connected case, the differential equation has been derived in [EK] . Our main step is a generalization of this equation to the non-simply connected case. Finally, we use the differential equation to obtain an explicit formula for the character χ V . In the simply connected case, this gives an easy proof of the Kac-Weyl character formula. In the non-simply connected case, we obtain a formula for the characters which very much resembles the original Kac-Weyl character formula. The main difference is that the character restricted to a connected component of L(G)⋊ C * not containing the identity is not governed by the root system ∆ of the the Lie algebra of L(G) ⋊ C * but by a new root system ∆ c which can be obtained from ∆ by a "folding" process. It is interesting to note that the Lie algebra corresponding to root system ∆ c can, in general, not be realized as a subalgebra of the affine Lie algebra corresponding to ∆. In this way, the situation resembles the case of characters of irreducible representations of non-connected compact Lie groups [W] . Also, Fuchs et al. [FRS] , [FSS] have obtained similar results calculating the characters of representations of Kac-Moody algebras twisted by outer automorphisms. These so called "twining characters" characters appear in a conjecture concerning Verlinde formulas for non-simply connected Lie groups [FS] .
Our main motivation for the study of characters of irreducible representations of loop groups based on non simply connected Lie groups comes from the theory of moduli spaces of semi-stable G-bundles on elliptic curves. For a given group G and an elliptic curve E q = C * /q Z with q ∈ D * , the moduli space of semi-stable Gbundles over E q consists of several connected components which are labeled by the elements of the fundamental group of G. The knowledge of the characters of L(G)⋊ C * allows to construct an analogue of a Steinberg cross section on each connected component of L(G) × { q} for any q ∈ C * such that q ∈ D * (see e.g. [Br] for the construction of a Steinberg cross section in loop groups based on simply connected Lie groups and [M] for the case of non-connected semi-simple algebraic groups). It turns out that there is a natural action of C * on this cross section, and that the space of orbits of this action is isomorphic to the connected component of the moduli space of semistable G-bundles on E q which corresponds to a connected component of L(G) × { q}. On the other hand, by construction, the cross is isomorphic to the affine space C r for some r ∈ N. So the approach outlined above gives a new proof of a result of Friedman and Morgan [FM2] which states that each component of the moduli space is isomorphic to a weighted projective space. These ideas will be published elsewhere.
Let us note that the results described in this paper can easily be extended to the case of loop groups based on non-connected Lie groups. The corresponding Steinberg cross sections will allow to study moduli spaces of semistable principal bundles with on non-connected structure groups.
The organization of this paper is as follows. In section 2, we review the construction of central extensions L(G) of loop groups L(G) based on non simply connected Lie groups G and describe their representation theory. In section 3 we study certain conjugacy classes in these groups. In section 4 we identify the characters of the representations of L(G) introduced in section 2 with sections of a line bundle over a family of Abelian varieties and deduce a differential equation for these sections. Finally, in section 5, we put everything together and deduce an explicit formula for the characters. In particular, in 5.3 we describe how the "folded" root system ∆ c appears for these characters. Finally, in the appendix we list among some other data corresponding to non simply connected Lie groups the root systems ∆ c .
Affine Lie groups and algebras
2.1. Affine Lie algebras. We begin by recalling some facts from the theory of affine Lie algebras. Let g be a complex finite dimensional simple Lie algebra and let h ⊂ g be a Cartan subalgebra. We denote the root system of g with respect to h by ∆ and let h R ⊂ h be the real vector space spanned by the co-roots of g.
The loop algebra L(g) of g is the Lie algebra of holomorphic maps from C * to g. The (untwisted) affine Lie algebra corresponding to g is a certain extension of L(g). Let us fix some k ∈ C and consider the Lie algebra
and
Here [x, y](z) denotes the pointwise commutator of x and y, and ., . is the normalized invariant bilinear form on g (i.e. the Killing form on g normalized in such a way that α, α = 2 for the long roots α of g). Note that the Lie algebras L k (g) are isomorphic for all k = 0. However, for different k they define non-equivalent central extensions of L(g) ⊕ CD. For k = 1, we usually omit the k and denote the corresponding Lie algebra simply by L(g).
The subalgebra
loops is an untwisted affine Lie algebra in the sense of [K] , and L(g) can be viewed as a certain completion of it (see [GW] ). The Lie algebra L(g) pol has a root space decomposition in the following sense: Set h = h ⊕ CC ⊕ CD and choose an element δ ∈ (h R ⊕ RC ⊕ RD) * dual to D. Then the root system ∆ of L(g) pol is given by
and we can write
The set ∆ is an affine root system. Let Π = {α 1 , . . . α l } be a basis of ∆ and let θ denote the highest root of ∆ with respect to this basis. Then we can define Π = {α 0 = δ − θ, α 1 , . . . , α l }, which is a basis of ∆. The Dynkin diagram of ∆ is defined in the usual sense and it turns out that it is exactly the extended Dynkin diagram of ∆ (see [K] ). The affine root system ∆ decomposes into
where the set ∆ + of positive roots is given by
By definition, the set of real roots of L(g) is the set
and the set of positive real roots is given by ∆ re + = ∆ re ∩ ∆ + . Sometimes we will need to consider twisted affine Lie algebras. If the finite dimensional Lie algebra g admits an outer automorphism σ of finite order, one can define the twisted loop algebra
where r denotes the order of the automorphism σ. The corresponding affine Lie algebra L(g, σ) is constructed in a similar manner as the untwisted algebra. It has a root space decomposition which is only slightly more complicated than in the untwisted case (see e.g. [K] ).
2.2. Loop groups and affine Lie groups. Let G be a complex simply connected semi-simple Lie group with Lie algebra g and suppose that g is simple. The loop group L(G) of G is the group of holomorphic maps from C * to G with pointwise multiplication. This is a Lie group with Lie algebra
There is a C * -action on L k (G) which covers the C * -action on LG, and we denote the semi-direct product G) . Its Lie algebra is the affine Lie algebra L k (g) in the last section Now assume that G is of the form G = G/ c , where G is simply connected and simple, c is an element of the center of G and c denotes the cyclic group generated by c. Since the group c may be identified with the fundamental group of G, the loop group L(G) consists of | c | connected components. In particular, the component of L(G) containing the identity element is isomorphic to L( G)/ c . We shall now indicate, following the paper [T] , how to construct certain central extensions of L (G) . We will first consider the group L c ( G) of holomorphic maps g : C → G such that g(t)g(t + 1) −1 ∈ c . Identifying the variable z with e 2πit , we
The goal is to construct all central extensions of L c ( G) and then see which of these extensions are pullbacks of central extensions of L (G) . To this end, let T ⊂ G and T = T / c ⊂ G denote maximal tori of G and G, and let Λ( T ) = Hom alg grp (C * , T ) and Λ(T ) = Hom alg grp (C * , T ) denote the respective co-character lattices. Then Λ(T )/Λ( T ) ∼ = c . The lattice Λ(T ) can be identified with a subgroup of L c ( G) by viewing it as a lattice in h R ⊂ h and identifying an element β ∈ Λ(T ) with the "open loop" t → exp(2πitβ). This shows that L c ( G) is isomorphic to the semi-direct product
Choose a central extension Λ(T ) of the lattice Λ(T ) by C * . Any such central extension is uniquely determined by a skew-symmetric Z-bilinear form (the commutator map) ω on Λ(T ) which is defined by
Here,λ andμ are arbitrary lifts of λ, µ
by conjugation. This action uniquely lifts to an action of
, where the action of Λ(T ) on L k (G) factors through the action of Λ (T ) . Now, the lattice Λ( T ) is a subgroup of L ( G) so that the restriction of the central extension of L( G) to this lattice yields a central extension Λ( T ) of Λ( T ). On the other hand, we can restrict the central extension Λ(T ) of Λ (T ) to the sublattice Λ ( T ) . One can show that due to the compatibility requirement of equation (1) on the commutator map ω, the two central extensions of Λ( T ) defined above are isomorphic. We may therefore consider the subgroup
We then have the following theorem ( [T] , Theorem 3.2.1 and Proposition 3.3.1). (1) requires ω(α, α 2 ) = −1 which is in contradiction to bilinearity and skew-symmetry of ω.
Definition 2.3. Define the fundamental level k f of G to be the smallest integer at which a central extension at level k f of L c (G) exists.
The basic level k b of G is defined to be the smallest positive integer such that the restriction of k b ·, · to Λ(T ) is integral. Obviously, for the fundamental level one has k f ∈ {1, 2}. One can show ( [T] ) that the basic level of G is always a multiple of the fundamental level of G. The fundamental and basic levels of the simple Lie groups are computed in [T] . We lits the basic levels in the appendix of this paper. Finally, we have ( [T] , Proposition 3.5.1):
Let us fix a commutator map ω satisfying the compatibility requirement from equation (1) for the rest of this paper
The group C acts naturally on L c ( G) by translations. This action factors through an action of C/ord(c)Z. We view C/ord(c)Z as an ord(c)-fold covering of C/Z ∼ = C * , which we denote by C * . Thus, we can define the semi-direct product 
The C * -part acts by translations, so the only interesting part is the action of L c ( G) 
Here, X is an element of the loop algebra L(g), andζ denotes the derivative of ζ with respect to t. Finally, as before, we have identified C * with C/Z by identifying the coordinate z with e 2πit . We are interested in the action of a specific element of σ c ∈ L c ( G) which is the product ζ c w c of an "open loop" ζ c which is defined as follows. As before, let θ denote the highest root of g. The set of elements α i ∈ Π which have coefficient m 1 = 1 in the expansion θ = l i=1 m i α 1 can be identified with the non-trivial elements of the center of G. Indeed, let {λ i } ⊂ h be the dual basis corresponding to Π ⊂ h * . Then the condition m i = 1 implies that exp(2πiλ i ) is an element of the center of G.
Let α c denote the root α which is identified with the element c in this identification and let λ c ∈ h denote the corresponding fundamental weight of g. There exists a unique w c ∈ W which permutes the set Π ∪ {−θ} and maps −θ to α c . Furthermore, let {e α | α ∈ ∆ + } be a Chevalley basis of the Borel subalgebra n ⊂ g. Then we can choose a representativew c of w c in N (T ) such thatw c (e α ) = e wc(α) for all α ∈ Π. From now on, we will denote both the Weyl group element w c as well as its representativew c ∈ N G (T ) simply by w c . Finally, we can define an "open loop" ζ c in G via ζ c (t) = exp(2πiλ c (t)). Now, the element σ c is defined as
The action of σ c on L k (g) can be described explicitly in terms of the root space decomposition: To each root α of g choose a co-root h α ∈ h. Set h α0 = h −θ + kC. Since λ c , α c = 1 and λ c , α = 0 for all α ∈ Π with α = α c , we find that its action on h is given by
A set of generators for L(g) pol is given by the set {e α , f α | α ∈ Π} with e αi = e αi ⊗1 for 1 ≤ i ≤ l and e α0 = e −θ ⊗ z, and accordingly f αi = f αi ⊗ 1 for 1 ≤ i ≤ l and
Then it is straight forward to check that σ c permutes the e αi according to its action on Π and similarly for the f αi .
The Lie algebra automorphism σ c has been studied in [FRS] . They have shown that the fixed point algebra L k (g) σc is again an affine algebra or it a trivial onedimensional Lie algebra. Note however, that L k (g) σc can be both twisted or untwisted affine even is L k (g) is untwisted.
2.4. Integrable representations and characters. As before, let θ denote the highest root of g and fix some non-negative integer k ∈ Z ≥0 . Let P + be the set of dominant weights of g with respect to Π, and let P k + denote the set of λ ∈ P + such that λ, θ ≤ k. To each pair (λ, k) with λ ∈ P k + , we can associate an irreducible highest weight module V λ,k of L(g) pol such that the center ofĝ acts as the scalar k (see [K] ). Letting D act on the highest weight vector of V λ,k as an arbitrary scalar uniquely determines an irreducible highest weight representation of L(g) pol . We will denote by V λ,k the highest weight representation of L(g) pol It was shown by H. Garland [G] that V λ,k admits a positive definite Hermitian form (., .) which is contravariant with respect to the anti-linear Cartan involution on Lg pol . Let us denote by V ss λ,k the L 2 -completion of V λ,k with respect to the norm defined by the Hermitian form. That is, if {v λkµi } i∈I(λ) is an orthonormal basis of the weight subspace
Analogously, we define the analytic completion of V λ,k to be the space
where D(µ) denotes the (non-positive) degree of the weight µ in the homogeneous grading. By definition, V ss λ,k is a Hilbert space and V an λ,k is a dense subspace in it. It is known ( [GW] , [EFK] ), that the action of L(g) pol on V λ,k extends by continuity to an action of L(g) on V an λ,k , but not to an action on V ss λ,k . We now turn to the representation theory of the affine Lie groups. We first consider the case that the corresponding finite dimensional Lie group is simply connected. In this case, the following result is well known (see e.g. [EFK] , Theorem 2.2 and Lemma 2.3).
Theorem 2.6.
(i) The action of the Lie algebra L(g) on V an λ,k uniquely integrates to an action of L (G) .
(ii) For any q ∈ C * with |q| < 1 and any g ∈ L(G), the operator gq
where D * denotes the punctured unit disk in C. Since any element in L(G) <1 extends to a trace class operator on V ss λ,k , we can introduce the functions
on L(G) <1 . These are exactly the characters of the modules V λ,k .
Proposition 2.7 ( [EFK] , Lemma 2.4, Proposition 2.5). The functions χ λ,k are holomorphic and conjugacy invariant.
By definition, the central element C of L(g) acts on V an λ,k by scalar multiplication with k. Therefore, if Z denotes the center of L(G) and p : Z → C * is the identification of Z with C * , we have
This means that the function χ λ,k could just as well be considered as a conjugacy-invariant function on the level k central extension
.
Then k is necessarily a multiple of k f . Restricting this representation to the connected component of L c ( G) containing the identity yields a level k representation of L ( G) . We shall always assume that we can decompose V as
as a representation of L ( G) . Furthermore, remember the automorphism σ c introduced in the last section. We shall assume that the element Dσ c acts on V by non-positive eigenvalues. Such representations are called negative energy representations of L( G).
As we have seen, σ c acts as an automorphism of the Dynkin diagram of L(g). So, σ c permutes the set P
with Dv = nv with n ∈ Z ≤0 , then Dσ c v = mv with m ∈ Z ≤0 and m ≤ n. 
Finally, letting D act trivially on all highest weight vectors
For any q ∈ C * , let us denote by q its image under the natural projection C * → C * . It is easy to see that σ c acts as a unitary operator in V I,k . So we have Corollary 2.9. Let k be a multiple of k f (resp. k b ). For any q ∈ C * with |q| < 1 and any g ∈ L c ( G) (resp. g ∈ L(G)), the operator g q As before, we can compute the traces of the trace class operators. Abusing terminology slightly, we define the functions
and L(G) <1 are defined analogously to the simply connected case). Finally, again using the fact that σ c acts as a unitary operator on V ss I,k , we get Corollary 2.10. The functions χ I,k are holomorphic and conjugacy invariant.
The main goal of this paper is to compute the functions χ I,k explicitly which will yield a generalization of the Kac-Weyl character formula. This will be done in section 5.3. Here, we will state a trivial case: If the σ c -orbit I consists of more that one element, the character χ I,k restricted to the component of L c ( G) <1 containing the element (e, q) is just the sum of the characters χ I,k = λ∈I χ λ,k of the characters χ λ,k of L(G) considered above. On the other hand, σ c permutes the highest weight vectors of the representations V λ,k with λ ∈ I. So χ I,k restricted to all other connected components of L c ( G) <1 is identically 0.
Conjugacy classes
3.1. Conjugacy classes and principal bundles. Since the character functions are conjugacy invariant functions on each L k (G) q , it is necessary to have a good understanding of the conjugacy classes in L k (G) q in order to understand the characters. The fundamental result in this direction is an observation due to E. Looijenga which gives a one-to-one correspondence between the L(G)-conjugacy classes in L(G) × {q} ⊂ LG ⋊ C * and the isomorphism classes of holomorphic principal Gbundles over the elliptic curve E q = C * /q Z . To be more precise, let G = G/ c , as above. Then, up to C ∞ -isomorphism, every principal G-bundle over E q is determined by its topological class, which is an element in π 1 (G) ∼ = c . Fix a topological class c and consider the corresponding connected component
Looijenga's observation gives a one-to-one correspondence between the set of holomorphic G-bundles on E q of topological type c and the set of L(G) × {1}-orbits in L(G) c ×{q}. This correspondence comes about as follows. For any element (g, q) ∈ L(G) c × {q} consider the g-bundle B g over E q which is defined as follows. View E q as the annulus |q| ≤ |z| ≤ 1 in the complex plane with the boundaries identified via z → qz. Then take the trivial bundle over the annulus and define the bundle B g over E q by describing the gluing map which identifies the fibers over the points identified under z → qz. This is given by f (qz) = g(z)f (z), where f takes values in G. Obviously, this construction gives a holomorphic G-bundle of topological type c and the following theorem is not hard to prove (see e.g. [EF] ).
if and only if the corresponding G-bundles B g1 and B g2 are isomorphic.
Following [EFK] , we call a conjugacy class in L(G) c × {q} semisimple, if the corresponding principal G-bundle over E q is flat and unitary (i.e. if it comes from a representation of the fundamental group of E q inside a maximal compact subgroup of G). It is known that almost every conjugacy class is semisimple. To be more precise, if {B t } t∈T is a holomorphic family of holomorphic principal bundles on E q parametrized by a complex space T , then the set subset T 0 of bundles which are flat and unitary is nonempty and Zariski open in T (see [R] ).
3.2. The simply connected case. The set of semisimple conjugacy classes in L(G) c × {q} can be described more explicitly. We start with the case that G is simply connected (the non-simply connected case will be considered in section 3.3.) The affine Weyl group W = W ⋉ Λ(T ) can be identified with the group [PS] ). In this sense, W is the Weyl group of L(G). It acts on the torus T × C * via (w, β) : (h, q) → (w(h)q −β , q). The following proposition follows from the definition of semisimplicity and the classification of stable and unitary G-bundles over E q ( [EF] , [FM1] ).
Proposition 3.2. Let G be simply connected. Every semisimple element in L(G)× {q} (i.e. one whose conjugacy class is semisimple) is LG × {1}-conjugate to an element of the form (ξ, q), where ξ ∈ T . Two elements (ξ 1 , q) and (ξ 2 , q) are conjugate if and only if they are in the same orbit under the action of the affine Weyl group W on T × C * .
Remark 3.3. We have T = (C * ) r for some r ∈ N. The set T /q Λ(T ) is an Abelian variety isomorphic to the product E q ⊗ Z Λ(T ) and there is a natural action of W on E q ⊗ Z Λ (T ) . In this way, the set of semisimple LG × {1}-conjugacy classes in LG × {q} can be identified with the set E q ⊗ Z Λ(T )/W .
Conjugacy classes in the centrally extended group L k (G) can be described as follows. We are interested in the semisimple conjugacy classes in L k (G) q , i.e. conjugacy classes which project to semisimple conjugacy classes under the natural projection
q is the total space of a fiber-bundle over L(G) × {q} with fiber C * and conjugation with an element of L(G) × {1} induces an automorphism of this bundle. So the set of semisimple conjugacy classes in L k (G) q will be the total space of a C * -bundle over the set of semisimple LG-conjugacy classes in L(G) q . Using equation (3), one can describe the bundle explicitly.
Let T q be the set of all elements in L k (G) q which project to an element of the form (ξ, q) with ξ ∈ T . As a complex manifold this set is isomorphic to T ×C * ×{q}.
Proposition 3.4. The set of semisimple conjugacy classes in L k (G) q is given by the quotient T q / W , where (w, β) ∈ W = W ⋉ Λ(T ) acts as follows:
(w, 1)(ξ, u, q) = (wξ, u, q),
Here, β(·) denotes the value of β as a character of T and h and h * are identified via the invariant bilinear form. 
It remains to check, which elements of (σ c , 1)
Obviously, it is enough, to consider conjugation with elements of L(G) 0 ⋊ C * , where L(G) 0 denotes the connected component of L(G) containing the identity. In particular, L(G) 0 consists of loops which are contractible. So we have to study the "twisted Weyl group"
and its action on the set (σ c , 1) T ×C * σc 0
. First, note that if some (g, q) normalizes
, then it has to normalize the torus T × C * as well.
Proof. Conjugation by an element (g, q) ∈ L(G) ⋊ C * induces an automorphism of the Lie algebra L(g) ⊕ CD of L(G) ⋊ C * which we will denote by g q . Consider the root space decomposition
The automorphism σ c acts on L(g) ⊕ CD leaving h ⊕ CD invariant. We can choose an element X ∈ (h ⊕ CD) σc such that α(X) = 0 for all α ∈ ∆. This choice of PS] ) and the fact that T × C * σc 0 is connected allows to go back to the group proving the claim.
Let us denote by W the group
Then we have the following Lemma.
Lemma 3.8. The twisted Weyl group W σc is isomorphic to the semi-direct product
Proof. Lemma 3.7 allows to define a map
It is easy to check that
The kernel of ϕ is given by
It is straight forward to check that the map ϕ : W σc → W σc is surjective and that the exact sequence
splits (see e.g. [W] or [M] for the case of finite Weyl groups).
It remains to check the action of the groups W σc and (T ×C
Note that conjugation by (σ c , 1) maps an element (ξ, q) ∈ T × C * to (w c (ξ)q λc , q). Let us choose some h 0 ∈ h R such that w c (h 0 ) = h 0 − λ c . Then we can define a bijective map is described in the following lemma.
This shows that (T × C
Lemma 3.9. The group W σc is isomorphic to a semi-direct product
Here, W 0 is a finite Weyl group acting irreducibly on h wc , and Λ(T wc ) is the cocharacter lattice of the torus of co-invariants.
Its action on (T × C * ) σc 0 is given by (w, 1)(σ c , 1)(ξq h0 , q) = (σ c , 1)(w(ξ)q h0 , q) and
Here, we have used the natural embedding of Λ(T wc ) ⊂ h wc corresponding to the projection T wc 0 → T wc . Proof. Fix some q = 1 in C * and view the tangent space of T × {q} as an affine subspace of the tangent space h ⊕ CD of T × C * . We can identify this space with h. Since the Weyl group W maps T × {q} to itself, it acts on h by affine transformations. It is a standard fact that W acts on h by affine reflections, and its lattice of translations is given by Λ( T ). Let a be a fundamental domain for the induced action of W on h R . Then W is generated by the reflections in the walls of a. Now, σ c induces an affine map on h R which maps the set of reflection hyperplanes of W to itself. Furthermore, we can choose a fundamental domain a 0 which is mapped to itself by σ c . So a 0 ∩ h σc R = ∅. We claim that the action of W σc on h σc R is generated by the set of reflections in the walls of a 0 ∩ h σ R . Indeed, let h ν be a wall of a 0 which is the intersection of the walls h 1 , . . . , h s of a 0 . Since each x ∈ h 1 ∩ . . . ∩ h s is fixed under σ c , the map σ c permutes the hyperplanes h 1 , . . . , h r . Furthermore, since h 1 ∩ . . . ∩ h r is supposed to be a wall of a 0 (i.e. an affine subspace of h σc of codimension 1), we can assume the h i to consist of a single σ c -orbit. Let s i : h R → h R denote the reflection in the affine hyperplane h i . We can use the classification of affine reflection groups and the Coxeter relations for W to see that either s i and s σc(i) commute or that the the σ c -orbit through i consists of exactly two elements and (s 1 s 2 ) 3 = 1. In the first case, s 1 s 2 · · · s r commutes with σ c . Furthermore, the restriction of s 1 s 2 · · · s r leaves an affine hyperplane of h σc invariant so that it acts as an affine reflection on h σc . In the second case, we have to consider the element s 1 s 2 s 1 ∈ W which commutes with σ c and acts as an affine reflection on h σc . Since a 0 ∩ h σc is a fundamental domain for the action of W σc acting on h σc , the subgroup of W σc generated by the reflections in the walls of a 0 ∩ h σc generate the whole of W σc . Finally, it is straight forward to check that the lattice of translations of the action of W σc on h σc is given by the lattice
Remark 3.10. The proof of Lemma 3.9 allows to determine the type of the finite Weyl group W 0 . Indeed, the affine Weyl group W is the Weyl group of the affine Lie algebra L(g). The proof of Lemma 3.9 shows that W σc can be identified with the Weyl group of the fixed point algebra L(g) σc . Hence W 0 is the Weyl group of the diagonal subalgebra of L(g) σc . Unless g is of type A n and c is the central element of order n + 1, the finite Weyl group W 0 will always be non-trivial.
Putting everything together, we get the analogue of proposition 3.2 in the nonsimply connected case. wc is isomorphic to the torus T wc of co-invariants.
So analogously to remark 3.3, the set of semisimple conjugacy classes in L(G) c ×{q} can be identified with the quotient E q ⊗ Z Λ(T wc )/W 0 .
Finally, let us consider semi-simple conjugacy classes in a central extension G) corresponding to some commutator map ω, and C * is the ord(c)-fold covering of C * . Let L(G) c denote the connected component of the loop group L(G) corresponding to the element c and denote by L k (G) c the set of elements in L k (G) which project to an element in L(G) c . Furthermore, fix some q ∈ C * . Since conjugation in L k (G) leaves the sets L k (G) × { q} invariant, we can consider the connected component L k (G) c × { q} which is also invariant under conjugation. The set of semisimple conjugacy classes in this component will be the total space of a C * -bundle over the space of semisimple conjugacy classes in L(G) c × { q}. For any element q ∈ C * , let q ∈ C * denote the image of q under the natural projection C * → C * . Since q acts on L(G) via rotation by q, the set of semi-simple conjugacy classes in L(G) c × { q} is isomorphic to the set of semi-simple conjugacy classes in L(G) c × {q}.
Recall from lemma 3.9 and Remark 3.12 that (w, 1, 1)(ξ, u, q) = (wξ, u, q) ,
(1, ξ 0 , 1)(ξ, u, q) = (ξξ 0 , u, q) , and
. Here, β(·) denotes the value of β as a character of T wc and h and h * are identified via the invariant bilinear form.
Remark 3.14. The quotient T 
The differential equation for affine characters
4.1. The characters as sections of a line bundle. Throughout this section, we shall assume that G is of the form G = G/ c . The simply connected case follows from the calculations below by setting σ c = id. As before, let k be a multiple of the basic level of G, and let χ I,k denote the character of the G) containing the identity decomposes into a direct sum
On the other hand, we have seen in the end of section 2.4 that if I consist of more than one element, the character χ I,k restricted to any connected component of L k b (G) not containing the identity vanishes. So it is enough to consider representations V I,k , where I consists of a single element λ which is necessarily invariant under σ c . Let us denote the corresponding character by χ λ,k .
As before, let
which consists of elements which project to some g ∈ L(G) c . Fix some q ∈ C * and let q denote the image of q under the natural projection C * → C * . Let us assume that |q| < 1. then the character χ λ,k defines a holomorphic function on 
In particular, the element (σ c ξq h0 , q) is invariant under the action of σ c on T × C * . Finally, recall the identification p of the center of L k b (G) with C * . Now, if g = (ξ, u, q) ∈ T wc q , we can use the functional identity
to get rid of the central variable. Thus, for fixed q, we can view the character χ λ,k as a section of the line bundle L k wc introduced in remark 3.14. We shall abuse notation slightly and denote this section by χ λ,k as well. So locally, we can view χ λ,k as a function on T × C * σc 0
. We will derive a differential equation for this function in section 4.3 by varying the variable q.
In order to study the section χ λ,k globally, let us change our notation slightly. For q ∈ C * with |q| < 1 fix τ ∈ C with Im(τ ) > 0 such that q = e 2πiτ . Let L ⊂ C be the lattice generated by 1 and τ . Then the elliptic curve E τ = C/L is isomorphic to the curve E q considered in the last paragraph via the map x → e 2πix . This allows to identify the abelian variety E q ⊗ Z Λ(T wc ) with h wc /Λ(T wc ) ⊕ τ Λ(T wc ). In this identification, we can view the character χ λ,k at some fixed q as a function χ σc λ,k (·; q) on h wc which has to satisfy the following identity:
. From now on, we shall switch between the different viewpoints for the characters freely.
4.2.
The action of σ c on the derivation D. Throughout this section, let k be a multiple of the basic level of G and let λ ∈ P k + be a highest weight of g which is invariant under σ c . So the σ c -orbit I through λ consists of a single element.
Let h 1 , . . . , h l be an orthonormal basis of h and choose e α ∈ g α and f α ∈ g −α for each α ∈ ∆ + such that the set {e α , f α , h j | α ∈ ∆ + and 1 ≤ j ≤ l} is an orthonormal basis of g. We can make this choice in such a way that σ c (e α ) = ±e σc( α) for all α ∈ ∆ re and similarly for the f α (see section 2.3).
For α = α + nδ ∈ ∆ re + let us define
Similarly for α = α + nδ ∈ ∆ re + , we set
We use the usual notation X ⊗ z n = X (n) for X ∈ g. Then, using the explicit expression of the Kac-Casimir operator ( [K] ) on V λ,k , we can express D as an operator on the highest weight representation V λ,k of L(g) via (5) 
where c(λ) = λ + ρ 2 − ρ 2 . In this section, we determine how the expression (5) 
Obviously, e α -eigenspace of σ c . Similarly, recall that σ c acts linearly on the space h ⊕ CC. For h ∈ h ⊕ CC and any ord(σ c )-th root of unity ǫ we define
Note that h ǫ will in general not be an element of h even if h ∈ h. Finally, we can decompose h = h 0 ⊕ . . . ⊕ h ord(wc)−1 where h j denotes the e 2πi j ord(σc) -eigenspace of the action of the Weyl group element w c acting on h. Furthermore, we can choose the basis h 1 , . . . h l of h such that it is adapted to this decomposition of h. That is, let h j,1 , . . . h j,lj be an orthonormal basis of the space h j . Then the set {h j,s | 0 ≤ j ≤ ord(w c ) − 1, 1 ≤ s ≤ l j } is an orthonormal basis of h.
Let us fix a representative α for each σ c -orbit [ α] in ∆ re + . Furthermore, from now on let us fix the roots of unity ǫ α = e (5) for the derivation D and the fact that σ c acts as an automorphism on the universal enveloping algebra of L(g), we can write
4.3. The differential equation. We now derive a differential equation for the character χ λ,k .
Recall that σ c acts on h. Fix some h ∈ h wc and some τ ∈ C. Then the element
is invariant under σ c . But H 0 contains a non-zero central term which comes from
and H 0 is invariant under the residual action of σ c on h ⊕ CD ∼ = h. Therefore we have
where we have set q = e 2πiτ as usual. If Im(τ ) > 0, we have |q| < 1 so that the character χ λ,k (σ c e πiH0 ) converges. (Remember that we have identified the character χ λ,k with a section of the family of line bundle L k wc which we view locally as a function on (T × C * ) σc 0 .) We now want to calculate
). For simplicity, we will cal-
) and disregard all central terms which come from the action of σ c on the derivation D. Using equation (6), we can compute
where we have set
It is clear that A [ α] does not depend on the choice of the representative α. Similarly,
. We can compute the summands of equation (7) more explicitly. Let us first note that since H 0 is invariant under σ c , we have σ j c ( α)( H 0 ) = α( H 0 ) for all j ∈ N, so that for any root α ∈ ∆, the value of H 0 on the σ c -orbit through α is constant. Furthermore, for any real root α ∈ ∆ re , we have chosen the e α and f α such that σ c (e α ) = ±e α and similarly for f α . Let us define (8) s( α) = −1 if σ c ( α) = α and σ c (e α ) = −e α 1 in all other cases
If s( α) = 1, we can calculate
) . In the first step, we have used the cyclic property of the trace. In the second step we have used the fact, that e ǫ −j α α lies in the ǫ j α -eigenspace of the action of σ c on L(g). The remaining steps are the standard commutation relations in L(g). The commutator in the last step can be computed as follows: where h α ∈ h is the co-root of g corresponding to the root α ∈ ∆. Similarly, if α = α + nδ with α ∈ ∆ − , one has
Let us write n( α) = n for α = α + nδ and h α = h α if α ∈ ∆ + and h α = −h α if α ∈ ∆ − . Then the calculations above give us
or equivalently
Summing over the j's, we can write
for some y α ∈ C, we can finally write
∈ C which comes from the action of σ c on the derivation D.
If s( α) = −1, we necessarily have m α = 1. A similar calculation as above gives
A similar calculation for the B n,j,s gives
Using the fact that δ( H 0 ) = −τ and [h j,s (n) , h j,s (−n) ] = nC, we get
This shows that B n,j,s in fact does not depend on s. So we get
This sum vanishes if ord(σ c ) |2j, otherwise we get
Finally, since h ǫ r j,s is in the ǫ −r -eigenspace of the action of σ c on h ⊕ CC, a similar calculation gives
This shows that C j,s,r = 0 unless ǫ r = 1. Now, if j = 0, we have h 1 j,s = ord(σ c )h j,s , so that we get
where ∆ h0 denotes the Laplace operator on h 0 . On the other hand, for j = 0, we have h 1 j,s = y s,j C for some y s,j ∈ C so that we can forget these terms since they come from the action of σ c on D.
Since all roots α vanish on the center C of L(g), we have α( H 0 ) = α(H 0 ) for all α ∈ ∆. So putting the calculations above together, reordering the terms slightly, and keeping in mind that we have to disregard all central terms coming from the action of σ c on the derivation D, we get
Equation (15) is the desired differential equation for the characters. We will now simplify the equation. To do this, let us make some definitions. First, recall the element ρ = 1 2 α∈∆+ α and set
Then we can define the function
By the definition of H 0 and invariance of δ under σ c , we have α(H 0 ) = α(H 0 ) − τ n for α = α + nδ. Hence we get 1 2πi
. Therefore we get
we take care of the Laplacian. We use the formula
where we have used the notation from before for an orthogonal basis h 0,s of h 0 = h wc . Since h 0,s ∈ h, we have α(h 0,s ) = α(h 0,s ) for α = α + nδ. Now, since we have
So putting everything together, we get 1
A direct calculation gives 1 4π 2 ∆ h0 F wc = −|ρ wc | 2 so that we arrive at the final equation:
Theorem 4.1. Let k be a multiple of the basic level of G, and let λ ∈ P k + be a highest weight of G which is invariant under the action of σ c . Then the character χ λ,k of the representation V λ,k restricted to the torus (σ c , 1) T × C * ) σc 0 has to satisfy the following differential equation:
Remark 4.2. If we set σ c = id theorem 4.1 gives a differential equation for the characters of highest weight representations of loop groups based on simply connected Lie groups. This case is treated in more generality in [EK] , where a differential equation for traces of intertwining maps between representations of loop groups is derived. Introducing the automorphism σ c one can find a differential equation for traces intertwining maps between representations of loop groups based on nonsimply connected Lie groups. Finally, we have only treated the case of automorphisms σ c associated to the center of the simply connected Lie group G. The same calculations work is one replaces the automorphism σ c by an arbitrary finite order automorphism σ of the Lie algebra L(g) which comes from an automorphism of the Dynkin diagram of L(g).
Character formulas
5.1. Theta functions. The line bundle L k introduced in the Remark 3.5 has been studied in [Lo] . Here we give a brief account of the main results. As in the end of section 4.1 fix some τ ∈ C with Im(τ ) > 0 and let q = e 2πiτ . Let L ⊂ C be the lattice generated by 1 and τ . Then the elliptic curve E τ = C/L is isomorphic to the curve E q considered in the last paragraph via the map
explicitly in terms of theta functions. Since we also want to consider sections in the line bundles L k wc from Remark 3.14, we start with some general statements.
Let V be a finite dimensional Euclidean vector space and denote the bilinear form in V by , . In what follows, we will freely identify V and V * via the bilinear form , . Let M be some integer lattice in V . Let us denote by M * ⊂ V the dual lattice corresponding to M . That is,
Finally, the following proposition is straight forward to check.
Proposition 5.3. The function F σc defines a W 0 -anti-invariant holomorphic section of the line bundle L h ∨ wc . 5.2. The Kac-Weyl character formula. Throughout this section let G be simply connected. Let χ λ,k denote the character of the L(G)-module V λ,k of highest weight λ and level k. The goal of this section is to find an explicit formula for χ λ,k restricted to the torus T ×C * ×C * , where T is a fixed maximal torus in G, the first C * denotes the center of L (G) , and the second C * is the rotation group acting on L (G) . As in the beginning of section 5.1, we identify χ λ,k with a section of the family of line bundles L k . It is this section for which we will deduce the Kac-Weyl character formula (theorem 5.4).
Since
. By Proposition (5.1), we can write this product uniquely as
We can naturally identify the lattice Λ(T ) * , with the weight lattice P of g. So the sum in equation (23) ranges over (k + h ∨ ) −1 P ∩ a. Now we let τ vary in the upper half plane. In the situation at hand, the differential equation from theorem 4.1 reads
where ∆ h is the Laplacian on h. Substituting equation (23) into differential equation (24) and keeping in mind that the AΘ µ,k are linearly independent, we find
where a µ is a constant depending only on µ. So we get
By definition of χ λ,k , we can write
where P (λ, k) denotes the set of weights of V (λ, k), and forμ ∈ P (λ, k), the space V λ (μ) denotes the corresponding weight space. Furthermore, ifμ ∈ P (λ, k) ⊂ h is a weight, then the projection µ ofμ to h * is an element of P . It follows from these observations that all a µ appearing in equation (26) have to be non-negative integers. Indeed, otherwise some of the coefficients in the expansion (27) would have to be either negative integers or no integers at all which is clearly impossible.
In order to find the correct form of the character χ λ,k we have to make one last observation which comes from the explicit construction of V λ,k (see e.g. [K] , exercise 12.6): We have (28) lim
where χ
• λ denotes the character of the irreducible representation of g with highest weight λ.
Suppose, some µ with µ 2 > λ + ρ 2 appears in equation (26). Then we get
Since this is impossible, we can conclude that µ 2 ≤ λ + ρ 2 for all µ appearing in (26). Now let λ be chosen minimal in the sense that there does not exist any µ ∈ (k + h ∨ ) −1 P ∩ a such that µ 2 < λ + ρ 2 . Then the sum (26) ranges only over µ's with µ 2 = λ + ρ 2 . If more than one µ appears in this sum or if a µ > 1 for some µ, taking the limit iτ → ∞ gives a sum of several irreducible characters of g which contradicts formula (28). So for minimal λ, the character of the irreducible highest weight representation reads
If λ is not minimal, we can argue by induction to see that all irreducible characters must be of this form. Indeed, suppose the claim has been proved for all λ ′ such that λ ′ 2 < λ 2 and suppose that some µ with µ 2 < λ + ρ 2 appears in the sum (26). Since a µ vanishes for any µ lying on a wall of a, we can assume that µ − ρ still lies in a. Consider an irreducible highest weight representation V ′ µ−ρ,k with highest weight µ − ρ at level k on whose highest weight vector the derivation D acts as multiplication by − µ 2 + λ + ρ 2 . By assumption, we have µ − ρ 2 < λ 2 so that by induction, the character of V ′ µ−ρ,k is of the form
But then, the character of V λ,k decomposes into χ λ,k = χ + χ µ−ρ,k which contradicts the irreducibility of V λ,k (see [K] , Prop. 9.7). The rest can be taken care of as before so that we have proved the following theorem:
Theorem 5.4 (Kac-Weyl character formula). The character χ λ,k of the integrable highest weight module V λ,k of highest weight λ and level k at the point (h, τ ) ∈ h×H, where H denotes the upper half plane in C, is given by χ λ,k (h; τ ) = AΘ λ+ρ,k (h, τ ) F (h, τ ) .
5.3.
Characters for non-connected loop groups. In this section we want to derive an analogue of the Kac-Weyl character formula in the case that G not simply connected. Let k be a multiple of the basic level of G, and let λ ∈ P k + be invariant under the action of σ c on P where V λ is the irreducible representation of G with highest weight λ, and P (λ) denotes the corresponding set of weights and for µ ∈ P (λ). The space V λ [µ] is the weight space corresponding to the weight µ ∈ P (λ). Using [W] we can write Note that the arguments in [W] apply to the case of outer automorphisms of a compact Lie group G. But they can easily be adapted to the case at hand. We can argue exactly as in section 5.4 to get the following result.
Theorem 5.5. The character χ λ,k of the integrable highest weight module V λ,k of highest weight λ and level k at the point (σ c H 0 ),
Finally, let us take a closer look at the denominator F wc (H 0 ) appearing in Theorem 5.5. We have to distinguish two cases. First, let us suppose that for any simple root α ∈ Π, the roots α and σ c ( α) are not connected in the Dynkin diagram of ∆. In this case, one can easily show that σ c (e α ) = e σc( α) , so that s( α) = 1 for all real roots α ∈ ∆ re . For any root α ∈ ∆ let us denote by α 0 its restriction to the subspace h σc ⊂ h. Then the set {m α α 0 | α ∈ ∆ re } is the set of real roots of an affine root system which we will denote by ∆ σc . Now suppose that there exists some α ∈ ∆ such that α and σ c ( α) are not orthogonal. Since we have excluded the case that σ c is the order l+1 automorphism of the extended Dynkin diagram of A n , we can assume that σ 2 c ( α) = α. In this case, one can show that σ c (e α ) = −1 ht( α)+1 e σc(α) , where ht( α) denotes the height of the root α with respect to the basis Π (see e.g. [K] for the case of finite root systems). But if σ c ( α) = α, then there exists some β ∈ ∆ with σ c ( β) = β and β + σ c ( β) = α. Hence, in this case ht( α) is necessarily even so that s( α) = −1 whenever σ c ( α) = α. As above, the set {m α α 0 | α ∈ ∆, σ c ( α) = α, and α and σ c ( α) are orthogonal} ∪ {2m α α 0 | α ∈ ∆, σ c ( α) = α, and α and σ c ( α) are not orthogonal} is the set of real roots of an affine root system which we also denote by ∆ σc . In both cases, the imaginary root of ∆ σc is given by δ σc = ord(σ c )δ, where δ denotes the imaginary root of ∆. We will list the types of ∆ σc in the end of this paper. Now, using (1 + x)(1 − x) = (1 − x 2 ), we can write From this, we see that up to the factor
ord(wc) j=1
(
the function F σc can be identified with the Kac-Weyl denominator corresponding to the affine root system ∆ σc . Similarly, the group W σc = W 0 ⋉ Λ(T wc ) is isomorphic to the Weyl group of the root system ∆ σc . So the character χ λ,k closely resembles a character of an irreducible highest weight module of an affine Lie algebra corresponding to the root system ∆ σc .
Remark 5.6. Since we are mainly interested in the case of loop groups based on connected but not necessarily simply connected Lie groups G, we restricted our attention to automorphisms σ c of the extended Dynkin diagram of ∆ which are associated to elements of the center of the universal cover G of G. The arguments in this section can easily be extended to the case of characters of loop groups based on non connected Lie groups. In this case, one has to consider the full automorphism group of the extended Dynkin diagram of ∆.
Remark 5.7. If ∆ is the root system of an affine Lie algebra L(g), and σ is an automorphism of the Dynkin diagram of ∆ then the affine Lie algebra corresponding to the root system ∆ σ is often called the orbit Lie algebra corresponding to L(g) and σ. The appearance of the root system ∆ σ was also realized in [FRS] , [FSS] , where for an outer automorphism σ of a (generalized) Kac-Moody Lie algebra g, the characters of the σ twisted highest weight representations are calculated. It turns out that these twisted characters can be identified with untwisted characters of the orbit Lie algebra corresponding to g and σ.
6. Appendix: Some data on affine root systems and their automorphisms
The following table lists the some data corresponding to the non-simply connected Lie groups. The notation for affine root systems is the same as in [K] . Spin 4n n ≥ 2 Z
