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Abstract
A survey is presented of known results concerning simple random walk on the class of
distance-regular graphs. One of the highlights is that electric resistance and hitting times
between points can be explicitly calculated and given strong bounds for, which leads in
turn to bounds on cover times, mixing times, etc. Also discussed are harmonic functions,
moments of hitting and cover times, the Green’s function, and the cutoff phenomenon.
The main goal of the paper is to present these graphs as a natural setting in which to
study simple random walk, and to stimulate further research in the field.
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1 Introduction
The book [DS84] documents a connection between electric resistance in circuits and simple
random walk on graphs. There a large number of elegant results are proved, but the results
in many cases are tempered by the difficulty of calculating explicit resistances for specific
graphs, even those with relatively few edges. In essence, resistance may in many cases allow
us to reformulate a difficult problem as a different but equally difficult one. It is natural,
therefore, to concentrate on a class of graphs for which we may perform calculations easily.
The distance-regular graphs is a large class of such graphs, and these form the topic of this
paper. The definition of distance-regular graphs is restrictive enough so that such graphs are
richly structured yet permissive enough to allow for a wealth of examples. The structure of
these graphs allow for a number of concise results on resistance to be deduced, and these are
the starting point of our investigation. We will see that these results lead to good estimates for
such quantities as hitting times, cover times, and mixing times for distance-regular graphs.
This paper is intended as a survey, albeit a survey of a field that may well be in a relatively
immature state. Nevertheless, an effort has been made to include all known general results
concerning random walks on distance-regular graphs. The paper does prove a number of new
results; however, the proofs contained herein are all relatively simple. The more difficult results,
such as Theorems 1, 3, 4, 5, 6, 7, 8, 9, and 11, as well as results connecting resistance to random
walk, appear in other places. It is hoped that other researchers will be suitably interested to
work in this field themselves.
1.1 Distance-regular graphs
All the graphs considered in this paper are finite, undirected and simple (for unexplained
terminology and more details, see for example [BCN89]). We begin by fixing notation. Let
G be a connected graph; technically G is a vertex set together with an edge set, but for ease
of notation in this paper we will associate G with its set of vertices. We will write x ∼ y if
there is an edge connecting x to y. If there is an integer k such that each vertex of a graph has
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exactly k neighbors we say that G is regular of degree k. The distance d(x, y) between any two
vertices x, y of G is the length of a shortest path between x and y in G. An automorphism of
G is a bijection θ from G to itself such that x ∼ y if and only if θ(x) ∼ θ(y) for all x, y ∈ G.
A distance-transitive graph is a graph for which if we are given two pairs of vertices x1, y1
and x2, y2 with d(x1, y1) = d(x2, y2) then we can always find an automorphism θ of the graph
such that θ(x1) = x2 and θ(y1) = y2. It is clear that nontrivial distance-transitive graphs
are highly structured. Distance-regular graphs are natural combinatorial generalizations of
distance-transitive graphs, as we now describe.
For a vertex x ∈ G, define Ki(x) to be the set of vertices which are at distance i from x (0 ≤ i ≤
D) where D := max{d(x, y) | x, y ∈ G} is the diameter of G. In addition, define K−1(x) := ∅
and KD+1(x) := ∅. A connected graph G with diameter D is called distance-regular if there are
integers bi, ci (0 ≤ i ≤ D) such that for any two vertices x, y ∈ G with d(x, y) = i, there are
precisely ci neighbors of y in Ki−1(x) and bi neighbors of y in Ki+1(x) (cf. [BCN89, p.126]).
It is immediate that a distance-regular graph G is regular with degree k := b0, and we define
ai := k − bi − ci for notational convenience. It is clear that the class of distance-transitive
graphs is contained in the class of distance-regular graphs, and in fact this containment is
proper. We refer to the list (b0, b1, . . . , bD−1; c1, c2, . . . , cD) as the intersection array of G. Note
that in all cases c0 = bD = 0, and ai = b0 − bi − ci, so the intersection array implicitly contains
the required information on the ai’s as well. If we fix a vertex x of G, then |Ki(x)| does not
depend on the choice of x as ci+1|Ki+1(x)| = bi|Ki(x)| holds for i = 1, 2, . . . D − 1, so that in
fact |Ki(x)| = b0...bi−1c1...ci .
This simple definition forces a great deal of structure upon any distance-regular graph. That
these form a natural class upon which to study random walk is indicated by the fact that, if
Xt is a simple random walk on a distance-regular graph G and u is a prescribed vertex in G,
then Yt = d(Xt, u) is itself a Markov chain; this idea is studied in detail in Section 3. We will
see in fact that the intersection array contains the information required to calculate all electric
resistances between points, and therefore captures many important quantities related to simple
random walk. The study of these graphs is a large field in itself, and many researchers have
worked to extend the known library and to characterize the intersection arrays which occur.
[BCN89] contains numerous examples, but we will give a small number in the next section.
In all ensuing sections, except where otherwise stated, any graph referenced will be a distance-
regular graph.
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1.2 Historical overview and examples
Distance-regular graphs were defined by Biggs in the late 1960’s as a combinatorial generaliza-
tion of distance-transitive graphs. In the early 1970’s Delsarte in his thesis [Del73] introduced
association schemes in order to study codes by algebraic methods. It turned out that the so
called P -polynomial association schemes as introduced by Delsarte are exactly the same ob-
jects as the distance-regular graphs introduced by Biggs. Most of the known examples of large
diameter come from classical constructions, and are highly symmetric. A large number of these
graphs appear naturally in theoretical computer science and coding theory. Here are a few sim-
ple examples which it is hoped will be of interest to readers without prior knowledge of the field.
(i) The complete graph Kn, which is the graph with n vertices and each vertex adjacent to all
others. These have intersection array (n− 1; 1). Many of the propositions of this paper reduce
to trivialities in the case of complete graphs.
(ii) The cycle graphs Cn, which are the unique regular graphs of degree 2 with n vertices. These
have intersection arrays (2, 1, . . . , 1; 1, . . . , 1, 2 − {n(mod 2)}). Simple random walks on cycles
present points of interest (see for instance [Dia88, p. 25]); however, the primary methods and
results developed in this paper do not have much application to this case–see the remark fol-
lowing Proposition 1 below–and we will for this reason exclude them from much of our analysis.
(iii) The Hamming graphs, H(m, q). Let Q be a set of size q. The vertex set of H(m, q) are the
vectors of length m with entries in Q and two such vectors are adjacent if they differ in exactly
one position. The graph H(m, 2) is often referred to as the hypercube graph Qm. H(m, q) has
intersection array (m(q−1), (m−1)(q−1), (m−2)(q−1), . . . , q−1; 1, 2, 3, . . . ,m). The Hamming
graphs have been found to have interesting connections with the study of error-correcting codes.
(iv) The Johnson Graphs J(m, q). Let N be a set of size m and let the vertices of J(m, q) be the
set of subsets of N of size q. Two such subsets are adjacent if their intersection has cardinality
q−1. The graph J(m, q) has intersection array ((m−q)q, (m−q−1)(q−1), . . . ; 1, 4, 9, . . .). The
Johnson graphs arise naturally in the study of the Johnson scheme, which became well-known
in connection with coding theory.
(v) The Grassman Graphs Jq(m, t). Let V be a vector space of dimension m over the finite
field F with q elements (q a prime power). The vertices are the subspaces of dimension t (over
F ) of V and such two vertices are adjacent if their intersection is a vector space of dimension
t− 1. Grassman graphs have been found to be of interest in relation to quantum physics.
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(vi) The Odd graphs Om. The vertex set may be taken to be all subsets of size m − 1
of a set of size 2m − 1, with two vertices being adjacent precisely when the correspond-
ing subsets are disjoint. The graph On has intersection array (m,m − 1,m − 1,m − 2,m −
2, . . . , m
2
+1, m
2
+1; 1, 1, 2, 2, 3, 3, . . . , m
2
) if m is even, and (m,m−1,m−1,m−2,m−2, . . . , m
2
+
1/2; 1, 1, 2, 2, 3, 3, . . . , m
2
− 1/2, m
2
− 1/2) if m is odd. O3 is commonly known as the Petersen
graph, and may be presented in an aesthetically pleasing form:
(vii) A strongly regular graph is a regular graph such that there are integers λ, µ such that any
two adjacent vertices have λ common neighbors and any two non-adjacent neighbors have µ
common neighbors. Although the study of these graphs is a field in its own right, the class
of strongly regular graphs with µ > 0 coincides with the class of distance-regular graphs of
diameter 2. An interesting way in which strongly regular graphs differ from distance-regular
graphs of higher diameter is that, for strongly regular graphs, b1 may be small relative to the
degree k. This is important in relation to mixing, hitting, and cover times of random walks;
see Theorem 4 and the ensuing discussion for more details.
(viii) Consider the family of polyhedral graphs; these are the graphs formed by considering
only the vertices and edges of all convex polyhedra in Rm. Not all polyhedral graphs are
distance-regular, but some of the more regular ones are, such as the dodecahedron graph,
which is associated with the polyhedron of the same name in R3 formed by attaching 12
regular pentagons. The intersection array of the dodecahedron is (3, 2, 1, 1, 1; 1, 1, 1, 2, 3). The
following is a presentation of this graph.
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(ix) The Biggs-Smith graph is a degree 3 distance-regular graph with 102 vertices, 153 edges,
and intersection array (3, 2, 2, 2, 1, 1, 1; 1, 1, 1, 1, 1, 1, 3). It’s visualization is difficult, but it is
important in the field due to its unusual properties (in [Big93] it is described as ”very excep-
tional”). For an example of its prominent position within the class of distance-regular graphs
see Theorem 1 below.
There are of course many other examples; a reader interested in seeing an advanced presentation
of a larger library of distance-regular graphs is referred to [BCN89, Ch. 8–14].
2 Electric resistances on distance-regular graphs
In this section we discuss the constructions which yield the explicit resistances on distance-
regular graphs in terms of the intersection arrays. We will see that there are strong upper and
lower bounds on the resistances between points, and that these bounds in turn can yield a great
deal of information about simple random walk.
2.1 The Dirichlet problem with two-point boundaries
Electric resistance and simple random walk are intimately connected with the concept of har-
monic functions on a graph, so we begin there. A function f on G is harmonic at a point z ∈ V
if f(z) is the average of neighboring values of f , that is
(1)
∑
x∼z
(f(x)− f(z)) = 0.
It is easy to see by (1) that a function on G harmonic at z satisfies
(2) min
x∼z
f(x) ≤ f(z) ≤ max
x∼z
f(x),
and it follows from this that a function harmonic on all of G must be a constant. Thus, to obtain
interesting functions we must specify a boundary B upon which functions are not required to
be harmonic. The Dirichlet problem is the problem of finding the explicit harmonic function on
G with prescribed boundary values. It is easy to see using (2) that a harmonic function must
attain its maximum and minimum on B, so that a harmonic function with boundary values 0
must be identically 0. By considering the difference in two candidates, this implies that there
is always at most one harmonic function with prescribed boundary values; that there always is
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one can be verified in several ways, but the most relevant for our purposes is, given f defined
on B, to let f(x) = Ex[f(Xτ )] on G\B, where τ is the first hitting time of B. The Markov
property of X shows this function to be harmonic.
It was Biggs who first noted that the Dirichlet problem can be solved for distance-regular graphs
in terms of the intersection array in the case where the boundary contains two points. Sup-
pose G is a distance-regular graph with n vertices and intersection array (k = b0, b1, . . . , bD−1;
c1, c2, . . . , cD). For 0 ≤ i ≤ D − 1 define the numbers φi recursively by
φ0 = n− 1,(3)
φi =
ciφi−1 − k
bi
.
We will refer to these values as the Biggs potentials. It can be shown (see [Big93]) that
φ0, φ1, . . . , φD−1 is a strictly decreasing positive sequence. The explicit value of φi is given
by the following equation, first stated in [Big93]:
(4) φi = k
( 1
ci+1
+
bi+1
ci+1ci+2
+ . . .+
bi+1 . . . bD−1
ci+1 . . . cD
)
.
Fix two adjacent boundary points u and v and let
Kii = {x : d(u, x) = i and d(v, x) = i},(5)
Ki+1i = {x : d(u, x) = i+ 1 and d(v, x) = i},
Kii+1 = {x : d(u, x) = i and d(v, x) = i+ 1}.
The following fundamental proposition first appeared in [Big93].
Proposition 1 The function f defined on G by
f(u) = −f(v) = φ0,(6)
f(x) = 0 for x ∈ Kii ,
f(x) = φi for x ∈ Kii+1,
f(x) = −φi for x ∈ Ki+1i ,
is harmonic on V − {u, v}.
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The following diagram, which is of the type popular in the field of distance-regular graphs, may
be helpful for understanding the definition of f and the sets Kij.
Each circle in the diagram represents a set of vertices, with an edge between two circles signifying
the fact that each vertex in one circle will in general have neighbors in the other (in particular
cases some of these edges may be absent). The proposition can be proved with the aid of the
preceding diagram, but as it is subsumed by the more general Proposition 2 below we omit it.
By scaling and translation, this function gives the full solution to the Dirichlet problem with
two boundary points when the points are adjacent. The φi’s can be used to solve the Dirichlet
problem when the points are not adjacent as well. This is shown by the ensuing proposition,
which is implicit in [Big93]. In order to simplify notation, for any integer r with 1 ≤ r ≤ D let
(7) Φr =
r−1∑
i=0
φi,
and let Φ0 = 0.
Proposition 2 Let u 6= v be vertices of G. For any vertex z in G define f(z) = Φd(u,z), g(z) =
Φd(v,z), and h(z) = f(z)− g(z). Then h is harmonic on G\{u, v}.
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The following simple diagram illustrates the definition of f , where as before Ki = {z : d(u, z) =
i}.
Proof of Proposition 2: Let us begin by showing that, for z 6= u, we have
(8)
∑
x∼z
f(x) = kf(z)− k.
Let r = d(u, z). Then
∑
x∼z
f(x) = crΦr−1 + arΦr + brΦr+1
= kΦr + brφr − crφr−1.
(9)
But brφr = crφr−1− k by (3), so (8) follows. The analogous relation holds for g as well, so that
by subtracting these relations we obtain, for z 6= u, v,
(10)
∑
x∼z
h(x) = kh(z).
Thus, h is harmonic at z.
Using this proposition, we will be able to calculate the electric resistance between points, as we
now describe. We imagine that G is a circuit where each edge is a wire with resistance 1. We
attach a battery of voltage V to two distinct vertices u and v, producing a current through the
graph and a voltage h(x) at each vertex. Ohm’s Law states that
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(11) V = IR,
where V represents difference in voltage, I represents current, and R represents resistance. This
law applies to each individual edge; that is, the current flowing over each edge is merely the
difference in voltage at the endpoints. Ohm’s Law can also be applied to the circuit as a whole,
which brings us to the concept of the effective resistance between u and v; this is defined as the
ratio between the voltage difference h(v)−h(u) and the current flowing from u to v, which can
be calculated as
∑
x∼u(h(x)− h(u)). The other major natural law relevant to us is Kirchhoff’s
Circuit Law, which states that the net current flowing into any vertex other than u and v is the
same as the net current flowing out; that is,
∑
x∼y(h(x) − h(y)) = 0 for y ∈ G\{u, v}, which
means that h is harmonic. The uniqueness of harmonic functions with prescribed boundary
values assures us that we may take as our voltage function the h defined in Proposition 2. It is
straightforward to verify that in this case we have
∑
x∼u(h(x) − h(u)) = nk, and we arrive at
the following proposition, which was stated in [Big93]
Proposition 3 The resistance between two vertices of distance j in G is given by
(12)
2Φj
nk
=
Φj
m
,
where m = nk/2 is the number of edges in G.
We will see in the next section that this quantity can be given strong bounds for distance-regular
graphs, and in the subsequent section that many consequences can be derived for simple random
walk.
2.2 Regularity of electric resistance for distance-regular graphs
Propositions 2 and 3 above and show us that an understanding of the behavior of the Biggs
potentials is crucial for the study of electric resistance on distance-regular graphs. The first
major insight in this direction was made by Biggs, who in [Big93] conjectured the following,
which was later proved in [KM10].
Theorem 1 ([KM10]) Suppose the degree k of G is greater than 2. If dj is the electric
resistance between any two vertices of distance j in G, then
(13) max
j
dj = dD ≤ Kd1,
where K = 1 + 94
101
≈ 1.931. Equality holds only in the case of the Biggs-Smith graph.
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Remark: This result is false for degree k = 2, the cycles. To avoid being continuously forced
to stipulate ”...assuming k ≥ 3”, we will simply assume k ≥ 3 in what follows, except where
stated to the contrary. Furthermore, although this result and further results in this section
hold for the complete graph, we will in general assume that the diameter D > 1, since most of
the ensuing results reduce to trivialities for the complete graph.
Theorem 1 indicates a strong regularity property of distance-regular graphs, as it states that
the resistance between any two points is always at most 2d1 =
4(n−1)
nk
< 4
k
. In order for this to
occur, there must be many possible paths between points which are far from each other. By
Proposition 3 this is equivalent to the following statement:
(14) ΦD = φ0 + . . .+ φD−1 ≤ (1 + 94
101
)φ0 = (1 +
94
101
)Φ1.
It is not entirely clear what led Biggs to suspect that something like Theorem 1 might be
true. In [Big97], he states only ”the conjecture is based on failure to find a counter-example”.
Nonetheless, (14) indicates what turns out to be a key feature of the Biggs potentials, that
the sum of the later φi’s is dominated by the earlier ones. In particular, we have the following
theorems, both proved in [KMPv1].
Theorem 2 ([KM10]) For any m ≥ 0,
(15) φm+1 + . . .+ φD−1 < (3m+ 3)φm.
Remark: It seems likely that the 3m+ 3 can be replaced by a universal constant, but that is
just a conjecture at this point.
Theorem 3 ([KM10])
(16) φ2 + . . .+ φD−1 ≤ φ1.
Equality holds only in the case of the dodecahedron.
Theorem 3 actually implies Theorem 1 rather easily, and is a much stronger statement. It also
leads to interesting consequences when coupled with the fact that φ1 ≤ φ0b1 , because strong lower
bounds are known on b1 in terms of the degree k. In particular, the following is Theorem 16 in
[KP12].
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Theorem 4 ([KP12]) Let Γ be the subclass of distance-regular graphs consisting of all graphs
G such that
• G is the line graph of a Morse graph,
• G is the flag graph of a regular generalized D-gon of order (s, s) for some s,
• G is a Taylor graph,
• G is the Johnson graph J(7, 3), or
• G is the halved 7-cube.
Then, if D > 2 and G is not in Γ then b1 ≥ k2 . If D > 2 and G is in Γ then b1 > k3 . Finally, if
D = 2 then b1 ≥ min(5k16 , 2
√
k
1+
√
2
).
In light of this result, let us define1
(17) C(G, k) :=

min( 94
101
, 4
k
) D > 2, G /∈ Γ,
min( 94
101
, 6
k
) D > 2, G ∈ Γ,
max( 16
5k
, 1+
√
2
2
√
k
) D = 2.
The following corollary of Theorems 1 and 3 appears in [KMPv1].
Corollary 1 In any distance-regular graph of degree k ≥ 3 with diameter D > 2
(18) sup
1≤i≤D
di
d1
=
dD
d1
≤ 1 + C(G, k).
In particular, dD
d1
= 1 +O( 1
k
) if D > 2, and dD
d1
= 1 +O( 1√
k
) if D = 2.
This shows that for large k, all points become nearly equidistant when measured with respect
to the resistance metric. Since resistance is the most important metric in the study of simple
random walk, this yields a number of consequences for such walks. We explore this in the next
subsection.
1The cases k = 3, 4 have been completely classified(see [BCN89, Theorem 7.5.1] and [BK99]), and the catalog
of possible graphs with these degrees is fairly small. The Biggs potentials associated with all distance-regular
graphs of degree 3 and 4 can therefore be explicitly calculated, so that the real interest in these results lie in the
case k ≥ 5. This allows us to assume min( 4k , 94101 ) = 4k , simplifying the formula for C(G, k) in the case D > 2.
Furthermore, for k ≥ 8 we have max( 165k , 1+
√
2
2
√
k
) = 1+
√
2
2
√
k
.
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2.3 Consequences for simple random walk
In all that follows, we will let Xt be a simple random walk on G, and we will use the standard
notations Ex and Px to denote expectation and probability conditioned on X0 = x. For any
x, y ∈ G we let Hxy = Ex[τ(y)], where τ(y) is the first hitting time of y. That is, Hxy is the
expected number of steps it takes Xt to pass from x to y. This is referred to as the hitting
time. The commute time Cxy is the expected number of steps necessary for the random walk
to travel from x to y and back to x, and in the case of distance-regular graphs is equal to
2Hxy. By Theorem 1 in [CRR
+96], the expected commute time of a random walk between two
points x and y is equal to 2mRxy, where Rxy is the resistance between x and y. This quantity
can therefore be expressed in terms of the Biggs potentials via Proposition 3, specifically we
find Hxy =
Rxy
m
=
∑d(x,y)−1
i=0 φi, and we may apply Corollary 1 to obtain the following, which
shows that the expected hitting time of any two points in a distance-regular graph is essentially
(n− 1).
Proposition 4 Suppose that G is a distance-regular graph. Then for any x 6= y in G we have
(19) m
(n− 1
m
)
= n− 1 ≤ Hxy ≤ m(1 + C(G, k))
(n− 1
m
)
= (1 + C(G, k))(n− 1).
In particular, supx,y∈G |Hxy − (n− 1)| = (n− 1)O( 1k ) if D > 2, and supx,y∈G |Hxy − (n− 1)| =
(n− 1)O( 1√
k
) if D = 2.
The cover time Co(G) is the expected number of steps that our random walk requires before
it has visited every site on G, counting the time t = 0 as a visit to the initial point. If we let
H+ = maxx,y∈GHxy and H− = minx,y∈G,x 6=yHxy, then a well-known result due to Matthews
[Mat88] shows that
(20) H−
(
1 +
1
2
+ . . .+
1
n− 1
)
≤ Co(G) ≤ H+
(
1 +
1
2
+ . . .+
1
n− 1
)
.
It is clear that the precise bounds on H+ and H− from Proposition 4 will serve to give precise
bounds on Co(G), and, using the simple relations log n < 1+ 1
2
+. . .+ 1
n−1 and 1+
1
2
+. . .+ 1
n−1 <
1 + log(n− 1), we have
Proposition 5
(21) (n− 1) log n < Co(G) < (n− 1)(1 + C(G, k))(1 + log(n− 1)).
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We remark that in [DS90] the lower bound in (21) was shown by the same method as here.
However, the authors of [DS90] state on p. 504 that, in reference to distance-regular graphs,
”... it is impossible to derive a general upper bound of the order n log n, since for the cycle
graph Covx(G) = n(n− 1)/2” 2. Nevertheless, Proposition 5 shows that we do have an upper
bound of order n log n for all but the cycle graphs. We remark further that in [Fei95], it was
shown that for all graphs, distance-regular or otherwise, we have
(22) Covx(G) ≥ n lnn(1 + o(1)).
Thus, Proposition 5 shows that it is not possible to find a class of graphs with cover times
which grow at an order slower than the distance-regular ones.
Another measure of connectivity of graphs as viewed by random walks was studied in [PR12].
There, it was proposed to study F (u) =
∑
v∈GHuv. It was conjectured that F (u) ≥ (n − 1)2
for all graphs, independent of u, and this was proved for a class of graphs which contains the
regular graphs, which of course is a much larger class than the distance-regular graphs. On the
other hand, Theorems 1 and 3 in the form of Proposition 4 provide a bound in the opposite
direction, and shows that F (u) is nearly equal to (n− 1)2 for distance-regular graphs of large
degree. Combining the results of [PR12] with (19) gives
Proposition 6 If G is a distance-regular graph, then for every u we have
(23) (n− 1)2 ≤ F (u) ≤ (1 + C(G, k))(n− 1)2.
In particular, F (u) = (n− 1)2(1 +O( 1
k
)) if D > 2, and F (u) = (n− 1)2(1 +O( 1√
k
)) if D = 2.
We remark that a number of other consequences concerning the rate of mixing of random walks
on distance-regular graphs can be deduced. Let us illustrate this, using the notation of [AF02,
Ch. 4]. Assume for convenience that G is not bipartite, which implies that the distribution
of Xt converges to the stationary distribution, which is the uniform distribution on G; if G
is bipartite, the ensuing results can be be adjusted by making the walk lazy, as is shown in
detail in [LPW09]. We let τ0 =
1
n2
∑
u∈G F (u) =
F (z)
n
, where z is any z ∈ G. It is clear that
Proposition 6 gives the bound τ0 ≤ (1+C(G,k))(n−1)2n . For starting point z ∈ G, let d(t) denote
the distance of Xt from stationarity, that is,
(24) d(t) =
1
2
∑
u∈G
|Pz(Xt = u)− 1
n
|.
2The notation in the quotation has been changed to that of this paper.
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It is not hard to see that this quantity is independent of z in distance-regular graphs. Let
τ1 = {t > 0 : d(t) < e−1}. Let τ2 be the relaxation time, which is defined by τ2 = 1/(1 − λ2),
where λ2 is defined to be the second largest eigenvalue of the transition matrix of Xt. The
importance of this quantity lies in the fact that the L2 distance between the distribution of
Xt and the uniform distribution goes to 0 exponentially, and the time constant in the rate of
convergence can be given in terms of τ2. Finally, let
(25) τc = sup
A⊆G
|Ac|
P (X1 ∈ Ac|X0 unif. dist. on A) .
τc is a flow parameter, essentially measuring the difficulty of random walks passing out of A
relative to the size of Ac. It is shown in [AF02, Ch. 4] that a bound on τ0 gives bounds on the
remaining quantities; in particular, we have τ0 ≥ τ2 ≥ τc, and 66τ0 ≥ τ1. Thus, the bound on
τ0 contained in Proposition 6 yields the following.
Proposition 7 On a distance-regular graph, we have
(26)
τ1 ≤ 66(1 + C(G, k))(n− 1)
2
n
≤ 66(1 + C(G, k))(n− 1),
τ2 ≤ (1 + C(G, k))(n− 1)
2
n
≤ (1 + C(G, k))(n− 1),
τc ≤ (1 + C(G, k))(n− 1)
2
n
≤ (1 + C(G, k))(n− 1).
That these bounds grow linearly in n gives quantitative evidence for the statement: ”Random
walks mix rapidly on distance-regular graphs”.
3 Projected random walks as finite birth-death chains
We fix a v ∈ G and let Yt = d(Xt, v). Yt is the random walk projected onto the sets Ki(v),
defined in the introduction (the term lumped walk is also sometimes used). Yt is a Markov chain
on the state space {0, 1, . . . , D} with the following transition probabilities:
(27) P (Yt = j|Yt−1 = i) =

bi
k
if j = i+ 1,
ai
k
if j = i,
ci
k
if j = i− 1,
0 if |i− j| > 1.
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Yt is what is known as a birth-death chain with finite state space. These processes are well
understood, which allows us to derive a number of consequences for simple random walks on
distance-regular graphs, as the next few subsections show.
3.1 Moments of hitting times and related quantities
It is clear that, if we let τu be the first time Xt hits v starting from u and τ i the first time Yt
hits 0 starting from i = d(u, v), then τu = τ i. This allows us to calculate the moments of τu,
since from the Markov property applied to Yt we have
(28) E[τ qi ] =
ci
k
E[(1 + τ i−1)
q] +
ai
k
E[(1 + τ i)
q] +
bi
k
E[(1 + τ i+1)
q].
This idea was developed by van Slijpe in [vS84] in order to calculate the variance and first two
moments of τu. We will see that, using the results on Biggs potentials from Section 2.2, we
will be able to show that the variance of τu is approximately (n − 1)2 − (n − 1). Solving the
recurrence relation (28) leads to the following theorem. Recall that k is the degree of the graph,
and kj = |Kj|, the number of vertices of distance j from any point; we also let ej denote the
number of edges connecting a point in Kj−1 with a point in Kj, which is ej = kjbj−1 = kjcj.
Theorem 5 ([vS84]) Suppose i = d(u, v). Then
(29)
Hi := Ev[τu] = E[τ i] = k
i∑
j=1
1
ej
D∑
r=j
kr,
Ev[τ
2
u ] = E[τ
2
i ] = −Hi + 2k
i∑
j=1
1
ej
D∑
r=j
krHr.
We can cast these expressions in terms of the Biggs potentials by using the following identity,
which was proved in Lemma 1 of [KM10]:
(30) φi−1 =
k
ei
D∑
j=i
kj.
We see that Hi =
∑i−1
j=0 φj, which was derived previously in Section 2.3, and
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(31) E[τ 2i ] = −
i−1∑
m=0
φm + 2k
i∑
j=1
1
ej
D∑
r=j
kr
r−1∑
s=0
φs.
Recall now from Proposition 4 that (n − 1) ≤ Hi =
∑i−1
m=0 φm ≤ (1 + C(G, k))(n − 1) for all
i > 0 so that we may bound
E[τ 2i ] ≤ −(n− 1) + 2(1 + C(G, k))(n− 1)
i∑
j=1
k
ej
D∑
r=j
kr
= −(n− 1) + 2(1 + C(G, k))(n− 1)
i−1∑
j=0
φj
≤ 2(1 + C(G, k))2(n− 1)2 − (n− 1)
(32)
In a similar fashion, we can give lower bounds for E[τ 2i ], and then similarly give upper and
lower bounds for the variance V arv(τu) = Ev[τ
2
u ]−H2vu. We arrive at the following proposition,
which essentially states that V arv(τu) ≈ (n− 1)2 − (n− 1).
Proposition 8 Suppose i = d(u, v) > 0. Then
(33)
Ev[τ
2
u ] = E[τ
2
i ] ≤ 2(1 + C(G, k))2(n− 1)2 − (n− 1),
Ev[τ
2
u ] = E[τ
2
i ] ≥ 2(n− 1)2 − (1 + C(G, k))(n− 1),
V arv(τu) = E[τ
2
i ]−H2i ≤ (1 + 4C(G, k) + 2C(G, k)2)(n− 1)2 − (n− 1),
V arv(τu) = E[τ
2
i ]−H2i ≥ (1− 2C(G, k) + C(G, k)2)(n− 1)2 − (1 + C(G, k))(n− 1).
van Slijpe also proved a number of interesting identities related to the covering of the graph by
a random walk traveling from v to u. We will see, again, that our previous work on the Biggs
potentials allows us to give strong bounds on these quantities. Let τ+u be the first time t > 0
such that Xt = u. Then, for w 6= u, define
(34)
Vvwu = {Xt = w for some 0 < t ≤ τ+u },
Mvu = # of different vertices visited at times between 0 and τ
+
u on a walk started at v,
Nvwu = # of visits to w at times between 0 and τ
+
u on a walk started at v.
We then have the following theorem, where we define H+vu = Ex[τ
+
u ]; note that this differs from
Hvu only when v = u, in which case we have H
+
vv = n, an identity valid for all regular graphs.
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Theorem 6 ([vS84])
(35)
P (Vvwu) =
H+vu +H
+
wu −H+vw
2H+wu
,
Mvu =
∑
w 6=u
P (Vvwu) =
∑
W 6=u
H+vu +H
+
wu −H+vw
2H+wu
,
E[Nvwu] =
H+vu +H
+
wu −H+vw
n
,
V ar(Nvwu) =
(H+vu +H
+
wu −H+vw)(3H+wu −H+vu +H+vw − n)
n2
.
Remark: These identities hold for more general graphs than distance-regular; for the proof in
[vS84], it was assumed only that H+xy = H
+
yx for all x, y ∈ G. In fact, the first two identities
can be realized as special cases of several identities given for Markov chains in [AF02, Ch. 2].
Again Proposition 4 allows us to employ the bounds (n − 1) ≤ Hxy ≤ (1 + C(G, k))(n − 1)
for all x, y ∈ G, and it is then straightforward to bound the quantities in Theorem 6. We
obtain the following proposition, which shows that, regardless of the choices of v, w, u, we have
P (Vvwu) ≈ 1/2,Mvu ≈ (n− 1)/2, E[Nvwu] ≈ (n− 1)/n, and V ar(Nvwu) ≈ 2(n− 1)2/n2.
Proposition 9
(36)
1
2
− C(G, k)
2
≤ P (Vvwu) ≤ 1
2
+
C(G, k)
2
,
(n− 1)
(1
2
− C(G, k)
2
)
≤Mvu ≤ (n− 1)
(1
2
+
C(G, k)
2
)
,
(1− C(G, k))(n− 1)
n
≤ E[Nvwu] ≤ (1 + 2C(G, k))(n− 1)
n
,
2(1− C(G, k))2(n− 1)2
n2
≤ V ar(Nvwu) ≤ 2(1 + 2C(G, k))
2(n− 1)2
n2
.
3.2 The generating function of hitting times
Suppose d(u, v) = i, and let GFi(s) = Ev[s
τu ] be the generating function of the hitting time
between two points of distance i. In [DS90] a formula for GFi was given, as we now describe.
The intersection matrix of G is defined to be the tridiagonal (D+ 1)× (D+ 1) matrix given by
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(37) P =

0 1
k a1 c2
b1 a2 .
b2 . .
. . .
. . cD
. aD

where all unspecified entries are 0. The adjacency matrix Γ is the n × n matrix formed by
numbering the vertices of G from 1 to n and then letting Γij = 1 if i ∼ j, and Γij = 0 otherwise.
The following are very important facts about the algebraic structure of distance-regular graphs
(see [Big94, Ch. 21]).
Theorem 7 (i) Γ has exactly D + 1 distinct eigenvalues λ0, λ1, . . . , λD, which are precisely
the eigenvalues of B.
(ii) Let ui, vi be the eigenvectors of B associated to each eigenvalue λi. Then, for all i ∈
{0, . . . , D}, ui(0) and vi(0) are both nonzero, and if we standardize such that ui(0) =
vi(0) = 1 then
(38)
(ui, vj) = 0, for i 6= j, and
(ui, vi) =
n
m(λi)
,
where m(λi) is the multiplicity of λi as an eigenvector of Γ.
With this notation, we have
Theorem 8 ([DS90]) For i ∈ {1, . . . , D} and |s| ≤ 1, we have
(39) GFi(s) =
1 + (1− s)∑Dr=1m(λr)vr(i)ki 11−sλr/k
1 + (1− s)∑Dr=1m(λr) 11−sλr/k .
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Using this result, the authors of [DS90] obtained the following proposition on the limiting
distributions of cover times on certain distance-regular graphs, among other things. We let Tcov
be the first time at which every vertex has been visited by our walk, so that the previously
defined Co(G) is equal to E[Tcov]. The standard Gumbel distribution is the distribution with
cumulative distribution function e−e
−x
.
Theorem 9 ([DS90]) (i) Let H(m, q) be the Hamming graph3 as described in Section 1.2,
with m fixed. Then, as q −→ ∞, (Tcov − n log n)/n converges in distribution to the
standard Gumbel distribution.
(ii) Let J(m, q) be the Johnson graph4 as described in Section 1.2. Then, as m −→ ∞,
(Tcov − n log n)/n converges in distribution to the standard Gumbel distribution, provided
that q = o(m/ logm).
3.3 Green’s function
Let a subset E of G be fixed and let u ∈ G\E. Let Gu,E(x) denote the expected number of
times that Xt starting at u hits x before reaching E. We refer to Gu,E(x) as Green’s function
with respect to u and E. The purpose of this section is to show that Gu,E(x) can be explicitly
calculated when E is taken to be a set of uniform distance from u. The following lemma is
probably well-known, but we provide the short proof for the reader’s convenience.
Lemma 1 Let G be a regular graph of degree k, E a subset of G, and u ∈ G\E. Then Gu,E(x)
is a harmonic function on G\{E, u}.
Proof: Let XEn be the walk Xn stopped upon hitting E, and assume x ∈ G\{E, u}. Then
Gu,E(x) =
∞∑
n=0
P (XEn = x)
=
∞∑
n=1
∑
y∼x
1
k
P (XEn−1 = y)
=
1
k
∑
y∼x
∞∑
n=0
P (XEn = y) =
1
k
∑
y∼x
Gu,E(y),
(40)
3[DS90] uses the term hypercube for this graph.
4[DS90] uses the term binomial coefficient graph for this graph.
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so that Gu,E is harmonic at x.
This shows that the following theorem gives us not only the correct expression for a Green’s
function, but also another example of a nonconstant harmonic function on a distance-regular
graph in terms of the intersection array.
Theorem 10 Suppose u is a point in a distance-regular graph G and let us define Gu,E with
E = {x : d(u, x) = α}. Then, for fixed x, let r = d(u, x). We then have, for 0 ≤ r < α,
(41) Gu,E(x) =
k(1 +
∑α−1
j=r+1
br+1...bj
cr+1...cj
)
br|Kr| .
This is the unique harmonic function on G\{E, u} with boundary values 0 on E and 1 +∑α−1
j=1
b1...bj
c1...cj
at u.
Remark: Note that |Kr| = b0...br−1c1...cr for r ≥ 1, so that (41) may be expressed entirely in terms
of the intersection array of G. Expressing Gu,E in terms of the Biggs potentials in a useful way,
however, seems difficult.
Proof: Let GYj denote the expected number of times that Yt = j before hitting Kα. It is clear
by arguments of symmetry that Gu,E(x) = 1|Kr|GYr . Note that P (Ys = j for some s > t|Yt =
j) =
cj+aj+bj∆j+1
k
, where ∆j+1 is the probability that Yn started at Kj+1 hits Kj before hitting
Kα. Thus, for 0 ≤ j < α, GYj satisfies
(42) GYj = 1 +
(cj + aj + bj∆j+1
k
)
GYj .
This can be rearranged to
(43) GYj =
k
bj(1−∆j+1) .
We need now only compute ∆j+1. It is well known
5 that for 0 ≤ j < α,
5There are a number of ways to prove (44). One way is to write down the correct recurrence relations and
verify that the expression on the right side of (44) is the minimal solution; see [Nor98]. Another is to use
the aforementioned relationship between electrical resistance and random walks; see [DS84]. Alternatively, the
formula for Green’s function for a birth-death chain (and thus Theorem 10) may be deduced from Tanaka’s
formula for Brownian local time; see [Mar12] for details.
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(44) ∆j+1 = P (Yn = Kj before Yn = Kα|Y0 = Kj+1) =
∑α−1
j=r+1
b1...bj
c1...cj∑α−1
j=r
b1...bj
c1...cj
.
We therefore have
Gu,E(x) = G
Y
r
|Kr|
=
k
bj(1−∆j+1)|Kr|
=
k
br(1−
∑α−1
j=r+1
b1...bj
c1...cj∑α−1
j=r
b1...bj
c1...cj
)|Kr|
=
k(1 +
∑α−1
j=r+1
br+1...bj
cr+1...cj
)
br|Kr| .
(45)
3.4 The cutoff phenomenon
It is well known that the distribution of an aperiodic irreducible Markov chain Xt on a finite
state space approaches a stationary distribution p˜i as t −→ ∞. For simple random walk on a
regular graph this stationary distribution is the uniform distribution. If we let pˆi(j) =
|Kj(u)|
n
,
so that pˆi is the projection of the uniform distribution pi from G onto {0, . . . , d}, then it is
not hard to see that pˆi is the stationary distribution for Yt. This observation facilitates the
study of mixing times on distance-regular graphs. In [Bel98], Belsley used the projected walk
to establish a result on mixing for a large class of distance-regular graphs. In order to state his
result, we need a few definitions. Given two distributions ν, µ on the vertices of G, let the total
variation distance between them be defined by
(46) ||µ− ν||var = 1
2
∑
x∈G
|ν(x)− µ(x)|;
the normalization factor 1/2 is chosen in part so that ||µ − ν||var ≤ 1. It is straightforward
to verify that if we let µt, µˆt be the distributions of Xt, Yt, respectively, then ||µt − pi||var =
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||µˆt − pˆi||var. It is a standard fact, shown by spectral or other methods, that d(t) = ||µt − pi||
approaches 0 with exponential speed as t −→ ∞ (see [LPW09, Thm. 4.9]. However, the
constants provided by the general theory are often not particularly sharp. Furthermore, in
many cases d(t) stays large until a particular time, at which point it rapidly converges to 0.
This time is known as a cutoff time. For the precise definition, we follow [LPW09]. For ε ∈ (0, 1)
we let tGmix(ε) denote the smallest t such that d(t) < ε on G (recall that on a distance-regular
graph the quantity d(t) does not depend on the starting point of Xt). We will say that a
sequence Gn of graphs has a cutoff if, for all ε ∈ (0, 1),
(47) lim
n−→∞
tGnmix(ε)
tGnmix(1− ε)
= 1.
Belsley defined a class of distance-regular graphs X called the ”q-examples” which contains the
Grassman graphs, sesquilinear forms graphs, dual polar graphs, and half dual polar graphs,
among others. He then proved a more precise version of the following theorem.
Theorem 11 ([Bel98]) If {Gn} is a sequence of graphs in X such that the diameters Dn of
Gn approach ∞ as n −→∞, then {Gn} displays the cutoff phenomenon, and for any ε ∈ (0, 1)
we have tGnmix(ε) ∼ Dn.
The clever proof made use of the fact that the q-examples are all graphs for which the ratio |KD||G|
is rather large; that is, for which most points in G are of the maximal possible distance from
u. This means that once the random walk hits the set KDn it is nearly uniformly distributed
on Gn, which allows the application of techniques similar to those applied in the context of
strong stationary times (see [LPW09, Ch. 6]). This property is not shared by all distance-
regular graphs, and in particular it was stated in [Bel98] that certain families of Johnson and
Hamming graphs have cutoffs asymptotic to Dn logDn, so that no general result encompassing
all distance-regular graphs seems possible.
4 Further topics
We finish by presenting several additional observations. We begin by discussing formulas for
harmonic functions with boundaries with more than two points. We then show how the results
on the Biggs potentials can be used to prove that harmonic functions on distance-regular
graphs do not stray far from their average values; the resulting inequalities we have referred to
as Harnac inequalities. It is likely that the results in this section can be extended considerably.
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4.1 Dirichlet problem with boundaries with more than two points
Let hu,v denote the harmonic function defined in Theorem 9. Then hu,v(v) = −hu,v(u) = Φd(u,v),
and by scaling and translation hu,v gives a complete solution to the Dirichet problem with
boundary points u, v. In theory, the h’s so defined give a general solution to the Dirichlet
problem with arbitrary boundary, as the following proposition shows. Let B = {v1, . . . , vq} be
a set of vertices in G, thought of as a boundary set.
Proposition 10 The functions hv1,v2(z), hv1,v3(z), . . . , hv1,vq(z), 1(z) form a basis for the set of
all functions harmonic on G\B, where 1(z) denotes the constant function which is equal to 1
at all points.
Proof: (2) implies that harmonic functions attain their maximal and minimal values on the
boundary. Thus, if two functions f, g agree on B and are harmonic on G\B then by considering
f−g we see that f = g. Harmonic functions are therefore determined by their boundary values
and, as such, the space of harmonic functions on G\B has dimension q. Suppose a1, . . . , aq are
constants so that
(48) a11(z) + a2hv1,v2(z) + . . .+ aqhv1,vq(z) = 0,
for all z. It is not hard to see that
(49)
∑
z∈G
hv1,vi(z) = 0,
so by summing (48) over all z we conclude a1 = 0. For any i,
(50)
∑
x∼vi
(hv1,vj(x)− hv1,vj(vi))
{
= 0 if i 6= j
6= 0 if i = j
so summing (48) over all x ∼ vi and subtracting k(a2hv1,v2(vi) + . . . + anhv1,vq(vi)) shows that
ai = 0. Thus, the functions 1(z), hv1,v2(z), . . . , hv1,vq(z) are linearly independent, and since this
set of functions has the correct number of elements it forms a basis.
This shows that in principle all harmonic functions on a distance-regular graph can be expressed
in terms of the intersection array by means of the Biggs potentials {φi}D−1i=0 . Define the function
mvi which is harmonic on G\{v1, . . . , vq} with mvi(vi) = 1 and mvi(vj) = 0 for j 6= i. The
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collection of such m’s will be referred to as harmonic measure on B, and for any function
harmonic on G\B we have
(51) f(x) =
q∑
i=1
f(vi)mvi(x).
The functions {mv1 , . . . ,mvq} therefore form an orthonormal basis with respect to the L2 norm
on B for the space of harmonic functions on G\B. However, in most general cases the formula
becomes unwieldy. We will present a number of special cases in which the formula can be
handled easily. Let us first suppose q = 3. For any two points x, y, we will use the notation
Φxy as a shorthand to denote Φd(x,y).
Proposition 11 Given boundary points {u, v, w}, the function mu(z) defined by
(Φvw+Φuv−Φuw)Φwz+(Φvw−Φuv+Φuw)Φvz+(−Φvw+Φuv+Φuw)Φvw−2ΦvwΦuz
2(ΦuwΦuv + ΦuvΦvw + ΦuwΦvw)− (Φ2uw + Φ2uv + Φ2vw)
is harmonic on G\{u, v, w} and takes the values 1 at u and 0 at v, w.
Proof: The denominator of the defining expression of mu(z) is constant in z, so we need only
to check harmonicity in the numerator. The numerator can be rewritten as
Φvw(Φwz − Φuz) + Φvw(Φvz − Φuz) + (Φuv − Φuw)(Φwz − Φvz) + (−Φvw + Φuv + Φuw)Φvw.
By Proposition 2, the functions Φwz−Φuz,Φvz−Φuz, and Φwz−Φvz are harmonic on G\{u, v, w},
and harmonicity of mu(z) follows. The values at u, v, w can be verified by direct substitution.
For an arbitrary q > 3, the formula for harmonic measure becomes quite large and difficult to
handle. However, if we introduce some symmetry or structure into the boundary set, in certain
cases the formula becomes simple. One example is if the boundary is a clique, or more generally
a distance-d-clique, which is defined to be a subset of G with all elements of distance d from
each other.
Proposition 12 Suppose {u, v2, . . . , vq} is a distance-d-clique. Then the function
(52)
1
q
+
∑q
j=2 Φvjz − (q − 1)Φuz
qΦd
is harmonic on G\{u, v2, . . . , vq} and takes the values 1 at u and 0 at v2, . . . , vq.
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Proof: Similarly to the previous proposition, harmonicity follows from the harmonicity of
(Φvjz − Φuz), and the correctness of the boundary values follow from direct substitution.
4.2 Harnack inequalities
Here we give a few of consequences of Theorem 3 on the regularity of harmonic functions, which
we broadly refer to as Harnack inequalities. The classical Harnack inequality for harmonic
functions in the complex plane C states that if h(z) is a positive harmonic function on the unit
disc D = {|z| < 1} then
(53)
1− |z|
1 + |z|h(0) ≤ h(z) ≤
1 + |z|
1− |z|h(0).
In other words, away from the boundary of D, h(z) is close to its average value, h(0). We will
show that a similar type of regularity can be deduced for harmonic functions on a distance-
regular graph. To simplify the statement of the results, we will assume for the rest of this
section that the diameter D > 2 and G is not in Γ; there is no difficulty in adjusting the results
below to the remaining cases if desired, using Theorem 4. In this case, Theorem 4 gives us
φ1
φ0
≤ 2
k
. Let us begin with the case where the boundary of a harmonic function consists of two
points u and v. We suppose that we have a function h(x) on G which is harmonic on G\{u, v}.
As in Section 4.1, we let mu(x) be the unique function on G which is harmonic on G\{u, v} and
equal to 1 at u and 0 at v. We define mv(x) similarly, except now we set mv(v) = 1,mv(u) = 0.
The results in Section 2 show that
(54) mu(z) =
1
2
+
Φvz − Φuz
2Φuv
, mv(z) =
1
2
+
Φuz − Φvz
2Φuv
.
We can now write
(55) h(z) = h(u)mu(z) + h(v)mv(z) =
h(u) + h(v)
2
+
(h(u)− h(v))(Φvz − Φuz)
2Φuv
.
We now easily obtain
Proposition 13 For z ∈ G\{u, v} we have
(56) |h(z)− h(u) + h(v)
2
| ≤ |h(u)− h(v)|φ1
φ0
≤ 2|h(u)− h(v)|
k
.
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If d(x, u), d(x, v) ≥ 2, then
(57) |h(z)− h(u) + h(v)
2
| ≤ |h(u)− h(v)|φ1
2φ0
≤ |h(u)− h(v)|
k
.
Proof: Let us assume that d(z, v) ≥ d(z, u). Combining (55), Theorem 3, and the fact that
d(z, u), d(z, v) ≥ 1, we have
|h(z)− h(u) + h(v)
2
| = |h(u)− h(v)|
2Φuv
|Φvz − Φuz|
=
|h(u)− h(v)|
2Φuv
d(z,v)−1∑
i=d(z,u)
φi
≤ |h(u)− h(v)|
2φ0
D−1∑
i=1
φi
≤ |h(u)− h(v)|(2φ1)
2φ0
,
(58)
with the understanding that an empty sum is 0. This yields the result, in conjunction with
the aforementioned fact that φ1
φ0
≤ 2
k
. If we assume that d(z, u), d(z, v) ≥ 2, then the lowest
index in the sum in the third line of (58) can be changed to 2, resulting in a final bound of
|h(u)−h(v)|φ1
2φ0
.
This shows that harmonic functions on distance-regular graphs with two boundary points are
in general quite close to their average value for all their non-boundary points. We can relate
this to Proposition 9 above by choosing the boundary values h(u) = 1, h(v) = 0, which it can
be shown gives h(z) = Pz(τu < τv). Proposition 13 then shows that |Pz(τu < τv) − 12 | ≤ 2k for
any disjoint triple z, u, v. That is, if our goal is to have a random walk hit u before v, then
for large k it almost doesn’t matter where we start the walk. This is equivalent to the first
inequality in Proposition 9.
Doubtless similar, if more complicated, results can be obtained for larger boundaries, though
in the general case we have not investigated this due to the complexity of the formulas and a
wont of applications. However, we may derive a simple result for distance-d-cliques, as follows.
Proposition 14 Let {v1, v2, . . . , vq} be a distance-d-clique. Suppose that h(z) is a function on
G such that h is harmonic on G\{v1, v2, . . . , vq}. Then, for any z ∈ G\{v1, v2, . . . , vq}, we have
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(59) |h(z)− 1
q
q∑
j=1
h(vj)| ≤ 4
k
(q − 1
q
) q∑
j=1
|h(vj)|.
If d(z, vj) ≥ 2 for all j, then we have
(60) |h(z)− 1
q
q∑
j=1
h(vj)| ≤ 2
k
(q − 1
q
) q∑
j=1
|h(vj)|.
Proof: Recall that h(z) =
∑q
j=1 h(vj)mvj(z), where mvj is defined as in Proposition 12. Ar-
guing as in Proposition 13, we can write
|mvj(z)−
1
q
| =
∣∣∣∑1≤i≤q,i6=j(Φviz − Φvjz)
qΦd
∣∣∣
≤ (q − 1)2φ1
qφ0
≤ 4
k
(q − 1
q
)
.
(61)
This leads to
(62) |h(z)− 1
q
q∑
j=1
h(vj)| =
∣∣∣ q∑
j=1
(mvj(z)−
1
q
)h(vj)
∣∣∣ ≤ 4
k
(q − 1
q
) q∑
j=1
|h(vj)|.
For the same reason as in Proposition 13, assuming that d(z, vj) ≥ 2 for all j allows us to halve
the bound in this proposition.
5 Open questions and concluding remarks
The following is a list of questions which strike the author as natural and seem to be completely
open. Doubtless there are many other worthy questions which may be asked as well.
• Can the (3m + 3) in Theorem 2 be replaced by the universal constant 2? Would useful
consequences follow from this?
• Can analogs of Theorems 5 and 6 and Propositions 8 and 9 be found for higher moments,
or for general moments?
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• Can useful bounds analogous to Theorems 1 and 3 be found which relate to the expression
for the generating function of hitting times given in Theorem 8? This would require a
deeper understanding of the eigenvalues of B than seems to be currently available.
• Can large deviations results be found for hitting times, cover times, etc.?
• Can an analog of Theorem 9 be proved for all distance-regular graphs?
• Can bounds analogous to Theorems 1 and 3 be found which relate to the expression for
the Green’s function given in Theorem 10?
• Can the results stated in Section 3.4 be extended to a larger subclass of distance-regular
graphs? Can anything be said which holds for all distance-regular graphs?
• In reference to Section 4, can a formula be found for harmonic measure on arbitrary
boundaries, and can Harnack inequalities then be given for functions with these larger
boundaries?
• The quantities considered in Sections 2.3 and 3.1 are all easily computed for the complete
graph; indeed, most of the results here give the correct values if C(G, k) is taken to be
0. In this sense, simple random walk behaves similarly on distance-regular graphs as it
does on the complete graph. Can this statement be made more precise? Can distance-
regular graphs be considered ”almost complete graphs” in the field of probability? For
instance, a large number of other random processes have been studied on the complete
graph, particularly those which arise in statistical mechanics such as the Potts, Ising,
and Heisenberg models. Can known results for these models on the complete graph be
extended to distance-regular graphs?
It is hoped that distance-regular graphs have been revealed as a natural and interesting setting
to study simple random walk, and that other researchers will be motivated to do work in this
area as well.
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