We are interested in two questions on extremes relating to world records in athletics. The first question is: What is the ultimate world record in a specific athletic event (such as the 100-m race for men or the high jump for women), given today's state of the art? Our second question is: How "good" is a current athletic world record? An answer to the second question also enables us to compare the quality of world records in different athletic events. We consider these questions for each of 28 events (14 for both men and women).
INTRODUCTION
What is the total (insured) loss of the first hurricane topping Katrina? Is a specific runway at JFK airport long enough for a safe landing? How high should the dikes in Holland be in order to protect the Dutch against high water levels? How long can we live? How fast can we run? How far can we throw? How high (far) can we jump?
Each of these issues relates to extremes. In this article we are interested in the last three of these issues, relating to world records in athletics. More specifically, we wish to answer two questions. The first question is: What is the ultimate world record in a specific athletic event (such as the 100-m race for men or the high jump for women), given today's state of the art? Our second question is: How "good" is a current athletic world record, that is, how difficult is it to improve? An answer to the second question enables us to compare the quality of world records in different athletic events.
We approach these two extremes-related questions with the probability theory of extreme values and the corresponding statistical techniques. The statistical model is of a nonparametric nature; only some "weak regularity" of the tail of the distribution function is assumed. Somewhat related work on records in sports is given in Barão and Tawn (1999) and Robinson and Tawn (1995) , who considered the annual best times in the women's 3,000-m event and drug-related questions for the same event, respectively. Smith (1988) proposed a maximum likelihood method of fitting models to a series of records and applied his method to athletic records for the mile and the marathon.
Almost all attempts to predict an ultimate world record are based on the development of world records over time. This is not our method, and we do not try to predict the world record in the year 2525. Instead, we use all top performances (see Table 1). Our estimated ultimate record tells us what, in principle, is possible in the near future, given the present knowledge, material (shoes, suits, equipment), and drug laws.
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at the 2008 Beijing Olympics, male athletes competed in 24 events: running (100 m, 200 m, 400 m, 800 m, 1,500 m, 5,000 m, 10,000 m, marathon, 110-m hurdles, 400-m hurdles, 20-km walk, 50-km walk, steeplechase); throwing (shot put, javelin throw, discus throw, hammer throw); jumping (long jump, high jump, pole vault, triple jump); relay events (4 × 100 m and 4 × 400 m); and the decathlon.
Women first competed at the 1924 Paris Olympics in 5 events, but at the 2008 Beijing Olympics, they competed in 23 eventsonly the 50-km walk is still excluded. Furthermore, women run 100-m hurdles (instead of 110-m) and compete in a heptathlon (instead of a decathlon).
For the purposes of our study we select 14 events: 8 running events, 3 throwing events, and 3 jumping events, as follows: Our selection thus includes all events that make up the decathlon (D) and heptathlon (H), supplemented by the 10,000 m and the marathon.
This article is organized as follows. In the following section we describe the data and how they were collected. In Section 3 we develop the required extreme-value theory and present the limiting distribution of the estimated quality of a world record (Thm. 1). In Section 4 we apply the theory to the data and answer our two questions. Sensitivity issues are discussed in Section 5, and Section 6 offers some conclusions. The Appendix contains the proof of Theorem 1.
THE DATA
For each of the 28 events (14 for both men and women), we collected data on the personal best of as many of the top athletes in each event as we could, taking care that no "holes" occur in the list. Thus, if an athlete appears on our list, then all athletes with a better personal best also appear on our list. We emphasize that we are interested in personal bests and not in the development of the world record over time. As a consequence, These two sites provide a list of the top athletes (and their results) per event. The Swedish website provides additional information under the headings "Doubtful Wind Reading," "Doubtful Timing," and "Subsequent to Drug Disqualification." These concern records not recognized by the IAAF and, consequently, are not included in our lists. The same applies to information under the heading "Hand Timing," times clocked by hand in a period when electronic timing was available. These records are also not recognized by the IAAF and are not included in our lists. Times clocked by hand from the period when electronic timing was not available are recorded with an accuracy of .1 seconds (rather than .01 seconds) and have been interpreted to be exact to two decimal places. For example, a hand-clocked time of 9.9 seconds is recorded by us as 9.90.
The raw data, thus, consist of six lists per event: one for the period up to mid-2001 from the first website and five lists for 2001, 2002, 2003, 2004, and 2005 (the last list runs only to April 30) from the second website. In combining the six lists two further actions are required. First, we considered the worst performance in each of the six lists and then took the best of these worst performances as the "lower" bound in the combined list for each event. This guarantees that there are no holes in the combined list. Second, we removed all multiple entries of the same athlete, so that each athlete appears only once with his or her personal best. (This is not as easy is it might appear, because names are sometimes misspelled and athletes sometimes change their name, typically women after marriage.) The end result is a list per event of top athletes with their personal bests. Table 1 gives an overview of the number of athletes (the "depth") and the worst and best results for each event in the sample. The data consist of about 10,000 observations for the men and 7,000 observations for the women. On average, we have about twice as many observations for the running events as for jumping and throwing. In particular, the number of observations for the throwing events (on average 383 for the men and 241 for the women) is on the low side.
All distances in the jumping and throwing events are measured in meters, and the more meters, the better. All times in the running events are measured in seconds, and the fewer seconds, the better. This discrepancy is somewhat inconvenient, and we, therefore, transformed running times to speeds, so that the higher the speed, the better. Thus, 10.00 seconds in the 100 m is transformed to a speed of 36.00 km/h. Some data occur in clusters, especially in the shorter distances such as 100 m. These clusters occur not because the actual times are the same, but because the timing is imperfect. Because clusters can cause problems in the estimation, we "smoothed" these data. For example, suppose m athletes run a personal best of d = 10.05 seconds in the 100 m. Then we smooth these m results over the interval (10.045, 10.055) by
We could have randomized the smoothing, or we could even have introduced a more general smoothing scheme applied to all the data, but this proved to have little effect on the results.
EXTREME-VALUE THEORY
Consider one athletic event, say the 100-m race for men, and let X 1 , X 2 , . . . , X n denote the personal bests of all n male 100-m athletes in the world. The precise definition of "athlete" is left vague, and, therefore, the definition and possible measurement of n are difficult. Clearly, n is much larger than the "depth" in Table 1 , which refers only to the top athletes (in this case, 970). Fortunately, the value of n turns out to be unimportant.
We consider these n personal bests as iid observations from some distribution function F . Let X 1,n ≤ X 2,n ≤ · · · ≤ X n,n be the associated order statistics, so that X n,n denotes the world record. (Recall that we transformed running times to speeds, so that the higher the jump, the farther the throw, and the higher the speed, the better.) As an analog to the central limit theorem for averages, we know that if the maximum X n,n , suitably centered and scaled, converges to a nondegenerate random variable, then sequences {a n } (a n > 0) and {b n } exist such that
where (1) holds, then we say that F is in the max-domain of attraction of G γ and γ is called the extreme-value index. This will be the main regularity condition on the right tail of F . Note that (1) implies (by taking logarithms) that
where t now runs through R + and a t and b t are defined by interpolation. We may take b t = U(t) with
where −1 denotes the left-continuous inverse. We need to estimate γ , a t , and b t . Let, for 1 ≤ k < n,
We consider two estimators for γ ∈ R. The first is the moment estimatorγ
see Dekkers, Einmahl, and de Haan (1989) . The second,γ 2 , is the so-called maximum likelihood estimator; see Smith (1987) . Next, we define the following estimators for a n/k and b n/k :
Observe that b n/k = U(n/k) and thatb is just its empirical analog.
This article has two purposes. The first purpose is to estimate the right endpoint
of the distribution function F , that is, the ultimate world record. When estimating the endpoint we assume that γ < 0; note that x * = ∞ when γ > 0. It can be shown that condition (1) is equivalent to
For large t we can write heuristically
Because γ < 0 this yields, for large x and setting t = n/k,
We, therefore, estimate x * witĥ
whenγ j < 0, andx * j := ∞ otherwise. Under appropriate conditions, including (1) and k → ∞, k/n → 0 as n → ∞ (x * 2 also requires γ > −1/2), bothx * 1 and x * 2 are consistent and asymptotically normal estimators of x * . In particular, forx * 1 we have under certain conditions
see Dekkers et al. (1989 Dekkers et al. ( , p. 1851 . The estimation of extreme quantiles and endpoints has been thoroughly studied; see de Haan and Ferreira (2006, chap. 4 ) for a detailed account. The second purpose of this article is to assess the quality of the world record. We measure this quality by n(1 − F (X n,n )), which is the expected number of exceedances of the current world record X n,n (conditional on this world record), if we take n iid random variables from F that are independent of the X i . The lower this number, the more difficult it is to improve the world record and, hence, the better it is. It might seem more natural to measure the quality of the world record based on x * − X n,n . This quantity can, however, be infinite. More important, it does not take into account the tail behavior of F . Observe that our measure of quality is equal to n(F (x * ) − F (X n,n )). We shall discuss our quality measure again at the end of Section 4.3.
From (2), with a t x + b t = X n,n and t = n/k, we have heuristically
Hence, we "estimate" n(1 − F (X n,n )) by
see Dijk and de Haan (1992) or de Haan and Ferreira (2006, chap. 4) . It is important to observe that Q j can be computed without knowing n. We will need a second-order refinement of the so-called domain of attraction condition (1), phrased in terms of U as in (3).
We assume that there exists a function A(·) of constant sign satisfying lim t→∞ A(t) = 0, such that, for x > 0,
with ρ ≤ 0, where we interpret (x 0 − 1)/0 as log x. We now present the limiting distribution of Q j , the estimated quality of the world record. A proof of Theorem 1 is presented in the Appendix.
Theorem 1. Let γ > −1/2. Let F be continuous and assume that U satisfies the second-order condition (5) with ρ < 0. Assume further that k → ∞, k/n → 0, and
[In fact, any estimators of a n/k , b n/k , and γ can be used for which these O p (1) requirements are fulfilled.] Then
as n → ∞.
We will see in the proof that Q j /[n(1 − F (X n,n ))] p −→ 1. Hence, all the asymptotic randomness of Q j comes from X n,n and not from the estimation of F .
WORLD RECORDS
We now apply the estimators of the previous section to the data discussed in Section 2 in order to answer our questions: (1) What are the ultimate world records? (2) How good are the current world records?
Estimation of the Extreme-Value Index
Our first goal is to estimate γ , the extreme-value index, for the 14 selected athletic events, men and women separately. To estimate γ , we must first know whether it exists, that is, whether condition (1) holds for some γ ∈ R. We have tested the existence, using Dietrich, de Haan, and Hüsler (2002) and Drees, de Haan, and Li (2006) . The test results indicate that only the distribution function of two events, namely, the pole vault for both men and women, fails to satisfy condition (1). Hence, we drop the pole vault from our analysis and continue with 13 × 2 athletic events for which we want to estimate γ .
In general, for estimation problems in extreme-value theory, the estimator is plotted as a function of k (the number of upper order statistics used for estimation minus 1). It is a difficult practical problem to find a good value for k on which to base the estimator. Typically, for small k the estimator has a high variance, and the plot is unstable; for large k the estimator has a bias. This is illustrated in Figure 1 , where we plotγ 1 andγ 2 as a function of k in the 100-m event for men. We see that both estimators behave roughly the same and that γ is clearly negative. Drawing such plots for all events confirms that γ < 0 for the large majority.
It is not immediately obvious from Figure good properties when γ < 0. The first additional estimator
is simply the "second part" of the moment estimator, because it is well known that M (1) n (the Hill estimator) is a good estimator of γ > 0. The second additional estimator has a similar structure:γ
i=0 (X n−i,n − X n−k,n ) r for r = 1, 2; see, for example, Ferreira, de Haan, and Peng (2003) .
For every event we looked at the plots of these four estimators and tried to find the first stable region in k of the estimates. More specifically, paying particular attention to values of k between 50 and 250, we tried to identify a set of consecutive values of k of length at least 50 where the estimated values do not fluctuate much, so that the procedure is insensitive to the choice of k in such a region. For example, for the moment estimator in the men's 100 m such a stable region runs from about k = 100 to k = 200. Then we took averages over the region and over the different estimators. For estimates close to 0 or positive we mainly usedγ 1 andγ 2 . This procedure led to the results in Table 2. We see that indeed all our estimates of γ are negative, except the one for the men's long jump.
The heuristic treatment of choosing k requires further explanation and justification. An important question is how sensitive this estimation procedure is with respect to a wrong choice of k. We return to this issue in Section 5.
The Ultimate World Records
We now address our first question, namely, the estimation of the right endpoint of the probability distribution, that is, the ultimate world record. We could proceed as for the estimation of γ , by plugging the four estimators of γ in the definition ofx * j (and inâ j ), j = 1, 2, 3, 4; see (4). For j = 1, 2 these estimators are shown for the men's 100 m in Figure 2 . A much more stable plot, however, is obtained when we replaceγ j =γ j (k) by our (fixed) selected estimate of γ in Table 2 . So we still plot our endpoint estimator (4) versus k, but the dependence on k is now only through X n−k,n and M
(1)
n (k); see the dashed-dotted line in Figure 2 . We estimate x * on the basis of the latter plot. This leads to the results in Table 3 , where we have transformed the speeds of the running events back to times. In this table we Table 3 also presents a rough estimate of the standard error ofx * based on the asymptotic normality ofx * 1 (see Sec. 3).
Because we have assumed that γ < 0, we do not present an estimate for x * when the estimate of γ is positive or so close to 0 that it is not clear if indeed γ < 0. This happens in five events: the men's 400 m and the 10,000 m and long jump for both men and women. The relatively high values ofγ indicate that a substantial improvement in the current world record is possible for these five events.
It appears that very little progress is still possible in the men's marathon (only 20 seconds), but much more in the women's marathon (almost 9 minutes). In contrast, the javelin throw for women appears to be close to its frontier (80 cm), while for the men an improvement of 8 meters is possible.
Quality of the Current World Records
Our second question relates to the ordering of world record holders by means of the estimated quality Q of the world record. Essentially, this quality is measured by transforming all 26 different distributions to the (same) uniform (0, n) distribution. For finding Q we use a similar procedure as for estimating x * . Again for the men's 100 m, Q 1 and Q 2 are shown in Figure 3 , as well as a version of Q withγ fixed. We use mainly the latter plot to find Q. Based on the asymptotic theory of Theorem 1, we present e −Q (rather than Q itself), which has in the limit a uniform (0, 1) distribution, thus providing not only a relative but also an absolute criterion of quality. Because this transformation is decreasing, a higher value of e −Q means that the record is better. In Table 4 the values of e −Q are presented for the 26 world records and the corresponding world record holders. Although far from perfect, some "uniformity on (0, 1)" of the 26 values can be observed. (The deviation from uniformity is partially caused by using the current world records, instead of those on the day that data collection ended.) Observe that the various events as well as the gender are well mixed. (For the women's javelin event our data collection only began on April 1, 1999, because a new rule was put into effect then. This might lead to a small overvaluation of Menéndez's world record.) Table 4 demonstrates that a world record can have a high quality while it can still be much improved (as with the marathon for women), but that it can also be close to its limit while of relatively low quality (as with the 100-m hurdles for women). This is due, in part, to the difference inγ : In the women's marathonγ = −.11, much higher than theγ = −.25 of the women's 100-m hurdles.
We have mentioned before that Q is an estimate of n(1 − F (X n,n )) and that Q can be computed without knowing n, the number of all athletes in the world in a specific event. If we did know n (or if a credible estimate were available), we could estimate 1 − F (X n,n ), the conditional probability of achieving a new world record. This would provide an alternative measure for the quality of the current world record. Because we cannot estimate n satisfactorily, this alternative measure cannot be computed. If, however, we are willing to assume that n is the same for all events (which is not unreasonable in this context), then the order in Table 4 would not be affected if we consider 1 − F (X n,n ) instead of n(1 − F (X n,n )).
SENSITIVITY ANALYSIS
We briefly comment on the (lack of) sensitivity of our procedure. Initially, each of our estimatesγ ,x * , and Q depends on the sample fraction k, as discussed in Section 4. This produces graphsγ (k),x * (k), and Q(k) as displayed in Figures 1-3 . We tion 4.1. Because this method is a common procedure both in the literature and in practice, some evidence that the procedure is not sensitive to the choice of k is important, not only for the current study but also for other studies using similar graphical methods. Clearly, it is desirable to have extreme-value-type estimators that do not depend too much on (small) changes in the choice of k. The value of k itself (the horizontal axis in the graphs) is not of interest; it is the vertical level that is important. If we can choose a credible stable region, where the estimates do not fluctuate much as a function of k, then the actual value of k does not matter much, and the estimates are not sensitive.
We report on two simulation experiments, one for γ > 0 (the "heavy-tailed" situation most common in applications) and one for γ < 0 (our application). Our conclusion is that the estimates are reasonably well determined by the heuristic procedure. Our procedure being graphical and nonautomatic, we cannot perform hundreds of replications. Hence, we take 10 samples of size 1,000 each.
In our first experiment we take samples from the absolute value of the standard Cauchy distribution with density
This distribution is in the max-domain of attraction of G γ , with extreme-value index γ = 1. We use the moment estimator to estimate γ . As we see from Figure 4 , the heuristic approach with this sample leads to a good estimator, namely,γ = .95. This could, however, be a coincidence. Hence, we perform the estimation for each of our 10 samples and obtain a mean estimate of .998 with a standard deviation of .101.
In our second experiment we consider a distribution with a finite right endpoint, that is, where γ ≤ 0. In fact, we choose an extreme-value index that corresponds to the tail thickness in our own application, namely, γ = −.20. We simulate from the reversed Burr distribution
with parameters β > 0, τ > 0, λ > 0, and endpoint x * > 0. For the simulation we choose β = 1, τ = 10, λ = 1/2, and x * = 10, so that γ = −1/(τ λ) = −.20. We estimate γ with the moment estimator. Then we estimate x * in two ways, first by using the estimate of γ depending on k and then by using a fixed estimate of γ , chosen from theγ versus k plot (as in Sec. 4). Again we take 10 samples of size 1,000. The results of one sample are graphed in Figure 5 . Repeating this exercise 10 times, we obtain a mean ofγ of −.216 with a standard deviation of .049. For the estimates of x * based on the fixed estimate of γ , we find a mean of 9.985 with a standard deviation of .136. The estimates of x * without fixingγ have a mean of 10.025 with a standard deviation of .132. We see that the estimates are close to the true value x * = 10 and that the two procedures are comparable in terms of statistical performance. However, as can be verified from Figure 5 , the problem of finding a stable region in the plot ofx * is made easier by using the fixed-γ procedure.
Based on these simulations and many other experiments not discussed here, we conclude that the graphical heuristic procedure is sufficiently insensitive with respect to the choice of k. Some caution and use of common sense are, however, still required.
SUMMARY AND CONCLUSION
Because a record is an "extreme value," it seems reasonable to apply extreme-value theory to world records in athletics. In particular, we attempted to answer two questions: (1) What is the ultimate world record in a specific athletic event given today's state of the art? (2) How "good" is the current world record (i.e., how difficult is it to improve)? We considered 14 events for both men and women: 8 running events, 3 throwing events, and 3 jumping events, such that all events that make up the decathlon and the heptathlon are included, supplemented by the 10,000 m and the marathon.
We do not predict the ultimate world record from the development of world records over time (as is the common procedure). In fact, we use more information than the sequential world records, namely, as many personal bests of top athletes as we could obtain. Combining various publicly available lists gives us, on average, 730 male top athletes and 502 female top athletes per event. We consider our data as the upper order statistics of a random sample and use semiparametric statistical techniques based on extreme-value theory to answer our questions.
Our estimated ultimate world records (Table 3) show that substantial improvements over the current record are still possible, for men especially in the shot put (7.3%) and the javelin (8.1%) and for women especially in the marathon (7.0%) and the discus (10.7%). To achieve these ultimate records is not easy, because the estimated distribution function is quite flat near the right endpoint due to the relatively high values ofγ . On the other hand, very little improvement is possible in the 800 m and 1,500 m for women (both .9%) and particularly in the marathon for men (.3%), all having a relatively lowγ .
We measure the quality of the current world records by n F (x * ) − F (X n,n ) = n(1 − F (X n,n )), the expected number of exceedances of the world record. Highquality world records are difficult to improve, whereas records with low quality are likely to be improved in the near future. The javelin throw for both men and women and the marathon and 200 m for men have records with the highest estimated quality. In the near future, improvements in the 110/100-m hurdles and the long jump records for both men and women and the 10,000 m for men are likely.
The main theoretical result of our article is Theorem 1, where we obtain the limiting distribution of an "estimator" of n(1 − F (X n,n )). It turns out that the limiting distribution is completely determined by X n,n and that it is not affected by the estimation of F .
Our method for measuring the quality of world records could be a basis for an improved method of combining performances in multi-event sports like the decathlon and speed skating. Outside sports statistics, endpoint estimation can be applied in many other scientific disciplines. For example, de Haan (1981) estimated the minimum of a function, and Aarssen and de Haan (1994) considered the maximal life span of humans.
