A Model for Emergent Chaotic Order in Small Neural Networks by Andras P
School of Computing Science,
University of Newcastle upon Tyne
A Model for Emergent Chaotic Order
in Small Neural Networks
Peter Andras
Technical Report Series
CS-TR-860
September 2004
Copyright c©2004 University of Newcastle upon Tyne
Published by the University of Newcastle upon Tyne,
School of Computing Science, Claremont Tower, Claremont Road,
Newcastle upon Tyne, NE1 7RU, UK.
A Model for Emergent Chaotic Order in Small
Neural Networks
Peter Andras
School of Computing Science
University of Newcastle
Newcastle upon Tyne, NE1 7RU, UK
Abstract
A new neural network model is introduced in this paper. The aim of the pro-
posed Sierpinski neural networks is to provide a simple and biologically plausi-
ble neural network architecture that produces emergent complex spatio-temporal
patterns through the activity of the output neurons of the network. Such net-
works can play an important role in the analysis and understanding of complex
dynamic activity observed at various levels of biological neural systems. The pro-
posed Sierpinski neural networks are described in detail and their functioning is
analysed mathematicaly to show that they indeed produce Sierpinski triangles as
the spatio-temporal activity patterns of their output neurons. The paper briefly
discusses generalizations of the proposed neural networks, aspects of their biolog-
ically plausible realization, and their implication to the understanding of the role
of biological neural chaos.
Keywords: bio-plausible model, chaos, complex behavior, dynamic patterns,
neural network model, Sierpinski triangle, small neural network, spatio-temporal
patterns
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1. Introduction
Research results show that chaotic dynamics is present in the functioning of bio-
logical neural systems, ranging from chaotic firing of individual neurons [2, 14] to
chaotic spatio-temporal patterns in the EEG [6]. Such chaotic dynamics is usually
characterized by apparent irregularity and lack of order, while appropriate analy-
sis of dynamic activity patterns can reveal emergent chaotic order1. Although
the role of chaotic neural dynamics is not fully understood, proposed hypotheses
suggest that it might play a role in coding classes of input information [6, 19],
provide an effective way to search through large spaces of possible solutions of
various problems [22], and / or provide the necessary level of noise needed for
the stochastic stabilization of the neural system [7]. One way to find answers to
questions about neural chaos is to build models that produce similar emergent
chaotic behavior in artificial neural networks.
There are several proposals of artificial neural networks that exhibit chaotic
behavior in some sense (e.g., [1, 4, 8, 20]), and there are also proposals for chaotic
1We call chaotic order the complex nonlinear regularity that characterizes chaotic behavior
(chaos is understood in the mathematical sense [3]). In contrast, it is impossible to find such
regularities in purely random irregular behavior.
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neurons that have chaotic variation in their output (e.g., [10, 12, 15, 18]). We
note that these proposals often use neural units that lack biological plausibility
(e.g., they use neurons with unnatural functioning [13]), or the chaotic nature of
the described neural activity is hard to analyse and interpret in simple ways (e.g.,
[11, 16]).
A new neural network model is presented here. This is built by biologically
plausible excitatory and inhibitory neurons, and produces emergent chaotic or-
der within the space of spatio-temporal firing patterns of its output neurons. The
network contains 11 neurons (8 excitatory neurons and 3 inhibitory neurons) orga-
nized in a well-defined way. The spatio-temporal firing patterns of the two output
neurons describe a well-known fractal, the Sierpinski triangle, characterized by
spatial chaos. Consequently, we call the proposed network the Sierpinski neural
network. The model presented here offers a new way of interpretation of chaotic
spatio-temporal firing patterns of small ensambles of neurons.
The rest of the paper is structured as follows. First, we describe the neurons
of the network. Next, we present the structure and functioning of the Sierpinski
neural network. This is followed by an analysis of the functioning of the network
and a discussion about some aspects and implications of the proposed Sierpinski
neural networks. Finally, the paper is closed by a conclusion section.
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2. The neurons of the network
The neuron types of the proposed Sierpinski network are presented in this section.
All the neurons fall into one of three categories: periodic autonomous burster
excitatory neurons, inhibitory neurons, or integrate-and-fire excitatory neurons.
2.1. Periodic bursters
The periodic bursters are neurons that spontaneously produce bursts of spikes
(e.g., some neurons in invertebrate central pattern generators [2]). The bursts have
a fixed frequency f , and they last for tB time. Each bursting period is followed by
a refractory period. The length of the refractory period varies randomly around
the typical length rB. The random variation follows a normal distribution with
mean 0 and variance σB. The Figure 2.1 shows a typical output of the periodic
burster neurons.
If the periodic burster receives an inhibitory signal this shunts down its activity
and the neuron enters into a new refractory period. For the sake of simplicity,
we suppose that the refractory periods after bursting and after shunting have
the same length and random variation. The output of the periodic bursters is
excitatory.
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2.2. Inhibitory neurons
The inhibitory neurons fire if they receive inputs above a given threshold. We
consider the treshold is passed if the inhibitory neuron receives an excitatory
input. They typically fire a few spikes with frequency fI for tBI time, after which
they enter into a brief refractory period. The refractory period varies around the
typical length rI . The variation follows a normal distrbituion with mean 0 and
variance σI . The refractory period of the inhibitory neurons are much shorter
than the refractory period of the periodic bursters, i.e., rI  rB.
The inhibitory neurons may receive shunting inhibition from other inhibitory
neurons. If the inhibitory neuron does not receive input from excitatory neurons
it does not fire. Figure 2.2 shows the input / output relationship for the inhibitory
neurons.
2.3. Integrate-and-fire excitatory neurons
The integrate-and-fire excitatory neurons integrate the incoming inputs for a
longer time, TIF , and depending on the strength of the input they produce a
burst of spikes with varying frequency. The length of the burst period is tB, the
same as the length of the burst period of periodic bursters. After the production
of the burst they enter into a brief refractory period with average length rIF , and
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Figure 2.1: Typical output of a periodic buster neuron
Figure 2.2: The input / output relationship of an inhibitory neuron. It fires
only when it receives excitatory input, and it is shunted down when it receives
inhibitory input.
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normally distributed variation with variance σIF . The length of their refractory
period is comparable to the length of the refractory period of the periodic burster
neurons.
The incoming signals are processed by weighted temporal integration. Later
inputs have less influence. The output frequency is calculated according to the
formula:
fout =
N[
i=1
γi · f iin (2.1)
where γ1 > γ2 > . . . > γN > 0 are time discounting factors, and f
i
in is the fre-
quency of the incoming spikes during the integration step i. Each integration step
takes tint time, which has comparable length to the length of tB, i.e., tint * tB.
The decay in the influence of later inputs is due to the decrease of the synap-
tic efficacy during the input integration process. In the present case we chose
the discounting factors γi = 2
−i. Figure 2.3 shows the functional mechanism of
integrate-and-fire excitatory neurons.
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Figure 2.3: The functional mechanism of an integrate-and-fire excitatory neuron.
The neuron computes its output firing rate by weighted integration of the incoming
firing rates.
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3. The Sierpinski neural network
The proposed neural network is composed of eleven neurons, six periodic bursters
(ax, bx, cx, ay, by, cy), three inhibitory neurons (ia, ib, ic) and two integrate-and-
fire excitatory neurons (zx and zy). The network is shown in Figure 3.1.
The periodic bursters have different bursting frequencies. For the example
that we present we chose the frequencies to be: fax = 15, fbx = 20, fcx = 17,
fay = 16, fby = 18, fcy = 22.
Each periodic burster sends excitatory connections to two inhibitory neurons,
such that each inhibitory neuron receives excitatory input from two periodic
bursters. Each inhibitory neuron sends connections to four periodic bursters,
which are not the same as the ones which send the excitatory connections to the
inhibitory neuron. Additionally the inhibitory neurons also send connections to
the other inhibitory neurons. In particular, the periodic bursters ax and ay send
connections to the inhibitory neuron ia, which sends connections to the periodic
bursters bx, by, cx, cy, and to the inhibitory neurons ib and ic. Similarly, the ib
neuron receives connections from bx and by, and sends connections to ax, ay, cx,
cy, ia, and ic, and ic receives connections from cx and cy, and sends connections
to ax, ay, bx, by, ia and ib.
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Figure 3.1: The Sierpinski neural network: neurons ax, bx, cx, ay, by, cy are peri-
odic bursters, neurons ia, ib, ic are inhibitory neurons, and neurons zx and zy are
integrate-and-fire excitatory neurons.
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The bursting-inhibitory complex functions in such a way that pairs of (ax, ay),
(bx, by), and (cx, cy) neurons fire synchronized bursts, and at each time only
one such pair is firing, and the others are inhibited. After one pair has finished
their burst and enter into their refractory period, the corresponding inhibitory
neuron does not receive any more excitatory input and stops inhibiting the other
periodic bursters. One of the periodic bursters, which has the shortest refractory
period, starts to fire, turning on the corresponding inhibitory neuron, which in
turn inhibits the periodic busters of the other groups and their corresponding
inhibitory neuron. The partner neuron of the active burster will start its bursting
soon, because it does not receive inhibitory input. The selection of the winning
periodic burster happens randomly, because the length of the refractory period of
these neurons varies randomly. The equations describing this mechanism are the
following:
efB(t) =
⎧
⎪⎪⎪⎨
⎪⎪⎪⎩
fB if erB(t) = 0 and efB,inh(t) = 0
0 otherwise
(3.1)
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erB(t) =
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
rB + ξB(t) if
efB(t− τ) > 0 for 0 ≤ τ ≤ tB
or efB,inh(t) > 0
0 if erB(t− τ) > 0 for 0 ≤ τ ≤ erB(t),
and efB,inh(t) = 0
erB(t− 1) otherwise
(3.2)
efB,inh = ef1inhibitory + ef
2
inhibitory (3.3)
efI(t) =
⎧
⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
fI if erI(t) = 0 and efI,inh(t) = 0
and efI,exc(t) > 0
0 otherwise
(3.4)
erI(t) =
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
rI + ξI(t) if
efI(t− τ) > 0 for 0 ≤ τ ≤ tBI
or efI,inh(t) > 0
0 if erI(t− τ) > 0 for 0 ≤ τ ≤ erI(t),
and efI,inh(t) = 0
erI(t− 1) otherwise
(3.5)
efI,inh = ef1inhibitory + ef
2
inhibitory (3.6)
efI,exc = ef1excitatory + ef
2
excitatory (3.7)
where the hat sign denotes the actual values of the variables ( ef and er), the B
index refers to bursting neurons, the I index to inhibitory neurons, efinh, efexc are
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the summed inhibitory and excitatory inputs, and the ξB(t) and ξI(t) are inde-
pendent random values drawn from the corresponding refractory time variation
distributions2.
Each periodic burster sends a connection to one integrate-and-fire neuron.
Each integrate-and-fire neuron receives connections from three periodic bursters.
In our case the neuron zx receives connections from ax, bx, cx, and the neuron
zy receives connections from ay, by, and cy. This means that the integrate-
and-fire excitatory neurons compute a weighted average of the incoming firing
rates, and produce a burst with the computed frequency. The integration time
of the integrate-and-fire neurons was set to be TIF = 6 · tB, i.e., γi = 2−i for
i = 1, 2, . . . , 6, and γi = 0 for i > 6.
A series of firing frequencies of the two output neurons, zx and zy, are shown
in Figure 3.2. As the figure shows, they seem to vary randomly. The distribution
of the firing frequencies for both neurons are shown in Figure 3.3. These figures
do not suggest any particular order or regularity in the output of the network.
Considering the firing frequencies of the neurons zx and zy together for a
2We note that the key parameters that regulate the random variation of the firing pair of
periodic bursters are the rB and the σB. In order to get close to uniform random sequence of
firing pairs the ratio ρB = σB/rB should be large enough (e.g., ρB * 0.25). If the variance is
not large enough with respect to the typical value of the refractory period the uniformity of the
randomness of the series decreases (i.e., by considering the distribution of longer sequences of
pair indices, like triplets, we may find some low probability sequences).
14
Figure 3.2: Variation of firing frequencies of integrate-and-fire zx and zy neurons
15
Figure 3.3: The distribution of firing frequencies of integrate-and-fire neurons zx
and zy.
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longer time (e.g., 500 - 1000 bursts) we get the spatial pattern presented in Figure
3.4. For comparison, in Figure 3.5 we present the Sierpinski triangle [3], which is
obtained from a triangle by adding the midlines to it, and continuing this process
with all resulted triangles, except the ones that have all newly added lines as edges
(i.e., we ignore the resulted middle triangles).
We can easily notice the resemblance between the spatio-temporal pattern of
the output firing rates of our neural network and the Sierpinski triangle. Thus, we
see how the apparently irregular behavior of the output neurons of this network
give rise to an emergent complex order in the space of spatio-temporal firing
patterns of these neurons.
We call the proposed neural network the Sierpinski neural network. We show
in the next section that the resemblance between the two patterns is not by chance,
but it results from the functional mathematics of the proposed neural network.
4. How does the Sierpinski neural network work?
The structure of the spatio-temporal pattern of the network output stems from
two sources. These are: the random selection of a synchronously firing pair of
spontaneous bursters, and the weighted temporal integration of the output of the
burster-inhibitory complex by the output neurons of the network.
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Figure 3.4: The spatial pattern of paired outputs of neurons zx and zy (500
consecutive firing rate pairs).
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Figure 3.5: The Sierpinski triangle corresponding to the spatial pattern of firing
rate pairs of neurons zx and zy.
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Let us consider the calculation of the firing rates of neurons zx and zy. The
formulas are the following:
fzx =
n[
i=1
2−i · fxi (4.1)
fzy =
n[
i=1
2−i · fyi (4.2)
where the pair (xi yi) takes randomly one of the symbolic values (ax, ay), (bx, by),
(cx, cy), and n = 6 in our specific case. We expand the calculations of fzx and fzy
in the following way:
f0zx = 0 (4.3)
f0zy = 0 (4.4)
f i+1zx =
1
2
(f izx + fxn−i) (4.5)
f i+1zy =
1
2
(f izy + fyn−i) (4.6)
fzx = f
n
zx (4.7)
fzy = f
n
zy (4.8)
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This means that the calculation of both fzx and fzy is achieved by a random
iterative application of three linear functions. In the case of zx these functions
are
uax(t) =
1
2
(t+ fax) (4.9)
ubx(t) =
1
2
(t+ fbx) (4.10)
ucx(t) =
1
2
(t+ fcx) (4.11)
In the case of zy we have similar functions with parameters fay, fby, and fcy.
The derivative of all these linear functions is 1
2
, a value within the interval
[−1, 1]. This means that they are all contractions, and from the theory of iterative
function systems [3] we know that in such cases the possible final values of the
calculations lie in a well-defined set of attractor points. In many cases these
attractor points form a complex ordered pattern, a fractal [3] characterized by
spatial chaos.
In our particular case we notice that the selection of the u(t) functions for zx
and zy are not independent, but for each uxi(t) selected for zx we select at the
same time the corresponding function uyi(t) for zy. This is due to the selection
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of synchronously bursting pairs of spontaneous bursters by the burster-inhibitory
complex. Consequently, we can view the simultaneous process of calculation of
fzx and fzy as a series of random iterative applications of one of three planar
contractions. These contractions are:
Ua(P ) =
1
2
(P +A) (4.12)
Ub(P ) =
1
2
(P +B) (4.13)
Uc(P ) =
1
2
(P + C) (4.14)
where P = (tx, ty) a point in the plane, A = (fax, fay), B = (fbx, fby), and
C = (fcx, fcy). In all cases the initial value P 0 is the point (0, 0).
This leads us to the solution of the mysterious resemblance between the spatio-
temporal output pattern of the Sierpinski neural network and the Sierpinski tri-
angle. The random iterative application of the above planar contractions exactly
generates the computation of the points of the Sierpinski triangle. This compu-
tational method is called the probabilistic generation method of the Sierpinski
triangles [3].
To see why the probabilistic computation of the Sierpinski triangle works let
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us remember the definition of this fractal. The Sierpinski triangle is the union
of a triangle with its midlines and with the midlines of triangles that result from
iterative addition of midlines to triangles that are formed during the generation
of the Sierpinski triangle, except those triangles that are formed by newly added
midlines. In simpler terms, we cut the middle of the triangle defined by the
midlines, and we continue this process iteratively with all the triangles generated
by this process. By applying infinitely many such iterations, what remains uncut
is the Sierpinski triangle.
This means that all the points that are part of the Sierpinski triangle are on
the edges of the triangle, or on a midline of the original triangle, or of a resulted
permitted internal triangle. The points on the midlines of the original triangle
have the analytic form:
P =
1
2
A+
1
2
λB +
1
2
(1− λ)C (4.15)
where λ ∈ [0, 1], and A,B,C might be applied in any permutation. Writing λ in
base 2, we have:
λ =
∞[
k=1
2−k · sk (4.16)
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where sk ∈ {0, 1}. Rewriting the formula of points on the midline between the
vertex A and edge BC we have:
P =
1
2
A+
∞[
k=2
2−k · sk ·B+
∞[
k=2
2−k · (1− sk) · C (4.17)
In other words, for each power n of 1
2
we have a single vertex multiplied by
this factor, i.e. the n = 1 is reserved for A, and all others are used for B or C,
but not for both. This property is true for all the points of the original triangle,
because they have the general formula
P = λA+ (1− λ)B (4.18)
where A,B may be exchanged for any pair from {A,B,C}. Considering the above
mentioned expansion of λ in base 2, it is easy to see that in the case of points
of the edge AB, no n is used for C, and for all n-s only A or B is multiplied by
the n-th power of 1
2
. The same is true for the other edges with the appropriate
permutation of the vertices.
The elimination of triangles formed by newly added midlines maintains the
above property for all the points of the Sierpinski triangle [3]. Reformulating this
property we find an alternative definition of the Sierpinski triangle, i.e., it is the
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union of those points in the plane which can be expressed as
P =
∞[
k=1
2−k · sak ·A+
∞[
k=1
2−k · sbk ·B+
∞[
k=1
2−k · sck · C (4.19)
such that sak, s
b
k, s
c
k ∈ {0, 1}, and sak + sbk + sck = 1 for all k = 1, . . . ,∞. In other
words, for each exponent k we have that only one of sak, s
b
k, s
c
k is one, and the other
two are zeros.
By putting in the latter equation n instead of infinity, or in other words by
imposing sak = s
b
k = s
c
k = 0, for k > n, we get a set of points on the partial
Sierpinski triangle obtained after n steps of the cutting out the middle triangle
operation. If n is sufficiently large we get many points at many midline levels.
The proposed Sierpinski neural network performs exactly this kind of compu-
tation for the (fzx, fzy) pairs. At each step the network selects only one of the three
planar contractions and applies that to the already computed transitory (f izx, f
i
zy)
value pair. This iterative computation leads to the calculation of points situated
on the Sierpinski triangle determined by the points A = (fax, fay), B = (fbx, fby),
and C = (fcx, fcy). The points are calculated as pairs of firing frequencies of the
neurons zx and zy. This shows that indeed, the emerging chaotic order in the
space of spatio-temporal firing patterns of the output neurons of the Sierpinski
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neural network can be described by a Sierpinski triangle.
5. Discussion
In this section we address three issues. First we discuss variants of the presented
network, which have more complicated burster-inhibitory complex, and different
integration weights in the output neurons. Next we have a look at a biologically
more feasible formulation of the proposed network. Finally we discuss the impli-
cation of the proposed neural network for the interpretation of neural activity in
small neural ensembles.
5.1. More bursters and different γ-s
In this sub-section, we briefly describe three generalizations of the proposed Sier-
pinski neural networks. These might gain application in practical simulations of
measured chaotic spatio-temporal neural activity.
Looking at the structure of the burster-inhibitory complex we see two fun-
damental ways of generalizing this structure by incoporating more burster and
inhibitory neurons. One possibility is to have more than three pairs, let us say
M pairs of periodic bursters, and an inhibitory neuron for each pair. The second
simple way is to have m-tuplets of bursters instead of the pairs, each m-tuplet of
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bursters having an associated inhibitory neuron.
In the first case, ofM pairs of burster neurons, the output neurons of the pro-
posed neural network will have a spatio-temporal activity pattern that describes
the Sierpinski gasket associated with a polygon with M vertices (i.e., the set of
points of the form P =
MS
k=1
 ∞S
i=1
2−i · ski ·Ak

, where Ak are the vertices of the
polygon, ski ∈ {0, 1}, and
MS
k=1
ski = 1 for each i = 1, . . . ,∞). Figure 5.1 shows the
first order partial Sierpinski gasket associated with a pentagon (i.e., after the first
step of adding new line segments to the original pentagon).
In the second case, when there are m bursters instead of pairs of bursters,
we need to have m integrate-and-fire output neurons, each receiving a single in-
put from every m-tuplet of bursters. This organisation of the network leads to
the formation of m-dimensional Sierpinski gaskets in the spatio-temporal activity
space of the output neurons. These Sierpinski gaskets are associated with the
m-dimensional polyhedron with M vertices (supposing that we have M instances
of m-tuplets of bursters). The Sierpinski gasket associated with four groups of
burster triplets (i.e., the m-dimensional polyhedron with M vertices is a tetrahe-
dron in this case) is shown in Figure 5.2.
Another aspect of generalization is the change of γi values. In the presented
case we used γi = 2
−i, which lead to the standard Sierpinski triangle in the spatio-
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temporal activity space of the output neurons. Choosing different γi values we get
their associated Sierpinski-type triangles, which consist of other internal lines of
the admissible triangles instead of the midlines, which is the standard case. Figure
5.3 shows the Sierpinski-type triangle associated with γi = 3
−i, for i = 1, 2, 3 and
γi =

3
2
−i
, for i = 4, 5, 6 values.
5.2. Rethinking the proposed neural network through the prism of bio-
feasibility
It is known from neuro-anatomy research (e.g., [21]) that the neurons typically
send out axons with many branches and many times with collaterals, and that
most of the neurons receive synaptic input from many other neurons. This sug-
gests that the proposed neural network model should be reconsidered by including
populations of neurons instead of individual neurons, and many connections be-
tween these neurons.
The Sierpinski neural network can be reformulated as a network of many neu-
rons, which constitutes several neuron populations.
Each periodic burster neuron is replaced by a population of periodic bursters
with the same mean bursting frequency. For each pair of burster populations there
is an associated population of inhibitory neurons. This larger burster-inhibitory
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complex performs the selection of the output of the complex, which is the burst
of neurons from one of the burster population pairs. The key for the functioning
of the burster-inhibitory complex is to have the selective connections between the
neurons of burster and inhibitory populations, e.g., bursters from the ax and ay
populations send axon terminals to inhibitory neurons from the ia population,
which send axon terminals to bursters from the bx, by, cx, cy populations and
inhibitory neurons from the ib and ic populations. The formation of such selective
connections is biologically plausible and can be driven by specific guidance and
cell adhesion molecules [5].
The neurons from the burster populations send axon terminals to the neurons
of the zx and zy integrate-and-fire populations. Each neuron receives many inputs
from neurons of the associated populations, e.g., neurons of the zx population
receive connections from the neurons of the ax, bx, and cx populations. Recent
research in neural coding (e.g., [17]) suggests that neurons typically communicate
by only a few spikes, such that the timing between these few spikes determines
the communicated firing rate information. Receiving this information from many
axon terminals, the neurons of the zx and zy populations can calculate precise
estimates of the incoming firing rates by averaging them.
We note that the generation of the spatio-temporal pattern of the averaged zx
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and zy output firing rates has two built-in precision increasing mechanisms. The
first is the statistical averaging that applies to the input to the integrate-and-fire
neurons and to the output of these neurons. The second is the dynamical attractor
nature of the spatio-temporal output pattern, which guarantees that the overall
pattern stays close to the ideal one (i.e., the mathematically defined attractor),
even if the data used for calculations has some errors in it.
The reformulated Sierpinski neural network is more feasible from the neurobi-
ological point of view than the original proposal. This bio-feasible Sierpinski net-
work shows that such patterns (i.e., those suggested in the previous sub-section)
may emerge in the spatio-temporal activity space of neural assemblies with rela-
tively simple structure, which obeys some connectivity pattern constraints.
5.3. A new interpretation of activity in neural assemblies
Complex dynamic, sometimes chaotic, activity was found in small neural assem-
blies, like the stomato-gastric ganglion of crabs [9]. The Sierpinski neural networks
suggest that a way to understand the functioning of such neural assemblies is to
look at the spatio-temporal pattern resulting from the activity of several output
neurons of such neural structures. Such chaotic spatio-temporal patterns emerg-
ing in relatively small neural assemblies can provide the functional basis for the
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more macro-level chaotic neural activity. Such macro-level activity was observed
in the EEG recordings from the olfactory bulb and other parts of the brain [6].
The proposed Sierpinski neural networks show that a well-structured mixture
of excitatory and inhibitory spiking neurons can perform the computation of emer-
gent complex spatio-temporal activity patterns. The emergence of stable complex
patterns in the activity space of neural assemblies suggests a new way of inter-
pretation of neural chaos. These patterns can serve as computational units for
symbolic and sub-symbolic neural computation. The larger neural systems may
operate by generation of such neural computational objects at a smaller scale,
and by performing computation through the transformations and interactions of
these computational objects.
6. Conclusions
The Sierpinski neural networks are presented in this paper. These neural networks
consist of biologically plausible excitatory and inhibitory neurons, which produce
emergent chaotic order in the space of spatio-temporal activity patterns of their
output neurons. The mathematical analysis of the Sierpinski neural networks
shows that the spatio-temporal activity patterns of the output neurons of these
networks do indeed describe well-known fractals, the Sierpinski triangles, which
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are characterized by spatial chaos. This makes the proposed Sierpinski neural
networks appropriate models for emergent chaotic order found at various levels
within the activity of the nervous system.
The generalizations of the proposed neural networks can produce various kinds
of chaotic spatio-temporal activity patterns, which can be described in general as
Sierpinski gaskets. These neural activity objects may provide a way to analyze
the activity of relatively small ensembles of biological neurons that show complex
dynamic behavior. Such neural objects might be the basic building blocks of
observed higher level chaotic neural activity (e.g., chaotic patterns in the EEG
signals [6]).
The Sierpinski neural networks suggest a new interpretation for the functional
role of neural chaos. According to this interpretation emergent complex patterns
formed in the spatio-temporal activity space of the neurons might be used as
computational units to perform symbolic and sub-symbolic computations.
Experimental research is needed to invesitgate whether spatio-temporal ac-
tivity patterns emerging in simple biological neural networks are similar in some
meaningful sense to the activity patterns of the proposed generalized Sierpinski
neural networks. Further theoretical research should clarify the effective ways of
performing symbolic and sub-symbolic computation with Sierpinski neural net-
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works. The combination of theoretical and experimental research will have to
uncover the pratical applicability of the concepts of Sierpinski neural networks to
the understanding of biological neural computation.
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Figure 5.1: The first order partial Sierpinski gasket associated with a pentagon
38
Figure 5.2: The Sierpinski gasket associated with a tetrahedron. The figure shows
with thicker lines the line pattern of the three faces visible from above, and with
thinner lines the line pattern of the fourth face at the bottom.
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Figure 5.3: Sierpinski-type triangle associated with γi = 3
−i, for i = 1, 2, 3 and
γi =

3
2
−i
, for i = 4, 5, 6 values.
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