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РЕФЕРАТ
Квалiфiкацiйна робота мiстить: 48 стор., 8 рисунки, 3 таблиць, 12
джерел.
Метою даного дослiдження є розвинення теорiї до узгальненого
лiнiйного криптоаналiзу на довiльних абелевих групах та побудова
методологiї оцiнювання теоретичної та практичної стiйкостi до даного
виду криптоаналiзу. Об’ектом дослiдження є iнформацiйнi процеси в
системах криптографiчного захисту. Предметом дослiдження є моделi та
методи лiнiйного криптоаналiзу блокових шифрiв.
Для досягнення данної мети необхiдно: сформулювати та довести
теореми, аналогiчнi теоремам Нiберг та Парка та iн.; привести приклади
застосування одержаних узагальнених теоретичних результатiв до
сучасних блокових шифрiв або їх модифiкацiй.
В результатi було сформульовано та доведено теореми про доказову
стiйкiсть до узагальненого лiнiйного криптоаналiзу, аналогiчнi теоремам
Нiберг та Парка та iн. про доказовану стiйкiсть схеми Фейстеля та
SP-мережi вiдповiдно. Показано, що оцiнка стiйкостi обчислюється через
визначенi параметри S-блокiв, зокрема, максимуми лiнiйних потенцiалiв,
а також через iншi параметри шифрiв: iндекс розгалуження, кiлькостi
раундiв. Також було обчислено узагальненi лiнiйнi потенцiали S-блокiв
шифрiв SAFER, AES та Калина.
ЛIНIЙНИЙ КРИПТОАНАЛIЗ, IТЕРАТИВНI БЛОКОВI ШИФРИ,
УЗАГАЛЬНЕННЯ ЛIНIЙНОГО КРИПТОАНАЛIЗУ
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РЕФЕРАТ
Квалификационная работа содержит: 48 стр., 8 рис., 3 таблиц, 12
источников. Целью данной работы является развитие теории обобщенного
линейного криптоанализа на произвольных абелевых группах и
построение методологии оцениваня теоретической и практической
стойкости против данного вида криптоанализа. Объектом исследования
являются информационные процессы в системах криптографической
защиты. Предметом исследования являются модели и методы линейного
криптоанализа блочных шифров.
Для достижения цели необходимо: сформулировать и доказать
теоремы, аналогичные теоремам Ниберг и Парка и др.; привести примеры
использования полученных обобщенных теоретических результатов к
современным блоковым шифрам или их модификациям.
В результате были сформулированы и доказаны теоремы о
доказуемой стойкости против обобщенного линейного криптоанализа,
аналогичные теоремам Ниберг и Парка и др. о доказуемой стойкости
схемы Фейстеля и SP-сети соответственно. Показано, что оценки
стойкости вычисляются через определяемые параметры S-блоков, а
именно, максимум линейных потенциалов, а также через другие
параметры шифров: индекс разветвления, количества раундов. Также
были вычислены обобщенные линейные потенциалы S-блоков шифров
SAFER, AES и Калина. ЛИНЕЙНЫЙ КРИПТОАНАЛИЗ,
ИТЕРАТИВНЫЕ БЛОЧНЫЕ ШИФРЫ, ОБОБЩЕНИЕ ЛИНЕЙНОГО
КРИПТОАНАЛИЗА
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ABSTRACT
Qualification work contains: 48 pages, 8 fig., 3 tables, 12 references. The
goal of this research is development of the theory of generalized linear
cryptoanalysis on arbitrary Abelian group and development of methodology of
estimation thoretical and practical resistance against this kind of analysis.
Object of this work is information processes in systems of cryptograhic
security. Subject of this research are models and methods of linear
cyptoanalysis of block ciphers.
In order to obtain the goal several tasks must be solved: formulate and
prove theorems, analogical to Nyberg and Park et al. theorems; show examples
of application obtained generalized theoretical results to modern block ciphers
or theirs modifications.
As a result theorems were formulated and proven theorems about
resistance against generalized linaear cyptoanalysis, analogical to Nyberg and
Park et al.theorems about provable security Feistel scheme and SP-networks
respectively. It was shown, that security assessments are computed by means
of defined parametres of S-boxes, specificaly, maximal linear potentials, and
others cipher parametres: branch index, number of rounds. In addition to it,
generalized linear potentials of SAFER, AES and Kalina S-boxes were
computed. LINEAR CYPTOANALYSIS, ITERATIVE BLOCK CIPHERS,
LINEAR CYPTOANALYSIS GENERALIZATION
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ВСТУП
Актуальнiсть дослiдження. Лiнiйний криптоаналiз є одним з
найпотужнiших методiв криптоаналiзу симетричних блокових шифрiв.
Свого часу, нацiональний стандарт шифрування Сполучених Штатiв
Америки, алгоритм DES був зламаний саме за допомогою лiнiйного
аналiзу [8]. З того часу, усi новi шифри перевiряються на стiйкiсть до
цього виду аналiзу. У свою чергу розвиваються i самi атаки:
диференцiально-лiнiйнi розпiзнавачi, бiлiнiйний криптоаналiз, рiзнi види
узагальнень класичного лiнiйного аналiзу.
У роботах [6, 5] було запропоновано декiлька таких способiв
узагальнень класичного лiнiйного криптоаналiзу: I-О суми та
апроксимацiї над абелевими групами. Але теорiя ще малорозвинена,
атаки або застосовнi до вузького класу шифрiв або iснують лише у
виглядi теоретичних моделей та сценарiїв, iдсутня загальна методологiя
оцiнювання стiйкостi алгоритмiв шифрування до запропонованих
узагальнених типiв аналiзу.
Метою даного дослiдження є розвинення теорiї до узгальненого
лiнiйного криптоаналiзу на довiльних абелевих групах та побудова
методологiї оцiнювання теоретичної та практичної стiйкостi до даного
виду криптоаналiзу. Для досягнення мети необхiдно вирiшити такi
завдання:
1) провести огляд опублiкованих джерел за тематикою дослiдження;
2) сформулювати та довести теореми, аналогiчнi теоремам Нiберг
та Парка та iн. про доказовану стiйкiсть схеми Фейстеля та SP-мережi
вiдповiдно;
3) привести приклади застосування одержаних узагальнених
теоретичних результатiв до сучасних блокових шифрiв або їх
модифiкацiй;
Об’ектом дослiдження є iнформацiйнi процеси в системах
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криптографiчного захисту.
Предметом дослiдження є моделi та методи лiнiйного криптоаналiзу
блокових шифрiв.
Наукова новизна. Вперше формалiзовано теорiю доказової стiйкостi
блокових шифрiв до узагальненого лiнiйного криптоаналiзу.
Практичне значення. Результати данної роботи довзолять
одержувати оцiнки теоретичної (доказової) та практичної стiйкостi
шифрiв на основi схеми Фейстеля або SP-мережi до узагальненого
лiнiйного криптоаналiзу на абелевих групах.
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1 НЕОБХIДНI ПОЗНАЧЕННЯ ТА ОГЛЯД
ОПУБЛIКОВАНИХ ДЖЕРЕЛ
На початку цього роздiлу будуть наведенi позначення, необхiднi
надалi. Далi будуть розглянутi результати дослiджень, якi так чи iнакше
використовувались в данiй роботi.
1.1 Визначення iтеративного блочного шифру i загальна
схема атаки на останнiй раунд
Позначимо через M – множину вiдкритих текстiв, C – множину
шифротекстiв, K – множину ключiв.
Шифруюче перетворення це функцiя виду:
𝑓 : M×K→ C
Розшифровуюче перетворення вiдповiдно визначається наступним чином:
𝑓−1 : C×K→ M
При цьому повинна виконуватись рiвнiсть для всiх 𝐾 ∈ K [1]:
𝑓−1𝐾 (𝑓𝐾(𝑀)) =𝑀
Надалi, якщо не вказано iнше, будемо вважати, щоM = C = 𝑉𝑛 – множина
𝑛-бiтних векторiв.
Iтеративний r-ранудовий блоковий шифр – перетворення виду
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𝐸 : C×K𝑟 → M, яке є композицiєю простiших шифруючих перетворень:
𝐸 = 𝑓 1𝐾1 ∘ 𝑓 2𝐾2 ∘ ... ∘ 𝑓 𝑟𝐾𝑟 ,
де 𝑓 𝑖𝐾𝑖 – раундове перетворення, 𝐾𝑖 – раундовий ключ. Надалi вважаємо,
що раундовi ключi є незалежними i рiвноймовiрними.
Якщо 𝐸𝐾(𝑋) = 𝑌 , то 𝑋 = 𝑋0, 𝑋1, ..., 𝑋𝑟 = 𝑌 – промiжнi
шифротексти, тобто такi, що 𝑋𝑖 = 𝑓 𝑖𝐾𝑖(𝑋𝑖−1).
На сьогоднiшнiй день iснує декiлька схем iтеративних блокових
шифрiв. Найбiльш широко використовуються схема Фейстеля i SP
мережi.
У схемi Фейстеля елементи вихiдної множини 𝑉𝑛 розглядаються як
пари 𝑚-бiтних векторiв (𝐿,𝑅) (𝑛 = 2𝑚). Один раунд схеми Фейстеля
визначається наступним чином [2]:
𝐹𝐾(𝐿,𝑅) = (𝑅,𝐿⊕ 𝑓𝐾(𝑅)),
де 𝑓𝐾 – раундова функцiя.
Нехай 𝑛 = 𝑢𝑚, ∙ – операцiя на 𝑉𝑛. Один раунд SP мережi має вид [2]:
𝐹𝐾 = 𝐿(𝑆(𝑘(𝑋,𝐾))),
де 𝑘 – функцiя замiшування з ключем, 𝐿 – лiнiйне перетворення вiдносно
операцiї ∙, 𝑆 = (𝑠1, ...𝑠𝑚) – S-блоки, бiєктивнi нелiнiйнi перетворення виду
𝑠𝑖 : 𝑉𝑢 → 𝑉𝑢.
Опишемо загальну статистичну атаку на останнiй раунд. Нехай
маємо статистику 𝑅𝑟(𝑋,𝑋𝑟), розподiл якої є суттєво нерiвномiрним.
Накопичуємо 𝑁 вхiдних текстiв 𝑋 i вiдповiдних їм шифротекстiв
𝑌 = 𝐸𝐾(𝑋). Для всiх кандидатiв ̃︀𝐾𝑟 розшифровуємо 𝑌 на 1 раунд.
Маємо пари (𝑋,𝑋 ′𝑟−1). Перевiряємо розподiл статистики ̂︀𝑅𝑟−1(𝑋,𝑋 ′𝑟−1).
Якщо був вибраний правильний ключ, то розподiл буде прямувати до
𝑅𝑟−1, iнакше – до 𝑅′𝑟+1, який, за припущенням, буде майже
рiвноiмовiрним.
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1.2 Класичний лiнiйний криптоаналiз блокових шифрiв
Лiнiйний криптоаналiз намагається використовувати
високоiмовiрнiстi появи лiнiйних виразiв, якi пов’язують бiти вiдкритого
тексту, бiти шифротексту i бiти раундового ключа. Ця атака є атакою
ввiдомих вiдкритих текстiв. [3, 8]
Позначимо через 𝛼𝑋 ⊕ 𝛽𝑌 ⊕ 𝛾𝐾 = 0 – лiнiйна апроксимацiя,
Pr(𝛼𝑋 ⊕ 𝛽𝑌 ⊕ 𝛾𝐾 = 0) = 𝑝. Ймовiрнiсть 𝑝 повинна суттєво вiдрiзняєтися
вiд 1/2. Також позначимо через 𝜀 = 2𝑝− 1 – кореляцiя.
Алгоритм М1 полягає в наступному. Нехай маємо шифр 𝐸𝐾 ,
𝛼𝑋 ⊕ 𝛽𝑌 ⊕ 𝛾𝐾 – апроксимацiя з кореляцiєю 𝜀 ̸= 0. Далi накопичуємо 𝑁
пар (𝑋, 𝑌 ) i пiдраховумо величину
̃︀𝑢 = |{(𝑋, 𝑌 ) : 𝛼𝑋 ⊕ 𝛽𝑌 = 0}| − |{(𝑋, 𝑌 ) : 𝛼𝑋 ⊕ 𝛽𝑌 ̸= 0}|.
Покладаємо 𝛾𝐾 = [𝜀 > 0][̃︀𝑢 < 0] ∨ [𝜀 < 0][̃︀𝑢 > 0]. Маємо рiвняння, за
допомогою якого можна знайти один бiт ключа. 𝑛 апроксимаацiй з лiнiйно
незалежними векторами 𝛾 дозволять знайти вiдповiдно 𝑛 бiт ключа.
На практицi апроксимацiї шукати складно, тому використовуть
алгоритм М2. Нехай 𝛼𝑋 ⊕ 𝛽𝑋𝑟−1 – апроксимацiя з кореляцiєю 𝜀 ̸= 0.
Накопичуємо 𝑁 пар (𝑋, 𝑌 ). Для всiх кандидатiв ̃︀𝐾1 зашифровуємо 𝑋 на
один раунд. Пiдраховуємо величину
̃︀𝑢𝐾 = |{(𝑋, 𝑌 ) : 𝛼𝑋 ⊕ 𝛽𝑋𝑟−1 = 0}| − |{(𝑋, 𝑌 ) : 𝛼𝑋 ⊕ 𝛽𝑋𝑟−1 = 1}|.
Для iстиного ключа 𝐾1 величина |̃︀𝑢𝐾1| буде приймати найбiльше значення.
Також атака на алгоритмi М1 спрацює лише у випадку, коли iснує
єдина апроксимацiя (𝛼, 𝛽, 𝛾) з кореляцiєю, яка суттєво вiдрiзняється вiд 0,
що, в загальному випадку, не виконується.
Використання алгоритму М2 замiсть М1 можливо завдяки
узагальненiй рiвностi Парсеваля [4]:
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Теорема 1.1.
∑︁
𝐾
(︂
Pr
𝑋
(𝛼𝑋 ⊕ 𝛽𝑌 )− 1
2
)︂2
=
=
∑︁
𝐾
(︂
Pr
𝑋
(𝛼𝑋 ⊕ 𝛽𝑌 ⊕ 𝛾𝐾)− 1
2
)︂2
=
=
∑︁
𝛾
(︂
Pr
𝑋,𝐾
(𝛼𝑋 ⊕ 𝛽𝑌 ⊕ 𝛾𝐾)− 1
2
)︂2
Тобто, можна перейти вiд усереднених за ключами ймовiрностей
апроксимацiй (𝛼, 𝛽, 𝛾), до суми ймовiрностей за всiма 𝛾 i розглядати
спрощеннi апроксимацiї (𝛼, 𝛽).
1.3 Оцiнки стiйкостi до класичного лiнiйного криптоаналiзу
Лiнiйним потенцiалом називається величина:
𝐿𝑃 𝑓(𝛼, 𝛽) =
(︃∑︁
𝑋
(−1)𝛼𝑥⊕𝛽𝑓(𝑥)
)︃2
,
де 𝛼𝑥 та 𝛽𝑓(𝑥) – скалярнi добутки.
Лiнiйний потенцiал, усереднений за ключами називається
очiкуваним: 𝐸𝐿𝑃 𝑓 =
∑︀
𝐾𝐿𝑃
𝑓𝐾 . Визначимо також максимальний
очiкуваний потенцiал:
𝑀𝐸𝐿𝑃 𝑓 = max
𝛼,𝛽 ̸=0
𝐸𝐿𝑃 𝑓 .
Стiйкiсть шифру до лiнiйного криптоаналiзу визначається за
допомогою наступних теорем Нiберг [4] та Парка [9].
Теорема 1.2. Нехай 𝐸 – схема Фейстеля, 𝑓1, 𝑓2, 𝑓3 – раундовi функцiї,
𝑝𝑖 =𝑀𝐸𝐿𝑃
𝑓𝑖. Тодi 𝑀𝐸𝐿𝑃𝐸 ≤ max{𝑝1𝑝2, 𝑝2𝑝3, 𝑝1𝑝3}.
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Нехай 𝑤𝑡(𝑥) – кiлькiсть ненульових бiт в векторi 𝑥.
𝐵(𝐿) = min𝑥 ̸=0(𝑤𝑡(𝑥) + 𝑤𝑡(𝐿*(𝑥))) – iндекс розгалуження, кiлькiсть
активних (ненульових) координат у 2 послiдовних раундах. 𝐿* – спряжене
до 𝐿 перетворення.
Теорема 1.3. Нехай 𝐸 – SP мережа з кiлькiстю раундiв 𝑟 ≥ 2, то
𝑀𝐸𝐿𝑃 (𝐸) ≤ max
𝑖
(max
𝛼
∑︁
𝛽
(𝐿𝑃 𝑠𝑖(𝛼, 𝛽))𝐵,max
𝛽
∑︁
𝛼
(𝐿𝑃 𝑠𝑖(𝛼, 𝛽))𝐵),
де 𝐵 – iндекс розгалуження лiнiйного перетворення шифру.
1.4 Узагальнення лiнiйного криптоаналiзу: I-O суми
Узагальнення такого виду було запропоноване у [5]
I-O суммою 𝑆𝑖 для 𝑖-раунду називається сума за модулем 2
збалансованої бiнарної фукнцiї 𝑓𝑖 вiд 𝑋𝑖−1 i збалансованою бiнарною
функцiєю 𝑔𝑖 вiд 𝑋𝑖:
𝑆𝑖 = 𝑓𝑖(𝑋𝑖−1)⊕ 𝑔𝑖(𝑋𝑖)
Функцiї 𝑓𝑖 i 𝑔𝑖 називаються вiдповiдно вхiдною i вихiдною.
I-O суми для послiдовних раундiв нахиваються зв’язаними якщо
вихiдна функцiя попереднього раунду спiвпадає з вхiдною функцiєю
наступного. Для 𝑟 послiдовних раундiв зi зв’язаними 𝑆𝑖, сума:
𝑆1..𝑟 = 𝑆1 ⊕ 𝑆2 ⊕ ...⊕ 𝑆𝑟 = 𝑔0(𝑋)⊕ 𝑔𝑟(𝑌 )
називається багатораундовою I-O суммою.
Ефективнiсть таких сум вимiрюється за допомогою балансу:
𝐼(𝑉 ) = |2Pr(𝑉 = 0)− 1|.
Баланс, залежний вiд ключа, 𝐼(𝑆1..𝑟|𝑘1..𝑟) I-O суми 𝑆1..𝑟 це баланс у
випадку певного значення ключа 𝑘1..𝑟. Усереднений баланс 𝐼(𝑆1..𝑟) – баланс
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усереднений за всiма значеннями ключа. I-O сума називається єфективною,
якщо її баланс суттєво вiдрiзняються вiд 0.
Базовий алгоритм атаки повнiстю спiвпадає зi згаданим вище
алгоритмом М2. В цьому випадку також використовується гiпотеза про
рандомiзацiю значень, тобто зашифрування/розшифрування на
неправильному ключi зробить розподiл статистики ближчим до
рiвномiрного, та гiпотеза про стохастичну еквiвалентнiсть ключiв, тобто
𝐼(𝑆1..𝑟|𝑘1..𝑟) ≈ 𝐼(𝑆1..𝑟) для майже всiх ключiв.
1.5 Узагальнення лiнiйного криптоаналiзу: апроксимацiї над
абелевими групами
Наступний матерiл викладений згiдно [6]. В цьому пiдроздiлi в першу
чергу буде розглянуто необхiдний математичний базис, який буде
використовуватися далi в даннiй роботi.
1.5.1 Термiни i позначення
Нехай 𝐺 – скiнчена група порядку 𝑛. Тодi 𝐿2(𝐺) – 𝑛-мiрний векторний
простiр комплекснозначних функцiй 𝑓 на 𝐺.
Скалярний добуток у 𝐿2(𝐺) визначається наступним чином:
(𝑓1, 𝑓2) =
∑︀
𝑎∈𝐺 𝑓1(𝑎)𝑓2(𝑎).
Норма 𝑓 у 𝐿2(𝐺) визначається як ||𝑓 || = (𝑓, 𝑓)1/2 = (∑︀𝑎 |𝑓(𝑎)|2)1/2. А
отже 𝐿2(𝐺) – Гiльбертов простiр.
Характером групи 𝐺 називається гомоморфiзм 𝜒 : 𝐺 ← C*, де C* –
мультиплiкативна група ненульових комплексних чисел. Також
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виконуються такi властивостi як 𝜒(1) = 1 та 𝜒(𝑎1𝑎2) = 𝜒(𝑎1)𝜒(𝑎2) для
всiх 𝑎1, 𝑎2 ∈ 𝐺. Очевидно, що 𝜒(𝑎) – корiнь 𝑛-го степеня з 1, а отже
𝜒(𝑎) = 𝜒−1(𝑎).
Добуток двох характерiв визначається як 𝜒1𝜒2(𝑎) = 𝜒1(𝑎)𝜒2(𝑎).
Характер I, визначений як I(𝑎) = 1 для всiх 𝑎 ∈ 𝐺, є нейтральним
елементом для цiєї операцiї.
Множина ̂︀𝐺 всiх характерiв 𝐺 є дуальною групою для 𝐺 а також
iзоморфною для 𝐺.
Надалi будемо користуватись такими властивостями характерiв:
1)
∑︀
𝑎∈𝐺 𝜒(𝑎) = 𝑛 · [𝜒 = 1]
2)
∑︀
𝜒∈ ̂︀𝐺 𝜒(𝑎) = 𝑛 · [𝑎 = 1]
3)
∑︀
𝑎∈𝐺 𝜒1(𝑎)𝜒2(𝑎) = 𝑛 · [𝜒1 = 𝜒2]
4)
∑︀
𝜒∈ ̂︀𝐺 𝜒(𝑎)𝜒(𝑏) = 𝑛 · [𝑎 = 𝑏]
де 𝐺 – скiнчена абелева група порядку 𝑛, ̂︀𝐺 – вiдповiдна дуальна група.
Перетворенням Фур’є функцiї 𝑓 ∈ 𝐿2(𝐺) є функцiя ̂︀𝑓 ∈ 𝐿2( ̂︀𝐺) така
що ̂︀𝑓(𝜒) = (𝑓, 𝜒) для всiх 𝜒 ∈ ̂︀𝐺. Якщо ̂︀𝑓 ∈ 𝐿2( ̂︀𝐺) перетворення Фур’є
функцiї 𝑓 ∈ 𝐿2(𝐺), то обернене перетворення виконується таким чином:
𝑓 =
1
𝑛
∑︁
𝜒∈ ̂︀𝐺
̂︀𝑓(𝜒)𝜒
Теорема 1.4. Якщо ̂︀𝑓 ∈ 𝐿2( ̂︀𝐺) перетворення Фур’є 𝑓 ∈ 𝐿2(𝐺), тодi
|| ̂︀𝑓 || = √𝑛||𝑓 ||.
1.5.2 Розпiзнавання нерiвномiрного джерела над скiнченою
множиною
Покладаємо, що джерело генерує послiдовнiсть 𝑑 незалежних
випадкових величин 𝑍𝑑 з розподiлу 𝐷𝑠 над множиною Z. Задача полягає
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в розрiзненнi випадкiв 𝐷𝑠 = 𝐷 та 𝐷𝑠 = 𝑈 , де 𝑈 – рiвномiрний розподiл.
Алгоритм, який приймає на вхiд вибiрку 𝑧𝑑 та видає 0 або 1 називається
розпiзнавачем D. Можливiсть розпiзнавати два розподiли називається
перевагою розпiзнавача i визначається наступним чином
𝐴𝑑𝑣𝑑D = |Pr
𝑈
(D = 1)− Pr
𝐷
(D = 1)|.
Супротивник прагне максимiзувати цю величину.
Згiдно леми Неймана-Пiрсона, найкращий розпiзнавач базується на
принципi максимальної правдоподiбностi. В його основi лежить
порiвняння ймовiрностей Pr𝑈(𝑧𝑑) та Pr𝐷(𝑧𝑑). Середьноквадратичне
вiдхилення розподiлу 𝐷 над множиною Z визначається так:
Δ(𝐷) = |Z|
∑︁
𝑧∈Z
(︂
Pr
𝐷
(𝑧)− 1|Z|
)︂2
= |Z|
∑︁
𝑧∈Z
Pr
𝐷
(𝑧)2 − 1
В [7] було показано, що перевага найкращого розпiзнавача дорiвнює:
𝐴𝑑𝑣𝑑D ≈ 1− 2Φ(−
√
𝜆/2),
де 𝜆 = 𝑑 ·Δ(𝐷) та Φ(𝑥) = 1√
2𝜋
∫︀ 𝑥
−∞ 𝑒
𝑢2
2 𝑑𝑢. Звiдси можна зробити висновок,
що для робочої атаки розмiр вибiрки повинен бути 𝑑 ≈ 1/Δ(𝐷).
Використовуючи теорему 1.4, маємо наступне твердження щодо
середньоквадратичного вiдхилення. Для заданого розподiлу 𝐷 над
скiнченою абелевою групою 𝐺 порядку 𝑛 маємо
Δ(𝐷) = 𝑛||Pr
𝐷
−Pr
𝑈
||2 = ||̂︁Pr𝐷 −̂︁Pr𝑈 ||2 = ∑︁
𝜒∈ ̂︀𝐺∖{I}
|̂︁Pr𝐷(𝜒)|2
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1.5.3 Узагальнення лiнiйного потенцiалу над абелевими
групами
Зазвичай лiнiйний криптоаналiз джерела бiтових строк довжини 𝑙
полягає в аналiзi iнформацiї в кожному рядку за допомогою скалярного
добутку з фiксованою маскою 𝑢 ∈ {0, 1}𝑙. Пiдраховуючи статистичне
вiдхилення цього бiту, iнодi стає можливо розрiзнити ситуацiї коли
𝐷𝑠 = 𝐷 (вiдхилення значне) та 𝐷𝑠 = 𝑈(вiдхилення близько до 0). 𝐿𝑃
можна узагальнити наступним чином:
𝐿𝑃𝐷(𝜒) = |𝑀𝐷𝜒(𝐴)|2 = |
∑︁
𝑎∈𝐺
𝜒(𝑎) Pr
𝐷
(𝑎)|2 = |̂︁Pr
𝐷
(𝜒)|2.
Таке визначення може використовуватись i для небiнарних джерел. Для
побудови лiнiйного розпiзнавача введемо наступнi поняття:
𝑠𝑎(𝑧𝑑, 𝜒) = 1/𝑑
𝑑∑︁
𝑗=1
𝜒(𝑧𝑗),
𝑙𝑝(𝑧𝑑, 𝜒) = |𝑠𝑎(𝑧𝑑, 𝜒)|2.
Порядок лiнiйного розпiзнавача дорiвнює порядку вiдповiдного характера
𝜒. Наприклад, коли порядок дорiвнює 2, маємо випадок класичного
лiнiйного криптоаналiзу.
За законом великих чисел виконується
𝑙𝑝(𝑧𝑑, 𝜒)→ |𝑀𝐷𝜒(𝑍)|2 = 𝐿𝑃𝐷(𝜒),
де 𝑑 → ∞. Тобто при великому значеннi 𝑙𝑝(𝑧𝑑, 𝜒) скорiше за всього
𝐷𝑠 = 𝐷, якщо значення близьке до 0 то 𝐷𝑠 = 𝑈 . Отже перевага лiнiйного
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розпiзнавача визначається оптимiзацiєю виразу вiдносно 𝜏 :
𝐴𝑑𝑣𝑑D(𝜒) = max
0<𝜏<1
|Pr
𝑈
(𝑙𝑝(𝑍𝑑, 𝜒) < 𝜏)− Pr
𝐷
(𝑙𝑝(𝑍𝑑, 𝜒) < 𝜏)|
Наступна теорема дозволить оцiнити перевагу лiнiйного розпiзнавача
в термiнах лiнiйних потенцiалiв.
Теорема 1.5. Нехай 𝐺 – скiнчена абелева група i 𝜒 ∈ ̂︀𝐺.
Використовуючи евристичнi апроксимацiї, перевага 𝐴𝑑𝑣𝑑D лiнiйного
розпiзнавача D має наступну оцiнку 𝐴𝑑𝑣𝑑D ≥ 1 − 2𝑒
𝑑
4𝐿𝑃𝐷(𝜒) для порядку
бiльше або рiвного 3 та 𝐴𝑑𝑣𝑑D ≥ 1 − 4Φ(−12
√︀
𝑑 · 𝐿𝑃𝐷(𝜒)) для порядку 2.
Теорема виконуєтся при умовах, що 𝑑 достатньо велике, та при
евристичному припущеннi рiвностi матриць коварiацiй 𝑙𝑝(𝑍𝑑, 𝜒).
1.5.4 Зв’язок мiж лiнiйним i оптимальним розпiзнавачами
Теорема 1.6. Нехай 𝐷 ймовiрнiсний розподiл над 𝐺.
Середьноквадратичне вiдхилення та лiнiйнi потенцiали зв’язанi за
формулою:
Δ(𝐷) =
∑︁
𝜒∈ ̂︀𝐺∖{I}
𝐿𝑃𝐷(𝜒)
Ця рiвнiсть є доволi корисною при спробi покращити лiнiйний
розпiзнавач, використовуючи емпiричнi закономiрностi. Якщо iснує
характер 𝜒 такий, що 𝐿𝑃𝐷(𝜒) значно перевищує iншi лiнiйнi потенцiали в
попереднiй рiвностi, то єдиний характер 𝜒 може бути застосований для
апроксимацiї лiнiйної оболонки. В такому випадку лiнiйний розпiзнавач
стає майже оптимальним в сенсi величини вибiрки. В якостi iншого
прикладу розглянемо проблему накопичення лiнiйних характеристик. В
лiнiйному криптоаналiзi, якщо використовувати 𝑘 незалежних
характеристик, то розмiр вибiрки максимально зменшиться в 𝑘 разiв.
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Для середьноквадратичного вiдхилення iснують такi властивостi:
Δ(𝐴 + 𝐵) ≤ Δ(𝐴)Δ(𝐵) та Δ(𝐴||𝐵) + 1 ≤ (Δ(𝐴) + 1)(Δ(𝐵) + 1). Звiдси
Δ(𝐴||𝐵) є меншим нiж Δ(𝐴) + Δ(𝐵), де 𝐴,𝐵 – незалежнi однаково
розподiленi случайнi величини.
Нехай 𝐿𝑃max𝐷 – максимальний лiнiйний потенцiал за всiма 𝜒 ∈ ̂︀𝐺
порядку дiльника 𝑚:
𝐿𝑃max𝐷 (𝑚) = max
𝜒∈ ̂︀𝐺∖{I},𝜒𝑚=I𝐿𝑃𝐷(𝜒)
Позначимо через ∘ будь-яку можливу операцiю на 𝐺. Тодi:
𝐿𝑃𝑀𝐴𝑋𝐷 (𝑚) = max∘ 𝐿𝑃𝐷(𝑚)
Зауважимо, що 𝐿𝑃𝑀𝐴𝑋𝐷 не залежить вiд структури групи, на вiдмiну вiд
𝐿𝑃max𝐷 .
Якщо 𝑚 – НСК всiх порядкiв всiх елементiв групи 𝐺, i порядок 𝐺
дорiвнює 𝑛, то виконуються наступнi нерiвностi:
Δ(𝐷) ≤ (𝑛− 1)𝐿𝑃max𝐷 (𝑚),
Δ(𝐷) ≤ (𝑛− 1)𝐿𝑃𝑀𝐴𝑋𝐷 (𝑚).
Звiдси випливає, що накращий розпiзнавач для 𝐷 має складнiсть за
розмiром даних щонайменше в 𝑛 − 1 раз менше нiж найкращий лiнiйний
розпiзнавач.
1.5.5 Оптимальнi практичнi розпiзнавачi
З точки зору розрахункiв найкращий розпiзнавач описаний вище не
можливо реалiзувати якщо порядок групи є великим. Розглянемо цей
випадок позначивши через множину 𝐻 великого порядку 𝑁 i стискаючи
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вибiрку за допомого проекцiї:
ℎ : 𝐻 → 𝐺,
де 𝐺 множина порядку 𝑛 << 𝑁 . Припускаємо, що ℎ збалансоване, а отже
𝑛|𝑁 . Така проекцiя визначає для випадковох величини 𝑊 ∈ 𝐻 з
розподiлом ̃︀𝐷𝑠, випадкову велчину ℎ(𝑊 ) = 𝑍 ∈ 𝐺 з розподiлом 𝐷.
Лема 1.1. Нехай 𝐻 i 𝐺 скiнченi абелевi групи порядку 𝑁 i 𝑛
вiдповiдно, такими що 𝑛|𝑁 . Нехай ℎ : 𝐻 → 𝐺 забалансована функцiя. ̃︀𝐷
iмовiрнiсний розподiл величини 𝑊 визначенiй на множинi 𝐻, а 𝐷
розподiл величини ℎ(𝑊 ). Тодi Δ𝐷 ≤ Δ ̃︀𝐷.
Лема 1.2. Нехай 𝐻 i 𝐺 скiнченi абелевi групи порядку 𝑁 i 𝑛
вiдповiдно, такими що 𝑛|𝑁 . Нехай ℎ : 𝐻 → 𝐺 сюр’єктивний груповий
гомоморфiзм. ̃︀𝐷 iмовiрнiсний розподiл величини 𝑊 визначенiй на
множинi 𝐻, а 𝐷 розподiл величини ℎ(𝑊 ). Тодi Δ(𝐷) ≤ (𝑛− 1)𝐿𝑃max̃︀𝐷 (𝑛)
Попереднiй результат можливо застосувати тiльки у випадку, коли
супротивник зменшує кiлькiсть текстiв за допомогою групового
гомоморфiзму, тобто у лiнiйний спосiб. Дiйсно, iснують практичнi
приклади джерел з малими значеннями 𝐿𝑃max̃︀𝐷 , атаки на якi значно
спрощується при застосуваннi (добре пiдiбраних) негомоморфних
проекцiй. А отже попереднiй результат не каже нiчого про перевагу
довiльної проекцiї.
Теорема 1.7. Нехай 𝐻 i 𝐺 скiнченi множини потужностi 𝑁 i 𝑛
вiдповiдно, такими що 𝑛|𝑁 . Нехай ℎ : 𝐻 → 𝐺 збалансована проекцiя. ̃︀𝐷
iмовiрнiсний розподiл величини 𝑊 визначенiй на множинi 𝐻, а 𝐷
розподiл величини ℎ(𝑊 ). Тодi:
Δ(𝐷) ≤ (𝑛− 1)𝐿𝑃𝑀𝐴𝑋̃︀𝐷 (𝑚).
А отже, якщо iснує «ефективний» розпiзнавач для ̃︀𝐷, можна
використати збаласовану ℎ на «малiй» 𝐺, Δ(𝐷) повинно бути великим та
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𝑛 малим, а отже i 𝐿𝑃𝑀𝐴𝑋̃︀𝐷 (𝑛) великим.
Висновки до роздiлу 1
В цьому роздiлi був розглянутий класичний лiнiйний криптоаналiз, а
саме схеми атаки, їх теоретичне обгрунтування, а також декiлька теорем
про доказову стiйкiсть класичної схеми Фейстеля та SP-мережi до лiнiйного
криптоаналiзу.
Було розглянуто деклiька способiв узагальнення лiнiйного
криптоаналiзу, а саме I-O суми й аналiз на основi абелевих груп.
Стосовно останнього виду криптоаналiзу також був опрацьований
математичний базис.
Теорiя для зазначених видiв аналiзу ще малорозвинена, складно або,
навiть, неможливо оцiнити стiйкiсть сучасних шифрiв. В наступному
роздiлi планується сформулювати i довести теореми аналогiчнi теоремам
Нiберг i Парка для узагальненого лiнiйного криптоаналiзу на абелевих
групах.
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2 ДОКАЗОВА СТIЙКIСТЬ ДО УЗАГАЛЬНЕНОГО
ЛIНIЙНОГО КРИПТОАНАЛIЗУ
В цьому роздiлi наводяться основнi теоретичнi викладки даної роботи.
А саме, формулювання i доведення теорем про доказову стiйкiсть основних
видiв блокових шифрiв до узагальненого лiнiйного криптоаналiзу
2.1 Схема атаки
Вище були приведенi алгоритми М1 та М2 для класичного лiнiйного
криптоаналiзу. Для узагальненого лiнiйного криптоаналiзу неможливо
адаптувати алгоритм М1, так як випадковi величини виду 𝜒(𝑋) у
загальному випадку не бiнарнi, а отже неможливо вести поняття
аналогiчнi 𝜀 та ̃︀𝑢.
На вiдмiну вiд М1, алгоритм М2 майже не змiнюється. Супротивник
так само накопичує пари вiдкритих/шифротекстiв. Єдина вiдмiннiсть
полягає в способi пiдрахування лiнiйних потенцiалiв.
2.2 Властивостi узагальнених лiнiйних потенцiалiв
Надалi будемо користуватись наступним визначенням лiнiйного
потенцiалу:
𝐿𝑃 (𝛼, 𝛽) = |𝑀 (︀𝜒𝛼(𝑋)𝜒𝛽(𝑌 )))︀ |2 = |∑︁𝑋(𝛼(𝑋)𝛽(𝑌 )|,
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де 𝑌 = 𝐸(𝑋). У позначеннi 𝜒𝛼 iндекс 𝛼 – бiтовий вектор. Надалi, якщо не
вказано iнше, будемо користуватись наступним спрощенням 𝜒𝛼 = 𝛼.
Характеру I буде вiдповiдати нейтральний груповий елемент. Будемо
вважати, що множина бiтових векторiв є абелевою групою за операцiєю
додавання за модулем.
Наступнi властивостi узагальнених лiнiйних потенцiалiв доводяться за
допомогою властивостей характерiв, описаних у роздiлi 1.
𝐿𝑃𝑓(𝛼, 0) = |
∑︁
𝑋
𝛼(𝑋)I(𝑓(𝑋))|2 = |
∑︁
𝑋
𝛼(𝑋)|2 = [𝛼 = I]
𝐿𝑃𝑓(0, 𝛽) = |
∑︁
𝑋
I(𝑋)𝛽(𝑓(𝑋))|2 = |
∑︁
𝑋
𝛽(𝑓(𝑋))|2 = [𝛽 = I],
де 𝑓 – бiєкцiя.
∀𝛽 ∈ ̂︀𝐺 виконується
∑︁
𝛼
𝐿𝑃𝑓(𝛼, 𝛽) =
∑︁
𝛼
|
∑︁
𝑋
𝛼(𝑋)𝛽(𝑓(𝑋))|2 =
=
∑︁
𝛼
∑︁
𝑋
𝛼(𝑋)𝛽(𝑓(𝑋)) ·
∑︁
𝑌
𝛼(𝑌 )𝛽(𝑓(𝑌 )) =
=
∑︁
𝛼
∑︁
𝑋
𝛼(𝑋)𝛽(𝑓(𝑋)) ·
∑︁
𝑌
𝛼(𝑌 )𝛽(𝑓(𝑌 )) =∑︁
𝑋,𝑌
𝛽(𝑓(𝑌 ))𝛽(𝑓(𝑋))
∑︁
𝛼
𝛼(𝑋)𝛼(𝑌 ) =
=
∑︁
𝑋,𝑌
𝛽(𝑓(𝑌 ))𝛽(𝑓(𝑋))[𝑋 = 𝑌 ] =
=
∑︁
𝑋
𝛽(𝑓(𝑋))𝛽(𝑓(𝑋)) = 1
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∀𝛼 ∈ ̂︀𝐺 виконується
∑︁
𝛽
𝐿𝑃𝑓(𝛼, 𝛽) =
∑︁
𝛽
|
∑︁
𝑋
𝛼(𝑋)𝛽(𝑓(𝑋))|2 =
=
∑︁
𝛽
∑︁
𝑋
𝛼(𝑋)𝛽(𝑓(𝑋)) ·
∑︁
𝑌
𝛼(𝑌 )𝛽(𝑓(𝑌 )) =
=
∑︁
𝛽
∑︁
𝑋
𝛼(𝑋)𝛽(𝑓(𝑋)) ·
∑︁
𝑌
𝛼(𝑌 )𝛽(𝑓(𝑌 )) =
=
∑︁
𝑋,𝑌
𝛼(𝑋)𝛼(𝑌 )
∑︁
𝛽
𝛽(𝑓(𝑌 ))𝛽(𝑓(𝑋)) =
=
∑︁
𝑋,𝑌
𝛼(𝑋)𝛼(𝑌 )[𝑓(𝑋) = 𝑓(𝑌 )] =
=
∑︁
𝑋
𝛼(𝑋)𝛼(𝑋) = 1
де 𝑓 – бiєкцiя.
В данiй роботi будуть розглядатись шифруючi перетворення виду
𝑓𝐾(𝑋) = 𝑔(𝑋 +𝐾). Характери будуються так, щоб виконувалась рiвнiсть
𝜒(𝑋 + 𝐾) = 𝜒(𝑋)𝜒(𝐾), тобто характери є гомоморфiзмами. А отже
лiнiйнiй потенцiал операцiї замiшування з ключем буде рiвним 1.
Лiнiйнiй потенцiал вектора S-блокiв, в даному випадку, розпадається
на добуток потенцiалiв окремих S-блокiв природнiм чином.
𝛼(𝑋) = exp
⎛⎝2𝜋𝑖
2𝑚
𝑢∑︁
𝑗=1
𝛼𝑗𝑋𝑗
⎞⎠ = 𝑢∏︁
𝑗=1
exp
(︂
2𝜋𝑖
2𝑚
𝛼𝑗𝑋𝑗
)︂
=
𝑢∏︁
𝑗=1
𝛼𝑗(𝑋𝑗),
де 𝛼𝑗, 𝑋𝑗 – 𝑚-бiтнi вектори, а 𝛼, 𝑋 – 𝑢-вимiрнi вектори з координатами 𝛼𝑗
та 𝑋𝑗 вiдповiдно. Таким чином лiнiйний потенцiал має наступний вигляд:
𝐿𝑃𝑆(𝛼, 𝛽) = |
∑︁
𝑋
𝛼(𝑋)𝛽(𝑆(𝑋))|2 = |
∑︁
𝑋
𝑢∏︁
𝑗=1
𝛼𝑗(𝑋𝑗)𝛽(𝑠𝑗(𝑋𝑗))|2 =
=
𝑢∏︁
𝑗=1
|
∑︁
𝑋𝑗
𝛼𝑗(𝑋𝑗)𝛽(𝑠𝑗(𝑋𝑗))|2 =
𝑢∏︁
𝑗=1
𝐿𝑃𝑠𝑗(𝛼𝑗, 𝛽𝑗)
Аналогiчно класичному лiнiйному криптоаналiзу, лiнiйна
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характеристика Ω це послiдовнiсть характерiв (𝜔0, 𝜔1, ..., 𝜔𝑟).
Розглянемо наступну величину: 𝐶𝑓(𝛼, 𝛽) =
∑︀
𝑋𝛼(𝑋)𝛽(𝑓(𝑋)).
Лема 2.1. Нехай 𝑓, 𝑔 – деякi шифруючi перетворення,
ℎ(𝑥) = 𝑔(𝑓(𝑥)). Тодi 𝐶ℎ(𝛼, 𝛽) =
∑︀
𝛾 𝐶𝑓(𝛼, 𝛾)𝐶𝑔(𝛾, 𝛽).
Доведення. Розглянемо праву частину умови:
∑︁
𝛾
𝐶𝑓(𝛼, 𝛾)𝐶𝑔(𝛾, 𝛽) =
∑︁
𝛾
(︂∑︁
𝑋
𝛼(𝑋)𝛾(𝑓(𝑋))
∑︁
𝑌
𝛾(𝑌 )𝛽(𝑔(𝑌 ))
)︂
=
=
∑︁
𝛾
∑︁
𝑋,𝑌
𝛼(𝑋)𝛾(𝑓(𝑋))𝛾(𝑌 )𝛽(𝑔(𝑌 )) =
=
∑︁
𝑋,𝑌
𝛼(𝑋)𝛽(𝑔(𝑌 ))
∑︁
𝛾
𝛾(𝑌 )𝛾(𝑓(𝑋)) =
=
∑︁
𝑋,𝑌
𝛼(𝑋)𝛽(𝑔(𝑌 ))[𝑌 = 𝑓(𝑋)] =
=
∑︁
𝑋
𝛼(𝑋)𝛽(𝑔(𝑓(𝑋))) = 𝐶ℎ(𝛼, 𝛽)
Використовуючи зазначену лему i матiндукцiю можна показати, що:
𝐿𝑃𝐸(𝛼, 𝛽) =
∑︁
𝜔1,...,𝜔𝑟−1
𝑟−1∏︁
𝑖=0
𝐿𝑃𝑓𝑖(𝜔𝑖, 𝜔𝑖+1),
де 𝐸 – шифр, або деяке складне шифруюче перетворення, 𝑓𝑖 – раундовi
перетворення, 𝛼 = 𝜔0, 𝛽 = 𝜔𝑟.
2.3 Стiйкiсть шифрiв
В роздiлi 1 згадувалось, що доказова стiйкiсть блокових шифрiв до
лiнiйного криптоаналiзу грунтується на теоремах Нiберг i Парка. Далi
будуть сформульованi i доведенi аналогiчнi теореми для узагальненого
лiнiйного криптоаналiзу.
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Теорема 2.1. Нехай 𝐸 – 3-раундова модифiкована схема Фейстеля
(рис. 2.1),
𝑓𝑖(𝑋) : 𝑉𝑚 → 𝑉𝑚
– раундове перетворення,
𝐹 (𝑋, 𝑌 ) : 𝑉𝑚 × 𝑉𝑚 → 𝑉𝑚 × 𝑉𝑚
– раунд шифрування. Операцiя сумування – додавання за модулем.
𝑝𝑖 =𝑀𝐸𝐿𝑃 (𝑓𝑖). Тодi 𝐿𝑃𝐸 = max {𝑝1𝑝2, 𝑝2𝑝3, 𝑝1𝑝3}.
Доведення.
Рисунок 2.1 – 3 раунди модифiкованої схеми Фейстеля
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Розглянемо лiнiйний потенцiал одного раунда шифрування:
𝐿𝑃𝐹 (𝛼, 𝛽) = |
∑︁
𝑋,𝑌
𝛼(𝑋, 𝑌 )𝛽(𝐹 (𝑋, 𝑌 ))|2 =
=
∑︁
𝑋,𝑌
𝛼(𝑋, 𝑌 )𝛽(𝐹 (𝑋, 𝑌 )) =
=
∑︁
𝑋,𝑌
𝛼𝑥(𝑋)𝛼𝑦(𝑌 )𝛽(𝑌,𝑋 + 𝑓(𝑌 )) =
=
∑︁
𝑋,𝑌
𝛼𝑥(𝑋)𝛼𝑦(𝑌 )𝛽𝑥(𝑌 )𝛽𝑦(𝑋 + 𝑓(𝑌 )) =
=
∑︁
𝑋
𝛼𝑥(𝑋)𝛽𝑦(𝑋) ·
∑︁
𝑌
𝛼𝑦(𝑌 )𝛽𝑦(𝑋)𝛽𝑦(𝑓(𝑌 )) =
= [𝛼𝑥 = 𝛽𝑦]
∑︁
𝜒𝛼𝑦−𝛽𝑥(𝑌 )𝛽(𝑓(𝑌 ))
Таким чином лiнiйний потенцiал одного раунду виражається через лiнiйний
потенцiал раундового перетворення:
𝐿𝑃𝐹 (𝛼, 𝛽) = [𝛼𝑥 = 𝛽𝑦]𝐿𝑃𝑓(𝛼𝑦 − 𝛽𝑥, 𝛽𝑦) = 𝐿𝑃𝑓(𝛼𝑦 − 𝛽𝑥, 𝛼𝑥)
З цього слiдує, що 3-раундова характеристика буде мати наступний
вигляд: Ω(𝛼, 𝛾) = (𝛼, 𝜔1, 𝜔2, 𝛾), де 𝜔1 = (𝛽𝑥, 𝛼𝑥), 𝜔2 = (𝛾𝑦, 𝛽𝑥). Лiнiйнi
потенцiали кожного раунду приймають вигляд:
𝐿𝑃𝐹1(𝛼, 𝜔1) = 𝐿𝑃𝑓1(𝛼𝑦 − 𝛽𝑥, 𝛼𝑥),
𝐿𝑃𝐹2(𝜔1, 𝜔2) = 𝐿𝑃𝑓2(𝛼𝑥 − 𝛾𝑦, 𝛽𝑥),
𝐿𝑃𝐹3(𝜔2, 𝛾) = 𝐿𝑃𝑓3(𝛽𝑥 − 𝛾𝑥, 𝛾𝑦).
Як видно, єдина невiдома змiнна це 𝛽𝑥. З усього вище наведеного випливає
наступне:
𝐿𝑃𝐸(𝛼, 𝛾) =
∑︁
𝜔1,𝜔2
𝐿𝑃𝐹1(𝛼, 𝜔1)𝐿𝑃𝐹2(𝜔1, 𝜔2)𝐿𝑃𝐹3(𝜔2, 𝛾) =
=
∑︁
𝛽𝑥
𝐿𝑃𝑓1(𝛼𝑦 − 𝛽𝑥, 𝛼𝑥)𝐿𝑃𝑓2(𝛼𝑥 − 𝛾𝑦, 𝛽𝑥)𝐿𝑃𝑓3(𝛽𝑥 − 𝛾𝑥, 𝛾𝑦)
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Деякi з раундових потенцiалiв можуть бути рiвними 0. Кожен такий
випадок потрiбно розглянути окремо.
1) Нехай 𝛼𝑥 = 0, 𝛼𝑦 ̸= 0. В такому випадку маємо
𝐿𝑃𝑓1(𝛼𝑦 − 𝛽𝑥, 0) = [𝛼𝑦 = 𝛽𝑥]. Лiнiйний потенцiал першого раунда буде
ненульовим тодi i тiльки тодi, коли 𝛼𝑦 = 𝛽𝑥, бiльш того, вiн буде рiвним 1,
а отже 𝐿𝑃𝐸(𝛼, 𝛾) = 𝑝2𝑝3.
2) Нехай 𝛾𝑦 = 0, 𝛾𝑥 ̸= 0. Тодi 𝐿𝑃𝑓3(𝛽𝑥−𝛾𝑥, 𝛾𝑦) = [𝛽𝑥 = 𝛾𝑥]. Аналогiчно
попередьному випадку 𝐿𝑃𝐸(𝛼, 𝛾) = 𝑝1𝑝2.
3) Нехай 𝛼𝑥 = 𝛾𝑦. Тодi 𝐿𝑃𝑓2(𝛼𝑥 − 𝛾𝑦, 𝛽𝑥) = [𝛽𝑥 = 0]. Лiнiйний
потенцiал другого раунду буде ненульовим, а точнiше рiвним 1, тодi i
тiльки тодi коли 𝛽𝑥 = 0, тому 𝐿𝑃𝐸(𝛼, 𝛾) = 𝑝1𝑝3.
4) 𝛼𝑥 ̸= 𝛾𝑦, 𝛼𝑥 ̸= 0, 𝛾𝑦 ̸= 0. Оцiнимо лiнiйний потенцiал усiх 3 раундiв:
𝐿𝑃𝐸(𝛼, 𝛾) =
∑︁
𝜔1,𝜔2
𝐿𝑃𝐹1(𝛼, 𝜔1)𝐿𝑃𝐹2(𝜔1, 𝜔2)𝐿𝑃𝐹3(𝜔2, 𝛾) =
=
∑︁
𝛽𝑥
𝐿𝑃𝑓1(𝛼𝑦 − 𝛽𝑥, 𝛼𝑥)𝐿𝑃𝑓2(𝛼𝑥 − 𝛾𝑦, 𝛽𝑥)𝐿𝑃𝑓3(𝛽𝑥 − 𝛾𝑥, 𝛾𝑦) ≤
≤ 𝑝1𝑝3
∑︁
𝛽𝑥
𝐿𝑃𝑓2(𝛼𝑥 − 𝛾𝑦, 𝛽𝑥) ≤ 𝑝1𝑝3
Теорема 2.2. Нехай 𝐸 – 3-раундова модифiкована схема Фейстеля,
𝑓𝑖(𝑋) : 𝑉𝑚 → 𝑉𝑚 – раундове перетворення, 𝐹 (𝑋, 𝑌 ) : 𝑉𝑚 × 𝑉𝑚 → 𝑉𝑚 × 𝑉𝑚
– раунд шифрування. Операцiї сумування чередуються, в непарних
раундах додавання за модулем, в парних – рiзниця за модулем. Це
дозволяє зберегти iнволютивнiсть. 𝑝𝑖 = 𝑀𝐸𝐿𝑃 (𝑓𝑖). Тодi
𝐿𝑃𝐸 = max {𝑝1𝑝2, 𝑝2𝑝3, 𝑝1𝑝3}.
Доведення. Доведення теореми майже повнiстю спiвпадає з
попереднiм. Розглянемо загальний вигляд лiнiйного потенцiалу парного
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раунду.
𝐿𝑃𝐹 (𝛼, 𝛽) = |
∑︁
𝑋,𝑌
𝛼(𝑋, 𝑌 )𝛽(𝐹 (𝑋, 𝑌 ))|2 =
=
∑︁
𝑋,𝑌
𝛼(𝑋, 𝑌 )𝛽(𝐹 (𝑋, 𝑌 )) =
=
∑︁
𝑋,𝑌
𝛼𝑥(𝑋)𝛼𝑦(𝑌 )𝛽(𝑌,𝑋 − 𝑓(𝑌 )) =
=
∑︁
𝑋,𝑌
𝛼𝑥(𝑋)𝛼𝑦(𝑌 )𝛽𝑥(𝑌 )𝛽𝑦(𝑋 − 𝑓(𝑌 )) =
=
∑︁
𝑋
𝛼𝑥(𝑋)𝛽𝑦(𝑋) ·
∑︁
𝑌
𝛼𝑦(𝑌 )𝛽𝑦(𝑋)𝛽𝑦(−𝑓(𝑌 )) =
= [𝛼𝑥 = 𝛽𝑦]
∑︁
𝑌
𝛼𝑦(𝑌 )𝛽𝑦(𝑋)𝛽𝑦(𝑓(𝑌 )) =
= [𝛼𝑥 = 𝛽𝑦]
∑︁
𝜒𝛽𝑥−𝛼𝑦(𝑌 )𝛽(𝑓(𝑌 ))
⇒ 𝐿𝑃𝐹 (𝛼, 𝛽) = [𝛼𝑥 = 𝛽𝑦]𝐿𝑃𝑓(𝛽𝑥 − 𝛼𝑦, 𝛽𝑦) =
= 𝐿𝑃𝑓(𝛽𝑥 − 𝛼𝑦, 𝛼𝑥)
Подальше доведення залишається без змiн.
Теореми 2.1 та 2.2 виражають стiйкiсть 3-х раундiв шифрування за
модифiкованими схемами Фейстеля, через лiнiйнi потенцiали раундових
перетворень.
Теорема 2.3. Нехай 𝐸 = 𝑆(𝐿(𝑆)), де 𝑆 = (𝑠1, 𝑠2, ..., 𝑠𝑞), 𝑠𝑖 : 𝑉𝑚 → 𝑉𝑚
– вектор S-блокiв, 𝐿 : (𝑉𝑚)𝑞 → (𝑉𝑚)𝑞 – лiнiйне перетворення. 𝐵(𝐿) = 𝐵 –
iндекс розгалуження. Тодi виконується рiвнiсть: ∀𝛼∀𝛽 ̸= 0 :
𝐿𝑃𝐸(𝛼, 𝛽) ≤ max
𝑖
(max
𝛼𝑖
(
∑︁
𝛽𝑖
(ord 𝛽𝑖 − 1)(𝐿𝑃𝑠𝑖(𝛼𝑖, 𝛽𝑖))𝐵),
max
𝛽𝑖
(
∑︁
𝛼𝑖
(ord𝛼𝑖 − 1)(𝐿𝑃𝑠𝑖(𝛼𝑖, 𝛽𝑖))𝐵))
Доведення. Розпишемо лiнiйний потенцiал:
𝐿𝑃𝐸(𝛼, 𝛽) =
∑︁
𝛾
⎛⎝ 𝑚∏︁
𝑖=1
𝐿𝑃𝑠𝑖(𝛼𝑖, 𝛾𝑖)
𝑚∏︁
𝑗=1
𝐿𝑃𝑠𝑗(̃︀𝛾𝑗, 𝛽𝑗)
⎞⎠
де ̃︀𝛾 = 𝐿*(𝛾), 𝐿* – спряжене перетворення. Позначимо 𝑤𝑡(𝛼) = 𝑤𝑡(𝛾) = 𝑣,
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𝑤𝑡(𝛽) = 𝑤𝑡(̃︀𝛾) = 𝑢, 𝑣 ≥ 𝑢. У випадку коли 𝑣 ≤ 𝑢 доведення буде повнiстю
аналогiчним. Нехай ненульовi координати 𝛼, 𝛾 мають номери з 1 по 𝑣; 𝛽, ̃︀𝛾
– з 1 по 𝑢. Тодi:
𝐿𝑃𝐸(𝛼, 𝛽) =
∑︁
𝛾
⎛⎝ 𝑣∏︁
𝑖=1
𝐿𝑃𝑠𝑖(𝛼𝑖, 𝛾𝑖)
𝑢∏︁
𝑗=1
𝐿𝑃𝑠𝑗(̃︀𝛾𝑗, 𝛽𝑗))
⎞⎠
Розглянемо два випадки:
1) 𝑣 + 𝑢 = 𝐵. Для всiх можливих 𝛾, при деякому 𝑖, кожне 𝛾𝑖
зустрiчається не бiльше 𝑤 = ord 𝛾𝑖. Якщо це не так i iснують вектори
𝛾1, 𝛾2, ..., 𝛾𝑤+1 з однаковими значеннями 𝑖-тої координати, тодi вектор
𝛾′ = 𝛾1 + 𝛾2 + ... + 𝛾𝑤+1 буде мати 𝑤𝑡(𝛾′) < 𝑣, а отже й
𝑤𝑡(𝛾′) + 𝑤𝑡(𝐿(𝛾′)) < 𝑢+ 𝑣 = 𝐵, що протирiчить умовi.
За наслiдком з узагальненої нерiвностi Кошi-Буняковського:
𝐿𝑃𝐸(𝛼, 𝛽) =
∑︁
𝛾
⎛⎝ 𝑣∏︁
𝑖=1
𝑢∏︁
𝑗=1
𝐿𝑃𝑠𝑖(𝛼𝑖, 𝛾𝑖) · 𝐿𝑃𝑠𝑗(̃︀𝛾𝑗, 𝛽𝑗))
⎞⎠ =
= max
𝑖,𝑗
(
∑︁
𝛾𝑖
(ord 𝛾𝑖 − 1)(𝐿𝑃𝑠𝑖(𝛼𝑖, 𝛾𝑖))𝐵,
∑︁
̃︀𝛾𝑗
(ord ̃︀𝛾𝑗 − 1)(𝐿𝑃𝑠𝑖( ̃︀𝛾𝑗, 𝛽𝑗))𝐵) ≤
≤ max
𝑖,𝑗
(max
𝛼𝑖
∑︁
𝛾𝑖
(ord 𝛾𝑖−1)(𝐿𝑃𝑠𝑖(𝛼𝑖, 𝛾𝑖))𝐵,max
𝑏𝑒𝑡𝑎𝑗
∑︁
̃︀𝛾𝑗
(ord ̃︀𝛾𝑗−1)(𝐿𝑃𝑠𝑖( ̃︀𝛾𝑗, 𝛽𝑗))𝐵)
2) 𝑣 + 𝑢 > 𝐵. Неможливо нiчого стверджувати про кiлькiсть 𝛾𝑖 при
фiксованому 𝑖. Тому зафiксуємо певнi значення 𝛾𝑖 при 𝐵 − 𝑢 + 1 ≤ 𝑖 ≤ 𝑣.
За аналогiєю у випадку 1), ненульовi координати, що залишились
𝑖 ≤ 𝐵 − 𝑢, будуть приймати кожне значення менше нiж власний порядок
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разiв. Маємо:
𝐿𝑃𝐸(𝛼, 𝛽) ≤
≤
∑︁
𝛾𝐵−𝑢+1
𝐿𝑃𝑠𝐵−𝑢+1(𝛼𝐵−𝑢+1, 𝛾𝐵−𝑢+1)...
∑︁
𝛾𝑣
𝐿𝑃𝑠𝑣(𝛼𝑣, 𝛾𝑣)×
×
∑︁
𝛾1,....𝛾𝐵−𝑢
𝐵−𝑢∏︁
𝑖=1
𝑢∏︁
𝑗=1
𝐿𝑃𝑠𝑖(𝛼𝑖, 𝛾𝑖)𝐿𝑃𝑠𝑗( ̃︀𝛾𝑗, 𝛽𝑗) ≤
≤
∑︁
𝛾𝐵−𝑢+1
𝐿𝑃𝑠𝐵−𝑢+1(𝛼𝐵−𝑢+1, 𝛾𝐵−𝑢+1)...
∑︁
𝛾𝑣
𝐿𝑃𝑠𝑣(𝛼𝑣, 𝛾𝑣)×
×max
𝑖,𝑗
(max
𝛼𝑖
∑︁
𝛾𝑖
(ord 𝛾𝑖−1)(𝐿𝑃𝑠𝑖(𝛼𝑖, 𝛾𝑖)))𝐵,max
𝑏𝑒𝑡𝑎𝑗
∑︁
̃︀𝛾𝑗
(ord ̃︀𝛾𝑗−1)(𝐿𝑃𝑠𝑖( ̃︀𝛾𝑗, 𝛽𝑗)))𝐵) ≤
≤ max
𝛽𝑗
∑︁
̃︀𝛾𝑗
(ord ̃︀𝛾𝑗 − 1)(𝐿𝑃𝑠𝑖( ̃︀𝛾𝑗, 𝛽𝑗))𝐵)
Теорема 2.3 виражає стiйкiсть 2-х раундової SP-мережi через
обчислюванi параметри S-блокiв i лiнiйного перетворення.
Висновки до роздiлу 2
В цьому роздiлi були сформульованi та доведенi теореми про
доказову стiйкiсть модифiкованих схем Фейстеля та SP-мережi до
узагальненого лiнiйного криптоаналiзу.
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3 ОЦIНКИ СТIЙКОСТI ТА ПРИКЛАДИ ВИКОРИСТАННЯ
ТЕОРЕМ
В цьому роздiлi буде обчислено таблицi розподiлiв узагальених
лiнiйнi потенцiалiв для S-блокiв деяких шифрiв. На основi одержаних
розрахункових результатiв будуть побудованi оцiнки стiйкостi шифрiв
стiйкiсть шифрiв, побудованих на модифiкованiй схемi Фейстеля та
SP-мережi.
3.1 Розрахунки узагальнених лiнiйних потенцiалiв
В ходi практичної частини були пiдрахованi узагальненi лiнiйнi
потенцiали S-блокiв таких шифрiв як SAFER, AES та ДСТУ 7624 : 2014
«Калина». S-блоки шифру SAFER являють собою наступнi операцiї
𝑠(𝑥) = (45𝑥 mod 257) mod 256,
𝑠−1(𝑥) = (log45 𝑥 mod 257) mod 256,
де 𝑠(𝑥) = 0 при 𝑥 = 128 та 𝑠−1(𝑥) = 128 при 𝑥 = 0 [10]. SAFER в
подальшому буде дослiджений бiльш детально, оскiльки лiнiйне
перетворення цього шифру є лiнiйним вiдносно операцiї модульного
додавання, а S-блоки теоретично мають мiнiмально можливi ймовiрностi
диференцiалiв за операцiєю додавання за модулем.
Шифр AES має єдиний S-блок: кожен байт стану шифрування
представляється як елемент F28, до якого обчислюється обернений
елемент i до результату застосовується спецiально пiдiбране зафiксоване
перетворення [11]. Нацiональний стандарт шифрування« Калина» має 4
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S-блоки, якi не мають аналiтичного представлення [12]. Усi зазначенi
S-блоки приведенi у лiстингу програми у додатку.
В таблицi 3.1 представленi максимальнi значення узагальнених
лiнiйних потенцiалiв S-блокiв зазначених вище шифрiв:
𝑚𝑎𝑥𝐿𝑃 = max
𝛼,𝛽
22𝑛𝐿𝑃 (𝛼, 𝛽),
де 𝑛 – розмiр S-блокiв. В данному випадку всi S-блоки мають розмiр 8 бiт.
Таблиця 3.1 – Максимальнi значення узагальнених лiнiйних
потенцiалiв S-блокiв
SAFER SAFER(inv) AES Калина1 Калина2 Калина3 Калина4
1804, 89 1804, 89 2649, 60 2174, 36 2795, 78 3310, 61 2475, 73
Також були пiдрахованi функцiї розподiлу:
𝐹 (𝑥) = |(𝛼, 𝛽) : 22𝑛𝐿𝑃 (𝛼, 𝛽) < 𝑥|
Графiки функцiй розподiлу представленi на рис. 3.1, Б.1 – Б.6
3.2 Оцiнки стiйкостi деяких шифрiв до узагальненого виду
криптоаналiзу
Шифр SAFER++ є SP-мережою з 16-байтним блоком шифрування.
Лiнiйне перетворення має наступний вигляд: перестановка байт, байти
дiляться на групи по 4 байти, до кожної такої групи застосовується
псевдоперетворення Адамара, ще одна перестановка байт i ще одне
псевдоперетворення Адамара. Лiнiйне перетворення має iндекс
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Рисунок 3.1 – Графiк функцiїї розподiлу лiнiйних потенцiалiв AES. По
осi Х – значення потенцiалу, по Y – кiлькiсть таких потенцiалiв
розгалуження 5. Додавання ключа вiдбувається за операцiєю модульного
та побiтового додавання побайтово.
Розглянемо модифiкацiї шифру SAFER, якi полягають у
– замiнi усiх операцiй побiтового додавання с байтами ключа на
операцiї додавання за модулем 256,
– замiнi лiнiйного перетворення на iншi матричнi перетворення над
Z256.
Оскiльки загальна оцiнка стiйкостi залежить лише вiд iндексу
розгалуження лiнiйного перетворення, для аналiзу можна просто
зафiксувати значення самого iндексу, не описуючи власне перетворення.
Перевiримо iндекси розгалуження вiд 3 до 10 за допомогою теореми 2.3.
При значеннi iндексу рiвному 2, оцiнка, згiдно теоремi, бiльша 1, а отйже
є неадекватною i нiчого каже про стiйкiсть такої модифiкацiї шифру.
Як i очiкувалось, чим бiльше iндекс розгалуження, тим вища стiйкiсть
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Таблиця 3.2 – Дослiдження стiйкостi SAFER++
B 3 4 5 6 7 8 9 10
LP 2−4,56 2−10,37 2−16 2−21,49 2−26,88 2−32,2 2−37,47 2−42,72
шифру до аналiзу, але навiть при максимальному значеннi iндекса шифр
не можна вважати гарантовано стiйким, оскiльки на сьогоднiшнiй день
шифри вважаються гарантовано стiйкими при значеннi 2−80.
Розгляенмо простий шифр, в основi якого лежить модифiкована
схема Фейстеля, описана в роздiлi 2. Розмiр блоку шифрування
покладемо 𝑛 = 16 бiт, а в якостi раундового перетворення вiзьмемо
S-блоки шифрiв SAFER, AES i Калина. Раундовий ключ вводится за
операцiєю додавання за модулем. Дослiдимо стiйкiсть такого шифру до
узагальненого лiнiйного криптоаналiзу (таб. 3.3).
Таблиця 3.3 – Стiйкiсть схеми Фейстеля
SAFER SAFER(inv) AES Калина1 Калина2 Калина3 Калина4
2−10,36 2−10,36 2−9,26 2−9,82 2−9,1 2−8,61 2−9,46
Як видно з таблицi, такий шифр є зовсiм не стiйким до узагальненого
лiнiйного криптоаналiзу.
Висновки до роздiлу 3
В цьому роздiлi були експериментально дослiдженi стiйкостi S-блокiв
таких шифрiв як SAFER, AES i Калина. Також були наведенi приклади
застосувань основних теорем данної роботи на модифiкованому шифрi
SAFER++ i формальному шифрi на схемi Фейстеля.
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ВИСНОВКИ
В ходi даного дослiдження було розглянуто опублiкованi результати
щодо стiйкостi шифрiв до класичного лiнiйного криптоаналiзу, способiв
узагальнення лiнiйного криптоаналiзу.
Було розглянуто поняття узагальненої лiнiйної апроксимацiї булевої
функцiї та узагальнених лiнiйних потенцiалiв, вираженi через характери
певної абелевої групи, та дослiджено їх властивостi. Було сформульовано
та доведено теореми про доказову стiйкiсть до узагальненого лiнiйного
криптоаналiзу, аналогiчнi теоремам Нiберг та Парка та iн. про доказовану
стiйкiсть схеми Фейстеля та SP мережi вiдповiдно.
Показано, що (як i для класичного криптоаналiзу) оцiнка стiйкостi
обчислюється через визначенi параметри S-блокiв, зокрема, максимуми
узагальнених лiнiйних потенцiалiв, а також через iншi параметри шифрiв:
iндексу розгалуження, кiлькостi раундiв. Також було обчислено
узагальненi лiнiйнi потенцiали S-блокiв шифрiв SAFER, AES та Калина.
З усiх представлених, оберенений S-блок шифру SAFER має найменше
значення максимального лiнiйного потенцiалу.
Iншим завданням було розглянути застосування доведенних теорем
на прикладах. Пiсля проведеного аналiзу неможливо нiчого стверджувати
про стiйкiсть розглянутих шифрiв. Можна сказати, зо отриманi оцiнки
гарантованої складностi атаки не показують достатнiй рiвень стiйкостi,
потрiбно проводити додатковий аналiз. Модифiкований шифр SAFER,
наприклад, має найкращу оцiнку 2−42,72, що не достатьно, щоб вважати
його гарантовано стiйким.
До напрямкiв подальших дослiджень можна вiднести iнiшi способи
узагальнення лiнiйного криптоаналiзу, аналiз абелевих груп на iнших
операцiях (наприклад, множення за модулем).
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ДОДАТОК А ТЕКСТИ ПРОГРАМ
Header.h
#inc lude <complex>
#inc lude <vector>
us ing permutation = std : : vector<unsigned long long >;
us ing cmplx = std : : complex<double >;
us ing tab l e = std : : vector<std : : vector<double>>;
tab l e experiment ( const permutation &prm , unsigned n ) ;
void d i s t r i b u t i o n ( const t ab l e &data , unsigned n ) ;
double parkTheorem ( const t ab l e &po t en t i a l s , unsigned n , unsigned brnchIndx ) ;
Source.cpp
#inc lude "Header . h"
#inc lude <fstream>
const std : : vector<int> ord{
0 , 256 , 128 , 256 , 64 , 256 , 128 , 256 , 32 , 256 , 128 , 256 , 64 , 256 , 128 , 256 ,
16 , 256 , 128 , 256 , 64 , 256 , 128 , 256 , 32 , 256 , 128 , 256 , 64 , 256 , 128 , 256 ,
8 , 256 , 128 , 256 , 64 , 256 , 128 , 256 , 32 , 256 , 128 , 256 , 64 , 256 , 128 , 256 ,
16 , 256 , 128 , 256 , 64 , 256 , 128 , 256 , 32 , 256 , 128 , 256 , 64 , 256 , 128 , 256 ,
4 , 256 , 128 , 256 , 64 , 256 , 128 , 256 , 32 , 256 , 128 , 256 , 64 , 256 , 128 , 256 ,
16 , 256 , 128 , 256 , 64 , 256 , 128 , 256 , 32 , 256 , 128 , 256 , 64 , 256 , 128 , 256 ,
8 , 256 , 128 , 256 , 64 , 256 , 128 , 256 , 32 , 256 , 128 , 256 , 64 , 256 , 128 , 256 ,
16 , 256 , 128 , 256 , 64 , 256 , 128 , 256 , 32 , 256 , 128 , 256 , 64 , 256 , 128 , 256 ,
2 , 256 , 128 , 256 , 64 , 256 , 128 , 256 , 32 , 256 , 128 , 256 , 64 , 256 , 128 , 256 ,
16 , 256 , 128 , 256 , 64 , 256 , 128 , 256 , 32 , 256 , 128 , 256 , 64 , 256 , 128 , 256 ,
8 , 256 , 128 , 256 , 64 , 256 , 128 , 256 , 32 , 256 , 128 , 256 , 64 , 256 , 128 , 256 ,
16 , 256 , 128 , 256 , 64 , 256 , 128 , 256 , 32 , 256 , 128 , 256 , 64 , 256 , 128 , 256 ,
4 , 256 , 128 , 256 , 64 , 256 , 128 , 256 , 32 , 256 , 128 , 256 , 64 , 256 , 128 , 256 ,
16 , 256 , 128 , 256 , 64 , 256 , 128 , 256 , 32 , 256 , 128 , 256 , 64 , 256 , 128 , 256 ,
8 , 256 , 128 , 256 , 64 , 256 , 128 , 256 , 32 , 256 , 128 , 256 , 64 , 256 , 128 , 256 ,
16 , 256 , 128 , 256 , 64 , 256 , 128 , 256 , 32 , 256 , 128 , 256 , 64 , 256 , 128 , 256 } ;
t ab l e experiment ( const permutation &prm , unsigned n){
const i n t s i z e (1 << n ) ;
const i n t mod( s i z e − 1 ) ;
const double p i = std : : acos (−1);
cmplx sum(0 , 0 ) ;
const cmplx e = std : : exp ( cmplx (0 , 1) ∗ pi ∗ 2 .0 / ( double ) s i z e ) ;
t ab l e data ( s i z e , s td : : vector<double >( s i z e , 0 ) ) ;
f o r ( unsigned a = 1 ; a < s i z e ; a++) {
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f o r ( unsigned b = 1 ; b < s i z e ; b++) {
f o r ( unsigned x = 0 ; x < s i z e ; x++) {
sum += std : : pow( e , ( a∗x − b ∗ prm [ x ] ) & mod ) ;
}
data [ a ] [ b ] = std : : norm(sum ) ;
sum = 0 ;
}
}
std : : o f s tream out (" data . txt " ) ;
f o r ( i n t i = 1 ; i < s i z e ; i++) {
out << ’ ’ << i ;
}
out << std : : endl ;
f o r ( i n t a = 1 ; a < s i z e ; a++) {
out << a << ’ ’ ;
f o r ( i n t b = 1 ; b < s i z e ; b++) {
out << data [ a ] [ b ] << ’ ’ ;
}
out << std : : endl ;
}
out . c l o s e ( ) ;
r e turn data ;
}
void d i s t r i b u t i o n ( const t ab l e &data , unsigned n){
const i n t absva l (1 << 2∗n ) ;
const i n t s i z e (1 << n ) ;
i n t p r e c i s i o n ( 2 0 ) ;
s td : : vector<int> dstrb ( absva l / p r e c i s i on , 0 ) ;
i n t j ;
i n t end (3400 ) ;
dstrb [ 0 ] = 0 ;
f o r ( i n t i = p r e c i s i o n ; i < end ; i+=p r e c i s i o n ) {
j = i / p r e c i s i o n ;
f o r ( i n t r = 1 ; r < s i z e ; r++) {
f o r ( i n t c = 1 ; c < s i z e ; c++) {
dstrb [ j ] += sta t i c_cas t<int >(data [ r ] [ c ] < i ) ;
}
}
}
std : : o f s tream out (" d i s t r i b u t i o n . txt " ) ;
f o r ( auto d : dstrb )
out << d << ’ ’ ;
out . c l o s e ( ) ;
}
double parkTheorem ( const t ab l e &po t en t i a l s , unsigned n , unsigned brnchIndx ){
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const i n t s i z e (1 << n ) ;
const i n t denum( s i z e ∗ s i z e ) ;
double sum1 (0 ) , tmp ;
f o r ( i n t a = 1 ; a < s i z e ; a++) {
tmp = 0 ;
f o r ( i n t b = 1 ; b < s i z e ; b++) {
tmp += ( ord [ b ] − 1)∗pow( p o t e n t i a l s [ a ] [ b ] , brnchIndx ) ;
}
i f (tmp > sum1)
sum1 = tmp ;
}
double sum2 ( 0 ) ;
f o r ( i n t b = 1 ; b < s i z e ; b++){
tmp = 0 ;
f o r ( i n t a = 1 ; a < s i z e ; a++) {
tmp += ( ord [ a ] − 1)∗pow( p o t e n t i a l s [ a ] [ b ] , brnchIndx ) ;
}
i f (tmp > sum2)
sum2 = tmp ;
}
re turn ( ( sum1 > sum2) ? sum1 : sum2) / pow(denum , brnchIndx ) ;
}
main.cpp
#inc lude "Header . h"
#inc lude <iostream>
permutation saferSB{
0x01 , 0x2d , 0xe2 , 0x93 , 0xbe , 0x45 , 0x15 , 0xae , 0x78 , 0x03 , 0x87 , 0xa4 , 0xb8 , 0x38 , 0 xcf , 0 x3f ,
0x08 , 0x67 , 0x09 , 0x94 , 0xeb , 0x26 , 0xa8 , 0x6b , 0xbd , 0x18 , 0x34 , 0x1b , 0xbb , 0xbf , 0x72 , 0xf7 ,
0x40 , 0x35 , 0x48 , 0x9c , 0x51 , 0x2f , 0x3b , 0x55 , 0xe3 , 0xc0 , 0x9f , 0xd8 , 0xd3 , 0xf3 , 0x8d , 0xb1 ,
0 x f f , 0xa7 , 0x3e , 0xdc , 0x86 , 0x77 , 0xd7 , 0xa6 , 0x11 , 0xfb , 0xf4 , 0xba , 0x92 , 0x91 , 0x64 , 0x83 ,
0xf1 , 0x33 , 0 xef , 0xda , 0x2c , 0xb5 , 0xb2 , 0x2b , 0x88 , 0xd1 , 0x99 , 0xcb , 0x8c , 0x84 , 0x1d , 0x14 ,
0x81 , 0x97 , 0x71 , 0xca , 0x5f , 0xa3 , 0x8b , 0x57 , 0x3c , 0x82 , 0xc4 , 0x52 , 0x5c , 0x1c , 0xe8 , 0xa0 ,
0x04 , 0xb4 , 0x85 , 0x4a , 0xf6 , 0x13 , 0x54 , 0xb6 , 0xdf , 0x0c , 0x1a , 0x8e , 0xde , 0xe0 , 0x39 , 0 xfc ,
0x20 , 0x9b , 0x24 , 0x4e , 0xa9 , 0x98 , 0x9e , 0xab , 0xf2 , 0x60 , 0xd0 , 0x6c , 0xea , 0xfa , 0xc7 , 0xd9 ,
0x00 , 0xd4 , 0x1f , 0x6e , 0x43 , 0xbc , 0xec , 0x53 , 0x89 , 0 xfe , 0x7a , 0x5d , 0x49 , 0xc9 , 0x32 , 0xc2 ,
0xf9 , 0x9a , 0xf8 , 0x6d , 0x16 , 0xdb , 0x59 , 0x96 , 0x44 , 0xe9 , 0xcd , 0xe6 , 0x46 , 0x42 , 0x8f , 0x0a ,
0xc1 , 0xcc , 0xb9 , 0x65 , 0xb0 , 0xd2 , 0xc6 , 0xac , 0x1e , 0x41 , 0x62 , 0x29 , 0x2e , 0x0e , 0x74 , 0x50 ,
0x02 , 0x5a , 0xc3 , 0x25 , 0x7b , 0x8a , 0x2a , 0x5b , 0xf0 , 0x06 , 0x0d , 0x47 , 0x6f , 0x70 , 0x9d , 0x7e ,
0x10 , 0xce , 0x12 , 0x27 , 0xd5 , 0x4c , 0x4f , 0xd6 , 0x79 , 0x30 , 0x68 , 0x36 , 0x75 , 0x7d , 0xe4 , 0xed ,
0x80 , 0x6a , 0x90 , 0x37 , 0xa2 , 0x5e , 0x76 , 0xaa , 0xc5 , 0x7f , 0x3d , 0xaf , 0xa5 , 0xe5 , 0x19 , 0x61 ,
0xfd , 0x4d , 0x7c , 0xb7 , 0x0b , 0xee , 0xad , 0x4b , 0x22 , 0xf5 , 0xe7 , 0x73 , 0x23 , 0x21 , 0xc8 , 0x05 ,
0xe1 , 0x66 , 0xdd , 0xb3 , 0x58 , 0x69 , 0x63 , 0x56 , 0x0f , 0xa1 , 0x31 , 0x95 , 0x17 , 0x07 , 0x3a , 0x28 } ;
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permutation sa f e rSBI {
0x80 , 0x00 , 0xb0 , 0x09 , 0x60 , 0 xef , 0xb9 , 0xfd , 0x10 , 0x12 , 0x9f , 0xe4 , 0x69 , 0xba , 0xad , 0xf8 ,
0xc0 , 0x38 , 0xc2 , 0x65 , 0x4f , 0x06 , 0x94 , 0 xfc , 0x19 , 0xde , 0x6a , 0x1b , 0x5d , 0x4e , 0xa8 , 0x82 ,
0x70 , 0xed , 0xe8 , 0xec , 0x72 , 0xb3 , 0x15 , 0xc3 , 0 x f f , 0xab , 0xb6 , 0x47 , 0x44 , 0x01 , 0xac , 0x25 ,
0xc9 , 0xfa , 0x8e , 0x41 , 0x1a , 0x21 , 0xcb , 0xd3 , 0x0d , 0x6e , 0 xfe , 0x26 , 0x58 , 0xda , 0x32 , 0x0f ,
0x20 , 0xa9 , 0x9d , 0x84 , 0x98 , 0x05 , 0x9c , 0xbb , 0x22 , 0x8c , 0x63 , 0xe7 , 0xc5 , 0xe1 , 0x73 , 0xc6 ,
0xaf , 0x24 , 0x5b , 0x87 , 0x66 , 0x27 , 0xf7 , 0x57 , 0xf4 , 0x96 , 0xb1 , 0xb7 , 0x5c , 0x8b , 0xd5 , 0x54 ,
0x79 , 0xdf , 0xaa , 0xf6 , 0x3e , 0xa3 , 0xf1 , 0x11 , 0xca , 0xf5 , 0xd1 , 0x17 , 0x7b , 0x93 , 0x83 , 0xbc ,
0xbd , 0x52 , 0x1e , 0xeb , 0xae , 0xcc , 0xd6 , 0x35 , 0x08 , 0xc8 , 0x8a , 0xb4 , 0xe2 , 0xcd , 0xbf , 0xd9 ,
0xd0 , 0x50 , 0x59 , 0x3f , 0x4d , 0x62 , 0x34 , 0x0a , 0x48 , 0x88 , 0xb5 , 0x56 , 0x4c , 0x2e , 0x6b , 0x9e ,
0xd2 , 0x3d , 0x3c , 0x03 , 0x13 , 0xfb , 0x97 , 0x51 , 0x75 , 0x4a , 0x91 , 0x71 , 0x23 , 0xbe , 0x76 , 0x2a ,
0x5f , 0 xf9 , 0xd4 , 0x55 , 0x0b , 0xdc , 0x37 , 0x31 , 0x16 , 0x74 , 0xd7 , 0x77 , 0xa7 , 0xe6 , 0x07 , 0xdb ,
0xa4 , 0x2f , 0x46 , 0xf3 , 0x61 , 0x45 , 0x67 , 0xe3 , 0x0c , 0xa2 , 0x3b , 0x1c , 0x85 , 0x18 , 0x04 , 0x1d ,
0x29 , 0xa0 , 0x8f , 0xb2 , 0x5a , 0xd8 , 0xa6 , 0x7e , 0xee , 0x8d , 0x53 , 0x4b , 0xa1 , 0x9a , 0xc1 , 0x0e ,
0x7a , 0x49 , 0xa5 , 0x2c , 0x81 , 0xc4 , 0xc7 , 0x36 , 0x2b , 0x7f , 0x43 , 0x95 , 0x33 , 0xf2 , 0x6c , 0x68 ,
0x6d , 0xf0 , 0x02 , 0x28 , 0xce , 0xdd , 0x9b , 0xea , 0x5e , 0x99 , 0x7c , 0x14 , 0x86 , 0 xcf , 0xe5 , 0x42 ,
0xb8 , 0x40 , 0x78 , 0x2d , 0x3a , 0xe9 , 0x64 , 0x1f , 0x92 , 0x90 , 0x7d , 0x39 , 0x6f , 0xe0 , 0x89 , 0x30 } ;
permutation aesSB{
0x63 , 0x7c , 0x77 , 0x7b , 0xf2 , 0x6b , 0x6f , 0xc5 , 0x30 , 0x01 , 0x67 , 0x2b , 0 xfe , 0xd7 , 0xab , 0x76 ,
0xca , 0x82 , 0xc9 , 0x7d , 0xfa , 0x59 , 0x47 , 0xf0 , 0xad , 0xd4 , 0xa2 , 0xaf , 0x9c , 0xa4 , 0x72 , 0xc0 ,
0xb7 , 0xfd , 0x93 , 0x26 , 0x36 , 0x3f , 0 xf7 , 0xcc , 0x34 , 0xa5 , 0xe5 , 0xf1 , 0x71 , 0xd8 , 0x31 , 0x15 ,
0x04 , 0xc7 , 0x23 , 0xc3 , 0x18 , 0x96 , 0x05 , 0x9a , 0x07 , 0x12 , 0x80 , 0xe2 , 0xeb , 0x27 , 0xb2 , 0x75 ,
0x09 , 0x83 , 0x2c , 0x1a , 0x1b , 0x6e , 0x5a , 0xa0 , 0x52 , 0x3b , 0xd6 , 0xb3 , 0x29 , 0xe3 , 0x2f , 0x84 ,
0x53 , 0xd1 , 0x00 , 0xed , 0x20 , 0 xfc , 0xb1 , 0x5b , 0x6a , 0xcb , 0xbe , 0x39 , 0x4a , 0x4c , 0x58 , 0 xcf ,
0xd0 , 0 xef , 0xaa , 0xfb , 0x43 , 0x4d , 0x33 , 0x85 , 0x45 , 0xf9 , 0x02 , 0x7f , 0x50 , 0x3c , 0x9f , 0xa8 ,
0x51 , 0xa3 , 0x40 , 0x8f , 0x92 , 0x9d , 0x38 , 0xf5 , 0xbc , 0xb6 , 0xda , 0x21 , 0x10 , 0 x f f , 0 xf3 , 0xd2 ,
0xcd , 0x0c , 0x13 , 0xec , 0x5f , 0x97 , 0x44 , 0x17 , 0xc4 , 0xa7 , 0x7e , 0x3d , 0x64 , 0x5d , 0x19 , 0x73 ,
0x60 , 0x81 , 0x4f , 0xdc , 0x22 , 0x2a , 0x90 , 0x88 , 0x46 , 0xee , 0xb8 , 0x14 , 0xde , 0x5e , 0x0b , 0xdb ,
0xe0 , 0x32 , 0x3a , 0x0a , 0x49 , 0x06 , 0x24 , 0x5c , 0xc2 , 0xd3 , 0xac , 0x62 , 0x91 , 0x95 , 0xe4 , 0x79 ,
0xe7 , 0xc8 , 0x37 , 0x6d , 0x8d , 0xd5 , 0x4e , 0xa9 , 0x6c , 0x56 , 0xf4 , 0xea , 0x65 , 0x7a , 0xae , 0x08 ,
0xba , 0x78 , 0x25 , 0x2e , 0x1c , 0xa6 , 0xb4 , 0xc6 , 0xe8 , 0xdd , 0x74 , 0x1f , 0x4b , 0xbd , 0x8b , 0x8a ,
0x70 , 0x3e , 0xb5 , 0x66 , 0x48 , 0x03 , 0xf6 , 0x0e , 0x61 , 0x35 , 0x57 , 0xb9 , 0x86 , 0xc1 , 0x1d , 0x9e ,
0xe1 , 0xf8 , 0x98 , 0x11 , 0x69 , 0xd9 , 0x8e , 0x94 , 0x9b , 0x1e , 0x87 , 0xe9 , 0xce , 0x55 , 0x28 , 0xdf ,
0x8c , 0xa1 , 0x89 , 0x0d , 0xbf , 0xe6 , 0x42 , 0x68 , 0x41 , 0x99 , 0x2d , 0x0f , 0xb0 , 0x54 , 0xbb , 0x16 } ;
permutation kalinaSB1{
0xA8 , 0x43 , 0x5F , 0x06 , 0x6B , 0x75 , 0x6C , 0x59 , 0x71 , 0xDF, 0x87 , 0x95 , 0x17 , 0xF0 , 0xD8 , 0x09 ,
0x6D , 0xF3 , 0x1D , 0xCB, 0xC9 , 0x4D , 0x2C , 0xAF, 0x79 , 0xE0 , 0x97 , 0xFD, 0x6F , 0x4B , 0x45 , 0x39 ,
0x3E , 0xDD, 0xA3 , 0x4F , 0xB4 , 0xB6 , 0x9A , 0x0E , 0x1F , 0xBF, 0x15 , 0xE1 , 0x49 , 0xD2 , 0x93 , 0xC6 ,
0x92 , 0x72 , 0x9E , 0x61 , 0xD1 , 0x63 , 0xFA, 0xEE, 0xF4 , 0x19 , 0xD5 , 0xAD, 0x58 , 0xA4 , 0xBB, 0xA1 ,
0xDC, 0xF2 , 0x83 , 0x37 , 0x42 , 0xE4 , 0x7A , 0x32 , 0x9C , 0xCC, 0xAB, 0x4A , 0x8F , 0x6E , 0x04 , 0x27 ,
0x2E , 0xE7 , 0xE2 , 0x5A , 0x96 , 0x16 , 0x23 , 0x2B , 0xC2 , 0x65 , 0x66 , 0x0F , 0xBC, 0xA9 , 0x47 , 0x41 ,
0x34 , 0x48 , 0xFC, 0xB7 , 0x6A , 0x88 , 0xA5 , 0x53 , 0x86 , 0xF9 , 0x5B , 0xDB, 0x38 , 0x7B , 0xC3 , 0x1E ,
0x22 , 0x33 , 0x24 , 0x28 , 0x36 , 0xC7 , 0xB2 , 0x3B , 0x8E , 0x77 , 0xBA, 0xF5 , 0x14 , 0x9F , 0x08 , 0x55 ,
44
0x9B , 0x4C , 0xFE , 0x60 , 0x5C , 0xDA, 0x18 , 0x46 , 0xCD, 0x7D , 0x21 , 0xB0 , 0x3F , 0x1B , 0x89 , 0xFF ,
0xEB, 0x84 , 0x69 , 0x3A , 0x9D , 0xD7 , 0xD3 , 0x70 , 0x67 , 0x40 , 0xB5 , 0xDE, 0x5D , 0x30 , 0x91 , 0xB1 ,
0x78 , 0x11 , 0x01 , 0xE5 , 0x00 , 0x68 , 0x98 , 0xA0 , 0xC5 , 0x02 , 0xA6 , 0x74 , 0x2D , 0x0B , 0xA2 , 0x76 ,
0xB3 , 0xBE, 0xCE, 0xBD, 0xAE, 0xE9 , 0x8A , 0x31 , 0x1C , 0xEC, 0xF1 , 0x99 , 0x94 , 0xAA, 0xF6 , 0x26 ,
0x2F , 0xEF , 0xE8 , 0x8C , 0x35 , 0x03 , 0xD4 , 0x7F , 0xFB, 0x05 , 0xC1 , 0x5E , 0x90 , 0x20 , 0x3D , 0x82 ,
0xF7 , 0xEA, 0x0A , 0x0D , 0x7E , 0xF8 , 0x50 , 0x1A , 0xC4 , 0x07 , 0x57 , 0xB8 , 0x3C , 0x62 , 0xE3 , 0xC8 ,
0xAC, 0x52 , 0x64 , 0x10 , 0xD0 , 0xD9 , 0x13 , 0x0C , 0x12 , 0x29 , 0x51 , 0xB9 , 0xCF, 0xD6 , 0x73 , 0x8D ,
0x81 , 0x54 , 0xC0 , 0xED, 0x4E , 0x44 , 0xA7 , 0x2A , 0x85 , 0x25 , 0xE6 , 0xCA, 0x7C , 0x8B , 0x56 , 0x80 } ;
permutation kalinaSB2{
0xCE, 0xBB, 0xEB, 0x92 , 0xEA, 0xCB, 0x13 , 0xC1 , 0xE9 , 0x3A , 0xD6 , 0xB2 , 0xD2 , 0x90 , 0x17 , 0xF8 ,
0x42 , 0x15 , 0x56 , 0xB4 , 0x65 , 0x1C , 0x88 , 0x43 , 0xC5 , 0x5C , 0x36 , 0xBA, 0xF5 , 0x57 , 0x67 , 0x8D ,
0x31 , 0xF6 , 0x64 , 0x58 , 0x9E , 0xF4 , 0x22 , 0xAA, 0x75 , 0x0F , 0x02 , 0xB1 , 0xDF, 0x6D , 0x73 , 0x4D ,
0x7C , 0x26 , 0x2E , 0xF7 , 0x08 , 0x5D , 0x44 , 0x3E , 0x9F , 0x14 , 0xC8 , 0xAE, 0x54 , 0x10 , 0xD8 , 0xBC,
0x1A , 0x6B , 0x69 , 0xF3 , 0xBD, 0x33 , 0xAB, 0xFA, 0xD1 , 0x9B , 0x68 , 0x4E , 0x16 , 0x95 , 0x91 , 0xEE,
0x4C , 0x63 , 0x8E , 0x5B , 0xCC, 0x3C , 0x19 , 0xA1 , 0x81 , 0x49 , 0x7B , 0xD9 , 0x6F , 0x37 , 0x60 , 0xCA,
0xE7 , 0x2B , 0x48 , 0xFD, 0x96 , 0x45 , 0xFC, 0x41 , 0x12 , 0x0D , 0x79 , 0xE5 , 0x89 , 0x8C , 0xE3 , 0x20 ,
0x30 , 0xDC, 0xB7 , 0x6C , 0x4A , 0xB5 , 0x3F , 0x97 , 0xD4 , 0x62 , 0x2D , 0x06 , 0xA4 , 0xA5 , 0x83 , 0x5F ,
0x2A , 0xDA, 0xC9 , 0x00 , 0x7E , 0xA2 , 0x55 , 0xBF, 0x11 , 0xD5 , 0x9C , 0xCF, 0x0E , 0x0A , 0x3D , 0x51 ,
0x7D , 0x93 , 0x1B , 0xFE , 0xC4 , 0x47 , 0x09 , 0x86 , 0x0B , 0x8F , 0x9D , 0x6A , 0x07 , 0xB9 , 0xB0 , 0x98 ,
0x18 , 0x32 , 0x71 , 0x4B , 0xEF , 0x3B , 0x70 , 0xA0 , 0xE4 , 0x40 , 0xFF , 0xC3 , 0xA9 , 0xE6 , 0x78 , 0xF9 ,
0x8B , 0x46 , 0x80 , 0x1E , 0x38 , 0xE1 , 0xB8 , 0xA8 , 0xE0 , 0x0C , 0x23 , 0x76 , 0x1D , 0x25 , 0x24 , 0x05 ,
0xF1 , 0x6E , 0x94 , 0x28 , 0x9A , 0x84 , 0xE8 , 0xA3 , 0x4F , 0x77 , 0xD3 , 0x85 , 0xE2 , 0x52 , 0xF2 , 0x82 ,
0x50 , 0x7A , 0x2F , 0x74 , 0x53 , 0xB3 , 0x61 , 0xAF, 0x39 , 0x35 , 0xDE, 0xCD, 0x1F , 0x99 , 0xAC, 0xAD,
0x72 , 0x2C , 0xDD, 0xD0 , 0x87 , 0xBE, 0x5E , 0xA6 , 0xEC, 0x04 , 0xC6 , 0x03 , 0x34 , 0xFB, 0xDB, 0x59 ,
0xB6 , 0xC2 , 0x01 , 0xF0 , 0x5A , 0xED, 0xA7 , 0x66 , 0x21 , 0x7F , 0x8A , 0x27 , 0xC7 , 0xC0 , 0x29 , 0xD7} ;
permutation kalinaSB3{
0x93 , 0xD9 , 0x9A , 0xB5 , 0x98 , 0x22 , 0x45 , 0xFC, 0xBA, 0x6A , 0xDF, 0x02 , 0x9F , 0xDC, 0x51 , 0x59 ,
0x4A , 0x17 , 0x2B , 0xC2 , 0x94 , 0xF4 , 0xBB, 0xA3 , 0x62 , 0xE4 , 0x71 , 0xD4 , 0xCD, 0x70 , 0x16 , 0xE1 ,
0x49 , 0x3C , 0xC0 , 0xD8 , 0x5C , 0x9B , 0xAD, 0x85 , 0x53 , 0xA1 , 0x7A , 0xC8 , 0x2D , 0xE0 , 0xD1 , 0x72 ,
0xA6 , 0x2C , 0xC4 , 0xE3 , 0x76 , 0x78 , 0xB7 , 0xB4 , 0x09 , 0x3B , 0x0E , 0x41 , 0x4C , 0xDE, 0xB2 , 0x90 ,
0x25 , 0xA5 , 0xD7 , 0x03 , 0x11 , 0x00 , 0xC3 , 0x2E , 0x92 , 0xEF , 0x4E , 0x12 , 0x9D , 0x7D , 0xCB, 0x35 ,
0x10 , 0xD5 , 0x4F , 0x9E , 0x4D , 0xA9 , 0x55 , 0xC6 , 0xD0 , 0x7B , 0x18 , 0x97 , 0xD3 , 0x36 , 0xE6 , 0x48 ,
0x56 , 0x81 , 0x8F , 0x77 , 0xCC, 0x9C , 0xB9 , 0xE2 , 0xAC, 0xB8 , 0x2F , 0x15 , 0xA4 , 0x7C , 0xDA, 0x38 ,
0x1E , 0x0B , 0x05 , 0xD6 , 0x14 , 0x6E , 0x6C , 0x7E , 0x66 , 0xFD, 0xB1 , 0xE5 , 0x60 , 0xAF, 0x5E , 0x33 ,
0x87 , 0xC9 , 0xF0 , 0x5D , 0x6D , 0x3F , 0x88 , 0x8D , 0xC7 , 0xF7 , 0x1D , 0xE9 , 0xEC, 0xED, 0x80 , 0x29 ,
0x27 , 0xCF, 0x99 , 0xA8 , 0x50 , 0x0F , 0x37 , 0x24 , 0x28 , 0x30 , 0x95 , 0xD2 , 0x3E , 0x5B , 0x40 , 0x83 ,
0xB3 , 0x69 , 0x57 , 0x1F , 0x07 , 0x1C , 0x8A , 0xBC, 0x20 , 0xEB, 0xCE, 0x8E , 0xAB, 0xEE, 0x31 , 0xA2 ,
0x73 , 0xF9 , 0xCA, 0x3A , 0x1A , 0xFB, 0x0D , 0xC1 , 0xFE , 0xFA, 0xF2 , 0x6F , 0xBD, 0x96 , 0xDD, 0x43 ,
0x52 , 0xB6 , 0x08 , 0xF3 , 0xAE, 0xBE, 0x19 , 0x89 , 0x32 , 0x26 , 0xB0 , 0xEA, 0x4B , 0x64 , 0x84 , 0x82 ,
0x6B , 0xF5 , 0x79 , 0xBF, 0x01 , 0x5F , 0x75 , 0x63 , 0x1B , 0x23 , 0x3D , 0x68 , 0x2A , 0x65 , 0xE8 , 0x91 ,
0xF6 , 0xFF , 0x13 , 0x58 , 0xF1 , 0x47 , 0x0A , 0x7F , 0xC5 , 0xA7 , 0xE7 , 0x61 , 0x5A , 0x06 , 0x46 , 0x44 ,
0x42 , 0x04 , 0xA0 , 0xDB, 0x39 , 0x86 , 0x54 , 0xAA, 0x8C , 0x34 , 0x21 , 0x8B , 0xF8 , 0x0C , 0x74 , 0x67 } ;
45
permutation kalinaSB4{
0x68 , 0x8D , 0xCA, 0x4D , 0x73 , 0x4B , 0x4E , 0x2A , 0xD4 , 0x52 , 0x26 , 0xB3 , 0x54 , 0x1E , 0x19 , 0x1F ,
0x22 , 0x03 , 0x46 , 0x3D , 0x2D , 0x4A , 0x53 , 0x83 , 0x13 , 0x8A , 0xB7 , 0xD5 , 0x25 , 0x79 , 0xF5 , 0xBD,
0x58 , 0x2F , 0x0D , 0x02 , 0xED, 0x51 , 0x9E , 0x11 , 0xF2 , 0x3E , 0x55 , 0x5E , 0xD1 , 0x16 , 0x3C , 0x66 ,
0x70 , 0x5D , 0xF3 , 0x45 , 0x40 , 0xCC, 0xE8 , 0x94 , 0x56 , 0x08 , 0xCE, 0x1A , 0x3A , 0xD2 , 0xE1 , 0xDF,
0xB5 , 0x38 , 0x6E , 0x0E , 0xE5 , 0xF4 , 0xF9 , 0x86 , 0xE9 , 0x4F , 0xD6 , 0x85 , 0x23 , 0xCF, 0x32 , 0x99 ,
0x31 , 0x14 , 0xAE, 0xEE, 0xC8 , 0x48 , 0xD3 , 0x30 , 0xA1 , 0x92 , 0x41 , 0xB1 , 0x18 , 0xC4 , 0x2C , 0x71 ,
0x72 , 0x44 , 0x15 , 0xFD, 0x37 , 0xBE, 0x5F , 0xAA, 0x9B , 0x88 , 0xD8 , 0xAB, 0x89 , 0x9C , 0xFA, 0x60 ,
0xEA, 0xBC, 0x62 , 0x0C , 0x24 , 0xA6 , 0xA8 , 0xEC, 0x67 , 0x20 , 0xDB, 0x7C , 0x28 , 0xDD, 0xAC, 0x5B ,
0x34 , 0x7E , 0x10 , 0xF1 , 0x7B , 0x8F , 0x63 , 0xA0 , 0x05 , 0x9A , 0x43 , 0x77 , 0x21 , 0xBF, 0x27 , 0x09 ,
0xC3 , 0x9F , 0xB6 , 0xD7 , 0x29 , 0xC2 , 0xEB, 0xC0 , 0xA4 , 0x8B , 0x8C , 0x1D , 0xFB, 0xFF , 0xC1 , 0xB2 ,
0x97 , 0x2E , 0xF8 , 0x65 , 0xF6 , 0x75 , 0x07 , 0x04 , 0x49 , 0x33 , 0xE4 , 0xD9 , 0xB9 , 0xD0 , 0x42 , 0xC7 ,
0x6C , 0x90 , 0x00 , 0x8E , 0x6F , 0x50 , 0x01 , 0xC5 , 0xDA, 0x47 , 0x3F , 0xCD, 0x69 , 0xA2 , 0xE2 , 0x7A ,
0xA7 , 0xC6 , 0x93 , 0x0F , 0x0A , 0x06 , 0xE6 , 0x2B , 0x96 , 0xA3 , 0x1C , 0xAF, 0x6A , 0x12 , 0x84 , 0x39 ,
0xE7 , 0xB0 , 0x82 , 0xF7 , 0xFE , 0x9D , 0x87 , 0x5C , 0x81 , 0x35 , 0xDE, 0xB4 , 0xA5 , 0xFC, 0x80 , 0xEF ,
0xCB, 0xBB, 0x6B , 0x76 , 0xBA, 0x5A , 0x7D , 0x78 , 0x0B , 0x95 , 0xE3 , 0xAD, 0x74 , 0x98 , 0x3B , 0x36 ,
0x64 , 0x6D , 0xDC, 0xF0 , 0x59 , 0xA9 , 0x4C , 0x17 , 0x7F , 0x91 , 0xB8 , 0xC9 , 0x57 , 0x1B , 0xE0 , 0x61 } ;
i n t main ( ){
i n t n ( 8 ) ;
auto data = experiment ( sa ferSBI , n ) ;
d i s t r i b u t i o n ( data , n ) ;
s td : : cout << parkTheorem ( data , n , 10) << std : : endl ;
s td : : cout << "done" << std : : endl ;
s td : : c in . get ( ) ;
s td : : c in . get ( ) ;
}
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ДОДАТОК Б ГРАФIКИ РОЗПОДIЛIВ УЗАГАЛЬНЕНИХ
ЛIНIЙНИХ ПОТЕНЦIАЛIВ
Рисунок Б.1 – SAFER
Рисунок Б.2 – SAFERInv
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Рисунок Б.3 – Калина1
Рисунок Б.4 – Калина2
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Рисунок Б.5 – Калина3
Рисунок Б.6 – Калина4
