ABSTRACT Remaining useful life (RUL) prediction of products is a critical component of prognostics and health management. Recently, the RUL prediction based on a two-stage degradation process has received increasing attention. However, existing works generally assume that the two stages are mutually independent, which is not reasonable in many applications. To address this problem, we propose a novel two-stage Wiener process model with stage correlation and a Bayesian approach for RUL prediction. Different from previous studies, we incorporate the stage correlation into the prior distributions of model parameters to improve the accuracy of predictions. We also derive the RUL distribution through the total probability formula to comprehensively consider the possibilities that the product fails at different stages. Once real-time monitoring data are available, we employ the Gibbs sampling algorithm to update the posterior distributions of model parameters as well as the RUL distribution. The superiority of the proposed method is demonstrated through a simulation study and an application to the bearing degradation data.
I. INTRODUCTION
The majority of engineering products gradually deteriorate during the usage. When the performance of a product degrades to an unacceptable level, the product will fail. The failure, if not successfully forecasted, could lead to a paralyzed system, and even a catastrophe. To ensure the safe and reliable operation of a system, prognostics and health management (PHM) has attracted great attention in both academic and industrial communities. One of the most critical components of PHM is remaining useful life (RUL) prediction which aims to estimate the period during which the product can work properly from this moment. At the same time, the monitoring technology boom enables us to trace the system condition timely which brings a plenty of monitoring data for online RUL prediction. Relevant studies have been conducted on a variety of engineering products including batteries [1] - [3] , rolling bearings [4] - [7] , gyros in inertial navigation systems [8] , [9] , carbon steel pipes in nuclear power plants [10] , etc.
In general, RUL prediction approaches are divided into two categories: the physical of failure (POF) approach and the data-driven approach [11] . The former analyzes the degradation feature from the perspective of failure mechanism. However, the underlying mechanism is not straightforward in practice, especially for these complex systems, which limits the applicability of the POF approach. The second category is the data-driven approach. In this type, there are machine learning and statistics-based approaches [12] . Machine learning techniques include support vector machines [13] , [14] , neural networks [15] , [16] , etc. These techniques are sensitive about the quality and quantity of data, which greatly affects the accuracy and robustness of predictions [6] . On the contrary, statistics-based approaches combine statistical models with degradation data, exhibiting a wide and excellent applicability. The Wiener process model, the Gamma process model and the inverse Gaussian process model are three commonly used stochastic process models [17] . The latter two are applicable for monotonous degradation processes, whereas the trajectory of the Wiener process is nonmonotonic. For detailed studies of the RUL prediction based on stochastic process models, one can refer to Si et al. [9] , Pan et al. [18] , Wei and Xu [19] , Son et al. [20] , Huang et al. [21] , Wang et al. [22] , Wang et al. [23] , etc.
In most existing studies, a fixed model was employed to characterize the degradation feature of the entire life. However, some products exhibit a two-stage degradation pattern in practice, and thus the fixed-model assumption is no longer proper. For an example, the graph of the amplitude of bearing vibration signals is a piecewise discontinuous curve which indicates a two-stage degradation process [4] . In the first stage, the bearing stays in a relatively stable situation. The amplitude of vibration signals grows with a small rate and a moderate fluctuation. Then after an unknown change point, the bearing comes into the second degradation stage, and the amplitude of vibration signals exhibits a rapid growth trend. For another example, due to the incomplete burn-in, the light intensity of display devices experiences a rapid decrease stage until the impurities are depleted, and then the degradation rate becomes slow [24] . More two-stage degradation processes can be found in Yan et al. [25] , Kong et al. [26] , Feng et al. [27] , Wang et al. [28] , Ke and Xu [29] . Tseng et al. [30] , etc.
Motivated by these phenomena, two solutions for RUL prediction are available in existing works. One is to analyze these degradation data after truncating the degradation information of the first stage. See Tseng et al. [30] for example. However, this idea loses the merit of the first stage. Besides, there is a possibility that the product fails at the first stage. If this situation is neglected, the RUL will be overestimated. The other solution is to establish two-stage or multiple-stage degradation models for RUL prediction. Some representatives are as follows. Chen and Tsui [31] proposed a two-stage linear model with a change point to characterize the degradation process of rotational bearings. A Bayesian approach was used to update model parameters as well as the distribution of RUL. Wen et al. [32] developed a multiple-phase linear function and a new particle filtering algorithm to predict the RUL. Later Wen et al. [33] extended the previous work and developed a multiple change-point Wiener process model for RUL prediction.
However, in these RUL prediction methods based on multistage degradation models, different stages were assumed independent. This is not reasonable in most applications. For example, some lasers [34] deteriorate rapidly at first due to the generation of dark line defects (DLDs) and dark spot defects (DSDs). Afterwards when the number of DLDs and DSDs saturate, the state of lasers begins to stabilize, and the degradation steps into the second stage which is associated with the accumulation of defects in the first stage. For another example, bearings deteriorate slowly in the initial stage due to the initiation behavior of micro cracks from the inhomogeneous points of the material. When these micro cracks propagate to a certain level, bearings begin to deteriorate rapidly. The quantity and dimension of the cracks sprouting initially have direct impacts on the following degradation process. Consequently, the independence assumption of different degradation stages is improper from the perspective of failure mechanism.
To overcome this shortcoming, a novel two-stage degradation model is proposed to take the stage correlation into consideration. Then based on the proposed model, we develop a Bayesian approach to integrate historical data with real-time monitoring data to improve the accuracy of predictions. The historical data provide the prior information of model parameters as well as the correlation between them. The real-time monitoring data make the model close to the real degradation process of the operational product. The main contribution of this paper includes three aspects: 1) We propose a two-stage Wiener process model with stage correlation for discontinuous degradation modeling. Different from previous studies, the model parameters in different stages are assumed mutually dependent.
2) We develop a Bayesian approach for RUL prediction. Specially, we incorporate the stage correlation into the prior distributions of model parameters. This new specification extracts not only the prior information of two degradation stages but also the correlation between them, which provides more informative prior distributions.
3) We employ the total probability formula to derive the distribution of RUL when predicting before the change point, which comprehensively considers the possibilities that the product fails at different stages.
The rest of this paper is organized as follows. Section II presents the two-stage Wiener process model with stage correlation. Section III develops a Bayesian approach to update the posterior distributions of model parameters and the RUL distribution. In section IV, we demonstrate the superiority of the proposed model and approach through a simulation study and an application to the bearing degradation data. Section V gives some conclusions.
II. MODEL FORMULATION A. BASIC WIENER PROCESS MODEL
The Wiener process is one of the most popular stochastic processes for degradation modeling. Suppose {X (t), t ≥ 0} is the degradation process of a product, and then a basic Wiener process can be expressed as
where α is the initial value, β is the drift parameter characterizing the degradation rate, σ is the diffusion coefficient, and B (t) is the standard Brownian motion which describes the randomness of the degradation process. When X (t) reaches the critical level D, the performance of the product is unacceptable, and thus the product is considered to be failed. According to the conception of the first hitting time, the remaining useful life (RUL) is defined as
where
is the degradation data of a product up to the time t k , and the symbol '' '' represents the transpose of a matrix. Given α, β, σ , and X k , the RUL of the basic Wiener process follows an inverse Gaussian distribution [5] . The probability density function (PDF) and cumulative density function (CDF) are expressed as
and
respectively, where (·) is the CDF of standard normal distribution.
B. TWO-STAGE WIENER PROCESS MODEL WITH STAGE CORRELATION
In this subsection, we describe a novel two-stage degradation model with a change point. The two stages are both governed by the Wiener process and disconnected at the change point. Similar piecewise models have been used by Yan et al. [25] and Kong et al. [26] . They concentrated on the reliability assessment for a population of products, and did not consider the stage correlation, whereas we focus on the RUL prediction for an operational individual and take the stage correlation into consideration. Mathematically, the two-stage Wiener process with stage correlation can be expressed as
where α 1 is the initial value of the first stage, α 2 is the initial value of the second stage which is associated with the jump at the change point, β 1 and β 2 are the drift parameters, σ 1 and σ 2 are the diffusion coefficients, and τ is the change point. In previous studies, X 1 (t) and X 2 (t) are generally assumed independent. However, this is improper from the perspective of failure mechanism as discussed in Section I. To overcome this shortcoming, we assume that α 1 , β 1 , α 2 , β 2 are mutually dependent in the proposed model. The change point τ is defined as the last monitoring time point of the first stage. It's worth noting that the change point under this definition is approximate. However, compared with the entire life, the interval between monitoring time points is so small that the definition would be accurate enough from the perspective of engineering practice. Once the degradation data of an operational individual are available, the change point can be detected in time by various methods, such as the 3σ theory [6] , likelihood ratio test [35] , and the Bayesian approach [36] . Due to page limitation, we do not list these change point detection methods in detail. Let τ = 0 or τ = ∞, (5) reduces to the basic Wiener process model as described in (1) . In the following, we use
for notation simplicity.
In this study, we aim to improve the accuracy of the RUL prediction by considering the inter-relationship between different degradation stages. The monitoring data from one operational individual are insufficient to achieve this goal, so we propose a Bayesian approach to take full advantage of historical data as well as the real-time monitoring data for RUL prediction. Firstly, the historical data are used to specify the prior information of the two degradation stages as well as the correlation between stages. Then, the realtime monitoring data are utilized to adjust the model so as to close to the actual degradation process of the operational individual. In the following, we describe our approach in detail.
III. BAYESIAN APPROACH FOR RUL PREDICTION A. PRIOR SPECIFICATION
In the Bayesian approach, we firstly need to determine the prior distribution, which plays an important role in posterior inference. In order to construct the stage correlation, we assume that θ follows a multivariate normal (MVN) distribution with mean µ θ and covariance θ . The PDF can be expressed as
where µ θ and θ are the unknown hyper-parameters. In previous studies, the normality assumption is often used for the initial value [37] and the drift parameter [1] , [4] , [5] of degradation models. So we believe the MVN distribution is a reasonable choice here and the covariance matrix contains the correlation information between different degradation stages. For model parameters σ 2 1 and σ 2 2 , the prior distributions are specified as the inverse gamma (IG) distributions, and the PDFs are expressed as
and π σ
respectively, where a 1 , b 1 , a 2 , b 2 are hyper-parameters to be estimated, and (·) is the gamma function. Generally, the hyper-parameters of prior distributions are determined from historical data. In this paper, we use a two-step method to estimate the hyper-parameters based on historical degradation data. This method has been used by [31] and [33] and proved to be an effective tool to obtain VOLUME 6, 2018 prior distributions. In the first step, we estimate model parameters by maximum likelihood estimation (MLE) for each historical individual. Then in the second step, these model parameter estimates are treated as pseudo examples to determine the hyper-parameters of prior distributions.
For a certain historical individual, suppose we have the degradation data X n = (X 1 , X 2 , · · · , X n ) monitored at time points t 1 < t 2 < · · · < t n . The change point τ has been determined by a change detection method. To facilitate the estimation of model parameters for this individual, we define the transformed degradation data
where c is the subscript that t c = τ .
and the covariance is
where t 0 = 0. For detailed proof of the proposition, refer to Appendix. According to Proposition 1, we can know that Y n follows a MVN distribution conditional on , and the PDF is expressed as
and n = σ
2,n . Here,
,
and I (·) is the indicator function.
Subsequently, the log-likelihood function conditional on Y n can be expressed as
Taking the first order derivatives of l ( |Y n ) with respect to θ, σ 2 1 , and σ 2 2 , and setting them to zero, we can obtain the close-form solutions aŝ
Suppose there are m historical individuals available, for individual j, where j = 1, 2, · · · , m, the estimates of model parametersˆ j can be obtained through (14) (15) (16) .
Next we estimate the hyper-parameters of prior distributions by model fitting based on ˆ j , j = 1, 2, · · · , m . This can be easily implemented through various mathematical software.
B. POSTERIOR UPDATE
Given the prior distributions from historical data, we can update the posterior distributions of model parameters based on real-time monitoring data.
Suppose
are the degradation data of an operational product monitored at time points t 1 < t 2 < · · · < t k . Firstly, a change point detection method is used to determine if the change point has arrived. Then according to (9) , we can obtain the transformed data Y k . For the given prior distributions and Y k , we derive the joint posterior distribution of according to the Bayesian formula as follows
If the change point τ has arrived before t k , the matrices in (17) are defined in the same manner as (12) . If the change point has not arrived until t k , A k reduce to simpler expression which is expressed as A k = A 1,k 0 k×2 .
Since the marginal posterior distribution of each parameter is intractable, we use the Gibbs sampling algorithm to obtain the posterior distributions of model parameters. Gibbs sampling is a typical Markov chain Monte Carlo algorithm for obtaining a sequence of samples to approximate the marginal posterior distribution of each parameter, when direct sampling is difficult. The main idea of Gibbs sampling is dimensionality reduction. The high-dimensional problem is decomposed into lower-dimensional samplings through full conditional distributions [38] . To begin with, initial values are assigned to each parameters. In each iteration, we draw a sample of one parameter from the full conditional distribution based on the current values of all the other parameters and the data. After abundant iterations, the simulated values for each parameter converge in distribution. And then the values simulated can be regarded as random samples from the marginal posterior distributions of model parameters.
To conduct the Gibbs sampling, we firstly derive the full conditional distribution for each parameter from the joint posterior distribution.
1) The full conditional distribution of θ is given by
wherẽ
2) The full conditional distribution of σ 2 1 is given by
3) The full conditional distribution of σ 2 2 is given by
In the Gibbs sampling algorithm, given the parameter
from the sth iteration, the (s + 1)th iteration draws values for model parameters from the full conditional distributions given by
After the parameter values converge in distribution, we can further run a number of iterations to generate samples to approximate the posterior distributions of model parameters.
C. RUL PREDICTION
In this subsection, we firstly discuss the RUL distribution at time t k conditional on and Y k for the operational individual, and then incorporate the joint posterior distribution of to derive the posterior distribution of RUL. Considering the uncertainty of the change point, there are two cases to be discussed.
In the first case, the change point τ has arrived before t k , i.e., t k > τ . Under this situation, the distribution of RUL only relates to the second stage of the degradation process. Then according to (3), the PDF of RUL conditional on and Y k can be expressed as
In the second case, the change point τ has not arrived until t k , i.e., t k < τ . The product may fail in the first stage or the second stage, thus the prediction is more complicated. Here, we firstly infer the distribution of the change point from historical data. Distributions available include the normal distribution, the Weibull distribution, the uniform distribution, and so on. We can conduct model selection to determine the optimal choice through information quantity criterions. Next we employ the total probability formula to VOLUME 6, 2018 derive the distribution of RUL. More specifically, the PDF of RUL conditional on and Y k is expressed as follows
and π (τ ) is the PDF of the change point. The right side of (25) consists of two terms corresponding to the possibilities that the product fails at the first stage and the second stage, respectively. In the Bayesian approach, model parameters are treated as random variables. Thus the posterior distribution of RUL is given by
This expression is intractable, but the estimation of f RUL (l k |Y k ) can be embedded in the Gibbs sampling algorithm [39] Sample a value for σ 2 1
If the parameter values converge in distribution, (25) . End
For a better understanding of this paper, Fig. 1 gives a flowchart of the proposed approach.
IV. CASE STUDIES
In this section, we conduct a simulation study to illustrate the significance of considering stage correlation, and a practical study of bearings to compare our method with Chen's method [31] and Gebraeel's method [4] which are representative studies on RUL prediction for bearings.
A. SIMULATION STUDY
In this subsection, a simulation study is provided to quantitatively analyze the influence of considering stage correlation on RUL predictions. For notation simplicity, we denote the predicted RUL distribution considering stage correlation and that neglecting stage correlation as D c and D n , respectively. In the simulation, the hyper-parameters are specified in Table 1 . The values are chosen so that β 1 and β 2 have a nonnegligible difference. The change point is assumed to follow a normal distribution N 100, 10 2 . The inspection interval is specified as 2. Once the degradation data reach the pre-determined threshold 30, the product is considered to be failed. One set of simulated data are shown in Fig. 2 .
Firstly, 20 sets of degradation data are generated to determine the prior distributions. Then we predict the distribution of RUL based on another newly simulated 1000 sets of degradation data. Fig. 3 and Fig. 4 are examples of the predicted RUL distributions before and after the change point. The red The main reason is that we incorporate the stage correlation into prior distributions, which leads to more informative prior distributions and therefore more accurate predictions. Besides, we notice that the distributions of RUL in Fig. 3 are more disperse than those in Fig. 4 . This is due to the uncertainty of the change point.
To compare the overall performance, we use the mean absolute error (MAE) as evaluation criterion, which is defined as wherel j is the mode of the estimated RUL distribution, and l true,j is the actual RUL for individual j. Fig. 5 shows the MAEs before the change point. Predictions are conducted at 8 different time points: from 20% to 90% of the actual change point. Obviously, D c outperforms D n at all times, and the advantage of considering stage correlation becomes more and more obvious as the prediction time approaches the change point. The reason is that for our method, the degradation model of the second stage is also updated when we predict the RUL before the change point. Fig.6 shows the MAEs after the change point. Predictions are also conducted at 8 different time points: from 20% to 90% of the interval between the change point and the actual failure time. Not surprisingly, the MAE decreases gradually as the prediction time is close to the failure time. This indicates that the prediction becomes more accurate with more real-time monitoring data are used.
Besides, Fig. 6 shows that considering stage correlation provides more accurate RUL predictions. However, the superiority is smaller compared with Fig. 5 . This is because the degradation data of the second stage are involved for RUL prediction.
To sum up, the simulation study illustrates that considering stage correlation improves the accuracy of RUL predictions, especially when the degradation data of the second stage are insufficient.
B. A PRACTICAL STUDY
In this subsection, the proposed model and method are applied to analyze the bearing data from NASA Prognostics Center of Excellence. This dataset was obtained from PRONOSTIA, an experimentation platform dedicated to provide real experimental data to characterize the degradation process of bearings under constant or variable operating conditions [40] . In this paper, we focus on the 7 bearings tested under 4000N load with a rotation speed of 1800rpm. For each bearing, 2560 vibration signals are recorded every 10 seconds. Once the amplitude of vibration signals exceeds 20g, where ''g'' represents the gravitational acceleration, the bearing is deemed to be failed. To capture the degradation characteristic, we extract the root mean square (RMS) feature from the vibration row signals every half minute. These RMS values are treated as degradation data for RUL prediction. Fig. 7 depicts the vibration raw signals and the corresponding RMS values of one of these bearings. It's clear that the bearing exhibits a two-stage degradation pattern. In the first stage, the amplitude of vibration signals gradually increases, and the RMS values grow with a small rate. Then after an unknown time point, the amplitude begins to increase fast. The RMS values show a notable jump at the change point and then go upward rapidly.
In the following, we divide the 7 bearings into two parts. One contains 6 bearings as historical individuals to determine the prior distributions of model parameters, and the remaining one bearing is treated as the operational individual for RUL prediction. For the operational individual, the amplitude of vibration signals exceeds 20g between 191.5 minutes and 192 minutes, and thus the corresponding RMS value 3.004 is treated as the threshold in the RMS feature domain. Before determining the prior distributions, we firstly detect the change points of the 6 historical bearings according to the 3σ theory. For each bearing, once 3 consecutive RMS values appear outside the 3σ interval, the bearing is considered to step into the second degradation stage. Next we employ the MLE to obtain the estimates of model parameters from each bearing. The prior distributions are subsequently determined based on these estimates of model parameters. Table 2 lists the estimated hyper-parameters. The slope of the first stage is considerably small, indicating a slow degradation process. Whereas the slope of the second stage is much larger, which represents a rapid degradation rate. This coincides with the variation trend of the RMS values shown in Fig. 7 .
Having obtained the prior distributions, we update model parameters and predict the RUL for the operational bearing. Firstly, we consider the prediction before the change point. In this case, the change point is unknown, so we need to infer the distribution of the change point. The 6 change points detected from historical individuals are considered as samples to determine the distribution of τ . Through the Akaike information criterion, the normal distribution fits these samples best. Thus the location of the change point is considered to follow a normal distribution. Next, we use the estimated prior distributions and real-time data to predict the RUL distribution. As a comparison, the performance of Chen's method is also studied. Gebraeel's method focused on the prediction at the second stage, so we do not consider it here. Fig. 8 shows the distributions of RUL at different time points before the change point. The red snowflakes indicate the actual RULs. The solid lines and the dashed lines correspond to our method and Chen's method, respectively. From Fig. 8 , we observe that both methods can cover the actual RULs. However, the predicted RUL distributions from our method is more accurate. Whereas the predictions from Chen's method are somewhat conservative. Next, we make predictions after the change point. In this situation, Chen's method and Gebraeel's method are both applicable, so we compare our method with theirs. Fig. 9 presents the PDFs of RUL at different time points after the change point. The red snowflakes indicate the actual RULs. The solid lines, the dashed lines, and the dash-dotted lines correspond to our method, Chen's method, and Gebraeel's method, respectively. From Fig. 9 , we can observe that our method performs best. The predicted distributions from our method are more compact compared with those from Gebraeel's method, which indicates a higher precision. Although the predicted RUL distributions from Chen's method is the tightest, they lose the accuracy. To further compare the computational efficiency of different methods, the executing times using MATLAB on an Intel Core i7-920 processor are given in Table 3 , where the prediction times are the same with those in Fig. 8 and Fig. 9 . For our method, the parameter values converge after 100 iterations in the Gibbs sampling algorithm, and afterwards we run another 1000 iterations for posterior inference and RUL prediction. As we can see from Table 3 , our method shows an overwhelming superiority in the computational efficiency compared with Chen's method except for the last prediction point in the second stage. Although the executing time of our method at this prediction point is a little longer than those of the other two methods, the advantage of our method in accuracy is prominent. When RUL is predicted at the first stage, the executing time of our method reduces as the prediction time approaches the change point. The reason is that the integral interval in the PDF of RUL shortens. When the prediction is conducted at the second stage, the PDF of the RUL has an analytical expression, and hence the total executing times at different prediction points mainly depend on the corresponding iteration times in Gibbs sampling. Since the iteration times at different prediction points are identical, the executing times are almost the same. For Chen's method, the executing time reduces when the prediction time approaches the failure time. This is because the dimension of the multivariate t distribution in the RUL distribution decreases. Compared with the above two methods, the executing time of Gebraeel's method is consistently the smallest when the RUL is predicted after the change point. However, a significant disadvantage of this method is that it can not be applied if the change point has not arrived.
In summary, our method is superior over the other two methods. On one hand, when the RUL is predicted before the change point, our method has a distinct advantage in both accuracy and efficiency compared with Chen's method. On the other hand, when the RUL is predicted after the change point, our method provides predictions with the highest accuracy and exhibits a satisfactory computational efficiency.
V. CONCLUSION
In this study, a novel two-stage Wiener process model with stage correlation is developed. This model inherits the idea of two-stage degradation modeling in existing studies, and takes the stage correlation into consideration. Based on the proposed model, we present a Bayesian approach combining historical information and real-time monitoring data for RUL prediction. More specifically, we extract the prior information of both two degradation stages and the correlation between them. Then we utilize real-time monitoring data to update the posterior distributions of model parameters and therefore the RUL distribution through the Gibbs sampling algorithm. To illustrate the significance of considering stage correlation, a simulation study is presented and the result reveals that considering stage correlation improves the accuracy of RUL predictions, especially when the degradation data of the second stage are insufficient. Furthermore, a practical study is provided to compare our method with Chen's method and Gebraeel's method. It's shown that our method provides predictions with the highest accuracy and exhibits a satisfactory computational efficiency. This paper focuses on the two-stage degradation modeling. In industry engineering, the degradation process may consist of more than two stages. Under this circumstance, if the correlation among different stages is constructed by a MVN distribution, the matrices involved will be complex, which definitely impacts the calculation efficiency. Therefore, a more skilled approach to construct the correlation among different stages will be a challenge. The prediction using multiple-stage degradation model with stage correlation is another direction deserving further study.
APPENDIX
In this appendix, the proof of Proposition 1 is provided. Firstly, we give a brief description of the standard Brownian motion B (t) to facilitate the derivation. Standard Brownian motion is a stochastic process with the following properties:
• B (t) follows a normal distribution, i.e., B (t) ∼ N (0, t) for ∀ t.
• Each increment follows a normal distribution, i.e., B (t 2 ) − B (t 1 ) = B (t 2 − t 1 ) ∼ N (0, t 2 − t 1 ) for ∀ t 2 > t 1 .
• Degradation increments on nonoverlapping time intervals are independent, i.e., B (t 4 ) − B (t 3 ) and B (t 2 ) − B (t 1 ) are independent, for ∀ t 4 > t 3 ≥ t 2 > t 1 . According to the definition of Y i as shown in (9), we have 
