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Abstract
In a view for a simple model where natural selection at the individual level is confronted to
selection effects at the group level, we consider some individual-based models of some large
population subdivided in a large number of groups. We then obtain the convergence to the
law of a stochastic process with some Feynman-Kac penalization. To analyze the limiting
behavior of this law, we use a recent approach, designed for the convergence to quasi-
stationary distributions, that generalizes the principles of Harris recurrence. We are able
to deal with the fixation of the stochastic process and relate the convergence to equilibrium
to the one where fixation implies extinction. We notably establish different regimes of
convergence. Besides the case of an exponential rate (the rate being uniform over the
initial condition), critical regimes with convergence in 1/t are also to notice. We finally
address the relevance of such limiting behaviors to predict the long-time behavior of the
individual-based model.
Introduction
We consider a model two alleles competing in groups of individuals without inter-group
migration. This model is derived as a new limit of large population (both within and
between groups) from the more realistic individual-based model presented in [12], so as to
shed light on the dynamics of the latter. Different scenarii can be observed depending on
the effect of the allele on the replication within each group of the individuals carrying it
and on the replication on the group as a whole (where the groups duplicate identically).
The focus is especially on two conflicting behaviors : either the allele favoring replication at
the group level is less favorable to the individuals carrying it for the competition within the
groups (case of an altruistic trait); or the group level selection favors polymorphism while
an allele is selected upon at the individual level.
We study a specific limiting behavior where the populations sizes are large (both for
the number of groups and of individuals within each group). Contrary to [14], we allow for
stochastic neutral fluctuations of type frequencies within the groups and show that it leads
in fact to non-trivial effects of selection. Notably, the strength of selection between groups
is very contingent on sufficiently high levels of stochasticity for the dynamics within the
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groups. This mainly explains the discrepancy between our following results and the ones
of [14], where only the selective effects are kept to the limit. For instance, even with only
a proportion of the groups with not so large a proportion of altruistic individuals, we can
observe in our limiting model the progressive invasion of this altruistic allele. Moreover, it
may not necessarily rely on too rare events, as we discuss in Section 3.
Each group contains n ∈ N individuals. There are two types of individuals: type I
individuals are selectively advantageous at the individual (I) level and type G individuals are
selectively advantageous at the group (G) level. Replication and selection occur concurrently
at the individual and group level according to the Moran process and are illustrated in Fig
1. Type I individuals replicate at rate γ¯I (1 + s¯), s¯ ≥ 0 and type G individuals at rate γ¯I .
When an individual gives birth, another individual in the same group is selected uniformly
at random to die. To reflect the antagonism at the higher level of selection, groups replicate
at a rate which increases with the number of type G indivduals they contain. As a simple
case, we take this rate to be γ¯G × [1 + r(k/n)], where k/n is the fraction of individuals
in the group that are type G, r(x), x ∈ [0, 1] is the selection coefficient at the group level.
Like at the individual level, the population of groups is maintained at m by selecting a
group uniformly at random to die whenever a group replicates. The offspring of groups are
assumed to be identical to their parent.
Let Xit be the number of type G individuals in group i at time t. Then
µm;nt :=
1
m
∑
i≤m
δXit/n
is the empirical measure at time t –of the proportion of type G by group– for a given
number of groups m and individuals per group n. δx(y) = 1 if x = y and zero otherwise.
The Xit are divided by n so that µ
m;n
t is a probability measure on En := [0; 1/n; ...; 1]. For
fixed T > 0, µm;nt ∈ D([0;T ];M1(En)), the set of ca`dla`g processes on [0;T ] taking values
in M1(En), where M1(S) is the set of probability measures on a set S. With the particle
process described above, µm;nt has generator
(Lm;nψ)(v) =
∑
i,j
(γ¯I R
i,j
I + γ¯GR
i,j
G )(v)×
(
ψ
[
v + 1/m (δj/n − δi/n)
]− ψ[v])
where ψ ∈ Cb(M1([0; 1])) is a bounded continuous functions, and v ∈M1(En) ⊂M1([0; 1]).
The transition rates (γ¯I R
i,j
I + γ¯GR
i,j
G ) are given by
Ri,jI (v) :=

mv(i/n) i (1− i/n) (1 + s¯) if j = i− 1; i < n,
mv(i/n) i (1− i/n) if j = i+ 1; i > 0
0 otherwise
(1. RI)
and Ri,jG (v) := mv(i/n) v(j/n) (1 + r¯[j/n]). (2. RG)
Ri,jI represents individual-level events while R
i,j
G represents group-level events.
2
1 Limiting behavior
Luo and Mattingly consider extensively (in [14]) the limit n,m→∞ with fixed parameters,
where the limit pit satisfies :
∂t 〈pit
∣∣ f〉 = −γ¯I s〈pit ∣∣x(1− x)f ′〉+ γ¯G [〈pit ∣∣ r f〉 − 〈pit ∣∣ f〉 〈pit ∣∣ r〉].
They also proved that, with the scaling : γ¯I = nγI , γ¯G = mγG, γ¯I s¯ = s, γ¯G r¯ = r, in
the limit n,m → ∞, the process converges weakly to νt, where νt satisfies the following
martingale problem :
with LWF f(x) := x (1− x)
[
γI ∂
2
xxf(x)− s ∂xf(x)
]
,
Nft = 〈νt
∣∣ f〉 − 〈ν0 ∣∣ f〉 − ∫ t
0
〈νu
∣∣LWF f〉 du+ γG ∫ t
0
〈νu
∣∣ (ρ− 〈νu ∣∣ ρ〉)× f〉 du
is a martingale with conditional quadratic variation :
< Nf >t= (γG)
2
∫ t
0
{〈νu ∣∣ f2〉 − 〈νu ∣∣ f〉2} du.
There is an intermediate limit between these two, where the fluctuations between groups
are still neglected (rather in order to simplify the following analysis than biologically rele-
vant) :
Theorem 1.1. Suppose n,m→∞ and the rates γ¯I/n→ γI , γ¯I s¯→ s, lim sup γ¯G <∞ and
{γ¯G r¯(x)}x∈[0,1] ≡ {r(x)}x∈[0,1] is the same bounded measurable function for any n,m. Sup-
pose the particles in the process µm;nt are initially independently and identically distributed
according to the measure µm;n0 , where µ
m;n
0 → µ0 as m,n → ∞. Then, µm;nt converges
weakly to µt ∈ D([0;T ];M1([0; 1])), where µt is the unique solution of the differential equa-
tion :
∂t 〈µt
∣∣ f〉 = 〈µt ∣∣LWF f〉+ 〈µt ∣∣ r f〉 − 〈µt ∣∣ f〉×〈µt ∣∣ r〉 , µ0 = µ0 (3)
where LWF f(x) = γI x (1− x)∂2xxf(x)− s x (1− x) ∂xf(x). (4. LWF )
Since γI is the only diffusion term left in this limit, we shall drop the subscript I from
now on.
2 Characterization of the solution of (3)
2.1 Definition as a conditional law
The solution of such equation shall then be described using the notion of QSD.
Consider Xt the solution of the SDE, with IC X0 ∼ µ0 :
dXt := −sXt (1−Xt) dt+ γ
√
2Xt (1−Xt) dBt. (5. X)
The existence and uniqueness of such process can be found e.g. in [5] ...
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Since subtracting a constant to r does not change the value of 〈µt
∣∣ r f〉−〈µt ∣∣ f〉 〈µt ∣∣ r〉,
and recalling that r is bounded, we can easily rewrite (3) in terms of ρ(x) = ‖r‖∞ − r(x).
We then consider the bias :
Zt := exp[−
∫ t
0 ρ(Xs) ds] (6. Z)
It can then be interpreted as the probability that the process has survived while confronted
to a death rate of ρ, conditionally on (Xt)t≥0. More precisely, with T∂ ∼ exp(1) (exponential
r.v. with rate 1), we can define the extinction time as :
τ∂ := inf {t ≥ 0 ; − ln(Zt) ≥ T∂} , (7. τ∂)
since P(t < τ∂) = P (− ln(Zt) < T∂) = E(Zt) thus ∂t P(t < τ∂) = −E(ρ(Xt)Zt)
Clearly, 0 and 1 are absorbing for the dynamics of X, so we first treat these fixations
as another kind of extinction. The hitting times of 0 and 1 are denoted τ0 and τ1, and we
consider any combination :
τ0,∂ := τ∂ ∧ τ0, τ1,∂ := τ∂ ∧ τ1, τ0,1 := τ0 ∧ τ1, τ0,1,∂ := τ∂ ∧ τ0 ∧ τ1. (8. τ0,1,∂)
We then define µt, ξt ∈M1([0, 1]) by :
〈µt
∣∣ f〉 := E [f(Xt)Zt] /E [Zt] , (9. µt)
〈ξt
∣∣ f〉 := E [f(Xt)Zt ; t < τ0,1] /E [Zt ; t < τ0,1] . (10. ξt)
By the Ito formula, for any f ∈ C2b :
E [f(Xt)Zt] = 〈µ0
∣∣ f〉+ ∫ t
0
E [LWF f(Xs)Zs] ds−
∫ t
0
E [f(Xs) ρ(Xs)Zs] ds,
E [Zt] = 1−
∫ t
0
E [ρ(Xs)Zs] ds,
Thus ∂t 〈µt
∣∣ f〉 = E [LWF f(Xt)Zt]
E [Zt]
− E [f(Xt) ρ(Xt)Zt]
E [Zt]
+
E [f(Xt)Zt]
E [Zt]
× E [ρ(Xt)Zt]
E [Zt]
= 〈µt
∣∣LWF f〉+ 〈µt ∣∣ r f〉 − 〈µt ∣∣ f〉 × 〈µt ∣∣ r〉, (11)
so that the distribution we have defined indeed satisfies (3).
Moreover, since 0 and 1 are absorbing :
µt = x
0
t δ0 + x
1
t δ1 + x
ξ
t ξt, where x
ξ
t := E [Zt ; t < τ0,1] /E [Zt]
x0t := E [Zτ0 exp[−r0(t− τ0)] ; τ0 < t] /E [Zt] , x1t := E [Zτ1 exp[−r1(t− τ1)] ; τ1 < t] /E [Zt] .
Remark : Expressing the dynamics in terms of an extinction rate is done mainly to
simplify notations with conditional laws. We just adjusted the reference growth rate, here
‖r‖∞, to ensure that in comparison, the whole distribution vanishes. In practice, it means
that one weights any potential trajectory inside a typical group in proportion of the mean
number of lineages that can follow this dynamics. For instance, spending time where the
reproduction rate is high gives more opportunities for at least one group to follow the
trajectory until the end. In this view, note that the solution to equation (5. X) is well-
known to describe the evolving proportion of an allele under selection in a population
(without any selection between groups, see [5]...).
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2.2 Uniqueness of the solution to equation (3)
Let µ¯ be a solution to equation (3), Pt the semi-group associated to Xt, the Wright-Fisher
diffusion defined by (5. X), f0 ∈ C2b ([0, 1]), and for 0 ≤ s ≤ t :
n¯t := exp
[∫ t
0
〈µ¯s
∣∣ r〉 ds] , f ts(x) = n¯s × Pt−sf0(x),
so that : ∂sf
t
s(x) := 〈µ¯s
∣∣ r〉 f ts (x)− LWF f ts (x),
〈µ¯t
∣∣ n¯t f0〉 = 〈µ¯t ∣∣ f tt 〉 := 〈µ¯0 ∣∣Pt f0〉+ ∫ t
0
[〈µ¯s ∣∣LWF f ts〉+ 〈µ¯s ∣∣ r f ts〉 − 〈µ¯s ∣∣ f ts〉 × 〈µ¯s ∣∣ r〉
+ 〈µ¯s
∣∣ 〈µ¯s ∣∣ r〉 × f ts〉 − 〈µ¯s ∣∣LWF f ts〉] ds,
so that ν¯t(dx) := n¯t µ¯t(dx) solves 〈ν¯t
∣∣ f0〉 = 〈ν¯0 ∣∣Pt f0〉+ ∫ t
0
〈ν¯s
∣∣ r × Pt−s f0〉 ds. (12)
Recall that µt defined in (9. µt) also satisfies (3) – cf (11). Define similarly :
nt := exp
[∫ t
0
〈µs
∣∣ r〉 ds] , νt(dx) := nt µt(dx). (13. ν)
As previously, ν is also solution to (12), and we deduce :
|〈νt − ν¯t
∣∣ f0〉| ≤ ∫ t
0
|〈νs − ν¯s
∣∣ r × Pt−s f0〉| ds
≤ ‖f0‖∞ × ‖r‖∞
∫ t
0
‖νs − ν¯s‖TV ds.
Since this is true for any f0 ∈ C2b ([0, 1]), with an upper-bound proportional to ‖f0‖∞ :
‖νt − ν¯t‖TV ≤ ‖r‖∞
∫ t
0
‖νs − ν¯s‖TV ds.
By Gronwall’s Lemma (with the total variation uniformly bonded), this proves that νt = ν¯t
for any t > 0. Since µt is deduced from νt by renormalization, µ¯t = µt = for any t > 0.
2.3 QSDs and exponential convergence
In any case, δ0 and δ1 are QSDs for the extinction τ∂ , i.e. stable distributions for the
dynamics given by (3)
We define the semi-groups associated to our different extinctions :
µPt(dx) := Pµ(Xt ∈ dx ; t < τ∂) , µAt(dx) := Pµ(Xt ∈ dx
∣∣ t < τ∂)
µP 01t (dx) := Pµ(Xt ∈ dx ; t < τ0,1,∂) , µA01t (dx) := Pµ(Xt ∈ dx
∣∣ t < τ0,1,∂)
µP 1t (dx) := Pµ(Xt ∈ dx ; t < τ1,∂) , µA1t (dx) := Pµ(Xt ∈ dx
∣∣ t < τ1,∂)
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Proposition 2.3.1. There exists a unique QSD α ∈ M1[(0, 1)] and a unique capacity of
survival η associated to the extinction τ0,1,∂. With the associated extinction rate ρα, it
means :
∀ t > 0, αP 01t (dx) = exp[−ρα t]α(dx)
η(x) := lim
t→∞ exp[ρα t]Px(t < τ0,1,∂)
Moreover, we have the following exponential convergences at rate ξ :
∃C, ζ > 0, ∀µ ∈M1[(0, 1)],
∥∥µA01t − α∥∥TV ≤ C exp[−ζ t]. (14. α)
∃C ′ > 0, ∀µ ∈M1[(0, 1)], | exp[ρα t]Pµ(t < τ0,1,∂)− 〈µ
∣∣ η〉| ≤ C ′ exp[−ζ t] (15)
a fortiroi ‖η¯‖∞ := sup{x∈(0,1), t>0} exp[ρα t]Px(t < τ0,1,∂) <∞ (16. ‖η¯‖∞)
Let ρ0 = −r0 (ρ1 = −r1) the extinction rate of δ0 (resp. δ1). We show in the follow-
ing that the long-time behavior of the process with only the local extinction rate depends
mainly on ρα, ρ0 and ρ1.
In the following convergences, we will often have uniform bounds for probability mea-
sures belonging for some n ≥ 1 and ξ ∈ (0, 1) to :
Mn, ξ :=
{
µ ∈M1([0, 1])
∣∣µ[1/n, 1] ≥ ξ} , ∪n,ξMn, ξ =M1([0, 1]) \ {δ0}. (17.Mn, ξ)
or in M0,1n, ξ :=
{
µ ∈M1([0, 1])
∣∣µ[1/n, 1− 1/n] ≥ ξ} , (n ≥ 3, ξ > 0) (18.M0,1n, ξ)
∪n,ξM0,1n, ξ =M1([0, 1]) \ {x δ0 + (1− x) δ1 ∣∣x ∈ [0, 1]}.
2.3.1 ρ1 < ρ0 < ρα : Group selection favoring one allele with a quick fixation
In this limiting model, whatever the selection effects inside the groups, any group selection
favoring pure groups always dominates with an exponential rate of convergence. This rate
is given here by the competition between pure groups. This possibly unrealistic feature is
discussed in Section 3 in terms of the individual-based model.
We may indeed observe pure groups of G allele (favored by group selection) emerging
only after most of the groups get fixed with I alleles. Such emergence relies however on
the fixation of G alleles in very exceptional groups way before the descendants of these
pure groups outcompete the others. Such successful events of fixation (in sufficiently large
number for them to persist faced to the neutral host turnover) might be unrealistic in real
finite populations. At least, with a very high probability when the population , one shall
rather observe the fixation of all groups to pure I groups.
Proposition 2.3.2. Assume that ρ1 < ρ0 < ρα. Then, δ1 is the only stable QSD, with
convergence rate ρ0 − ρ1, i.e. :
∀n ≥ 1, ∀ ξ > 0, ∃Cn,ξ > 0, ∀µ ∈Mn, ξ, ‖µAt − δ1‖TV ≤ Cn,ξ exp[−(ρ0 − ρ1) t].
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We also have an additional level of convergence for the disappearance of polymorphic
groups :
Proposition 2.3.3. Assume that ρ0 < ρα. Then, there exists C > 0 such that :
∀µ ∈M1([0, 1]) \ {δ1},
∥∥µA1t − δ0∥∥TV ≤ C exp[−(ρα − ρ0) t].
2.3.2 ρ1 < ρα < ρ0 : Group selection favoring one allele with a slow fixation
When a polymorphic quasi-equilibrium is more stable than the other pure group vanishes,
the rate of convergence is given by the competition between the pure groups G favored
by group selection and this quasi-equilibrium. Yet, it may well happen that such quasi-
equilibrium actually emerges after a long domination of the other pure groups I. First
results of simulations indicate that this quasi-equilibrium may not even be noticeable when
looking at the population as a whole since it emerges at almost the same time as the pure
groups.
Proposition 2.3.4. Assume that ρ1 < ρα < ρ0. Then, δ1 is again the only stable QSD,
with convergence rate ρα − ρ1, i.e. :
∀n ≥ 1, ∀ ξ > 0, ∃Cn,ξ > 0, ∀µ ∈Mn, ξ, ‖µAt − δ1‖TV ≤ Cn,ξ exp[−(ρα − ρ1) t].
Again, we have an additional level of convergence, and the quasi-equilibrium is precisely
described in terms of the polymorphic quasi-stationary distribution :
Proposition 2.3.5. Assume that ρα < ρ0. Then :
∃ ζ1 > 0, ∀n ≥ 1, ∀ ξ > 0, ∃Cn,ξ > 0, ∀µ ∈Mn, ξ \ {δ1},∥∥µA1t − α1∥∥TV ≤ Cn,ξ exp[−ζ1 t], (19)
where the QSD α1 has extinction rate ρα and is given as α1 = y0 δ0+yα α with the relations :
y0
yα
=
ρα × Pα(τ0 = τ0,1,∂)
(ρ0 − ρα) , y0 + yα = 1 (20)
and thus yα :=
(ρ0 − ρα)
ρ0 − ρα × Pα(τ1,∂ = τ0,1,∂) , y0 :=
ρα × Pα(τ0 = τ0,1,∂)
ρ0 − ρα × Pα(τ1,∂ = τ0,1,∂) .
Moreover, we know the associated capacity of survival η1 := η/yα (η
1(0) = 0) and :
∀n, ξ, ∃Cn,ξ > 0, ∀µ ∈Mn, ξ,
| exp[ρα t]Pµ(t < τ1,∂)− 〈µ
∣∣ η1〉| ≤ Cn,ξ exp[−ζ1 t] (21)
and ‖η¯1‖∞ := sup{x∈[0,1), t>0} exp[ρα t]Px(t < τ1,∂) <∞ (22. ‖η¯1‖∞)
2.3.3 ρ1 < ρ0 = ρα : Group selection favoring one allele with a critical fixation
rate
Proposition 2.3.6. Assume that ρ1 < ρ0 = ρα. Then, δ1 is again the only stable QSD,
with convergence rate ρ0 − ρ1, i.e. :
∀n ≥ 1, ∀ ξ > 0, ∃Cn,ξ > 0, ∀µ ∈Mn, ξ, ‖µAt − δ1‖TV ≤ Cn,ξ×(1 + t) exp[−(ρ0 − ρ1) t].
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For the next level of convergence, 0 is still dominant, yet the proportion of polymorphic
states is vanishing in comparison only at rate 1/t :
Proposition 2.3.7. Assume that ρ0 = ρα. Then, δ0 is the only QSD with extinction τ1,∂.
Moreover :
∃ t∨, C > 0, ∀ t ≥ t∨, ∀µ ∈M1([0, 1]),
∥∥µA1t − δ0∥∥TV ≤ C/(1 + t),
∀n, ξ, ∃ tn,ξ, Cn,ξ > 0, ∀ t ≥ tn,ξ, ∀µ ∈M0,1n, ξ,
∥∥µA1t − δ0∥∥TV ≥ Cn,ξ/t.
2.3.4 ρ0 = ρ1 < ρα : group selection favoring fixation
Again, the convergence rate of the distribution is given by the competition between the pure
groups and the polymorpic QSD. There is in the case a strong dependency on the initial
condition regarding the final equilibrium.
Proposition 2.3.8. Assume that ρ0 = ρ1 < ρα. Then, any convex combination of δ0 and
δ1 is a QSD, with extinction rate ρ1. The convergence still happens with convergence rate
ρα − ρ1, i.e. :
∃C > 0, ∀µ ∈M1([0, 1]), ∃x ∈ [0, 1], ‖µAt − (x δ0 + (1− x) δ1)‖TV ≤ C exp[−(ρα − ρ1) t].
Moreover, the proportion x for the limiting QSD is :
x(µ) := Eµ [exp(ρ1 τ0,1,∂) ; τ0,1,∂ = τ0] /Eµ [exp(ρ1 τ0,1,∂) ; τ0,1,∂ = τ0,1] . (23. x(µ))
The next level of convergence (with extinction τ0,1,∂) is the already known convergence
to α at exponential rate.
Note that the group selection is here allowed to dictate the dynamics of polymorphic
hosts. For a polymorphic (intermediate) initial condition, it may well happen (depending
on r and γ) that x(µ) is close to 0.
2.3.5 ρα < ρ0 ∧ ρ1 : group selection strongly favoring polymorphism
Proposition 2.3.9. Assume that ρα < ρ0 ∧ ρ1 := ρ. Then, there is only one stable QSD
α0,1, with convergence rate ρ− ρα, i.e. :
∀n ≥ 1, ∀ ξ > 0, ∃Cn,ξ > 0, ∀µ ∈M0,1n, ξ, ‖µAt − α0,1‖TV ≤ Cn,ξ exp[−(ρα − ρ) t],
where α0,1 has extinction rate ρα and is given as α0,1 = y0 δ0 + y1 δ1 + yα α with :
y0
yα
=
ρα × Pα(τ0 = τ0,1,∂)
(ρ0 − ρα) ,
y1
yα
=
ρα × Pα(τ1 = τ0,1,∂)
(ρ1 − ρα) , (24. α01)
and of course y0 + y1 + yα = 1.
If ρ1 < ρ0, any initial condition x δ0 + (1−x) δ1 with x ∈ (0, 1) converges at rate ρ0−ρ1
to δ1.
If ρ1 = ρ0, then any such distribution is a QSD with the extinction rate ρ0.
Considering an individual selection depending on the frequency in the group, we could
easily extend our model to describe the case of a balancing selection. Without transmission,
and even in such an extension, group selection is however needed to maintain polymorphism.
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2.3.6 ρ1 = ρα < ρ0 : critical vanishing of the polymorphic QSD
Proposition 2.3.10. Assume that ρ1 = ρα < ρ0. Then, δ1 is again the only stable QSD,
yet the convergence is not exponential, and more precisely :
∃C > 0, ∀µ ∈M1([0, 1]), ‖µAt − δ1‖TV ≤ C/(1 + t),
∀n ≥ 2, ∀ ξ > 0, ∃ cn,ξ > 0, ∀µ ∈M0,1n, ξ,
‖µAt − δ1‖TV ≥ cn,ξ/(1 + t).
For the next level of convergence, we refer to Proposition 2.3.5.
This case rely on a very specific compensation of the parameters, where group selection
exactly compensates for the fixation events.
2.3.7 ρ0 = ρ1 = ρα :
This case is the most counter-intuitive, since any polymorphic component in the the ini-
tial distribution imposes a predictable final equilibrium without polymorphism and a slow
convergence.
Proposition 2.3.11. Assume that ρ0 = ρ1 = ρα. Then, any convex combination of δ0 and
δ1 is a QSD, with extinction rate ρ1. They are the only ones, and among them, only one is
stable :
∀n, ξ, ∃Cn,ξ > 0, ∀µ ∈M0,1n, ξ, ‖µAt − (x δ0 + (1− x) δ1)‖TV ≤ Cn,ξ/(1 + t).
where the proportion x for the limiting QSD is :
x := Pα(τ0 = τ0,1,∂)/Pα(τ0,1 = τ0,1,∂).
Remark : The distribution inside the interval vanishes so slowly that its flux to 0 and 1
governs the final equilibrium (with a much quicker stabilization to α).
2.3.8 Limits of the parameters
Proposition 2.3.12. Given any s > 0 and any bounded function r, limγ→∞ ρα(γ) = +∞.
Proposition 2.3.13. Given any γ > 0, s ≥ 0, and a continuous (and negative) function
r0 with its maximum only in the interior of (0, 1), there exists a critical value R∨ > 0 such
that for any R > R∨ and considering the system with r = Rr0, we indeed have ρα < ρ0∧ρ1.
Polymorphism is maintained by any sufficiently large group selection favoring it.
Proposition 2.3.14. Conversely, given any γ > 0, s ≥ 0, and a bounded function r0, there
exists a critical value R∧ > 0 such that for any R < R∧ and considering the system with
r = Rr0, we indeed have ρ0 ∧ ρ1 < ρα.
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When the group selection is too small, polymorphism cannot maintain itself.
One could expect ρα(γ) to be first a decreasing function of γ and then increasing. Yet,
it seems not to hold true for any general r. Think for instance of two types of equilibria that
compete inside (0, 1), i.e. r with two localized modes, with a specific optimal value γ1 < γ2
for each. In the range γ = γ1 to γ = γ2, the QSD shifts from the first mode, where the
extinction is becoming much larger as γ increases, to the second mode, where such increase
is much less significant. It can happen if there is a very strong mode of r close to a border,
that is responsible for the first equilibrium. We may thus observe ρα(γ) > ρα(γ1) ∨ ρα(γ2)
for γ ∈ (γ1, γ2), which contradicts the predicted profile of ρα.
We conjecture that limγ→0 ρα(γ) =∞ also holds for any s > 0 and any bounded function
r. To ensure this, one should study the behavior of µt around the boundary x = 1 for very
small γ. Since the amplification through the Feynman-Kac penalization when the process
X stays close to 1 compete with the fixation rate at 1, this analysis is beyond the reach
of this work. Yet, it is not difficult to obtain that if our conjecture were false, then the
survival of the QSD would mainly rely on a vicinity of 1, since :
Proposition 2.3.15. For any s,  > 0 and measurable bounded r, for any t ≥ 1 sufficiently
large : P1−(t < τ
∣∣ t < τ∂)→ 1 as γ → 0, where τ := inf{t ≥ 0 : Xt ≤ }.
Note that in the deterministic limit (γ = 0), there is no more extinction but a conver-
gence to 0 at exponential rate. Thus, P1−(t < τ0,1)→ 1 as γ → 0 is to be expected.
The previous conjecture would imply the following result :
”Given any bounded function r, there is a critical value s∨ such that for any s ≥ s∨ and
γ ∈ R+, ρ0 ∧ ρ1 < ρα.”
Such result would imply that polymorphism cannot subsist when the selection at the
individual level is too large.
3 Discussion on these results with first hints from simula-
tions
To complete our analysis on the long time behavior of the solution µt of equation (3), we
design a numerical approximation. For these rather indicative aspects, we did not looked
closely for very precise schemes, like the ones specifically designed for such Wright-Fisher
diffusion (see [17] or [9] and references therein). To deal with the singular behaviors at 0
and 1, we first estimate a change of the state space producing constant quadratic variations
for the solution X to equation (5. X), i.e. a function f such that d〈f(X)〉t = dt. The biased
density of Xk∆t, for k ≥ 0, Dt > 0, is computed based on the projection on a regular grid
of the Euler-Maruyama method on such estimated Yt = f(Xt). It leads naturally to a much
finer grid around 0 and 1, where f ′(x) = Ox−>0(1/
√
x) and f ′(x) = Ox−>1(1/
√
1− x) is
large. The fixation events near 0 and 1 shall thus be described with a reasonable accuracy
(although certainly improvable).
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Figure 1: Log-density of the marginal conditioned on non-extinction together with approx-
imations where we truncate densities beyond a certain level. One can first observe a delay
in the response, all the longer than the truncation is at higher levels. At some point, the
crossing to 1 is not even happening because it requires an exceptional transition where the
density is too small. The process is then confined with some ”truncated quasi-stationary”
distribution. Note also that we always observe a first period where the groups with mainly
I individuals become dominant, even if the other side is more stable.
These simulations seem to indicate that for low values of γ, the distribution µt seems first
to be attracted by the vicinity of 0, where type I individuals prevail. µt can then stabilize for
long in some kind of attractive state before the actual QSD emerges (rather located around
1). When γ is sufficiently small, the transition from one attractor to the other seem very
brutal and unexpected from the densities. The real QSD appears in fact at very low density
at the beginning but survives at a better rate than the observed distribution, until it finally
dominates. Transitions from the effective attractor to the real QSD are in fact very rare, as
we can see by truncating the densities below a certain level in µˆt. When we impose a lower-
bounded density of µˆt on its support, the transition may well be impossible, and sometimes
at very low values of truncation (10−20 for instance). In such cases, from an ecological point
of view, I individuals have fixed in almost every group. And even conditionally that this
fixation has not occurred (or with mutations generating new type G individuals), there is
a very stable equilibrium with groups dominated by I individuals.
There is another interesting behavior for not so small values of γ, a linear death rate
r and a Dirac mass in the middle of the interval as initial condition. At the beginning of
its dynamics, µt is close to a gaussian distribution with an expanding variance and a drift.
While the drift is first directed towards 0, we may see a u-turn at some point, with the drift
now directed towards 1. It creates the impression that the drift at the individual level is
changing, while it is in fact the group selection that starts to be strongly active. The more
diffusive the distribution is, the larger is this additional drift. It explains why the individual
selection first drives the dynamics until the group selection gets more efficient and finally
dominates.
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The results of simulations presented in Figure 1 give an insight on such intermediate
levels for γ through the log-densities of µt (in black) along with different approximations
with different levels of truncation. By looking at the maximal values of these curves, one
can follows the mode of the distribution and effectively remark this u-turn. One can also
notice that this u-turn is first all the more delayed as the truncation is at higher level. It
means that the distribution is actually pulled by the groups at the right front where the
densities are low. At some level of truncation, the distribution is not pulled sufficiently and
is rather pushed towards 0 by the individual selection effects (cf the blue and purple curves).
For such a model where the selective effects are clearly associated with two hierarchical
levels without transmission between groups, the notion of ”group selection” does not appear
ambiguous. We shall mention however the recurrent discussion on the confusions brought
about by this notion (see [21], [22], [23], [13]). It is notably argued that one shall rather
relate to the kin selection formalism. As we discuss it below, the notion of relatedness is
here notably much more difficult to describe, without the simplification of weak selection.
This is to be expected given that we do not assume, contrary to the usual considerations on
the direction of selection, that the selective effects are on different time-scales (see e.g. [16])
nor weak (see e.g. [15], [18]). Already without such population structure, different selection
intensities may lead to qualitatively different relations of dominance see for instance [15],
[24], [20].
For simplicity, consider the case where r is linear : r(x) := r1 x. The model is then
equivalent to having type G individuals distributing a reproduction benefit of r1/m to all
individuals in its group. Since we forbid any transmission between groups, one could expect
a relatedness of 1 between any two individuals of the same group, and 0 between individuals
of different groups. Under weak selection, this leads to the prediction that the mutation is
positively selected provided that r1 > s (in agreement with eq. 1 in [18], with a much larger
number of groups than the size of each group, since only inter-group fluctuations are kept).
Such weak mutation assumption corresponds a priori to γ → ∞, implying a separation
in the time scales of fixation inside one group and among groups. In the time scale of
interactions between groups, all the individual in the group are then indeed strongly related
(with a very close common ancestor). Note that in this limit, the invasion probability is
respectively of order 1/n and 1/m (given by the neutral case).
Yet, we do not observe such a clear distinction for rather strong selective effects. Notably,
in the limiting behavior we described, a single host carrying some type I individuals simply
cannot invade a population with only type G individuals, even in the case 0 < r1  s. With
a large yet finite number m of groups, such invasion shall corresponds to a large deviation
of the process ν (see section 1). The associated probability is likely to be exponentially
small with increasing m (as long as m n).
On the contrary, even if r1  s > 0, when γ is sufficiently small, the invasion of some
group with mainly type I individuals by some type G individuals relies on so exceptional
events (cf figure 1) that it seems biologically almost impossible. In practice, we would also
expect the probability of such invasion to decrease exponentially with γ2 = O(n) (it shall
corresponds to large deviations of X, see (5. X)). On the other hand, pure G-groups shall
quickly invade as soon as r1 > 0 – provided they do not get extinct due to the neutral
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fluctuations at the host level that we neglected in our limiting behavior.
Considering both cases, it seems that strong selective effects are strongly selected against
in very large populations, whatever the level of selection they favor, as long as they are detri-
mental for one level of selection. Indeed, both invasion probability scales in the exponential
of the population sizes (in the detrimental level of selection), which is much more stringent
than the order O(1/(n × m)) of nearly neutral mutations. We expect it to extend with
possibly more levels of ”selection”. Thus, beside the effect of mutations favoring its carriers
at both levels (but not necessarily equivalently), the trade-off between selection effects at
different levels shall be much more strongly driven by weak selective effects.
Considering more general r, notably with a maximal value in the interior (0, 1), the
approach of kin selection becomes even less clear. It seems required to deal with another
definition of relatedness, like the one given in [7], with much more complexity. Yet, mutation
effects strongly deleterious at the individual level shall still be strongly selected against in
the limit of large n, i.e. γ sufficiently small, for not so overwhelming group selection effect.
In the case where 0 is a local optimum of r while 1 is the global optimum, and provided
that type G is still favored at the individual level, the invasion of pure G groups by type
I individuals might similarly be expected only for extremely large group population sizes
(or on the contrary very small sizes). For quite a wide range of group population sizes,
the emergence of groups with sufficiently many type G individuals is too extreme a large
deviation from this metastable state with only pure I groups.
Based on our first simulation results, the QSD in the interior domain (0, 1) is expected
to be concentrated close to 1. This suggests that it is not so crucial that 1 and 0 are
absorbing states. Thus, the above conclusions shall be maintained for sufficiently small
rates of mutation (of individuals) and transmission (between groups).
4 Proof of the results of Subsection 2.3
4.0.1 Proof of Proposition 2.3.1 : characterization of α on (0, 1)
We rely on the method used in [19] and more precisely on the proof of the third illustration
presented in Subsection 3.4. to ensure that :
∃ ζ > 0, ∀n ≥ 1, ξ > 0, ∃Cn,ξ > 0, ∀µ ∈M0,1n, ξ,
∥∥µA01t − α∥∥TV ≤ Cn,ξ exp[−ζ t].
(25)
The diffusion is indeed regular on any Dn := [1/n, 1 − 1/n] (for n ≥ 3) so that applying
Harnack inequality, we prove similarly as in [19] :
with τn∂ := inf
{
t > 0
∣∣Xt /∈ Dn} , ∀ 0 < tc < tmx, ∃ cmx > 0, ∀x ∈ Dn,
Px
(
Xtmx ∈ dx ; tmx < τn+1∂
) ≥ cmx P1/2 (Xtc ∈ dx ∣∣ tc < τ3∂ ) := cmx αc(dx).
(26)
13
We refer to the step 4 of the proof given in Sect. 4 of [3] to ensure that for any n ≥ 3
and t > 0, there exists cn > 0 such that :
∀x, y ∈ Dn, Px (Xt ∈ dx ; t < τ0,1,∂) ≤ cn Py (Xt ∈ dx ; t < τ0,1,∂) . (27)
It is well-known that for any t > 0,
Px(t < τ0,1) −→
x→0
0 , Px(t < τ0,1) −→
x→1
0,
(see notably Theorem 3.4 and 3.7 in [2] for much more precise estimate for the extinction
on the boundaries). Like in [19] (cf Lemma 3.4.5. and hereafter), we deduce that for any
ρ > 0, there exists ∆c = Dnc such that :
sup
x∈(0,1)
Ex exp[ρV∆c ] <∞ where V∆c := τ0,1,∂ ∧ inf {t > 0 ; Xt ∈ ∆c} . (28)
Applying Theorem 2.5 in [19] with (26), (27) and (28) (where conditions (A0) –on
{Dn}– and (A1) –on the jumps– hold immediately) concludes the proof of (25).
To end the proof of Proposition 2.3.1, we only need to ensure that there exists ne ≥
3, ξe, te > 0 such that :
∀µ ∈M1[(0, 1)], µAte ∈Mne,ξe .
This can be done exactly as in step 1, Subsection 5.1 of [2] both for a vicinity of 0 and a
vicinity of 1.
4.0.2 Proof of Proposition 2.3.2 : convergence to δ1 for ρ1 < ρ0 < ρα
For µ ∈Mn, ξ, with the lower-bound of the mass absorbed at 1 before time 1 :
Pµ(τ1 ≤ 1 ≤ τ0,∂) ≥ ξ P1/n(τ1 ≤ 1) exp[−‖r‖∞]
µPt{1} ≥ Cn,ξ exp[−ρ1 t], with Cn,ξ := exp[‖r‖∞ − ρ1]
ξ P1/n(τ1 ≤ 1)
. (29)
Since τ0 ≤ τ0,1,∂ and the extinction rate is ρ0 once 0 is fixed, then using (16. ‖η¯‖∞) :
Pµ(τ0 ≤ t < τ∂) ≤ Eµ [exp[−ρ0 (t− τ0,1,∂)] ; τ0,1,∂ ≤ t]
≤ exp[−ρ0 t]
[
1 + ρ0
∫ t
0
ds exp[ρ0 s]Pµ(s < τ0,1,∂)
]
≤ exp[−ρ0 t]
[
1 + ‖η¯‖∞ × ρ0
ρα − ρ0
]
. (30)
With again (16. ‖η¯‖∞), and (29) :
‖µAt − δ1‖TV = µPt[0, 1)/(µPt[0, 1) + µPt{1})
≤ Pµ(τ0 ≤ t < τ∂) + Pµ(t < τ0,1,∂)
µPt{1} ≤ C
′
n,ξ exp[−(ρ0 − ρ1) t]
where C ′n,ξ := [2 + ‖η¯‖∞ × ρ0/(ρα − ρ0)] /Cn,ξ 
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4.0.3 Proof of Proposition 2.3.3 : conditional convergence to δ0 for ρ0 < ρα
Let t ≥ 1 and assume first that µ([0, x]) ≥ ξ for x ∈ (0, 1) and ξ > 0.
Pµ(t < τ0,1,∂) ≤ ‖η¯‖∞ exp[−ρα t]
With the rough lower-bound µP 11 {0} ≥ exp[−‖r‖∞]Pµ(τ0 ≤ 1) :
Pµ(τ0 ≤ t < τ1,∂) ≥ exp[−‖r‖∞]Pµ(τ0 ≤ 1)× exp[−ρ0 (t− 1)]
with C :=
‖η¯‖∞ exp[‖r‖∞ − ρ0]
ξ Px(τ0 ≤ 1) > 0,∥∥µA1t − δ0∥∥TV = Pµ(t < τ0,1,∂)(Pµ(t < τ0,1,∂) + Pµ(τ0,∂ ≤ t < τ1,∂)
≤ C exp[−(ρα − ρ0) t]. (31)
The case where µ has support on {0, 1} is trivial, since then µA1t = δ0.
Finally, for the general case of µ ∈M1([0, 1]) \ {δ1}, where µ(0, 1) > 0, remark that, for
any s > 0, there exists ms ∈ (0, 1) such that :
µA1s = ms µA
01
s + (1−ms) δ0
where for any x > 0 , µA01s −→s→∞ α([0, x]) > 0.
by Proposition 2.3.1, with the rate of convergence uniform over µ. Thus, we deduce some
t∨ > 0 such that :
∀µ ∈M1([0, 1]) \ {δ1}, µA1t∨([0, x]) ≥ µA01t∨ ≥ α([0, x])/2 := ξ.
Thus, for any t ≥ t∨, by (31) :∥∥µA1t − δ0∥∥TV = ∥∥µA1t∨ A1t−t∨ − δ0∥∥TV ≤ C exp[(ρα − ρ0) t∨] exp[−(ρα − ρ0) t]. 
4.0.4 Proof of Proposition 2.3.4 and 2.3.5 : the case ρ1 < ρα < ρ0
For this Proposition, we need to adapt the proof of [19]. The main step is to prove that the
mass on the interval (0, 1) does not vanish :
Lemma 4.0.1. Assume that ρα < ρ0. Then, there exists nxt ≥ 2, ξxt > 0 such that :
∀n ∈ N, ∀ ξ > 0, ∃ txt > 0,
∀µ ∈Mn, ξ, ∀ t ≥ txt, µA1t (1/nxt, 1− 1/nxt) ≥ ξxt.
Lemma 4.0.2. Assume that ρα < ρ0 and α
1
c ∈ M1[(0, 1)]. Then, there exists tps, cps > 0
such that :
∀x ∈ [0, 1), ∀ t ≥ tps, Px(t < τ1,∂) ≤ cps Pα1c (t < τ1,∂). (32)
The measure α1c comes from a mixing estimate that we recall –cf (26) :
Lemma 4.0.3. Let n ≥ 2 and ξ > 0. Then, there exists α1c ∈M1[(0, 1)], tmx, cmx > 0 such
that for any µ ∈M1([0, 1]) satisfying µ(1/n, 1− 1/n) ≥ ξ :
µA1tmx(dx) ≥ cmx α1c(dx).
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Proof of Proposition 2.3.4 : Proposition 2.3.4 is deduced in the same way as Proposi-
tion 2.3.3 with (22. ‖η¯1‖∞) obtained from Proposition 2.3.5. 
Proof of Proposition 2.3.5 with Lemmas 4.0.1-3 :
Combining these tree lemmas and applying exactly the same reasoning as in Subsection
4.3 in [19] proves that there exists a unique QSD α1 associated to τ1,∂ , with the convergence
stated in Proposition 2.3.5.
Moreover, as stated in Proposition 2.3.5, we can identify α1 and η
1.
Let αy1 := y α+ (1− y) δ0. For any t ≥ 0 :
αy1P
1
t (dx) = y exp[−ρα t]α(dx) + [(1− y) exp[−ρ0 t] + y Pα(τ0 ≤ t < τ1,∂)] δ0(dx). (33)
As proved in Theorem 2.6 in [4], the exit state is independent from the exit time when the
initial condition is a QSD, with an exponential law for the exit time. Thus :
Pα(τ0 ≤ t < τ1,∂) = Eα [exp[−ρ0 (t− τ0)] ; τ0 = τ0,1,∂ ≤ t]
= Pα (τ0 = τ0,1,∂) Eα [exp[−ρ0 (t− τ0,1,∂)] ; τ0,1,∂ ≤ t]
= Pα (τ0 = τ0,1,∂)
∫ t
0
exp[−ρ0 (t− s)]× ρα exp[−ρα s] ds
= (exp[−ρα t]− exp[−ρ0 t]) ρα Pα (τ0 = τ0,1,∂)
ρ0 − ρα . (34)
With our choice (20), i.e. 1−yαyα =
ρα Pα(τ0=τ0,1,∂)
ρ0−ρα , we see that we obtain indeed :
αyα1 P
1
t = exp[−ρα t]αyα1 .
The proof that η1 is uniquely defined, the convergences in (19) and (21) and the upper-
bound in (22. ‖η¯1‖∞) are exactly the same as in [19]. It remains to identify η1. Clearly :
η1(0) := lim
t→∞ exp[ρα t]P0(t < τ1,∂) = limt→∞ exp[−(ρ0 − ρα) t] = 0. (35)
Let η1t (x) := exp[ρα t]Px(t < τ1,∂) (36. η1t )
η12 t(x) = ηt(x) 〈δxA01t
∣∣ η1t 〉+ η1t (x)µA1t {0} η1t (0) (37)
From (35) and (22. ‖η¯1‖∞), the second term in the right-hand side is clearly negligible.
From (34) and (20), we see that :
〈α ∣∣ η1t 〉 = exp[ρα t] Pα(t < τ0,1,∂) + exp[ρα t] Px(τ0 ≤ t < τ1,∂)
= 1 + (1− exp[−(ρ0 − ρα) t]) ρα Pα (τ0 = τ0,1,∂)
ρ0 − ρα
−→
t→∞ 1 + (1− yα)/yα = 1/yα. (38)
From (37), (38), (15), (14. α), and (22. ‖η¯1‖∞), we conclude :
η12 t(x) −→
t→∞ η(x)/yα = η
1(x). 
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Proof of Lemma 4.0.2 : From (21), with the notation (36. η1t ) :
Pal1c (t < τ1,∂) = 〈α1c
∣∣ η1t 〉 exp[−ρα t] where 〈α1c ∣∣ η1t 〉 −→
t→∞ 〈α
1
c
∣∣ η〉/yα.
Let thus tps > 0 such that ∀ t ≥ tps, 〈α1c
∣∣ η1t 〉 ≥ 〈α1c ∣∣ η〉/2 > 0. (39. tps)
(35) is clearly true and implies with (16. ‖η¯‖∞) that (32) holds for x = 0.
For x ∈ (0, 1) and any t > 0 :
Px(τ0 ≤ t < τ1,∂) = Ex [exp[−ρ0 (t− τ0)] ; τ0 = τ0,1,∂ ≤ t]
≤ Ex [exp[−ρ0 (t− τ0,1,∂)] ; τ0,1,∂ ≤ t]
= exp[−ρ0 t]
(
1 + ρ0
∫ t
0
exp[ρ0 s]× Px(s ≤ τ0,1,∂ ≤ t) ds
)
≤ exp[−ρ0 t]
(
1 + ρ0 ‖η¯‖∞
∫ t
0
exp[(ρ0 − ρα) s]ds
)
≤ exp[−ρ0 t] + ρ0 ‖η¯‖∞
ρ0 − ρα exp[−ρα t]. (40)
Combining (39. tps), (40) and (16. ‖η¯‖∞) ends the proof of Lemma 4.0.2. 
Proof of Lemma 4.0.1 : Let nxt ≥ 3 such that :
α(1/nxt , 1− 1/nxt) ≥ 1/2 (41. nxt)
From (14. α) and (15), we can find tsb > 0 such that for any µ with µ(0, 1) > 0 :
∀ t ≥ tsb, Pµ(t < τ0,1,∂) ≥ 〈µ
∣∣ η〉/2× exp[−ρα t],∥∥µA01t − α∥∥TV ≤ 1/4 thus µA01t (1/nxt , 1− 1/nxt) ≥ 1/4. (42. tsb)
Since 0 is absorbing and by (42. tsb) :
∀ t ≥ 0, µA1t (dx) = µA1t (0, 1)× µA01t (dx) +
[
1− µA1t (0, 1)
]
δ0(dx),
∀ t ≥ tsb, µA1t (1/nxt , 1− 1/nxt) ≥ µA1t (0, 1)/4 where : (43)
µA1t (0, 1) =
(
1 +
Pµ(τ0 ≤ t < τ∂
∣∣ t < τ1,∂)
Pµ(t < τ0,1,∂
∣∣ t < τ1,∂)
)−1
=
(
1 +
Pµ(τ0 ≤ t < τ∂)
Pµ(t < τ0,1,∂)
)−1
. (44)
Assume first that µ[1/n, 1− 1/n] ≥ ξ for some n ≥ 3 and ξ > 0. Since η is positive on
(0, 1), this implies, with (15), (40), (43) and (44), a lower-bound ξxt that only depends on
n and ξ such that :
∀ t ≥ tsb, µA1t (1/nxt , 1− 1/nxt) ≥ ξxt. (45)
The following lemma (already needed for the uniform bound in (14. α)) completes the
proof :
17
Lemma 4.0.4.
∃x∨ ∈ (0, 1), ∃n′ ≥ 3, ∃ te, ξe > 0, ∀x ∈ [x∨, 1), δxA1te(1/n′, 1− 1/n′) ≥ ξe.
Indeed, if µ ∈Mn, ξ (w.l.o.g. µ{1} = 0 since it vanishes immediately),
either µ(1/n, x∨) ≥ ξ/2 and we deduce the result from (45),
or µ[x∨, 1) ≥ ξ/2 and we deduce from Lemma 4.0.4 and (45) :
∀ t ≥ tsb + te, µA1t (1/nxt , 1− 1/nxt) = [µA1te ]A1t−te(1/nxt , 1− 1/nxt) ≥ ξ′xt. 
4.0.5 Proof of Proposition 2.3.6 : the case ρ1 < ρ0 = ρα
The calculations leading to (40) gives for the case ρ0 = ρα :
∀µ ∈M1([0, 1]), Pµ(τ0 ≤ t < τ1,∂) ≤ exp[−ρ0 t] (1 + ρ0 ‖η¯‖∞ t) . (46)
With (46) instead of (30), like in the proof of Proposition 2.3.2 (i.e. with (16. ‖η¯‖∞) and
(29)), we deduce Proposition 2.3.6. 
4.0.6 Proof of Proposition 2.3.7 : conditional convergence to δ0 when ρ0 = ρα
Now, since 〈µ ∣∣ η〉 is uniformly lower-bounded for µ ∈M0,1n, ξ (for any n ≥ 3, ξ > 0), by (15),
for t sufficiently large and any µ ∈M01n, ξ :
Pµ(t < τ0,1,∂) ≥ cn,ξ exp[−ρ0 t].
Combining this with (44) and (46) concludes the proof that for t sufficiently large :∥∥µA1t − δ0∥∥TV ≥ Cn,ξ/t. 
Remark : To deal more precisely with the mass around 1, one may exploit Lemma 4.0.4
to conclude that the convergence is uniform for any µ such that µA1te [1/n, 1) ≥ ξ (?).
For the reverse inequality, assume first that µ ∈M01n, ξ. Using once more (15) :
Pµ(τ0 ≤ t < τ1,∂) = Eµ
[
exp[−ρ0 t]
(
1 + ρ0
∫ τ0,1,∂
0
exp[ρ0 s] ds
)
; τ0 = τ0,1,∂ ≤ t
]
≥ ρ0 exp[−ρ0 t]
∫ t
0
exp[ρ0 s]Pµ(τ0 = τ0,1,∂ ∈ [s, t]) ds,
≥ cn,ξ exp[−ρ0 t]
∫ t
0
PµA01s (τ0 = τ0,1,∂ ≤ t− s) ds. (47)
Since Pα(τ0 = τ0,1,∂) > 0 and by monotone convergence, there exists t∨ > 0 such that :
∀ t ≥ t∨, Pα(τ0 = τ0,1,∂ ≤ t) ≥ Pα(τ0 = τ0,1,∂ ≤ t∨) := m0 > 0. (48. t∨)
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Now, according to (14. α), we choose tsb > 0 such that :
∀µ ∈M1[(0, 1)], ∀ s ≥ tsb,
∥∥µA01s − α∥∥TV ≤ m0/2
⇒ ∀ t− s ≥ t∨, PµA01s (τ0 = τ0,1,∂ ≤ t− s) ≥ m0/2. (49. tsb)
Thus, (49. tsb) and (47) imply that for any t ≥ tsb + t∨ :
Pµ(τ0 ≤ t < τ1,∂) ≥ c′n,ξ exp(−ρ0 t)× (t− tsb − t∨).
With (16. ‖η¯‖∞) and (44), this concludes the proof that :
µ[1/n, 1− 1/n] ≥ ξ ⇒ ∀ t ≥ tsb + t∨,
∥∥µA1t − δ0∥∥TV ≤ Cn,ξ/t. (50)
Now, we prove that such upper-bound is in fact uniform thanks to Lemma 4.0.4 and its
symmetrical counterpart (where 0 replaces 1). Indeed,
µA1te(dx) = µA
1
te(0, 1)× µA01te (dx) +
[
1− µA1te(0, 1)
]
δ0(dx),
where ∃ ξe > 0, ∃ne ≥ 2, ∀µ ∈M1[(0, 1)], µA01te (1/ne, 1− 1/ne) ≥ ξe
Thus by (50) : ∀ t ≥ tsb + t∨,
∥∥[µA01te ]A1t − δ0∥∥TV ≤ cne,ξe/t. (51)
Since there exists yt ∈ (0, 1) such that :
µA1te+t(dx) = yt [µA
01
te ]A
1
t + (1− yt)δ0,
(51) concludes the proof of Proposition 2.3.7 (where tsb + t∨ replaces t∨). 
Remark : In fact, our comparison of the survival from 0 and from µ gives us a uniform
upper-bound C > 0 such that :
yt = µA
1
t (0, 1)×
〈µA01te
∣∣P.(t < τ1,∂)〉
〈µA1te
∣∣P.(t < τ1,∂)〉 ≤ C µA1t (0, 1)
⇒ ∥∥µA1t+te − δ0∥∥TV ≤ µA1te(0, 1)× C/t.
4.0.7 Proof of Proposition 2.3.8 : the case ρ0 = ρ1 < ρα
Since ρ0 = ρ1, it is straightforward that any convex combination of δ0 and δ1 is a QSD,
with extinction rate ρ1.
It is then not difficult to adapt the proof of Proposition 2.3.3, and since Pµ(τ0,1 ≤ 1) is
lower-bounded uniformly over any µ ∈M1([0, 1]), we obtain
∀µ ∈M1([0, 1]), µAt(0, 1) ≤ C exp[−(ρα − ρ0) t].
µAt{0} = Eµ [exp[−ρ1 (t− τ0,1,∂)] ; τ0,1,∂ = τ0 ≤ t]Pµ(t < τ0,1,∂) + Eµ [exp(−ρ1 (t− τ0,1,∂)) ; τ0,1,∂ = τ0,1 ≤ t]
=
Eµ [exp[ρ1 τ0,1,∂ ] ; τ0,1,∂ = τ0 ≤ t]
Eµ [exp[ρ1 τ0,1,∂ ] ; τ0,1,∂ = τ0,1 ≤ t] ×
(
1 +
exp[ρ1 t]Pµ(t < τ0,1,∂)
Eµ [exp(ρ1 τ0,1,∂) ; τ0,1,∂ = τ0,1 ≤ t]
)−1
.
(52)
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The limit as t→∞ is well-defined and the convergence occurs at exponential rate since :
0 ≤ Eµ [exp[ρ1 τ0,1,∂ ] ; τ0,1,∂ = τ1]− Eµ [exp[ρ1 τ0,1,∂ ] ; τ0,1,∂ = τ1 ≤ t]
≤ Eµ [exp[ρ1 τ0,1,∂ ] ; t < τ0,1,∂ ]
≤ ‖η¯‖∞ exp[−ρα t]
[
1 + ρ1
∫
R
exp[ρ1 s]PµA01t (s < τ0,1,∂) ds
]
≤ ‖η¯‖∞
[
1 +
ρ1 ‖η¯‖∞
ρα − ρ1
]
exp[−ρα t] := C exp[−ρα t].
The same holds of course for the case {τ0,1,∂ = τ0,1} and Eµ [exp(ρ1 τ0,1,∂) ; τ0,1,∂ = τ0,1 ≤ t]
converges with exponential rate. Therefore with (52) –and the well-defined notation (23. x(µ))–
we can define some C > 0 such that ∀µ ∈M1([0, 1]) :
|µAt{1} − (1− x(µ))| ∨ |µAt{0} − x(µ)| ∨ |µAt(0, 1)| ≤ C exp[−(ρα − ρ0) t],
which concludes the proof of Proposition 2.3.8. 
4.0.8 Proof of Proposition 2.3.9 : the case ρα < ρ0 ∧ ρ1
This proof is very similar to the one of Proposition 2.3.5, so we won’t go into much detail.
Lemmas 4.0.3 and 4.0.2 are of course replaced by :
Lemma 4.0.5. Assume that ρα < ρ := ρ0 ∧ ρ1. Then, there exists nxt ≥ 3, ξxt > 0 such
that :
∀n ∈ N, ∀ ξ > 0, ∃ txt > 0,
∀µ ∈M01n, ξ, ∀ t ≥ txt, µAt(1/nxt, 1− 1/nxt) ≥ ξxt.
Lemma 4.0.6. Assume that ρα < ρ := ρ0 ∧ ρ1 and α1c ∈M1[(0, 1)].
Then, there exists tps, cps > 0 such that :
∀x ∈ [0, 1), ∀ t ≥ tps, Px(t < τ∂) ≤ cps Pα1c (t < τ∂).
We leave the proofs to the reader, and just mention that we can take as an upper-bound
for Px(τ1 ≤ t < τ∂) the same formula as for Px(τ0 ≤ t < τ∂) = Px(τ0 ≤ t < τ1,∂), with ρ1
instead of ρ0 (cf (40)).
For the rest of the proof, we remark that, for αy := yα α+y0 δ0+y1 δ1 with yα+y0+y1 = 1,
(33) has to be changed by :
αyPt(dx) = yα exp[−ρα t]α(dx) + [y0 exp[−ρ0 t] + yα Pα(τ0 ≤ t < τ1,∂)] δ0(dx)
+ [y1 exp[−ρ1 t] + yα Pα(τ1 ≤ t < τ1,∂)] δ1(dx). (53)
Again : αyPt(dx) = exp[−ρα t] αy(dx) iff the conditions in (24. α01) are satisfied. 
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4.0.9 Proof of Proposition 2.3.10 : the case ρα = ρ1 < ρ0
Let us first prove that we only need to control
∥∥µA0t − δ1∥∥TV like it is done in Proposition
2.3.7. From Proposition 2.3.5, we know that for some α1 := yα α+y0 δ0, with yα, y0 ∈ (0, 1),
there exists C1, ζ1 > 0 such that :∥∥µA1t − α1∥∥TV ≤ C1 exp[−ζ1 t]. (54. ζ1)
Consequently, for t sufficiently large :
y0
2 yα
≤ µAt{0}
µAt(0, 1)
≤ 2 y0
yα
. (55)
On the other hand :
‖µAt − δ1‖TV =
[
1 +
µAt{1}
µAt(0, 1) + µAt{0}
]−1
,
∥∥µA0t − δ1∥∥TV = [1 + µAt{1}µAt(0, 1)
]−1
.
Consequently, (55) implies that ‖µAt − δ1‖TV has the same rate of convergence as
∥∥µA0t − δ1∥∥TV
(as long as it indeed converges to 0).
Now, from the proof of Proposition 2.3.7, we deduce quite immediately :
with the notation µA0t (dx) := Pµ
(
Xt ∈ dx
∣∣ t < τ0,∂)
∃ t∨, C > 0, ∀ t ≥ t∨, ∀µ ∈M1([0, 1]),
∥∥µA0t − δ1∥∥TV ≤ C/t,
∀n ≥ 3, ∀ ξ > 0, ∃ tn,ξ, cn,ξ > 0, ∀ t ≥ tn,ξ, ∀µ ∈M0,1n, ξ,∥∥µA0t − δ1∥∥TV ≥ cn,ξ/t. 
4.0.10 Proof of Proposition 2.3.11 : the most critical case ρα = ρ0 = ρ1
Any convex combination of δ0 and δ1 is clearly a QSD with extinction rate ρ := ρ0 = ρ1 = ρα.
For t ≥ 0 and x ∈ [0, 1], let :
ηt(x) := exp[ρ t]Px(t < τ0,1,∂) , Et0(x) := Eµ [exp[ρ τ0,1,∂ ] ; τ0,1,∂ = τ0 ≤ t] (56. ηt)
Et1(x) := Eµ [exp[ρ τ0,1,∂ ] ; τ0,1,∂ = τ1 ≤ t] , (57. Et1)
Let then k ≥ 1 and µ ∈M1([0, 1]) with µ(0, 1) > 0, so that 〈µ
∣∣ η〉 > 0. Then :
〈µ ∣∣Ek0 〉 = k−1∑
j=0
〈µ ∣∣ ηj〉 〈µA01j ∣∣E10〉,
where by (14. α) and (15), (with the upper-bound eρ of E10), there exists C > 0 such that :
|〈µ ∣∣ ηj − η〉 | ≤ C exp[−j ζ] , |〈µA01j − α ∣∣E10〉| ≤ C exp[−j ζ].
Consequently :
|〈µ ∣∣Ek0 〉 − k 〈µ ∣∣ η〉 〈α ∣∣E10〉| ≤ 2C/(1 + exp[−ζ]) <∞. (58)
Likewise |〈µ ∣∣Ek0 + Ek1 〉 − k 〈µ ∣∣ η〉 〈α ∣∣E10 + E11〉| ≤ 4C/(1 + exp[−ζ]) <∞.
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From (52) and (16. ‖η¯‖∞), we deduce that there exists C ′ > 0 such that :∣∣∣∣∣µAk{0} − 〈α
∣∣E10〉
〈α ∣∣E10 + E11〉
∣∣∣∣∣ ≤ C ′k 〈µ ∣∣ η〉 (59)
The symmetrical result for µAk{1} holds of course true, and since the sum of the limits
equals 1, we deduce also
|µAk(0, 1)| ≤ C
′
k 〈µ ∣∣ η〉 . (60)
Again, from Theorem 2.6 in [4], the exit state is independent from the exit time when
the initial condition is a QSD, with an exponential law for the exit time. Thus :
〈α ∣∣E10〉 = Pα (τ0 = τ0,1,∂) ∫ 1
0
exp[ρ s] ρ exp[−ρ s] ds = Pα (τ0 = τ0,1,∂) .
To end the proof, just remark that 〈µ ∣∣ η〉 is lower-bounded for any µ ∈M01n, ξ. 
4.0.11 Proof of Proposition 2.3.12 : ρα(γ)→∞ as γ →∞
We assume first that r ≡ 0 and choose arbitrary some t, for instance t := 1.
Consider Tδ := inf{u ≥ 0 ; Xu (1 − Xu) ≤ δ}, which can possibly be 0. Given any
 > 0, we want to prove that choosing δ sufficiently small ensures, uniformly for γ ≥ 1 :
Px(Tδ ≤ t0 , 2 t0 < τ0,1) ≤ .
We can notice that
X(t0) = x0 + s . T (t0) + γ B˜[T (t0)] with T (t0) :=
∫ t0∧τ0,1
0
Xu (1−Xu) du, (61)
and B˜ has the law of a Brownian Motion. Indeed, define B˜v := B(T
−1(v) ∧ τ0,1) +
1{τ0,1<T−1(v)} (Bˆ(T
−1(v)) − Bˆ(τ0,1)), with Bˆ another Brownian Motion independent of B.
Since for any v > 0, T−1(v) := inf{t ≥ 0 : ∫ t0 Xu (1−Xu) du > v} is a stopping times, Bˆ is
indeed a continuous martingale with respect to the filtration FT−1(v). Finally, the change
of variable w = T (u) ensures that E[(B˜v − B˜v′)2] = v − v′ for any v > v′.
On the other hand, by Itoˆ’s formula :
Ex
(
Xt − x−
∫ t0∧Tδ
0
sXu (1−Xu) du
)2
= Ex
(∫ t0∧Tδ
0
γ
√
Xu (1−Xu) dBu
)2
= Ex
[∫ t0∧Tδ
0
γ2Xu (1−Xu) du
]
thus Px(t0 < Tδ)× t0 γ2 δ ≤ (2 + s t0/2)2, independent from x.
For γ sufficiently large, it implies that Px(t0 < Tδ) is indeed lower than .
Thus Px(t0 < τ0,1) ≤ Px(Tδ ≤ t0 , 2 t0 < τ0,1) + Px(t0 < Tδ) ≤ 2.
In the general case of bounded r, we deduce for the QSD α that, for γ large enough :
Pα(2 t0 < τ0,1) = exp[−2 ρα t0] ≤ 2 exp[2 ‖r‖∞ t0] .
It indeed proves that ρα →∞ as γ →∞. 
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4.0.12 Proof of Proposition 2.3.13 : ρα < ρ0 ∧ ρ1 for r sufficiently strong
Define r2, r3 such that max r(x) < r3 < r2 < r(1)∧r(0) and the open sets A := r−1([0, r3)) ⊂
B := r−1([0, r2)) ⊂ (0, 1) (recall that r is assumed to be continuous). We choose arbitrary
t0. A classical result on diffusion ensures that there exists ρ > 0 such that :
inf
x∈A
Px(Xt0 ∈ A , ∀ s ≤ t, Xs ∈ B) ≥ exp[−ρ t0].
Then, it implies by the Markov property :
inf
x∈A
Px(∀ s ≤ t, Xs ∈ B ; t < τ0,1,∂) ≥ C exp[−(ρ+Rr2) t].
From the Harnack inequality, we know that α(R) has a lower-bounded density on any open
set of (0, 1) so that α(R)(A) > 0 and
α(R)(B) ≥ exp[ρ(R)α t]Pα(R)(∀ s ≤ t, Xs ∈ B ; t < τ0,1,∂) ≥ C α(R)(A) exp[−(ρ+Rr2 − ρ(R)α ) t].
This proves ρ
(R)
α ≤ ρ+Rr2 < R (r(0) ∧ r(1)) = ρ(R)0 ∧ ρ(R)1 for R sufficiently large. 
4.0.13 Proof of Proposition 2.3.14 : ρ0 ∧ ρ1 < ρα for r sufficiently weak
In this case : ρ
(R)
0 ∧ ρ(R)1 = R× [r0(0) ∨ r0(1)] −→
R→0
0.
In fact, ρ
(R)
α −→
R→0
ρ
(0)
α > 0, where ρ
(0)
α is the death rate of the QSD for the Wright-Fisher
diffusion conditioned not to touch the boundary, with r = 0.
By Proposition 2.3.1, for any x ∈ (0, 1) and t ≥ 0 :
Px(t < τ0,1) ≤ ‖η¯‖∞ exp[−ρ(0)α t]Px(t < τ∂,0,1) ≤ ‖η¯‖∞ exp[−(ρ(0)α −R ‖r‖∞) t]
and in particular, with the QSD α(R) as initial condition, with deduce ρ
(R)
α ≥ ρ(0)α −R ‖r‖∞.
Conversely :
exp[−(ρ(0)α +R ‖r‖∞ − ρ(R)α ) t] ≤ exp[+(ρ(R)α ) t],Pα(0)(t < τ∂,0,1) −→t→∞ 〈α
(0)
∣∣ η(R)〉,
which implies ρ
(R)
α ≤ ρ(0)α +R ‖r‖∞. 
4.0.14 Proof of Proposition 2.3.15 : concentration towards 0 as γ → 0
Since r is bounded, the probability of {t < τ} with r is at most exp(‖r‖∞ t) times the
probability with r ≡ 0. If we prove that the latter converges to 0 (as a limit of this
parameter γ), it will be the same for the former. We can thus assume without loss of
generality that r ≡ 0.
We recall (see (61)) that for any t ≥ 0:
X(t) = x0 + s . T (t) + γ B˜[T (t)] with T (t0) :=
∫ t0∧τ0,1
0
Xu (1−Xu) du,
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and B˜ has the law of a Brownian Motion.
On the event {supu≤1/s |B˜u| ≤M} (for some M > 0) and assuming γ ≤ /(2M) :
∀u ≤ 1/s, X(T (u)) ≤ 1− + 0 + /2 ≤ 1− /2 , X(T (1/s)) ≤ −/2 < 0.
Thus, τ ≤ T (1/s), while T (u) ≥ c u for some c = c() > 0 and any u ≤ 1/s. In particular,
for t = c/s :
∀ γ ≤ /(2M), P1−(t < τ) ≤ P(supu≤1/s |Bu| ≥M).
Letting M tend to ∞ concludes the proof. 
5 Proof of Theorem 1.1
Like in [14], the proof follows a standard procedure [6], [10], [1] in which we prove : (i)
the tightness of the sequence of stochastic processes – which implies a subsequential limit,
and (ii) the uniqueness of this limit. For the tightness of {µm,nt }m,n on D([0, T ], P([0, 1])),
it is sufficient, by Theorem 14.26 in Kallenberg [11] to show that {〈µm,nt
∣∣ f〉} is tight on
D([0, T ], R) for any test function f from a countably dense subset of continuous, positive
functions on [0, 1].
5.1 Semimartingale property of multilevel selection process
It will be useful for what follows to treat 〈µm,nt
∣∣ f〉 as a semimartingale. Below, D+x f is the
first order difference quotient of f taken from the right, D−x f is the first order difference
quotient of f taken from the left, and Dxxf is the second order difference quotient.
We recall that in our limit, n,m → ∞, γ¯I/n → γI , γ¯I s¯ → s, {γ¯Gr¯(x)} is fixed and γ¯G
bounded. It is easy to adapt the proof of [14] in order to state :
Lemma 5.1.1. For f ∈ C2([0, 1]) and µm,nt with generator Lm,n defined in (1),
〈µm,nt
∣∣ f〉 − 〈µm,n0 ∣∣ f〉 = Am,nt (f) +Mm,nt (f)
where Am,nt (f) is a process of finite variation, A
m,n
t (f) :=
∫ t
0 a
m,n
s (f)ds, with :
am,nt (f) =
∑
i
µm,nt
(
i/n
)× i/n (1−i/n) [(γ¯I/n) Dxxf (i/n)− γ¯I s¯ D−x f (i/n)]
+ γ¯G
∑
j
µm,nt
(
j/n
)
r¯
(
j/n
)
f
(
j/n
)−∑
i
µm,nt
(
i/n
)
f
(
i/n
)∑
j
µm,nt
(
j/n
)
r¯
(
j/n
)
and Mm,nt (f) is a ca`dla`g martingale with (conditional) quadratic variation :
〈Mm,n(f)〉t = 1
m
∫ t
0
{
γ¯I
n
∑
i
µm,ns
(
i/n
)
i/n
(
1−i/n
) [(
D+x f
(
i/n
))2
+ (1 + s¯)
(
D−x f
(
i/n
))2]
+γ¯G
∑
i,j
µm,ns
(
i/n
)
µm,ns
(
j/n
) (
1 + r¯(j/n)
) [
f
(
i/n
)− f (j/n)]2
 ds
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5.2 Proof of the convergence to our limit
We prove here that the drift term is tight while the martingale converges to zero.
For the finite variation term Am,nt (f), assuming w.l.o.g. γ¯I/n ≤ 2 γI , γ¯I s¯ ≤ 2 s :
|am,nt (f)| ≤ 2γI‖f ′′‖∞ + 2 s ‖f ′‖∞ + 2 ‖r‖∞‖f‖∞ := Gf
therefore : sup
t∈[0,T ]
|Am,nt (f)| ≤ GfT
where Gf is a constant that depends on f . Moreover, for any prescribed , we can always
choose δ∨ to be sufficiently small so that, for any 0 ≤ t ≤ t+ δ with δ ≤ δ∨, for any n,m :
|Am,nt+δ − Am,nt | ≤ δGf ≤ . By Proposition 3.26, Chapter 3 in [8], this proves immediately
that the sequence (Am,nt ) is tight, and any limit is continuous.
For the martingale part, assuming w.l.o.g. s¯ ≤ 1 :
〈Mm,nt (f)〉t ≤
T
m
{
6 γI ‖f ′‖∞ + (γ¯G + ‖r‖∞) ‖f‖2∞
}
:= Jf/m −→
m→∞ 0,
where Jf is a constant only depending on T > 0 and f ∈ C2([0, 1]). From Burkholder-
Davis-Gundy’s inequality, since the jumps of Mm,nt (f) are bounded by ‖f‖∞/m :
E
[
supt≤T (M
m,n
t (f))
2
] ≤ C Jf/m+ ‖f‖2∞/m2 −→n,m→∞ 0.
This proves that Mm,nt (f) converges to 0 in such a way that 〈µm,nt
∣∣ f〉 − 〈µm,n0 ∣∣ f〉 is tight
and any associated limit is continuous. 
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