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Abstract
Supersymmetric quantum mechanical models are computed by the Path integral approach. In
the β → 0 limit, the integrals localize to the zero modes. This allows us to perform the index
computations exactly because of supersymmetric localization, and we will show how the geome-
try of target space enters the physics of sigma models resulting in the relationship between the
supersymmetric model and the geometry of the target space in the form of topological invariants.
Explicit computation details are given for the Euler characteristics of the target manifold, and the
index of Dirac operator for the model on a spin manifold.
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I. INTRODUCTION
Supersymmetry is a quantum mechanical space-time symmetry which induce transforma-
tions between bosons and fermions. The generators of this symmetry are spinors which are
anticommuting (fermionic) variables rather than the ordinary commuting (bosonic) vari-
ables, hence their algebra involves anticommutators instead of commutators. A unified
framework consisting of both bosons and fermions thus became possible, both combined in
the same supersymmetric multiplet[1]. It is overwhelmingly accepted that supersymmetry
is an essential feature of any unified theory as it not only provides a unified ground for
bosons and fermions but is also helpful in reducing ultraviolet divergences. It was discov-
ered by Gel’fand and Likhtman[2], Ramond[3] and Neveu and Schwarz[4] and later by a few
physicists[5][1]. Whether Supersymmetry (SUSY) is actually realized in nature or not is still
not clear however it has provided powerful mathematical tools and enormous amount of in-
sights have been obtained[6]. For example, SUSY could be used to unify the space-time and
internal symmetries of the S-matrix avoiding the no-go theorem of Coleman and Mandula[7],
imposing local gauge invariance to SUSY gives rise to supergravity[8][9]. In such theories,
locally gauged SUSY gives rise to Einstein’s general theory of relativity, which highlights
that the local SUSY theories give a natural framework for the unification of gravity and
other fundamental forces.
Supersymmetric quantum mechanics was originally developed by Witten[10], as a toy
model to test the breaking of supersymmetry. In answering the same question, SUSY was
also studied in the simplest case of SUSY QM by Cooper and Freedman[11]. In a later paper,
the so called “Witten Index” was proposed by Witten[12], which is a topological invariant
and it essentially provides a tool to study the SUSY breaking non-perturbatively. A year
later, Bender, Cooper and Das[13] proposed a new critical index to study SUSY breaking in
a lattice regulated system non-perturbatively. In its early days, SUSY QM was studied as
a test to check the SUSY breaking non-perturbatively.
Later, when people started to explore further aspects of SUSY QM, It was realized that
this was a field of research worthy of further exploration in its own right. The introduction of
the topological index by Witten[12], attracted a lot of attention from the physics community
and people started to study different topological aspects of SUSY QM.
Witten index was extensively explored and it was shown that the index exhibited anoma-
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lies in certain theories with discrete and continuous spectra[14][15][16][17][18]. Using SUSY
QM, proofs of Atiyah-Singer Index theorem was given[19][20][21]. A link between SUSY
QM and stochastic differential equations was investigated in[22], which was used to prove
algorithms about stochastic quantization, Salomonson and Van Holten were the first to give
a path integral formulation of SUSY QM[23]. The ideas from SUSY QM were extended
to study higher dimensional systems and systems with many particles to implement such
ideas to problems in different branches of physics e.g., condensed matter physics, atomic
physics and statistical physics etc.[24][25][26][27][28][29]. Another interesting application
is[30], which is that the low energy dynamics of k-monopoles in N = 2 supersymmetric
Yang-Mills theory are determined by an N = 4 supersymmetric quantum mechanics based
on the moduli space of k static monopole solutions.
There are also situations where SUSY QM arises naturally, e.g., in the semi-classical
quantization of instanton solitons in field theory. In the classical limit, the dynamics can
often be described in the terms of motion on the moduli space of the instanton solitons.
Semi-classical effects are then described by quantum mechanics on the moduli space. In a
supersymmetric theory, soliton solutions generally preserve half the supersymmetries of the
parent theory and these are inherited by the quantum mechanical system. Complying with
this, Hollowood and Kingaby in [31] show that a simple modification of SUSY QM involving
the mass term for half the fermions naturally leads to a derivation of the integral formula
for the χy genus, which is a quantity that interpolated between the Euler characteristic and
arithmetic genus.
The research work in the direction of using supersymmetry to exploit topology occurred
in phases, first one started in early 80s with the work of Witten[10][33], Alvarez Gaume[34],
Friedan and Windey[35] and the later phase starting from late 80s and early nineties is still
going on. A couple of major breakthroughs in the second phase were due to Witten, in [37],
Jone’s polynomials for knot invariants were understood quantum field theoretically, and
in[38], Donaldson’s invariants for four manifolds. Supersymmetric localization is a powerful
technique to achieve exact results in quantum field theories. A recent development using
supersymmetric localization technique is the exact computation of the entropy of AdS4 black
holes by a topologically twisted index of ABJM theory[39]. SUSY-QM also has important
applications in mathematical physics, as in providing simple proof of index theorems which
establishes connection between topological properties of differentiable manifolds to local
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properties.
This review gives a basic introduction to supersymmetric quantum mechanics and later
it establishes SUSY-QM’s relevance to the index theorem. We will consider a couple of
problems in 0+1 dimensions, i.e., supersymmetric quantum mechanics, by using supersym-
metric path integrals, to illustrate the relationship between physics of the supersymmetric
model and geometry of the background space which is some manifold M in the form of Eu-
ler characteristic of this manifold M . Furthermore, for a manifold admitting spin structure
we study a more refined model which yields the index of Dirac operator. Both the Euler
characteristic of a manifold M and the index of Dirac operator are the Witten indices of the
appropriate supersymmetric quantum mechanical systems. Put differently, we will reveal
the connection between supersymmetry and index theorem by path integrals.
The organization of this paper is as follows: Section II is a an introduction to the calculus
of Grassmann variables and their properties. Section III is an introduction to the Gaussian
integrals, for both commuting (bosonic) and anticommuting (fermionic) variables including
some basic examples. Section IV involves the study of supersymmetric sigma models on
both flat and curved space. Section V is the summary and conclusion.
II. CALCULUS OF GRASSMANNIAN VARIABLES
A. Basics
The use of Grassmannian (non-commutative) variables[40][41][42][43], is indispensable
when dealing with supersymmetric theories which is because such theories involve fermionic
fields, i.e., these kind of variables are of extreme importance in a superspace formalism. This
section will be an elementary introduction to the basic mathematical structure for Grass-
mann variables, and how the differentiation and integration of such variables is constructed.
Such mathematical structure becomes very handy when one requires a classical counterpart
of anticommuting operators enroute to developing a quantum theory through quantization
scheme.
In compliance with the Bose-Fermi statistics, a collection of Grassmann variables {θi} are
independent elements of the algebra which anticommute with each other but commute with
the ordinary numbers. So, Grassmann variables are anticommuting variables like fermions.
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Let n generators {θ1, θ2, ..., θn} satisfy the following anticommutation relations
{θi, θj} = 0
⇒ θiθj + θjθi = 0 (1)
The above relation implies θ2i = 0.
Then the set of linear combinations of {θi} with the commuting number coefficients is
called the Grassmann variable, and with the commuting numbers, {θi} satisfy the following
relation
θjX
A = XAθj (2)
Where XA are commuting numbers.
Firstly, let us see how a general function of this kind would look like. Let F (θ1, θ2, ..., θn)
be a function of Grassmann numbers which satisfy Eq.(1), each of the θi should appear at
most to the power of one. Therefore, a general function of this type could be written in the
following form
F = f 0 + f iθi + f
ijθiθj + ...+ f
12...nθ1θ2...θn (3)
where f are real coefficients.
A function of this kind is even when it only has an even number of θi variables in each
factor of its expansion (3) and vice versa. However, not every function can be distinguished
as even or odd and in those situations one could express such functions as a sum of even
and odd functions. Moreover, the following relations also hold
θ2i = 0
θi1θi2 ...θin = ǫi1i2...inθ1θ2...θn
θi1θi2 ...θim = 0 if m > n
where
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ǫi1i2...in =


+1 if i1i2...in is an even permutation of 1...n
−1 if i1i2...in is an odd permutation of 1...n
0 otherwise
B. Differentiation
The right derivatives
−→
∂
∂θi
satisfy
−→
∂ θi
∂θj
= δij (4)
−→
∂ (f ·g)
∂θi
= (−1)|f |f
−→
∂ g
∂θi
+
−→
∂ f
∂θi
g (5)
−→
∂ (af + bg)
∂θi
= a
−→
∂ f
∂θi
+ b
−→
∂ g
∂θi
(6)
where f and g are functions, a and b are real or complex numbers and |f | is 1 when f is
an odd function of θi and is 0 when f is an even function of θi.
Applying the above properties, differentiation of a general function will be of the following
form
−→
∂ (F )
∂θi
= f iδijf
jkθk − δijfkjθk + δijf jklθkθl − δijfkjlθkθl + δijfkljθkθl + ... (7)
Left derivative is defined as
−→
∂
∂θj
θi = θi
←−
∂
∂θj
(8)
It is just a matter of convenience to choose either left or right derivative.
C. Integration
Integration can also be defined over these variables, Grassmannian integration is very
useful for supersymmetric localization which will become clear later. These kind of integrals
satisfy the following rules
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∫
[af(θi) + b g(θi)] dθi = a
∫
f(θi)dθi + b
∫
g(θi)dθi (9)∫
dθi = 0 (10)∫
θidθj = δij (11)
and ∫
F1(θ1)F2(θ2)...Fn(θn)dθ1dθ2...dθn =
∫
F1(θ1)dθ1
∫
F2(θ2)dθ2...
∫
Fn(θn)dθn (12)
One interesting feature of Grassmann variables which one can figure out by looking at
the properties mentioned above is that the integration for these variables is the same as
their differentiation.
Let us apply these rules to the general expression (3)
∫
Fdθ1dθ2...dθn =
∫
(f 0 + f iθi + f
ijθiθj + ...+ f
12...nθ1θ2...θn)dθ1dθ2...dθn
= f 12...n (13)
The factor f 12...n is the only factor which will survive the integration which is because it
is the only factor containing all θis.
The equivalence of differentiation and integration leads to an odd behavior of integration
under the change of variables. Let us consider the case of n = 1 first. Under the change of
variables θ ′ = aθ, we get the following
∫
dθf(θ) =
∂f(θ)
∂θ
=
∂f
(
θ′
a
)
∂
(
θ′
a
)
= a
∫
dθ′f
(
θ′
a
)
(14)
This leads to dθ′ = 1
a
dθ
This can be extended to the case of n variables. Suppose θi → θ′i = aijθj , then we have
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∫
dθ1dθ2...dθnf(θ) =
∂
∂θ1
∂
∂θ2
...
∂
∂θn
f(θ)
=
n∑
ij=1
∂θ′i1
∂θ1
∂θ′i2
∂θ2
...
∂θ′in
∂θn
∂
∂θ′i1
∂
∂θ′i2
...
∂
∂θ′in
f
(
θ′
a
)
=
n∑
ij=1
ǫi1i2...inai11ai22...ainn
∂
∂θ′i1
∂
∂θ′i2
...
∂
∂θ′in
f
(
θ′
a
)
= det a
∫
dθ′1dθ
′
2...dθ
′
n f
(
θ′
a
)
(15)
III. GAUSSIAN INTEGRALS
Gaussian integrals play an important role in quantum mechanics, quantum field theory,
statistical physics etc. These will be quite handy when dealing with sigma model calculations
using path integrals later. Therefore it is worthwhile to recall some properties of Gaussian
integrals.
The case of commuting and noncommuting variables will be considered.
A. For commuting variables
The n-dimensional Gaussian integral for commuting variables has the following form
G(A) =
∫
dnx exp
(
−
n∑
i,j=1
1
2
xiAijxj
)
(16)
The above integral (16), converges if the matrix A with the entries Aij is a symmetric
positive definite matrix. Different methods give the following result for (16)
G(A) = (2π)
n
2 (detA)−
1
2 (17)
When the matrix is complex, the meaning of square root and determinant need special
care.
We should keep in mind that the variables x in all the integrals considered above are
commuting real variables. For the commuting complex variables z
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G(A) =
∫
dz1dz¯1...dzndz¯n exp
(
−
n∑
i,j=1
1
2
ziAij z¯j
)
(18)
The matrix Aij is n× n hermitian, and positive definite. The integral (18) gives
G(A) = (2π)n(detA)−1 (19)
The disappearance of square root sign from (19) is not surprising because the integration
now runs twice as before.
B. For anticommuting variables
Let us now consider a Gaussian integral over n Grassmann variables
G(A) =
∫
dθ1...dθ2n exp
1
2
θiAijθj (20)
where A is a real antisymmetric matrix and θ is a column vector with components
θ1, θ2, ..., θ2n. For these integrals, we can not take A to be a symmetric matrix because if we
do so, the property (1) of Grassmann variables would immediately imply that the integral
(20) is zero.
Moreover, each nonzero term in the expansion of the exponential in (20) contains an
even number of θis which must all be different because of the property (1) of Grassmann
variables. We must take the integration measure to run upto 2n instead of n, to make sure
that it remains even. If we take it to be n, and if n is odd, there is an odd number of factors
dθi. So there must be atleast one integral
∫
dθi where the integrand is 1, then (10) implies
that (20) is zero for odd n.
When n is even, the only term which survives in the expansion of the exponential in
(20) is the term which involves n factors of θ. Terms with more than n factors of θ are
immediately zero because of (1) and terms with less than n factors of θ give zero upon
integration because there is atleast one factor
∫
dθi where the integrand is 1. Thus for 2n
G(A) =
1
2n n!
∑
perms. of i1...i2n
ǫi1...i2nAi1i2Ai3i4...Ai2n−1i2n (21)
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where ǫ = ±1 is the signature of permutation and the quantity on the right hand side of
(21) is the Pfaffian of the antisymmetric matrix A. Therefore
G(A) = Pf(A) (22)
and
Pf2(A) = detA (23)
Let us consider another integral for n complex Grassmann variables
G(A) =
∫ ∏
dθ¯idθi exp
−θ¯iAijθj (24)
where A is now a hermitian matrix A¯ij = Aji and θ¯i are complex conjugates of θi. Then
by expanding the exponential and using similar arguments as before, we get
G(A) =
∫
dθ¯1dθ1...dθ¯ndθn
1
n!
[−θ¯i1Ai1j1θj1] [−θ¯i2Ai2j2θj2] ... [−θ¯inAinjnθjn]
=
1
n!
∫
dθ¯1...dθ¯nθ¯i1 ...θ¯in
∫
dθ1...dθnθj1 ...θjnAi1j1 ...Ainjn
=
1
n!
ǫi1...inǫj1...jnAi1j1 ...Ainjn
= detA (25)
In the above deduction we get a factor (−1)n(n−1)+n(n+1) = (−1)2n2 = +1.
IV. SUPERSYMMETRIC SIGMA MODELS
Any sigma model is a geometrical theory of maps from one space to another, for the
description of certain physical quantities. Based on different models, such spaces come
with extra geometrical structure. In the context of our current study, these spaces will be
manifolds. A supersymmetric sigma model contains both bosonic and fermionic fields [44].
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A. Flat space
We first consider a simple model where the target space is flat. Doing the path integral
will yield a topological invariant of the underlying space. The Lagrangian of the model is
the following
L = x˙2 + ψ¯∂tψ (26)
which is invariant under the following SUSY transformations
δxi = ǫψi (27)
δψi = −ǫx˙i (28)
We choose periodic boundary conditions for both bosonic (x) and fermionic (ψ) fields
x(t + 2πβ) = x(t) (29)
ψ(t+ 2πβ) = ψ(t) (30)
ψ¯(t+ 2πβ) = ψ¯(t) (31)
The action is given by
S =
β∫
0
Ldt (32)
The Witten index for this simple case can be written as a path integral
Tr(−1)F e−βH =
∫
PBCs
DxDψDψ¯ exp−
∫
[x˙2+ψ¯∂tψ]dt (33)
In the operator (−1)F , F is the fermion number operator. Using integration by parts, we
can write the following
∫
x˙2 = −
∫
x ∂2t x
11
Using this in (33), we get
Tr(−1)F e−βH =
∫
DxDψDψ¯ exp−
∫
[x∂2t x+ψ¯∂tψ]dt
=
∫
Dx exp−
∫
[x∂2t x]dt DψDψ¯ exp−
∫
[ψ¯∂tψ]dt (34)
Now using the integral computations from previous section, we can write
Tr(−1)F e−βH = det ∂t√
det ∂2t
(35)
The determinant of an operator by properly regularized infinite product of its eigenvalues
det ∂t =
∞∏
n=1
λ2n
Therefore, we can formally write
√
det ∂2t = det ∂t
⇒ Tr(−1)F e−βH = 1 (36)
Which is the topological invariant for a flat surface.
B. Curved space
We now turn our attention towards supersymmetric sigma models with more interesting
target space, i.e., a d-dimensional Riemannian manifold M with curvature and having non-
trivial topology and metric. Since we will not consider deformations by a potential term,
we can assume our manifold M to be compact and oriented.
Studying models on curved manifold by evaluating the functional integral for the Wit-
ten index of an appropriate supersymmetric quantum mechanical system, one can reveal
important connection between physics of the sigma model and geometry of the underlying
manifold in the form of characteristic classes [34][35][36]. We will review two such examples,
one is the Euler characteristic and second is the index of a Dirac operator.
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1. Witten index as the Euler characteristic
The theory involves bosonic variables x which define maps x : S1 → M , where S1 is a
one dimensional manifold parameterized by the time t, and fermionic variables ψ and ψ¯,
which are complex conjugates of each other and odd counterparts of the bosonic variables,
are sections of the tangent bundle over M : ψ, ψ¯ ∈ Γ(S1β, x∗TM ⊗ C). S1β represent a circle
of radius β.
The Lagrangian of this model is
L =
1
2
∂tx
µgµν∂tx
ν +
i
2
ψ¯µγ0Dtψ
νgµν +
1
12
Rµνρσ(x)ψ
µψνψ¯ρψ¯σ, (37)
where gµν is the metric on the manifold M , ψ is a two-component real spinor, Rµνρσ is
the Riemann curvature tensor.
We can further simplify Eq.(37) in a basis where γ0 is diagonal[34],
L =
1
2
∂tx
µgµν∂tx
ν + iψ¯µDtψ
νgµν − 1
4
Rµνρσ(x)ψ
µψνψ¯ρψ¯σ (38)
Dt is the covariant derivative given by
Dtψ
ν =
∂ψν
∂t
+ x˙λΓνλk(x)ψ
k (39)
here, Γ is the Christoffel symbol of Levi-Civita connection, which preserves the metric
and has a vanishing torsion.
The action reads
S =
β∫
0
[
1
2
∂tx
µgµν∂tx
ν + iψ¯µDtψ
νgµν − 1
4
Rµνρσ(x)ψ
µψνψ¯ρψ¯σ
]
dt (40)
Above action is invariant under the following supersymmetry transformations,
δxν = ǫψ¯ν − ǫ¯ψν (41)
δψν = ǫ(ix˙ν − Γνλkψ¯λψk) (42)
δψ¯ν = ǫ¯(−ix˙ν − Γνλkψ¯λψk) (43)
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where, ǫ and ǫ¯ are infinitesimal real and complex Grassmann constants respectively. In
order to do the path integral computation of the Witten index, we can expand the metric
in a Taylor series as follows,
gµν(x0 + δx) = gµν(x0) + ∂αgµν(x0)δx
α +
1
2
{∂α∂βgµν(x0)δxαδxβ}+ ... (44)
We can also expand the bosonic and fermionic fields in their relevant fourier modes, as
x = x0 +
∑
n 6=0
√
β xn e
2ipint
β (45)
ψ¯ = ψ¯0 +
∑
n 6=0
√
β ψ¯n e
2ipint
β (46)
ψ = ψ0 +
∑
n 6=0
√
β ψn e
2ipint
β (47)
Note that the Witten index is independent of β. Also, we can rescale the time as t→ βt
in the path integral. Using the above mode expansions, together with Eq. (63), in Eq. (40),
we will get
S =
∑
n 6=0
[
1
2
(2inπ)2xµngµν(x0)x
ν
n−(2nπ)ψ¯µngµν(x0)ψνn −
1
4
Rµνρσ(x0)ψ
µ
0ψ
ν
0 ψ¯
ρ
0ψ¯
σ
0
]
(48)
As mentioned above, the Witten index is independent of β, therefore we can take the
small β limit, in particular we can take the limit β → 0. In doing so, we can throw away
the terms of the order of β
1
2 and higher order in β. We have used this in deriving (48).
Now the path integral approach can be employed
I =
∫
M
Dx Dψ Dψ¯ e−S = Tr(−1)F e−βH (49)
with
Dx =
∏
n
ddxn,Dψ=
∏
n
ddψn and Dψ¯=
∏
n
ddψ¯n (50)
where, d is the dimension of manifold, and the integral (49) will be carried out over
the manifold M . The first part of the path integral over the bosonic variables which is
corresponding to Dx, after a rescaling of x will become
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I1 =
∫
ddyn
2
d
2 (inπ)d
e−y
µ
ngµν(x0)y
ν
n (51)
which will give
I1 =
1
2
d
2 (inπ)d
√
det g
(52)
The second part corresponding to the fermions after a rescaling
√
2nπ ψ → ξ can be
written as
I2 = (2nπ)
d
∫
eξ¯ngµνξnddξnd
dξ¯n (53)
The metric gµν is not antisymmetric, so one can make it antisymmetric as follows. Let
λ =

ξ
ξ¯

 and Gµν =

 0 gµν
−gTµν 0

, we can rewrite I2 as
I2 = (2nπ)
d
∫
d2dλ eλGµνλ (54)
⇒ I2 = (2nπ)
d
2d !
∫
d2dλ(λGµνλ)
2d
=
(2nπ)d
2d !
ǫi2 ...ǫi2dǫj2 ...ǫj2dGµ2ν2Gµ2dν2d
yields
I2 ∼ (2nπ)
d
2d !
√
detG (55)
which implies
I2 =
(2nπ)d
2d !
det g (56)
Now, for the curvature term, which only involves the fermionic zero modes, we have the
following integral,
I3 =
∫
DψDψ¯ e 14Rµνρσ(x0)ψµ0 ψν0 ψ¯ρ0 ψ¯σ0
=
1
4
d
2 (d
2
)!
∫
ddψ0 d
dψ¯0
(
Rµνρσ(x0)ψ
µ
0ψ
ν
0 ψ¯
ρ
0ψ¯
σ
0
) d
2
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which after performing the integral over the manifold gives
I3 =
1
4
d
2 (d
2
)!
Rµ1ν2ρ1σ2 ...Rµd−1νdρd−1σd × ǫµ1ν2...µd−1νdǫρ1σ2...ρd−1σd (57)
Combining (52),(56) and (57) and noting that we have carried out the integral over the
manifold for fermionic zero modes, and thus we are left with the integral for the bosonic
zero modes only, we have
I =
∫
ddx0
√
det g
(−1) d2
(4π)
d
2 (d
2
)!
Rµ1ν2ρ1σ2 ...Rµd−1νdρd−1σd × ǫµ1ν2...µd−1νdǫρ1σ2...ρd−1σd (58)
The Euler class e(M) of a manifold M of dimension d is defined as
e(M) = pf
(
R
2π
)
=
(−1) d2
(4π)
d
2 (d
2
)!
Rµ1ν2ρ1σ2 ...Rµd−1νdρd−1σd × ǫµ1ν2...µd−1νdǫρ1σ2...ρd−1σd (59)
Therefore, the integral in (58), can be identified with the Euler number of the manifold
M , which is also a topological invariant of the manifold M in question and therefore (58)
can be cast into the following form
I =
∫
M
ddx0
√
det g e(M) = χ(M) (60)
where, χ(M) is the Euler number of the manifoldM , or equally, the Witten index. Therefore
we can see that by using the fact that the Wittern index Tr(−1)F e−βH is independent of
β, we can get the Euler number of the manifold over which the index is defined in terms
of a path integral. Moreover, Euler number χ(M) is a topological invariant of M . Thus
we can conclude that a physical sigma model defined on a manifold can reveal important
topological information about the manifold.
2. Witten index as index of a Dirac operator
We can compute the index of Dirac operator [45][46][47][48], on a 2d-dimensional spin
manifold M , by a path integral. We can restrict the model in (37) by making the iden-
tification [49], ψµ1 = ψ
µ
2 = ψ
µ/
√
2, the curvature term vanishes under this restriction and
supersymmetries reduce to half. The Lagrangian reduces to
16
L = x˙µgµν x˙
ν + gµνψ
µ D
Dt
ψν (61)
The path integral expression for the index of Dirac operator is
Ind D = Tr(−1)Fe−βH =
∫
PBC
DxDψ exp−
β∫
0
dtL
(62)
The components of the metric in (61) are continuous and differentiable and we can expand
the metric in a Taylor series around the point x0
gµν(x0 + x) = gµν(x0) + gµν,α(x0)x
α +
1
2!
gµν,αβ(x0)x
αxβ + ... (63)
The symbol gµν,α and gµν,αβ stand for the partial derivatives of gµν with respect to x
α and
xαxβ respectively, evaluated at the point x0. For making the computation simple we will
employ Riemann normal coordinates, at the origin of these coordinates, the metric expansion
has the following properties
gµν(x0) = δµν (64)
gµν,α(x0) = 0 (65)
Therefore, at the origin of Riemann normal coordinates, (63) becomes
gµν(x0 + x) = δµν +
1
2!
gµν,αβx
αxβ + ... (66)
The Lagrangian (61) becomes
L =
(
δµν +
1
2!
gµν,ρσx
ρxσ + ...
)
x˙µx˙ν + gµνψ
µ
(
∂ψν
∂t
+ x˙λΓνλk(x)ψ
k
)
(67)
The Christoffel connection is (67) can also be expanded in Taylor series around the point
x0
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Γνλk(x0 + x) = Γ
ν
λk(x0) + Γ
ν
λk,α(x0) + ... (68)
where
Γνλk =
1
2
gδν (gδλ,k + gδk,λ − gλk,δ) (69)
Together with the properties of metric at the origin of the Riemann normal coordinates
and the above definition (69), we can safely say that the first term in (68) is zero, because
it contains the first derivatives of the metric. Then we are left with the higher order terms
in (68). Also note that from the bosonic part of the Lagrangian (67) we will only consider
the first two terms because the higher order terms will be negligible when we consider small
β limit β → 0, which will be discussed shortly.
Plugging (68) back into (67)
L = x˙µx˙µ + gµνψ
µ
[
∂ψν
∂t
+ x˙λψkΓνλk,α(x0)x
α
]
(70)
Since we are working at the origin of Riemann normal coordinates centered at x0, we
can write the second derivative of the metric in terms of Riemann curvature tensor by the
following relation
∂α∂βgµν(x0) = Rµανβ(x0) (71)
The second term in (68) is
Γνλk,α =
1
2
gδν (gδλ,kα + gδk,λα − gλk,δα) (72)
using (71) in (72)
gδνΓ
ν
λk,α =
1
2
(Rδαλk +Rδαkλ −Rλαkδ) (73)
The Riemann curvature tensor has the following symmetries
18
Rδαλk = −Rαδλk (74)
Rδαλk = −Rδαkλ (75)
Rδαλk = Rλkδα (76)
Rδαλk +Rδλkα +Rδkαλ = 0 (77)
The above properties imply that the Riemann curvature tensor is symmetric under the
exchange of first and second pair of indices and antisymmetric under the exchange of two
elements in the first and second pair. The last identity (77) is the well known first Bianchi
identity.
Under these properties, (73) becomes
gδνΓ
ν
λk,α = −
1
2
Rλαkδ
⇒ Γνλk,α = −
1
2
Rνλαk (78)
Using (78) in (70), we get
L = x˙µx˙µ + gµνψ
µ
[
∂ψν
∂t
+ x˙λψkxα
(
−1
2
Rνλαk(x0)
)]
(79)
The term gµν
∂ψν
∂t
in (79) can be simplified when we expand the metric in Taylor series,
only the first term in the expansion should be considered because all higher order terms are
negligible in the small β limit, therefore
L = x˙µx˙µ + ψµ
∂ψν
∂t
− 1
2
x˙λψkxαψµRλαkµ(x0) (80)
The action is
S =
β∫
0
Ldt (81)
under the periodic boundary conditions
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x(t + 2πβ) = x(t) (82)
ψ(t+ 2πβ) = ψ(t) (83)
expanding the fields in Fourier modes
xµ(t) = xµ0 + β
∑
n 6=0
ξµn exp
2piint
β (84)
ψµ(t) = ψµ0 +
√
β
∑
n 6=0
ηµn exp
2piint
β (85)
The complete Lagrangian (67) becomes
L =
(
x˙µx˙µ +
1
2!
gµν,ρσ(x0)x
ρxσx˙µx˙ν + ...
)
+
(
ψµ
∂ψµ
∂t
+
1
2!
gµν,ρσ(x0)x
ρxσψµ
∂ψµ
∂t
+ ...
)
−
1
2
x˙λψkxαψµRλαkµ(x0) (86)
A rescaling of time as t→ βt yields
S =
1∫
0
β[
1
β2
(
β2x˙µx˙µ
)
+
(
1
2!
gµν,ρσ(x0){ 1
β2
β4xρxσx˙µx˙ν}
)
+ ... +
(
β
β
ψµ
∂ψµ
∂t
+
β3
β 2!
gµν,ρσ(x0)x
ρxσψµ
∂ψµ
∂t
+ ...
)
−
β2
2β
Rλαkµ(x0)x˙
λψk0x
αψµo ]dt (87)
We have only expanded the fermions in the curvature term in their corresponding Fourier
modes in (87), and only zero modes for them are taken in order to make the curvature term
survive in the small β limit. The terms of the order of β3 and higher order can be neglected
in this limit, therefore we are left with
S =
1∫
0
(
x˙µx˙µ + ψµ
∂ψµ
∂t
− 1
2
Rλαkµ(x0)ψ
µ
0ψ
k
0x
αx˙λ
)
dt (88)
Let us now define a fluctuation in the coordinate system as
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xµ(t) = xµ0 + ξ
µ(t) (89)
ψµ(t) = ψµ0 + η
µ(t) (90)
Then the second order expansion of the action is
Sf =
β∫
0
[
ξ˙µξ˙µ + ηµη˙µ − 1
2
Rλαkµ(x0)ψ
µ
0ψ
k
0ξ
αξ˙λ
]
dt (91)
In (91) the operator associated with the ξ field is
− δµν d
2
dt2
+ R˜λα
d
dt
(92)
where
R˜λα = −1
2
Rλαkµ(x0)ψ
µ
0ψ
k
0
The operator associated with η field is
δµν
d
dt
(93)
We can now evaluate the index by doing the following path integral
Ind D =
∫
DξDη e−S (94)
We will consider the zero modes ξµ0 and η
µ
0 separately in the following integral. Note that
the operator (92) is a bosonic operator while the operator in (93) is a fermionic operator.
For the integration over nonzero modes, we have
Ind D =
∫ d∏
µ=1
dξµ0dη
µ
0
√
Det
(
δµν
d
dt
)
√
Det
(
−δµν d2dt2 + R˜λα(x0) ddt
) (95)
=
∫ d∏
µ=1
dξµ0dη
µ
0
1√
Det
(
−δµν ddt + R˜λα(x0)
) (96)
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where d is the dimension of the manifold. Also note that the determinants above are the
result of integration over nonzero modes only.
Now we compute the functional determinant in (96), in which the fermionic variables
are only contained in R˜λα(x0). For the moment, let us suppose that this part is a com-
muting number, and we know the Riemann tensor is antisymmetric which means that
R˜λα = −R˜αλ(x0). Since real skew-symmetric matrices are normal matrices, it is possible to
bring every skew-symmetric matrix into a block diagonal form by an orthogonal transfor-
mation, so it is possible to block diagonalize R˜λα in an even dimensional manifold, in the
following form
R˜λα =


0 α1 · · · 0
−α1 0 ...
...
. . . 0 αn
0 · · · −αn 0


(97)
Let us focus on the first block, the operator (92) is real, so its eigenvalues are complex
conjugate pairs. When the operator (92) is applied to the first block, its determinant is
given by
det

 − ddt α1
−α1 − ddt

 = Det( d2
dt2
+ α21
)
=
∏
n 6=0
[
α21 −
(
2nπ
β
)2]
=
[∏
n>1
(
2nπ
β
)2∏
n>1
{1−
(
α1β
2nπ
)2
}
]2
=
[
sinβα1/2
α1/2
]2
(98)
If we consider all the n blocks, we will get the following result for (96)
Ind D =
∫ 2n∏
µ=1
dξµ0 dη
µ
0
n∏
j=1
αj/2
sinβαj/2
(99)
The integration over ξ0 and η0 is equivalent to integration of x0 and ψ0 respectively. The
product j can be expressed in terms of Riemann curvature tensor, thus yielding
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Ind D =
∫ 2n∏
µ=1
dxµ0dψ
µ
0
1
β
d
2
det
(
βR˜/2
sinβR˜/2
) 1
2
(100)
We can make the following change of variables to remove β dependence
ψµ0 =
χµ0√
β
; dψµ0 =
√
β dχµ0
and substitute
βR˜ = −1
2
Rλαkµ(x0)ψ
µ
0ψ
k
0
Therefore,
Ind D =
∫ 2n∏
µ=1
dxµ0dψ
µ
0 det
( 1
2
1
2
Rλαkµ(x0)ψ
µ
0ψ
k
0
sin1
2
1
2
Rλαkµ(x0)ψ
µ
0ψ
k
0
) 1
2
(101)
Note that we have dropped infinitely many terms while going through the computations,
therefore (101) is a close approximation to the actual result. If we take this into account
along with taking care of the factors of i/2π arising from the Feynman measure in the
integral, then after carrying out the integral over zero modes we can get
Ind D =
∫
det
( 1
2
1
2pi
R
sinh 1
2
1
2pi
R
) 1
2
(102)
where the integral is over the manifold M .
The relation (102) is a well known form of the index of a Dirac operator.
V. SUMMARY AND CONCLUSION
In this paper, we started by reviewing some basics about the Grassmann variables. Later
in section III we reviewed Gaussian integrals involving both commuting and anticommuting
variables. In section IV we started to look into the supersymmetric sigma models, firstly
we computed a simple supersymmetric sigma model on a flat space by path integrals, and
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found that it yields the topological invariant of the flat space which is identified with the
Witten index.
The next two models are supersymmetric sigma model defined on a curved space. First
one (37) is on a general Riemann manifold M and the second one on a spin manifold.
We do the computations using path integrals in the classical limit β → 0. In the usual
mathematical sense, Path integrals are infinite dimensional, however for the cases considered,
the computation reduces to a finite dimensional integration or in other words the path
integral localizes to the zero modes, which then enables us to establish a connection with
the standard definitions of topological invariants.
In the case of (37), the supersymmetric path integral derivation for the Witten index
yields the Euler characteristic of the target manifold M , which is the Euler class of the
vector bundle T ∗M . The second model (61) on a spin manifold is a obtained from (37)
by making the identification ψµ1 = ψ
µ
2 = ψ
µ/
√
2. A similar supersymmetric path integral
computation in the semiclassical limit yields the index of Dirac operator.
Finally, one could compute these invariants for the restricted Witten index of the ap-
propriate supersymmetric quantum mechanical systems[50], the work in this direction is in
progress.
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