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A New Approach to Constructing Quadratic
Pseudo-Planar Functions over F2n
Longjiang Qu
Abstract—Planar functions over finite fields give rise to
finite projective planes. They were also used in the construc-
tions of DES-like iterated ciphers, error-correcting codes,
and codebooks. They were originally defined only in finite
fields with odd characteristic, but recently Zhou introduced
pesudo-planar functions in even characteristic which yields
similar applications. All known pesudo-planar functions are
quadratic and hence they give presemifields. In this paper,
a new approach to constructing quadratic pseudo-planar
functions is given. Then five explicit families of pseudo-planar
functions are constructed, one of which is a binomial, two of
which are trinomials, and the other two are quadrinomials.
All known pesudo-planar functions are revisited, some of
which are generalized. These functions not only lead to
projective planes, relative difference sets and presemifields,
but also give optimal codebooks meeting the Levenstein
bound, complete sets of mutually unbiased bases (MUB) and
compressed sensing matrices with low coherence.
Index Terms—Pseudo-planar function, Quadratic function,
Linearized polynomial, Presemifield, Codebook.
I. INTRODUCTION
LEt p be an odd prime and n a positive integer. Afunction F : Fpn → Fpn is planar if the mapping
x 7→ F (x + a)− F (x)
is a permutation of Fpn for each a ∈ F∗pn , where F∗pn
denotes the set of all nonzero elements of Fpn . Planar
functions were introduced by Dembowski and Ostrom to
construct finite projective planes and arised in many other
contexts. For example, Ganley and Spence [11] showed
that planar functions give rise to certain relative difference
sets, Nyberg and Knudsen [21], among others, studied
planar functions for applications in cryptography, Carlet,
Ding, and Yuan [3], among others, used planar functions
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to construct error-correcting codes, and Ding, and Yin [9],
among others, used planar functions to construct optimal
codebooks meeting the Levenstein bound.
If p = 2, then there are no planar functions F : Fpn →
Fpn since 0 and a have the same image under the map
x 7→ F (x+ a)− F (x). Recently, Zhou [29] introduced a
characteristic 2 analogue of planar functions, which have
the same types of applications as do odd-characteristic
planar functions.
Definition 1.1: A function F : F2n → F2n is called
pseudo-planar if
F (x + a) + F (x) + ax (1)
is a permutation polynomial over F2n for each a ∈ F∗2n .
Note that Zhou [29] called such functions “planar”, and
the term “pseudo-planar” was first used by Abdukhalikov
[1] to avoid confusion with planar functions in odd char-
acteristic. Schmidt and Zhou [24] showed a pseudo-planar
function can be used to produce a finite projective plane,
a relative difference set with parameters (2n, 2n, 2n, 1),
and certain codes with unusual properties. Abdukhalikov
[1] used pseudo-planar functions to give new explicit
constructions of complete sets of MUBs, and showed the
connection between quadratic pseudo-planar functions and
commutative presemifields. Here, as usual, a quadratic
function refers to a function with algebraic degree 2,
which is also called a Dembowski-Ostrom type function.
It should be noted that we distinguish algebraic degree
and degree in this paper. Let F (x) =
∑2n−1
i=0 cix
i be a
polynomial over F2n . Then its algebraic degree is defined
to be the maximum 2-adic weight of i for all nonzero ci,
while its degree is defined to be the maximum integer i for
all nonzero ci. For example, the algebraic degree of x6 is
2, while its degree is 6. A function with algebraic degree
at most 1 is called a linearized polynomial. It is trivial that
a linearized polynomial is necessarily pseudo-planar. It is
also clear that a function is pseudo-planar if and only if
so is the summation of it with any linearized polynomial.
Hence, throughout this paper, we assume that a function
is free of linearized terms, that is, the coefficient of x2i is
0 for any nonnegative integer i.
2To the best of the author’s knowledge, all known
pesudo-planar functions are of Dembowski-Ostrom type.
The equivalence on them is the same as the isotopism
of the corresponding semifields. (See Section II.A for
more details.) Moreover, there are only two types of
presemifields with even characteristic, that is, finite fields
and the Kantor family [16][29].
Result 1: [29, Examples 2.1 and 2.2]
1) For each positive integer n, every affine mapping,
especially f(x) = 0, is a pesudo-planar function on F2n .
The corresponding plane is a Desarguesian plane and the
corresponding semifield is the finite field.
2) Assume that we have a chain of fields F = F0 ⊃
F1 ⊃ · · · ⊃ Fr of characteristic 2 with [F : Fr] odd and
corresponding trace mappings Tri : F→ Fi. Then(
x
r∑
i=1
Tri(ζix)
)2
,where ζi ∈ F∗ (2)
is a pesudo-planar function on F, which is corresponding
to the Kantor family of commutative presemifields [15].
It seems to be quite difficult to find pesudo-planar
functions which are inequivalent to those in Result 1.
Schmidt and Zhou [24], and Scherr and Zieve [23] turned
to study the classification of monomial planar functions.
Three families of monomial pseudo-planar functions were
got. However, as pointed out by Schmidt and Zhou, the
corresponding planes are all desarguesian, i.e., the semi-
fields are finite fields, or the functions are all equivalent
to F (x) = 0.
Result 2: The following monomials are pesudo-planar
functions.
1) F (x) = cx2m , where c ∈ F2n (Trivial);
2) F (x) = cx2m+1, where n = 2m, c ∈ F∗q and
Trm/1(c) = 0 and Trm/1 denotes the trace function from
F2m to F2 ([24, Theorem 6], generalized by Theorem
4.12);
3) F (x) = cx22m+2m , where n = 3m, m is even, q =
2m, c ∈ F∗2n is a (q − 1)-th power but not a 3(q − 1)-th
power ([23, Theorem 1.1], see also Proposition 4.7).
Later, Hu, Li, Zhang, et. al. [13] introduced three
families of binomial pesuso-planar functions.
Result 3: The following binomials are pesudo-planar
functions.
1) F (x) = a−(q+1)xq+1+aq2+1xq2+1, where n = 3m,
q = 2m and a satisfies a trace equation (see (25) or (26)
in Example 1.(3) ) ([13, Proposition 3.2]).
2) F (x) = xq+1 + xq2+q , where n = 3m, m 6≡ 2
mod 3, and q = 2m ([13, Proposition 3.6]).
3) F (x) = xq2+q + xq2+1, where n = 3m, m 6≡ 1
mod 3, and q = 2m ([13, Proposition 3.8]).
It is open to classify the pseudo-planar functions. Only
the classification of the monomial pseudo-planar functions
was studied, and it was conjectured that there are only
three families of such monomials [24, Conjecture 3.2].
Throughout the rest of this section, let n = tm, and let
q = 2m, where t,m are positive integers and t ≥ 2. Then
F2n is an extension field of F2m with extension degree t.
There are five families of pseudo-planar functions ex-
cluding the trivial monomial one in Results 2 and 3. Four
families of them are defined over F23m , and the rest one is
defined over F22m . Further, all the exponents of the terms
in these five families are in the set of {q2+q, q2+1, q+1},
where q = 2m.
In this paper, a new approach to constructing quadratic
pseudo-planar functions is introduced. Firstly, according to
Definition 1.1, a quadratic function F over F2n is pseudo-
planar if and only if
La(x) := F (x+ a) + F (x) + F (a) + ax
is a linearized permutation polynomial for each a ∈ F∗2n .
We then convert it to studying the permutation property
of the dual polynomial L∗b(a) (see the proof of Theorem
3.1 for the detailed definition) of La(x), and further link it
with the problem of deciding whether a corresponding de-
terminant can be zero. For the general family of functions
defined by (6) (in Theorem 3.1), this determinant is of
size t, and with additional properties which will simplify
the later calculation. Secondly, we relate this determinant
with a polynomial mb(x) (cf. (11) in Section III.B) over
Fq with degree t. Assuming the determinant to be zero
leads to an equation on the coefficients of mb(x). Then
the problem is reduced to discussing whether there exists
an irreducible polynomial mb(x) over Fq satisfying the
aforementioned equation. Please refer to Section III for
more details.
Then we use this new approach to construct new explicit
families of quadratic pseudo-planar functions over F2n ,
and reconstruct known families. The constructions are split
into three cases according to the values of the extension
degree t. For the case of extension degree t = 3, we
construct three families of pseudo-planar functions, and
study a family of trinomial, which is a generalization of
the three families of functions in [13]. The monomial
polynomial is also revisited, and a sufficient and neces-
sary condition for it to be pseudo-planar is given. For
the case of extension degree t = 4, we construct two
families of pseudo-planar functions. One is a trinomial,
the other is a quadrinomial. For the case of extension
degree t = 2, we revisit the monomial pseudo-planar
function and provide a simple sufficient and necessary
condition, which generalize [24, Theorem 6]. However, we
3can not construct pseudo-planar function with new explicit
form in this case and leave it as an open problem. The
equivalence problem of these constructed functions is then
investigated. The functions constructed in this paper not
only lead to projective planes, relative difference sets and
presemifields, but also give optimal codebooks meeting the
Levenstein bound, complete sets of MUBs and compressed
sensing matrices with low coherence.
The rest of this paper is organized as follows. Necessary
definitions and results are given in Section II. In Section III
we introduce the new approach of constructing quadratic
pesudo-planar functions. Several families of such functions
with new forms are constructed in Section IV, which is
divided into three subsections according to the values
of the extension degree t. In Section V, the equivalence
problem of these functions is investigated. A small appli-
cation example is given in Section VI. Section VII is the
concluding remarks.
II. PRELIMINARIES
In this section, we give necessary definitions and results
which will be used in the paper.
A. Relative Difference Set, Galois Ring and Presemifield
Let G be a finite abelian group and let N be a subgroup
of G. A subset D of G is a relative difference set
(RDS) with parameters (|G|/|N |, |N |, |D|, λ) and forbid-
den subgroup N if the list of nonzero differences of D
comprises every element in G \ N exactly λ times, and
no element of N \{0}. We are interested in RDSs D with
parameters (q, q, q, 1) and a normal forbidden subgroup, in
that case a classical result due to Ganley and Spence [11,
Theorem 3.1] shows that D can be uniquely extended to a
finite projective plane. Particularly, if D is with parameter
(2n, 2n, 2n, 1), then D is necessarily a subset of Zn4 (where
Z4 = Z/4Z) and the forbidden subgroup is 2Zn4 . This
fact motivated Zhou [29] to study such difference sets,
which then led to the notion of pseudo-planar functions
over finite fields of characteristic two.
We recall some basic facts about the Galois ring R =
GR(4n) of characteristic 4 and cardinality 4n. We have
R/2R ∼= F2n , the unit group R∗ = R \ 2R contains a
cyclic subgroup C of size 2n− 1 isomorphic to F∗2n . The
set T = {0}∪C is called the Teichmu¨ller set in R. Every
element x ∈ R can be written uniquely in the form x =
a + 2b for a, b ∈ T . Then the trace function over Galois
ring R is defined as follows.
TrR(x) = (a+a
2+ · · ·+a2n−1)+2(b+b2+ · · ·+b2n−1).
Since R/2R ∼= F2n , for every element u ∈ F2n there
exists a corresponding unique element û ∈ T , called the
Teichmu¨ller lift of u. Using the Teichmu¨ller lift, we can
also regard a function F : F2n → F2n as a function F :
T → T . For more information on Galois rings, please
refer to [12][25].
It can be easily proved that a relative difference set in
R with parameters (2n, 2n, 2n, 1) can always be written
as
D = {x+ 2
√
F (x) : x ∈ T }, (3)
where F is some function from T to itself, and √x denotes
x2
n−1
. Then we have the following link between RDS in
R and pseudo-planar functions over F2n .
Theorem 2.1: [24, Theorem 2.1] The set D, given in
(3) is a relative difference set in R with parameters
(2n, 2n, 2n, 1) and forbidden group 2R if and only if F is
pseudo-planar over F2n .
A presemifield is a ring with no zero-divisor, and with
left and right distributivity [4]. A presemifield with multi-
plicative identity is called a semifield. A finite presemifield
can be obtained from a finite field (Fq,+, ·) by introducing
a new product operation ⋆, so it is denoted by (Fq,+, ⋆).
An isotopism between two presemifields P = (Fq,+, ⋆)
and P ′ = (Fq,+, ◦) is a triple (M,N,L) of bijective
linearized mapping Fq → Fq such that
M(x) ◦N(y) = L(x ⋆ y), for all x, y ∈ Fq.
Any presemifield P = (Fq,+, ⋆) is isotopic to a semifield:
fix any 0 6= e ∈ Fq and define ◦ by (x ⋆ e) ◦ (e ⋆ y) =
x⋆ y for all x, y ∈ Fq. Then (Fq,+, ◦) is a semifield with
identity e ⋆ e, and is obviously isotopic to P . If (Fq,+, ⋆)
is commutative then so is each such semifield (Fq,+, ◦).
There exists a correspondence between commutative
semifield (up to isotopism) over finite fields of characteris-
tic two and quadratic pseudo-planar functions [1, Theorem
9]. More specifically, if F is a quadratic pseudo-planar
function over F2n , then (F2n ,+, ⋆) with multiplication
x⋆y = xy+F (x+y)+F (x)+F (y) is a presemifield. On
the other side, if (F2n ,+, ∗) is a commutative presemifield,
then there exist a strongly isotopic commutative presemi-
field (F2n ,+, ⋆) and a pseudo-planar function F such that
x ⋆ y = xy + F (x+ y) + F (x) + F (y).
Let S = (Fpn ,+, ∗) be a semifield. The subsets
Nl(S) = {a ∈ S|(a∗x)∗y = a∗ (x∗y) for all x, y ∈ S},
Nm(S) = {a ∈ S|(x∗a)∗y = x∗(a∗y) for all x, y ∈ S},
Nr(S) = {a ∈ S|(x∗y)∗a = x∗(y∗a) for all x, y ∈ S},
are called the left, middle and right nucleus of S, respec-
tively. It is easy to check that these sets are finite fields.
A pseudo-planar function is just a field-function illustra-
tion of the (2n, 2n, 2n, 1)-RDS in Zn4 , and the equivalence
4of RDSs in Zn4 is the same as the isotopism of the
corresponding semifields [29, Proposition 3.4]. Hence if
the pseudo-planar functions are of Dembowski-Ostrom
type, then the equivalence on them is the same as the iso-
topism of the corresponding semifields. To check whether
a semifield is new or not, a natural way is to determine
its left (right) nucleus.
B. Codebook, MUB and Compressed Sensing Matrix
Let C = {c0, · · · , cN−1}, where each cl is a unit norm
1 × K complex vector over an alphabet A. Such a set
C is called an (N,K) codebook (also called a signal
set). The size of A is called the alphabet size of C.
As a performance measure of a codebook in practical
applications, the maximum crosscorrelation amplitude of
an (N,K) codebook C is defined by
Imax(C) = max
0≤i<j≤N−1
|cicHj |,
where cH stands for the conjugate transpose of the com-
plex vector c. For Imax(C), we have the well-known Welch
bound [26] and the Levenstein bounds [14][17], while the
latter are better than the former when N is large. For latter
use, we give in the following the Levenstein bound for
complex-valued codebooks.
Lemma 2.2: (Levenstein Bound) For any complex-
valued (N,K) codebook C with N > K2, we have
Imax(C) ≥
√
2N −K2 −K
(K + 1)(N −K) . (4)
Constructing codebooks achieving the Welch bound or
the Levenstein bound looks very hard in general. An
efficient approach is to use combinatorial objects such
as difference sets, almost difference sets, and so on
(see [5][6][7][31] and the references therein). Particularly,
Zhou and Tang used relative difference sets to construct
codebooks [30].
Let G be a finite abelian group and let N be a subgroup
of G with order v and index u. Set Gˆ be the set of all the
characters of G. Let D = {d0, · · · , dk−1} be a k-subset
of G. For any χ ∈ Gˆ, we define a complex codeword
Cχ =
1√
k
(χ(d0), · · · , χ(dk−1)).
Then we define the codebook
CD = {Cχ : χ ∈ Gˆ} ∪ Ek, (5)
where Ek = {ei : 1 ≤ i ≤ k} is the standard basis of the
k-dimensional Hilbert space.
Theorem 2.3: [30, Theorem 3.1] Let D be a (u, v, k, λ)
relative difference set in G relative to N . Then CD of (5)
is a (uv + k, k) codebook with Imax(CD) =
√
1
k .
In particular, we have the following corollary.
Corollary 2.4: Let D be a (q, q, q, 1) relative difference
set in G relative to N . Then CD of (3) is a (q2 + q, q)
codebook with Imax(CD) =
√
1
q , which is an optimal
codebook meeting the Levenstein bound (4).
For q odd, a (q, q, q, 1) RDS is corresponding to a
planar function over Fq. Optimal codebooks from planar
functions were originally presented by Ding and Yin [9].
However, for q even, pseudo-planar functions and the
corresponding optimal codebooks seem not to be widely
known by the codebook researchers. For others (known)
codebooks meeting the Levenshtein bound, please refer to
[28][32] and the references therein.
To write explicitly the codebook from a pseudo-planar
function, one need to write explicitly the characters over
the underlying group, the additional group of the Galois
ring GR(4n). This was done by K. Abdukhalikov in
the language of mutually unbiased base (MUB) [1]. A
set of MUBs in the Hilbert space Cn is defined as a
set of orthonormal bases {B0, B1, · · · , Br} of the space
such that the square of the absolute value of the inner
product |(x, y)|2 is equal to 1/n for any two vectors
x, y from distinct bases. Mutually unbiased bases have
important applications in quantum physics [27]. Recently
it was discovered that MUBs are very closely related
or even equivalent to other problems in various parts of
mathematics, such as algebraic combinatorics, finite geom-
etry, discrete mathematics, coding theory, metric geometry,
sequences, and spherical codes.
There is no general classification of MUBs. The main
open problem in this area is to construct a maximal number
of MUBs for any given n. It is known that the maximal set
of MUBs of Cn consists of at most n+ 1 bases, and sets
attaining this bound are called complete sets of MUBs.
Constructions of complete sets of MUBs are known only
for prime power dimensions. Even for the smallest non-
prime power dimension six the problem of finding a
maximal set of MUBs is extremely hard and remains
open after more than 30 years. For known constructions of
MUBs and their link with the complex Lie algebra sln(C),
please refer to [1] and the references therein. Particularly,
it was shown that pseudo-planar functions over F2n can
be used to construct complete sets of MUBs in C2n .
Theorem 2.5: [1, Theorem 8] Let F be a pseudo-planar
function over F2n . Then the following forms a complete
set of MUBs:
B∞ = {ew|w ∈ F2n}, Bm = {bm,v|v ∈ F2n},m ∈ F2n ,
5bm,v =
1√
2n
∑
w∈F2n
ωTrR(m̂(ŵ
2+2F (ŵ))+2v̂ŵ)ew,
where B∞ = {ew|w ∈ F2n} is the standard basis of the
2n-dimensional Hilbert space, ω =
√−1 is the primitive
4-root of unity, and m̂ is the Teichmu¨ller lift of m.
Since {B∞, Bm,m ∈ F2n} forms a complete set of
MUB, the square of the absolute value of the inner product
|(x, y)|2 is equal to 1/2n for any two vectors x, y from
distinct bases. Then the following result follows directly
from (4), which give explicit expression of the codebook
in Corollary 2.4.
Proposition 2.6: Let F , B∞ and Bm be defined as
in Theorem 2.5, and let C = B∞ ∪ Bm. Then C is
an optimal (22n + 2n, 2n) complex codebook meeting
Levenstein bound with alphabet size 6.
As pointed out by Zhou, Ding and Li [32], codebooks
achieving the Levenstein bound can be used in compressed
sensing. Compressed sensing is a novel sampling theory,
which provides a fundamentally new approach to data
acquisition. A central problem in compressed sensing is
the construction of the sensing matrix. For more infor-
mation on the theory of compressed sensing, the reader
is referred to Donoho [10] and Cande`s and Tao [2].
Recently, Li, Gao, Ge et. al. [18] found that codebooks
achieving the Levenstein bound can be used to construct
deterministic sensing matrices with smallest coherence.
The numerical experiments conducted in [18] showed that
the sensing matrices from some known codebooks meeting
the Levenstein bound have a good performance. Since
a pseudo-planar function leads to an optimal codebook
meeting the Levenstein bound, it would be interesting to
investigate the application of these codebooks constructed
in this paper using the framework developed in [18].
Hence a pseudo-planar function over F2n not only gives
rise to a finite projective plane and a relative difference
set, it also leads to a complete set of MUB in C2n , an
optimal (22n + 2n, 2n) complex codebook meeting the
Levenstein bound, and compressed sensing matrices with
low coherence. These interesting links are the motivations
for the author to study the construction of pseudo-planar
functions.
C. Other Results
In this subsection, we review some necessary definitions
and results for future use. For a nonzero element α in F2n ,
Ord(α) denotes the multiplicative order of α, that is, the
smallest positive integer t such that αt = 1. Let k be a
divisor of n. Then for α ∈ F2n , the trace Trn/k(α) of α
over F2k is defined by
Trn/k(α) = α+ α
2k + α2
2k
+ · · ·+ α2n−k ,
the norm Nn/k(α) of α over F2k is defined by
Nn/k(α) = α · α2
k · α22k · · · · · α2n−k = α
2n−1
2k−1 .
Lemma 2.7: [19] For any a, b ∈ F2n and a 6= 0, the
polynomial p(x) = x2 + ax+ b ∈ F2n [x] is irreducible if
and only if Trn/1(b/a2) = 1.
Lemma 2.8: [19, Theorem 7.7] A mapping f : F2n →
F2n is a permutation polynomial of F2n if and only if for
every nonzero b ∈ F2n ,∑
x∈F2n
(−1)Trn/1(bf(x)) = 0.
Lemma 2.9: [19, P. 362] Let q be a prime power and
Fqt be an extension of Fq. Then the linearized polynomial
L(x) =
t−1∑
i=0
aix
qi ∈ Fqt [x]
is a permutation polynomial of Fqt if and only if the
Dickson determinant of a0, a1, · · · , at−1 is nonzero, that
is,
det

a0 a1 a2 · · · at−1
aqt−1 a
q
0 a
q
1 · · · aqt−2
.
.
.
.
.
.
.
.
.
.
.
.
aq
t−1
1 a
qt−1
2 a
qt−1
3 · · · aq
t−1
0
 6= 0.
III. A NEW APPROACH TO CONSTRUCTING
QUADRATIC PSEUDO-PLANAR FUNCTIONS OVER F2n
A. A General Family of Quadratic pseudo-planar Func-
tions
Theorem 3.1: Assume n = tm(t ≥ 2) and q = 2m. Let
F (x) =
(t−1)m−1∑
i=0
c1,ix
2i(q+1) +
(t−2)m−1∑
i=0
c2,ix
2i(q2+1)
+ · · ·+
m−1∑
i=0
ct−1,ix2
i(qt−1+1) ∈ F2n [x].
(6)
Then F is pseudo-planar over F2n if and only if
detMb =
∣∣∣∣∣∣∣∣∣
A0 A1 A2 · · · At−1
Aqt−1 A
q
0 A
q
1 · · · Aqt−2
.
.
.
.
.
.
.
.
.
.
.
.
Aq
t−1
1 A
qt−1
2 A
qt−1
3 · · · Aq
t−1
0
∣∣∣∣∣∣∣∣∣ 6= 0
(7)
6for any nonzero b in F2n , where
A0 = b,
A1 =
(t−1)m−1∑
i=0
(c1,ib)
2n−i
+
m−1∑
i=0
(ct−1,ib)
2m−i
,
.
.
.
Aj =
(t−j)m−1∑
i=0
(cj,ib)
2n−i
+
jm−1∑
i=0
(ct−j,ib)
2jm−i
,
.
.
.
At−1 =
m−1∑
i=0
(ct−1,ib)
2n−i +
(t−1)m−1∑
i=0
(c1,ib)
2(t−1)m−i .
(8)
Moreover, we have
Aj = A
qj
t−j , for all 1 ≤ j ≤ t− 1. (9)
Proof: We only prove the first part. The second part
can be verified directly from (8), that is, the definitions of
Ai, 0 ≤ i ≤ t− 1.
It is clear that F is pseudo-planar if and only if
La(x) := F (x+ a) + F (x) + F (a) + ax
=
(t−1)m−1∑
i=0
c1,i
(
a2
i
x2
m+i
+ a2
m+i
x2
i
)
+
(t−2)m−1∑
i=0
c2,i
(
a2
i
x2
2m+i
+ a2
2m+i
x2
i
)
+ · · ·
+
m−1∑
i=0
ct−1,i
(
a2
i
x2
(t−1)m+i
+ a2
(t−1)m+i
x2
i
)
+ax
is a linearized permutation polynomial over F2n for any
nonzero a in F2n , or equivalently, La(x) = 0 if and only
if x = 0 or a = 0.
Instead of investigating La(x) directly, we turn to study-
ing its dual linearized polynomial. Thanks to the character
theory, we can do this transformation as follows.
According to Lemma 2.8, La(x) is a linearized permu-
tation polynomial over F2n for any nonzero a in F2n if
and only if for every nonzero b ∈ F2n ,
0 =
∑
x∈F2n
(−1)Trn/1(bLa(x)) =
∑
x∈F2n
(−1)Trn/1(L∗b(a)x),
and if and only if
L
∗
b (a) 6= 0, for all a, b ∈ F∗2n ,
where
L
∗
b(a)
=
(t−1)m−1∑
i=0
(
(c1,ia
2ib)2
(t−1)m−i
+ (c1,ia
2m+ib)2
n−i
)
+
(t−2)m−1∑
i=0
(
(c2,ia
2ib)2
(t−2)m−i
+ (c2,ia
22m+ib)2
n−i
)
+ · · ·
+
m−1∑
i=0
(
(ct−1,ia2
i
b)2
m−i
+ (ct−1,ia2
(t−1)m+i
b)2
n−i
)
+ab.
Hence F is pseudo-planar if and only if L∗b (a) is a
linearized permutation polynomial for any nonzero b ∈
F2n .
Then the result follows directly from Lemma 2.9 and
L
∗
b (a) = A0 · a+A1 · a2
m
+ · · ·+At−1 · a2
(t−1)m
,
where A0, A1, · · · , At−1 are defined in (8).
A general family of quadratic pseudo-planar functions
is constructed by Theorem 3.1. Given a quadratic function
F in this family, a sufficient and necessary condition
for it to be pseudo-planar is presented. This condition
is deduced from the permutation property of the dual
polynomial L∗b (a) of the corresponding derivative poly-
nomial La(x). It seems that this condition have additional
properties and it is more easily handled than the condition
deduced directly from the permutation property of La(x).
Combining this benefit with the technique that will be
introduced in the next subsection, we can construct several
families of pseudo-planar functions with new explicit
forms, reconstruct and generalize known families.
In the end of this subsection, we would like to point out
that the function in (2), that is, the pesudo-planar function
from the semifields of the Kantor family, is with the form
(6). To see this, let Fi = F2tim , 0 ≤ i ≤ r, where 1 =
tr|tr−1| · · · |t1|t0 = t and t is odd. Then it is clear that the
function in (2) is with the form (6). Hence all the known
pesudo-planar functions are included in the general family
of functions constructed by Theorem 3.1.
B. Discussing detMb
According to Theorem 3.1, to discuss the pseudo-
planarity of F with the form of (6), we need to discuss
whether detMb 6= 0 or not, where detMb is defined by
(7). We will introduce a technique. It is generalized from
a trick which was firstly used in the proof of [8, Theorem
3.1] and then in the proof of [13, Proposition 3.6]. Let us
set up the following notations.
7Throughout this subsection, let q = 2m and n = tm,
where t ≥ 2. For a nonzero b in F2n , we define
x1 = b, x2 = b
q, · · · , xt = bq
t−1
,
and let B1, B2, · · · , Bt be the first t elementary symmetric
polynomial with variables x1, x2, · · · , xt, that is

B1 = x1 + x2 + · · ·+ xt = Trn/m(b),
B2 =
∑
1≤i<j≤t
xixj ,
.
.
.
Bt = x1x2 · · ·xt = Nn/m(b).
(10)
Denote the characteristic polynomial of b over Fq by
mb(x) = (x + b)(x+ b
q) · · · (x+ bqt−1).
Then we have
mb(x) = x
t+B1x
t−1+ · · ·+Bt−1x+Bt ∈ Fq[x]. (11)
It is clear that mb(x) is irreducible over Fq if and only
if b is not in any proper subfield of Fqt .
Since detMb is a Dickson determinant of A0, A1, · · · ,
At−1, where each Ai is a linearized polynomial of
b, detMb can be regarded as a homogenous multi-
polynomial of x1, x2, · · · , xt with degree t. If b is in
some proper subfield Fqr of Fqt , then detMb can be
simplified since x1, x2, · · · , xt are just t/r repetitions of
x1, x2, · · · , xr. Hence it is usually easy to discuss whether
detMb 6= 0 or not. We assume that detMb 6= 0 always
holds in this case. Otherwise, F can not be a pseudo-
planar function. In the following, we assume that b is not
in any proper subfield of Fqt . Then mb(x) is an irreducible
polynomial over Fq . We distinguish two cases according to
whether detMb is symmetric over x1, x2, · · · , xt or not.
Case 1: detMb is symmetric.
Since detMb is symmetric over x1, x2, · · · , xt, it fol-
lows from the theory of linear algebra that detMb can
be expressed as a polynomial of B1, B2, · · · , Bt, the
first t elementary symmetric polynomial of x1, x2, · · · , xt.
Then the assumption detMb = 0 is equivalent to
a relation, called Relation X for convenience, between
B1, B2, · · · , Bt. If mb(x) is reducible over Fq for any
B1, B2, · · · , Bt satisfying Relation X, then this contradicts
the assumption that mb(x) is irreducible over Fq , which
means that detMb = 0 is impossible for any nonzero
b. Hence F is pseudo-planar. On the other hand, if there
exists a collection of B1, B2, · · · , Bt satisfying Relation
X such that mb(x), defined by (11), is irreducible over
Fq , then a zero of mb(x), denoted by β, will satisfy
detMβ = 0, which means that F is not pseudo-planar.
Thus the problem of checking the pseudo-planarity of F is
converted to discussing whether there exists an irreducible
polynomial mb(x) (defined by (11)) such that its coeffi-
cients B1, B2, · · · , Bt satisfy Relation X. This discussion
may split into two subcases according to whether B1 = 0
or not. For more details, we refer the readers to the proofs
in the next section.
Case 2: detMb is not symmetric.
Then detMb can be expressed as the summation of
its symmetric part over x1, x2, · · · , xt, denoted by s, and
its non-symmetric part, denoted by t1. It is clear that s
can be expressed as a polynomial of B1, B2, · · · , Bt. For
the non-symmetric part t1, let t2, · · · , tk be the distinct
images of t1 under all the permutation transformations of
x1, x2, · · · , xt (cf. t2 in the proof of Theorem 4.3, and
t2, t3 in the proof of Theorem 4.9). Then all the first k
elementary symmetric polynomials of t1, t2, · · · , tk can be
expressed as a polynomial of B1, B2, · · · , Bt since they
are also symmetric over x1, x2, · · · , xt. Hence we get k
relations between t1, t2, · · · , tk and B1, B2, · · · , Bt.
Now assume that detMb = 0. Then t1 can be ex-
pressed by B1, B2, · · · , Bt. Substituting it into the afore-
mentioned k relations, one may get a relation between
B1, B2, · · · , Bt as in Case 1, even though this relation is
usually much complicated. Similarly, if for any collection
of B1, B2, · · · , Bt satisfying the aforementioned relation,
mb(x) can be proved to be reducible over Fq, or detMb 6=
0 holds for any zero of the irreducible polynomial mb(x),
then F is pseudo-planar.
IV. FAMILIES OF QUADRATIC PSEUDO-PLANAR
FUNCTIONS WITH NEW EXPLICIT FORMS
In this section, we will use the new approach introduced
in the last section to construct several families of quadratic
pseudo-planar functions with new explicit forms over F2n ,
and reconstruct known families. The section is divided
into three subsections according to the values of t, the
extension degree of F2n over F2m . We begin with the
case of t = 3. We construct three new families of pseudo-
planar functions, and study a family of trinomials, which is
a generalization of the three families of functions in [13].
The monomial polynomial is also revisited, and a sufficient
and necessary condition for it to be pseudo-planar is given.
For the extension degree 4 case, we construct two new
families of pseudo-planar functions. One is a trinomial,
the other is a quadrinomial. For the extension degree
2 case, we revisit the monomial pseudo-planar function
and provide a simple sufficient and necessary condition,
which generalizes [24, Theorem 6]. However, we cannot
construct new pseudo-planar function in this case and
leave it as an open problem.
8A. Case 1: Extension Degree t = 3
Theorem 4.1: Set n = 3m and q = 2m. Let
F (x) =
2m−1∑
i=0
c1,ix
2m+i+2i +
m−1∑
i=0
c2,ix
22m+i+2i ∈ F2n [x].
Then F is pseudo-planar over F2n if and only if
bq
2+q+1 +Trn/m(b
qA22) 6= 0
for any nonzero b in F2n , where
A2 =
m−1∑
i=0
(c2,ib)
2n−i +
2m−1∑
i=0
(c1,ib)
22m−i .
Proof: According to Theorem 3.1, the dual linearized
polynomial of La(x) = F (x+ a) + F (x) + F (a) + ax is
L∗b (a):
L
∗
b(a) = A0 · a+A1 · a2
m
+A2 · a2
2m
,
where

A0 = b,
A1 =
2m−1∑
i=0
(c1,ib)
2n−i +
m−1∑
i=0
(c2,ib)
2m−i = Aq2,
A2 =
m−1∑
i=0
(c2,ib)
2n−i +
2m−1∑
i=0
(c1,ib)
22m−i .
Then
detMb =
∣∣∣∣∣∣
A0 A1 A2
Aq2 A
q
0 A
q
1
Aq
2
1 A
q2
2 A
q2
0
∣∣∣∣∣∣
= Aq
2+q+1
0 +A
q2+q+1
1 +A
q2+q+1
2
+Trn/m
(
A0A
q
1A
q2
2
)
= bq
2+q+1 +Trn/m
(
bA2q
2
2
)
= bq
2+q+1 +Trn/m
(
bqA22
)
.
Hence the result follows directly from Theorem 3.1.
Theorem 4.2: Set q = 2m and n = 3m. Let
F (x) = cx2(q+1) + cqx2(q
2+1) ∈ F2n [x].
Then F is pseudo-planar over F2n .
Proof: By Theorem 4.1, we have
A2 = (c
qb)2
n−1
+ (cb)2
2m−1
.
Then it follows that
Trn/m
(
bqA22
)
= Trn/m
(
cqbq+1 + cq
2
bq
2+q
)
≡ 0.
Hence
detMb = b
q2+q+1 +Trn/m
(
bqA22
)
= bq
2+q+1 6= 0
for any nonzero b in F2n . Then the result follows directly
from Theorem 4.1.
Before introducing the second family of pseudo-planar
function, we set up some notations as in Section III.B. Let
x1 = b, x2 = b
q, and x3 = bq
2
.
Then (10) and (11) become
B1 = x1 + x2 + x3 = Trn/m(b),
B2 = x1x2 + x1x3 + x2x3,
B3 = x1x2x3 = Nn/m(b),
and
mb(x) = x
3 +B1x
2 +B2x+B3 ∈ Fq[x].
The following identity can be easily verified.
Trn/m(b
3) = x31 + x
3
2 + x
3
3 = B
3
1 +B3 +B1B2. (12)
Theorem 4.3: Set q = 2m and n = 3m. Let
F (x) = x2(q+1) + xq
2+1 + xq
2+q + x2(q
2+1).
Then F is pseudo-planar over F2n if and only if m 6≡
1 mod 3.
Proof: According to Theorem 4.1, we have
A2 = b
22m−1 + b2
m
+ b+ b2
n−1
.
Then it follows from Theorem 4.1 that
detMb
= bq
2+q+1 +Trn/m(b
qA22)
= bq
2+q+1 +Trn/m
(
bq
2+q + b3q + bq+2 + bq+1
)
= bq
2+q+1 +Trn/m
(
b3 + bq+2
)
.
Then with (12), we have
detMb = B
3
1 +B1B2 + t1, (13)
where
t1 = Trn/m(b
q+2) = x21x2 + x
2
2x3 + x
2
3x1. (14)
Let t2 be the image of t1 under the transformation of (12),
that is, to exchange x1 and x2.
t2 = x1x
2
2 + x2x
2
3 + x3x
2
1.
Then the following identities hold.
t1 + t2 = B3 +B1B2, (15)
9t1t2 = B
3
1B3 +B
3
2 +B
2
3 . (16)
Firstly, we assume that b ∈ F∗q . Then we have B1 = b,
B2 = b
2 and t1 = b3. Hence
detMb = b
3 6= 0
for any b ∈ F∗q . In the following, we always assume that
b ∈ F∗q3 \ Fq , which means that mb(x) is an irreducible
polynomial over Fq with degree 3.
Let γ be a solution of y3+y+1 = 0 in some extension
field of Fq . Then Ord(γ) = 7.
If m ≡ 1 mod 3, then q ≡ 2 mod 7. Further, we have
detMγ = γ
q2+q+1 +Trn/m
(
γ3 + γq+2
)
= 1 + Trn/m(γ
3 + γ4) = 1 + Trn/m(γ
6)
= 1 + γ6 + γ5 + γ3 = 0,
which means that F is not pseudo-planar. In the rest of the
proof, we always assume that m 6≡ 1 mod 3. It suffices to
prove that detMb 6= 0 for any b ∈ F∗q3 \ Fq.
The following proof is split into two cases according to
B1 = 0 or not.
Case 1: B1 = 0.
Now (13) becomes
detMb = t1. (17)
Assume that detMb = t1 = 0 for some b ∈ F∗q3 \ Fq .
Plugging it with B1 = 0 into (16), one gets
B3 = B
3/2
2 . (18)
Then it follows that B2 6= 0 since B3 6= 0. Let x =
B
1/2
2 y. Then we have
mb(x) = x
3 +B2x+B3 = x
3 +B2x+B
3/2
2
= B
3/2
2 (y
3 + y + 1).
Hence
b ∈ {B1/22 γ,B1/22 γ2, B1/22 γ4}.
If m ≡ 0 mod 3, then both γ and b are in Fq .
Contradicts!
If m ≡ 2 mod 3, then q ≡ 4 mod 7 and
detM
B
1/2
2 γ
= t1 = Trn/m(B
3/2
2 γ
q+2) = B
3/2
2 Trn/m(γ
6)
= B
3/2
2 (γ
6 + γ3 + γ5) = B
3/2
2 6= 0,
which is also a contradiction.
Hence detMb 6= 0 if B1 = 0.
Case 2: B1 6= 0.
It is clear that detMcb = c3 detMb holds for any c ∈
F∗q . Hence, WLOG, we assume that B1 = 1. Then (13)
becomes
detMb = B2 + t1 + 1. (19)
Assume, on the contrary, that detMb = 0 for some
b ∈ F∗q3 \ Fq . Then it follows from (19) that
t1 = B2 + 1. (20)
Plugging it with B1 = 1 into (15), one gets
t2 = B3 + 1. (21)
Substituting (20), (21) and B1 = 1 into (16), we have
B23 +B2B3 +B
3
2 +B2 + 1 = 0. (22)
We distinguish two subcases.
Subcase 2.1: B2 = 0.
Then it follows from (22) that B3 = 1. Hence
mb(x) = x
3 + x2 + 1,
which implies that
b ∈ {γ3, γ6, γ5}.
A similar argument as in the last case can show that
detMb 6= 0.
Subcase 2.2: B2 6= 0.
Let u = B3+1B2 ∈ Fq . Then dividing B22 across both
sides of (22) leads to
B2 = u
2 + u.
Further,
B3 = uB2 + 1 = u
3 + u2 + 1.
We compute that
(γu+ γ6)3 + (γu+ γ6)2 +B2(γu+ γ
6) +B3
= (γ3 + γ + 1)u3 + (γ6 + γ2 + 1)u2 + (γ4 + γ5 + 1)
= 0.
Hence b0 = γu + γ6 is a zero of mb(x) = x3 + x2 +
B2x+B3.
If m ≡ 0 mod 3, then b0 ∈ Fq , which contradicts that
mb(x) is irreducible. If m ≡ 2 mod 3, then q ≡ 4 mod 7
and a direct computation shows that
B2 = b
q+1
0 + b
q2+1
0 + b
q2+q
0 = u
2 + u
and
t1 = Trn/m(b
q+2
0 )
= Trn/m
(
γ6u3 + γ5u2 + γ2u+ γ
)
= u3 + u2.
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Hence
detMb0 = B2 + t1 + 1 = u
3 + u+ 1 6= 0
since u ∈ Fq and gcd(7, q − 1) = 1. Contradicts!
We finish the proof.
Proposition 4.4: Set q = 2m and n = 3m. Let
F (x) = c1x
q+1 + c2x
q2+q + c3x
q2+1. (23)
Then F is pseudo-planar over F2n if and only if
bq
2+q+1 + Trn/m
(
c21b
q2+2 + c22b
3 + c23b
q+2
)
6= 0 (24)
for any b ∈ F∗2n .
Proof: In this case, we have
A2 = (c1b)
22m + (c2b)
2m + c3b.
Then the result follows from Theorem 4.1 and
Trn/m
(
bqA22
)
= Trn/m
(
c2q
2
1 b
2q2+q + c2q2 b
3q + c23b
q+2
)
= Trn/m
(
c21b
q2+2 + c22b
3 + c23b
q+2
)
.
Experiment results show that there are a lot of pseudo-
planar functions with the form (23). We use Magma to
do an exhaustive search over F23m for m = 1, 2, 3.
Results show that there are 8, 960 and 75264 pseudo-
planar functions with the form (23) over F23 , F26 and F29
respectively.
Corollary 4.5: Set q = 2m and n = 3m. Let
F (x) = xq+1 + αxq
2+q + xq
2+1,
where α is a solution of x3 + x2 + 1 = 0. Then F is
pseudo-planar over F2n .
Proof: Clearly such α does exist in F∗23 . According
to Proposition 4.4, we have
detMb
= bq
2+q+1 +Trn/m
(
bq
2+2 + α2b3 + bq+2
)
= B3 + (B3 +B1B2) + α
2(B31 +B3 +B1B2)
= α2B3 + α
2B31 + (1 + α
2)B1B2.
Then a similar but much simple argument as in Theorem
4.2 will prove this corollary. We leave it to the interested
readers.
Several classes of known constructions can be explained
by Proposition 4.4.
Example 1: In Proposition 4.4,
(1) Let c1 = 0 and c2 = c3 = 1. Then F (x) = xq2+q +
xq
2+1 is pseudo-planar over F2n if and only if
bq
2+q+1 +Trn/m
(
bq+2 + b3
) 6= 0
for any b ∈ F∗2n , which is the same equation as in Theorem
4.2. Hence F is pseudo-planar if and only if m 6≡ 1
mod 3. This is [13, Proposition 3.8].
(2) Let c1 = c2 = 1 and c3 = 0. Then F (x) = xq+1 +
xq
2+q is pseudo-planar over F2n if and only if
bq
2+q+1 +Trn/m
(
bq
2+2 + b3
)
6= 0
for any b ∈ F∗2n , which holds if and only if m 6≡ 2
mod 3 by a similar proof as in Theorem 4.2. This is [13,
Proposition 3.6].
(3) Let c1 = a−(q+1), c2 = 0 and c3 = aq2+1. Then
F (x) = a−(q+1)xq+1+aq
2+1xq
2+1 is pseudo-planar over
F2n if and only if
bq
2+q+1 +Trn/m
(
a−2(q
2+q)b2q+1 + a2(q
2+1)bq+2
)
6= 0
(25)
for all b ∈ F∗2n . In [13, Proposition 3.2], a sufficient and
necessary condition for F to be pseudo-planar was given
as follows.
Trn/m
(
(aq
2+q + a−q
2−q−2)(aq+1 + bq−1)bq+2
+aq−q
2
b3 + b
)
6= 0
(26)
for all b ∈ F∗2n . It seems that the sufficient and necessary
condition here is more simple and compact, and may be
more easily handled.
In the end of this subsection, we revisit a class of
pseudo-planar monomial proved by Scherr and Zieve. For
the readers’ convenience, we recall their theorem.
Theorem 4.6: [23] For any positive integer k, write q =
22k. If c ∈ F∗q3 is a (q− 1)-th power but not a 3(q− 1)-th
power, then the function F (x) = cxq2+q is pseudo-planar
over Fq3 .
Proposition 4.7: Let n = 3m, and let
F (x) = cx2
2m+2m ∈ F2n [x].
Assume that c is a nonzero cube, and c0 ∈ F∗2n such that
c30 = c. Set q = 2m and u = c
−2(q2+q+1)
0 . Then F is
pseudo-planar over F2n if and only if u 6= 1 and
x3 + x2 +B2x+
B2 + 1
u+ 1
is reducible over Fq for any B2 ∈ Fq. Particularly, if m
is even and u = ω, where ω is an element with order 3,
then F is a pseudo-planar function over F2n .
Proof: It follows from Proposition 4.4 that F is
pseudo-planar if and only if
detMa = a
q2+q+1 +Trn/m
(
c2a3
) 6= 0,
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for all a ∈ F∗2n . Let a = c−20 b. Then a3 = c−60 b3 = c−2b3,
and F is pseudo-planar if and only if
detMa = ub
q2+q+1 +Trn/m(b
3) 6= 0 (27)
for all b ∈ F∗2n , where u = c−2(q
2+q+1)
0 6= 0.
If b ∈ F∗q , then
detMa = (u+ 1)b
3,
which is nonzero if and only if u 6= 1.
In the following, we assume that u 6= 1 and b ∈
F∗q3 \ Fq . Let B1, B2, B3 be defined as before. Plugging
Trn/m(b
3) = B31 +B1B2 +B3 into (27), we have
detMa = (u+ 1)B3 +B
3
1 +B1B2.
We distinguish two cases.
Case 1: B1 = 0.
Then it is clear that detMa = (u + 1)B3 6= 0.
Case 2: B1 6= 0.
WLOG, we assume that B1 = 1. Then
detMa = (u+ 1)B3 +B2 + 1.
Assume detMa = 0 for some b. Then it follows that
B3 =
B2 + 1
u+ 1
.
Let us consider the polynomial
mb(x) = x
3 + x2 +B2x+
B2 + 1
u+ 1
. (28)
According to the analysis in Section III.B, F is pseudo-
planar over F2n if and only if u 6= 1 and mb(x) is
reducible over F2m for any B2 ∈ F2m .
Now we prove the second part. Assume that m is even
and u = ω, where ω is an element with order 3. Then (28)
turns to
mb(x) = x
3 + x2 +B2x+ ω(B2 + 1)
= (x+ ω)(x2 + ω2x+B2 + 1),
which is reducible over Fq for any B2 ∈ Fq. Hence F is
pseudo-planar over F2n .
It can be easily verified that the condition in the last part
of Proposition 4.7, ie. m is even and u = ω, is equivalent
to the sufficient condition in Theorem 4.6. Hence we give
another proof for Theorem 4.6. Moreover, a sufficient and
necessary condition for F to be pseudo-planar is given
here.
B. Case 2: Extension Degree t = 4
Theorem 4.8: Assume n = 4m and q = 2m. Let
F (x) =
3m−1∑
i=0
c1,ix
2i(q+1) +
2m−1∑
i=0
c2,ix
2i(q2+1)
+
m−1∑
i=0
c3,ix
2i(q3+1) ∈ F2n [x].
Then F is pseudo-planar over F2n if and only if
bq
3+q2+q+1 +A2q+22 + (A
2q2+2
3 +A
2q3+2q
3 )
+(bq
2+1A2q2 + b
q3+qA22) + Trn/m
(
bq
2+qA23
)
6= 0
for any nonzero b in F2n , where
A2 =
2m−1∑
i=0
(
(c2,ib)
2n−i + (c2,ib)
22m−i
)
,
A3 =
m−1∑
i=0
(c3,ib)
2n−i
+
3m−1∑
i=0
(c1,ib)
23m−i
.
Proof: By Theorem 3.1, the dual linearized polyno-
mial of La(x) = F (x+ a)+F (x) +F (a) + ax is L∗b (a):
L
∗
b(a) = A0 · a+A1 · a2
m
+A2 · a2
2m
+A3 · a2
3m
,
where
A0 = b,
A1 =
3m−1∑
i=0
(c1,ib)
2n−i +
m−1∑
i=0
(c3,ib)
2m−i = Aq3,
A2 =
2m−1∑
i=0
(
(c2,ib)
2n−i + (c2,ib)
22m−i
)
∈ Fq2 ,
A3 =
m−1∑
i=0
(c3,ib)
2n−i
+
3m−1∑
i=0
(c1,ib)
23m−i
.
Hence
detMb =
∣∣∣∣∣∣∣∣∣
A0 A1 A2 A3
Aq3 A
q
0 A
q
1 A
q
2
Aq
2
2 A
q2
3 A
q2
0 A
q2
1
Aq
3
1 A
q3
2 A
q3
3 A
q3
0
∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣
A0 A
q
3 A2 A3
Aq3 A
q
0 A
q2
3 A
q
2
A2 A
q2
3 A
q2
0 A
q3
3
A3 A
q
2 A
q3
3 A
q3
0
∣∣∣∣∣∣∣∣∣
Then the result follows from Theorem 3.1 and a direct
computation.
Similarly as in the extension degree 3 case, we set up
some notations before constructing pseudo-planar func-
tions. Let
x1 = b, x2 = b
q, x3 = b
q2 , and x4 = bq
3
.
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Then (10) and (11) become
B1 = x1 + x2 + x3 + x4 = Trn/m(b),
B2 = x1x2 + x1x3 + x1x4 + x2x3 + x2x4 + x3x4,
B3 = x1x2x3 + x1x2x4 + x1x3x4 + x2x3x4,
B4 = x1x2x3x4 = Nn/m(b),
and
mb(x) = x
4 +B1x
3 +B2x
2 + B3x+B4 ∈ Fq[x]
respectively.
Theorem 4.9: Set q = 2m and n = 4m. Let
F (x) = xq+1 + xq
2+1 + xq
3+q + xq
3+1.
Then F is pseudo-planar over F2n .
Proof: According to Theorem 4.8, we have{
A2 = b+ b
q + bq
2
+ bq
3
= Trn/m(b),
A3 = b
q3 + b.
Then a direct computation shows
A2q+22 = Trn/m(b
4),
A2q
2+2
3 +A
2q3+2q
3 = Trn/m(b
2q+2),
bq
2+1A2q2 + b
q3+qA22 = (b
q2+1 + bq
3+q) · Trn/m(b2),
Trn/m
(
bq
2+qA23
)
= Trn/m
(
b2q
3+q2+q + bq
2+q+2
)
.
Hence
detMb = b
q3+q2+q+1 +Trn/m(b
4) + Trn/m(b
2q+2)
+ (bq
2+1 + bq
3+q) · Trn/m(b2)
+ Trn/m
(
b2q
3+q2+q + bq
2+q+2
)
.
Then we have
detMb = B4 +B
4
1 +B
2
2 +B1B3 + t1, (29)
where
t1 = x
3
1x3 + x
2
1x
2
3 + x1x
3
3 + x
3
2x4 + x
2
2x
2
4 + x2x
3
4. (30)
Let t2 and t3 be the images of t1 under the transforma-
tion of (12) (or (34)) and (14) (or (23)) respectively.
t2 = x
3
1x4 + x
2
1x
2
4 + x1x
3
4 + x
3
2x3 + x
2
2x
2
3 + x2x
3
3.
t3 = x
3
1x2 + x
2
1x
2
2 + x1x
3
2 + x
3
3x4 + x
2
3x
2
4 + x3x
3
4.
Then the following identities hold.
t1 + t2 + t3 = B
2
1B2 +B1B3 +B
2
2 , (31)
t1t2 + t1t3 + t2t3 = B
5
1B3 +B1B
2
2B3 +B
2
1B
2
3 , (32)
t1t2t3 = B4B
8
1 +B4B
6
1B2 +B4B
4
1B
2
2 (33)
+B4B
2
1B
3
2 +B
2
1B
2
2B
2
3 +B
3
1B
3
3 +B
3
2B
2
3 .
Firstly, we assume that b ∈ F∗q2 . Then we have x1 = x3
and x2 = x4. Further, it follows that B1 = B3 = 0,
B2 = x
2
1 + x
2
2 and t1 = x41 + x42 = B22 . Hence
detMb = B4 6= 0
for any b ∈ F∗q2 . In the following, we always assume that
b ∈ F∗q4 \ Fq2 . Hence mb(x) is an irreducible polynomial
over Fq with degree 4.
The following proof is split into two cases according to
B1 = 0 or not.
Case 1: B1 = 0.
Now (29) becomes
detMb = B4 +B
2
2 + t1, (34)
and (31), (32) and (33) reduce to
t1 + t2 + t3 = B
2
2 , (35)
t1t2 + t1t3 + t2t3 = 0, (36)
t1t2t3 = B
3
2B
2
3 . (37)
Assume, on the contrary, that detMb = 0 for some
b ∈ F∗q4 \ Fq2 . Then it follows from (34) that
t1 = B4 +B
2
2 . (38)
Plugging it into (35), one gets
t2 + t3 = B4. (39)
With (36), we deduce that
t2t3 = t1(t2 + t3) = B
2
4 +B
2
2B4. (40)
Substituting (38) and (40) into (37) leads to
B34 +B
4
2B4 +B
3
2B
2
3 = 0. (41)
Since B4 6= 0, we know B2 6= 0.
Define r = (B4/B2)1/2, u = B2 and v = B4/B2 = r2.
Then u, v, r ∈ Fq. Now we compute
(x2 + rx + u)(x2 + rx + v)
= x4 + (r2 + u+ v)x2 + r(u + v)x + uv
= x4 +B2x
2 +
(
(B4 +B
2
2)B
1/2
4 /B
3/2
2
)
x+B4
= x4 +B2x
2 +
(
(B34 +B
4
2B4)/B
3
2
)1/2
x+B4
= x4 +B2x
2 +B3x+B4
= mb(x),
where the last second equality follows from (41). Thus
mb(x) can be factored into two quadratic polynomials over
Fq , which is impossible. Hence detMb 6= 0 if B1 = 0.
Case 2: B1 6= 0.
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WLOG, we assume that B1 = 1. Then (29) becomes
detMb = B4 +B
2
2 +B3 + t1 + 1, (42)
and (31), (32) and (33) reduce to
t1 + t2 + t3 = B2 +B3 +B
2
2 , (43)
t1t2 + t1t3 + t2t3 = B3 +B
2
2B3 +B
2
3 , (44)
t1t2t3 = B4 +B4B2 +B4B
2
2 +B4B
3
2 (45)
+B22B
2
3 +B
3
3 +B
3
2B
2
3 .
Assume, on the contrary, that detMb = 0 for some
b ∈ F∗q4 \ Fq2 . Then it follows from (42) that
t1 = B4 +B
2
2 +B3 + 1. (46)
Plugging it into (43), one gets
t2 + t3 = B2 +B3 +B
2
2 + t1 = B4 +B2 + 1. (47)
With (44), we deduce that
t2t3 = B3 +B
2
2B3 +B
2
3 + t1(t2 + t3) (48)
= B24 +B3B4 +B
2
2B4 +B2B4 +B
2
3
+B22B3 +B2B3 +B
3
2 +B
2
2 +B2 + 1.
Substituting (46) and (48) into (45), and after a direct
computation, we finally get
B34 + (B2 + 1)B
2
4 + C1B4 + C0 = 0, (49)
where
C1 = B3(B2 + 1)
2 +B2(B2 + 1)
3,
C0 = B
2
3(B2 + 1)
3 +B3(B2 + 1)
4 + (B2 + 1)
5.
Combing the above equation with B4 6= 0, one can
conclude that B2 + 1 6= 0.
Let
B4 = (B2 + 1)(z + 1). (50)
Plugging it into (49), then dividing (B2 + 1)3 across the
both sides, and after simplification, we have
z3+(B22+B3+B2+1)z+(B
2
3+B2B3+B2+1) = 0. (51)
In the rest of the proof, we distinguish two subcases.
Subcase 2.1: B4 = B22 + 1.
Plugging B4 = B22 + 1 into (50), one can deduce that
z = B2, and then substituting it into (51) leads to B3 =
B2+1. Let r be an element of Fq2 such that r2+r+B2 =
0. Define
φ(x) = x2 + rx + (B2 + 1).
Since
Tr2m/1
(
B2 + 1
r2
)
= Tr2m/1
(
r2 + r + 1
r2
)
= Tr2m/1
(
1 +
1
r
+
1
r2
)
= 0,
φ(x) is reducible over Fq2 according to Lemma 2.7. Let
τ ∈ Fq2 be a zero of φ(x). Then
τ2 + rτ + (B2 + 1) = 0.
Now we compute
mb(τ)
= τ4 + τ3 +B2τ
2 +B3τ +B4
= τ4 + τ3 + (r2 + r)τ2 + (B2 + 1)τ + (B2 + 1)
2
=
(
τ2 + rτ + (B2 + 1)
)2
+ τ
(
τ2 + rτ + (B2 + 1)
)
= 0.
Thus τ ∈ Fq2 is a zero of mb(x), which contradicts the
assumption that mb(x) is irreducible over Fq.
Subcase 2.2: B4 6= B22 + 1.
Let us define
u = B2 + 1, v = B4/(B2 + 1). (52)
Then u 6= v. Set
r =
B3 + u
u+ v
=
B22 +B2B3 +B3 + 1
B22 +B4 + 1
. (53)
Then u, v, r ∈ Fq and
r + 1 =
B3 + v
u+ v
=
B2B3 +B3 +B4
B22 +B4 + 1
. (54)
Hence
(x2 + rx+ u)(x2 + (r + 1)x+ v)
= x4 + x3 + (r(r + 1) + u+ v)x2
+((r + 1)u+ rv)x + uv
= x4 + x3 + (r(r + 1) + u+ v)x2
+
(
(B3 + v)u+ (B3 + u)v
u+ v
)
x+B4
= x4 + x3 + (r(r + 1) + u+ v)x2 +B3x+B4.
Now, to finish the proof, it suffices to prove that
r(r + 1) + u+ v = B2, (55)
which means that mb(x) can be factored into two poly-
nomials with degree 2 over Fq, and it will then lead to a
contradiction.
Plugging (52), (53) and (54) into (55) leads to
(B22 +B2B3 +B3 + 1)(B2B3 +B3 + B4)
(B22 +B4 + 1)
2
=
B4
B2 + 1
+1.
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Substituting (50) into the above equation, we have
(B2 +B3 + 1)(B3 + z + 1)
(B2 + z)2
= z,
which can be easily verified to be equivalent to (51). Hence
(55) always holds.
We finish the proof.
Theorem 4.10: Set q = 2m and n = 4m. Let
F (x) = xq
2+q + xq
3+q2 + xq
3+q.
Then F is pseudo-planar over F2n .
Proof: By Theorem 4.8, we have{
A2 = b
q3 + bq,
A3 = b
q2 + bq.
Then a lengthy but direct computation shows that
detMb
= bq
3+q2+q+1 +Trn/m
(
bq
2+3 + bq
2+3q + b3q
2+q
)
= B4 +B
2
1B2 +B1B3.
If B1 = 0, then detMb = B4 6= 0. If b ∈ F∗q2 , then
B1 = 0. In the following, we assume that b ∈ F∗q4 \ Fq2
and B1 6= 0. WLOG, let B1 = 1. Assume that
detMb = B4 +B2 +B3 = 0
for some b ∈ F∗q4 \ Fq2 . Then B4 = B2 +B3, and
mb(x) = x
4 +B1x
3 +B2x
2 +B3x+B4
= x4 + x3 +B2x
2 +B3x+B2 +B3
= (x+ 1)(x3 +B2x+B2 +B3).
Contradicts! We finish the proof.
C. Case 3: Extension Degree t = 2
Theorem 4.11: Let n = 2m, and let
F (x) =
m−1∑
i=0
cix
2m+i+2i ∈ F2n [x].
Then F is pseudo-planar over F2n if and only if
b2
m+1 +
m−1∑
i=0
(cib)
2m−i+1 +
m−1∑
i=0
(cib)
22m−i+1 6= 0
for any nonzero b in F2n .
Proof: Set q = 2m. According to Theorem 3.1, the
dual linearized polynomial of La(x) = F (x+a)+F (x)+
F (a) + ax is L∗b (a):
L
∗
b (a) = A0 · a+A1 · a2
m
,
where
A0 = b,
A1 =
m−1∑
i=0
(cib)
2n−i
+
m−1∑
i=0
(cib)
2m−i ∈ Fq.
Hence
detMb =
∣∣∣∣ A0 A1Aq1 Aq0
∣∣∣∣ = Aq+10 +Aq+11 = bq+1 +A21.
Then the result follows from Theorem 3.1.
Now we use Theorem 4.11 to characterize a mono-
mial pseudo-planar function, which was firstly studied by
Schmidt and Zhou in [24].
Theorem 4.12: Let n = 2m, and let
F (x) = cx2
m+1, where c ∈ F2n .
Then F is pseudo-planar over F2n if and only if
Trm/1(c
2m+1) = 0. Further, the number of such c in F2n
is equal to 22m−1 − 2m−1.
Proof: We only prove the sufficient and necessary
condition in the first part. Then the counting argument
follows directly.
Let q = 2m. The case c = 0 is trivial. We assume in
the following that c 6= 0. According to Theorem 4.11, F
is pseudo-planar if and only if
detMa = a
q+1 + (ca)2 + (ca)2q 6= 0 (56)
for any nonzero a ∈ F∗2n . Let a = c−1b. Define x1 = b
and x2 = bq . Let
B1 = x1 + x2 = b+ b
q = Trn/m(b),
B2 = x1x2 = b
q+1 = Nn/m(b).
Then F is pseudo-planar if and only if
detMa = c
−(q+1)bq+1 + b2 + b2q
= c−(q+1)B2 + B21 6= 0
for any nonzero b ∈ F∗2n .
If b ∈ F∗q , then
detMa = c
−(q+1)b2,
which is clearly nonzero for any nonzero b.
In the following, we assume that b ∈ F∗q2 \ Fq. We
distinguish two cases.
Case 1: B1 = 0.
Then it is clear that detMa = c−(q+1)B2 6= 0.
Case 2: B1 6= 0.
WLOG, we assume that B1 = 1. Then
detMa = c
−(q+1)B2 + 1.
Assume detMa = 0 for some b. Then it follows that
B2 = c
q+1.
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Let us consider the polynomial
mb(x) = x
2 + x+ cq+1. (57)
If Trm/1(cq+1) 6= 0, then mb(x) is irreducible over Fq .
Hence its solutions are all in F∗q2\Fq, and for each solution,
detMa = 0 holds, which means that F is not pseudo-
planar. On the other hand, if Trm/1(cq+1) = 0, then mb(x)
is reducible over Fq, which contradicts that b ∈ F∗2n \ Fq .
This contradiction shows that detMa 6= 0 holds. Hence
F is pseudo-planar over F2n .
The above theorem generalizes [24, Theorem 3.1],
which said that: if c ∈ F∗q and Trm/1(c) = 0, then
F (x) = cxq+1 is pseudo-planar over Fq2 .
An exhaustive search over F22m for 1 ≤ m ≤ 4 shows
that there are no pseudo-planar functions with the form
m−1∑
i=0
cix
2m+i+2i
, where ci ∈ F22m other than the mono-
mials given by Theorem 4.12. It takes about 120 hours for
the exhaustive search over F28 by Magma V2.12-16 on a
personal computer (IntelCore CPU i5-3337U@1.80GHz,
1.80GHz, RAM 8.0GB). Hence we propose the following
conjecture. We can not prove it now and leave it as an
open problem.
Problem 4.13: Set n = 2m and q = 2m. Let
F (x) =
m−1∑
i=0
cix
2m+i+2i ∈ F2n [x].
To prove F is pseudo-planar over F2n if and only if
Trm/1(c
q+1
0 ) = 0, and c1 = c2 = · · · = cm−1 = 0; or
to find a counter-example.
V. EQUIVALENCE PROBLEM ON CONSTRUCTED
PSEUDO-PLANAR FUNCTIONS
In Section III a general family of quadratic pesudo-
planar functions was presented. Moreover, in Section IV
five explicit families of pesudo-planar functions were
constructed. Note that we call a family of pesudo-planar
functions explicit if the condition (for it to be pesudo-
planar) can be easily verified. For example, the following
are the list of these five explicit families of functions, while
the family defined by Proposition 4.4 is not explicit since
the condition (24) can not be easily verified (though it can
be verified by computer for small variables).
1) cx2(q+1) + cqx2(q2+1), where n = 3m, q = 2m,
c ∈ F2n (Theorem 4.2).
2) x2(q+1)+xq2+1+xq2+q+x2(q2+1), where n = 3m,
m 6≡ 1 mod 3 and q = 2m (Theorem 4.3).
3) xq+1 + αxq2+q + xq2+1, where n = 3m, q = 2m
and α3 + α2 + 1 = 0 (Corollary 4.5).
4) xq+1 + xq2+1 + xq3+q + xq3+1, where n = 4m,
q = 2m (Theorem 4.9).
5) xq2+q + xq3+q2 + xq3+q , where n = 4m, q = 2m
(Theorem 4.10).
In this section, we will discuss the equivalence problem
on these functions. Firstly, the pesudo-planar functions
in Theorem 4.2, Theorem 4.3 and Corollary 4.5 cannot
be new. The reason is that they are all of Dembowski-
Ostrom type, which means that the semifields’ centers
must contain Fq . By the classification of semifields of
order q3 over Fq by Menichetti in 1977 [20], they must be
finite fields. Therefore these functions should be equivalent
to F (x) = 0. The same argument also works for the
functions in Result 3 discovered by Hu et al [13].
Secondly, we study the equivalence of the functions in
Theorems 4.9 and 4.10. To check whether they are new or
not, we determine the left (right) nucleus of the derived
semifields.
Proposition 5.1: Let F be the function in Theorem 4.9
or Theorem 4.10. Then the semifield derived from F is
isomorphic to the finite field.
Proof: We only prove the case that F is the function
in Theorem 4.9. The other case can be proved similarly
and is omitted here. Then
F (x) = xq+1 + xq
2+1 + xq
3+q + xq
3+1,
where q = 2m and n = 4m.
Let us define the following multiplication
x ∗ y = xy + F (x+ y) + F (x) + F (y)
= xTrn/m(y) + x
q(y + yq
3
) + xq
2
y + xq
3
(y + yq).
Since x ∗ 1 = xq2 , (F2n ,+, ∗) is not a semifield but a
presemifield. Then we define
x ◦ y = (x ∗ y)q2
= xyq
2
+ xq(yq
2
+ yq
3
) + xq
2
Trn/m(y) + x
q3 (yq
2
+ yq).
Hence (F2n ,+, ◦) is a semifield corresponding to F .
On one hand, we have
a ◦ (x ◦ y)
= aA0(x, y) + a
qA1(x, y) + a
q2A2(x, y) + a
q3A3(x, y),
where
A0(x, y) = (x ◦ y)q
2
,
A1(x, y) =
(
(x ◦ y)q2 + (x ◦ y)q3
)
,
A2(x, y) = Trn/m(x ◦ y),
A3(x, y) =
(
(x ◦ y)q2 + (x ◦ y)q
)
.
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On the other hand, we have
(a ◦ x) ◦ y
= (a ◦ x)yq2 + (a ◦ x)q(yq2 + yq3)
+(a ◦ x)q2Trn/m(y) + (a ◦ x)q
3
(yq
2
+ yq)
= aB0(x, y) + a
qB1(x, y) + a
q2B2(x, y)
+aq
3
B3(x, y),
where
B0(x, y)
= xq
2
yq
2
+ (xq
2
+ xq)q(yq
2
+ yq
3
)
+Trn/m(x)Trn/m(y) + (x
q2 + xq
3
)q
3
(yq
2
+ yq),
B1(x, y)
= (xq
2
+ xq
3
)yq
2
+ (xq
2
)q(yq
2
+ yq
3
)
+(xq
2
+ xq)q
2
Trn/m(y) + Trn/m(x)(y
q2 + yq),
B2(x, y)
= Trn/m(x)y
q2 + (xq
2
+ xq
3
)q(yq
2
+ yq
3
)
+(xq
2
)q
2
Trn/m(y) + (x
q2 + xq)q
3
(yq
2
+ yq),
B3(x, y)
= (xq
2
+ xq)yq
2
+Trn/m(x)(y
q2 + yq
3
)
+(xq
2
+ xq
3
)q
2
Trn/m(y) + (x
q2 )q
3
(yq
2
+ yq).
Then a direct computation shows that
Ai(x, y) = Bi(x, y), i = 0, 1, 2, 3.
Hence
a ◦ (x ◦ y) = (a ◦ x) ◦ y for all a, x, y ∈ F2n ,
which means that (F2n ,+, ◦) is isomorphic to the finite
field F2n .
It is a pity that all the explicit families of pesudo-planar
functions constructed in the last section are equivalent to
F (x) ≡ 0. However, they are still interesting since it may
be hard to prove a given function to be pesudo-planar even
if it is equivalent to known functions. For example, the
pesudo-planar function in [23, Theorem 1.1] is equivalent
to the zero function. However, the fact that it is pesudo-
planar seems not to be easily proved. The functions in
Result 3 are also such examples.
Since the number of pairwise nonisomorphic commuta-
tive semifields of even order N in the Kantor family is not
bounded above by any polynomial in N , and the Kantor
family is included in the general family constructed in
Theorem 3.1 (as shown in the end of Section III.A), we
know that there exist plenties of pesudo-planar functions
in our general family which are inequivalent to the zero
function. However, we are wondering whether there exists
a function in Theorem 3.1 which is inequivalent to all
known pesudo-planar functions. Currently we can not find
an answer and leave it as an open problem.
Problem 5.2: Does there exist a pesudo-planar function
in the general family given by Theorem 3.1 which is
inequivalent to those in Result 1? If yes, find such an
example.
VI. APPLICATIONS OF CONSTRUCTED
PSEUDO-PLANAR FUNCTIONS
According to Theorem 2.5 and Proposition 2.6, the
pseudo-planar functions constructed in Section IV can
contribute a lot of complete sets of MUBs, optimal code-
books meeting the Levenstein bound. They can also be
used to construct compressed sensing matrices with low
coherence. In the following we give a small example over
F23 .
Example 2: In Theorem 4.2, set m = 1, n = 3 and c =
1. Then F (x) = x6+x10 is a pseudo-planar function over
F23 . According to Theorem 2.5 and Proposition 2.6, the
following bases is a complete set of MUB with dimension
3. The union set of these basis vectors is an optimal (72, 8)
complex codebook meeting the Levenstein bound.
B1 = {(AAAAAAAA), (AACACCCA),
(ACACCCAA), (AACCCAAC),
(ACCCAACA), (ACCAACAC),
(ACAACACC), (AAACACCC)},
B2 = {(ADBDAADC), (ADDDCCBC),
(ABBBCCDC), (ADDBCADA),
(ABDBAABC), (ABDDACDA),
(ABBDCABA), (ADBBACBA),
B3 = {(AADABDDC), (AABADBBC)},
(ACDCDBDC), (AABCDDDA),
(ACBCBDBC), (ACBABBDA),
(ACDADDBA), (AADCBBBA)},
B4 = {(ADDCADAB), (ADBCCBCB),
(ABDACBAB), (ADBACDAD),
(ABBAADCB), (ABBCABAD),
(ABDCCDCD), (ADDAABCD)},
B5 = {(ABADDDAC), (ABCDBBCC),
(ADABBBAC), (ABCBBDAA),
(ADCBDDCC), (ADCDDBAA),
(ADADBDCA), (ABABDBCA)},
B6 = {(ADAADCDB), (ADCABABB),
(ABACBADB), (ADCCBCDD),
(ABCCDCBB), (ABCADADD),
(ABAABCBD), (ADACDABD)},
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B7 = {(AADDDACB), (AABDBCAB),
(ACDBBCCB), (AABBBACD),
(ACBBDAAB), (ACBDDCCD),
(ACDDBAAD), (AADBDCAD)},
B8 = {(ACCBCBBD), (ACABADDD),
(AACDADBD), (ACADABBB),
(AAADCBDD), (AAABCDBB),
(AACBABDB), (ACCDCDDB)},
B∞ = {(10000000), (01000000),
(00100000), (00010000),
(00001000), (00000100),
(00000010), (00000001)},
where A, B, C and D denotes 1√
8
,
√−1√
8
, − 1√
8
and −
√−1√
8
respectively.
VII. CONCLUSION
In this paper, we introduced a new approach to con-
structing quadratic pseudo-planar functions over F2n . By
using it, a general family of such functions was con-
structed. Then five explicit families of pseudo-planar func-
tions were presented, and many known families were
reconstructed, some of which were generalized. These
pseudo-planar functions not only lead to projective planes,
relative difference sets and presemifields, but also give op-
timal codebooks meeting the Levenstein bound, complete
sets of MUB, and compressed sensing matrices with low
coherence.
Now all the families of known pesudo-planar functions
are subfamilies of the functions with the general form (6).
On one hand, we believe that there exist other explicit
subfamilies of pseudo-planar functions in this general
family. Particularly, we are wondering whether the answer
to Problem 5.2 is positive. On the other hand, it is more
interesting to find a class of pseudo-planar functions out
of this family. Further, we would like to ask again the
following problem which was raised in [22].
Problem 7.1: Is it possible to find a pesudo-planar
function that is not of Dembowski-Ostrom type?
To prove a quadratic function to be pseudo-planar, it is
equivalent to proving a series of linearized polynomials are
permutation polynomials. In this paper, instead of inves-
tigating these linearized polynomials directly, we turned
to study the dual polynomials of these functions. It seems
that this method is efficient. It should be useful to study
other problems about linearized permutation polynomials.
Particularly, it may work for planar functions over finite
fields with odd characteristic.
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