Standard Gini covariance and Gini correlation play important roles in measuring the dependence of random variables with heavy tails. However, the asymmetry brings a substantial difficulty in interpretation. In this paper, we propose a symmetric Gini-type covariance and a symmetric Gini correlation (ρ g ) based on the joint rank function. The proposed correlation ρ g is more robust than the Pearson correlation but less robust than the Kendall's τ correlation. We establish the relationship between ρ g and the linear correlation ρ for a class of random vectors in the family of elliptical distributions, which allows us to estimate ρ based on estimation of ρ g . The asymptotic normality of the resulting estimators of ρ are studied through two approaches: one from influence function and the other from U-statistics and the delta method. We compare asymptotic efficiencies of linear correlation estimators based on the symmetric Gini, regular Gini, Pearson and Kendall's τ under various distributions. In addition to reasonably balancing between robustness and efficiency, the proposed measure ρ g demonstrates superior finite sample performance, which makes it attractive in applications.
Introduction
Let X and Y be two non-degenerate random variables with marginal distribution functions F and G, respectively, and a joint distribution function H. To describe dependence correlation between X and Y , the Pearson correlation (denoted as ρ p ) is probably the most frequently used measure. This measure is based on the covariance between two variables, which is optimal for the linear association between bivariate normal variables. However, the Pearson correlation performs poorly for variables with heavily-tailed or asymmetric distributions, and may be seriously impacted even by a single outlier (e.g., Shevlyakov and Smirnov, 2011) . Under the assumption that F and G are continuous, the Spearman correlation, a robust alternative, is a multiple (twive) of the covariance between the cumulative functions (or ranks) of two variables; the Gini correlation is based on the covariance between one variable and the cumulative distribution of the other (Blitz and Brittain, 1964) . Two Gini correlations can be defined as (Schechtman and Yitzhaki, 1987; 1999; . Two Gini correlations are equal if X and Y are exchangeable up to a linear transformation. However, Gini covariances are not symmetric in X and Y in general. On one hand, this asymmetrical nature is useful and can be used for testing bivariate exchangeability (Schechtman, Yitzhaki and Artsev, 2007) . On the other hand, such asymmetry violates the axioms of correlation measurement (Mari and Kotz, 2001 ). Although some authors (e.g., Xu et al., 2010) dealt with asymmetry by a simple average (γ(X, Y )+γ(Y, X))/2, it is difficult to interpret this measure, especially when γ(X, Y ) and γ(Y, X) have different signs. The asymmetry of γ(X, Y ) and γ(Y, X) stems from the usage of marginal rank function F (x) or G(y). A remedy is to utilize a joint rank function. To do so, let us look at a representation of the Gini mean difference (GMD) under continuity assumption: ∆(F ) = 4cov(X, F (X)) = 2cov(X, 2F (X) − 1) (Stuart, 1954 ; Lerman and Yitzhaki, 1984) . The second equality rewrites GMD as twice of the covariance of X and the centered rank function r(X) := 2F (X) − 1. If F is continuous, Er(X) = 0. Hence ∆(F ) = 2cov(X, r(X)) = 2E(Xr(X)).
(
The rank function r(X) provides a center-orientated ordering with respect to the distribution F . Such a rank concept is of vital importance for high dimensions where the natural linear ordering on the real line no longer exists. A generalization of the centered rank in high dimension is called the spatial rank. Based on this joint rank function, we are able to propose a symmetric Gini covariance (denoted as cov g ) and a corresponding symmetric correlation (denoted as ρ g ). That is, cov g (X, Y ) = cov g (Y, X) and ρ g (X, Y ) = ρ g (Y, X).
We study properties of the proposed Gini correlation ρ g . In terms of the influence function, ρ g is more robust than the Pearson correlation ρ p . However, ρ g is not as robust as the Spearman correlation and Kendall's τ correlation. Kendall's τ is another commonly used nonparametric measure of association. The Kendall correlation measure is more robust and more efficient than the Spearman correlation (Croux and Dehon, 2010) . For this reason, in this paper we do not consider Spearman correlation for comparison.
As Kendall's τ has a relationship with the linear correlation ρ under elliptical distributions (Kendall and Gibbons, 1990; Lindskog, Mcneil and Schmock, 2003) , we also set up a function between ρ g and ρ under elliptical distributions. This provides us an alternative method to estimate ρ based on estimation of ρ g . The asymptotic normality of the estimator based on the symmetric Gini correlation is established. Its asymptotic efficiency and finite sample performance are compared with those of Pearson, Kendall's τ and the regular Gini correlation coefficients under various elliptical distributions.
As any quantity based on spatial ranks, ρ g is only invariant under translation and homogeneous change. In order to gain the invariance property under heterogeneous changes, we provide an affine invariant version.
The paper is organized as follows. In Section 2, we introduce a symmetric Gini covariance and the corresponding correlation. Section 3 presents the influence function. Section 4 gives an estimator of the symmetric Gini correlation and establishes its asymptotic properties. In Section 5, we present the affine invariant version of the symmetric Gini correlation and explore finite sample efficiency of the corresponding estimator. We present a real data application of the proposed correlation in Section 6. Section 7 concludes the paper with a brief summary. All proofs are reserved to the Appendix.
Symmetric Gini covariance and correlation
The main focus of this section is to present the proposed symmetric Gini covariance and correlation, and to study the corresponding properties.
Spatial rank
Given a random vector Z in R d with distribution H, the spatial rank of z with respect to the distribution H is defined as
where s(·) is the spatial sign function defined as s(z) = z/ z with s(0) = 0. The solution of r(z, H) = 0 is called the spatial median of H, which minimizes E H z − Z . Obviously, Er(Z, H) = 0 if H is continuous. For more comprehensive account on the spatial rank, see Oja (2010) .
where R 1 (z) = E(x − X)/ z − Z and R 2 (z) = E(y − Y )/ z − Z are two components of the joint rank function r(z, H).
Symmetric Gini covariance
Our new symmetric covariance and correlation are defined based on the bivariate spatial rank function. Replacing the univariate centered rank in (1) with R 2 (z), we define the symmetric Gini covariance as
Note that cov g (X, Y ) = 2cov(X, R 2 (Z)) if H is continuous. Dually, cov g (Y, X) = 2EY R 1 (Z) can also be taken as the definition of the symmetric Gini covariance between X and Y . Indeed,
where
T from H. In addition, we define
We see that not only the Gini covariance between X and Y but also Gini variances of X and of Y are defined jointly through the spatial rank. *** (2015) considered the Gini covariance matrix Σ g = 2EZr T (Z). The covariances defined above in (2), (4) and (5) are elements of Σ g for two dimensional random vectors. Rather than the assumption on a finite second moment in the usual covariance and variance, the Gini counterparts assume only the first moment, hence being more suitable for heavy-tailed distributions. A related covariance matrix is spatial sign covariance matrix (SSCM), which requires a location parameter to be known but no assumption on moments (Visuri, Koivunen and Oja, 2000) .
Particularly, if Z is a one dimensional random variable, we have cov g (Z, Z) = E|Z 1 − Z 2 |, which reduces to GMD. In this sense, we may view the symmetric Gini covariance as a direct generalization of GMD to two variables.
Symmetric Gini correlation
Using the symmetric Gini covariance defined by (2), we propose a symmetric Gini correlation coefficient as follows.
T is a bivariate random vector from the distribution H with finite first moment and non-degenerate marginal distributions, then the symmetric Gini correlation between X and Y is
Theorem 2 For a bivariate random vector (X, Y ) T from H with finite first moment, ρ g has the following properties:
The proof is placed in the Appendix. Theorem 2 shows that the symmetric Gini correlation has all properties of Pearson correlation coefficient except for Property 5. It loses the invariance property under heterogeneous changes because of the Euclidean norm in the spatial rank function. To overcome this drawback, we give the affine invariant version of the ρ g in Section 5. Comparing with Pearson correlation, as we will see in Section 3, the Gini correlation is more robust in terms of the influence function.
Symmetric Gini correlation for elliptical distributions
The relationship between Kendall's τ and the linear correlation coefficient ρ, τ = 2/π arcsin(ρ), holds for all elliptical distributions. So ρ = sin(πτ /2) provides a robust estimation method for ρ by estimating τ (Lindskog et al., 2003) . This motivates us to explore the relationship between the symmetric Gini correlation ρ g and the linear correlation coefficient ρ under elliptical distributions.
A d-dimensional continuous random vector Z has an elliptical distribution if its density function is of the form
where Σ is the scatter matrix, µ is the location parameter and the nonnegative function g is the density generating function. An important property for the elliptical distribution is that the nonnegative random variable . If the second moment of Z exists, then the scatter parameter Σ is proportional to the covariance matrix. Thus the Pearson correlation ρ p is well defined and is equal to the parameter ρ in the elliptical distributions. If Σ 11 = Σ 22 = σ 2 , we say X and Y are homogeneous, and Σ can then be written as
In this case, if ρ = ±1, Σ is singular and the distribution reduces to an one-dimensional distribution.
The following theorem states the relationship between ρ g and ρ under elliptical distributions.
T has an elliptical distribution H with finite first moment and the scatter matrix Σ = σ 2 1 ρ ρ 1 , then we have
are the complete elliptic integral of the first kind and the second kind, respectively. The relationship (8) holds only for Σ with Σ 11 = Σ 22 because of the loss of invariance property of ρ g under the heterogeneous changes. Note that for any elliptical distribution, the regular Gini correlations are equal to ρ. Schechtman and Yitzhaki (1987) proved that γ(X, Y ) = γ(Y, X) = ρ for bivariate normal distributions, but their proof can be modified for all elliptical distributions. Based on the spatial sign covariance matrix, Dürre, Vogel and Fried (2015) considered a spatial sign correlation coefficient, which equals to ρ for elliptical distributions. Figure 1 plots the proposed symmetric Gini correlation ρ g as function of ρ under homogeneous elliptical distributions with finite second moment. In comparison, we also plot Pearson ρ p and Kendall's τ against ρ. All correlations are increasing in ρ. It is clear that |τ | < |ρ g | < |ρ p | = |ρ|.
With (8), the estimateρ g of ρ g can be corrected to ensure Fisher consistency by using the inversion transformation k −1 (ρ g ), denoted asρ g . In the next section, we study the influence function of ρ g , which can be used to evaluate robustness and efficiency of the estimatorsρ g in any distribution and that ofρ g under elliptical distributions.
Influence function
The influence function (IF) introduced by Hampel (1974) is now a standard tool in robust statistics for measuring effects on estimators due to infinitesimal perturbations of sample distribution functions (Hampel et al., 1986) . For a cdf H on R d and a functional T : 
where H n denotes the empirical distribution based on sample z 1 ,...,z n . This representation shows the connection of the IF with robustness of T , observation by observation. Furthermore, (9) yields asymptotic m-variate normality of
To find the influence function of the symmetric Gini correlation defined in (6), let
Theorem 4
For any distribution H with finite first moment, the influence function of ρ g = T (H) is given by
Note that each of L i (x, y) is approximately linear in x or y. Comparing with the quadratic effects in the Pearson's correlation coefficient (Devlin, Gnanadesikan and Kettering, 1975) ,
ρ g is more robust than the Pearson correlation. However, ρ g is not as robust as Kendall's τ correlation since the influence function of ρ g is unbounded. Kendall's τ correlation has a bounded influence function (Croux and Dehon, 2010), which is IF((x, y)
In this sense, ρ g is more robust than ρ p but less robust than τ . 
Estimation
T , and Z = (z 1 , z 2 , ..., z n ) be a random sample from a continuous distribution H with an empirical distribution H n . Replacing H in (6) with H n , we have the sample counterpart of the symmetric Gini correlation coefficient ρ g (H n ) =ρ g :
Using the same notations in Section 3, we have the following central limit theorem of the sample symmetric Gini correlationρ g .
Theorem 5
Let z 1 , z 2 , ..., z n be a random sample from 2-dimensional distribution H with finite second moment. Thenρ g is an unbiased, √ n-consistent
Although (10) implies Theorem 5, it is hard to check regularity conditions for the von Mises expansion (9) . Instead, we prove it in the Appendix using the multivariate delta method and the asymptotic normality of the sample Gini covariance matrix, which is based on the U -statistics theory (***, 2015). For an elliptical distribution H, Theorem 2 shows thatρ g is not a Fisher consistent estimator of ρ. We need to consider the inverse transformationρ g = k −1 (ρ g ), where the function k is given in (8) . Applying the delta method, we obtain the √ n-consistency of estimatorρ g for ρ.
Theorem 6 Let z 1 , z 2 , ..., z n be a sample from elliptical distribution H with finite second moment and
and a √ n-consistent estimator of ρ. Moreover,
.
Theorem 6 provides an estimator based onρ g for the correlation parameter for elliptical distributions. The asymptotic variance [k (ρ)] −2 v g can be used to evaluate asymptotic efficiency ofρ g .
Asymptotic efficiency
To compare relative efficiency, we present the asymptotic variances (ASV) of four estimators of ρ including Pearson's estimatorρ p ,ρ g , the regular Gini correlation estimator, and the estimator through Kendall's τ estimator.
Witting and Müller-Funk (1995) established asymptotic normality for the regular sample Pearson correlation coefficientρ p :
2 . An estimatorρ γ of the regular Gini correlation γ(X, Y ) iŝ
and h 2 (z 1 , z 2 ) = |x 1 − x 2 |/4. Using U-statistic theory, Schechtman and Yitzhak (1987) provided the asymptotic normality:
Under elliptical distributions, γ(X, Y ) = γ(Y, X) = ρ, hence the asymptotic variance ofρ γ is v γ . For a normal distribution, Xu et al. (2010) provided an explicit formula of v γ , given by v γ = π/3 + (π/3 + 4
Borovskikh (1996) presented the asymptotic normality of the estimatorτ :
Applying the delta method toρ τ = sin(πτ /2), we obtain the asymptotic variance ofρ τ to be t . The normal distribution is the limiting distribution of the t-distributions as ν → ∞. The Kotz type distribution is a bivariate generalization of the Laplace distribution with the tail region fatness between that of the normal and t distributions (Fang, Kotz and Hg, 1987) . We consider only elliptical distributions because all four estimatorsρ g ,ρ γ ,ρ τ andρ p are Fisher consistent for parameter ρ. The estimators for non-elliptical distributions may estimate different quantities, resulting in their asymptotical variances incomparable. Without loss of generality, we consider only cases with ρ > 0. Listed in Table 1 are asymptotic variances (ASV) of Pearson estimatorρ p , and asymptotic relative efficiencies (ARE) of estimatorsρ g ,ρ γ andρ τ relative toρ p for different elliptical distributions under the homogeneous assumption, where the asymptotic relative efficiency of an estimator with respect to another is defined as ARE(ρ 1 ,ρ 2 ) = ASV(ρ 2 )/ASV(ρ 1 ). The asymptotic variance of each estimator is obtained based on a combination of numeric integration and the Monte Carlo simulation. Table 1 shows that the asymptotic variances ofρ p ,ρ g ,ρ γ andρ τ all decrease as ρ increases. When ρ = 1, every estimator is equal to 1 without any estimation error. Asymptotic variances increase for t distributions as the degrees of freedom ν decreases. Under normal distributions, the Pearson correlation estimator is the maximum likelihood estimator of ρ, thus is most efficient asymptotically. The symmetric Gini estimatorρ g is high in efficiency with ARE's greater than 93%; it is more efficient than Kendall's estimatorρ τ . For heavy-tailed distributions, the symmetric Gini estimator is more efficient than Pearson's estimator ρ p . The AREs of the symmetric Gini estimator are close to those of Kendall's estimatorρ τ for Kotz samples. Comparing with the regular Gini correlation estimator, the proposed measure has higher efficiency for all cases except for ρ = 0.1 under normal and t(15) distributions, in which the efficiency is about 2.4% and 1.2% lower. These results may be explained by that the joint spatial rank used inρ g takes more dependence information than the marginal rank used inρ γ .
In summary, the proposed symmetric Gini estimator has nice asymptotic behavior that well balances between efficiency and robustness. It is more efficient than the regular Gini, which is also symmetric under elliptical distributions.
Finite sample efficiency
We conduct a small simulation to study the finite sample efficiencies of the correlation estimators for the symmetric Gini, regular Gini, Kendall's τ and Pearson correlations. M = 3000 samples of two different sample sizes, n = 30, 300, are drawn from t-distributions with 1, 3, 5, 15 and ∞ degrees of freedoms and from the Kotz distribution. We use R Package "mnormt" to generate samples from multivariate t and normal distributions (referred as t(∞) in Table  2 ). For the Kotz sample, we first generate uniformly distributed random vectors on the unit circle by u = (cos θ, sin θ)
T with θ in [0, 2π], then generate r from a Gamma distribution with α = 2 (the shape parameter) and β = 1 (the scale parameter) and hence Σ 1/2 ru + µ is a sample from bivariate Kotz(µ, Σ). For more details, see *** (2015).
For each sample m, each estimatorρ (m) is calculated and the root of mean squared error (RMSE) of the estimatorρ is computed as
The procedure is repeated 100 times. In Table 2 , we report the mean and standard deviation (in parentheses) of √ nRMSEs of correlation estimatorsρ g , ρ γ ,ρ τ andρ p when the scatter matrix is homogeneous with Σ = σ 2 1 ρ ρ 1 .
The case of n = ∞ corresponds to the asymptotic standard deviation of each estimator that can be obtained from Table 1 . Sinceρ g cannot be given explicitly due to the inverse transformation involved inρ g = k −1 (ρ g ), we use a numerical way to obtainρ g by creating a correspondence between s and t, where s = k(t) and t is a very fine grid on [0, 1].ρ g is computed by using R package "ICSNP" for spatial.rank function.
In Table 2 , the √ nRMSEs demonstrate an increasing trend as ρ decreases or as the degree of freedom ν decreases for t distributions. For n = 300, the behavior of each estimator is similar to its asymptotic efficiency behavior. For example, for n = 300 and ρ = 0.5 under the normal distribution, the √ nRMSE ofρ p is 0.7534 close to the asymptotic standard deviation 0.7504. We include heavy-tailed t(1) and t(3) distributions in the simulation to demonstrate finite sample behavior of Pearson and Gini estimators when their asymptotic variances may not exist.
√ nRMSE ofρ p is about twice as that ofρ g for n = 300 in both t(1) and t(3) distributions. For t(1) distribution,ρ τ is much better than others in terms of √ nRMSE. When the sample size is small (n = 30),ρ g performs the best. The √ nRMSEs ofρ g are smaller than that ofρ τ even under heavytailed t(3) distribution.ρ g has a smaller √ nRMSE than the Pearson correlation estimator for the normal distribution with ρ = 0.1 and all other distributions. The symmetric Gini estimatorρ g has smaller √ nRMSE than the regular Gini estimatorρ γ for all cases we consider. The simulation demonstrates superior finite sample behavior of the proposed estimator.
The affine invariant version of symmetric Gini correlation
The proposed ρ g in Section 2.3 is only invariant under translation and homogeneous change. We now provide an affine invariant version of ρ g , denoted as ρ G , in order to gain the invariance property under heterogeneous changes. This is based on the affine equivariant (AE) Gini covariance matrix Σ G proposed by *** (2015). The basic idea of Σ G is that the Gini covariance matrix on standardized data should be proportional to the identity matrix I. That is, E(Σ
where c is a positive constant. In other words, the AE version of the Gini covariance matrix is the solution of
where c(H) is a constant depending on H. In this way, the matrix valued functional Σ G (·) is a scatter matrix in the sense that for any nonsingular matrix A and vector b,
T be a bivariate random vector with distribution function
be the solution of (11) . Then the affine invariant 
. Since the value of c(H) in (11) does not change the value of ρ G (X, Y ), without loss of generality, assume c(H) = 1.
Theorem 7
For any bivariate random vector Z = (X, Y ) T having an elliptical distribution H with finite first moment, ρ G (aX, bY ) = sgn(ab)ρ G (X, Y ) for any ab = 0.
Remark 8 Under elliptical distributions, ρ G = ρ. This is true since Σ G = Σ for elliptical distributions.
When a random sample z 1 , z 2 , ..., z n is available, replacing H with its empirical distribution H n in (11) yields the sample counterpartΣ G , and hence the sampleρ G is obtained accordingly. We obtainΣ G by a common re-weighted iterative algorithm:
The initial value can takeΣ
(0)
< ε for a pre-specified number ε > 0, where · can take any matrix norm.
Next, we study finite sample efficiency ofρ G under the same simulation setting as in Section 4.2 except that the scatter matrix is heterogeneous. The scatter matrix of each elliptical distribution is Σ = 1 2ρ 2ρ 4 . Table 3 reports √ nRMSE of correlation estimatorsρ G ,ρ γ ,ρ τ andρ p . The numbers in the last three columns are very close to those in Table 2 becauseρ γ ,ρ τ andρ p are affine invariant.
√ nRMSEs ofρ G are also close to √ nRMSE ofρ g for n = 300, but are larger than those for n = 30 and ρ = 0.1. The loss of finite sample efficiency ofρ G for a small size under low dependence ρ is probably caused by the iterative algorithm in the computation ofρ G . The problem is even worse in t(1) distribution where the first moment does not exist. As the value of ρ increases, √ nRMSE of each estimator decreases for all distributions. Under Kotz and t(15) distributions, the affine invariant Gini estimatorρ G is the most efficient; under t(5) distribution, the √ nRMSE ofρ G is smaller than that of Kendall'sρ τ when ρ = 0.9. For the normal distributions,ρ G is almost as efficient asρ p when ρ = 0.9. The affine invariant Gini correlation estimator shows a good finite sample efficiency. Again, the proposed Gini has smaller √ nRMSEs than the regular Gini in all cases.
Application
For the purpose of illustration, we apply the symmetric Gini correlations to the famous Fisher's Iris data which is available in R. The data set consists of 50 samples from each of three species of Iris (Setosa, Versicolor and Virginica). For each Iris species, we compute different correlation measures for all pairs of variables. Since variations of variables are quite different, the affine equivariant version of symmetric gini correlation estimatorρ G is used. For each pair of variables X and Y , we also calculate Pearson correlation, Kendall's τ and two regular gini correlation estimators, denoted asγ 1,2 (γ(X, Y )) andγ 2,1 (γ(Y, X)). All correlation estimators are listed in Table 5 . From Table 5 , we observe that comparing with other two species, Iris Setosa has high correlation between sepal length and sepal width, but has low correlation between sepal length and petal length. Versicolor has much larger correlation between petal length and petal width than the other two species do.
Virginica has the highest correlation between lengths of sepal and petal among the three species.
Kendall's τ correlation value is the smallest among all correlation estimators across all pairs and across all species. Two regular Gini correlation estimators are quite different especially between sepal width and petal length in Iris Virginica species. The difference is as high as 0.159. One might perform a hypothesis test on exchangeability of two variables by testing γ 1,2 = γ 2,1 (Schechtman, Yitzhaki and Artsev, 2007) . The p-value of the test is 0.0113, which serves as a strong evidence to reject exchangeability of two variables sepal width and petal length in Iris Virginica. We also observe thatρ G andρ p tend to have a same pattern across variable pairs and across species. For example, for all six pairs of variables in Iris Setosa,ρ G is large or small wheneverρ p is large or small. In other words, the correlation ranking across variable pairs provided by the Pearson correlation is the same as the ranking by the proposed symmetric Gini correlation. However, such a pattern is not shared by any two correlations from ρ G ,τ ,γ 1,2 andγ 2,1 . Also, values ofρ G are larger than values ofρ p in most cases.
Conclusion
In this paper we propose symmetrized Gini correlation ρ g and study its properties. The relationship between ρ g and ρ is established when the scatter matrix, Σ, is homogeneous. The affine invariant version ρ G is also proposed to deal with the case when Σ is heterogeneous. Asymptotic normality of the proposed estimators are established. The influence function reveals that ρ g is more robust than the Pearson correlation while it is less robust than the Kendall's τ correlation. Comparing with the Pearson correlation estimator, the regular Gini correlation estimator and the Kendall's τ estimator of ρ, the proposed estimators balance well between efficiency and robustness and provide an attractive option for measuring correlation. Numerical studies demonstrate that the proposed estimators have satisfactory performance under a variety of situations. In particular, the symmetric Gini estimators are more efficient than the regular Gini estimators. This can be explained by the fact that the multivariate spatial rank used in the symmetrized Gini correlations takes more dependence information than the marginal ranks in the traditional ones.
We comment that the symmetric Gini correlation ρ g is not limited to elliptical distributions. Theorems 2, 4 and 5 also hold for any bivariate distribution with a finite first moment. Under elliptical distributions, the linear correlation parameter ρ is well defined and all the four estimators are Fisher consistent. Hence their asymptotical variances are comparable and can be used for evaluating relative asymptotic efficiency among the estimators.
The proposed symmetric Gini correlation has some disadvantages. Although its formulation is natural, the symmetric Gini loses an intuitive interpretation. It is more difficult to compute than the Pearson correlation, especially when X and Y are heterogeneous. In that case, an iterative scheme is required to obtain the affine invariant version of symmetric Gini correlation. When applying the proposed measure, one may consider the trade-off among efficiency, robustness, computation and interpretability.
