Abstract Object based compression techniques are widely believed to have the potential to give the best compression results for a given signal quality. However, true object tracking and extraction are difficult and computationally expensive. In this paper, an arbitrarily shaped virtual-object compression method is developed. The method is similar to the object based compression methods in that it separates the changing portion of the video from the stationary portion, and encodes them independently. The changing portion of the video is grouped as a 3D arbitrarily shaped virtual-object whereas the unchanged portion of the video is grouped as background. The arbitrarily shaped virtual object is coded using 3D wavelet compression whereas stationary background is coded as a single frame using 2D wavelet compression. Experimental results demonstrate that the newly developed method has comparable performance with the state-of-the-art compression methods and significantly outperforms rectangular virtual-object compression.
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Introduction
With the arrival of MPEG-4 [3, 19] , object based video compression has received more and more attention [5, 37, 45] . Previous compression standards such as MPEG-1 [17] , and MPEG-2 [18] are block-based where the primary element of processing is a macroblock. In object based compression schemes, arbitrarily shaped video objects are identified, extracted, and coded separately providing new functionality and more flexibility. More importantly, object based compression looks promising to achieve better compression while maintaining good video quality. Therefore, with the focus shifted to object based compression methods, much research has been conducted in the area of shape coding [16, 35, 47] , texture coding [1, 9, 28, 30, 45] , and methods of object identification and tracking [14, 43] .
The most critical step in object based compression is accurate object extraction, which is also the most difficult. Given the variety of video scenes, accurate object identification and tracking across the frames are difficult. Moreover, such object extraction methods are typically computationally expensive, and no single method can be applied to all types of video scenes. This makes real-time object identification and extraction difficult.
Another issue to consider is whether to use Discrete Cosine Transform (DCT) or Discrete Wavelet Transform (DWT) for video coding. DWT based methods have been shown to outperform DCT based methods in terms of PSNR [46] , and DWT based methods do not suffer from blocking artifacts as do DCT based methods at low bit-rates [23] . Also, it has been shown that DWT has lower computational complexity of O(N) in comparison to computational complexity of O(NlogN) in case of DCT [13] . In addition, lifting scheme [29, 38] can be utilized to further accelerate the wavelet coefficients computation process. Moreover, using lifting scheme, DWT can be performed in a memory efficient and computationally efficient way on modern, programmable GPUs [26] . Because of these advantages of DWT based methods over DCT based methods, many wavelet based compression techniques [2, 5, 10, 12, 15, 24, 25, 31, 33, 34, 39, 40] have been designed targeting video applications. Karlsson et al. proposed for the first time a 3D wavelet transform based video compression method [25] . He et al. also proposed a 3D wavelet transform based video coding method [15] . These 3D wavelet transform based compression methods divide a given video sequence into groups of frames (GoF) and then, 3D wavelet compression is applied to each GoF. However, these methods fail to utilize the temporal redundancy across the GoF, and thus, result in coding more wavelet coefficients than actually needed.
Balster et al. proposed a wavelet transform based rectangular virtual object (RVO) compression method where a RVO covering the pixels in motion is identified and extracted instead of tracking and extracting the real objects [5] . The extracted RVO is compressed using 3D wavelet compression [15] . The remaining non-changing video portion is grouped as background and coded using 2D wavelet compression. The method achieves good compression results in comparison to the 3D wavelet compression method as it partially utilizes the temporal redundancy by separating the changing and non-changing portions of the video. Additionally, this method overcomes the difficulty in identification and tracking of real objects by restricting the virtual-object shape to be rectangular. However, a significant part of the nonchanging video portion is extracted as a part of the RVO, and is compressed in 3D because of this restriction on the shape of the virtual-object. As a result, even this method can not utilize the temporal redundancy to the maximum extent possible.
Because a rectangular object restriction is used in [5] , potentially large portions of true background are mis-classified as object information in the separation process. Therefore, part of the background is encoded using 3D wavelet compression, which degrades the compression ratio. The compression performance can be further improved by removing rectangular object restriction which in turn necessitates the availability of wavelet transform methods that can be applied to any shape. In recent years, there has been significant amount of research on developing wavelet transform techniques that can be applied to arbitrary shapes and now there are many such methods available [1, 27, 28] . One such method known as Shape Adaptive Wavelet Transform (SAWT) was developed by Li et al. [28] . This shape adaptive wavelet transform technique works by identifying a segment of pixels in the given arbitrarily shaped object and then, transforming it after applying symmetrical extension. However, it has only studied the compression of single frames and the object is extracted manually.
In this paper, an arbitrarily shaped virtual-object (ASVO) compression method is developed that can provide some benefits of the object-based compression without the difficulties of real object based compression. The method specifically targets videos with relatively stationary background. For videos with significant motion in the background, the method becomes similar to 3D wavelet compression. The method also overcomes the shortcomings of RVO compression [5] in that it does not restrict the shape of virtual-object to be rectangular. The virtual object can be of any arbitrary shape, and can be coded using shape adaptive wavelet transform based 3D wavelet compression.
To separate the ASVO from the stationary portion, non-decimated wavelet transform is applied in the temporal domain. Applying the wavelet transform in temporal domain results in large wavelet coefficient values corresponding to locations where pixel values are changing significantly across frames. Once the wavelet coefficients are computed, a binary mask is created by applying a motion threshold. The binary mask defines the shape of the virtual object in each frame, and therefore, virtual object can be of any arbitrary shape corresponding to only the changing portion in the video.
The rest of the paper is organized as follows. Following the introduction, Section 2 gives a brief description of shape adaptive wavelet transform [27, 28] needed for spatial decomposition of the ASVO and a brief description of RVO compression [5] . Section 3 describes the ASVO compression and the approaches for handling single and multiple virtual objects. Section 4 presents the experimental results of the proposed compression methods. Comparisons are made to the state-of-the-art compression techniques, as well as to the RVO compression. Section 5 concludes the paper.
Shape adaptive wavelet transform and RVO compression

Shape adaptive wavelet transform
Conventional wavelet transform methods can only be applied to rectangular shapes. However, in MPEG-4 [19] , the basis of processing is an audio-visual object which can be of any arbitrary shape. In [22] , Jiang et al. introduced a MPEG-4 based compression method combining DWT and shape coding of MPEG-4 for better videocompression. Similarly, in [21] , Yin et al. proposed a new video compression method based on H.264 combining DWT and shape coding of H.264. With more and more research being carried out in the field of object based compression and shape coding, there is a need to have methods to effectively decompose any arbitrary shape. There are already a few such methods available today [1, 27, 28, 36] . In this subsection, we briefly review one such method known as shape adaptive wavelet transform [27, 28] which we are using extensively for our ASVO compression method.
The shape adaptive wavelet transform for the spatial decomposition of the frames consists of mainly three steps-(1) boundary extension, (2) wavelet transform, and (3) subsampling. The method is described here for odd symmetric biorthogonal wavelet filter such as a 5/3 wavelet filter which is also the filter we use in our ASVO compression method. Other types of filter follow the same steps though with some minor differences [28] .
Boundary extension
In order to apply shape adaptive wavelet transform to a given signal, the segment belonging to the arbitrarily shaped object is identified first in the given row/column for horizontal/vertical wavelet transform. The identified signal segment is then extended at the leading and trailing boundaries. The undefined pixel locations of the signal segments are filled with relevant data from inside the signal segment to maintain the perfect reconstruction property of wavelet transform. Figure 1 demonstrates the symmetrical signal extension of a length 5 signal segment.
Arbitrary length wavelet transform
Once a signal segment is boundary extended, wavelet transform is easily applied. To take the wavelet transform, we need to identify the start and end of a segment in a given row or column. Moreover, there could be multiple segments in the same row or column. Each of these segments are transformed separately.
Let the object be defined using a binary mask denoted by m(i) where a value of 1 means that the pixel belongs to the object. Let the start and end of the first segment be defined by seg_strt (index of first 1 in object mask m(i) after a 0) and seg_end If N = 1, the single element of the segment is repeatedly extended, and either low pass or high pass filter is applied to the signal. The decision whether to apply a low pass or high pass wavelet filter depends upon the subsampling strategy explained next. The resulting wavelet coefficient is then placed in either low pass or high pass band depending upon which filter was applied.
If N is greater than 1, symmetrical signal extension is applied as before. To the symmetrically extended signal segment, low pass and high pass filters are applied at the alternate pixel locations starting from seg_strt and ending at seg_end. Decision about which filter should be applied first at position seg_strt depends upon the subsampling strategy. The decomposition generates same number of low and high pass coefficients for an even length segment (N = even), and generates one more low pass or high pass coefficient for an odd length segment (N = odd), depending upon the subsampling strategy.
Subsampling strategy
There are two types of subsampling strategies, namely local subsampling and global subsampling, that decide which pixels in the segment will be used in low pass filtering or high pass filtering. In local subsampling, subsampling positions are decided as per the positions relative to the start of a signal segment whereas in global subsampling, subsampling positions refer to the positions relative to the beginning of the bounding box of the visual object [28] . Local even subsampling refers to the subsampling strategy where the filtering operation is applied at the even locations with respect to the start of a signal segment whereas in local odd subsampling, filter is applied at the odd positions with respect to the start of the signal segment. By locally fixing subsampling positions, we can ensure that the number of low pass coefficients is always greater than or equal to the number of high-pass coefficients. However, by locally fixing subsampling position, phases of some of the low pass and some of the high-pass wavelet coefficients are skewed by one sample [28] . As a result, the local correlation among the coefficients is not preserved, and the efficiency of the wavelet transform in the second direction is degraded in case of 2D wavelet transform. Also during the decoding process, the exact location of the decoded pixel can not be determined accurately. There can always be an offset of 1 from the exact location.
Fixing the subsampling positions globally, i.e. applying global subsampling strictly preserves the spatial relations and therefore, improves the efficiency of wavelet transform in the second spatial dimension. In this case, phase of the filter is fixed with respect to the global positions. Also, to achieve global even or odd subsampling, local subsampling positions have to be adjusted for each segment as starting position of each segment may not be always at even or odd positions relative to the bounding box [28] of the arbitrarily shaped object. For example, to achieve global even subsampling in low-pass bands and global odd subsampling in high-pass bands, local even subsampling needs to be applied in the low pass band and local odd subsampling in the high pass band if the signal segment is starting at even index with respect to the bounding box of the visual object whereas local odd subsampling needs to be applied in the low pass band and local even subsampling in the high pass band if the segment is starting at odd index with regard to the bounding box.
Wavelet decomposition with globally fixed subsampling positions results in same number of low and high pass band coefficients if segment length is even but if segment length is odd, this can sometimes result in more number of high pass wavelet coefficients than number of low pass coefficients.
In our newly proposed ASVO video compression method, we use global even subsampling in low-pass bands and global odd subsampling in high-pass bands as such a strategy preserves the pixel locations, and results in more signal processing gain [28] .
2-D shape adaptive wavelet transform
Based on the above discussions, 2D shape adaptive wavelet transform process can be described as below:
1. Find out the shape information of the object as well as the rectangular box enclosing the arbitrarily shaped object. 2. Using the arbitrary shape information calculated in step 1, identify the first segment of consecutive pixels in the current row. 3. Symmetrically extend the signal segment at the leading and trailing boundaries as shown in Fig. 1 . 4. Apply the low-pass and high-pass wavelet analysis filters to the symmetrically extended segment. Low pass analysis filter is applied such that center of the filter is always at the even indices of the original segment. High pass analysis filter is applied such that its center is always at the odd indices of the original segment. 5. Store the wavelet coefficients in their respective low pass and high pass band.
If within a frame/bounding box, original segment starts at index 2i in a given row, the low pass as well as the high pass coefficients are stored from index i onwards in their respective low pass and high pass band. On the other hand, if the original segment starts at index 2i + 1, low pass coefficients are stored from index i onwards in the low pass band whereas the high-pass coefficients are stored from index i + 1 onwards in the high pass band. 6. Update the shape information as per the wavelet coefficients position. This is done so that we have the wavelet coefficients position information and using this information, wavelet transform in the vertical direction or at the next higher scale level can be taken. 7. Apply steps 3-6 on the next identified segment of consecutive pixels in this row. 8. Perform the above steps for the next row of pixels. 9. Once done with all the rows, follow the above steps for each column of the 1-D transformed frame to get the 2-D transform of arbitrary shaped object. 10. Repeat all the steps as many number of times as the number of levels of wavelet decomposition desired to the low pas-low pass band of the 2D decomposed object.
RVO compression
RVO compression scheme works by separating the motion exhibiting portion from the stationary portion of the video. The portion of the video that exhibits motion is extracted as an RVO. To extract the virtual-object, non-decimated wavelet transform is applied in the temporal domain. Applying the wavelet transform in the temporal domain results in large wavelet coefficients corresponding to locations where pixels are changing significantly. Using the resulting wavelet coefficients values, a binary mask is created identifying changing and non-changing locations in the video. The value of a wavelet coefficient is compared to pre-determined motion threshold value. If the coefficient value is greater than the threshold, the corresponding pixel belongs to an object in motion, and the binary mask value at the corresponding location is set to 1 and otherwise 0, i.e.
where M vo [., ., z] is the resulting binary mask for each frame z, τ vo is the experimentally determined motion threshold value, and λ vo [x, y, z] are the wavelet coefficients. A better estimate of motion threshold can be calculated using the method described in [7] . Once the binary mask is known for each frame, a rectangle covering all the 1s across all the frame is found. This rectangle defines the starting and ending position of the virtual object in each frame. The portion of the frame outside the rectangle is treated as background. Following RVO extraction, RVO is compressed using 3D wavelet compression.
The background is compressed using 2D wavelet compression as only spatial redundancy can be exploited. It should be noted that corresponding to a group of frames, a single 3D virtual object and only one background frame is extracted. By definition background is the non-changing portion of the video and therefore, does not change across the group of frames. Thus, only one background frame needs to be sent for a given group of frames. Figure 2 gives the workflow of the virtual-object compression method.
ASVO based video compression
An ASVO compression method is proposed that further explores the benefits of the virtual object based compression without the difficulties of object identification and tracking. The method overcomes the shortcomings of RVO compression [5] in that it does not restrict the shape of virtual-object to be rectangular. It better exploits temporal domain redundancies in the video by effectively separating stationary background from ASVO.
ASVO
The ASVO corresponds to the changing portion of the video and requires 3D wavelet compression. As it could be of any arbitrary shape, it is defined by a binary object mask where a value of 1 means the corresponding location is part of the virtual object. The dimensions of the object mask are given by W f and H f where W f is the width and H f is the height of the frame.
Let us define f (·) as an image sequence of a video scene. To determine the ASVO, 3D nondecimated wavelet transform is applied in the temporal domain given by
where ψ asvo are the resulting coefficient values, and g asvo are the wavelet filter coefficients. Haar Wavelet function is used to determine the ASVO because of its compact support, and a well known fact that biorthogonal Haar wavelet function gives the best results for motion identification [5] . In fact, applying the Haar wavelet filter is equivalent to a pixel to pixel difference between consecutive frames. Therefore, spatial and temporal locations of the motion can be easily located by testing the wavelet coefficients' values against a motion threshold.
A 3D binary mask determining motion from non-motion is computed by applying a motion threshold check on the wavelet coefficient values:
where T M asvo [., ., z] is the resulting binary mask for each frame z, τ asvo is the experimentally determined motion threshold value. An estimate of τ asvo can be calculated using method described in [7] . As with the RVO approach [5] , binary mask is further refined by applying the spatial support criteria defined in [6] . Therefore,
where S asvo [·] and s asvo are determined from T M asvo [·] using the method given in [6, 7] . The resulting 3D refined binary mask provides information about where a pixel value in a given frame is changing significantly from its previous frame in the GoF. These significantly changing locations are subjected to 3D compression [15] across the whole GoF to preserve temporal domain changes. Therefore, if the value 1 appears in BM asvo at a location specified by [x, y, z] , pixel values at corresponding location [x, y] are transformed in the temporal domain irrespective of frame number z. Complete information of the points needing 3D compression, or the 2D shape of the ASVO in each frame is therefore given by a 2D mask OM asvo [x, y] which is computed simply by applying logical OR operation to the 3D mask BM asvo across the z-direction as:
Thus, the object mask is a 2D mask giving the pixel locations that belong to the ASVO in each frame. Again, it should be noted that a virtual object is a 3D object with the object mask defining 2D arbitrary shape of the 3D object in each frame, the third dimension being the number of frames in the current group of frame. Using the binary shape mask information, ASVO can be defined as:
where ASV O(x, y, z) is the 3D ASVO corresponding to the image sequence f (x, y, z) with total number of frames being F, and 0 ≤ x < W f , 0 ≤ y < H f , and 0 ≤ z < F. The 2-D background b asvo (x, y) is defined as:
where Figure 3 shows an original frame of Claire sequence, the RVO and the newly proposed ASVO.
The ASVO based video compression method
Object mask computation defines the ASVO region as well as the background. The background is compressed using conventional 2D wavelet compression where first (a) (b) (c) Only the colored portion shown in (b) and (c) belongs to the virtual-object and is compressed in 3D.
As colored portion is much less in (c), compression ratio will be higher in the ASVO compression method the 2D wavelet transform of the background is taken followed by 2D quantization [4, 15] , stack-run encoding [41] and Huffman coding. The ASVO compression uses 3D wavelet compression method with one significant difference. In 3D wavelet compression [15, 25] , spatial decomposition of the frame is done using conventional wavelet transform, one that can only be applied to rectangular frames. However, in the proposed method, the conventional 2D wavelet transform cannot be directly applied due to the arbitrary shape of the virtual object. Therefore, the shape adaptive wavelet transform [1, 27, 28] is used to code the virtual object. The method is also briefly described in Section 2.1. Spatial decomposition of the ASVO using shape adaptive wavelet transform technique in each frame is followed by 2D quantization [4, 15] , temporal domain decomposition, 3D quantization [4, 15] , stack run encoding [41] and Huffman coding.
In addition to background and virtual-object coding, shape coding of the virtual object or the binary mask coding is also accomplished to enable the decoder to correctly decode virtual-object and the background. Since the shape information is merely a mask of 1s and 0s, it is directly subjected to stack run encoding followed by Huffman coding. Figure 4 shows the workflow of the basic ASVO compression method with only a single ASVO (SASVO).
Number of virtual objects
ASVO extraction identifies the significantly changing pixels across the GoF. Spatial decomposition of such pixels is done using 2D shape adaptive wavelet transform in each frame. As stated in Section 2.1 and discussed in detail in [28] , a rectangular box enclosing the arbitrarily shaped object is needed to compute the position where a given wavelet coefficient should be stored. The number of virtual objects is obtained by performing connect component labeling on the motion masks. Nearby regions are merged together and small unconnected regions with their sizes below a given threshold are discarded.
(1) Single ASVO: In this case, the frame itself can be considered as a bounding box. The arbitrary shape defined by the object mask is considered to be belonging to a single object bounded by the frame boundaries. No additional computations are needed to compute the bounding box in this case, and the global subsampling positions to apply wavelet filters [28] are also easily defined with respect to the start of the row/column of the original frame. For example, to achieve global even subsampling in low-pass bands and global odd subsampling in high-pass bands, local even subsampling needs to be applied in the low pass band and local odd subsampling in the high pass band if the signal segment is starting at even index with respect to the start of row/column whereas local odd subsampling needs to be applied in the low pass band and local even subsampling in the high pass band if the segment is starting at odd index with respect to the start of row/column. Figure 4 shows the workflow of ASVO video compression with a single object.
There are a few problems with this approach however. In a given video sequence, there could be many real moving objects. Corresponding to these moving objects, the extracted object mask have clusters of 1s at positions belonging to these moving objects. If these multiple moving objects are of significantly different texture, then enclosing all these clusters of 1s (multiple moving objects) by a single rectangular box and then carrying out the shape adaptive spatial decomposition results in high pass band coefficients with relatively large magnitudes, and in low pass band coefficients with relatively large differences in magnitude. At the next level of wavelet decomposition, this again results in relatively large high-pass coefficient values and so on. As a result, in case of video scenes containing multiple moving objects with significant difference in texture, the coding efficiency might degrade. This could lead to a decrease in compression ratio compared with coding the multiple objects separately as explained below. (2) Multiple ASVOs: Multiple moving objects in the video sequence result in multiple clusters of 1s in the object mask. In this case, each object is enclosed in individual bounding boxes. As discussed above, if all these different clusters of 1s corresponding to different objects are enclosed within a single rectangle, coding efficiency will be degraded. At the same time, a bounding box is needed to define subsampling strategy for shape adaptive wavelet transform. Therefore, to effectively distinguish objects from one another to possibly increase coding efficiency, and to facilitate shape adaptive wavelet transform, an individual bounding box is assigned to each cluster of 1s in the object mask. It should be noted that the bounding box boundaries separate one ASVO from the other ASVO, and define subsampling locations for low-pass and high-pass filters; the shape of the virtual object is still arbitrary defined by the object mask values within each bounding box. Figure 5 shows the workflow of ASVO compression with multiple objects.
Experimental results
To evaluate our proposed video compression method, we have performed experiments on multiple video sequences and experimental results are discussed in this section.
Experiment setup and performance measures
We have implemented ASVO compression method using C++ within Visual Studio, with part of the implementation based on code from QccPack [11] . The compression performance of ASVO is compared against two popular video compression techniques H.264/AVC [20] and Dirac [8] , as well as our existing RVO method. H.264 is a state-of-the-art video compression standard built upon Discrete Cosine Transform (DCT) and motion prediction. Dirac is an open video compression standard actively developed by BBC Research aiming at becoming a free alternative for H.264. It employs discrete wavelet transform (DWT) instead of DCT for transforming each frame and performs motion prediction between frames. For H.264 tests, x264 [42] is used for encoding and JM H.264/AVC reference software is used for decoding. The baseline profile is used throughout all tests, and the internal rate-distortion (RD) optimization is utilized for rate control. For Dirac tests, we use libdirac [8] encoder/decoder with default settings. Two objective video quality metrics, PSNR and structural similarity index (SSIM) [44] , are used in our experiments for assessing the qualities of compressed videos from different compression methods. PSNR and SSIM are obtained using MSU video quality measurement tool [32] . PSNR for Y channel (Y-PSNR) is used for PSNR comparisons throughout the paper.
Video sequences used for evaluation are obtained from Xiph.org test videos. Results on Akiyo, Claire and Hall are presented in the following. Akiyo and Claire contain one moving object and are at QCIF (176 × 144) resolution, and Hall contains two moving objects and is at CIF (352 × 288) resolution.
Comparisons with H.264 and Dirac
Video sequences with single object
Both Akiyo and Claire sequences are compressed at multiple bit rates for evaluating rate-distortion at multiple points. In addition to the conventional H.264 method, we have also included H.264 compression results on the videos with moving objects unchanged and background regions substituted by the averaged background in each GoF, in order to evaluate the impact on its performance by using averaged backgrounds.
For the Akiyo sequence, H.264 shows better PSNR performance compared with both ASVO and Dirac, as shown in Fig. 6a . Between ASVO and Dirac, ASVO performs slightly better than Dirac at bit rates lower than 80 kbps since it reduces the data used for compressing the background and more details of the object can be encoded. When bit rates go higher, the PSNR of ASVO goes slightly lower than that of Dirac. It is because that more details in the change of the background region are able to be encoded by Dirac which contribute to the overall PSNR; whereas ASVO uses the averaged background within a GoF and the PSNR of the background region is therefore lower. Using the video with average background in a GoF has not improved the performance of H.264 for this sequence since the data for encoding motion vectors of the original background is already small, and has caused lower PSNRs due to the loss of PSNR in the background region. As a result, both ASVO and Dirac outperform H.264 when the bit rate is higher than 150 kpbs.
For SSIM, H.264 outperforms both ASVO and Dirac although the difference becomes insignificant when bit rate is higher than 150 kbps as shown in Fig. 6b . Between the two different tests of H.264, SSIM values are identical which indicates that the changes in the background region do not introduce much difference to the image structure and higher PSNRs by encoding such changes may not lead to perceivable improvements in image quality by human eyes. SSIM values from ASVO, although being lower than H.264, are higher than Dirac at low bit rates and identical at high bit rates. For the Claire sequence, H.264 also outperforms the other two in both PSNR and SSIM as shown in Fig. 7 . ASVO shows higher PSNRs than Dirac at bit rates lower than 100 kbps. Since the sequence contains rolling scanline noises from recording, ASVO has lower PSNRs than Dirac at higher bit rates when the averaged In summary, ASVO performs slightly worse than H.264 on the tested sequences with a single object. We consider that the sophisicated preprocessing of H.264 encoder has lead to the performance gain. Between the two wavelet based methods, the overall performance of our ASVO compression is better than Dirac. Note that the slightly higher PSNR values of Dirac at higher bitrates are attributed by the noisy background and do not provide perceivable quality gains. The SSIM metric, which is more consistent with human perception, shows that ASVO has a better compression quality than Dirac. 
Video sequence with multiple objects
Hall sequence records an indoor surveillance scene with two persons. Examples of extracted VOs are shown in Fig. 9a . For the PSNR comparison, the performance of ASVO is between H.264 and Dirac as shown in Fig. 10a . For the SSIM comparison, ASVO outperforms Dirac at all rates and H.264 for bit rates above 400 kbps as shown in Fig. 10b , which suggests that ASVO provides better quality in human perception. Figure 11 shows the PSNR and SSIM performance of ASVO for all frames at different bit rates. The performance is quite stable across different frames and increases steadily as the bit rate increases.
Complexity comparison
The complexity of ASVO compression is compared against the implementations of H.264 and Dirac in terms of compression speed measured in frame-per-seconds (fps). Note that assembly code and CPU related SSE/MMX optimizations are disabled for H.264 and Dirac. The averaged results from 50 repeated runs for each method are shown in Table 1 , all of which are performed on the same Core2 Duo 2.0GHz machine with 2G RAM. The prototype implementation of ASVO currently shows slower compression speed compared with those of H.264 and Dirac. Considering that only a small portion of the video needs to be compressed using 3D DWT as shown in Fig. 12 , and the background portion is only compressed once for a GoF Fig. 13 Comparisons of PSNRs between RVO and ASVO on Akiyo and Claire sequence using 2D DWT, the overall computational complexity is not high. It is possible that an optimized implementation can bring the performance up to par with the existing compression methods.
Comparisons with RVO
The performance of ASVO is also compared with our existing RVO compression method [5] . Since the only difference between ASVO and RVO is the shape of VO, comparison of rate-distortion at a single bit rate is demonstrated here. As shown in Fig. 13 , at similar bit rates, ASVO achieves much higher PSNRs compared with RVO for both Akiyo and Claire sequences, which are due to the reduced VO areas by utilizing arbitrarily shapes as shown in Fig. 3 .
Conclusions
In this paper, a shape adaptive wavelet transform based ASVO video compression method is presented. The method further explores wavelet transform based video compression and provides some of the benefits of the object based compression without object recognition which is computationally expensive. The newly presented method works by separating ASVO from the stationary background. Within a group of frame, the ASVO is compressed using 3D wavelet compression with the spatial decomposition using shape adaptive wavelet transform, and the background is compressed only once using 2D wavelet compression. Experimental results are encouraging. Our ASVO video compression method shows comparable PSNRs with the wavelet based Dirac compression method and achieves overall better results in SSIM. Considering that Dirac is also wavelet based as well as an open compression standard aiming at becoming an alternative to H.264, our new ASVO compression algorithm is a significant contribution to that goal. Although the current performance of ASVO is somehow lower than H.264, we consider that improvement can be performed in the following three ways. First, we will study on high level vision based approaches for separating the virtual object from background so that the shape of the virtual object can be more smooth and its area may be further reduced. Second, we will exploit the temporal dependencies between groups of frames for more efficient compression of the background regions. Third, we will investigate more efficient preprocessing, rate-distortion optimization and coding methods which are optimal in H.264 but not well implemented in the current algorithm. With all the three topics resolved, we are confident that the ASVO video compression method as proposed can be applied to many applications such as video surveillance, broadcasting, etc. 
