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We introduce a notion of entanglement transformation rate to characterize the asymptotic
comparability of two multipartite pure entangled states under stochastic local operations and
classical communication (SLOCC). For two well known SLOCC inequivalent three-qubit states
|GHZ〉 = 1√
2
(|000〉 + |111〉) and |W 〉 = 1√
3
(|100〉 + |010〉 + |001〉), we show that the entangle-
ment transformation rate from |GHZ〉 to |W 〉 is exactly 1. That means that we can obtain one
copy of W -state, from one copy of GHZ-state by SLOCC, asymptotically. We then apply similar
techniques to obtain a lower bound on the entanglement transformation rates from an N-partite
GHZ-state to a class of Dicke states, and prove the tightness of this bound for some special cases
that naturally generalize the |W 〉 state. A new lower bound on the tensor rank of matrix permanent
is also obtained by evaluating the the tensor rank of Dicke states.
PACS numbers: 03.65.Ud, 03.67.Hk
Introduction— Multipartite entanglement has been
widely studied [1–4] since it is a proven asset to infor-
mation processing and computational tasks. In order to
quantitatively compare between different types of quan-
tum information resources, the following fundamental
entanglement transformation problem arises: whether a
pure N -partite state |ψ〉 can be transformed into another
given N -partite state |φ〉, assuming that each party may
perform only local operations on their respective systems
with the help of unlimited two-way classical communi-
cation(LOCC). In bipartite case, a necessary and suffi-
cient condition for entanglement transformation was re-
ported by Nielsen in [5]. His result indicates that the
vector of Schmidt coefficients, instead of any scalar, is
a proper entanglement measure when exact transforma-
tions are considered. After that, multiple-copy entangle-
ment transformation was studied: Duan et al proved that
entanglement-assisted transformation of bipartite case is
asymptotically equivalent to multiple-copy transforma-
tion [6]; in a multipartite setting, Ji et al showed that
the entanglement transformation rate between any two
genuinely entangled states are positive, that is, it is al-
ways feasible to exactly transform a genuinely N -partite
entangled pure state with sufficient many but a finite
number of copies to any other N -partite state by LOCC
[7], where a multipartite pure entangled state is said to
be genuinely if it is not in a product form between any
bipartite partition of the parties.
One of the major difficulties in evaluating the entan-
glement transformation rate of multipartite case is that
the class of LOCC is still not satisfactorily understood.
Another one is the richness of multipartite entangle-
ment. Generally, there exist incomparable states, even
in three-qubit systems. It is still unclear how to deter-
mine whether one multipartite state can be transformed
to another by LOCC. To partially remedy these obsta-
cles, we relax the restriction of LOCC and consider the
class of stochastic local operations and classical commu-
nication (SLOCC) [8–12]. The ability to transform a
state |ψ〉 to another state |φ〉 with SLOCC is symbol-
ically expressed as |ψ〉
SLOCC
−→ |φ〉. The physical mean-
ing of SLOCC operations is that they can be imple-
mented by LOCC operations with nonzero probability.
In fact, SLOCC has been used to study entanglement
classification [12, 13] and entanglement transformation
[14–16]. The whole multipartite state space can be di-
vided into SLOCC equivalence classes. For instance, Du¨r
et al observed that within three qubit systems, there ex-
ist two distinct equivalence classes of genuinely tripar-
tite entangled states,|GHZ〉 = 1√
2
(|000〉 + |111〉) and
|W 〉 = 1√
3
(|100〉+ |010〉+ |001〉) [12].
Comparing with LOCC entanglement transformation,
SLOCC entanglement transformation of pure states has
a much simpler mathematical structure that can be di-
rectly characterized. In order to consider the asymp-
totic SLOCC entanglement transformation between pure
states, we only need to deal with SLOCC equivalent
classes. By employing the concept of tensor rank, which
is defined as the smallest number of product states whose
linear span contains the given state, many interesting
results are obtained. For three-qubit systems, it was
showed that 3 copies of GHZ-state can be transformed
into 2 copies of W -state [14]. In [15], we proved that
|GHZ〉⊗m SLOCC−→ |W 〉⊗2n is valid if 2m ≥ 7n. Later, it
was demonstrated that SLOCC protocol can transform 4
2copies of GHZ-state to 3 copies of W -state [16]. These
increasing lower bounds reflect both the richness of en-
tanglement and the difficulty of obtaining asymptotic re-
sults. These progresses motivate us to introduce a useful
notion of the SLOCC entanglement transformation rate
in the following way:
R(|ψ〉, |φ〉) = sup{
m
n
: |ψ〉⊗n SLOCC−→ |φ〉⊗m}.
This quantity intuitively characterizes the optimal num-
ber of copies of |φ〉 one can obtain from a single copy of
|ψ〉 under SLOCC, in an asymptotic setting. Therefore,
it is of great interest to determine this value by studying
the highest possible rate for the multi-copy transforma-
tions. Unfortunately, R(|ψ〉, |φ〉) is not easy to calculate,
even for the simplest non-trivial case, R(|GHZ〉, |W 〉),
whose exact value was conjectured to be 1 [15, 16].
In this Letter, we prove the validity of the above con-
jecture by constructing an SLOCC transformation from
n + o(n) copies of GHZ-state to n copies of W -state,
that is, one can obtain 1 copy of W -state, from 1 copy
of GHZ-state by SLOCC, asymptotically. To reach our
goal, we introduce a class of tripartite states such that n
copies of W -state can be written into the sum of at most
n2 items of such states, and each state of this class can
be obtained by applying SLOCC operations on n copies
of GHZ-state. Then, we show that R(|GHZ〉N , |W 〉N ),
the entanglement transformation rate, is also 1 for N -
partite state |GHZ〉N =
1√
2
(|00 · · · 0〉 + |11 · · · 1〉) and
|W 〉N =
1√
N
(|0 · · · 01〉 + · · · + |10 · · · 0〉). We generalize
this technique to obtain a lower bound on the entangle-
ment transformation rate that from a general GHZ-state
to a class of fully symmetric states, Dicke states. More
precisely, we show that (
∑d
i=2 log2(ji + 1))
−1 is a lower
bound of R(|GHZ〉N , |D(j1, · · · , jd)〉). Here the Dicke
state |D(j1, · · · , jd)〉 is defined as follows,
|D(j1, · · · , jd)〉 :=
(
N
j1 . . . jd
)−1/2
Psym
(
⊗di=1|i〉
⊗ji), (1)
where {|1〉, . . . , |d〉} is a computational basis of the d-
dimensional Hilbert space Hd, Psym is the projection
onto the Bosonic (fully symmetric) subspace, i.e., Psym =
1
N !
∑
π∈SN Uπ, the sum extending over all permutation
operators Uπ of the N systems, N =
∑d
i=1 ji, and
j1 ≥ · · · ≥ jd ≥ 1. For the special case such as
j1 ≥
∑d
i=2 ji, the tightness of this bound is proved. At
last, we study the tensor rank of permanent of a matrix,
one of the most extensively studied computational prob-
lems, by simply evaluating the tensor rank of the Dicke
state |D(1, · · · , 1)〉.
Main Results—Our first result is the following,
Theorem 1. For three-qubit state system, we have
R(|GHZ〉, |W 〉) = 1.
That is, for sufficient large n, one can transform n+o(n)
copies of GHZ-state to n copies of W -state by SLOCC.
An immediate consequence is that the GHZ state is
asymptotically stronger than the W state under SLOCC,
although they are incomparable at the single copy level.
Generally, for N -partite systems,
R(|GHZ〉N , |W 〉N ) = 1.
Again one can obtain |W 〉N from |GHZ〉N at a rate 1 by
SLOCC.
For convenience, in the following discussions we omit
an unimportant normalized factor and denote directly
|W 〉 = |100〉+ |010〉+ |001〉. Before proving the validity
of Theorem 1 for three-qubit systems, we first introduce
a class of tripartite states, |[a, b, c]〉n for any triple (a, b, c)
of nonnegative integers such that a + b + c = n. Let B
be the following set
B := {(a, b, c) : a+ b+ c = n, 0 ≤ a, b, c ≤ n}.
For any (a, b, c) ∈ B, one can define an unnormalized
state
|[a, b, c]〉n =
∑
i⊕j⊕k=(11···1)n,
i∈A(a),j∈A(b),k∈A(c)
|i〉|j〉|k〉,
where ⊕ is the bitwise addition modulo 2, (11 · · · 1)n
stands for the n−bit string with ‘1’ in all n positions,
and A(·) represents the set of the n−bit strings with the
same Hamming weight, i.e.,
A(l) = {i : h(i) = l, i ∈ Zn2},
where Z2 = {0, 1} and the Hamming weight h(i) of an
n-bit string i simply represents the number of ‘1’s in the
string.
We can verify the following equation,
|W 〉⊗n =
∑
(i,j,k)∈S
|i〉|j〉|k〉 =
∑
(a,b,c)∈B
|[a, b, c]〉n, (2)
where i, j, k are n-bit strings, and S is the subset of Zn2 ×
Z
n
2 × Z
n
2 ,
S = {(i, j, k) : i⊕j⊕k = (11 · · ·1)n, itjtkt = 0 for any t},
with it the t
th bit of i. Namely, S is the set of (i, j, k)
such that on each 1 ≤ t ≤ n, there is only a single ‘1’
in the t-th bit of i, j, and k. The first equality in Eq.
(2) follows by calculating |W 〉⊗n in computational basis,
while the second equality follows by observing that
S = {(i, j, k) : i⊕j⊕k = (11 · · · 1)n, h(i)+h(j)+h(k) = n}.
The following property of tripartite states |[a, b, c]〉n is
extremely useful in proving Theorem 1,
Lemma 1. Any state |[a, b, c]〉n can be obtained from
|GHZ〉⊗n by SLOCC.
Proof:— To see the validity of this lemma, we need the
following identity,
3|[a, b, c]〉n =
1
2n
2n−1∑
l=0
(
∑
i∈A(a)
(−1)l·i|i〉)⊗ (
∑
j∈A(b)
(−1)l·j|j〉)⊗ (
∑
k∈A(c)
(−1)l·k|k〉).
Here i = (11 · · · 1)n ⊕ (i1i2 · · · in), and l · i is the bitwise
inner product of two n−bit strings l and i. The above
identity can be verified by a direct calculation.
We construct three 2n × 2n matrices
E =
2n−1∑
l=0
∑
i∈A(a)
(−1)l·i|i〉〈l|,
F =
2n−1∑
l=0
∑
j∈A(b)
(−1)l·j|j〉〈l|,
G =
2n−1∑
l=0
∑
k∈A(c)
(−1)l·k|k〉〈l|,
Now, it is direct to verify that
(E ⊗ F ⊗G)|GHZ〉⊗n = 2n/2|[a, b, c]〉n,
where we have assumed that
|GHZ〉⊗n =
1
2n/2
2n−1∑
l=0
|l〉|l〉|l〉.
That is, E ⊗ F ⊗ G transforms |GHZ〉⊗n to |[a, b, c]〉n.

Back to the proof of Theorem 1,
Proof of Theorem 1:— Let |B| be the cardinality of B.
Noticing that
|B| =
(
n+ 2
2
)
= O(n2),
we conclude that
|GHZ〉⊗m SLOCC−→ |W 〉⊗n,
holds for all 2m ≥
(
n+ 2
2
)
2n. Therefore,
R(|GHZ〉, |W 〉) = 1.
This method can also be used to show that for anyN > 1,
|GHZ〉⊗mN
SLOCC
−→ |W 〉⊗nN ,
holds when 2m ≥
(
n+N − 1
N − 1
)
2n.
This lead us to the fact that
R(|GHZ〉N , |W 〉N ) ≥ 1.
On the other hand, it is known that the tensor rank of
|W 〉⊗nN is no less than (N−1)2
n−N+2 [16], which impies
R(|GHZ〉N , |W 〉N ) ≤ 1.
Combining with these results, we know that
R(|GHZ〉N , |W 〉N ) = 1. 
Both |W 〉 and |GHZ〉 are symmetric states, i.e., those
invariant under any permutation of its parties. Dicke
states, defined in Eq. (1), are a natural generalization
of these states. Studying the entanglement measure of
such states has attracted a lot of attention[17, 18]. The
entanglement transformation properties of such states are
studied [16, 19] and some families of multi-qubit SLOCC
equivalent states are realized by using symmetric states
[20, 21]. In order to generalize Theorem 1 to Dicke states,
we need evaluate the entanglement transformation rate of
Dicke states by SLOCC. A general lower bound is given
as follows.
Theorem 2. For Dicke state |D(j1, · · · , jd)〉 with j1 ≥
· · · ≥ jd and N =
∑d
i=1 ji,
R(|GHZ〉N , |D(j1, · · · , jd)〉) ≥ (
d∑
i=2
log2 (ji + 1))
−1.
The bound is tight for Dicke state with j1 ≥
∑d
i=2 ji.
Proof:—The proof of the lower bound part is the di-
rect generalization of Theorem 1. For readability, we
postpone the detailed proof of this part to the Supple-
mentary Materials [23].
In order to show the tightness of the above bound
for Dicke state with j1 ≥ Π
d
i=2(ji + 1), we regard
|D(j1, · · · , jd)〉 as a bipartite state |ψ〉 by arranging the
first r parties of |D(j1, · · · , jd)〉 into a single party, say
Alice, and the rest N − r parties into another single
party, Bob, where r = ⌊N/2⌋. From the definition,
we know that the tensor rank of |D(j1, · · · , jd)〉 is not
less than that of |ψ〉. Now, we apply local operator
M ⊗ N on |ψ〉, where M maps |α1〉|α2〉 · · · |αr〉 into
|1〉⊗µ1 |2〉⊗µ2 · · · |d〉⊗µd , where µi are the multiplicity of
i among α1, α2, · · · , αr. The definition of N is similar.
Observe that the tensor rank of (MA ⊗NB)|ψ〉 equals
to f which is the cardinality of the following set,
{(β1, β2, · · · , βd) : 0 ≤ βi ≤ ji,
d∑
i=1
βi = r}.
For Dicke state with j1 ≥
∑d
i=2 ji, we observe that j1 ≥
N/2 ≥ r. Thus the constraint 0 ≤ β1 ≤ j1 in the above
4set is automatically satisfied and the cardinality is totally
determined by other βi such that i ≥ 2. By a simple
counting arguments we know the cardinality is given by
Πdi=2(ji+1), which is also the tensor rank of the bipartite
state. Noticing that the tensor rank of bipartite pure
state is multiplicative, and tensor rank is a strictly non-
increasing quantity under SLOCC, we conclude that
R(|GHZ〉N , |D(j1, · · · , jd)〉) ≤ (
d∑
i=2
log2 (ji + 1))
−1,
for j1 ≥ Π
d
i=2(ji+1). Thus, (
∑d
i=2 log2 (ji + 1))
−1 is the
tight bound for such Dicke state. 
By applying the above technique to the N−partite
state |D(1, · · · , 1)〉, we have the following result about
the SLOCC transformation,
Lemma 2. The tensor rank of |D(1, · · · , 1)〉 is not less
than
(
N
⌊N/2⌋
)
. Thus,
|GHZ〉⊗mN
SLOCC
−→ |D(1, · · · , 1)〉 =⇒ 2m ≥
(
N
⌊N/2⌋
)
,
Together with the known result that the tensor rank
of |D(1, · · · , 1)〉 is not more than ≤ 2N−1 from [22], we
can conclude that its tensor rank is 2N(1+o(1)).
The motivation for studying the tensor rank of
|D(1, · · · , 1)〉 is the connection between its tensor rank
and that of matrix permanent, a homogeneous polyno-
mial. It is worth noting that tensor rank of homogeneous
polynomial has already been extensively studied in alge-
braic complexity theory [24–30]. A homogeneous polyno-
mial is a multi-variables polynomial whose nonzero terms
(monomials) all have the same degree.The tensor rank of
a homogeneous polynomial P (x1, · · · , xn) is defined as
the smallest number of rk such that P (x1, ...xn) can be
written as the sum of rk terms of Li(x1, · · · , xn), where
each Li(· · · ) is the product of d homogenous linear forms
with d the degree of the polynomial.
The permanent of matrix X = (xi,j)N×N is defined as
perm(X) =
∑
σ∈Sn
N∏
i=1
xi,σ(i).
The sum here extends over all elements σ of the symmet-
ric group SN ; i.e. over all permutations of the numbers
1, 2, · · · , N .
It is easy to see that the tensor rank of matrix perma-
nent is defined as the minimum number rk such that
perm(X) =
rk∑
j=1
N∏
i=1
Li,j(X),
where Li,j(X) is a linear function of X and Li,j(0) = 0.
The tensor rank of matrix permanent is still unknown,
and it relates to the central problem of computational
complexity theory–circuit lower bounds. One possible
direction to study this problem is to restrict the form
of
∏N
i=1 L
i,j(X), for instance, assume that
∏N
i=1 L
i,j(X)
satisfy multilinear property, see [28–30]. In this case, it
is known that the tensor rank of matrix permanent is
lower bounded by 2N
Ω(1)
, where Ω(1) is some non-zero
constant.
For a more restricted form, each Li,j(X) only depends
on the i-th row of X and j, we can obtain a better lower
bound as follows.
Theorem 3. Let X be an N×N matrix with permanent
perm(X) =
k(N)∑
j=1
N∏
i=1
N∑
k=1
a
(j)
i,kxi,k.
Then k(N) ≥
(
N
⌊N/2⌋
)
.
Proof:— Indeed, since each Li,j(X) only depends on
the i-th row of X and j, we can easily verify that
|D(1, · · · , 1)〉 =
k(N)∑
j=1
N∏
i=1
(
N∑
k=1
a
(j)
i,k |k〉).
The proof is completed by applying Lemma 2. 
Conclusions— There are still many unsolved problems
concerning the SLOCC transformation and tensor rank.
For instance, it would be of great interest to obtain the
precise value of the entanglement transformation rate
from an N -partite GHZ-state to a general Dicke state
|D(j1, · · · , jd)〉. In particular, it seems quite intriguing to
determine whether the lower bound (
∑d
i=2 log2(ji+1))
−1
is actually tight in general. That would require new tech-
niques to lower bound the tensor rank of muli-copy Dicke
states. We also hope our work will help to study homo-
geneous polynomials from geometric perspective, for in-
stance, introducing new ideas and techniques from quan-
tum information theory to algebraic complexity theory.
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Proof of the first part of Theorem 2:— We will prove
that
|GHZ〉⊗mN
SLOCC
−→ |D(j1, · · · , jd)〉
⊗n
holds if
2m ≥
d∏
k=2
(
njk +N − 1
N − 1
)
(jk + 1)
n.
The proof is a nontrivial generalization of the |W 〉 state
case.
Before presenting the proof, we introduce some nota-
tions: T is used to denote {|1〉, · · · , |d〉}⊗n, where the
tensor product S1 ⊗ S2 of two sets S1 and S2 is defined
as {|s1〉 ⊗ |s2〉 : |sk〉 ∈ Sk, k = 1, 2}. Now we associate
any |α〉 ∈ T with a d − 1 dimensional vector of natural
numbers ~v = (l2, · · · , ld) iff the number of |k〉 appearing
in |α〉 is lk for all 2 ≤ k ≤ d, ~v is called the characteristic
vector of |α〉, written as C(|α〉) = ~v.
Now we divide T into disjoint subsets A~v according to
their characteristic vector: A~v = {|α〉 : C(|α〉) = ~v.}
Define B as the following set
B = {(~v1, · · · , ~vd) : ~v1 + · · ·+ ~vd = (nj2, · · · , njd)},
where ~lk are all vectors of natural numbers.
Now we decompose |D(j1, · · · , jd)〉
⊗n according to the
computational basis, and rearrange the elements accord-
ing to characteristic vectors as follows
|D(j1, · · · , jd)〉
⊗n =
∑
(~v1,··· ,~vd)∈B
|[~v1, · · · , ~vd]〉n.
Note that here |[~v1, · · · , ~vd]〉n is not the superposition of
all |α1〉 ⊗ · · · ⊗ |αd〉 with C(|αk〉) = ~vk. We also require
that |α1〉 ⊗ · · · ⊗ |αd〉 does appear in the decomposition
of |D(j1, · · · , jd)〉
⊗n.
Noticing that |B| is a polynomial in n, we only need
to show for any (~v1, · · · , ~vd) ∈ B with 2
m ≥
d∏
k=2
(jk +1)
n
|GHZ〉⊗mN
SLOCC
−→ |[~v1, · · · , ~vd]〉n.
This is proved by verifying the following equation with
wt := e
2pii
t , µ(L) :=
d∏
k=2
w
∑n
p=1 lk,p
jk+1
, and f(α,L) :=
n∏
p=1
w
lsp,p
jsp+1
for |α〉 = |s1〉 ⊗ · · · ⊗ |sn〉 with sp ∈ {1, · · ·d},
|[~v1, · · · , ~vd]〉n =
1
d∏
k=2
(jk + 1)n
jd∑
ld,1=0···
ld,n=0
· · ·
j2∑
l2,1=0···
l2,n=0
µ(L)(
∑
C(|α1〉)=~v1
f(α1, L)|α1〉)⊗ · · · ⊗ (
∑
C(|αd〉)=~vd
f(αd, L)|αd〉).
