Many computational problems in statistics can be cast as stochastic programs that are optimization problems whose objective functions are multi-dimensional integrals. The sample average approximation method is widely used for solving such a problem, which first constructs a sampling-based approximation to the objective function and then finds the solution to the approximated problem. Independent and identically distributed sampling is a prevailing choice for constructing such approximations. Recently it was found that the use of Latin hypercube designs can improve sample average approximations. In computer experiments, U designs are known to possess better space-filling properties than Latin hypercube designs. Inspired by this fact, we propose to use U designs to further enhance the accuracy of the sample average approximation method. Theoretical results are derived to show that sample average approximations with U designs can significantly outperform those with Latin hypercube designs. Numerical examples are provided to corroborate the developed theoretical results.
INTRODUCTION
In statistical modelling and inference, one is often confronted with solving an optimization problem whose objective function is a multi-dimensional integral. Examples include construction of optimal designs (Woods, 2010) , maximum likelihood estimation with missing data, estimation of latent variable models (Qian & Shapiro, 2006) and posterior mode calculation of Bayesian models (Gelman et al., 2003, Ch. 12) . Such a problem is called a stochastic program in optimization. Throughout, we consider a stochastic program
where f (θ) = E{g(θ, X )}, θ = (θ 1 , . . . , θ p ) is a p-dimensional vector of decision variables with a feasible compact set ⊂ R p ; X = (X 1 , . . . , X d ) is a d-dimensional random vector with the uniform distribution F on the unit cube [0, 1] d ; and E{g(·, X )} is finite. Here and below, for any d-dimensional vector, the superscript k denotes the kth component, and, in any integral expression of E{g(θ, X )}, a lower case x = (x 1 , . . . , x d ) denotes the variable of integration, with x k corresponding to X k . Hereafter, almost every X means almost every X with respect to F. Because the objective function f (θ ) often does not admit a closed form, the sample average approximation method is widely used in (1) and consists of the following two steps (Ruszczynski & Shapiro, 2003, Ch. 6 ).
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Step 1. Generate a sample X 1 , . . . , X n from F, and approximate f (θ ) bŷ
(2)
Step 2. Find the solution of the approximated problem:
Assume, throughout, that the problems in (1) and (3) have unique solutions, denoted respectively by θ * andθ n . This assumption holds if is a convex set and g(θ, X ) is a strictly convex function in θ for almost every X . The theory of large deviations studies the asymptotic behaviour of the tail probability that an estimate deviates from the true value by a fixed amount on an exponential scale (Dembo & Zeitouni, 1998, Ch. 1) . In stochastic optimization (Ruszczynski & Shapiro, 2003, Ch. 6) this theory is commonly used to capture the decay rates of two types of tail probabilities described as follows. First, for a fixed θ ∈ , define γ n (θ, ) to be the tail probability thatf n (θ ) in (2) deviates from f (θ ) by a constant > 0, given as
Second, for θ * , define
where · denotes the Euclidean norm. Independent and identically distributed sampling is the prevailing choice for the required sample generation in Step 1. Sample average approximations under this sampling scheme are well studied (Ruszczynski & Shapiro, 2003, Ch. 6) . Intuitively, using a more efficient sampling procedure in Step 1 should improve the quality of the estimatef n (θ ) and hence the quality of the corresponding sample average approximation estimate of θ * . Indeed, Drew & Homem-de-Mello (2005) and Homem-de-Mello (2008) showed that sample average approximations with Latin hypercube designs (McKay et al., 1979) can outperform those under identically distributed sampling. In computer experiments, it is well known that a Latin hypercube design achieves maximum stratification in one-dimensional projections whereas a U design based on an orthogonal array of strength two or higher (Tang, 1993) possesses stratification in one-and higher-dimensional projections. Inspired by this fact, we propose to use U designs to further enhance the accuracy of the sample average approximation method. In § 3 we shall show that the tail probabilities in (4) and (5) with U designs can decay much faster than those with Latin hypercube designs. The developed theoretical results will be corroborated by numerical results in § 4. Online Supplementary Material for this paper contains additional proofs, theoretical results and examples.
DEFINITIONS AND NOTATION
Hereafter, assume g(θ, X ) to be first-order differentiable in θ for almost every X . Define G(θ) andĜ n (θ) be the gradient of f (θ ) andf n (θ ), respectively. Denote by φ(θ, X ) the gradient of g(θ, X ) with respect to θ . For a > 0, a is the integral part of a. We use | · | and ∅ to denote the set cardinality and the empty set, respectively.
Let A = (a ik ) be an n × d Latin hypercube in which each column is a uniform permutation of 1, . . . , n, with all n! permutations equally probable, and all columns are obtained independently.
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3 Using A, a Latin hypercube design of n runs, X 1 , . . . , X n , is generated through (Owen, 1992) is
Here α ∅ (θ, X ) = E{g(θ, X )} is the grand mean and the α u (θ, X ) are defined recursively via
where α u (θ, X ) only depends on X k , k ∈ u. For any θ ∈ , define the essential dimension of g(θ, X ), d ess (θ ), to be the dimension of the largest nonzero α u (θ ; X ), i.e. max u⊂D {|u| :
is said to be a first-order function of X . For any θ ∈ , define the first-order approximation of g(θ, X ) to bẽ
If
Let B be an orthogonal array OA (n, d, s, t) , that is, an n × d matrix in which the entries have levels 1, . . . , s and, for every n × t submatrix, each level combination occurs λ times with n = λs t (Hedayat et al., 1999, p. 2) . In every column of B, each level occurs q = n/s times. If λ = 1, B is said to have index unity. Using B, the construction of a U design is as follows. Lemma 1 gives some basic facts about U designs.
LEMMA 1 (Tang (1993) 
When projected onto any t dimensions, each cube of P s contains precisely λ points of D. For example, because the U design in Fig. 1 (a) is associated with an orthogonal array with λ = 1, each of the 64 cubes of P s for this design contains precisely one point. For P s or P n , its cubes are said to be disjoint to one another if their index tuples have no coordinate in common. By the definitions of P s and P n , we have the following result.
LEMMA 2. For P s and P n defined above with their cubes denoted respectively by r i and q j , we have that
(ii) for any r i 1 , r i 2 , i 1 i 2 , there are (n/s) 2d different ways to pick a pair (q j 1 , q j 2 ) such that q j 1 ⊂ r i 1 and q j 2 ⊂ r i 2 , and for r i 1 and r i 2 to be disjoint, q j 1 and q j 2 must be disjoint also; (iii) for l = 1, . . . , n and j = 1, . . . , n d , the conditional distribution of X l given X l ∈ q j is the uniform measure on q j ; (iv) for any sequence q j 1 , . . . , q j n with pr(X 1 ∈ q j 1 , . . . , X n ∈ q j n ) > 0, X 1 , . . . , X n are conditionally independent given the event that X 1 ∈ q j 1 , . . . , X n ∈ q j n .
Sampling with respect to U designs is referred to as U sampling. Hereafter, when we mention a sample average approximation under U sampling, we meanf n (θ ) in (3) is based on a U design associated with an OA (n, d, s, t) , and, in discussing any large-sample result under U sampling, n → ∞ or s → ∞ means that s goes to infinity with λ, t and d fixed and s → ∞, achieved through a subsequence of values for which the underlying orthogonal array exists.
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This section presents some theoretical results on sample average approximations under U sampling. In particular, it is shown that the two tail probabilities defined in (4) and (5) This lemma generalizes straightforwardly to the case where g(θ, X ) is a vector-valued function, as given in the following corollary.
n (θ )} be based on a U design associated with an OA(n, d, s, t) with index unity, i.e. n = s t . Then, under U sampling,f n (θ ) → f (θ ) in probability for any fixed θ ∈ . Now turn to the convergence ofθ n under U sampling. Theorem 1 states that, under U sampling, θ n converges to θ * in a fashion similar to the convergence off n (θ ) in Lemma 3.
THEOREM 1. Suppose that the assumptions in Lemma 3 hold, for almost every X , g(θ, X ) is a Lipschitz continuous function of θ with a Lipschitz constant L(X ), and E[{L(X )} 2 ] is finite.
Then, under U sampling,θ n → θ * in probability.
Theorem 1 can be proved by modifying the argument used in § 2.1 of Chapter 6 in Rubinstein & Shapiro (1993) to show a similar result under independent and identically distributed sampling. Using Theorem 1 and asymptotic normality ofĜ n (θ ) given in Loh (1996 Loh ( , 2008 , asymptotic normality of the sample average approximation solutionθ n under U sampling can be established.
Next, we examine the decay rate of γ n (θ, ), defined in (4), and that of ρ n ( ), defined in (5), under U sampling and Latin hypercube sampling.
Our first main result captures the decay rate of γ n (θ, ) under U sampling.
THEOREM 2. Let d 0 be the overall essential dimension of g(·, X ). Suppose that, for any θ ∈ , g(θ, X ) is a Lipschitz continuous function of X with a Lipschitz constant L(θ
is finite for all θ ∈ ; andf n (θ ) is based on a U design associated with an OA(n, d, s, t) with index unity and t = d 0 . Then, under U sampling, for any > 0 and a fixed θ ∈ , there exists some integer N θ, such that when n > N θ, ,
Forθ n under U sampling, we have a similar result. (θ, X ) with a Lipschitz constant L 0 independent of (θ, X ). Then, under U sampling, for any > 0, there exists some integer N such that when n > N ,
COROLLARY 2. Letf n (θ ) be based on a U design associated with an OA(n, d, s, t) with index unity and t = d 0 , where d 0 is the overall essential dimension of g(·, X ). Suppose that for every θ ∈ , E[{g(θ, X } 2 ] < ∞; there exists some real-valued function h(θ ) such that g(θ, X ) h(θ ) > −∞ for almost every X ; and g(θ, X ) is a Lipschitz continuous function of the argument vector
Here are some additional definitions. For any 0 < a < 1, define 
For any 0 < a < 1, let b(θ ; a) be a weighted average of f R 1 (θ ) and f R 2 (θ ) given by
If g(θ, X ) is a first-order function of X , then b(θ ; a) equals f (θ ) = g(θ, X )dF, as described in the following proposition.
PROPOSITION 1. For every θ ∈ , if g(θ, X ) is a first-order function of X as defined in
If b(θ; a) differs from f (θ ), in light of Proposition 1, one can conclude that g(θ, X ) deviates from its first-order approximation in (7). We make this precise in Definition 1.
DEFINITION 1. The function g(θ, X ) deviates from its first-order approximation if there exist
constants η > 0 and 0 < a < 1 such that, for every θ ∈ ,
It is possible to find a variety of forms of g(θ, X ) in conformity with this definition such as |X 1 + X 2 − θ |, exp{θ (X 1 + X 2 )} and (X 1 + X 2 ) θ +1 , where = [1, 1·5]. If g(θ, X ) deviates from its first-order approximation, then d ess (θ ) 2 and d 0 2.
Theorem 3 provides a large deviation result forf n (θ ) under Latin hypercube sampling when g(θ, X ) deviates from its first-order approximation. THEOREM 3. Suppose that g(θ, X ) deviates from its first-order approximation as defined in Definition 1, and η > 0 and 0 < a < 1 are as defined in (13) 
and
A fresh combinational argument is used to prove this result, which is quite different from typical approaches used for deriving large deviation results under independent and identically distributed sampling. This theorem indicates that if g(θ, X ) deviates from its first-order approximation, then n −1 log pr{|f n (θ ) − f (θ )| > } under Latin hypercube sampling is bounded below by a finite number and hence cannot attain the convergence given by (8) of its counterpart under U sampling.
For
and φ (k) (θ, X ) be respectively the kth entries ofĜ n (θ ), G(θ) and φ(θ, X ), defined in § 2. Finally, we present a large deviation result forθ n under Latin hypercube sampling. THEOREM 4. Suppose that, for some k ∈ {1, . . . , p}, the following holds.
is a Lipschitz continuous function of θ ∈ with a Lipschitz constant L(X ), and E[{L(X )} 2 ] is finite. (iii) For every θ ∈ , φ (k) (θ, X ) is continuous in X , and there exists some real-valued function
h(θ) such that φ (k) (θ, X ) h(θ ) > −∞ for almost every X and E[{φ (k) (θ, X )} 2 ] < ∞. (
iv) It is possible to perform an exchange of differentiability and integration given by
In the same spirit of (13), for some 0 < a < 1, there exists some η > 0 such that
Then, under Latin hypercube sampling, as long as
A comparison of (9) and (16) indicates that, for the same n, the probability thatθ n deviates from θ * by a fixed positive amount decays much faster under U sampling than under Latin hypercube sampling. For d = 3, the lower bounds in (16) for a = 0·2, 0·4, 0·6, 0·8 are −1·0, −1·3, −1·3 and −1·0, respectively. 8 QI TANG AND PETER Z. G. QIAN Table 1 . Estimated large deviation probabilities (%) for the integral in (17) Sampling scheme n = 64 n = 256 n = 1024 n = 4096 Independent identically distributed sampling 99·0 9 6 ·4 9 4 ·9 8 7 ·8 Latin hypercube sampling 98·8 9 5 ·6 9 3 ·5 8 8 ·4 U sampling 95·9 8 3 ·8 3 7 ·2 0 ·1
NUMERICAL ILLUSTRATION 4·1. A two-dimensional integral example
where the value of f is around 0·653 (Drew & Homem-de-Mello, 2005 ). Interest lies in comparing different decay rates of γ n ( ) under independent and identically distributed sampling, Latin hypercube sampling and U sampling. For each sampling method and n = 64, 256, 1024, 4096, we computef n in (2) 1000 times and obtain an estimateγ n ( ) of γ n ( ) as the relative frequency of allf n s that deviate from f by = 10 −3 f , i.e., |f n − f | > 10 −3 f . The four U designs involved are based on an OA(8 2 , 2, 8, 2), an OA(16 2 , 2, 16, 2), an OA(32 2 , 2, 32, 2) and an OA(64 2 , 2, 64, 2). Table 1 comparesγ n s for the three sampling methods. For each n, the result with U sampling consistently beats its counterparts with the other two sampling schemes. In particular, for n = 4096, the estimated tail probability with U sampling is merely 0·001, in contrast to 0·884 and 0·878 with Latin hypercube sampling and independent and identically distributed sampling.
4·2. A Bioassay example
The sample average approximation method, along with the three sampling methods mentioned in § 4·1, is used to calculate the posterior mode of a Bayesian model. The data are from a bioassay example given in Gelman et al. (2003, pp. 88-93) . The response y i is assumed to have a binomial distribution Bi(n i , β i ) with logit(β i ) = α + θw i + γ w 
where φ(·) is the standard normal density function. Let X 1 and X 2 be independent U [0, 1] random variables and −1 (·) be the inverse of the standard normal cumulative density function, and write α = 10 −1 (X 1 ) and γ = 10 −1 (X 2 ). Then this optimization problem can be cast in the form of (1) with
where its true optimal solution θ * is found to be 10·7857 by using the sample average approximation method with a large Latin hypercube design of 10 6 runs. For each of the three sampling methods and n = 100, 900, 2500, 4900, we computeθ n 1000 times and obtain an estimateρ n ( ) of ρ n ( ) in (5) as the relative frequency of allθ n s that deviate from θ * by = 10 −3 θ * , i.e. |θ n − θ * | > 10 −3 θ * . The four U designs involved were constructed by Table 2 . Estimated large deviation probabilities (%) for a bioassay example Sampling scheme n = 100 n = 900 n = 2500 n = 4900 Independent identically distributed sampling 96·0 8 0 ·1 9 4 ·9 6 8 ·5 Latin hypercube sampling 95·4 8 3 ·6 7 6 ·9 6 6 ·0 U sampling 95·2 6 0 ·4 1 7 ·4 1 ·0 Table 3 . Estimated large deviation probabilities (%) for a statistical allocation problem Sampling scheme n = 2401 n = 3481 n = 6241 Independent identically distributed sampling 100·0 100·0 100·0 Latin hypercube sampling 100·0 9 9 ·8 9 8 ·9 U sampling 6·8 0 ·3 0 ·0
using an OA(10 2 , 2, 10, 2), an OA(30 2 , 2, 30, 2), an OA(50 2 , 2, 50, 2) and an OA(70 2 , 2, 70, 2). Table 2 , which comparesρ n ( )s under the three sampling schemes, clearly indicates thatρ n ( ) under U sampling decays fastest. For n = 2500,ρ n ( ) with U sampling is at least 77·3% smaller than its counterparts under Latin hypercube sampling and independent and identically distributed sampling.
4·3.
A statistical allocation problem Consider a statistical allocation problem from transportation. This problem seeks an optimal way to build a new facility to minimize transportation cost proportional to the expected distances between the new facility and some existing facilities; see Owen & Daskin (1998) for more details. In the form of (1), here g(θ, X ) is
where X 1i and X 2i are independent U [0, 1] random variables, for i = 1, . . . , 25. The objective function of this problem involves 50 random variables. This example was chosen because we wanted to examine the decay rate of ρ n ( ) for a stochastic program with a relatively large number of random variables. By the symmetry of the 25 locations, {cos(2iπ/25), sin(2iπ/25)}, and the convexity of g(θ, X ) in θ for almost every X , here the optimal solution θ * is (0, 0). For each of the three sampling methods mentioned in § 4·1 and n = 2401, 3418, 6241, we computeθ n 10 3 times and obtain an estimateρ n ( ) of ρ n ( ) as the relative frequency of allθ n s that deviate from θ * by = 3 × 10 −5 , i.e. θ n − θ * > 3 × 10 −5 . The three U designs are based on an OA(49 2 , 50, 49, 2), an OA(59 2 , 50, 59, 2) and an OA(79 2 , 50, 79, 2). Table 3 compareŝ ρ n ( )s for the three sampling methods, where, once more,ρ n ( ) under U sampling decays much faster than those under the other two sampling schemes. For n = 6241,ρ n ( ) with U sampling is zero whereas its counterparts with the other two sampling methods are at least 0·989.
ACKNOWLEDGEMENT
We are grateful to the editor, the associate editor and two referees for their insightful comments and suggestions. Qian is supported by the National Science Foundation, U.S.A., and a faculty award from IBM. n, d, s, t) . Using B, a U design D is generated with runs X 1 , . . . , X n . The design D is used to computef n (θ). Consider the partition P n defined in § 2 with its cubes denoted by q j . By Lemma 1, E{g(θ, X i )} = f (θ ) (i = 1, . . . , n) and
Let F 0 = {(q j , q k ) : q j , q k ∈ P n } and F = {(q j , q k ) : q j , q k ∈ P n , pr(X 1 ∈ q j , X 2 ∈ q k ) > 0}, where |F| > 0. By symmetry, pr(X 1 ∈ q j , X 2 ∈ q k ) = 1/|F | for any (q j , q k ) ∈ F. This, combined with the fact that F ⊂ F 0 and g(θ, X ) 0, implies that E{g(θ, X 1 )g(θ, X 2 )} |F| −1
which, by Lemma 2(iii), equals
where f q j (θ) and f q k (θ ) are defined in (11). Now derive a lower bound for |F |. By Lemma 2(i) and (ii), |F| is at least n d (n − n/s) d , which holds as t, the strength of B, ranges from 1 to d. Applying this bound to (A2) yields that 
whereᾱ u = n −1 n i=1 α u (θ, X i ) and
is the number of u with |u| d ess (θ ).
