Introduction
Speaking to videos, people prefer high frame rate videos for the visual enjoyment.
Although it is possible to use cell phones to take 240-fps (frame-per-second) videos, professional cameras, which are hard to get for ordinary people, might be required for higher frame rate. On the other hand, recording all the video at high frame rate is quite impractical, since it needs large memories and is power-intensive for mobile devices. Video frame interpolation thus become a quite important topic. It aims to upscale the frame rate of videos by generating middle frames from lower frame rate videos. With this technique, we could produce smoother view transitions with the same memory used as the low frame rate videos. It also inspires new applications in self-supervised learning, serving as a supervisory signal to learn optical flow from unlabeled videos [16, 15] .
Traditional methods usually estimate motion vectors or optical flow between frames, and do the interpolation along these flow maps [2, 33, 37] , which are computationally expensive and time-consuming awing to the dense correspondence. Phased-based methods [30, 18] tried to deal with the computational issue by encoding small motions in the phase shifts of pixel's color change, but getting poor performance for frames with larger motions. Convolutional neural networks (CNNs)-based methods are thus introduced for more efficient and effective models, and have shown out some promising results. In spite of methods doing optical flow prediction with CNNs [1, 5, 6, 9, 27, 28, 32] , there is recently a trend to directly generate the interpolated frames [20, 21, 15] , combining motion prediction and pixel generation into a single step and avoiding the requirement for the hard-to-get, dense correspondence ground-truth. They could tackle with the challenging part for frame interpolation, including the complicated set of phenomena (the rapid movement of objects, the occlusion, the change of scene lighting, and the movement of cameras) in real scenes, with the regional consideration of the previous and next frames. Despite the encouraging progress, video frame interpolation still remains challenging in the area with large gradients or motions, better solutions are in demand consequently.
In this work, we proposed to integrate frame interpolation with a classical concept cycle consistency, which is widely used in many computer vision and feature matching algorithms [39, 40] . We address that interpolated frames are more reliable if we could further utilize them to synthesize high-quality output frames. Note that this concept offers an additional auxiliary loss term besides traditional minimization of l 1 or l 2 norm between the synthesized frame and the ground truth. l 2 norm directly maximizes PSNR but results in blurry output, while l 1 produces sharper results. But none of these losses can facsimile human perception. While our cycle consistency loss forces networks to produce realistic and sharp images, they can further be used as inputs for frame interpolation. As pointed out in [41] , by coupling the original mapping G with an inverse mapping F and using the cycle consistency loss to enforce F(G(X)) ≈ X, we would get a more convincing result image G(X). We extend this idea from the image to image transition topic to the frame interpolation field. As far as our knowledge, we are the first to utilize cycle consistency in frame interpolation methods.
The training would be separated into two stages, as shown in Figure 1 .1. In the first stage, we would only train the simple model to use I 0 and I 2 to interpolate I 1 . In the second stage, we construct the cyclic model, copying the model weight from the pretrained model to each training block. In this cyclic model, we form a cycle consistency loss to confirm the consistency of the second-stage output frame and the original input frame, in additional to the original reconstruction loss for the interpolated frame. In the experiments, we illustrate the proposed cycle consistency loss by applying it to one of the current state-of-the-art models [15] . The resulting interpolated frames' PSNR on UCF101 dataset [24] improved from 35.89 db to 36.71 db, which is an enhancement of 0.82 db doi:10.6342/NTU201802624 compared with [15] , for the testing set provided by [15] . We also compare the results of our method on the high-quality video (960 × 540), "See You Again"from Wiz Khalifa, which is used in the experiment of the other state-of-the-art method [21] , and improved the PSNR from 39.69 db to 40.56 db, which is an enhancement of 0.87 db compared with [15] . To tackle with the aforementioned unpleasing results in image areas with great gradients, we add a more high-level information accompanied with input frames as guidance for the training. Recent study [19] has shown that the context information could contribute greatly on the performance of interpolation. In our work, we employ a pre-trained edge detection neural network [34] , getting the edge maps derived from it, to guide the training of the network with cycle consistency loss. This step could further improve our model performance from 36.85 db to 37.00 db on UCF101 dataset, and from 40. 
Related work
Video frame interpolation is one of the classic problems in computer vision and video processing. In this chapter, we review a few relevant works, including traditional methods and methods based on convolutional neural networks. We would also review some papers related to the cycle constraint since our method is inspired by the cycle consistency concept.
Video Frame Interpolation

Traditional methods
Traditional methods regarding to this topic can be classified into 2 main types, which are motion-based methods and phase-based methods. Motion-based methods first estimate dense motion correspondences between two consecutive input frames using methods such as stereo matching or optical flow algorithms. Then, they interpolate one or more middle frames according to the estimated correspondences [2, 33, 37] . The performance of these methods often depends on the generating optical flow and the technical skill to do flow interpolation. However, this approach requires the optimization of a complex objective function and is often computationally expensive. Learning is often limited to a few parameters [14, 23, 25] . With today's trend that people tend to see and make videos with higher resolution, the main challenge for interpolations would become the efficiency. Phase-based methods mainly deal with the efficiency issue. They encode small motions in the phase shift of an individual pixel' s color to reduce the complexity for interpolation [30] . Meyer et al. extended this concept to accommodate large motion by propagating phase information across oriented multi-scale pyramid levels using a bounded shift correction strategy [18] and showed out good performances. However, these methods could not be widely used since the spatial displacement which can be encoded in the phase information is highly limited, that is, high-frequency details might be lost when facing video with large inter-frame changes.
Methods based on convolutional neural networks
Convolutional neural networks (CNNs) have gotten much success in the computer vision field these days. To deal with the interpolation task with CNNs, we can separate the methods into two types: one is using CNNs to do the prediction of optical flow; the other is directly generating the predicted middle frames.
There are lots of work using CNNs to do the prediction of optical flow, including both supervised [1, 5, 6, 9, 27, 28, 32] and unsupervised methods. Supervised methods use the CNNs to do the prediction of optical flows between two consecutive frames. They usually do the training with dense correspondence ground-truth, which is hard to obtain in the real world. An unsupervised approach [16] uses a CNN to predict optical flow by synthesizing interpolated frames, and then inverting the CNN. However, since their endgoal is to generate optical flow, they do not numerically evaluate the interpolated frames.
The interpolated frames come out to be quite blurry.
Another branch in video frame interpolation on CNNs is to directly generate the frames.
These methods do not need the dense correspondence as ground-truth. There are a number of papers that use CNNs to directly generate images [8] and videos [29, 36] . However, blur is often a problem for these generative techniques, since natural images follow a multimodal distribution, while the loss functions used often assume a Gaussian distribution.
Ziwei at al. [15] tried to solve this blurring problem by copying coherent regions of pixels from existing frames with the use of an optical flow layer in the network. They could doi:10.6342/NTU201802624 achieve relatively clear interpolated frames and get the flow unsupervisedly, but there's space for improvement in the quantitative result. Our method is inspired by their method.
Other methods [20, 21] combine motion estimation and frame synthesis into a single convolution step by estimating spatially-varying kernels for each output pixel and convolving them with input frames to generate a new frame. However, these methods need large kernels to handle large motion, they cannot generate all pixels in a high-resolution frame since there would be memory limitation.
Cycle Constraint
The idea of using cycle constraint as a way to regularize structured data has a long history. In the language domain, using "back translation and reconsiliation"to verify and improve the accuracy for translations is a technique used by human translators [3] . For visual tracking, there is also a trick to get better result with enforcing simple forwardbackward consistency [26] . More recently, higher-order cycle consistency has been used in many other vision tasks, including structure from motion [38] , 3D shape matching [10] , co-segmentation [31] , dense semantic alignment [39, 40] , depth estimation [7] and imageto-image translation [41] .
Of all the above work, Zhou et al. [40] , Godard et al. [41] and Zhu et al. [41] are most similar to our work, since they use the concept "cycle consistent" to regularize supervised CNN training. For the work of Zhu et al. [41] , they couple their initial mapping G : X → Y, which is highly under-constrained, with an inverse mapping F, using the cycle consistency loss to enforce F(G(X)) ≈ X to get a more promising mapping of G. The difference between our approach and theirs is that we are not enforcing the dual direction mapping between two mapping functions, but to use cycle consistency to ensure that we can gain high quality interpolations with interpolated frames as input into the same model. doi:10.6342/NTU201802624
Chapter 3
The proposed approach
Our approach is introduced in this chapter. Given a target CNN architecture, our main goal is to utilize the simple concept that the interpolated frames are more reliable if we could synthesize good enough results from them to enhance the performance of the model for frame interpolation.
We would first give a quick sketch for the whole model architecture. Then, we describe how each component works in our model, including how to apply the special loss termCycle Consistency Loss, how edge-guided training works and how to formulate the motion linearity loss. our model: the cycle consistency loss, motion linearity loss and edge-guided training. The cycle consistency loss is inspired by the idea that the interpolated frames are more reliable if we could further synthesize good enough results from them. The motion linearity loss is to ensure the flow linearity when the flow between frames are pretty small. There would be a further improvement in the performance of the model with edge-guided training, inspiring by the different performances in different gradient magnitudes. We would dig into the details for each part in the following sections.
Full Model
The loss for our model is stated as below, where L r means the reconstruction loss (l 1 ), L c means the cycle consistency loss, and L m means the motion linearity loss:
Cycle Consistency Loss L c
According to our observations, traditional image quality assessment metrics such like Peak Signal to Noise Ratio (PSNR) alone could be hard to represent the effect of interpolation since some frames with lower PSNR might be clear and pleasant for audience than the frames with hight PSNR, as shown in Figure 3 .2. Thus, we propose the Cycle Consistency Loss L c -a loss for any end-to-end training CNN models to not only ensure the quantitative result of interpolated frames, but also improve visual quality of video frame synthesis. This loss could be easily applied to any CNN model, especially easier for those directly generating the middle frames. The training data is the same as the target model we'd like to improve, usually the triplets of consecutive video frames. The training process needs to be split into two stages, which is to pre-train the "simple model" in the first stage and to jointly fine-tune the "simple model" and "cyclic model" in the second stage.
The first stage training. During the first-stage training, we construct the "simple model", which is a modified model from Deep Voxel Flow (DVF) [15] , as shown in the Figure3.3. For this model, two frames in the triplets of consecutive video frames are provided as inputs and the remaining frame is used as the reconstruction target. With the simple L 1 loss (L r , for which r stands for "reconstruction"), the model learns to synthesize the in-between frame from the input frames, by warping the input frames with the generated voxel flow and mask in the intermediate stage. 
Motion Linearity Loss L m
We assume that the motion between the two consecutive frames would be linear when the time interval between them are relatively small. In our aforementioned two-stage training procedure, the time intervals between the first-stage input frames are set to be twice of those between the second-stage input frames, in order to apply the cycle consistency loss L c . Integrating the above two prior knowledge, the generated flow magnitude of the simple model should be twice of those generated by the cyclic model, as shown in Figure3 .5 (The schematic flow maps are just for the demonstration of our idea, not the real generated flow maps). The motion linearity loss L m could thus be formulated as below, where F means the flow map and the subscripts mean the flow is from which frame to which, 
Edge-guided Training
To analyze the performance of past interpolation models and gain some insight for where we could further enhance, we have done some statistical analysis on those models.
Shown as Figure3.7, we here use the DVF [15] model and the SepConvs [21] model as examples. We tested the two models on the UCF101 testing set, and divided the pixels of the frames in the testing set into ten groups according to the gradient magnitude of each pixel, getting the average performance (mean square error) for each gradient magnitude bin. We observe that the mean square error between the interpolated results and the ground truth turns out to be larger as the gradient magnitude of the pixel becomes larger. The edge-guided training idea is inspired by this observation. We believe that with the help of the edge information, the model would learn extra knowledge with only the color images themselves.
After several experiments for the generation of the edge information, including traditional methods [4, 12, 17] and CNN-based methods, we choose to use the CNN-based method, Holistically-Nested Edge Detection (HED) [34] . The benefit to use a CNN-based method is that we could combine the training of the network with our cycle consistency loss since it is fully differentiable. As shown in Fig3.6, we get the edge maps E 0 and E 2 for the two input frames I 0 and I 2 , and then concatenate them with the color images to doi:10.6342/NTU201802624 form the eight-channel final input, composed with 3(color image channel)x2(frames) and 1(edge map channel)x2(frames), for our edge-guided training procedure. The output and loss term for this training procedure is the same as the original, the predicted middle frame I 1 and the L r loss. 
Chapter 4 Implementation details
The implementation and training details are demonstrated in this chapter. First, we would dig into the architecture of our base model (the orange block in all the previous figures), which is an extension from [15] , for applying the cycle consistency loss. Then, we show the training environment of our approach.
Implementation of the base model
Our full model is constructed by four orange blocks, shown as Figure3.1, while each block refers to a base model, shown as Figure4.1. For the base model, we adopt the U-Net architecture [22] , which is a fully convolutional neural network, consisting of an encoder and a decoder, with skip connections between the encoder and decoder features at the same spatial resolution. For both the encoder and decoder, we have 3 hierarchies. In the encoder, there are one convolutional and one ReLU layer in each hierarchy, and an average pooling layer with a stride of 2 at the end of each hierarchy except the last one, to decrease the spatial dimension. In the decoder part, a bilinear upsampling layer is used at the beginning of each hierarchy to increase the spatial dimension by a factor of 2, followed by one convolutional and one ReLU layer.
There would be an 3-channel intermediate output, which are the flow map of x and y direction and the blending mask respectively.. The final output, which is the interpolated frame, would be generated by the model intermediate outputs, with warping the two input frames with the generated flow maps and blending them with the mask. Since the network need to take the flow computation into account, it is important to use large filters in the first few layers of the encoder to capture long-range motion. We therefore use 5 x 5 kernels in the first two convoluional layers and 3 x 3 in the rest layers. 
Training details
Due to the two stage training for our full model, given input images I 0 and I 2 , the intermediate frame I 1 , our prediction of the intermediate frame I 1 , the prediction with synthesized input frames I 1 , and the predicted flow F n→m , our loss functions are formulated as below:
where
. The weight has been set empirically using the validation set, and we will discuss this in the next chapter (the ablation study part). Every component of our network is differentiable, thus our model is end-to-end trainable.
Our network is trained using the Adam optimizer [13] with batch size 8 on videos from the UCF-101 training set [24] . The learning rate is initialized to be 0.0001 in the first-stage doi:10.6342/NTU201802624
training. In the second-stage training, we set the learning rate to one tenth of the original, 
Experimental results
The performance of the proposed cycle consistency loss is evaluated in this chapter.
We also demonstrate the effect of combining the edge information and the prior knowledge of flow linearity into training. We first describe the adopted datasets, including UCF101 [24] , Middlebury [2] and a high-quality video (960 × 540), "See You Again" from Wiz Khalifa. We mainly use UCF101 for the training, and for the performance measure, we use the test set of UCF101 released by [15] and the rest two aforementioned datasets.
We would then give the details about the construction and initialization of our network. Afterwards, The quantitative results are reported and analyzed, including the performances of applying the cycle consistency loss, the edge-guided training, and the consideration of motion linearity individually or jointly, and the comparison of our approach to the existing approaches. Finally, we present the visual results of our interpolated frames in the three datasets mentioned previously, comparing with the results of state-of-the-arts.
Dataset
UCF101
This dataset is proposed originally for action recognition. It is formed of realistic action videos collected from YouTube, with 13320 videos in 101 action categories. The largest diversity in these videos, including camera motion, object appearance and pose, ob-doi:10.6342/NTU201802624 ject scale, viewpoint, cluttered background, illumination conditions, etc, makes the dataset challenging not only for action recognition, but also the topic we want to deal with: video frame interpolation. Thus, it is suitable for us to use as training dataset. Figure5.1 shows one image frame from each category in the dataset. To form the training dataset, we first use "ffmpeg" to extract frames from every video in the train_list1.txt offered by the UCF101 website at a frame rate of 30 fps. Since there might be consecutive frames with no or little motion on it, which might be meaningless to use them for the training, we need to do some preprocessing work to filter them out.
We calculate the PSNR between two consecutive frames, while lower PSNR means lower similarity and thus more obvious motion between frames, and only keep the lower PSNR triplets to form the training set of approximately 280,000 triplets. Also, because of the training memory limitation, we resize all the frames to a resolution of 256 x 256 before using them to train our network.
Middlebury
This dataset is mainly for optical flow prediction. The testing sets consist of eight frames from each of the 12 categories, divided into four types, which are hidden texture, synthetic, stereo, high-speed camera videos. Since this dataset doesn't announce the ground truth for us to do the evaluation ourselves, we upload our testing results for the 
High-quality Video: "See You Again"from Wiz Khalifa
We also evaluate our model on the video with high resolution. The reason we choose this video is that the state-of-the-art method [21] have performed testing result on this video. We use the same testing setting as [21] , sampled the video at the frame rate 23.98 fps to get 2846 frames with a resolution at 540 x 960 as input to generate 2845 interpolated frames without any fine-tuning.
Experimental setup
In our experiment, we pre-train our first-stage model using the UCF101 training dataset For the performance evaluation, we test our model on three different datasets, including real scene videos, synthetic videos, and high-quality videos. For UCF101, in every triple of frames, the first and third ones are used as inputs to predict the second frame using 379 sequences provided by [15] . For Middlebury, we submit our video interpolation results of eight sequences to its evaluation server. For "See You Again", we directly test the performance without doing the fine-tuning. doi:10.6342/NTU201802624
Ablation Study
We conduct the ablation study with the model trained on UCF101 training set, and test the performance on UCF101 testing set provided by [15] . We adopt our cycle consistency loss at [15] , thus consider it as our baseline, and its performance (PSNR) on UCF101 is 35.89 db. We then compare the results of the baseline with the results of applying each component, including the cycle consistency loss, motion linearity loss, and edge-guided training, to demonstrate the effectiveness of each component in our training procedure.
Parameter tuning. We do the model analysis with the proposed loss function in equation 4.2, consisting of three loss functions, to decide the weighting among these three loss terms. Except for reconstruction loss L r , the other two functions, L c and L m , are associated with leading parameters, i.e. λ c and λ m , respectively. We perform sensitivity analysis of the two parameters. First of all, the reconstruction loss L r is employed with its leading parameter set to 1. We add the cycle consistency loss L c for ensuring the predictions from interpolated frames to be as similar as the original input frames. The performance of our approach by varying the value of the corresponding parameter λ c is shown in Figure5.3 (a). It can be observed that L c is crucial, since the performance gain by changing λ c from zero to a positive value is significant. We empirically set λ c to 0.75. Then, the third loss In additional to the better results qualitatively and quantitatively, there is another benefit accompanied with the cyclic frame generation. Since we reuse the training data in our two-stage training model, we could utilize the data in a more efficient way. As shown in Table5.1 and Figure5.4, we test the performance of two models, which are the model trained with simply L 1 loss and the model trained with our cycle consistency loss L c , on two independent datasets, which are the UCF101 testing set provided by [15] and the high-quality video: "See You Again". The training data is randomly sampled from our full UCF101 training dataset (approximately 280,000 triplets) proportionally to the data size. We can see that we would maintain the performance of our model (trained with the cycle consistency loss) even with fewer training data, while the performance of the model trained without the cycle consistency loss would drop a lot when lack of training data. We can see that the interpolated frames would have more accurate predicted positions for objects in the frame. 
Comparison to state-of-the-art methods
In this section, we compare our approach mainly with state-of-the-art methods including separable adaptive convolution (SepConv) [21] and deep voxel flow (DVF) [15] .
UCF101 dataset and Video: "See You Again". On UCF101, we compute all metrics, both PSNR and SSIM, using the motion masks provided by [15] . Table 5 .3: Results on the UCF101 dataset and high-quality video: "See You Again".
Middlebury dataset. The interpolation error (IE) scores on each sequence form the Middlebury dataset [2] are shown in Table5. 4 . We compare our model with the four topperforming models on the Middlebury dataset, including models directly generating the interpolated middle frames, which are Context-aware Synthesis (CtxSyn) [19] , and Super SloMo (SuperSlomo) [11] , and the model, MDP-Flow2 [35] , where the interpolation algorithm [2] is coupled with its optical flow method. Our model achieves the best performance on 3 out of all 8 sequences. Particularly, the Urban sequence are generated synthetically and the Teddy sequence contains actually two stereo pairs. 
Visual comparison
We show a comparison of our proposed approach with state-of-the-art video frame interpolation methods in Figure 5 .11 and 5.10. 
Conclusions
We have presented a new loss term, the cycle consistency loss, on video frame interpolation, to integrate the interpolation with the classical concept cycle consistency. The loss term and the architecture behind it enable the fully utilization of the training data, not only to enhance the results of interpolation, but also to maintain the performance with less training data than previous works. Accompanied with the cyclic video frame generation, we perform two other extensions, edge-guided training and motion linearity loss, to deal with the relatively low performance when applying previous methods in great gradient and large motion areas.
We evaluated these three components on the UCF101 dataset, Middlebury dataset, and the high-quality video: "See You Again". The experimental results show that it can reach the state-of-the-art performance in both UCF101 and high-quality video: "See You Again". For Middlebury dataset, even though we are not state-of-the-art on the synthetic data, we have better performance on the real scene data than any other previous work, which is more important for the generalization of the frame interpolation method. In the future, we plan to generalize this work for videos with transitions among and to make the model fully flexible to perform the variable-length multi-frame video interpolation.
