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Abstract—We investigate beam training and allocation for mul-
tiuser millimeter wave massive MIMO systems. An orthogonal
pilot based beam training scheme is first developed to reduce the
number of training times, where all users can simultaneously
perform the beam training with the base station (BS). As the
number of users increases, the same beam from the BS may
point to different users, leading to beam conflict and multiuser
interference. Therefore, a quality-of-service (QoS) constrained
(QC) beam allocation scheme is proposed to maximize the
equivalent channel gain of the QoS-satisfied users, under the
premise that the number of the QoS-satisfied users without beam
conflict is maximized. To reduce the overhead of beam training,
two partial beam training schemes, an interlaced scanning (IS)
and a selection probability (SP) based schemes, are proposed.
The overhead of beam training for the IS-based scheme can
be reduced by nearly half while the overhead for the SP-based
scheme is flexible. Simulation results show that the QC-based
beam allocation scheme can effectively mitigate the interference
caused by the beam conflict and significantly improve the spectral
efficiency while the IS-based and SP-based schemes significantly
reduce the overhead of beam training at the cost of sacrificing
spectral efficiency a little.
Index Terms—Millimeter wave (mmWave) communications,
massive MIMO, beam training, beam allocation
I. INTRODUCTION
Millimeter wave (mmWave) communications, ranging from
30GHz to 300GHz frequency band, has been regarded as
a promising technology for future wireless systems [1]–[3]
since it can considerably increase the data rate owing to its
wider bandwidth. However, mmWave communication faces
the challenge of high path loss caused by high carrier fre-
quency [4]. Fortunately, large antenna arrays can be packed
into small form factors at mmWave frequencies [5], making
it feasible for both base station (BS) and user equipment to
compensate for the high path loss [6]. In the conventional
MIMO systems, a fully digital baseband precoding is usually
used. However, in mmWave massive MIMO systems, fully
digital precoding is impractical since the number of antennas
is large and the working frequency is much higher than that
of conventional MIMO systems [7]. In this context, hybrid
precoding, including analog and digital precoding, is usually
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adopted for mmWave massive MIMO communications [8]–
[11]. Analog precoding, also known as analog beamforming,
can produce directional transmission under the constraints of
constant amplitude (CA) and limited resolution from phase
shifters [12]–[15]. Digital precoding is used to multiplex
independent data streams and to mitigate interference, which is
similar to that in the fully digital sub-6GHz wireless systems.
There have been many hybrid precoding schemes and
algorithms for single-user multi-stream mmWave systems.
In [16], a hybrid precoding algorithm has been proposed
to exploit the sparse property of mmWave channels in the
angle domain, where the sum-rate maximizing problem is
formulated and solved as a sparse reconstruction problem.
In [17], [18], a hierarchical codebook design and a multi-beam
search scheme for single-user multi-stream communications
have been developed to acquire multiple beams quickly, where
each beam is essentially formed by analog precoding. In [19],
the hybrid precoding design is treated as a matrix factorization
problem and three alternating minimization algorithms have
been proposed for fully-connected and partially-connected
hybrid precoding structures.
In multiuser multi-stream mmWave systems, the BS si-
multaneously serves multiple users, each equipped with an
mmWave antenna array. In [20], a low-complexity multiuser
hybrid algorithm has been proposed for the precoder at the BS
and the combiners at the user equipment with a small number
of training and feedback. There may be severe performance
degradation when the spatially multiplexed users are close
in angle domain. To address the issue, only a small subset
of users are served simultaneously to reduce the multiuser
interference [21]. In [22], a near-optimal (NO) beam selection
algorithm can mitigate multiuser interference for mmWave
massive MIMO systems, where users are classified into two
groups: interference-users (IUs) and non-interference-users
(NIUs). The beams with full power serve the NIUs while the
appropriate beams are selected to serve the IUs with proper
power to maximize the sum-rate. In [23], three beam selection
algorithms with low RF-complexity have been developed for
beamspace mmWave massive MIMO systems, where each user
served by the BS is equipped with a single omnidirectional
antenna. In [22], [23], beam allocation is for beamspace
mmWave massive MIMO systems equipped with discrete lens
arrays (DLA). In fact, beam allocation can be also used for
mmWave massive MIMO systems with uniform linear arrays
(ULA) even if there is only limit literature on the topic.
In this paper, we consider the beam training and allocation
for multiuser multi-stream mmWave massive MIMO systems.
2We first propose an orthogonal pilot (OP) based beam training
scheme where all users can simultaneously perform the beam
training. As the number of users increases, the same beam
from the BS may point to different users, leading to beam
conflict and multiuser interference. Therefore, we develop a
quality-of-service (QoS) constrained beam allocation scheme,
which aims at maximizing the equivalent channel gain of the
QoS-satisfied users, under the premise that the number of the
QoS-satisfied users without any beam conflict is maximized.
To substantially reduce the overhead of beam training, we
propose two partial beam training schemes, an interlaced
scanning (IS) and a selection probability (SP) based beam
training schemes. The overhead of beam training for the IS-
based scheme can be reduced by nearly half while that for the
SP-based scheme is flexible and can be set arbitrarily.
The rest of the paper is organized as follows. The problem
is formulated in Section II. In Section III, the hybrid precoder
design is investigated and the OP-based beam training scheme
is proposed. In Section IV, the QoS constrained (QC) beam
allocation scheme is developed. In Section V, two partial
beam training schemes, including the IS-based and SP-based
schemes, are introduced. Simulation results are provided in
Section VI. Finally Section VII concludes the paper.
The notations used in this paper are as follows. Symbols for
matrices (upper case) and vectors (lower case) are in boldface.
According to the convention, a, a,A, andA denote a scalar, a
vector, a matrix, and a set, respectively. [a]i, [A]i,:, [A]:,j , and
[A]i,j represent the ith entry of a, the ith-row of A, the jth-
column of A, and the entry on the ith-row and jth-column
of A, respectively. (·)T , (·)∗, (·)H , (·)−1, ‖ · ‖0, and ‖ · ‖2
denote the transpose, the conjugate, the conjugate transpose
(Hermitian), the inverse, the zero norm, and the two norm
(or Euclidean norm), respectively. 0K , IK , and ∅ are the
zero vector of size K , the identity matrix of size K , and the
empty set, respectively. CN (m,R) is the complex Gaussian
distribution with the mean of m and the covariance matrix R.
E[·] denotes the expectation. C is the set of complex number.
II. PROBLEM FORMULATION
As shown in Fig. 1, consider a multiuser mmWave massive
MIMO communication system with a BS and K users. The
BS is with NBS ULA antennas and NRF RF chains (NBS ≫
NRF > 1) and employs hybrid precoding while each user
equipment (UE) is with NUE ULA antennas and a single RF
chain and employs an analog-only combining architecture. The
maximum number of users simultaneous served by the BS is
restricted by the number of its RF chains, i.e., K ≤ NRF.
It is commonly assumed that the number of simultaneously
served users is the same as that of RF chains to save power
consumption. If K < NRF, the BS will use K out of NRF
RF chains to serve the K users while turning off (NRF−K)
RF chains to save the BS power.
During the downlink transmission, the signal received by
the kth user is denoted by
yk =H
dl
k x+ n
dl
k , (1)
where x = FRFFBBs denotes the transmitted signal from
the BS. s , [s1, s2, . . . , sK ]
T
is the data symbol vector
Fig. 1. A BS with hybrid precoding communicating with the kth user that
employs analog-only combining in the downlink.
subject to the constraint of total transmit power Pdl, i.e.,
E[ssH ] = PdlK IK . FBB , [f
BB
1 ,f
BB
2 , . . . ,f
BB
K ] ∈ CK×K
and FRF , [f
RF
1 ,f
RF
2 , . . . ,f
RF
K ] ∈ CNBS×K are the base-
band precoder (digital precoder) and RF precoder (analog pre-
coder), respectively. Hdlk ∈ CNUE×NBS is the channel matrix
between the BS and the kth user. ndlk ∼ CN (0, σ2dlINUE)
denotes the noise term with each entry obeying independent
complex Gaussian distribution with zero mean and variance
of σ2dl.
After the RF combiner wk at the kth user, we have
sˆk = w
H
k H
dl
k x+w
H
k n
dl
k = w
H
k H
dl
k FRF
K∑
n=1
fBBn sn+w
H
k n
dl
k .
(2)
Note that FRF and wk in Fig. 1 are implemented using
phase shifters. The entries of FRF and wk have constant
envelop. Furthermore, the angles of the phase shifters usually
have a finite set of possible values. With these constraints,
we have [FRF]m,n =
1√
NBS
ejφm,n , [wk]m =
1√
NUE
ejθm ,
where φm,n and θm are the quantized angles. Moreover, we
normalize FBB such that ‖FRFFBB‖2F = K , that is, the
baseband precoder provides no power gain.
According to the existing literature [4], [24], mmWave
channels have limited scatterers. We adopt a widely used
geometric channel model with Lk scatterers. The ULA with a
half-wavelength antenna space is equipped at the BS and the
users. Then the NUE × NBS channel matrix between the BS
and the kth user can be expressed as
Hdlk =
√
NBSNUE
Lk
Lk∑
l=1
βkl aUE(θ
k
l )a
H
BS(φ
k
l ) (3)
where βkl is the complex gain of the lth path with E[|βkl |2] =
β¯. θkl , sin(ϑ
k
l ) and φ
k
l , sin(ϕ
k
l ) are the angle-of-
arrival (AoA) and the angle-of-departure (AoD) of the lth
path, respectively. ϑkl , ϕ
k
l ∈ [−π/2, π/2] are the physical
angles for the AoA and the AoD, respectively. The channel
steering vectors at the BS and the kth user are denoted
as aBS(φ
k
l ) = u(NBS, φ
k
l ) and aUE(θ
k
l ) = u(NUE, θ
k
l ),
respectively. u(N,α) is defined as
u(N,α) ,
1√
N
[1, ejpiα, . . . , ej(N−1)piα]
T
. (4)
Our objective is to design the hybrid precoder (analog and
digital precoders) at the BS and the analog combiner at each
3user to maximize the sum-rate of the system, a commonly
adopted performance metric. Based on (2), we can write the
achievable rate of the kth user as
Rk = log2
(
1 +
P
K |wHk Hdlk FRFfBBk |2
P
K
∑
i6=k |wHk Hdlk FRFfBBi |2 + σ2dl
)
. (5)
The sum-rate of the system is Rsum =
∑K
k=1Rk.
The analog precoder is formed by some codewords selected
from a beam steering codebook, which essentially consists
of NBS equally spaced channel steering vectors pointing at
NBS different directions [25]. Similarly, the analog com-
biner is formed by some codewords selected from a beam
steering codebook which consists of NUE channel steering
vectors. The codebooks at the BS and the users are de-
noted by Fc = {fc(1),f c(2), ...,fc(NBS)} and Wc =
{wc(1),wc(2), ...,wc(NUE)}, respectively, where
f c(n) = u(NBS,−1 + (2n− 1)/NBS),
wc(n) = u(NUE,−1 + (2n− 1)/NUE). (6)
Then the sum-rate maximization problem in terms of FRF,
FBB, and wk can be formulated as
max
FRF,FBB,
wk
K∑
k=1
log2
(
1 +
Pdl
K |wHk Hdlk FRFfBBk |2
Pdl
K
∑
i6=k |wHk Hdlk FRFfBBi |2 + σ2dl
)
s.t. [FRF]:,k = f
RF
k ∈ Fc, k = 1, 2, ...,K,
wk ∈Wc, k = 1, 2, ...,K,
‖FRFfBBk ‖
2
F = 1, k = 1, 2, ...,K. (7)
Note that the design of the analog precoder and digital
precoder is coupling. Each computation of the sum-rate can
be performed only after both the analog precoder and digital
precoder are determined, which leads to intractable compu-
tational complexity to solve (7). According to the existing
literature [10], [11], [18], [20], [21], a typical method to
decouple the design of the analog precoder and digital pre-
coder is first determining FRF and {wk}Kk=1 while fixing
FBB, and then determining FBB based on zero-forcing (ZF)
or minimum mean-squared error (MMSE) criterion. When
determining FRF and {wk}Kk=1, the optimization problem can
be written as
max
fRF
k
,wk
|wHk Hdlk fRFk |, k = 1, 2, ...,K, (8)
s.t. wk ∈Wc, fRFk ∈ Fc,
where |wHk Hdlk fRFk | is called as the equivalent channel gain.
Beam training is based on exhaustive search to solve (8)
for the best analog precoder and the best analog combiner
to maximize the equivalent channel gain for each user,
which requires NBSNUEK/NRF times of beam training, e.g.,
NBSNUEK/NRF = 512 if NBS = 64, NUE = 8, NRF = 8
and K = 8.
III. HYBRID PRECODER DESIGN
The hybrid precoder design is usually divided into two
stages. The first stage includes the beam training and ana-
log precoder design. The second stage contains the channel
estimation and digital precoder design. In this section, we
first propose an OP-based beam training scheme, which re-
duces the number of beam training from NBSNUEK/NRF to
NBSNUE/NRF. Then we present a channel estimation method
for the OP-based beam training scheme.
A. OP-based Beam Training and Analog Precoder Design
For time-division duplex (TDD) systems, the channel reci-
procity holds, i.e.,Hdlk = (H
ul
k )
T , where the superscript “ul”
is short for uplink and Hulk denotes the uplink NBS × NUE
channel matrix for the kth user. In the OP-based beam
training scheme, the users transmit mutually orthogonal pilot
sequences so that the signals from different users can be
distinguished at the BS. The pilot sequences are denoted as√
τPulφk ∈ C1×τ , k = 1, 2, ...,K , with φkφHj = δ[k − j],
where τ(τ ≥ K) is the length of the pilot sequence, δ[n] is
a Dirac delta function, and δ[n] = 1 if n = 0, δ[n] = 0 if
n 6= 0. Pul is the uplink transmit power of each user.
Beam training will repeatNBSNUE/NRF times for different
combinations of codewords for the users and the BS. During
beam training, all users select the same codeword from Wc,
e.g.,wc(n) for n = 1, 2, . . . , NUE, as the analog beamforming
vector. Note that if all users select the same codeword from
Wc, it is easier for the BS to record which codewords have
been tested and which codewords have not yet been tested,
where the record is the same for different users. Given wc(n),
the BS can select NRF different codewords fromFc instead of
only one codeword each time since the BS has NRF RF chains
and repeat NBS/NRF times. The selected NRF codewords in
themth selection form a NBS×NRF analog combining matrix
F
(m)
RF . Then the NRF × τ received signal matrix at the BS in
the (n,m)th beam training is a summation of the pilots from
all users and can be expressed as
Y (m,n) =
K∑
k=1
√
τPul(F
(m)
RF )
HHulk wc(n)φk+(F
(m)
RF )
HNul,
(9)
for m = 1, 2, ..., NBS/NRF and n = 1, 2, ..., NUE. N
ul
represents the uplink channel noise, with each entry obeys the
complex Gaussian distribution with zero-mean and variance of
σ2ul.
To get channel information corresponding to the kth user,
multiply Y (m,n) with the conjugate of φk on the left and then
r
(m,n)
k =
φ∗k√
τPul
(Y (m,n))T
= wTc (n)(H
ul
k )
T (F
(m)
RF )
∗ +
φ∗k(N
ul)T√
τPul
(F
(m)
RF )
∗
= wTc (n)H
dl
k (F
(m)
RF )
∗ +
φ∗k(N
ul)T√
τPul
(F
(m)
RF )
∗, (10)
where we have used the identity φkφ
H
j = δ[k − j]. It
is obvious that r
(m,n)
k is a 1 × NRF vector. For the OP-
based beam training scheme, we put together r
(m,n)
k ,m =
41, 2, . . . , NBS/NRF, n = 1, 2, . . . , NUE and obtain an NUE ×
NBS matrix
Rk =

r
(1,1)
k r
(2,1)
k · · · r(NBS/NRF,1)k
r
(1,2)
k r
(2,2)
k · · · r(NBS/NRF,2)k
...
...
. . .
...
r
(1,NUE)
k r
(2,NUE)
k · · · r(NBS/NRF,NUE)k
 . (11)
Considering the uplink and downlink channel reciprocity, the
absolute value of each entry ofRk is essentially the equivalent
channel gain.
To maximize the equivalent channel gain in (8), we just
need to find the entry with the largest absolute value in Rk.
Denote the row index and column index of the corresponding
entry as pk and qk, respectively, which means that the best
analog beamforming vector is wc(pk) and the best combining
vector at the BS is f c(qk) for uplink transmission of the kth
user.
According to channel reciprocity, for the downlink trans-
mission of the kth user, the best analog beamforming vector
at the BS is f˜
RF
k = (f c(qk))
∗ and the best combining vector
at the user is w˜k = (wc(pk))
∗. Then the designed analog
precoder at the BS is
F˜RF = [f˜
RF
1 , f˜
RF
2 , . . . , f˜
RF
K ]. (12)
Compared to the beam training scheme based on exhaustive
search, in the OP-based scheme, all the users can perform
beam training simultaneously with the BS. This parallel man-
ner can reduce the number of beam training times from
NBSNUEK/NRF to NBSNUE/NRF, e.g., from 512 to 64 for
NBS = 64, NUE = 8 and NRF = 8.
Note that although the beam training scheme based on
hierarchial codebook [18] can reduce the overhead for a single
user, it cannot be performed in parallel between the BS and
multiple users. Moreover, there is an overhead caused by
transmission of additional pilot signal for channel estimation
even after the beam training is finished.
B. Channel Estimation and Digital Precoder Design
No extra pilot signal is required for channel estimation. It
is based on the result from the beam training stage.
Denote
H¯ =

wH1 H
dl
1 f
RF
1 w
H
1 H
dl
1 f
RF
2 · · · wH1 Hdl1 fRFK
wH2 H
dl
2 f
RF
1 w
H
2 H
dl
2 f
RF
2 · · · wH2 Hdl2 fRFK
...
...
. . .
...
wHKH
dl
Kf
RF
1 w
H
KH
dl
Kf
RF
2 · · · wHKHdlKfRFK
 .
(13)
According to (2), we have
sˆk = [H¯ ]k,:FBBs+w
H
k n
dl
k , k = 1, 2, . . . ,K. (14)
Denote sˆ , [sˆ1, sˆ2, . . . , sˆK ]
T , then
sˆ = H¯FBBs+ n
dl, (15)
where ndl , [wH1 n
dl
1 ,w
H
2 n
dl
2 , . . . ,w
H
Kn
dl
K ]
T . From (15), the
design of FBB relies on the estimation of H¯ .
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Fig. 2. Illustration of channel power leakage.
In fact, we can estimate H¯ based on R1, R2, ..., RK in
(11). Denote the estimate of H¯ as H˜ . The entry on the ith
row and jth column of H˜ can be expressed as
[H˜]i,j = [Ri]pi,qj (16)
where pi and qj have already been determined during the beam
training.
Once channel is estimated, the ZF digital precoder and
MMSE digital precoder will be
F ZFBB = H˜
H
(H˜H˜
H
)−1, (17)
and
FMMSEBB = H˜
H(P
K
H˜H˜
H
+ σ2dlIK
)−1
, (18)
respectively. In order to satisfy the total power constraint,
each column of the designed digital precoder via (17) or
(18), denoted as f¯
BB
k should be normalized, i.e., f˜
BB
k =
f¯
BB
k /‖F˜RFf¯BBk ‖F such that ‖f˜
BB
k ‖F = 1, k = 1, 2, ...,K .
Now we have designed the analog precoder at the BS, the
digital precoder at the BS and the analog combiner at the users
as F˜RF, {f˜
BB
k }Kk=1, and {w˜k}Kk=1, respectively.
IV. MULTIUSER BEAM ALLOCATION
In this section, we first introduce the beam conflict in
multiuser mmWave massive MIMO communication systems.
Then we propose a beam allocation algorithm, which can
effectively eliminate the beam conflict among different users
and improve the system performance.
A. Beam Conflict
The analog beamforming vectors considered in this work are
essentially NBS equally spaced channel steering vectors point-
ing at NBS different directions. However, since the randomly
distributed users may not lie in the exact directions of the NBS
beams, it generally suffers from channel power leakage. The
correlation between the analog beamforming vectors and the
channel steering vector at the BS can be denoted as
C(n) ,
∣∣aHBS(φ)f ∗c(n)∣∣
=
∣∣uH(NBS, φ)u∗(NBS,−1 + (2n− 1)/NBS)∣∣
=
1
NBS
∣∣∣∣∣sin
piNBS
[
φ+(−1+ (2n−1)
NBS
)
]
2
sin
pi
[
φ+(−1+ (2n−1)
NBS
)
]
2
∣∣∣∣∣, n = 1, 2, ..., NBS.
(19)
5which is also illustrated in Fig. 2. If the analog precoding
vector happens to point at the channel steering vector, i.e.,
φ ∈ {−1 + (2m−1)NBS ,m = 1, 2, ..., NBS}, the envelop of
C(n) will appear as only a single peak in the main lobe,
which corresponds to the case without any channel leakage.
Otherwise, it will appear as two high peaks around the main
lobe as well as several low peaks in the side lobes. In the
worst case, i.e., φ ∈ {−1+ 2mNBS ,m = 1, 2, ..., (NBS−1)}, the
envelop of C(n) will appear as two equally high peaks in the
main lobe as well as several high peaks in the side lobes.
According to (6), the BS codewords in Fc divide the signal
coverage of the BS into NBS sectors, where each sector is
denoted as Sm = [−1+(2m− 2)/NBS,−1+2m/NBS],m =
1, 2, ..., NBS. We denote the AoD of the dominant channel
path between the BS and the kth user as φk. If φk is in the
sector Sm˜, i.e., φk ∈ [−1+(2m˜−2)/NBS,−1+2m˜/NBS], the
BS codeword fc(m˜) will be selected to form an analog beam
serving the kth user. Once two users lie in the same sector,
such as they are geographically close to each other, the same
BS codeword forming the same beam will serve two different
users, leading to the beam conflict.
As shown in (13), if two users are served by the same BS
codeword, there will be two same columns in H¯ , which makes
it low-rank. In this case, no matter how we design the digital
precoder FBB at the BS, the product between FBB and H¯
is low-rank and thus can not be diagonalized, which causes
severe interference among different users and reduces the sum-
rate.
Note that φk obeys the uniform distribution in [−1, 1] in
general. Therefore, the probability of each BS codeword to be
selected to serve the kth user is 1/NBS. The probability that
all the K users are served by different BS codewords without
any beam conflict is equivalent to the probability of selecting
K different BS codewords from total NBS codewords, which
equals
PNC = NBS!
NKBS(NBS −K)!
. (20)
Therefore, the probability that there exists beam conflicts is
PC = 1−PNC. For a typical mmWave massive MIMO system
with NBS = 64 and K = 10, we have PC ≈ 52.3%. If we
further increase K to 16, we have PC ≈ 87.1%. Therefore,
as the number of users increases, the same beam from the BS
may point at different users, leading to higher probability of
beam conflict and more severe multiuser interference.
B. Beam Allocation
To eliminate the beam conflict and therefore improve the
sum-rate, we consider beam allocation for different users.
In the following, we will show that each user has several
alternative beams that can be used for the beam allocation
even if the channel has only one path.
We define Hvk ∈ CNUE×NBS as the virtual channel matrix,
Hvk = W
T
cH
dl
k F
∗
c . (21)
The absolute value of the entry on the ith row and the
jth column of Hvk represents the virtual channel gain for
noiseless uplink transmission of the kth user when usingwc(i)
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Fig. 3. Illustration of virtual channel gain with NBS = 64 and NUE = 16.
and fc(j) for analog beamforming at the user and analog
combining at the BS, respectively. In fact, Rk equals H
v
k
if there is no channel noise. Therefore, maximize equivalent
channel gain in (8) is essentially maximize the virtual channel
gain.
Fig. 3 illustrates the virtual channel gain for an example
with NBS = 64 and NUE = 16, where the columns and
the rows of virtual channel matrix are represented by the x
axis and y axis, respectively. From the figure, the gain of
most entries is smaller than 1. Only one or two entries are
larger than 4. The relatively small entries besides the peak
entry indicate the effect of channel power leakage. In fact,
the power of each channel path is mainly concentrated on the
intersection of two adjacent rows and two adjacent columns
of the virtual channel matrix [26]. Therefore, there are several
alternative beams with large virtual channel gain even if the
channel has only one path. This inspires us to eliminate beam
conflict through proper beam allocation.
Considering beam conflict, (8) can be reformulated as
max
{fRF
k
}Kk=1,{wk}Kk=1
{
|wHk Hdlk fRFk |
}K
k=1
, (22)
s.t. wk ∈Wc, fRFk ∈ Fc, (23)
fRFi 6= fRFj , i, j = 1, 2, ...,K, i 6= j. (24)
The objective function in (22) is the same as that of (8). Note
that (8) is essentially K independent optimization problems.
However, according to the constraint in (24), the beams allo-
cated for different users should be also different, implying that
there is no beam conflict for different users. Therefore, (24)
introduces inner relations amongK optimization problems and
converts it into a multi-objective optimization problem [27].
As a result, a set of Pareto optimal solutions instead of a single
one are usually obtained. Therefore, optimization preference is
needed to determine a proper solution from a set of solutions.
Generally, we maximize the number of simultaneously served
users by the BS, under the premise that these users satisfy the
QoS. Therefore, we set the optimization preference as
max
{f˜RFk }Kk=1,{w˜k}Kk=1
K∑
k=1
I(|w˜Hk Hdlk f˜RFk |, γk), (25)
where
I(x, y) = u(x− y) (26)
6is a binary decision function and u(n) is a unit step function,
γk is a threshold related to the quality-of-service (QoS) for the
kth user. In practice, different users may have different QoS
constraints. For example, an user demanding live video service
is constrained by a large γk while an user demanding audio
service is only constrained by a small γk. In this optimization
preference, we require that the number of users satisfying QoS
constraints, i.e., whose equivalent channel gains are greater
than γk, is maximized. With this optimization preference, the
beam allocation problem can be expressed as a multi-objective
bilevel optimization problem [28]
max
{fRF
k
}Kk=1,{wk}Kk=1
{
|wHk Hdlk fRFk |
}K
k=1
(27)
s.t.
{{fRFk }Kk=1, {wk}Kk=1} ∈
argmax{{f˜RFk }Kk=1,{w˜k}Kk=1}
K∑
k=1
I(|w˜Hk Hdlk f˜RFk |, γk), (28)
wk ∈Wc, fRFk ∈ Fc, (29)
fRFi 6= fRFj , i, j = 1, 2, ...,K, i 6= j, (30)
where we maximize the equivalent channel gain and the num-
ber of users satisfying the QoS in the upper level objectives
(27) and lower level objective (28), respectively. Therefore,
we aim at maximizing the equivalent channel gain, under the
premise that the number of the QoS-satisfied users without any
beam conflict is maximized. When γ1 = γ2 = · · · = γK = 0,
(28) can be removed, resulting in the equivalence between
the optimization problem expressed by (27)-(30) and the
optimization problem expressed by (22)-(24). Note that once
an user’s QoS cannot be satisfied, it is meaningless to continue
to maximize its equivalent channel gain. Therefore, we only
further maximize the equivalent channel gain for the users
satisfying the QoS constraints. We should narrow the set of
all users in (27) to a subset of those users satisfying QoS
constraints. Denote
T (x, y) = xu(x− y). (31)
where u(n) is a unit step function. Then the optimization
problem in (27)-(30) can be expressed as
max
{fRF
k
}K
k=1
,{wk}Kk=1
{
T (|wHk Hdlk fRFk |, γk)}K
k=1
, (32)
s.t.
{{fRFk }Kk=1, {wk}Kk=1} ∈
argmax{{f˜RFk }Kk=1,{w˜k}Kk=1}
K∑
k=1
I(|w˜Hk Hdlk f˜RFk |, γk), (33)
wk ∈Wc, fRFk ∈ Fc, (34)
fRFi 6= fRFj , i, j = 1, 2, ...,K, i 6= j. (35)
However, the aforementioned multi-objective bilevel optimiza-
tion problem is difficult to handle.
To reduce the computational complexity on solving this
problem, we suppose that the beams are sequentially allocated
to different users. In this context, the user allocated beam
earlier has more choices than that allocated beam later. The
user will have fewer candidate beams if the priority of this
user is low. Therefore, in order to maximize the number of
Algorithm 1 QoS Constrained Beam Allocation Algorithm
1: Input: F c, W c, {Rk}Kk=1.
2: Initialization: bf ← 0K , uf ← 0K , K← {1, 2, ...,K}.
3: Obtain {gsortk }Kk=1, {bk}Kk=1 and {uk}Kk=1.
4: repeat
5: Set G , {gsortk (1), k ∈ K.
6: Obtain kmax via (38).
7: if ‖gsortkmax‖0 = 1 then
8: ka ← kmax.
9: Go to Step 16.
10: else if Λ 6= ∅ then
11: Obtain kc via (40).
12: ka ← kc.
13: else
14: ka ← kmax.
15: end if
16: bf (ka)← bka(1), uf (ka)← uka(1).
17: Update gsortk , bk and uk, k = 1, 2, . . . ,K , according to
(41), (42), (43), respectively.
18: K← K\{ka}.
19: Update Mk via (44).
20: until {K = ∅ or G = ∅}
21: Output: bf ,uf .
users satisfying QoS, higher priority should be given to the
user with a single candidate beam that satisfies QoS. We start
the beam allocation from the user with the largest equivalent
channel gain. Only when the beam conflict happens, we give
the high priority to the user with a single candidate beam to
maximize the number of users satisfying QoS.
Now we propose a QoS constrained (QC) beam allocation
scheme, as shown in Algorithm 1. Note that the beams are
formed by the codewords of Fc and Wc. The beam allocation
is essentially the codeword allocation. We use two vectors
denoted as bf and uf to store the indices of the BS codewords
and user codewords that we finally allocate to the BS and
users, respectively. We initialize both bf and uf to be zero.
The set of indices of users for beam allocation, denoted as K,
is initialized to be {1, 2, ...,K}. Note that the size of K gets
smaller as the beams are sequentially allocated to different
users.
For each user, instead of only selecting the best pair
(f˜
RF
k , w˜k) that maximizes the equivalent channel gain, we
select several pairs so that we have share pairs in case that the
beam conflict happens. Firstly, from the lth column of Rk, we
select the entry with the largest absolute value, denoted as
gk(l) = max
i=1,2,...,NUE
∣∣[R]i;l∣∣, for l = 1, 2, . . . , NBS. (36)
For each user, we find the largest equivalent chan-
nel gain corresponding to each BS codeword. We sort
{gk(1), gk(2), . . . , gk(NBS)} in descending order, obtaining
gsortk , where the largest entry of g
sort
k is g
sort
k (1). Then we
update gsortk by
gsortk ←
{
gsortk (i)
∣∣∣gsortk (i) ≥ γk, i ∈ {1, 2, . . . , NBS}}.
(37)
7Suppose the length of gsortk is Mk, i.e., Mk ← ‖gsortk ‖0, k =
1, 2, . . . ,K . We denote the index of the BS codeword corre-
sponding to gsortk (l), l = 1, 2, ...,Mk in Fc as bk(l), obtaining
bk. We also denote the index of the user codeword correspond-
ing to gsortk (l), l = 1, 2, ...,Mk in Wc as uk(l), obtaining
uk. Therefore, for each BS codeword, now we find the user
codeword with the largest equivalent channel gain satisfying
QoS. These steps are summarized in Step 3.
Then we select the largest entry of gsortk , k ∈ K, forming
a set G , {gsortk (1), k ∈ K}. The index of the largest entry
of G is defined as
kmax , arg max
k∈K
{gsortk (1)}, (38)
which corresponds to the strongest beam.
If ‖gsortkmax‖0 = 1 indicating that the kmaxth user has only
one candidate beam and we cannot allocate this beam to the
other users, we set ka ← kmax and then go to Step 16, where
ka is defined as the index of the user finally allocated with
this beam.
Otherwise, we check if there is beam conflict with the other
users. If the conflict happens with some other users who have
only one candidate beam, i.e.,
Λ ,
{
k
∣∣ ‖gsortk ‖0 = 1, bk(1) = bkmax , k ∈ K\{kmax}} (39)
where Λ 6= ∅, we obtain the index of the largest entry among
these users as
kc , argmax
k∈Λ
gsortk (1). (40)
Then we set ka ← kc. If Λ = ∅ indicating there is no beam
conflict with single beam users, we simply set ka ← kmax.
The indices of BS codeword and the user codeword corre-
sponding to gsortka (1) are bka(1) and uka(1), respectively. Then
we allocate this beam to the kath user by writing the indices
of the codewords into bf and uf , i.e., bf (ka) ← bka(1),
uf (ka)← uka(1).
Once this beam has been allocated to the kath user, we
delete all the candidate beams of the kath user by setting g
sort
ka
,
bka and uka empty. In addition, we have to delete this beam
from the candidate beams of all the other users, as the other
users can no longer be allocated with this beam. Therefore,
we update gsortk , bk, and uk, k ∈ K, as
gsortk ← (41){
∅, if k = ka,
gsortk \
{
gsortk (i)
∣∣bk(i) = bka(1), i ∈ {1, 2, . . . ,Mk}}, else,
bk ← (42){
∅, if k = ka,
bk\
{
bk(i)
∣∣bk(i) = bka(1), i ∈ {1, 2, . . . ,Mk}}, else,
and
uk ← (43){
∅, if k = ka,
uk\
{
uk(i)
∣∣bk(i) = bka(1), i ∈ {1, 2, . . . ,Mk}}, else,
respectively. Since the number of the users for us to allocate
beams is decreased by one, we update K by K ← K\{ka}.
Meanwhile, we update Mk as the length of g
sort
k by
Mk ← ‖gsortk ‖0, k ∈ K. (44)
We repeat the above steps until one of the following two
conditions is satisfied.
1) We finish the beam allocation to all users, i.e., K = ∅.
For example, two users share three beams. Once each user is
allocated with a beam, it is finished.
2) The set of candidate beams is empty, i.e., G = ∅. For
example, two users share a beam. Once this beam is allocated
to either one of the users, it is finished since there is no
candidate beam available.
Finally, we output bf and uf , where the kth user is allocated
with the BS codeword f c(bf (k)) and the user codeword
wc(uf (k)).
Note that during the beam training described in Sec-
tion III-A, we find the best analog beamforming vectorwc(pk)
and the best combining vector f c(qk) for uplink transmission,
which does not consider the beam conflict and can now be
replaced by Algorithm 1.
V. PARTIAL BEAM TRAINING
The uplink beam training scheme presented in Section III-A
needs NUENBS/NRF times of beam training. Moreover, for
each user, we have to find the best beam with the largest equiv-
alent channel gain from all of NUENBS beam pairs, which
consumes large storage and signal processing resources. Note
that the beam allocation only considers the multiuser beam
conflict while the overhead of beam training is the same. In the
following, we will propose two partial beam training schemes.
Instead of testing all of NUENBS beam pairs during the beam
training, partial beam training schemes only test some of
of NUENBS beam pairs, which can reduce the overhead of
beam training. We first propose an IS-based beam training
scheme that reduces the beam training from NUENBS/NRF
to around NUENBS/(2NRF). Then we propose a SP-based
beam training scheme where the overhead of beam training is
flexible and can be set arbitrarily.
A. IS-based Beam Training
Instead of testing all of NUENBS pairs of codewords
during uplink beam training to figure out all the entries of
Rk, k = 1, 2, . . . ,K , now we propose an IS-based beam
training scheme that only tests a bit more than NUENBS/2
pairs of codewords to figure out around half entries ofRk, k =
1, 2, . . . ,K , which can reduce the overhead of beam training
by nearly half.
As shown in Fig. 4(a), we initially test NUENBS/2 pairs of
codewords to figure out half entries of Rk while setting the
other untested entries of Rk zero, k = 1, 2, . . . ,K , i.e.,[
Rk
]
i,j
=
{
initially tested entry, if (i+ j) is odd,
0, else,
(45)
8Fig. 4. Illustration of IS-based beam training scheme.
where Rk, k = 1, 2, . . . ,K is defined in (11). This step is
indicated by Step 2 of Algorithm 2. We introduce a temporary
matrix RISk , which is initialized to be Rk, k = 1, 2, . . . ,K .
Since the channel power leakage is mainly concentrated on
two adjacent channel entries for one dimensional channel as
shown in Fig. 2, the power of each channel path is mainly
concentrated on two adjacent rows and two adjacent columns
of channel matrix, which can be observed from Fig. 3. The
largest entry of Rk indicating the largest virtual channel gain
is included in the four entries on the intersection of the above
two adjacent rows and two adjacent columns. In this scheme,
two entries on the intersection can be obtained from the initial
test.
As shown in Fig. 4(b), we find two adjacent rows indexed
by {pISk , pISk +1} with the largest average power from RISk as
pISk = arg max
p=1,2,...,NUE−1
∥∥[RISk ]p,:∥∥2 + ∥∥[RISk ]p+1,:∥∥2∥∥[RISk ]p,:∥∥0 + ∥∥[RISk ]p+1,:∥∥0 ,
(46)
where the ℓ2 norm is to obtain the total power of a row
while the ℓ0 norm is to obtain the number of the nonzero
entries. Similarly, we find {qISk , qISk +1} corresponding to the
columns. The two adjacent rows and columns are marked in
grey in Fig. 4(b). Then the coordinates of four entries on
the intersection can be denoted as (pISk , q
IS
k ), (p
IS
k + 1, q
IS
k ),
(pISk , q
IS
k +1) and (p
IS
k +1, q
IS
k +1). Note that only two entries
among the above four entries are initially tested, which are
marked in red with a circle in the centre in Fig. 4(b). In order
to find the largest entry indicating the largest virtual channel
gain, two untested entries among the above four entries need
to be additionally tested. In fact, due to the noise that causes
errors in finding the largest entry, all of the six adjacent entries
around the two red entries need to be additionally tested, which
are marked in green with a triangle in the centre. As shown
in Fig. 4(c), the twelve entries including the initially tested
six entries and the other to-be-additionally-tested six entries,
Algorithm 2 IS-based Beam Training Scheme
1: Input: K , T .
2: Obtain Rk, k = 1, 2, . . . ,K via (45).
3: Initialize RISk to be Rk, k = 1, 2, . . . ,K .
4: for t = 1, 2, . . . , T do
5: for k = 1, 2, . . . ,K do
6: Obtain pISk and q
IS
k via (46).
7: Set all the entries within the cross to be zero in RISk .
8: end for
9: BS simultaneously transmits the row index of the agreed
entry to each user.
10: Additional tests are performed to compute green entries
which are then stored into Rk, k = 1, 2, . . . ,K .
11: end for
12: Output: {Rk}Kk=1.
forms the shape of a small cross, where the boundary of the
cross is marked in red. Note that the cross occupies most power
of the corresponding channel path, e.g., around 80% for single
path channel.
To acquire more candidate beams for beam allocation that
has already been addressed in Section IV, we may search
the other cross corresponding to the other channel path. The
number of the cross we wanted to search is denoted as T ,
which is an input to Algorithm 2. After finishing the search
of a cross, we have to set all the twelve entries within the cross
to be zero in RISk , so that we will not get the same cross in the
next search based on RISk . As shown in Fig. 4(d), the entries
set to be zero are marked in black. Then we repeat the same
procedures to find another intersection and the corresponding
cross, which is illustrated in Fig. 4(e).
To inform the users which codewords should be used for the
additional test, the BS needs to transmit the row indices of the
six green entries to the users, which has very limited overhead.
After all the users are informed, additional tests of uplink beam
training using six pairs of codewords are performed to obtain
the value of the six green entries. Then the obtained six entries
are stored into Rk, k = 1, 2, . . . ,K , indicated by Step 10.
Note that Rk is always getting fulfilled with increased number
of nonzero entries, while the number of nonzero entries ofRISk
is always reducing for the new search.
Finally we output {Rk}Kk=1, which can be directly used as
the input of Algorithm 1 to make multiuser beam allocation.
B. SP-based Beam Training Scheme
The IS-based beam training scheme can reduce the over-
head of beam training from NUENBS/NRF to around
NUENBS/(2NRF). In the SP-based beam training scheme, the
overhead of beam training is flexible.
We define a selection-probability vector to indicate the
selection probabilities of user codewords in Wc during the
dth beam training as
sd = cd[pd(1), pd(2), ..., pd(NUE)] (47)
where cdpd(n), n = 1, 2, ..., NUE denotes the selection prob-
ability of the nth user codeword in Wc, i.e., wc(n). cd is
9Fig. 5. Illustration of compressed transmit format for SP-based beam training
scheme.
a scalar to ensure that the sum of all entries in sd is 1. We
initialize p1(1) = p1(2) = · · · = p1(NUE) = 1/NUE with
c1 = 1 for the first beam training. Note that all the users
employ the same codeword during the dth beam training while
the BS distinguishes different users based on orthogonal pilot
sequences via (10). Furthermore,NRF different BS codewords
occupying all RF chains can be simultaneously used to com-
puteNRF different entries ofRk, k = 1, 2, . . . ,K . After these
NRF entries are tested, we have to make a record so that the
future tests will be made on the other entries of Rk instead
of on these NRF entries again. Define a matrix
Zd = [zd(1), zd(2), . . . , zd(NUE)] (48)
to record the BS codewords for the untested entries of Rk,
where zd(n) denotes the indices of the BS codewords cor-
responding to the untested entries with the user codeword
wc(n), n = 1, 2, . . . , NUE during the dth beam training. We
can initialize Z1 as z1(1) = z1(2) = · · · = z1(NUE) =
{1, 2, . . . , NBS} for the first beam training. Note that we can
also make other kind of initialization for Z1, which will be
addressed at the end of this subsection.
For the dth beam training, based on sd in (47), we can
obtain a user codeword, which is assumed to be wc(n).
Suppose we use NRF BS codewords corresponding to NRF
indices selected from zd(n) with equal probability, to form
NRF different transceiving codeword pairs with wc(n) so that
NRF different entries of Rk can be tested. The set of the NRF
indices selected from zd(n) with equal probability is denoted
as vd. We can update zd+1(n) as
zd+1(n) = zd(n) \ vd (49)
which indicates that we can no longer select the BS codewords
indexed by vd to pair with wc(n) again. The selection
probability of wc(n), i.e., cdpd(n) should be decreased since
there are fewer BS codewords to pair with it in terms of
untested entries of Rk. In the extreme cases that all the
BS codewords have been paired with wc(n), the selection
probability ofwc(n) is zero. Ifwc(n) has been totally selected
q times after finishing the dth beam training, then there will
be NBS−qNRF BS codewords that have not been paired with
wc(n) in terms of untested entries of Rk. Now we update the
selection probability of wc(n) for the (d+1)th beam training
as
pd+1(n) = pd(n)
(
NBS − qNRF
NBS − (q − 1)NRF
)
. (50)
Algorithm 3 SP-based Beam Training Scheme
1: Input: K,T, dmax.
2: Obtain Rk, k = 1, 2, . . . ,K from dmax beam training.
3: Initialize RSPk = Rk, k = 1, 2, . . . ,K .
4: for t = 1, 2, . . . , T do
5: for k = 1, 2, . . . ,K do
6: Obtain pSPk and q
SP
k via (46) by replacing R
IS
k with
RSPk .
7: Set all the entries within the cross to be zero in RSPk .
8: end for
9: BS simultaneously transmits the information of untested
entries in compressed transmit format to each user.
10: Additional tests are performed to compute green entries
which are then stored into Rk, k = 1, 2, . . . ,K .
11: end for
12: Output: {Rk}Kk=1.
For the user codewords other than wc(n), we keep their
selection probability the same, i.e.,
pd+1(i) = pd(i), i = 1, 2, . . . , NUE, i 6= n. (51)
The selection probabilities of user codewords in Wc for the
(d+ 1)th beam training can be updated as
sd+1 = cd+1[pd+1(1), pd+1(2), . . . , pd+1(NUE)] (52)
where
cd+1 =
1∑NUE
i=1 pd+1(i)
. (53)
According to (49), we update the record of the BS code-
words for the untested entries of Rk as
Zd+1 = [zd+1(1), zd+1(2), . . . , zd+1(NUE)] (54)
where
zd+1(i) = zd(i), i = 1, 2, . . . , NUE, i 6= n. (55)
Given the number of total beam training in the initial
test, e.g., dmax (dmax ≤ NBSNUE/NRF), we select the user
codewords according to s1, s2, . . . , sdmax for the 1st, 2nd, ...
and (dmax)th beam training, respectively. Note that dmax can
be set arbitrarily, leading to the overhead of beam training in
the initial test to be flexible. The results of total beam training
are illustrated in Fig. 5, where the initially tested entries of
Rk are marked in blue with a cross in the centre. Note that
s1, s2, . . . , sdmax can be generated off-line for both the BS and
the users, once the methods for pseudo random generation are
agreed by both sides before the beam training. The procedures
to initially test the entries ofRk, k = 1, 2, . . . ,K are included
in Step 2 of Algorithm 3.
In Algorithm 3 we introduce a temporary matrix RSPk ,
which is initialized to beRk, k = 1, 2, . . . ,K . The procedures
of Algorithm 3 are similar as those of Algorithm 2. But
different from Fig. 4(c), the positions of the initially untested
entries within the cross in Fig. 5 are unpredictable. Therefore,
to inform the users which codewords should be used for the
additional test, the BS needs to transmit the row indices of the
green entries to the users. Note that the number of green entries
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TABLE I
OVERHEAD COMPARISONS FOR DIFFERENT BEAM TRAINING SCHEMES.
Schemes Initial test Additional test Bits to inform users
OP NBSNUE/NRF 0 0
IS NBSNUE/2NRF 6T T log2(NUE)
SP dmax 12T{1− dmax/(NBSNUE/NRF)} T{log2(NUE) +
∑
4
i=1
Ji}
is also unknown. Instead of straightforwardly transmitting the
row indices of all the green entries to the users, now we design
a compressed transmit format. As shown in Fig. 5, the format
includes five parts. The first part J0 is the row index of the
first line of the cross. The other four parts indicated by J1, J2,
J3 and J4 are the number of green entries in the first, second,
third and fourth line of the cross, respectively.
Finally we output {Rk}Kk=1, which can be directly used as
the input of Algorithm 1 to make multiuser beam allocation.
Since the overhead of the beam training for the additional
test is much lower than that of the initial test, the total overhead
of the SP-based scheme is mainly determined by the initial
test and therefore is flexible in terms of dmax. In fact, the SP-
based scheme can be regarded as an extension of the IS-based
scheme. If we initialize Z1 as
z1(i) =
{ {1, 3, 5, . . . , NBS − 1}, if i is odd,
{2, 4, 6, . . . , NBS}, else, (56)
and
dmax =
NBSNUE
2NRF
, (57)
with (50) correspondingly revised as
pd+1(n) = pd(n)
(
NBS/2− qNRF
NBS/2− (q − 1)NRF
)
, (58)
then the SP-based scheme is equivalent as the IS-based
scheme. Moreover, the candidate sets in (56) can be gen-
eralized to any sets. The initialization of the probability
p1(i), i = 1, 2, . . . , NUE can also be set different if there
is prior knowledge of the users, e.g., geographic information.
C. Overhead Comparisons
As shown in Table I, we compare the overhead of three
beam training schemes, including the OP-based, IS-based and
SP-based schemes. In terms of the number of beam training in
the initial test, the overhead of IS-based scheme is only half of
that of the OP-based scheme while the overhead of SP-based
scheme is flexible, i.e., dmax = 1, 2, . . . , NBSNUE/NRF. The
OP-based scheme does not need any additional test since
all NBSNUE/NRF beam pairs are initially tested. The IS-
based scheme needs 6T beam training during additional test
for each user. For the SP-based scheme, the probability that
one entry of Rk is initially tested is dmaxNRF/(NBSNUE),
indicating the probability that one entry is not initially
tested is 1 − dmaxNRF/(NBSNUE), which results in 12(1 −
dmaxNRF/(NBSNUE)) entries within each cross needing ad-
ditional test. In order to inform the users which codewords
should be used for the additional test, the BS needs to transmit
T log2(NUE) and T (log2(NUE) +
∑4
i=1 Ji) bits to inform
each user for the IS-based and SP-based scheme, respectively.
Since it is in unit of bit, meaning that the overhead of the
transmission to inform users is very limited, the overhead of
three schemes is mainly determined by the number of beam
training in the initial test and additional test.
VI. SIMULATION RESULTS
Now we evaluate the performance of the proposed beam
training and beam allocation schemes. Consider an mmWave
massive MIMO system, the number of resolvable multipath in
mmWave channel is randomly set to be 3, 4 or 5 for each user,
i.e., Lk = 3 ∼ 5, while the complex channel gain is set as
αk1 ∼ CN (0, 1) and αki ∼ CN (0, 0.1) for i 6= 1. The number
of the cross we wanted to search for the IS-based and SP-
based schemes is set to be T = 2. Monte Carlo simulations are
performed based on 2000 random channel implementations.
The spectral efficiency illustrated from Fig. 6 to Fig. 9 is
defined as the sum-rate averaged over K . We fix the uplink
channel SNR as SNRul = 10 log10(α¯Pul/σ
2
ul) = 20 dB for
uplink beam training and channel estimation. The downlink
SNR is defined as SNRdl = 10 log10
(
α¯Pdl/(σ
2
dlK)
)
. For
simplicity, we set γ1 = γ2 = · · · = γK = 10σdl.
As shown in Fig. 6, we compare spectral efficiency for
different beam training and beam allocation schemes in terms
of K . Set NBS = 64, NRF = 20, NUE = 16 and
SNRdl = 10 dB. The curve labeled “OP-ZF” illustrates the
results of the OP-based beam training scheme with analog
precoding and ZF digital precoding as in (17). The curve
labeled “OP-MMSE” illustrates the simulation results of the
OP-based beam training scheme with analog precoding and
MMSE digital precoding as in (18). Note that the above two
curves do not use the beam allocation to solve the problem of
beam conflicts, which makes H¯ in (13) low rank and causes
the curves to drop rapidly as K increases. Since the MMSE
digital precoding can slightly relief the low rank of H¯ , it
performs better than the ZF digital precoding. Compared to the
curves of “OP-ZF” and “OP-MMSE”, the curves of “OP-QC-
ZF” and “OP-QC-MMSE” use the proposed QoS constrained
beam allocation scheme in Algorithm 1, respectively. As K
increases, the beam conflict happens with higher probability.
Once the beam conflict happens, the candidate beam with
smaller equivalent channel gain is selected for one of the
conflicted users, which can effectively mitigate the interference
caused by the beam conflict and therefore stop the curves from
fast decreasing like “OP-MMSE” and “OP-ZF”. When K = 8,
the improvement of spectral efficiency of “OP-QC-ZF” over
“OP-ZF” is 36.48%, which verifies the effectiveness of beam
allocation. It is observed that the curves of “OP-QC-ZF” and
“OP-QC-MMSE” are almost overlapped. Therefore, once the
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Fig. 6. Comparisons of spectral efficiency for different beam training and
beam allocation schemes in terms of K .
TABLE II
SIMULATION OF OVERHEAD COMPARISONS.
Schemes Initial test Additional test Overall Bits to inform users
OP 64 0 64 0
IS 32 12 44 8
SP(0.25) 16 18 34 20
SP(0.375) 24 15 39 20
SP(0.5) 32 12 44 20
beam conflict is treated by the beam allocation, the simple ZF
digital precoding can be employed. For comparison, we also
extend the near-optimal (NO) beam selection scheme proposed
in [22], which is labeled as “OP-NO-ZF”. From the figure,
the proposed QC beam allocation scheme outperforms the NO
scheme, e.g., 10.8% improvement in spectral efficiency can be
achieved when K = 20. The reason is that the NO scheme
selects the best beam achieving the sum-rate maximization
from the group of the interference-users (IUs) at each beam
selection while lacking the overall consideration for the other
interference users.
Aside of beam allocation, we also evaluate the performance
of beam training. To reduce the overhead of beam training
with little sacrifice of spectral efficiency, the IS-based and SP-
based schemes are introduced. The overhead comparisons of
different schemes in terms of the number of beam training
are provided in Table II. Since the beam allocation and
digital precoding are performed by signal processing units
at the BS, the overhead of the beam allocation and digital
precoding are the same for different schemes. Compared to
the curve of “OP-QC-ZF”, the curve of “IS-QC-ZF” em-
ploys the IS-based beam training scheme that can reduce
the overhead of beam training by (64 − 44)/64 ≈ 31%
according to Table II, while the sacrifice of spectral efficiency
is 0.29bps/Hz when K = 16 according to Fig. 6. Since
the overhead of beam training is flexible for the SP-based
scheme, we initialize Z1 according to (56) and set dmax =
0.25NBSNUE/NRF = 16, dmax = 0.375NBSNUE/NRF = 24
and dmax = 0.5NBSNUE/NRF = 32, which is the reason for
the ratio in the labels “SP(0.25)-QC-ZF”, “SP(0.375)-QC-ZF”
and “SP(0.5)-QC-ZF”, respectively. From the figure, as dmax
increases, the spectral efficiency improves while the overhead
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Fig. 8. Comparisons of spectral efficiency for different beam training and
beam allocation schemes in terms of NUE.
of beam training also increases. For “SP(0.25)-QC-ZF”, the
reduction of overhead of beam training by (64−34)/64 ≈ 47%
is achieved with the sacrifice of 1.01bps/Hz in spectral effi-
ciency when K = 16. For “SP(0.375)-QC-ZF”, the reduction
of overhead of beam training by (64 − 39)/64 ≈ 39% is
achieved with the sacrifice of 0.59bps/Hz in spectral efficiency
when K = 16. In particular, the performance of “SP(0.5)-QC-
ZF” is the same as that of “IS-QC-ZF”, which verifies that the
SP-based scheme is an extension of the IS-based scheme.
As shown in Fig. 7, we compare spectral efficiency for
different beam training and beam allocation schemes in terms
of SNRdl. We set NBS = 64, NRF = 16, NUE = 16 and
K = 10. From the figure, the spectral efficiency of all curves
increases as SNRdl gets larger. In particular, the performance
gap between different curves keeps almost the same as SNRdl
increases, implying that the beam allocation schemes and the
beam training schemes are robust to the channel noise. Note
that the multiuser interference caused by the beam conflict
has already been mitigated by the beam allocation schemes,
therefore the only difference comes from the channel noise.
In Fig. 8, we compare spectral efficiency for different beam
training and beam allocation schemes in terms of NUE. We
set NBS = 64, NRF = 16, K = 10 and SNRdl = 10dB. From
the figure, all the curves climb up as NUE increases, which
is mainly contributed by the constant
√
NBSNUE/Lk in (3).
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Note that as NUE increases, the probability of beam conflict
does not change, but the gap between “OP-NO-ZF” and “OP-
QC-ZF” gets larger. The reason is that as NUE increases, the
dimension of Rk in (11) gets larger, indicating there are more
candidate beams with equivalent channel gain larger than the
threshold for the QC scheme, while there is no benefit to the
NO scheme since the NO scheme always selects the best beam
with the largest equivalent channel gain.
In Fig. 9, we compare spectral efficiency for different beam
training and beam allocation schemes in terms of NBS. We
set NUE = 16, NRF = 16, K = 10 and SNRdl = 10dB.
Similar to Fig. 8, all the curves climb up as NBS increases,
which is mainly contributed by the constant
√
NBSNUE/Lk in
(3). From the figure, as NBS increases, the performance gap
between “OP-NO-ZF” and “OP-QC-ZF” gets smaller while
“OP-ZF” and “OP-MMSE” climb faster than the others. The
reason is that as NBS grows, the number of BS codewords in
F c also increases, leading to more candidate beams and lower
probability of beam conflict. Therefore, simply increasingNBS
can improve the performance, but with much higher hardware
cost in practice.
VII. CONCLUSIONS
In this paper, we have proposed an OP-based beam training
scheme, where all the users can simultaneously perform the
beam training with the BS. We have proposed a QC-based
beam allocation scheme to maximize the equivalent channel
gain of the QoS-satisfied users, under the premise that the
number of the QoS-satisfied users without any beam conflict
is maximized. To substantially reduce the overhead of beam
training, we have developed two partial beam training schemes
including an IS-based scheme and a SP-based scheme. Simu-
lation results have shown that the QC-based scheme can effec-
tively mitigate the interference caused by the beam conflict and
significantly improve the spectral efficiency while the IS-based
and SP-based beam training schemes can reduce the overhead
of beam training with small sacrifice of spectral efficiency. As
a future work, it is of interest to explore the other performance
metrics for the beam training and beam allocation schemes
from some other perspectives. It is also worth developing other
effective algorithms for beam allocation as well as making the
performance analysis.
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