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Abstract
We analyse the structure of the quotient A∼(Γ, X, µ) of the space of measure-preserving actions of a
countable discrete group by the relation of weak equivalence. This space carries a natural operation of
convex combination. We introduce a variant of an abstract construction of Fritz which encapsulates the
convex combination operation on A∼(Γ, X, µ). This formalism allows us to define the geometric notion of
an extreme point. We also discuss a topology on A∼(Γ, X, µ) due to Abert and Elek in which it is Polish
and compact, and show that this topology is equivalent others defined in the literature. We show that
the convex structure of A∼(Γ, X, µ) is compatible with the topology, and as a consequence deduce that
A∼(Γ, X, µ) is path connected. Using ideas of Tucker-Drob we are able to give a complete description of
the topological and convex structure of A∼(Γ, X, µ) for amenable Γ by identifying it with the simplex of
invariant random subgroups. In particular we conclude that A∼(Γ, X, µ) can be represented as a compact
convex subset of a Banach space if and only if Γ is amenable. In the case of general Γ we prove a Krein-
Milman type theorem asserting that finite convex combinations of the extreme points of A∼(Γ, X, µ) are
dense in this space. We also consider the space A∼s(Γ, X, µ) of stable weak equivalence classes and show
that it can always be represented as a compact convex subset of a Banach space. In the case of a free
group FN , we show that if one restricts to the compact convex set FR∼s(FN , X, µ) ⊆ A∼s(FN , X, µ)
consisting of the stable weak equivalence classes of free actions, then the extreme points are dense in
FR∼s(FN , X, µ).
1 Introduction.
By a probability space we mean a standard Borel space Y with a Borel probability measure ν. If ν is
nonatomic, we say the pair (Y, ν) is a standard probability space. If ν is nonatomic then Y must be un-
countable and thus by Theorem 17.41 in [10] every standard probability space is isomorphic to the unit
interval with Lebesgue measure. Let Γ be a countable discrete group. By a measure-preserving action of Γ
on (Y, ν) we mean a Borel action a : Γ × Y → Y which preserves the measure ν. We write Γ ya (Y, ν).
In accordance with the standard conventions of ergodic theory, we identify two actions which agree almost
everywhere. Thus a measure-preserving action of Γ on (Y, ν) is equivalently a homomorphism from Γ into
the group Aut(Y, ν) of measure-preserving automorphisms of (Y, ν), where again two such automorphisms
are identified if they agree almost everywhere.
∗Research partially supported by NSF grant DMS-0968710
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We fix a standard probability space (X,µ) throughout the remainder of the paper. As in [11] we can
define the Polish space A(Γ, X, µ) of measure-preserving actions of Γ. Kechris defines the following relation
of weak containment among measure-preserving actions of Γ, by analogy with the standard notion of weak
containment for representations.
Definition 1.1. [11] If Γ ya (X,µ) and Γ yb (Y, ν) are measure-preserving actions of Γ on probability
spaces, we say a is weakly contained in b and write a ≺ b if for any finite sequence A1, . . . , An of measurable
subsets of X, finite F ⊆ Γ and ǫ > 0 there exist measurable subsets B1, . . . , Bn of Y such that for all γ ∈ F
and all i, j ≤ n we have
|µ(γaAi ∩Aj)− ν(γ
bBi ∩Bj)| < ǫ.
We say a is weakly equivalent to b and write a ∼ b if a ≺ b and b ≺ a.
We may assume in this definition that A1, . . . , An form a partition of X . Note that we do not require (X,µ)
and (Y, ν) to be standard, that is to say we include the case where they might be countable. The relation of
weak containment is Gδ, so the quotient A∼(Γ, X, µ) of A(Γ, X, µ) by weak equivalence is well-behaved.
We also consider a generalization of weak containment, due to Tucker-Drob. For probability spaces (Yi, νi), 1 ≤
i ≤ m and positive real numbers αi, 1 ≤ i ≤ m with
m∑
i=1
αi = 1 we let
m⊔
i=1
αiYi be the probability space formed
by endowing the disjoint union of the Yi with the measure
m∑
i=1
αiνi given by
(
m∑
i=1
αiνi
)
(A) =
m∑
i=1
αiνi(A∩Yi).
If Γyai (Yi, νi) are measure-preserving actions, then
m∑
i=1
αiai is the action on
m⊔
i=1
αiYi given by letting Γ act
like ai on Yi.
Definition 1.2. [13] If Γ ya (X,µ) and Γ yb (Y, ν) are measure-preserving actions, we say a is stably
weakly contained in b if for all A1, . . . , Ak ∈ MALGµ, all finite F ⊆ Γ and all ǫ > 0 there exist α1, . . . , αm
such that
m∑
i=1
α1 = 1 and sets B1, . . . , Bk ⊆
m⊔
i=1
αiYi such that
∣∣∣∣∣µ(γaAi ∩ Aj)−
m∑
i=1
αiν
(
γ
∑
m
i=1 αibBi ∩Bj
)∣∣∣∣∣ < ǫ.
We write a ≺s b if a is stably weakly contained in b and a ∼s b for a ≺s b and b ≺s a.
When we wish to distinguish between and action and its equivalence class, we write [a] for the weak equiva-
lence class of a and [a]s for the stable weak equivalence class. The quotient of A(Γ, X, µ) by the relation of
stable weak containment is denoted A∼s(Γ, X, µ). The goal of this paper is to analyze the topological and
geometric structure of A∼(Γ, X, µ) and A∼s(Γ, X, µ) .
More specifically, unlike A(Γ, X, µ), the spaces A∼(Γ, X, µ) and A∼s(Γ, X, µ) carry a well-defined opera-
tion of convex combination. This is inherited from the operation of endowing the disjoint union of two
probability spaces with a convex combination of their respective measures. In Section 2 we introduce a
variation of a construction of Fritz [9] which abstracts the idea of convex combinations. Fritz’s objects
are referred to as ‘convex spaces’; we weaken the definition in order to encompass the convex structure on
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A∼(Γ, X, µ) obtaining the notion of ‘weak convex space’. We show that this relates naturally to other ideas
of convexity, define a notion of convex function and generalize the important geometric notions of ‘convex
hull’, ‘extreme point’ and ‘face’ from the classical situation of vector spaces to this abstract framework. We
also define ‘topological weak convex spaces’ as weak convex structures which are appropriately compatible
with an underlying topology.
In Section 3 we consider methods of topologizing A∼(Γ, X, µ). The first topology defined on this space
was in [1], and a second formulation was given in [13]. These are equivalent, Polish, compact and finer than
the quotient of the weak topology on A(Γ, X, µ). We discuss a third topology, implicit in [1] and pointed out
to us by Kechris. This is shown to be equivalent to the previous two. We also consider a natural topology
on A∼s(Γ, X, µ).
In Section 4 we describe how to endow A∼(Γ, X, µ) with the structure of a weak convex space and show
that it is in fact a topological weak convex space. Furthermore, we show that the metric giving A∼(Γ, X, µ)
its Polish topology is compatible with the convex structure in the sense that the distance function to any
compact convex set is a convex function.
In Section 5 we analyze the structure of A∼(Γ, X, µ) for amenable Γ. The main tool is the following idea.
Let Sub(Γ) be the space of subgroups of Γ, regarded as a subspace of {0, 1}Γ with the product topology.
Sub(Γ) is then a compact metric space on which Γ acts by conjugation.
Definition 1.3. An invariant random subgroup of Γ is a conjugation-invariant Borel probability measure
on Sub(Γ).
Invariant random subgroups have been studied in numerous recent papers, including [2], [4], [5] and [8]. If
Γya (X,µ) is a measure-preserving action, then the pushforward measure (staba)∗µ is an invariant random
subgroup of Γ called the type of a. We extend ideas of Tucker-Drob from [13] to show the following.
Theorem 1.1. If Γ is amenable, then A∼(Γ, X, µ) is isomorphic to IRS(Γ) as a topological convex space. In
particular, if Γ is amenable then A∼(Γ, X, µ) is isomorphic to a compact convex subset of a Banach space.
In Section 6 we consider the structure of A∼(Γ, X, µ) for general Γ. If Γ is nonamenable, the existence of
strongly ergodic actions of Γ implies that the convex structure on this space has the pathology that the
convex combination of a point x with itself might be different from x. This is why we need to consider weak
convex spaces instead of just convex spaces. The main result of this section is the following Krein-Milman
type theorem.
Theorem 1.2. A∼(Γ, X, µ) is equal to the closed convex hull of its extreme points. In other words, finite
convex combinations of the extreme points of A∼(Γ, X, µ) are dense in A∼(Γ, X, µ).
Given this result, it seems interesting to describe the extreme points of A∼(Γ, X, µ). In the amenable case,
the identification with IRS(Γ) provides a complete such description, since the extreme points of IRS(Γ) are
known to be the ergodic measures and consequently the extreme points of A∼(Γ, X, µ) for amenable Γ are
exactly those actions with ergodic type. In the nonamenable case this description does not suffice. It is clear
that any strongly ergodic action is an extreme point. We are able to show the following.
Theorem 1.3. Suppose [a] ∈ A∼(Γ, X, µ) is an extreme point. Let a =
∫
Z
azdη(z) be the ergodic decom-
position of a. Then there is a measure-preserving action b of Γ such that for η-almost all z ∈ Z we have
[az] = [b].
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Let FR∼(Γ, X, µ) denote the subspace of A∼(Γ, X, µ) consisting of the weak equivalence classes of free actions.
We prove:
Theorem 1.4. Let FN be a free group of finite or countably infinite rank. Then the weak equivalence classes
containing a free ergodic action are dense in FR∼(FN , X, µ).
In Section 7 we use a characterization of convex subsets of Banach spaces from [6] to show the following.
Theorem 1.5. For any Γ, the space A∼s(Γ, X, µ) is isomorphic to a compact convex subset of a Banach
space.
We characterize the extreme points of A∼s(Γ, X, µ) as precisely those stable weak equivalence classes which
contain an ergodic action. This result was obtained by Tucker-Drob and Bowen independently of the author.
Tucker-Drob and Bowen have also shown that A∼s(Γ, X, µ) is a simplex, and the set FR∼s(Γ, X, µ) of stable
weak equivalence classes of free actions is a subsimplex. Recall that a Poulsen simplex is a simplex such that
the extreme points are dense. Thus from Theorem 1.4 we have:
Corollary 1.1. Let FN be a free group of finite or countably infinite rank. Then FR∼s(FN , X, µ) is a Poulsen
simplex.
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2 Weak convex spaces.
We first describe the formalism realized by A∼(Γ, X, µ).
2.1 Convex spaces and weak convex spaces.
Convex spaces were introduced in [9] and further developed in [6] as an abstract setting to study the notion
of convex combination.
Definition 2.1. [9] A convex space is a set X together with a family V of binary operations cct for each
t ∈ [0, 1] such that for all x, y, z ∈ X and all s, t ∈ [0, 1]
(1) cc0(x, y) = x,
(2) cct(x, x) = x,
(3) cct(x, y) = cc1−t(y, x),
(4) cct(ccs(x, y), z) = ccst
(
x, cc t(1−s)
1−st
(y, z)
)
.
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We will usually write tx +V (1 − t)y for cct(x, y), omitting the subscript V when the convex structure
being considered is clear. Note that (4) allows us to unambiguously define
n∑
i=1
λixi for (xi)
n
i=1 ⊆ X and
(λi)
n
i=1 ⊆ [0, 1] such that
n∑
i=1
λi = 1. We will need to weaken the definition of a convex space to cover the
situation where a convex combination of a point x with itself could be different from x.
Definition 2.2. An weak convex space is a set X with a family cct of binary operations for t ∈ [0, 1]
satisfying (1), (3) and (4) of Definition 2.1.
Definition 2.3. A topological (weak) convex space is a topological space X carrying a (weak) convex
structure such that the ternary operation cc : [0, 1]×X2 → X given by cc(t, x, y) = cct(x, y) is continuous.
2.2 Extreme points and faces.
We can define extreme points in a weak convex space in exactly the same way as in a vector space.
Definition 2.4. If A is a convex set in a weak convex space, we say x ∈ A is an extreme point if
x = ty + (1 − t)z for 0 < t < 1 and some y, z ∈ A implies y = z = x. Write ex(A) for the set of extreme
points of A. If A is a compact convex subset of a topological weak convex space, we say a face of A is a
nonempty closed subset F ⊆ A such that if x, y ∈ A, 0 < t < 1 and tx+ (1− t)y ∈ F then x, y ∈ F .
3 Topology on A∼(Γ, X, µ).
Let Γ be a countable group and A∼(Γ, X, µ) be its space of actions modulo weak equivalence. We consider
a metric on A∼(Γ, X, µ) which is implicit in [1].
Fix an enumeration (γi)
∞
i=0 of Γ. If A = {A1, . . . , Ak} is a partition of X into k pieces, a ∈ A(Γ, X, µ)
and n ∈ N, let MAn,k(a) ∈ [0, 1]
n×k×k be the point whose p, q, r coordinate is µ(γapAq ∩Ar), where p ≤ n and
q, r ≤ k. Let Cn,k(a) = {MAn,k(a) : A is a partition of X into k pieces.} Then we can define a pseudometric
d on A(Γ, X, µ) by the formula
d(a, b) =
∞∑
n,k=1
1
2n+k
dH(Cn,k(a), Cn,k(b))
where dH is the Hausdorff distance in the hyperspace of compact subsets of [0, 1]
n×k×k. It is easy to see that
a ∼ b if and only if d(a, b) = 0, so d descends to a metric on A∼(Γ, X, µ), which we also denote by d. Let τ1
be the topology induced by d. We note that this definition extends to actions on countable spaces. We will
write A∗∼(Γ) for the space of all actions of Γ on probability spaces.
We now describe a different construction of the topology on A∼(Γ, X, µ) due to Tucker-Drob [13] in or-
der to show it agrees with the one we have just introduced. (Tucker-Drob shows in [13] that his formulation
agrees with the one from [1]).
Let S be a compact Polish space, and consider SΓ, which is also a compact Polish space. Γ acts on SΓ
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by the shift action s given by (γsf)(δ) = f(γ−1δ). Let Ms(S
Γ) be the compact Polish space of shift-invariant
probability measures on SΓ and let KS = K(Ms(S
Γ)) be the hyperspace of compact subsets of Ms(S
Γ)
equipped with the Hausdorff topology. Then KS is again compact and Polish. Now consider a S-valued
random variable φ ∈ L(X,µ, S) on X , that is to say a measurable map φ : X → S. For each a measure-
preserving action a ∈ A(Γ, X, µ) we get a map Φφ,aS : X → S
Γ by letting Φφ,aS (x)(γ) = φ((γ
−1)ax) and
consequently a shift-invariant measure (Φφ,aS )∗µ on S
Γ. Then define a subset E(a, S) of Ms(S
Γ) by
E(a, S) = {(Φφ,aS )∗µ : φ : X → S is measurable}.
Let ΦS : A(Γ, X, µ) → KS be given by ΦS(a) = E(a, S). When S = K is the Cantor set, we omit the sub-
script S on the notations just introduced. By Proposition 3.5 in [13], we have a ∼ b if and only if Φ(a) = Φ(b)
so we can consider the initial topology on A∼(Γ, X, µ) induced by Φ. Call this τ2. We now work towards
showing τ1 agrees with τ2. There will be a series of preliminary steps. This entire argument can be regarded
as a ‘perturbed’ version of Proposition 3.5 in [13].
We first fix a compatible metric on Ms(K
Γ). Let AK be the collection of clopen subsets of K
Γ of the
form π−1F

∏
γ∈F
Aγ

 where Aγ ⊆ K an element of some fixed countable clopen basis for K, F ⊆ Γ is finite
and π : KΓ → KF is the projection onto the F -coordinates. Since the elements of AK generate the Borel
σ-algebra of KΓ, for (νn)
∞
n=1 ⊆ Ms(K
Γ) we have νn → ν in Ms(K
Γ) if and only if νn(A) → ν(A) for every
A ∈ AK . So, enumerating the elements of AK as (A
K
i )
∞
i=1, δK given by
δK(ν, ρ) =
∞∑
i=1
1
2i
|ν(AKi )− ρ(A
K
i )|
is a compatible metric on Ms(K
Γ).
Lemma 3.1. For any ǫ > 0 there exists k ∈ N such that every a and every φ ∈ L(X,µ,K) there is
ψ ∈ L(X,µ,K) with δK((Φ
φ,a)∗µ, (Φ
ψ,a)∗µ) < ǫ such that the range of ψ has size ≤ k. Note that k depends
only on ǫ, not on a or φ.
Proof. Fix ǫ. Choose N large enough that
∞∑
i=N
1
2i
< ǫ. For each i ≤ N , write Ai = π
−1
Fi

∏
γ∈Fi
Aiγ

 for
Aiγ ⊆ K clopen and Fi ⊆ Γ finite. We have for all a ∈ A(Γ, X, µ) and φ, ψ ∈ L(X,µ,K),
|Φφ,a(Ai)− Φ
ψ,a(Ai)| =
∣∣∣∣∣∣Φφ,a

π−1Fi

∏
γ∈Fi
Aiγ



− Φψ,a

π−1Fi

∏
γ∈Fi
Aiγ




∣∣∣∣∣∣
= |µ({x : Φφ,a(x)(γ) ∈ Aiγ for all γ ∈ Fi})− µ({x : Φ
ψ,a(x)(γ) ∈ Aiγ for all γ ∈ Fi})|
= |µ({x : φ((γ−1)ax) ∈ Aiγ for all γ ∈ Fi})− µ({x : ψ((γ
−1)ax) ∈ Aiγ for all γ ∈ Fi})|
=
∣∣∣∣∣∣µ

 ⋂
γ∈Fi
γaφ−1(Aiγ)

 −

 ⋂
γ∈Fi
γaψ−1(Aiγ)


∣∣∣∣∣∣ . (1)
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Now, fix φ ∈ L(X,µ,K). Let (Bj)
k
j=1 be the finite partition of K given by the atoms of the Boolean algebra
generated by (Aiγ)i≤N,γ∈Fi . Note that k depends only on ǫ. For each j ≤ k, let yj be any point in Bj . Define
a map ψ : X → K by letting ψ(x) = yj for the unique j such that x ∈ φ
−1(Bj). Then ψ
−1(Bj) = φ
−1(Bj)
for each j, and hence φ−1(Aiγ) = ψ
−1(Aiγ) for each i ≤ N and γ ∈ Fi. Therefore the value of the expression
(1) is 0 and δK((Φ
φ,a)∗µ, (Φ
ψ,a)∗µ) < ǫ.
Lemma 3.2. If E(an, L) → E(a, L) in K(Ms(L
Γ)) for every finite set L then E(an,K) → E(a,K) in
K(Ms(K
Γ)).
Proof. Fix ǫ > 0 in order to show that eventually dK
(
E(an,K), E(a,K)
)
< ǫ, where dK is the Hausdorff
distance in K(Ms(K
Γ)) constructed from δK . For k ∈ N and b ∈ A(Γ, X, µ) let
Ek(b,K) = {(Φ
φ,a)∗µ : φ : X → K is measurable and the range of φ has size ≤ k}.
By Lemma 3.1 we can choose k ∈ N such that E(b,K) ⊆ B ǫ
4
(Ek(b,K)) for every b ∈ A(Γ, X, µ) where
Br(A) = {ν ∈ Ms(K
Γ) : δK(ν, ρ) < r for some ρ ∈ A}. Notice that Ek(b,K) =
⋃
L⊆K,
|L|=k
E(b, L). Fix a set L
of size k and choose N large enough such that if n ≥ N then dKL
(
E(an, L), E(a, L)
)
<
ǫ
4
where dKL is
the Hausdorff distance in K(Ms(L
Γ)). Since the construction is independent of the set chosen to realize L,
we have in fact dKL
(
E(an, L), E(a, L)
)
<
ǫ
4
for every finite set L of size k. For a fixed finite L ⊆ K let
EL(b,K) = {(Φ
b,φ)∗µ : φ : X → K measurable, φ(X) ⊆ L}. Then for any b, c ∈ A(Γ, X, µ) we have
dK
(
EL(b,K), EL(c,K)
)
= dKL
(
E(b, L), E(c, L)
)
,
so that when n ≥ N ,
dK
(
Ek(an,K), Ek(a,K)
)
= dK

 ⋃
L⊆K
|L|=k
E(an, L),
⋃
L⊆K
|L|=k
E(a, L)


≤ sup
L⊆K
|L|=k
dKL
(
E(an, L), E(a, L)
)
<
ǫ
4
.
Therefore when n ≥ N ,
dK
(
E(an,K), E(a,K)
)
≤ dK
(
E(an,K), Ek(an,K)
)
+ dK
(
Ek(an,K), Ek(a,K)
)
+ dK
(
Ek(a,K), E(a,K)
)
<
3ǫ
4
.
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Lemma 3.3. Let L be a finite set of size k. Then for each finite set (Ap)
q
p=1 of basic clopen sets Ap ⊆ L
Γ
and ǫ > 0 there is δ > 0 such that if d(a, b) < δ then for all φ ∈ L(X,µ, L) there exists ψ ∈ L(X,µ, L) such
that |(Φa,φL )∗µ(Ap)− (Φ
b,ψ
L )∗µ(Ap)| < ǫ for all p ≤ q.
Proof. Write Ap =
⋂
γ∈Fp
π−1γ (p(γ)) for some Fp ⊆ Γ finite,  : Fp → k and fix ǫ > 0. Choose a finite F ⊆ Γ
with (Fp)
2 ⊆ F for all p ≤ q. We may assume the identity e ∈ F . Suppose d(a, b) <
δ
2|F |+k|F |
; we will specify
a value for δ later. Now fix φ : X → k and let Bi = φ
−1(i). Given η : F → k, let Bη =
⋂
γ∈F
γaBη(γ). We can
then find a partition {Dη}η∈kF such that
|µ(γaBη1 ∩Bη2)− µ(γ
bDη1 ∩Dη2)| < δ
for all η1, η2 ∈ k
F and γ ∈ F . Define ψ : X → k, by ψ(y) = l if y ∈ Dη for some η with η(e) = l.
Furthermore, for each l ≤ k let Dl =
⊔
{Dη : η ∈ k
F and η(e) = l} = ψ−1(l). For each J ⊆ F and σ ∈ kJ let
Dσ =
⊔
{Dη : η ∈ k
F and σ ⊑ η}, where σ ⊑ η means η extends σ and let D˜σ =
⋂
γ∈J
γbDσ(γ). Furthermore
if γ ∈ Γ, J ⊆ Γ and σ ∈ kJ let γ ·σ ∈ kγJ be given by (γ ·σ)(δ) = σ(γ−1δ). For σ ∈ KFp and γ ∈ Fp we have
|µ(γbDσ ∩Dγ·σ)− µ(γ
aBσ ∩Bγ·σ)| ≤
∑
(η∈kF :σ⊑η)
∑
(η′∈kF :γ·σ⊑η′)
|µ(γbDη ∩Dη′)− µ(γ
aBη ∩Bη′)|
≤ δ(k|F |)2
In particular, setting γ = e we see |µ(Bσ) − µ(Dσ)| < δk
2|F | for every σ : Fp → k. Since γ
aBσ = Bγ·σ =
γaBσ ∩Bγ·σ we have
|µ(Dσ)− µ(γ
bDσ ∩Dγ·σ)| ≤ |µ(Dσ)− µ(γ
aBσ)|+ |µ(γ
aBσ ∩Bγ·σ)− µ(γ
bDσ ∩Dγ·σ)|
= |µ(Dσ)− µ(Bσ)|+ |µ(γ
aBσ ∩Bγ·σ)− µ(γ
bDσ ∩Dγ·σ)|
< 2δk2|F |
and also
|µ(Dγ·σ)− µ(γ
bDσ ∩Dγ·σ)| ≤ |µ(Dγ·σ)− µ(Bγ·σ)|+ |µ(γ
aBσ ∩Bγ·σ)− µ(γ
bDσ ∩Dγ·σ)|
< 2δk2|F |
Therefore
µ((γbDσ)△(Dγ·σ)) = µ(γ
bDσ) + µ(Dγ·σ)− 2µ(γ
bDσ ∩Dγ·σ)
≤ |µ(Dγ·σ)− µ(γ
bDσ ∩Dγ·σ)|+ |µ(Dγ·σ)− µ(γ
bDσ ∩Dγ·σ)|
< 4δk2|F | (2)
Since (Dη)η∈kF is a partition of X and (Fp)
2 ⊆ F we have
Dp =
⊔
η∈kF
p⊑η
Dη =
⋂
γ∈Fp
⊔
σ∈kγFp
σ(γ)=p(γ)
Dσ =
⋂
γ∈Fp
⊔
σ∈kFp
σ(e)=p(γ)
Dγ·σ.
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Now, by (2),
µ



 ⋂
γ∈Fp
⊔
σ∈kFp
σ(e)=(γ)
Dγ·σ

△

 ⋂
γ∈Fp
⊔
σ∈kFp
σ(e)=p(γ)
γbDσ



 < (|Fp|k|Fp|)(4δk2|F |). (3)
Note that
⋂
γ∈Fp
⊔
σ∈kFp
σ(e)=p(γ)
γbDσ =
⋂
γ∈Fp
γbDp(γ) = D˜p , so (3) reads |µ(Dp)− µ(D˜p)| < (|Fp|k
|Fp|)(4δk2|F |).
Moreover,
(Φb,ψL )∗µ(Ap) = µ({x : Φ
b,ψ
L (x) ∈ Ap})
= µ({x : Φb,ψL (x)(γ) = p(γ) for all γ ∈ Fp})
= µ({x : ψ((γ−1)bx) = p(γ) for all γ ∈ Fp})
= µ({x : x ∈ γbψ−1(p(γ)) for all γ ∈ Fp})
= µ

 ⋂
γ∈Fp
γbDp(γ)


= µ(D˜p).
Similarly, (Φa,φL )∗µ(Ap) = µ(Bp). So we finally have
|(Φb,ψL )∗µ(Ap)− (Φ
a,φ
L )∗µ(Ap)| = |µ(D˜p)− µ(Bp)|
≤ |µ(D˜p)− µ(Dp)|+ |µ(Dp)− µ(Bp)|
< (|Fp|k
|Fp|)(4δk2|F |) + 2δk2|F |.
Since k is fixed in advance, |Fp| ≤ |F | and F depends only on (Ap)
q
p=1, it is clear that δ can be chosen so
(|Fp|k
|Fp|)(4δk2|F |) + 2δk2|F | < ǫ for all p ≤ q.
We can now prove the main result of this section.
Theorem 3.1. τ1 = τ2.
Proof. Suppose that an → a in τ1. We need to prove Φ(an) → Φ(a) in K(Ms(K
Γ)). By Lemma 3.2 it
suffices to fix a finite set L and show E(an, L)→ E(a, L) in K(Ms(L
Γ)). Let k = |L|. Write En = E(an, L)
and E = E(a, L). As before, if we let AL = (A
L
i )
∞
i=1 be the collection of clopen subsets of L
Γ of the form⋂
γ∈F
π−1γ (jγ) for a finite F ⊆ Γ and jγ ≤ k, then
δL(ν, ρ) =
∞∑
i=1
1
2i
|ν(ALi )− ρ(A
L
i )|
is a compatible metric on Ms(L
Γ). Fix ǫ > 0 in order to show that eventually dL(En, E) < ǫ, where dL is
the Hausdorff distance in K(Ms(L
Γ)) constructed from δL. Choose N sufficiently large that
∞∑
i=N
1
2i
<
ǫ
2
. By
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Lemma 3.3 there is δ > 0 such that if d(a, b) < δ then for each i ≤ N and all φ ∈ L(X,µ, L) there exists
ψ ∈ L(X,µ, L) such that |(Φa,φL )∗µ(A
L
i ) − (Φ
b,ψ
L )∗µ(A
L
i )| <
ǫ
2
. Thus if M is large enough that d(an, a) < δ
for n ≥M , we have dL(En, E) < ǫ.
Now suppose Φ(an)→ Φ(a) inK(Ms(K
Γ)). Fix r, q and ǫ > 0 in order to show that eventually dH(Cr,q(an), Cr,q(a)) <
ǫ. Choose q distinct points (xp)
q
p=1 ∈ K and let (Dp)
q
p=1 be a family of disjoint clopen subsets of K with
xp ∈ Dp. Now let M be large enough that all sets of the form π
−1
γs
(Dp) ∩ π
−1
e (Dt) for s ≤ r and p, t ≤ q
appear as some AKi for i ≤ M in our previously chosen clopen basis AK . Then choose N large enough
that when n ≥ N , dK(Φ(an),Φ(a)) <
ǫ
2M
. Then for each φ ∈ L(X,µ,K) we have ψ ∈ L(X,µ,K) such
that δK((Φ
an,φ)∗µ, (Φ
a,ψ)∗µ) <
ǫ
2M
. So in particular, if n ≥ N then for each φ ∈ L(X,µ,K) there exists
ψ ∈ L(X,µ,K) such that
|(Φan,φ)∗µ(π
−1
γs
(Dp) ∩ π
−1
e (Dt))− (Φ
a,ψ)∗µ(π
−1
γs
(Dp) ∩ π
−1
e (Dt))| < ǫ
for all p, t ≤ q and s ≤ r.
Now suppose n ≥ N and let (Bp)
q
p=1 be a partition of X . Define φ : X → K by taking φ(x) = xp for
the unique p ≤ q with x ∈ Bp so by the previous paragraph we have a corresponding ψ. Observe that for all
γ ∈ Γ we have
µ(γanBp ∩Bt) = µ(γ
anφ−1(Dp) ∩ φ
−1(Dt))
= µ({x : φ((γan)−1x) ∈ Dp and φ(x) ∈ Dt})
= µ({x : Φφ,an(x)(γ) ∈ Dp and Φ
φ,an(x)(e) ∈ Dt})
= µ({x : Φφ,an(x) ∈ π−1γ (Dp) and Φ
φ,an(x) ∈ π−1e (Dt)})
= µ({x : Φφ,an(x) ∈ π−1γ (Dp) ∩ π
−1
1 (Dt)})
= (Φφ,an)∗µ(π
−1
γ (Dp) ∩ π
−1
1 (Dt)).
Similarly letting Hp = ψ
−1(Dp) we have µ(γ
aHp∩Ht) = (Φ
ψ,an)∗µ(π
−1
γ (Dp)∩π
−1
1 (Dt)). Thus for all p, t ≤ q
and s ≤ r,
|µ(γans Bp ∩Bt)− µ(γ
a
sHp ∩Ht)| = |(Φ
φ,an)∗µ(π
−1
γ+s(Dp) ∩ π
−1
e (Dt))− (Φ
ψ,an)∗µ(π
−1
γs
(Dp) ∩ π
−1
e (Dt))| < ǫ.
We have shown that when n ≥ N , Cr.q(an) ⊆ Bǫ(Cr,q(a)). The argument that eventually Cr,q(a) ⊆
Bǫ(Cr,q(an)) is identical.
3.1 Topology on the space of stable weak equivalence classes.
Let A∼s(Γ, X, µ) be the space of stable weak equivalence classes and let ι be the trivial action of Γ on an
standard probability space. By Lemma 3.7 in [13], we have a ≺s b if and only if a ≺ ι × b. Moreover,
Theorem 1.1 in [13] says that E(a× ι,K) = cch(E(a,K)), where Ms(K
Γ) carries its natural topological
convex structure as a compact convex subset of a Banach space. Letting Ψ : A(Γ, X, µ) → K(Ms(K
Γ)) be
the map a 7→ cch(E(a,K)) we have Ψ(a) = Ψ(b) if and only if a ∼s b. Tucker-Drob gives A∼s(Γ, X, µ) the
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initial topology induced by Ψ, in which it is a compact Polish space. Thus we have an → a in the topology
of A∼s(Γ, X, µ) if and only if an × ι → a × ι in the topology of A∼(Γ, X, µ). Therefore we can introduce a
metric ds on A∼s(Γ, X, µ) by setting ds(a, b) = d(a× ι, b× ι).
4 A∼(Γ, X, µ) as a weak convex space.
We now describe how to give A∼(Γ, X, µ) the structure of a weak convex space. Given t ∈ [0, 1] and
a, b ∈ A∼(Γ, X, µ) we let c ∈ A (Γ, X1 ⊔X2, tµ1 + (1 − t)µ2) be the disjoint sum of representative actions a
and b on the disjoint union of two copies X1 and X2 of X with the first copy carrying a copy of the measure
µ weighted by t and the second copy carrying a copy of µ weighted by (1− t). To get an action in A(Γ, X, µ)
we need to choose an isomorphism of (X,µ) with (X1 ⊔X2, tµ1 + (1 − t)µ2), but the weak equivalence class
of c does not depend on this or on the representatives we chose. So we have a well-defined binary operation
A∼(Γ, X, µ)
2 → A∼(Γ, X, µ). Call this cct. It is clear that (1), (3) and (4) of Definition 2.1 are satisfied, so
A∼(Γ, X, µ) is a weak convex space. Moreover, we have the following.
Proposition 4.1. A∼(Γ, X, µ) is a topological weak convex space.
Proof. We must show that cc is continuous. Suppose that tj → t in [0, 1] and aj → a and bj → b in the
topology of A∼(Γ, Y, µ). Write cj = tjaj + (1 − tj)bj and c = ta+ (1 − t)b. Fixing l,m ∈ N write C(d) for
Cl,m(d). We need to prove that for every ǫ > 0 there is J so that if j > J then we have dH(C(cj), C(c)) < ǫ,
where dH is the Hausdorff distance in [0, 1]
l×m2 .
First we must show that for sufficiently large j, for every partition B1, . . . , Bl of Y there is a partition
D1, . . . , Dl of Y depending on j such that for all s, t ≤ l and p ≤ m,
|µ(γcjp Ds ∩Dt)− µ(γ
c
pBs ∩Bt)| < ǫ.
Choose J1 so that if j > J1 then |tj − t| <
ǫ
6
. Choose J2 > J1 so if j > J2 then dH(Caj , Ca) <
ǫ
6
and
dH(Cbj , Cb) <
ǫ
6
. Fix j > J2. Writing θ for the isomorphism from (Y1 ⊔ Y2, tµ+ (1 − t)µ) to (Y, µ) and θj
for the isomorphism from (Y1 ⊔ Y2, tjµ + (1 − tj)µ) to (Y, µ) we have a partition (Bs,i)
l
s=1 of Yi given by
Bs,i = θ
−1(Bs) ∩ Yi. So we can find a partition (Ds,i)
l
s=1 of Yi such that for all p ≤ m and all s, t ≤ l we
have
|µ(γajp Ds,1 ∩Dt,1)− µ(γ
a
pBs,1 ∩Bt,1)| <
ǫ
6
and
|µ(γbjp Ds,2 ∩Dt,2)− µ(γ
b
pBs,2 ∩Bt,2)| <
ǫ
6
Now, let Ds = θj(Ds,1 ⊔Ds,2). Note that since each θj(Yi) is cj invariant,
µ(γcjp Ds ∩Dt) = µ(γ
cj
p θj(Ds,1) ∩ θj(Dt,1)) + µ(γ
cj
p θj(Ds,2) ∩ θj(Dt,2))
= µ(θj(γ
aj
p Ds,1 ∩Dt,1)) + µ(θj(γ
bj
p Ds,2 ∩Dt,2))
= tjµ(γ
aj
p Ds,1 ∩Dt,1) + (1− tj)µ(γ
bj
p Ds,2 ∩Dt,2).
Similarly since θ(Yi) is c-invariant we have
µ(γcpBs ∩Bt) = µ(γ
c
pθ(Bs,1) ∩ θ(Bt,1)) + µ(γ
c
pθ(Bs,2) ∩ θ(Bt,2))
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= µ(θ(γapBs,1 ∩Bt,1)) + µ(θ(γ
b
pBs,2 ∩Bt,2))
= tµ(γap ∩Bs,1 ∩Bt,1) + (1− t)µ(γ
b
p ∩Bs,2 ∩Bt,2)
Note that if |x1 − x2| < δ and |y1 − y2| < δ then |x1y1 − x2y2| < 3δ. So our assumptions guarantee that we
have
|tjµ(γ
aj
p Ds,1 ∩Dt,1)− tµ(γ
a
p ∩Bs,1 ∩Bt,1)| <
ǫ
2
and
|(1 − tj)µ(γ
bj
p Ds,2 ∩Dt,2)− (1− t)µ(γ
b
p ∩Bs,2 ∩Bt,2)| <
ǫ
2
hence
|µ(γcjp Ds ∩Dt)− µ(γ
c
pBs ∩Bt)| < ǫ
as claimed.
Now we must show that for sufficiently large j, every partition B1, . . . , Bl of Y there is a partition D1, . . . , Dl
of Y depending on j such that for all s, t ≤ l and p ≤ m we have
|µ(γcpDs ∩Dt)− µ(γ
cj
p Bs ∩Bt)| < ǫ.
The argument is similar to the previous step, so we omit it.
Corollary 4.1. A∼(Γ, Y, µ) is path connected.
Corollary 4.2. A∼(Γ, Y, µ) is uncountable.
We now record a lemma which will be useful later, guaranteeing that the metric on A∼(Γ, X, µ) behaves
nicely with respect to the convex structure.
Lemma 4.1. For any convex set K ⊆ A∼(Γ, X, µ) the function d(·,K) = inf
b∈K
d(·, b) is convex.
Proof. Let x, y ∈ A∼(Γ, X, µ) and consider tx + (1 − t)y. Fix n, k and write C(a) for Cn,k(a). It suffices to
show that
inf
b∈K
dH(C(tx + (1− t)y), C(b)) ≤ t( inf
b∈K
dH(C(x), C(b)) + (1 − t)( inf
b∈K
dH(C(y), C(b)))
where dH is the Hausdorff distance in the space [0, 1]
n×k2 . Fix ǫ > 0. It suffices to find a ∈ K with
dH(C(tx + (1− t)y), C(a)) ≤ t( inf
b∈K
dH(C(x), C(b)) + ǫ) + (1− t)( inf
b∈K
dH(C(y), C(b)) + ǫ). (4)
Choose c ∈ K with dH(C(x), C(c)) < inf
b∈K
dH(C(x), C(b)) + ǫ and choose d ∈ K with dH(C(x), C(d)) <
inf
b∈K
dH(C(y), C(b)) + ǫ. Note that since K is convex, tc+ (1 − t)d ∈ K. We claim
dH(C(tx + (1− t)y), C(tc+ (1− t)d)) ≤ tdH(C(x), C(c)) + (1− t)dH(C(y), C(d))
,
which implies (4). Let δ > 0, it then suffices to show
dH(C(tx + (1− t)y), C(tc+ (1 − t)d)) ≤ t(dH(C(x), C(c)) + δ) + (1− t)(dH(C(y), C(d)) + δ). (5)
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Let X1 and X2 be two copies of X and ν be the measure on X1⊔X2 given by t(µ ↾ X1)+(1− t)(µ ↾ X2). Let
P = (Pi)
k
i=1 be a partition of X1 ⊔X2. This induces a partition P1 = (P
1
i )
k
i=1 of X1 given by P
1
i = Pi ∩X1
and similarly we have a partition P2 = (P
2
i )
k
i=1 of X2. We can find a partition Q1 = (Q
1
i )
k
i=1 of X1 such that
for m ≤ n and i, j ≤ k we have
|µ(γxmP
1
i ∩ P
1
j )− µ(γ
c
mQ
1
i ∩Q
1
j)| < dH(C(x), C(c)) + δ
and similarly we can find a partition Q2 = (Q
2
i )
k
i=1 of X2 such that for m ≤ n and i, j ≤ k we have
|µ(γymP
2
i ∩ P
2
j )− µ(γ
d
mQ
2
i ∩Q
2
j)| < dH(C(y), C(d)) + δ.
Let Q = (Qi)
k
i=1 be the partition of X1 ⊔ X2 given by Qi = Q
1
i ⊔ Q
2
i . Write t(dH(C(x), C(c)) + δ) + (1 −
t)(dH(C(y), C(d)) + δ) = r. Then for all m ≤ n and i, j ≤ k we have
|ν(γtx+(1−t)ym Pi ∩ Pj)− ν(γ
tc+(1−t)d
m Qi ∩Qj)| ≤ |tµ(γ
x
mP
1
i ∩ P
1
j )− tµ(γ
c
mQ
1
i ∩Q
1
j)|
+ |(1 − t)µ(γymP
2
i ∩ P
2
j )− (1− t)µ(γ
d
mQ
2
i ∩Q
2
j)|
≤ r
We have shown that C(tx + (1 − t)y) ⊆ Br(C(tc + (1 − t)d)). The argument that C(tc + (1 − t)d) ⊆
Br(C(tx+ (1− t)y)) is identical, so we omit it. Thus we conclude dH(C(tx+ (1− t)y), C(tc+ (1− t)d)) ≤ r
and (5) holds.
We note that A∼(Γ, X, µ) in fact has additional structure in that it admits convex combinations of infinitely
many elements. We first consider the case of a countable convex combination. If λi ∈ [0, 1] are such that
∞∑
i=1
λi = 1 and ai ∈ A∼(Γ, X, µ) then we can naturally define an action
∞∑
i=1
λiai on the disjoint sum
∞⊔
i=1
Xi with
the i copy of X weighted by λi. It remains to check that this is independent of the choice of representatives
ai.
Proposition 4.2. If ai ≺ bi for all i, then
∞∑
i=1
λiai ≺
∞∑
i=1
λibi.
Proof. Let A1, . . . , Ak ⊆
∞⊔
m=1
Xm, ǫ > 0 and F ⊆ Γ finite be given. Choose N such that
∞∑
m=N
λm <
ǫ
2
. For
each m < N , consider the partition Am1 , . . . , A
m
k of Xm given by A
m
i = Ai∩Xm. We can find for each m < N
a partition Bm1 , . . . , B
m
k such that for all γ ∈ F and i, j ≤ k we have
|µ(γaiAmi ∩A
m
j )− µ(γ
biBmi ∩B
m
j )| <
ǫ
2
.
Let Bi =
∞⊔
m=1
Bmi . Then
∣∣∣µ(γ∑∞m=1 λmamAi ∩ Aj)− µ(γ∑∞m=1 λmbmBi ∩Bj)∣∣∣ ≤ | N∑
m=1
λmµ(γ
amAmi ∩ A
m
j )−
N∑
m=1
λmµ(γ
bmBmi ∩B
m
j )|
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+ |
∞∑
m=M
λmµ(γ
amAmi ∩ A
m
j )−
∞∑
m=M
λmµ(γ
bmBmi ∩B
m
j )|
≤
N∑
m=1
λm|µ(γ
aiAmi ∩ A
m
j )− µ(γ
biBmi ∩B
m
j )|+
ǫ
2
≤
ǫ
2
(
N∑
m=1
λm
)
+
ǫ
2
≤ ǫ.
It is in fact possible to define integrals of weak equivalence classes of actions over a probability measure. Let
(Z, η) be a probability space and suppose that for each z we have a probability space (Yz, νz) and a measure-
preserving action Γ yaz (Yz , νz) such that the map z 7→ [az] from (Z, η) to A∗∼(Γ) is measurable, where
[az] is the weak equivalence class of az. Note that we do not require (Xz , νz) or (Z, η) to be standard. Let
Y =
⊔
z∈Z
Yz and put a measure ν on Y by taking ν(A) =
∫
Z
νz(A∩YZ )dη(z). Y will be a standard probability
space isomorphic to (X,µ) if (Z, η) is standard or η-almost all (Yz , νz) are standard. Let Γ ya (Y, ν) be
given by letting Γ act like az on Yz. We write a =
∫
Z
azdη(z). We then have a map φ : Y → Z given by
letting φ(y) be the unique z such that y ∈ Yz. This is clearly a factor map from a to ιZ,η and ν =
∫
Z
νzdη(z)
is the disintegration of ν over η via φ. Thus Theorem 3.12 in [13] guarantees that if bz are actions of Γ on
(Yz, νz) with bz ∼ az then if b =
∫
Z
bzdη(z) we have a ∼ b. Therefore this construction gives a well-defined
weak equivalence class of actions of γ. If we restrict (Yz , νz) to be standard, then we in fact have a mapping
from the space M(A∼(Γ, X, µ)) of probability measures on A∼(Γ, X, µ) to A∼(Γ, X, µ).
Lemma 4.2. For any n, k, and (Z, η) and measurable assignment z 7→ az, we have Cn,k
(∫
Z
azdη(z)
)
⊆
cch
(⋃
z∈Z
Cn,k(az)
)
.
Proof. Fix n, k and let a =
∫
Z
azdη(z). Let (Xz, µz) by the underlying measure space of az. Let L be
a countable dense subset of MALG
(⊔
z∈Z
Xz,
∫
Z
µzdη(z)
)
, so that Lk is dense in the space of k-partitions
of
⊔
z∈Z
Xz. Then {MA(a)}A∈Ln is dense in Cn,k
(∫
Z
azdη(z)
)
, so it suffices to show that each MA(a) ∈
cch
(⋃
z∈Z
C(az)
)
. For each A, the function fA : Z → Rn×k×k given by z 7→ MAz (az) is a Borel function,
where Az is the partition of Xz given by (A ∩ Xz)A∈A. Thus MA(a) =
∫
Z
fA(a)dη(z). We may assume
that Z carries a Polish topology such that fA is continuous for all A ∈ L
n. Choose a sequence of measures
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(νi)
∞
i=1 such that νi has finite support and νi → η in the topology of M(Z), the space of all Borel probability
measures on Z. If we write νi =
j(i)∑
j=1
αjδzj then
∫
Z
fA(z)dνi(z) =
j(i)∑
j=1
αjfA(zj) ∈ ch
(⋃
z∈A
C(az)
)
.
Since νi → η, we have ∫
Z
fA(z)dνi(z)→
∫
Z
fA(z)dη(z)
which proves the lemma.
5 The structure of A∼(Γ, X, µ) for amenable Γ.
When Γ is amenable, the structure of A∼(Γ, X, µ) can be completely described using the notion of an invariant
random subgroup. We begin with the following, the following extends Theorem 1.8 in [13]. Recall that if
Γya (X,µ) is a measure-preserving action, we have a map staba : X → Sub(Γ) given by x 7→ staba(x). The
type of a is the invariant random subgroup of Γ given by (staba)∗µ.
Proposition 5.1. If Γ is amenable and a, b ∈ A(Γ, X, µ) then type(a) = type(b) if and only if a ∼ b.
Proof. By [1] type is an invariant of weak equivalence so suppose type(a) = type(b).
Let Xa∞ = {x ∈ X : [Γ : staba(x) = ∞]} and X
b
∞ = {x ∈ X : [Γ : stabb(x)] = ∞}. Notice that X
a
∞ is
a-invariant and Xb∞ is b-invariant and since type(a) = type(b), µ(X
a
∞) = µ(X
b
∞). Suppose that µ(X
a
∞) > 0
and let a∞ = a ↾ X
a
∞ with normalized measure
µ ↾ Xa∞
µ(Xa∞)
and define b∞ similarly. Then type(a∞) = type(b∞)
and these are concentrated on the infinite index subgroups of Γ, therefore a∞ ∼ b∞ by Theorem 1.8 (2)
in [13]. Thus to prove the proposition it suffices to show the following. Note that for this we do not require
Γ to be amenable.
Lemma 5.1. Suppose a, b ∈ A(Γ, X, µ) are actions such that type(a) = type(b) and these are concentrated
on the finite-index subgroups of Γ. Then a ∼ b.
Proof. We may assume that θ = type(a) = type(b) is concentrated on the subgroups of index n for some fixed
n. Consider an a-orbit C. For each linear ordering <iC of C, we get a homomorphism ψ
i
C : Γ → Sym(n),
where Sym(n) is the symmetric group on n letters. Place a Borel linear order ⊏ on Sym(n)Γ. Let then
<aC=<
i0
C be the linear order such that ψ
i0
C is ⊏-least among all the ψ
i
C . Write φ
a
C for ψ
i0
C . Use this same
construction to choose homomophisms φbD for each b-orbit D. Write φ
a
x for φ
a
[x]Ea
and similarly φbx for φ
b
[x]Eb
.
For a homomorphism φ : Γ → Sym(n) let jφ be the corresponding action of Γ on {1, . . . , n}. Say φ is
transitive if jφ is transitive. Each transitive homomorphism φ : Γ → Sym(n) determines a conjugacy class
Hφ of index n subgroups of Γ as the stabilizers of jφ. For each a-orbit [x]Ea the stabilizers of the action of
Γ on [x]Ea also determine a conjugacy class H
a
x of index n subgroups of Γ. Let c be the action of Sym(n) on
Sym(n)Γ by (f · φ)(γ)(k) = fφ(γ)f−1(k). Then [φax]Ec =
{
ψi[x]Ea :<
i
[x]Ea
is a linear ordering of [x]Ea
}
. Let
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L be the set of all transitive homomorphisms φ : Γ→ Sym(n) such that φ is ⊏-least in [φ]Ec . It is clear that
for φ ∈ L, φax = φ if and only if H
a
x = Hφ. Similarly φ
b
x = φ if and only if H
b
x = Hφ. Thus for any A ⊆ L,
we have
µ({x : φax ∈ A}) = µ({x : H
a
x = Hφ for some φ ∈ A})
= µ({x : staba(x) is conjugate to an element of Hφ for some φ ∈ A})
= θ({H ∈ Sub(Γ) : H is conjugate to an element of Hφ for some φ ∈ A})
= µ({x : stabb(x) is conjugate to an element of Hφ for some φ ∈ A})
= µ({x : φbx ∈ A}).
Now, fix a finite set F ⊆ Γ and a partition A1, . . . , Am of X . For each map ω : F → Sym(n) let X
a
ω = {x ∈
X : φax ↾ F = ω} and similarly X
b
ω = {x ∈ X : φ
b
x ↾ F = ω}. Then (X
a
ω)ω∈Sym(n)F and (X
b
ω)ω∈Sym(n)F are
finite decompositions of X with µ(Xaω) = µ(X
b
ω). For k ≤ n let
Xaω,k =
{
x ∈ Xaω : x is in the k-position with respect to <
a
[x]Ea
}
and define Xbω,k similarly. We claim that for each k there is a measure-preserving bijection S
a
ω,k of X
a
ω,k with
Xaω,1. Let ⊏1 be a wellordering of Γ. For each γ ∈ Γ let
Xaω,k,γ =
{
x ∈ Xaω,k : the ⊏1 - least δ ∈ Γ with δ
ax ∈ Xaω,1 is equal to γ
}
.
Put then Saω,k ↾ X
a
ω,k,γ = γ
a. In particular, this shows that µ(Xaω,k) =
µ(Xaω)
n
. We can perform the same
construction for b and we see that µ(Xbω,k) =
µ(Xbω)
n
. So µ(Xaω,1) = µ(X
b
ω,1) and hence there is a measure-
preserving bijection Tω,1 of each X
a
ω,1 with X
b
ω,1. Define a measure-preserving bijection Tω of X
a
ω with X
b
ω
by letting Tω(x) = (S
b
ω,k)
−1TSaω,k(x) for x ∈ X
a
ω,k. Let then T =
⋃
ω∈Sym(n)F
Tω so T ∈ Aut(X,µ).
We claim that for all γ ∈ F and all x ∈ X , we have T (γax) = γbT (x). Indeed, suppose x ∈ Xaω,k so
that x is in the k-position with respect to <a[x]Ea . Then γ
ax is in the φax(γ)(k) = ω(k) position with respect
to <a[x]Ea so T (γ
a
x) is in the ω(k) position of the Eb-class D such that Tω,1S
a
ω,k(x) ∈ D, where D has the
canonical order <bD. On the other hand, T (x) = Tω(x) is in the k-position of D with respect to <
b
D. Hence
γbT (x) is in the φbT (x)(γ)(k) = ω(k) position of D and we have the claim. Now, for i ≤ m putting Bi = T (Ai)
we have for any γ in F and i, j ≤ m,
µ(γbBi ∩Bj) = µ(γ
bT (Ai) ∩ T (Aj))
= µ(T (γaAi) ∩ T (Aj)
= µ(T (γaAi ∩ Aj))
= µ(γaAi ∩ Aj)
and therefore a ∼ b.
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In [13], Tucker-Drob shows that for amenable Γ, the space A∼s(Γ, X, µ) of stable weak equivalence classes
is homeomorphic to the space IRS(Γ) of invariant random subgroups of Γ. Indeed, type(a) = type(b) if and
only if a ∼s b and the map A∼s(Γ, X, µ)→ IRS(Γ) given by a 7→ type(a) is a homeomorphism. So we have
the following.
Corollary 5.1. For amenable Γ, a ∼s b if and only if a ∼ b.
Moreover, let x ∈ X , t ∈ [0, 1] and a, b ∈ A(Γ, X, µ) and consider the action ta+(1−t)b on tX1⊔(1−t)X2. We
have stabta+(1−t)b = staba(x) if x ∈ X1 and stabb(x) if x ∈ X2. Thus for any H ≤ Γ, {x : stabta+(1−t)b(x) =
H} = {x ∈ X1 : staba(x) = H} ⊔ {x ∈ X2 : stabb(x) = H} so for any A ⊆ Sub(Γ) we have
(tµ1 + (1 − t)µ2)({x : stabta+(1−t)b(x) ∈ A}) = (tµ1 + (1− t)µ2)({x ∈ X1 : staba(x) ∈ A}
⊔ {x ∈ X2 : stabb(x) ∈ A})
= tµ({x : staba(x) ∈ H}) + (1− t)µ({x : stabb(x) ∈ A}).
Therefore type(ta+(1− t)b) = t(type(a))+ (1− t)(type(b)) and Theorem 1.1 follows. Note in particular that
if Γ is amenable then ta+ (1 − t)a ∼ a, so for amenable groups A∼(Γ, X, µ) is actually a convex space, not
just a weak convex space.
It is known (see for example [8]) that IRS(Γ) is a simplex in C(Sub(Γ))∗, the dual of the Banach space
C(Sub(Γ)) of continuous functions on Sub(Γ). So by the classical Krein-Milman theorem we have that for
amenable Γ, cch(ex(A∼(Γ, X, µ))) = A∼(Γ, X, µ). We will prove an analogous result for general Γ using
other means. Moreover, ex(IRS(Γ)) is precisely the ergodic measures in IRS(Γ) so when Γ is amenable,
ex(A∼(Γ, X, µ)) is the set of actions with ergodic type.
6 The structure of A∼(Γ, X, µ) for general Γ.
Recall from [11] that E0 is the equivalence relation given by eventual equality on 2
N and if E is an equivalence
relation on X and F is an equivalence relation on Y then a Borel homomorphism from E to F is a Borel
map f : X → Y such that x1Ex2 implies f(x1)Ff(x2). A equivalence relation E on a measure space is said
to be strongly ergodic (or E0-ergodic) if for any homomorphism from E to E0, the preimage of some E0-class
is conull. By Proposition 5.6 in [7] if a is strongly ergodic then every b with b ∼ a is ergodic. In particular,
1
2
a +
1
2
a is not ergodic, so
1
2
a +
1
2
a is not weakly equivalent to a when a is strongly ergodic. By Theorem
1.2 in [12], the Bernoulli shift Γy ([0, 1]Γ, λΓ) with λ Lebesgue measure on [0, 1] is strongly ergodic when Γ
is nonamenable. Thus when Γ is nonamenable, A∼(Γ, X, µ) is not a convex space, only a weak convex space.
We now prove Theorem 1.2
Proof. (of Theorem 1.2) Write A = A∼(Γ, X, µ). Let B = cch(ex(A)) and suppose toward a contra-
diction that there exists x ∈ A \ B. Since B is compact, d(x,B) > 0. Let α = sup
y∈A
d(y,B) and let
C = {y ∈ A : d(y,B) = α}. Then C is nonempty, disjoint from B and C is a face of A.
Let F be the family of faces of C, ordered by reverse inclusion. Suppose {Fi}i∈I is a linearly ordered
subset of F and consider
⋂
i∈I
Fi. If x, y ∈ C and 0 < t < 1 are such that tx+ (1− t)y ∈
⋂
i∈I
Fi, then x, y ∈ Fi
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for each i since each Fi is a face. Hence
⋂
i∈I
Fi is a face. It is nonempty by compactness. So Zorn’s Lemma
guarantees there exist minimal elements of F . Let F be such a minimal element.
Choose y ∈ F and suppose toward a contradiction that there exists y′ ∈ F with y′ /∈ cch({y}). Then cch({y})
is a compact convex set, so letting G =
{
z ∈ F : d(z, cch({y})) = sup
w∈F
d(w, cch({y}))
}
, G is a nonempty face
of F disjoint from cch({y}), contradiction the minimality of F . So for all y ∈ F we have F ⊆ cch({y}). Fix
such a y. Note that cch({y}) = ch({y}). We claim that y is an extreme point of C. Assuming this, since C is a
face of A we have that y is an extreme point of A and we have a contradiction to the hypothesis that C∩B = ∅.
Suppose first that there do not exist a, b ∈ C and 0 < t < 1 such that y = ta + (1 − t)b. Then y is an
extreme point of C be definition. So let a, b ∈ C and 0 < t < 1 be such that y = ta+(1− t)b. We must show
that y ∼ a ∼ b. Since F is a face of C, we have a, b ∈ F . Thus we can write a =
n∑
i=1
siy and b =
k∑
i=1
riy for
si, ri ∈ [0, 1]. By Proposition 4.2 and associativity we have y ∼
(
n∑
i=1
tsiy +
k∑
i=1
(1− t)riy
)
. Since 0 < t < 1,
iterating this argument we find that for any δ > 0, there is m ∈ N and (λi)mi=1 ⊆ [0, 1] such that λi ≤ δ for
all i and y ∼
m∑
i=1
λiy.
We claim that this implies y ∼ κy + (1 − κ)y for all κ ∈ [0, 1]. Note that κy + (1 − κ)y is isomorphic
to ικ,1−κ× y, where ικ,1−κ is the trivial action of Γ on ({0, 1},mκ) where mκ({0}) = κ and mκ({1}) = 1−κ.
Hence y is a factor of κy + (1− κ)y and it thus suffices to show κy + (1− κ)y ≺ y.
Let X1, X2 be two copies of X , let n, k ∈ N, ǫ > 0 and a partition P = (Pi)ki=1 of X1 ⊔ X2 be given.
As before, we get a partition P1 = (P
1
i )
k
i=1 with P
1
i = Pi ∩X1 of X1 and similarly a partition P2 = (P
2
i )
k
i=1
with P 2i = Pi ∩X2 of X2. Now, choose δ <
ǫ
2
. Then we can find m and (λp)
m
p=1 such that y ∼
m∑
p=1
λpy and
for some l ≤ m we have κ−
ǫ
2
≤
l∑
p=1
λp ≤ κ. Let now X
′
p be a copy of X for each p ≤ m, and for q ∈ {0, 1}
let P qi,p be the corresponding copy of P
q
i sitting in X
′
p. Let Q = (Qi)
k
i=1 be the partition of
m⊔
p=1
X ′p given by
Qi =
(
l⊔
p=1
P 1i,p
)
⊔

 m⊔
p=l+1
P 2i,p

. Then for s ≤ n and i, j ≤ k we have
∣∣∣∣∣(κµ+ (1− κ)µ)(γκy+(1−κ)ys Pi ∩ Pj)−
(
m∑
p=1
λpµ
)(
γ
∑
m
p=1 λpy
s Qi ∩Qj
) ∣∣∣∣∣
≤
∣∣∣∣∣κµ(γysP 1i ∩ P 1j )−
(
l∑
p=1
λpµ(γ
y
sP
1
i,p ∩ P
1
j,p)
)∣∣∣∣∣+
∣∣∣∣∣∣(1− κ)µ(γysP 2i ∩ P 2j )−

 m∑
p=l+1
λpµ(γ
y
sP
2
i,p ∩ P
2
j,p)


∣∣∣∣∣∣
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=∣∣∣∣∣κµ(γysP 1i ∩ P 1j )−
(
l∑
p=1
λp
)
µ(γysP
1
i ∩ P
1
j )
∣∣∣∣∣+
∣∣∣∣∣∣(1− κ)µ(γysP 2i ∩ P 2j )−

 m∑
p=l+1
λ

µ(γysP 2i ∩ P 2j )
∣∣∣∣∣∣
=
∣∣∣∣∣
(
κ−
l∑
p=1
λp
)
µ(γysP
1
i ∩ P
1
j )
∣∣∣∣∣+
∣∣∣∣∣∣

(1− κ)− m∑
p=l+1
λp

µ(γysP 2i ∩ P 2j )
∣∣∣∣∣∣
≤
∣∣∣∣∣
(
κ−
l∑
p=1
λp
)∣∣∣∣∣+
∣∣∣∣∣∣

(1− κ)− m∑
p=l+1
λp


∣∣∣∣∣∣ ≤
ǫ
2
+
ǫ
2
= ǫ.
Since y ∼
m∑
p=1
λpy, κy + (1− κ)y ≺ y and we are done.
We note that a metrizable topological vector space V is locally convex if and only if its topology is induced
by a countable family of seminorms
(
| · |Vn
)∞
n=1
. Then p(v, w) =
∞∑
n=1
1
2n
|v−w|Vn is a compatible metric on V ,
which is easily seen to obey Lemma 4.1. Thus the technique used to prove Theorem 1.2 works to prove the
metrizable case of the classical Krein-Milman theorem using only the convex and metric structure of V , not
the vector space structure in the form of linear functionals.
Before proving Theorem 1.3, we briefly discuss the ergodic decomposition in the context of weak equiva-
lence classes. Suppose a ∈ A(Γ, X, µ) and a =
∫
Z
azdη(z) is the ergodic decomposition of a, that is to say
we have a factor map π : (X,µ) → (Z, η) such that if µ =
∫
Z
µzdη(z) is the disintegration of µ over (Z, η)
via π then µz(π
−1(z)) = 1 and Γya (π−1(z), µz) is isomorphic to az. Furthermore, the assignment z 7→ µz
from (Z, η) → Ma(X) is Borel, where Ma(X) is the space of a-invariant probablity measures on X (we
may assume here that X is a Polish space). Recall that A∗∼(Γ) is the space of weak equivalence classes of all
measure-preserving actions of Γ, including those actions on finite space. A∗∼(Γ) is topologized using the exact
same metric as we use to topologize A∼(Γ, X, µ). We would like to conclude that the assignment z 7→ [az]
is measurable from (Z, η) to A∗∼(Γ), where [az] is the weak equivalence class of az. This is a consequence of
the following lemma.
Lemma 6.1. Let Γ ya Y be a Borel action of Γ on a Polish space Y . Then the map Θ from Ma(Y ) to
A∗∼(Γ) given by ν 7→ [aν ] is Borel, where [aν ] is the weak equivalence class of the measure preserving action
aν = Γya (Y, ν).
Proof. Fix a measure ν ∈Ma(Y ) and consider Θ
−1(U) where
U = {[a] ∈ A∗∼(Γ) : dH(Cn,k(aν), Cn,k(a)) < ǫ for all n, k ≤ N}
for some N ∈ N and ǫ > 0, so U is a basic open neighborhood of Θ(ν) = aν . Since
U =
∞⋃
m=1
N⋂
n,k=1
{
[b] ∈ A∗∼(Γ) : dH(Cn,k(aν), Cn,k(b)) ≤ ǫ −
1
m
}
,
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it suffices to show Θ−1(V ) is Borel for a set V of the form
V = {[b] ∈ A∗∼(Γ) : dH(Cn,k(aν), Cn,k(b)) ≤ r}.
Fixing n and k we write C(b) for Cn,k(b). Now, let K and L be compact subsets of a compact Polish space
W with metric p, let DK be dense in K and DL be dense in L. We have
dH(K,L) ≤ r ⇐⇒ max
x∈K
inf
y∈L
p(x, y) ≤ r and max
y∈L
inf
x∈K
p(y, x) ≤ r
⇐⇒ (∀x ∈ K)(∀δ > 0)(∃y ∈ L)(p(x, y) < r + δ)
∧ (∀y ∈ L)(∀δ > 0)(∃x ∈ K)(p(y, x) < r + δ)
⇐⇒ (∀x ∈ DK)(∀δ > 0)(∃y ∈ DL)(p(x, y) < r + δ)
∧ (∀y ∈ DL)(∀δ > 0)(∃y ∈ DL)(p(y, x) < r + δ)
If L is a countable algebra generating the Borel σ-algebra B(Y ) of Y , then L is dense in MALG(Y, ρ) for
any Borel probability measure ρ on Y . Regarding a partition of Y into k pieces as an element of B(Y )N
and considering Lk, we see that there exists a fixed countable family (Am)
∞
m=1 of partitions of Y such that
for any Borel probability measure ρ on Y , (Am)
∞
m=1 is dense in the set of k-partitions of X with topology
inherited from MALG(Y, ρ). We may further assume that each element of each Am is clopen. This implies
that the set (MAm(aρ))
∞
m=1 is dense in C(aρ) for any Borel probability measure ρ. Therefore we have
V =
(
∞⋂
m=1
∞⋂
l=1
∞⋃
i=1
{
b ∈ A∗∼(Γ) :
∣∣MAm(aν)−MAi(b)∣∣ < r + 1
l
})
∩
(
∞⋂
m=1
∞⋂
l=1
∞⋃
i=1
{
b ∈ A∗∼(Γ) :
∣∣MAi(aν)−MAm(b)∣∣ < r + 1
l
})
.
Now, |MAi(aν) −M
Am(aρ)| < s if and only if |ν(γ
aAji ∩ A
t
i) − ρ(γ
aAim ∩ A
t
m)| < s for all A
j
i , A
t
i ∈ Ai and
Aim, A
t
m ∈ Am. Since for any pair J1, J2 ⊆ Y the set {ρ : |ν(J1)− ν(J2)| < s} is Borel, we see
Θ−1
({
b ∈ A∗∼(Γ) :
∣∣MAi(aν)−MAm(b)∣∣ < r + 1
l
})
is Borel and consequently Θ−1(V ) is Borel.
We now prove Theorem 1.3
Proof. (of Theorem 1.3) Let Θ : Z → A∗∼(Γ) be the map sending each point in z to the weak equivalence
class [az ], so Θ is measurable by Lemma 6.1. Suppose towards a contradiction that the theorem fails. Then
for every set Z ′ ⊆ Z with η(Z ′) = 1, there is more than one weak equivalence class in the set {[az] : z ∈ Z
′}.
Equivalently, the measure Θ∗η on A
∗
∼(Γ) is not supported on a single point. We can thus split A
∗
∼(Γ) into
two disjoint sets Y1, Y2 such that 0 < Θ∗η(Y1),Θ∗η(Y2) < 1. Letting Ai = Θ
−1(Yi), we get disjoint mea-
surable sets A1, A2 ⊆ Z such that 0 < η(A1), η(A2) < 1 and for all z ∈ A1 and all w ∈ A2 we have that z ≁ w.
Recall that for a measure-preserving action b of Γ and n, k ∈ N the set Cn,k(a) ⊆ [0, 1]n×k×k was defined in
Section 3.
Lemma 6.2. For any action b of Γ on a probability space (Y, ν), we have cch(Cn,k(b)) ⊆ Cn,k(ι × b).
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Proof. Write Cn,k(b) = C(b). Suppose x ∈ cch(C(b)). Then we can find points (xi)
∞
i=1 such that lim
i→∞
xi = x
and each xi has the form xi =
j(i)∑
j=1
αjix
j
i for (x
j
i )
j(i)
j=1 ⊆ C(b) and (α
j
i )
j(i)
j=1 ⊆ [0, 1] with
j(i)∑
j=1
αij = 1 for each i.
Without loss of generality we may assume that each xji has the form M
Aj
i (b) for a partition Aji = (A
j
i,l)
k
l=1
of Y into k pieces. Fixing i consider the action
j(i)∑
j=1
αji b on the space

j(i)⊔
j=1
Yj ,
j(i)∑
j=1
αjiνj

, where each (Yj , νj)
is a copy of (Y, ν). Let B = (Bl)
k
l=1 be the partition of
j(i)⊔
j=1
Yj given by letting Bl =
j(i)⊔
j=1
Aji,l, where A
j
i,l sits
inside the j copy of Y . For any p ≤ n and l,m ≤ k and x ∈ [0, 1]n×k×k let (x)p,l,m be the p, l,m coordinate
of x. We then have

MB

j(i)∑
j=1
αji b




p,l,m
=

j(i)∑
j=1
αjiνj

(γ∑j(i)j=1 αji bp Bl ∩Bm
)
=
j(i)∑
j=1
(
αjiνj(γ
b
pA
j
i,l ∩ A
j
i,m)
)
=
j(i)∑
j=1
αji
(
MA
j
i (b)
)
p,l,m
Therefore
MB

j(i)∑
j=1
αji b

 = j(i)∑
j=1
αji
(
MA
j
i (b)
)
= xi.
We have shown that xi ∈ C

j(i)∑
j=1
αji b

. Since j(i)∑
j=1
αji b is a factor of b × ι, we have xi ∈ C(b × ι). Since
lim
i→∞
xi = x and C(b× ι) is closed, the lemma follows.
It is clear that for any two measure-preserving actions b, c we have b ≺ c if and only if Cn,k(b) ⊆ Cn,k(c) for all
n, k. We claim that there are disjoint subsetsA3, A4 ⊆ Z of positive measure such that for some pair n0, k0, ev-
ery z ∈ A3 and every w ∈ A4 we have Cn0,k0(az) * cch(Cn0,k0(aw)). For z ∈ A3 let Rz = {w ∈ A2 : az ⊀ aw}.
Since az is ergodic, az ≺ aw × ι implies az ≺ aw. Therefore Rz = {w ∈ A2 : az ⊀ aw × ι}.
Assume first that there is a set D3 ⊆ A1 with η(D3) > 0 such that for each z ∈ D3 we have η(Rz) > 0. Write
Kˆ for cch(K). By Lemma 6.2 we can write Rz =
∞⋃
n,k=1
Rn,kz where R
n,k
z =
{
w ∈ A2 : Cn,k(az) * ̂Cn,k(aw)
}
.
Thus for each z there is a lexicographically least pair (nz , kz) such that η(R
nz ,kz
z ) > 0. Therefore there is a
pair n0, k0 and a set D4 ⊆ D3 such that η(D4) > 0 and for all z ∈ D4 we have η(R
n0,k0
z ) > 0. Fixing n0 and
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k0 we write C(b) for Cn0,k0(b). Let (wj)
∞
j=1 ⊆ A2 be a sequence of points such that the family
(
Ĉ(awj )
)∞
j=1
is dense in the space
{
Ĉ(aw) : w ∈ A2
}
with respect to the Hausdorff metric dH on the space on compact
subsets of [0, 1]n0×k0×k0 . Let then Fj,l =
{
w ∈ A2 : dH
(
Ĉ(aw), Ĉ(awj )
)
<
1
l
}
.
Fix z ∈ D4 and choose w ∈ R
n0,k0
z . By hypothesis there is ǫ > 0 such that C(az) * Bǫ
(
Ĉ(aw)
)
, where
Bǫ(K) denotes the ball of radius ǫ around K. Then if we choose j so that dH
(
Ĉ(awj ), Ĉ(w)
)
<
ǫ
2
and l so
that
1
l
<
ǫ
2
we have w ∈ Fj,l ⊆ R
n0,k0
z . Hence there is a subset J ⊆ N
2 such that Rn0,k0z =
⋃
(j,l)∈J
Fj,l. So
for each z we can choose a lexicographically least pair (jz , lz) such that η(Fjz ,lz) > 0 and Fjz ,lz ⊆ R
n0,k0
z .
There is then a pair (j0, l0) and a set E3 ⊆ D3 with η(E3) > 0 such that η(Fj0,l0) > 0 and for all z ∈ E3
and all w ∈ Fj0,l0 we have C(az) * Ĉ(aw). So take A3 = E3 and A4 = Fj0,l0 . Thus we are left with the case
η(Rz) = 0 for almost all z ∈ A1. Then for almost all w ∈ A2 and almost all z ∈ A1 we must have aw ⊀ az,
so a symmetric argument gives the claim.
Given a (real) topological vector space V , we say a hyperplane in V is a set of the form Hℓ,α = {v ∈ V :
ℓ(v) = α} for some continuous linear functional ℓ and α ∈ R. Given disjoint compact subsets W1,W2 ⊆ V
we say that Hℓ,α separates W1 from W2 if W1 ⊆ {v ∈ V : ℓ(v) < α} and W2 ⊆ {v ∈ V : ℓ(v) > α}.
Lemma 6.3. Let S ⊆ Rn be compact. Then there is a countable family (Hi)∞i=1 of hyperplanes such that for
any x ∈ S and any compact convex W ⊆ S there is i so Hi separates {x} from W .
Proof. Let (ℓj)
∞
j=1 be a countable set of linear functionals which is dense in the sup norm on S. Enumerate
Q as (qm)∞m=1 and let Hj,m = {s ∈ S : ℓj(s) = qm}. Given x andW , by Hahn-Banach find a linear functional
ℓ and α ∈ R so that H = Hℓ,α separates x from W . Let r = min

 inf
h∈H
||x− h||, inf
h∈H,
w∈W
||h− w||

 so r > 0.
Then choose m so |qm − α| <
r
2
and j so sup
s∈S
|ℓ(s)− ℓj(s)| <
r
2
. Then Hj,m separates x from W .
Now take S = [0, 1]n0×k0×k0 and fix a family (Hi)
∞
i=1 of hyperplanes as in the lemma. Since Ĉ(aw) is com-
pact convex for each w ∈ A4 and for all z ∈ A3 we have C(az) * Ĉ(aw), for each pair (z, w) ∈ A3 × A4
there is an index i(z, w) and a point xz,w ∈ C(az) such that Hi(z,w) separates xz,w from Ĉ(aw). Fix
z ∈ A3. Taking (wj)
∞
j=1 as before, for (j, l) ∈ N
2 let Gj,l =
{
w ∈ A4 : dH
(
Ĉ(aw), Ĉ(awj )
)
<
1
l
}
. Choos-
ing w ∈ A4, let ǫ = dH
(
Ĉ(w), Hi(z,w)
)
so ǫ > 0. Finding jz,w so dH
(
Ĉ(wj), Ĉ(w)
)
<
ǫ
2
and lz,w so
1
l
<
ǫ
2
we have w ∈ Gjz,w,lz,w and Hi(z,w) separates xz,w from Ĉ(u) for all u ∈ Gjz,w,lz,w . Then we have
A4 =
⋃
(jz,w,lz,w):
w∈A4
Gjz,w,lz,w so we can find w0 so that η
(
Gjz,w0 ,lz,w0
)
> 0. Let then Gz = Gjz,w0 ,lz,w0 , xz = xz,w0
and i(z) = i(z, w0) so that Hi(z) separates xz from Ĉ(u) for all u ∈ Gz . Since the Gz were chosen from a
countable family, we can find a set A5 ⊆ A3 of positive measure such that Gz = G is the same for all z ∈ A5.
22
We can then find an index i and a set A6 ⊆ A5 of positive measure such that for all z ∈ K, Hi = H separates
xz from Ĉ(u) for all u ∈ G. H splits [0, 1]
n×k×k into two closed convex sets H+ and H−, where H+ contains
the xz and H− contains the C(u).
For S ⊆ Z with η(S) > 0 let ηS =
η ↾ S
η(S)
be normalized measure on S. By Lemma 4.2 we have C
(∫
G
audηG(u)
)
⊆
cch
(⋃
u∈G
C(u)
)
⊆ H−. Write A6 =
∞⋃
p=1
Ap6, where A
p
6 =
{
z ∈ A6 : dH(xz , H) ≥
1
p
}
and find p so η(Ap6) > 0.
Letting K = Ap6, for all z ∈ K, xz is an element of the closed convex set H
p
+ = {y ∈ H+ : dH(y,H) ≥
1
p
} and Hp+ is disjoint from H−. We have
∫
K
xzdηK(z) ∈ C
(∫
K
azdηK(z)
)
and
∫
K
xzdηK(z) ∈ H
p
+.
Since C
(∫
G
audηG(u)
)
⊆ H− we see that C
(∫
K
azdηK(z)
)
* C
(∫
G
audηG(u)
)
and it follows that∫
K
azdηK(z) ≁
∫
G
audηG(u). Let L1 = K,L2 = G then there is i ∈ {1, 2} with
∫
Li
azdηLi(z) ≁ a. Since
0 < η(Li) < 1, we can write
a = η(Li)
(∫
Li
azdηLi(z)
)
+ η(Z \ Li)
(∫
Z\Li
azdηZ\Li(z)
)
which contradicts our assumption that a is an extreme point.
We now prove Theorem 1.4. Recall that the uniform topology on Aut(X,µ) is given by the metric du(T, S) =
µ({x : Tx 6= Sx}). If P = {P1, . . . , Pp} is a partition of a space on which FN acts by an action a, J ⊆ FN is
finite and τ : J → p let P aτ =
⋂
γ∈J
γaPτ(γ).
Proof. (of Theorem 1.4) Let a be a free action of FN . By replacing a with a × ι if necessary, we may
assume that for each n, k the set Cn,k(a) is closed and convex. Fix integers n0 and k0 and ǫ > 0. It is enough
to find a free ergodic action b of FN such that for all n ≤ n0 and k ≤ k0 we have dH(Cn,k(a), Cn,k(b)) < ǫ.
Let {γ1, . . . , γn0} = F0 be the finite subset of FN under consideration. Let s = sFN be the Bernoulli shift of
FN acting on
(
2FN , ν
)
where ν is the product measure. For any action c of FN on (X,µ) and γ ∈ FN we
have
{(x, y) ∈ X × 2FN : γc×s(x, y) 6= γa×x(x, y)} = {x ∈ X : γcx 6= γax} × Y
and hence
(µ× ν)({(x, y) ∈ X × 2FN : γc×s(x, y) 6= γa×x(x, y)}) = µ({x ∈ X : γcx 6= γax}).
Assume du(γ
a, γc) <
ǫ
16
for all γ ∈ F0. Then for any measurable partition A = A1, . . . , Ak of X × 2
FN , all
γ ∈ F0 and all i, j ≤ k we have
|(µ× ν)(γa×sAi ∩ Aj)− (µ× ν)(γ
c×sAi ∩Aj)| <
ǫ
16
for all γ ∈ F0. In the notation of Section 3, ρ
(
MAn,k(a× s),M
A
n,k(c× s)
)
<
ǫ
16
where ρ is the supremum
metric on [0, 1]n×k×k. Choose a finite collection L of measurable subsets of X × 2FN such that for every
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measurable partition A of X × 2FN there is a partition B ⊆ L such that ρ
(
MAn,k(a× s),M
B
n,k(a× s)
)
<
ǫ
16
.
Then for every such A there exists B ⊆ L such that ρ
(
MAn,k(c× s),M
B
n,k(c× s)
)
<
3ǫ
16
.
For γ ∈ FN let πγ : 2FN → 2 be projection onto the γ coordinate. For i ∈ {0, 1} let Si = π−1e ({i})
and put S = {S1, S2}. Choose now a finite partition R = {R1, . . . , Rr} of X and a finite subset F ⊆ FN
containing F0 such that for every A ∈ L there are sets Rj with 1 ≤ j ≤ r and a family of functions (τj)
t
j=1
with τj : F → 2 such that
µ



 t⊔
j=1
Rj × S
s
τj

△A

 < ǫ
16
.
Write P = R×S. We can identify a function θ : F → r× 2 with a pair (σ, τ) where σ : F → r and τ : F → 2
so
P c×sθ =
⋂
γ∈F
γbP c×s
θ(γ) =

⋂
γ∈F
γcRσ(γ)

×

⋂
γ∈F
γsSτ(γ)

 = Rcσ × Ssτ .
Note that for any j ≤ r, Rj × S
s
τ is a finite disjoint union of sets of the form R
c
σ × S
s
τ , hence any A ∈ L is
within
ǫ
16
of finite disjoint union of sets of the form P c×sθ for θ : F → r × 2.
Let δ =
ǫ
4(2r)2|F |
. Fix an ergodic action c of FN such that du (γa, γc) <
δ2
32|F |2(2r)|F |2
for all γ ∈ F . (For
example use the fact that the ergodic automorphisms are uniformly dense in Aut(X,µ) to move one of the gen-
erators γ of FN so it acts ergodically but is still sufficiently close to γa). Then clearly dH(Cn,k(a), Cn,k(c)) <
ǫ
2
for all n ≤ n0 and k ≤ k0. Let b = c × s. Since c is ergodic and s is free and mixing, b is free and ergodic.
Thus it is sufficient to show dH(Cn,k(c), Cn,k(b)) <
ǫ
2
for all n ≤ n0, k ≤ k0. Since c ≺ b, it is sufficient to
show that for every partition A of X × 2FN there is a partition C of X such that ρ
(
MAn,k(b),M
C
n,k(c)
)
<
ǫ
2
.
By our previous reasoning, for each partition A = (A1, . . . , Ak) of X×2
FN there is a partition B whose pieces
are disjoint unions of sets of the form P bθ for θ : F → r × 2 such that ρ
(
MAn,k(b),M
B
n,k(b)
)
<
ǫ
4
.
Claim 6.1. There is a partition Q of X indexed by r × 2 such that for every θ : J → r × 2 with J ⊆ F0F
we have |(µ× ν)(P bθ )− µ(Q
c
θ)| < δ.
Suppose the claim holds. Regard FN as acting on
⋃
J⊆FN
{θ : J → 2 × r} by shift, γ · θ(γ′) = θ(γ−1γ′). Thus
the domain dom(γ · θ) = γdom(θ). Then for any θ, κ : F → 2× r and γ ∈ F0 we have
γbP bθ ∩ P
b
κ =
{
P bγ·θ∪κ if γ · θ and κ are compatible,
∅ if not.
and similarly
γcQcθ ∩Q
c
κ =
{
Qcγ·θ∪κ if γ · θ and κ are compatible,
∅ if not.
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Therefore the claim gives |(µ×ν)(γbP bθ∩P
b
κ)−µ(γ
cQcθ∩Q
c
κ)| < δ for all θ, κ : F → r×2. So if B = {B1, . . . , Bk}
is a partition such that Bi =
t⊔
s=1
P bθi(s) for functions θi(s) : F → r × 2 and we let Ci =
t⊔
s=1
Qcθi(s) then we
have
|(µ× ν)(γbBi ∩Bj)− µ(γ
cCi ∩ Cj)| =
∣∣∣∣∣∣(µ× ν)

 t⊔
s,s′=1
γbP bθi(s) ∩ P
b
θj(s′)

− µ

 t⊔
s,s′=1
γcQcθi(s) ∩Q
c
θj(s′)


∣∣∣∣∣∣
≤ t2δ ≤ (2r)2|F |δ <
ǫ
4
,
since t ≤ (2r)|F |. Taking C = (Ci)
k
i=1 we get ρ
(
MBn,k(b),M
C
n,k(c)
)
<
ǫ
4
, which implies the theorem.
It remains to show Claim 6.1. This part of the argument follows the proof of Theorem 1 in [3] and the
extensions of these ideas developed in [13]. Let G = F0F . Assume without loss of generality that G is closed
under taking inverses. Note that it suffices to prove the claim for θ defined on all of G. In order to find Q
we will find a partition T = {T1, T2} and set Qi,j = Ri ∩ Tj for 1 ≤ i ≤ r, 1 ≤ j ≤ 2. Thus we are looking
for T = {T1, T2} such that for all (τ, σ) with σ : G→ r and τ : G→ 2 we have
|(µ× ν)(Rcσ × S
s
τ )− µ(R
c
σ ∩ T
c
τ )| < δ.
Note that ν(Ssτ ) = 2
−|G| for any such τ so we are looking for T such that
∣∣∣2−|G|µ(Rcσ)− µ(Rcσ ∩ T cτ )∣∣∣ < δ.
The idea is that a random T should have this property.
Without loss of generality we may assume X is a compact metric space with a compatible metric p. For
η > 0 let
Dη = {x ∈ X : for all γ, γ
′ ∈ G, γ1 6= γ2 implies p(γ
c
1x, γ
c
2x) > η}
and
Eη = {(x, x
′) ∈ D2η : for all γ1, γ2 ∈ G, p(γ
c
1x, γ
c
2x
′) > η}.
Lemma 6.4. There is η > 0 such that µ(Dη) > 1−
δ2
16(2r)|F |2
and µ2(X2 \ Eη) <
δ2
16(2r)2|F |
.
Proof. Clearly if η1 < η2 then Dη2 ⊆ Dη1 . We haveX \
⋃
η>0
Dη = {x ∈ X : for some γ1 6= γ2 ∈ G, γ
c
1x = γ
c
2x}.
Now since a is free, if γc1x = γ
c
2x then we must have γ
c
i x 6= γ
a
i x for some i ∈ {1, 2}. Each γ ∈ G is a product
f1f2 for f1 ∈ F0 and f2 ∈ F , thus for any γ ∈ G we have
du (γ
c, γa) < du(f
a
1 , f
c
1) + du(f
a
2 , f
c
2) <
δ2
16|F |2(2r)|F |2
since fi ∈ F . Therefore
µ({x : for some γ ∈ G, γcx 6= γax}) < |G|
δ2
16|F |2(2r)|F |2
<
δ2
16(2r)2|F |
.
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and hence µ
(
X \
⋃
η>0
Dη
)
<
δ2
16(2r)|F |2
. So we can find η = η0 such that Dη0 satisfies the lemma. Now for
any η > 0,
D2η0 \
⋃
η>0
Eη = {(x, x
′) ∈ D2η0 : for all η > 0 there exist γ1, γ2 ∈ G such that p(γ1x, γ2x
′) < η}
= {(x, x′) ∈ D2η0 : there exist γ1, γ2 ∈ G such that γ1x = γ2x
′}.
For a fixed x, {(x, x′) ∈ D2η0 : there exist γ1, γ2 ∈ G such that γ1x = γ2x
′} is finite so µ
(
D2η0 \
⋃
η>0
Eη
)
has
measure 0 by Fubini and hence we have the lemma for Eη.
Let Y = {Y1, . . . , Ym} be a partition of X into pieces with diameter <
η
4
. For x ∈ X let Y (x) be the unique
l ≤ m such that x ∈ Yi. Let κ be the uniform (= product) probability measure on 2
m and for each ω ∈ 2m
define a partition Z(ω) = {Zω1 , Z
ω
2 } by letting x ∈ Z
ω
i if and only if ω(Y (x)) = i. Thus we have a random
variable Z : (2m, κ) → MALG(X,µ)2 given by ω 7→ Z(ω). Fix now τ : G → 2 and an arbitrary subset
A ⊆ X . We compute the expected value of µ(Z(ω)τ ∩A). Let χB be the characteristic function of B.
E[µ(Zτ ∩ A)] =
∫
2m
µ(Z(ω)τ ∩A)dκ(ω)
=
∫
2m
∫
X
χZ(ω)τ∩A(x)dµ(x)dκ
m(ω)
=
∫
A
∫
2m
χZ(ω)τ (x)dκ(ω)dµ(x)
=
∫
Dη∩A
∫
2m
χZ(ω)τ (x)dκ(ω)dµ(x) +
∫
A\Dη
∫
2m
χZ(ω)τ (x)dκ(ω)dµ(x) (6)
Now if x ∈ Dη then for all γ1 6= γ2 ∈ G we have p(γ
c
1x, γ
c
2x) ≥ η so that Y (γ
c
1x) 6= Y (γ
c
2x) and hence
the events ω(Y (γc1x)) = i and ω(Y (γ
c
2x)) = j are independent. We have x ∈ γ
cZ(ω)τ(γ) if and only if
ω(Y ((γ−1)cx)) = τ(γ), so if x ∈ Dη and γ1 6= γ2 ∈ G the events x ∈ γ
cZ(ω)τ(γ1) and x ∈ γ
cZ(ω)τ(γ2) are
independent. So for x ∈ Dη,
∫
2m
χZ(ω)τ (x)dκ(ω) = κ({ω : x ∈ γ
cZ(ω)τ(γ) for all γ ∈ G})
=
∏
γ∈G
κ
({
ω : ω(Y ((γ−1)cx)) = τ(γ)
})
= 2−|G| (7)
Since µ(X \Dη) <
δ2
16(2r)|F |2
, we have 2−|G|
(
µ(A)−
δ2
16(2r)|F |2
)
≤ (6) ≤ 2−|G|µ(A) +
δ2
16(2r)|F |2
and thus∣∣∣E[µ(Zτ ∩ A)]− µ(A)2−|G|∣∣∣ < δ2
16(2r)|F |2
. We now compute the second moment of µ(Zτ ∩ A), in order to
estimate its variance.
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E
[
µ(Zτ ∩ A)
2
]
=
∫
2m
µ(Zτ (ω) ∩ A)
2dκ(ω)
=
∫
2m
(∫
A
χZτ (ω)(x)dµ(x)
)2
dκ(ω)
=
∫
2m
∫
A2
χZτ (ω)(x1)χZτ (ω)(x2)dµ
2(x1, x2)dκ(ω)
=
∫
A2
∫
2m
χZτ (ω)(x1)χZτ (ω)(x2)dκ(ω)dµ
2(x1, x2)
=
∫
A2∩Eη
∫
2m
χZτ (ω)(x1)χZτ (ω)(x2)dκ(ω)dµ
2(x1, x2)
+
∫
A2\Eη
∫
2m
χZτ (ω)(x1)χZτ (ω)(x2)dκ(ω)dµ
2(x1, x2) (8)
Now if (x1, x2) ∈ Eη then for any pair γ1, γ2 ∈ G we have p(γ
c
1x1, γ
c
2x2) > η so that Y (γ
c
1x1) 6= Y (γ
c
2x2) and
thus for a fixed pair (x1, x2) the events ω(Y (γ
−1)cx1) = τ(γ) for all γ ∈ G and ω(Y (γ
−1)cx2) = τ(γ) for all
γ ∈ G are independent. Hence for a fixed (x1, x2) ∈ Eη we have
∫
2m
χZτ (ω)(x1)χZτ (ω)(x2)dκ(ω) = κ({ω : x1 ∈ γ
cZ(ω)τ(γ) and x2 ∈ γ
cZ(ω)τ(γ) for all γ ∈ G})
= κ({ω : ω(Y ((γ−1)cx1) = τ(γ) and ω(Y ((γ
−1)c)x2) = τ(γ) for all γ ∈ G})
= κ
({
ω : ω(Y ((γ−1)cx1)) = τ(γ) for all γ ∈ G
})
· κ
({
ω : ω(Y ((γ−1)cx2)) = τ(γ) for all γ ∈ G
})
= 2−2|G|
by (7) and the fact that Eη ⊆ D
2
η. Since µ
2(A \ Eη) <
δ2
16(2r)|F |2
we see
(
µ(A)2 −
δ2
16(2r)|F |2
)
2−2|G| ≤
(8) ≤ 2−2|G|µ(A)2 +
δ2
16(2r)|F |2
and hence
∣∣∣E[µ(Zτ ∩ A)2]− µ(A)22−2|G|∣∣∣ < δ2
16(2r)|F |2
. Therefore
Var(µ(Zτ ∩ A)) = E[µ(Zτ ∩ A)2]− E[µ(Zτ ∩ A)]2
≤
∣∣∣E[µ(Zτ ∩A)2]− µ(A)22−2|G|∣∣∣+ µ(A)22−2|G| − (− ∣∣∣E[µ(Zτ ∩ A)]− µ(A)2−|G|∣∣∣+ µ(A)2−|G|)2
≤
δ2
16(2r)|F |2
+ µ(A)22−2|G| −
(
−
δ2
16(2r)|F |2
+ µ(A)2−|G|
)2
=
δ2
16(2r)|F |2
−
δ4
(16(2r)|F |2)2
+ 2µ(A)2−|G|
δ2
16(2r)|F |2
≤
δ2
8(2r)|F |2
.
Therefore Chebyshev’s inequality for µ(Zτ ∩ A) gives
κ
({
ω : |µ(Zτ (ω) ∩ A)− E[µ(Zτ ∩A)]| ≥
δ
2
})
≤
Var(µ(Zτ ∩ A))(
δ
2
)2
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≤
1
2(2r)|F |2
Now since
∣∣∣E[µ(Zτ ∩ A)]− µ(A)2−|G|∣∣∣ < δ
2
we have
κ
({
ω :
∣∣∣µ(Zτ (ω) ∩A)− µ(A)2−|G|∣∣∣ ≥ δ}) ≤ 1
2(2r)|F |2
.
Since this is true for each τ ∈ 2G we have
κ
({
ω :
∣∣∣µ(Zτ (ω) ∩ A)− µ(A)2−|G|∣∣∣ | ≥ δ for some τ : G→ 2}) ≤ 1
2r|F |2
.
Finally, letting A range over the sets Rσ for σ ∈ r
G we get
κ
({
ω :
∣∣∣µ(Zτ (ω) ∩Rcσ)− µ(Rcσ)2−|G|∣∣∣ ≥ δ for some τ : G→ 2 and σ : G→ r}) ≤ 12 .
Then any member of the nonempty complement of{
ω :
∣∣∣µ(Zτ (ω) ∩Rcσ)− µ(Rcσ)2−|G|∣∣∣ ≥ δ for some τ : G→ 2 and σ : G→ r}
works as T . This completes the proof of Theorem 1.4.
We note that the proof of Theorem 1.4 goes through for any group Γ such that an arbitrary free action can
be approximated in the uniform topology by ergodic actions - for example any group of the form Z∗H . Such
an approximation is impossible if Γ has property (T), and in this case the extreme points of FR∼s(Γ, X, µ)
are closed. Therefore the following question is natural.
Question 6.1. Let Γ be a group without property (T). Can every free action of Γ be approximated in the
uniform topology of A(Γ, X, µ) by ergodic actions?
7 The space of stable weak equivalence classes.
A∼s(Γ, X, µ) can be given the structure of a weak convex space in exactly the same way as A∼(Γ, X, µ).
Moreover, it is clear that for any a ∈ A(Γ, X, µ) and t ∈ [0, 1] we have a ∼s ta + (1 − t)a, so A∼s(Γ, X, µ)
is in fact a convex space. Recall that the metric ds on A∼s(Γ, X, µ) is defined by ds(a, b) = d(a × ι, b × ι)
where d is the metric on A∼(Γ, X, µ).
Proposition 7.1. For any a, b, c ∈ A(Γ, X, µ) and t ∈ [0, 1], we have ds(ta+(1−t)c, tb+(1−t)c) ≤ tds(a, b).
It is clear that (ta+ (1− t)c)× ι ∼ t(a× ι) + (1 − t)(c× ι), so it suffices to show the following.
Proposition 7.2. For any a, b, c ∈ A(Γ, X, µ) and t ∈ [0, 1] we have d(ta+ (1− t)c, tb+ (1− t)c) ≤ td(a, b).
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Proof. Fix n, k and write C(a) = Cn,k(a) in order to show that dH(C(ta + (1 − t)c), C(tb + (1 − t)c)) ≤
tdH(C(a), C(b)). Fix ǫ > 0. Let P = (Pi)
n
i=1 be a partition of X1 ⊔X2 where X1 and X2 are disjoint copies
of X . Let P li = Pi ∩Xl for l ∈ {1, 2}. Find a partition Q = (Qi)
n
i=1 such that for i, j ≤ n and p ≤ k we have
|µ(γapP
1
i ∩ P
1
j )− µ(γ
b
pQi ∩Qj)| < dH(C(a), C(b)) + ǫ.
Then if we take Q′i = Qi ⊔ P
2
i for all i, j ≤ n,
|(tµ+ (1 − t)µ)(γta+(1−t)cp Pi ∩ Pj)− (tµ+ (1− t)µ)(γ
tb+(1−t)c
p Q
′
i ∩Q
′
j)|
= |tµ(γapP
1
i ∩ P
1
j ) + (1− t)µ(γ
c
pP
2
i ∩ P
2
j )− tµ(γ
b
pQi ∩Qj)− (1− t)µ(γ
c
pP
2
i ∩ P
2
j )|
= |tµ(γapP
1
i ∩ P
1
j ) + tµ(γ
b
pQi ∩Qj)| ≤ t(dH(C(a), C(b)) + ǫ).
Theorem 1.5 now follows from Proposition 7.1 and Corollary 12 in [6]. Tucker-Drob and Bowen have obtained
the next result independently of the author.
Proposition 7.3. The extreme points of A∼s(Γ, X, µ) are precisely those stable weak equivalence classes
which contain an ergodic action.
Proof. Suppose that a is ergodic and we have a ∼s tb + (1 − t)c for t ∈ (0, 1). Therefore a ≺ ι × (tb +
(1 − t)c) ∼ t(b × ι) + (1 − t)(c × ι). Since a is ergodic, Theorem 3.11 in [13] implies that a ≺ b and a ≺ c.
Suppose toward a contradiction that b ⊀s c, so that for some n, k we have Cn,k(b) * cch(Cn,k(c)). Fixing
n, k write C(d) for Cn,k(d). Let α = sup
x∈C(b)
p(x, cch(C(c))) where p is the metric on [0, 1]n×k×k. Choose
x0 ∈ C(b) so that p(x0, cch(C(c))) = α. Choose y0 ∈ cch(C(c)) so that p(x0, y0) = α. Consider the point
tx0 + (1− t)y0 ∈ cch(C(tb + (1 − t)c)). It is easy to see that
p(tx+ (1 − t)z, ty + (1 − t)z) ≤ tp(y, z)
for any x, y, z so we have
p(tx0 + (1 − t)y0, x0) = p(tx0 + (1− t)y0, tx0 + (1− t)x0)
≤ (1 − t)p(x0, y0) < α
since 0 < t. Since α = inf
y∈cch(C(c))
p(x0, y) we see that tx0+(1−t)y0 /∈ cch(C(c)) and hence cch(C(tb+(1−t)c) *
cch(C(c)). Since for any two actions d, e we have d ≺s e if and only if cch(Cn,k(d)) ⊆ cch(Cn,k(e)) for all n, k
this implies that tb+(1−t)c ⊀s c. But tb+(1−t)c ≺s a ≺ c by hypothesis, so we have a contradiction and we
conclude b ≺s c. A symmetric argument shows c ≺s b, so b ∼s c. Since A∼s(Γ, X, µ) obeys (2) of Definition
2.1, we get that a ∼s b ∼s c. Therefore if a stable weak equivalence class contains an ergodic action, it is an
extreme point of A∼s(Γ, X, µ). On the other hand, an argument identical to the proof of Theorem 1.3 shows
that if the stable weak equivalence class of an action a is an extreme point of A∼s(Γ, X, µ) then if we write
a =
∫
Z
azdη(z) then there is an ergodic action b such that az ∼s b for all z ∈ Z. Thus a ∼s b × ι ∼s b and
we see that a is stably weakly equivalent to an ergodic action.
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