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The aim of this thesis is to study the convergence properties of specific
MCMC algorithms for sampling from a posterior distribution. The model
considered incorporates the uncertainty in the assignment of a legitimate
identity of individuals. In a collected sample, observations wrongly recorded
might result in duplicates or missing data which seriously affects the pos-
terior inferences of parameters of interest. For instance, the actual sample
size may be overestimated by duplicates or underestimated by the missing
data. Thus, the underlying problem is a misidentification problem.
This thesis examines four MCMC algorithms. Two of which exist in the
current literature (GENUAD and SMERED), however, their convergence
properties had not previously been studied. This is the first contribution
to the thesis. The GENUAD algorithm is a Gibbs sampler whereby the
relevant full conditional densities are a critical aspect for determining the
existence of a unique invariant distribution. SMERED is a Metropolis al-
gorithm, in which convergence problems were detected. To correct these
convergence issues, a novel algorithm was developed, named SMERED+.
Finally, the DIU algorithm attempts to propose an altogether new tech-
nique.
The comparison of the algorithms is performed by simulating the posterior
distribution of interest which contains a corruption model including the
uncertainty in the data. Three different datasets are considered, a fictional
toy example and two collected datasets. The advantage of the toy example
is the size of the state space, which allows the behaviour of the chains gen-
erated by the relevant algorithms to be observed. The other two datasets
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Ensuring data accuracy is a question that commonly confronts statisticians. Often,
the corruption sources that may contaminate the data are not considered. There is
always the risk that the data contain errors which are imperceptible and unavoidable.
More specifically, the observations may be duplicated, wrongly reported, or missing.
For example, when conducting a laboratory experiment, the data may be corrupted
due to environmental conditions and equipment failures, among other factors that are
beyond the researcher’s control. But not only studies utilising laboratory data produce
contaminated observations. For example, a survey may contain false information of the
participants due to unintentional misspelling. Other reasons for false survey data may
include respondent mistakes, either intentional or unintentional, lack of interviewer
impartiality, and inconsistencies with the questionnaire design.
If the integrity of the data is compromised, the misidentification of individuals (or
experimental units) involved in the survey (or experiment) results in a critical problem.
For example, in clinical studies, misplaced patient information can cause duplicated
or incorrectly merged records which can distort the clinicians’ reports. Therefore,
the errors masking the true identities need to be modelled to enhance data quality,
since errors can considerably affect inference. This dissertation endeavours to alleviate
misidentification problems, in particular, those addressed by Wright et al. (2009) and
by Steorts et al. (2016).
Wright et al. (2009) presented a model that allows the estimation of animal abun-
dance using genetic tagging. The DNA extracted from droppings of a nocturnal animal
was used as a tag in the closed-population mark-recapture study. The challenge with
these natural tags is the uncertainty in the assignment of genotypes to individuals.
The genotyping error was incorporated into a Bayesian model for estimating unknown
quantities such as the population size and the actual sample size. A Gibbs algorithm




More generally, Steorts et al. (2016) addressed a record linkage and de-duplication
problem. Often, multiple databases are combined to create a single large dataset. If the
databases contain information of overlapping sets of individuals, the data may contain
duplicates. Steorts et al. provided a Bayesian model for linking records across different
databases that correspond to the same individual and for detecting duplicate records
within them. The simulations were carried out implementing a Metropolis algorithm.
Both Wright et al. and Steorts et al. implemented Markov chain Monte Carlo
(MCMC) methods for sampling from the corresponding posterior distribution in their
models. They designed algorithms whose convergence properties have not been stud-
ied. In particular, the irreducibility of the Markov chain generated in Wright et al.
(2009) is a critical issue to be determined, which leads to more convergence properties.
Further, the proposal distribution defined in Steorts et al. (2016) cast doubts about
the reversibility of the chain. Assessing the convergence of the chains is important
because it could shed light on whether the posterior samples come from the respec-
tive target distributions. Thus, to determine whether these samplers converge to the
invariant distribution is one of the two important contributions that this thesis offers.
The second is the proposal of two novel approaches for sampling from the posterior
distribution of the model developed in Wright et al. (2009).
This thesis is divided into two parts. Part I (Chapters 1-2) presents a review of the
theory that is necessary to understand the content of the thesis. The remainder of this
first chapter is an overview of the specific problem. Chapter 2 explains the relevant
theory regarding MCMC methods because they constitute a significant component of
this thesis. Part II (Chapters 3-6) characterises the original work presented in this the-
sis, which is the development and detailed examination of two algorithms associated
with models to be used for solving misidentification problems. Although Chapter 3 is
not fully an original contribution of this thesis, it presents the models and algorithms
in Wright et al. (2009) and Steorts et al. (2016) addressing some inaccuracies that were
found. Chapter 4 studies the theoretical convergence of the algorithms of Wright et al.
and Steorts et al., presented in Chapter 3. Chapter 5 describes two new approaches for
solving misidentification problems. Chapter 6 presents a comparison of the algorithms
by using the badger genotypes in Wright et al. (2009). Chapter 7 discusses the results
and limitations of the approaches. Finally, Chapter 8 summarises the findings and
describes future research.
This thesis endeavours to solve a fundamental issue regarding the correct iden-
tification of individuals by exploring Bayesian models and MCMC algorithms. The
motivating example considers the genetic data as in Wright et al. (2009). However,
the primary theme of this thesis is not founded on genetics, and so details regarding
genetic concepts may seem scant to some investigators. For this reason, the readers
are encouraged to see Chapter 2 of Wright (2011). This chapter includes background
information regarding DNA, the PCR process, microsatellite markers, and genotyping
error types with approaches for managing them.
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1.2 Capturing without capturing
Wildlife studies can have a negative impact on the organisms of interest, even those
carried out under strict procedures and regulations. For example, Ditmer et al. (2015)
found that bears experienced stress due to the presence of unmanned aerial vehicles
(better known as drones) in their environment. The authors determined that bear
behaviour changed drastically in the presence of these devices. In particular, they de-
tected high heart rates, including those in hibernation. Although drones make it easier
to access the natural environment of species for collecting data, they are a source of
distress and disturbance. Good practices for collecting data are not the core of this
dissertation; however, the citation is a good example to illustrate the stress that some
species may experiment when monitored by researchers.
Non-invasive DNA samples are those obtained without invading the bodies of in-
dividuals (humans or animals) with instruments, which may cause pain or discomfort.
Moreover, the presence of the individuals is not required. Examples of non-invasive
DNA samples are discarded hair, skin, body fluids (such as sweat, urine), and body
waste. These DNA samples have been widely used in health sciences for the prenatal
assessment of some pathologies such as Down’s syndrome Chiu et al. (2011) and cancer
Forshew et al. (2012). In population ecology, they are often used to study elusive ani-
mals. For example, fearful wolves, shy birds, nocturnal animals or camouflaged reptiles
which are virtually undetectable by eyesight.
Mark-recapture methods are often used to estimate animal abundance, which is a
common problem in wildlife management. First, a sample of the population is cap-
tured, marked, and released. After some time, another sample is taken. This second
sample is a mix of marked and unmarked animals. Those, which appear for the first
time in the study, are marked and released along with those that were already marked.
This process can be repeated as many times the researcher wants, but at least two sam-
ples are needed. The marks should allow identification of the mark-recapture history
of each animal. Otis et al. (1978) described mark-recapture modelling for populations
that are demographically closed, that is, no individuals enter or leave the population
during the study. These models assume that marks are preserved during the experi-
ment, meaning that they do not fall off or change in a way that they could be misread,
and all marks are accurately observed and registered at each trapping occasion.
Since some mark-recapture studies have difficulties with the detection and sight-
ing of animal populations, the concept of a “mark” continues to evolve. Marks were
typically physically intrusive and constituted tags, bands, paint, and traps or nets for
capturing dangerous or elusive animals. Non-invasive “marks” are potentially revolu-
tionary because they eliminate the need to capture the animals, which may be virtually
impossible depending on the species. Besides, it discharges the possibility of injuring
and stressing animals during their handling. Nevertheless, the assumption regarding




Because many species avoid human contact, are nocturnal, or live in sites with
restricted or difficult access for humans, alternative approaches to the traditional
mark-recapture method are necessary. For example, Wright et al. (2009) developed
a Bayesian model for estimating the population size of a nocturnal animal using faeces
samples. Faeces are useful when the animal population has a low density, or when it is
dangerous to monitor such as the large felines considered in Mondol et al. (2009) and
Roques et al. (2014), and the wild canines in Marucco et al. (2012) and Morin et al.
(2016). Even though marine otters are not dangerous to humans, sightings and counts
are challenging, which explains the use of faeces samples by Biffi and Williams (2017).
These are some examples of mark-recapture studies which use faecal DNA as natural
marks.
Ecologists have taken advantage of the latest advances in molecular biology to ob-
tain individual genotypes from non-invasive samples. The genotyped profiles of the
individuals may then be used as marks because, in large populations, it is unlikely
that two individuals will have the same genetic profile. The fact these samples are
taken unobtrusively affects the reliability of the assignments of the genotypes to the
individuals. The genotyped individuals may be subject to a high degree of uncertainty
because the quality of the genetic information may be negatively affected by environ-
mental factors or during DNA amplification. Because the use of non-invasive DNA
data may be subject to genotyping error, the models in Otis et al. (1978) cannot be
applied as the assumption that the marks are read and recorded correctly is inadequate.
There are some difficulties inherent in the mark-recapture approach based on DNA
samples. Lukacs and Burnham (2005b) express two concerns in these studies. First,
the notion of a sampling occasion is unclear. Second, it may be virtually impossible to
set out a list of marks in the population. Naturally, there is concern about these diffi-
culties because sampling occasions and marks are dominant notions in mark-recapture
studies. Both issues will be discussed separately.
First, a sampling occasion refers to the time that samples are collected from the
population. This concept in a conventional mark-recapture study is considered “as a
short, discrete event” as stated by Lukacs and Burnham (2005b). However, in a mark-
recapture study based on non-invasive DNA samples, it is vague notion. Evidence of
this is the fact that the animal in an unknown time shed the DNA in the sample.
Barker et al. (2014) described a general model for capture–recapture modelling of sam-
ples drawn one at a time in continuous-time. A novel aspect they included in the model
is that the sampling times may be unavailable.
Second, in a standard mark-recapture study the researcher knows the list of marks
in the population (for example, coloured paint, numbered tags, etc.). In DNA-based
mark-recapture studies, this list is unknown because the genotypic mark is inherent to
the individual. As an example, suppose that animals are marked using paint that does
not wash off. Consider an initial sample of animals which were individually marked
using red paint. If the second sample contains a marked animal that was not previ-
ously recorded in the first sample, then the availability of a list of marks allows the
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researchers to conclude with certainty1 that the animal has been captured for the first
time in the second sample. In mark-recapture studies using non-invasive DNA, it is
difficult to know whether a previously unrecorded mark (genotype) is an error in the
genotyping or a new individual, unless all the genotypes in the population are known,
which is virtually impossible.
Lukacs and Burnham (2005b) established that because it is impossible to know
the genetic identities of every individual in the population two problems can result.
First, the misidentification of individuals can occur which is better known as genotyping
error. In traditional studies of mark-recapture, if a mark does not coincide or match
with a mark from the known list, the observation is eliminated or, otherwise, corrected
by the researcher. In DNA-based mark-recapture, if an incorrect genotype is logged,
it is recorded as a new individual in the population. As a consequence, the size of
the population will most likely be overestimated. Second, the authors point out that
the marks may not be unique. In small and inbred populations, some animals may
have the same genotypic profile. In this case, it is impossible to know if samples with
identical genotypes are the same animal or close relatives. Consequently, the exclusion
of individuals may underestimate the population.
Some models for estimating abundance incorporate the genotyping error. Lukacs
and Burnham (2005a) extended the likelihood model of Otis et al. (1978) by considering
the case of misidentification of individuals. They incorporated into the model the
probability that a genotype (observed for the first time) is identified correctly for
estimating the size of a closed population. Yoshizaki et al. (2011) further developed this
model to improve the bias and precision of estimators. Wright et al. (2009) modelled
the uncertainty in the assignment of genotypes to faecal pellets of badgers to estimate
abundance of this species. They considered a failure produced during the process of
DNA amplification which causes a genotyping error. The next section describes this
error in the identification of individuals.
1.3 The genotyping error
A gene is a sequence of DNA that codes for a heritable trait. Genes occur at specific
positions on chromosomes, called loci. Humans and many other organisms are diploid,
meaning that they inherit one set of chromosomes from each parent. Thus, for every
gene, there are two DNA sequences called alleles. When two alleles have the same
DNA sequence, they are homozygous. Otherwise, they are heterozygous. An individ-
ual’s genotype constitutes allelic combinations at loci of interest.
Polymerase chain reaction (PCR) is a technique widely used to amplify specific
regions of DNA. It is relevant because researchers often want to amplify small amounts
of DNA collected from the field. A common error during PCR is allelic dropout which
1The marks can be misread in standard capture-recapture sampling, and they can also fall out (e.g.
the paint might wash off). If undetected, this leads to similar problems as in DNA-based studies.
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means that one allele is preferentially amplified over the other, thus erroneously geno-
typing the sample. For a heterozygous genotype, allelic dropout can produce a false
homozygote, but this failure does not occur for homozygous genotypes. For example,
if an individual has a true heterozygous genotype AB at a particular locus, but the
PCR amplification is only successful for allele A, then the individual will be incorrectly
genotyped as an AA homozygote. Figure 1.1 shows how the true genotypes may be






Figure 1.1: Dashed lines indicate allelic dropout.
The true heterozygote AB is erroneously genotyped
as AA or BB.
In large populations, allelic profiles should be unique for the sampled individuals
(considering that allelic profiles consist of numerous genotyped loci). However, given
the procedures and conditions for amplifying DNA, genotyping errors can be intro-
duced which may artificially increase or decrease the variation in the population and
confound individual genotypes. In particular, as shown above, the use of PCR to obtain
genotypes from non-invasive DNA samples complicates the identification of individu-
als, because the latent (actual) identities must be determined while taking into account
the uncertainty of the genetic assignments.
1.4 Data and model
The sample consists of S = 47 droppings of badgers collected from latrines in Wood-
chester Park, Gloucestershire, England. The DNA extracted from each should help to
determine the identity of the individuals present in the sample. Appendix B in Wright
(2011) has the information about the badger microsatellite sequences used to create
the dataset, and Appendix D contains the badger data for two PCR replicates. Frantz
et al. (2003) provides the original source of the dataset.
A set of L = 7 microsatellite marker loci was considered. They were Mel102,
Mel105, Mel106, Mel109, Mel111, Mel113, and Mel117 (the abbreviation Mel refers to
the scientific name for the Eurasian badger, Meles meles). For example, 199/199 at lo-
cus Mel105 means that both the mother and the father had a common allele and so the
offspring inherited the same allele from both of the parents (i.e. homozygote at that
specific locus). Alternatively, 138/142 at Mel102 means that the offspring inherited
one sequence from the mother which was different from the sequence from the father
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(i.e. heterozygote at that specific locus). The numbers in the genotypes indicate the
sizes of the alleles (in base pairs). So, at Mel102, one sequence is 138 base pairs long
while the other sequence is 142 base pairs long.
The raw numbers in a pair of microsatellite alleles is not important, but the dif-
ference between the two numbers indicates how many mutations there are between
the two alleles. So, at Mel102, allele 138 has four fewer base pairs than allele 142.
In medical sciences, this difference may be important for researchers looking at the
association between a microsatellite sequence and a particular disease. However, in
population genetics, the raw numbers and the differences between them are not di-
rectly relevant. They are used to determine whether individuals are homozygous or
heterozygous at specific loci. Thus, because this thesis uses population genetic data to
present a misidentification problem, the genotypes are represented as a pair of positive
integers (see Definition A.1.1). If the numbers are equal, then the genotype is homozy-
gous. Otherwise, it is heterozygous (see Definition A.1.2).
Frantz et al. (2003) used replication to overcome genotyping error. They replicated
until either two alleles were detected or until they were confident of observing a homozy-
gote. Replicate genotyping indicates the presence of allelic dropout when one replicate
sample displays a heterozygote, and the other replicate sample displays a homozygote
at the same locus. Under the presence of allelic dropout, there is no guarantee that the
observed genotypes in the sample will allow the correct identification of the individuals.
The data is denoted by gobs which comprises a S × L × R ragged array, where
gobsjlr is the observed genotype in the jth sample, at locus l and the rth replicate PCR
amplification with j = 1, 2, . . . , S, l = 1, 2, . . . , L, and r = 1, 2, . . . , R. The consensus
genotype of an individual is an array of L pairs of alleles, since for every locus there
are two alleles.
Two matrices include the latent information of the genotypes in the population
and the presence of individuals in the sample, namely, G and X. If N denotes the
number of individuals in the population, then the true genotypes in the population
are arranged as the rows of G with order N × L. The matrix X is an indicator of the
presence/absence of the individuals in the sample whose dimension is N × S. Each
column of X corresponds to an observation in the sample and has a single 1, which
indicates the association with a unique individual in the population. More formally,
G = (Gij) where Gij denotes the genotype of the ith individual in the population at the
jth locus, for i = 1, . . . , N and j = 1, . . . , L.
X = (Xij) where Xij = 1 if g
obs
j is realized from Gi, and 0 otherwise.
The matrices G and X together constitute the latent information about which indi-
vidual was caught in each sample because X is a matrix of indicators for the presence
of individuals (rows) in samples (columns), and G contains the true genotypes (rows)
which serve as unique identifiers for individuals. Other parameters included in the
model are the allele frequencies γ and the dropout probability p.
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The unnormalized posterior density of interest in Wright et al. (2009) is given by
π(G, X,N, γ, p|gobs) ∝ f(gobs|G, X, p)︸ ︷︷ ︸
likelihood function
· f(G|N, γ) · f(X|N) · f(N, γ, p)︸ ︷︷ ︸
prior distribution
(1.1)
which describes a Bayesian model for estimating the unknown parameters G, X,N, γ
and p, given the observed genotypes gobs. The first factor on the right side corresponds
to the likelihood function, and it accounts for the corruption process contained in the
data. It is defined in Appendix A.2.1. The second part includes prior distributions
which will be discussed later in detail.
Simulations via MCMC methods were performed for sampling from this distribu-
tion. The supplementary material of Wright et al. (2009) explains how a Gibbs algo-
rithm alternately updates the unknown parameters. In short, for fixed values of the
other parameters, the dropout probability vector p is updated using a beta distribu-
tion; and γ using a Dirichlet distribution. The algorithm implements reversible jump
MCMC for updating the population size N . The full conditional densities for updating
G and X are categorical distributions, which are discussed later in Section 3.2. For
convenience throughout this dissertation, this algorithm is called GENUAD (GENo-
type Uncertainty by Allelic Dropout).
Wright et al. (2009) discussed and justified the following five assumptions in the
model. Section 3.2 presents more details of the model, including an example, and the
algorithm used for simulating the posterior distribution in Eq. (1.1).
1. Allelic dropout is the only source of corruption for the data.
2. The probability of allelic dropout varies by loci but not individuals.
3. Allelic dropout is independent among loci and individuals.
4. The number of alleles at each locus is known.
5. Genotypes are independent among individuals.
The main focus in this thesis is how the unknown quantities G and X are updated.
For fixed values of N, γ and p, the posterior distribution in Eq. (1.1) becomes,
π(G, X|gobs, N, γ, p) ∝ f(gobs|G, X, p) · f(G|N, γ) · f(X|N), (1.2)
which is the posterior distribution of interest. The GENUAD algorithm, as a Gibbs
sampler, simulates from this density by using the relevant full conditional densities.
Figure 1.2 illustrates the misidentification problem described above. The white
nodes represent the observed genotypes gobs from five DNA samples s1, . . . , s5. The
coloured nodes represent two individuals in the population, I1 and I2. The edges
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indicate the connection between the observed genotypes and the individuals in the
population. The figure shows two possible configurations of the same set of observed
genotypes. In both cases, two distinct individuals were captured, but the connections
are different. The configuration in Figure 1.2(a) suggests that samples s1 and s2 belong
to the same individual I1. Figure 1.2(b) indicates they are different individuals, with
s1 associated with individual I2, and s2 with individual I1. Following the notation
introduced above, the coloured nodes are elements in the matrix G of true genotypes,
and the edges play the role of the indicator matrix X. The GENUAD algorithm aims

















Figure 1.2: Two different configurations for five observed genotypes s1, . . . , s5 associated
with two different individuals I1 and I2.
The next section introduces an alternative approach which, when correctly de-
signed, may be useful for solving the misidentification problem depicted in Figure 1.2
by sampling from the posterior distribution in Eq. (1.2).
1.5 Record linkage: An alternative approach
The consolidation of multiple sources can lead to errors. For example, the lack of unique
identification numbers for individuals and non-standardized formats for the data not
only lead to duplicates but also to confounding two distinct individuals and reporting
them as the same. Record linkage connects records from two or more files that belong
to the same individual.
A situation that illustrates the use of record linkage is when there are several sources
providing information from individuals. For example, suppose that a university is in-
terested in investigating the association between individual’s gender, exercises habits,
and the highest educational qualification. Three distinct sources may be combined to
gather the required information such as the student association, the recreation services
office, and the graduate school of the university. There are several drawbacks, one of
11
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them is to determine, across the different files (sources), those students appearing in
more than one file. The recognition of double-counted students avoids overestimating
the population size. Thus, record linkage offers techniques for identifying the observa-
tions that refer to the same student across the three files.
Steorts et al. (2016) addressed a problem in the record linkage framework. The
model was applied to the data from the National Long-Term Care Survey (NLTCS),
which is a longitudinal study of the health of elderly (65+) individuals who stay in the
survey until they either die or are lost to follow-up. The waves of the NLTCS occur
at five-year intervals since 1982, and each contains approximately 20 000 individuals.
Patients who die or just left the study are replaced with those who have become age 65
since the prior wave. The proposed model was used for solving simultaneously two prob-
lems: Tracking individuals across waves and detecting duplicates within waves. The
hybrid MCMC algorithm developed for the simulations was named SMERED (Split
and MErge REcord linkage and Deduplication). Given the similarity of the prob-
lems in Wright et al. (2009) and Steorts et al. (2016), the SMERED algorithm may
suggest an alternative method for sampling from the posterior distribution in Eq. (1.2).
Record linkage has different names depending on the area of application. For ex-
ample, data matching, data cleansing, coreference resolution, deduplication, duplicate
detection, merge/purge, entity clustering, and householding. All refer to special cases
of record linkage that are contingent upon context and purpose. Usually, statisticians
and epidemiologists use the term “record linkage”, while computer scientists use the
term “data matching”. See the seminal article Fellegi and Sunter (1969) which pro-
vided a theoretical framework for the probabilistic record linkage, widely motivated by
the pioneering work of Newcombe et al. (1959). Recently, Herzog et al. (2007), Chris-
ten (2012a), Maletic and Marcus (2010) and Christen (2012b) for a modern description.
Christen (2012a) explains that the consolidation of data from different sources con-
sists of three tasks. The first task is schema matching, which refers to the process of
identifying that the meaning of words or sentences connects two objects. For example,
the attribute “address” in one file could be the same attribute as “location” in another
file, or maybe not. The second task is data matching (or record linkage) where records
from different files that refer to the same object are linked. The third task is data
fusion, which consists in the assignment of a coherent object to the records that could
be referring to the same entity.
In general, record linkage methods can be deterministic or probabilistic. According
to Herzog et al. (2007), deterministic record linkage is the process of linking records if
they agree on a determined unique rule. A rule is a collection of identifiers called the
match key. If the records disagree, they do not match. For example, when comparing
two records which contain last names, addresses, and ages, the pair of records will
be linked only if all characters in names and addresses coincide, and the numbers for
the ages are exactly equal. In contrast, probabilistic record linkage involves the cal-
culation of linkage weights which are estimated given all the observed agreements and
disagreements of the records. In this case, multiple matching keys are allowed, unlike
12
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in deterministic linkage. For example, in a clinical study, disease events may be linked
to mortality data using first and last name combinations. If only a few characters are
used for the first name (And* for Andrea, Andrew, Andreas), there is not a unique key
for bringing two records together. Thus, when compared with deterministic linkage,
the probabilistic linkage is more complicated because of errors in the linkage keys and
the lack of a unique key.
Owning data also implies responsibilities such as controlling access privileges to
others. The trade of data is a new trend, and it is common to see business and
survey/census operations selling data. However, obtaining access to such datasets
creates possible issues, such as violating the privacy of individuals or entities. For
more details about the privacy protection topic, refer to Torra (2010) and Herzog et al.
(2007), which examines the implications of maintaining confidentiality when record
linkage is applied to improve data quality. The following paragraph from Herzog et al.
(2007, p.199) speaks for itself:
“The benefits derived from record linkage projects can be substantial both
in terms of dollars saved and the timeliness of the results. The process
of linking records on individuals is intrinsically privacy intrusive, in the
sense that information is brought together about a person without his or
her knowledge or control. So, it should not be surprising that when data
are used in record linkage studies for purposes beyond which they were
specifically obtained, concerns may arise regarding the privacy of those
data. Privacy concerns and other legal obligations need to be met in every
record linkage study.”
In summary, the GENUAD and SMERED algorithms proposed by Wright et al.
(2009) and Steorts et al. (2016), respectively, are suitable tools for sampling from the
posterior distribution given in Eq. (1.2). Although they fit different frameworks, both
solve a common problem, one where the identity of individuals in a sample needs to
be determined. Figure 1.3 outlines the body of the thesis. This chapter described
the misidentification problem. Chapters 2-3 include the background topics needed for
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Figure 1.3: Flow chart summarising the body of the thesis.
It shows the problem and the background topics (blue) needed




2.1 Basic notions of Markov chain theory
Markov chain theory forms the foundations for Markov chain Monte Carlo (MCMC)
methods. It has been widely studied and applied in different areas of science (e.g. bio-
logy, health sciences, economics). There are books entirely dedicated to Markov chains
such as Meyn and Tweedie (1993) that presents a meticulous study of the discrete-time
Markov processes in a general state space, along with analysis of convergence. Homoge-
neous Markov chains in a countable state space are studied in Brémaud (1999). Levin
et al. (2009) presents Markov chain theory with a strong emphasis on mixing, that
is, the time to reach convergence. Robert and Casella (2004) and Athreya and Lahiri
(2006) connect the study of Markov chains with MCMC simulation theory.
In this dissertation, only basic concepts and important theorems are presented.
Books as Robert and Casella (2004), Brémaud (1999), Athreya and Lahiri (2006),
Meyn and Tweedie (1993), Liu (1996) were very helpful for presenting this section,
including the classic Cox and Miller (1965).
An important definition in Markov chain theory is the transition kernel as it de-
termines the evolution of the chain. It is formally defined as follows. This definition
includes some notation and elements of measure theory that are not considered in
this dissertation. However, it is presented for the sake of other concepts that will be
introduced later in this chapter.
Definition 2.1.1. Let S denote a state space and B(S) the σ-algebra of subsets of S.
A transition kernel is a function P defined on S × B(S) such that
i. ∀x ∈ S, P (x, ·) is a probability measure;
ii. ∀A ∈ B(S), P (·, A) is measurable.
The problem examined here is limited to discrete-time Markov chains on a discrete




Definition 2.1.2. Let {Xt}∞t=0 be a sequence of random variables with countable state
space S. If for all integers t ≥ 0 and all states i0, i1, . . . , it−1, i, j ∈ S,
Pr(Xt+1 = j|Xt = i,Xt−1 = it−1, . . . , X0 = i0) = Pr(Xt+1 = j|Xt = i), (2.1)
provided that both sides are well-defined, the sequence is called a Markov chain. If
the right-hand side of Eq. (2.1) is independent of t, it is called a homogeneous Markov
chain.
Eq. (2.1) is the Markov property. It represents the lack of memory of the chain for
remembering the states earlier than time t. Note that when S is discrete, the transi-
tion kernel simply is a matrix. The matrix P with entries pij = Pr(Xt = j|Xt−1 = i)
where i, j ∈ S, is the transition matrix of the homogeneous Markov chain. In the case
of discrete-time Markov chains, the transition kernel concept is replaced by transition
matrix.
Notice that the transition matrix P is independent of t. That is, homogeneity refers
to the fact that the law of the evolution of the chain is time-independent. The present
discussion treats only homogeneous Markov chains and omits the adjective “homoge-
neous”. Also, in later chapters, the introduction of more notation will force the use of
t as a superscript rather than a subscript.
Given a transition matrix (kernel) governing the moves between states, the main
goal with a Markov chain is to determine the stationary probability distribution π, if it
exists, such that Xt ∼ π implies Xt+1 ∼ π. Ergodic chains play an important role in
determining the existence and uniqueness of π. To provide this definition, some other
definitions are presented first, such as irreducibility, recurrence and aperiodicity.
Communicability and irreducibility
Irreducibility is an important assumption in the theorems for determining the conver-
gence of a Markov chain. This section introduces such a definition by following the
exposition in Athreya and Lahiri (2006).
Definition 2.1.3. A state i leads to a state j (i→ j) if there exists a positive integer
n ≥ 0 such that Pr(Xn = j|X0 = i) > 0. A pair of states (i, j) are said to communicate
if i↔ j, that is, if there exist n ≥ 0 and m ≥ 0 such that Pr(Xn = j|X0 = i) > 0 and
Pr(Xm = i|X0 = j) > 0.
In other words, i and j communicate if j can be reached from i in at least one step
with positive probability, and vice versa. The communication relation (↔) satisfies the
properties of an equivalence relation, that is, reflexivity, symmetry and transitivity.
1. Reflexivity: i↔ i.
2. Symmetry: i↔ j implies that j ↔ i .
3. Transitivity: i↔ k and k ↔ j implies that i↔ j.
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Reflexivity and symmetry are trivially proven. The former by choosing n = m = 0,
Pr(X0 = i|X0 = i) = 1 > 0. The latter holds from the commutativity in the choice of m
and n. Transitivity requires further explanation. Suppose there exist positive integers
n and m such that k can be reached from i in at least n steps, and j is reachable
from k in at least m steps. Owing to the Chapman-Kolmogorov equations (see Robert
and Casella (2004)), for reaching j from i in n + m steps, an intermediate state k is
necessary on the nth step. This means that a positive integer l = n + m exists such
that j is reachable from i in at least l steps.
Definition 2.1.4. A Markov chain with state space S is irreducible if i↔ j for every
pair of states i, j ∈ S.
Figure 2.1 shows an example of a reducible chain, since once state s4 is reached,
the chain is unable to move to another state.
s1 s2 s3 s4
Figure 2.1: A reducible chain.
Recurrence and transience
Irreducibility refers to the ability of the Markov chain to visit every state of S with
positive probability, starting from any other state. However, it does not give informa-
tion about when the states are revisited, which can occur in a finite or infinite time.
The following are concepts taken from Robert and Casella (2004) for analysing these
subjects.
Definition 2.1.5. Let S be the discrete state space of a Markov chain. Consider
x ∈ S. The first time t for which the chain visits the state x, called the stopping time
at x, is given by
τx = min{t ≥ 1 : Xt = x}
If the chain never visits x, that is, if Xt 6= x for every t, then τx = +∞. Additionally,
the number of passages of the chain in x, denoted by ηx, is defined as the total of
number of times that the chain enters to the state x.
The average number of passages in x, denoted by E(ηx), and the probability of
return to x in a finite number of steps Pr(τx < ∞) are quantities of interest because
irreducibility can be either determined from the expected value or defined using the
probability. Specifically, for the discrete case, Theorem 6.15 in Robert and Casella
(2004) states that a chain is irreducible if and only if for every x ∈ S, E(ηx) > 0. Also,
in the same page, the chain is defined as irreducible if Pr(τx <∞) > 0 for all x ∈ S.
Definition 2.1.6. In a finite state-space S, a state x ∈ S is recurrent if E(ηx) = ∞.
If E(ηx) <∞ the state x is transient.
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This is equivalent to saying that a state is recurrent if the chain returns to it time
after time, while the transience of the state means that the chain will stop visiting it
at some time. An alternative definition for recurrence is given as follows.
Definition 2.1.7. A state x ∈ S is recurrent if Pr(τx < ∞) = 1, which is equivalent
to asserting that the stopping time as x is finite. The time of first return to x is called
the recurrence time. If Pr(τx <∞) < 1 then the state is transient.
Figure 2.2 shows recurrent and transient chains. The recurrence is clear from the
fact that all the states will be revisited by the chain, while the transience is given





Figure 2.2: (a) A recurrent chain. (b) A transient chain.
Definition 2.1.8. A state x ∈ S is positive-recurrent if E(τx) < ∞. Otherwise, it is
null-recurrent.
In other words, a state x is positive-recurrent if the mean recurrence time to x is finite
which means that the chain will eventually return to x.
For the case of irreducible Markov chains, all states are recurrent or all are tran-
sient. Thus, recurrence and transience are features of the chain rather than the states.
Further, based on the stability of the chains, an irreducible Markov chain can be ei-
ther positive recurrent, null recurrent, or transient. In particular, Proposition 14.1.8 in
Athreya and Lahiri (2006) states that for an irreducible Markov chain in a finite state
space, all states are recurrent. Even more, for a finite state space irreducible Markov
chain, all states are positive recurrent. This is because “the states cannot be all visited
only a finite number of times; otherwise, there would exist a finite random time after
which no state is visited”, as Brémaud (1999) interpreted the proof of Theorem 3.3.
Definition 2.1.9. For the discrete case, a state x has period k if any return to state x
occurs in multiples of k time steps. Formally, the period of a state x ∈ S is defined as
k = g.c.d.{m ≥ 1 : Pr(Xm = x|X0 = x) > 0}
where g.c.d. is the greatest common denominator.
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If two states x and y communicate, then they have the same period, which means
that under irreducibility, all the states have the same period. So, for an irreducible
chain, proving that for a single state its period is equal to 1 is enough for showing the
aperiodicity of the chain.
s1
s2s3
Figure 2.3: Periodic chain with period 3.
Invariant distribution
In Markov chain theory, the aim is to find the invariant distribution π, given a tran-
sition matrix (kernel) P from which the chain is constructed. As only discrete state
spaces are treated in this thesis, then the definition of an invariant measure is given
for this specific case, which was taken from Brémaud (1999). A definition for the con-
tinuous case is given in Robert and Casella (2004).
Definition 2.1.10. A non-null vector π = (πi)i∈S is called an invariant measure of
the stochastic matrix P = (pij)i,j∈S if for all i ∈ S, πi ≥ 0 and P Tπ = π.
In this definition, πi = π(i) and P is the transition matrix. The adjective “stochas-
tic” means that the sum of each row is equal to 1. Invariant, stationary, and equilibrium
are all names that refer to the steady state of the Markov chain.
While the existence of the invariant measure is guaranteed by the positive recurrence
of the chain, its uniqueness is ensured by irreducibility. These are results shown with
detail in Meyn and Tweedie (1993) and Robert and Casella (2004).
Definition 2.1.11. A Markov chain is said to be ergodic if it is irreducible and aperi-
odic.
The following definition describe the most common metric for measuring how close
two probability measures are. It is necessary for the convergence theorem for finite-
state Markov chains which follows.
Definition 2.1.12. The total variation distance between two probability distributions
P and Q with state space S is defined as





Intuitively, for each event S in the state space S, the variation distance between P
and Q is defined as the greatest absolute difference between the probabilities assigned
by both P and Q to the event S. That is, the largest possible difference between the
probabilities that the distributions P and Q can assign to the same event.
The next theorem (Theorem 12.3.1 in Liu (2008)) establishes the convergence of a
Markov chain in a finite state space.
Theorem 2.1.1. Consider an ergodic Markov chain with finite state space S. Then
P n(x0, y) = Pr(Xn = y|X0 = x0) as a probability measure on y converges to its
invariant distribution π(y) geometrically in variation distance. That is, there exist
0 < r < 1 and c > 0 such that
||P n(x, ·)− π||var≤ crn (2.2)
where ||·||var denotes the total variation distance explained in Definition 2.1.12.
Reversibility
This section is based on Robert and Casella (2004).
Definition 2.1.13. A stationary Markov chain (Xt) is reversible if the distribution of
Xt+1 conditionally on Xt+2 = x is the same as the distribution of Xt+1 conditionally
on Xt = x.
In other words, reversibility can be interpreted as the ability of the chain to evolve in
the same way backwards and forwards.
Definition 2.1.14. Let (Xt) be a Markov chain with transition matrix P and state
space S. It is said that P satisfies the detailed balance equation if there exists a function
f such that
f(x)P (x, y) = f(y)P (y, x) (2.3)
for all x, y ∈ S.
Eq. (2.3) expresses the symmetry in the evolution of the Markov chain; specifically,
it says that the probability of a move to y from x is equal to the probability of the
return move to x coming from y. The next result corresponds to Theorem 6.46 in
Robert and Casella (2004). It is relevant because it establishes that reversibility is a
sufficient condition for ensuring the existence of the stationary distribution.
Theorem 2.1.2. Suppose that a Markov chain with transition matrix P satisfies the
detailed balance equation with π a probability density function. Then:
i. The density π is the invariant density of the chain.
ii. The chain is reversible.
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To summarize this section, consider the case of an ergodic Markov chain with state
space S, transition kernel P , and invariant distribution π. If P satisfies the detailed
balance equation, with π playing the role of function f in Eq. (2.3), then π is the
unique stationary distribution of the chain. With the existence of π, the detailed bal-
ance equation and reversibility are equivalent. Thus, knowing that a Markov chain is
reversible leads to the existence of a unique stationary distribution. However, it is not
a necessary condition. In general, for those Markov chains that are not reversible, there
is no guarantee about the existence of a stationary distribution. In those cases, proving
the existence of a unique stationary distribution can be a hard task. The next example,
taken from Sorensen and Gianola (2002), illustrates the situation of a non-reversible
Markov chain with an invariant stationary distribution π.
Example 2.1.1. Consider a chain with state space S = {0, 1, 2} and transition matrix
P given by
P =
 7/10 2/10 1/101/10 7/10 2/10
2/10 1/10 7/10
 .
The non-reversibility of the chain is easily checked because π(0)P (0, 1) = 1/15,
which is different from π(1)P (1, 0) = 1/30. For large n,
P n =
 1/3 1/3 1/31/3 1/3 1/3
1/3 1/3 1/3
 .
Although the chain is not reversible, the unique invariant distribution is π =
(1/3, 1/3, 1/3)′ as P nπ = π. 
2.2 Markov chain Monte Carlo methods
Probabilistic modelling commonly requires integrating complex and multidimensional
probability distributions. An example is the calculation of the expectation of the model
distribution. Often, calculating these integrals is impossible because either there is no
a closed-form expression for the integral or the high dimensionality of the distribution.
Markov Chain Monte Carlo (MCMC) methods can be used in such situations. As
the name suggests, the machinery of MCMC methods comprises two essential parts:
Markov chains and Monte Carlo integration. Thus, MCMC simulation approximates
complex integrals using stochastic sampling routines derived from Markov chain theory.
Monte Carlo integration proceeds by sampling the distribution in question, and
then approximating the problematic integration by appropriate numerical summary
and relying on the law of large numbers. However, sampling from the probability dis-
tribution may be difficult or impossible to do directly. This is when the Markov chain
element takes part in the solution of the problem. From Definition 2.1.2, a Markov
chain is a sequence of states of a random variable which is generated by using a tran-
sition rule such that the moves between states are probabilistic and the future state is
21
Chapter 2. MCMC
only conditioned on the preceding state. Under certain conditions, the Markov chain
will generate states which are draws from a target probability distribution. Therefore,
a MCMC algorithm generates samples from a distribution (Markov chain) whose inte-
gral needs to be approximated (Monte Carlo integration).
MCMC methods have been widely studied and discussed from a theoretical point of
view [Tierney (1994), Robert and Casella (2004), Gelman et al. (2004), Lange (1999),
Athreya and Lahiri (2006)], and applied in diverse areas such as molecular biology,
ecology, zoology, etc. Link and Barker (2010) present several examples applied to ecol-
ogy and relevantly discuss the ergodicity theorem. Sheehan and Thomas (1993) were
the first to address a problem involved with irreducibility in the context of a single-
genotype Gibbs sampler for genetic loci. Subsequently, Lin et al. (1993) modified the
conditions to achieve irreducibility using a variation of Metropolis samplers. Likewise,
Lange (2002) states that the application of Markov chain Monte Carlo methods in the
analysis of human pedigree data requires a clear definition of “an appropriate state
space and a mechanism for moving between neighboring states of the space”. Thomp-
son (2000) summarizes how the Monte Carlo methods are applied to genetic structures.
A variety of MCMC algorithms have been developed for constructing Markov chains
with a desired invariant distribution. The most popular are Metropolis-Hastings and
Gibbs algorithms. There are also hybrids of these algorithms which are proposed for
improving convergence. The next sections briefly introduce these algorithms.
2.2.1 Gibbs sampler
Gibbs sampling became popular in statistical physics as a solution to an image pro-
cessing problem in a paper by Geman and Geman (1984). It was named in honour of
the physicist Josiah Willard Gibbs (1839-1903) who is a founder of statistical mechan-
ics. Although this method has been studied by both statisticians and physicists, it has
become a useful tool for researchers from many other disciplines wishing to model data
and make inferences about a particular phenomenon. This spread of applications has
been favoured by the appearance and propagation of computers, which translates in
the rapid increase of the number of publications implementing the method.
The advantage of Gibbs sampling is its simplicity when applied. In contrast, the
theory behind might be a little obscure, especially for researchers who are not familiar-
ized with the theory involved by the full conditional densities used for generating the
Markov chain. With some exceptions, many applied researchers (ecologists, geneticists,
computer scientists, etc.) apply the method without being interested in questions such
as why it works. Then, the general rule in these cases is trying to keep the theory as
minimum as possible. Thus, thanks to the availability of a wide variety of software
implementing Gibbs algorithms, those researchers do not need (and do not have) to go
deep in theoretical questions.
An important feature of the Gibbs algorithm is that multivariate distributions can
be sampled using univariate conditional densities. A careful choice of these densities
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ensures the success of the simulations. There are two ways of updating the parame-
ters, by random or systematic scan Gibbs sampling. In this section, only the latter
is shown including some aspects about its convergence. Refer to Robert and Casella
(2004), Casella and George (1992), Brémaud (1999) for more details on Gibbs sampling.
Definition 2.2.1. Let X = (X1, . . . , Xq) be a random variable where q > 1 and
dim(Xi) = 1, for i = 1, . . . , q. Denoting the corresponding univariate conditional
densities by f1, . . . , fq, assume that draws from these distributions are possible, that
is, for i = 1, . . . , q,
Xi|x−i ∼ fi(xi|x−i)
where x−i = (x1, . . . , xi−1, xi+1, . . . , xq).
Setting a state X(t), a transition to the state X(t+1) by a systematic Gibbs sampling
algorithm is given by q steps:
1. X
(t+1)
1 ∼ f1(x1|x(t)2 , . . . , x(t)q )
2. X
(t+1)




q ∼ fq(xq|x(t+1)1 , . . . , x(t+1)q−1 )
The univariate densities f1, . . . , fq are called full conditional and they are a critical
issue for discussing the convergence of a Gibbs algorithm in the next section.
Hereafter, just “Gibbs sampling” will refer to the systematic scan. The difference
with the random scan Gibbs sampler, as its name indicates, is the random choice of a
parameter to be updated given the rest of them. See Robert and Casella (2004), and
Levine and Casella (2006).
Convergence properties of the Gibbs sampler
The strength of Gibbs sampling is the recovery of the joint density by sampling from
the full conditional densities. To illustrate, consider the bivariate case for which the
joint density can be expressed by using the conditional densities fX|Y and fY |X as
follows.











Then, the joint density can be written as






provided that the involved quantities exist, especially the integral in the denomi-
nator. For example, consider the conditional densities X|Y = y ∼ Exp(y) and
Y |X = x ∼ Exp(x). From which, fY |X(y|x)/fX|Y (x|y) = x/y. In this case, the
integral in the denominator of Eq. (2.4) diverges. Then, the joint density associated
with the full conditional densities fY |X and fX|Y does not exist. Thus, Eq. (2.4) is valid
under the assumption of existence of the joint density.
The example above was taken from Hobert and Casella (1998) who generalized
the concept of compatibility between conditional distributions. This concept had been
previously introduced by Arnold and Press (1989).
Definition 2.2.2. Given a set of conditional densities (f1, . . . , fq), they are compatible




for all x = (x1, . . . , xq) ∈ supp(f). If f is unique, then they are strongly compatible.
The support of a function f , denoted by supp(f), is understood as the subset of
the domain values for which the function is positive. For the special case of density
functions, it is the set of elements in the sample space that have positive probability.
Arnold and Press (1989) proposed sufficient and necessary conditions for determin-
ing compatibility in the bivariate case. The authors determined the uniqueness of the
invariant distribution from the irreducibility of a particular matrix, which is the prod-
uct of the transition matrices in the context of Markov chains. This approach is not
considered here because the transition matrices for the specific problem in this work
are not available. Refer to Hobert et al. (1997), in addition to the previous references.
For the particular interest in this thesis, the Hammersley-Clifford (H-C) theorem,
which will be presented as Theorem 2.2.1, is an important key for establishing the
existence of the unique invariant distribution. It expresses a joint density using the
corresponding full conditional densities, under the assumption that the joint density
satisfies the positivity condition which is presented as Definition 2.2.3. See Besag (1974)
and the unpublished work by Hammersley and Clifford (1971) are key references for
more detail on the H-C theorem and the positivity condition.
Definition 2.2.3. Let (X1, . . . , Xq) be random variables with joint density denoted by
f . If fXi(xi) > 0 for every i = 1, . . . , q, where fXi denotes the marginal distribution of
Xi, implies that f(x1, . . . , xq) > 0, then f is said to satisfy the positivity condition.
Thus, if the support of a joint density f is the Cartesian product of the supports
of the marginal densities fXi , then f satisfies the positivity condition. That is, if
supp(f) = supp(fX1)× . . .× supp(fXq),
then f satisfies the positivity condition.
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The Hammersley-Clifford theorem is stated as follows and the proof can be also
found in Robert and Casella (2004) as Theorem 10.5.
Theorem 2.2.1 (The Hammersley-Clifford theorem). Suppose a distribution whose
density f(x1, . . . , xq) satisfies the positivity condition. Then, for any (z1, . . . , zq) ∈
supp(f),
f(x1, . . . , xq) ∝
q∏
i=1
fi(xi|x1, . . . , xi−1, zi+1, . . . , zq)
fi(zi|x1, . . . , xi−1, zi+1, . . . , zq)
where fi’s denote the full conditional densities.
Theorem 2.2.1 establishes that a joint density, which satisfies the positivity condi-
tion in Definition 2.2.3, is uniquely determined by the full conditional densities. Never-
theless, the positivity condition can be a demanding condition that may not always be
satisfied. Besag (1994) in a discussion of Tierney (1994) proposed a relaxed condition,
due to the lack of positivity constraints “in some applications where there are deter-
ministic exclusions between the values taken by the Xi’s”. The positivity condition
requires positive marginal densities, however, Besag’s condition only requires the joint
density to be positive. The condition is presented as a lemma and its proof can be
found in Besag (1994).
Lemma 2.2.1. Let χ be the support of f , that is χ = {x ∈ Rn : f(x) > 0}. If for each
x ∈ χ and a fixed initial state x0 ∈ χ, there exists a finite sequence x0,x1, . . . ,xm = x
of states in χ such that consecutive states differ in a single component, then the full
conditional densities fi(xi|x−i), i = 1, 2 . . . , n, determine f .
This lemma not only establishes that the full conditional densities determine a
unique joint density, under the assumption that this is positive, but also that the ex-
istence of the finite sequences ensures irreducibility. That is, all the states of the state
space can be visited for the chain with positive probability.
Hobert et al. (1997) argued for the need to reinforce the condition placed on the
joint density. They showed with an example that Lemma 2.2.1 could fail for a con-
tinuous state space. Their counterexample illustrates a joint density which is positive,
but it is not determined by the full conditional densities. That is, the Besag condition
is satisfied but ergodicity is not. Hobert et al. proposed an adjustment such that the
problem of defining the conditional distributions on sets of measure zero is evaded.
Then, both the uniqueness of the joint distribution and the ergodicity of the Gibbs
chain are ensured.
As discussed in Section 2.1, irreducibility is a crucial property for determining the
convergence of a Markov chain, and it is closely related to the positivity condition.
The next theorem is presented in Robert and Casella (2004) as Lemma 9.5.
Theorem 2.2.2. For the Gibbs sampler, if the joint density satisfies the positivity
condition defined in Definition 2.2.3, then the Gibbs Markov chain is irreducible.
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The result follows almost directly from Theorem 2.2.1. Since it implies that, for
a joint density holding the positivity condition, all its full conditional densities are
positive as well. This means that sampling from any of the full conditional does not
take the Markov chain into a region outside the support of the joint density. Instead,
positivity means that the Markov chain generated by the Gibbs sampler can travel
between regions in the state space in a single iteration with positive probability.
Theorem 2.2.2 suggests that Gibbs sampling may generate reducible Markov chains,
as the next example shows, which was taken from Robert and Casella (2004).
Example 2.2.1. Let E and E ′ denote disks with radius 1 and centers (1, 1) and




[1E(x1, x2) + 1E ′(x1, x2)]. (2.5)
Figure 2.4 shows supp(f). A Gibbs sampler is unable to generate an irreducible chain
because the disks are located in different quadrants of the plane. If the chain starts in
an element in E , it is unable to move to E ′. As mentioned by the authors, a change of
coordinates solves the problem of reducibility.







Figure 2.4: The non-connected support of the joint density f in Eq. (2.5).
Setting z1 = x1 + x2 and z2 = x1 − x2, the original coordinates are expressed as




[1D(z1, z2) + 1D′(z1, z2)],
where D and D′ are disks with radius
√
2 and centers (2, 0) and (−2, 0). The existence
of at least one pair of coordinates differing in a single component (abscissa or ordinate)
implies the connectedness of supp(g).

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The example illustrates why connectedness of the support is a crucial point when
irreducibility is required. This depends on the specific problem, and in some cases, it









represents the state of the chain at time t, under positivity
of the joint density, the transition kernel of the systematic scan Gibbs sampler, for
passing from x(t−1) to x(t), is given by










2 |x(t)1 , x(t−1)3 , . . . , x(t−1)q
)
. . . fq
(
x(t)q |x(t)1 , x(t)2 , . . . , x(t)q−1
)
. (2.6)
This result is given in Robert and Casella (2004) as Theorem 10.6. Also, it is well
known that a Markov chain generated by the systematic scan Gibbs sampler is not
reversible, because the transition kernel P in Eq. (2.6) does not satisfy the detailed
balance equation,
f(x(t−1))P (x(t−1), x(t)) 6= f(x(t))P (x(t), x(t−1)).
In contrast, the random scan Gibbs sampling is reversible. However, non-reversibility
is not a problem for the performance of the algorithm. Even when reversibility is a
sufficient condition for concluding the existence of an invariant distribution, it is not
a necessary condition, see Theorem 2.1.2. Thus, non-reversibility does not imply the
non-existence of the invariant distribution.
2.2.2 Metropolis-Hastings algorithm
The Gibbs algorithm presented in the previous section is a special case of the Metropolis-
Hastings (M-H) algorithm albeit their convergence is evaluated differently. This section
is based on several sources such as Chib and Greenberg (1995), Gelman et al. (2004),
Robert and Casella (2004).
As discussed earlier, for MCMC methods the invariant density π (target distribu-
tion) is known while the transition kernel is unknown. For generating samples from π,
a suitable transition kernel must be found. From Chib and Greenberg (1995):
“MCMC methods turn the theory around [when compared with the con-
struction of a Markov chain]: the invariant density is known (perhaps up
to a constant multiple)—it is π(·), the target density from which samples
are desired—but the transition kernel is unknown.”
Denote the candidate-generating density (or proposal distribution) by q(x, x′). The
arguments indicate that starting in state x, the density generates a state x′ from q(x, x′).
If q satisfies the detailed balance equation then it will be the required transition kernel,
but for most of the cases it is not satisfied. Thus, the reversibility condition will be
essential for constructing the required transition kernel. For the case that q does not
satisfy the detailed balance equation condition, consider the inequality:
π(x)q(x, x′) > π(y)q(x′, x) (2.7)
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This expression says that the chain is more inclined to move from x to x′ rather
than in the opposite way. Chib and Greenberg (1995) explain that in order to balance
the equation the number of moves from x to x′ must be reduced by the addition of
the probability of occurrence of that move, α(x, x′) < 1. They refer to α(x, x′) as the
probability of move. The chain returns to x if the move does not occur. Then,
PMH(x, x
′) = q(x, x′)α(x, x′), (2.8)
is defined for governing the transitions from x to x′, with x 6= x′, such that it satisfies
the reversibility condition, that is,
π(x)q(x, x′)α(x, x′) = π(x′)q(x′, x)α(x′, x). (2.9)
The probability α(x, x′) in this equation should be defined such that Eq. (2.7) is
balanced, which happens when α(x′, x) ≈ 1, that is, when the probability of a move to
x from x′ is sufficiently large. Thus, α(x, x′) is defined such that




Chib and Greenberg (1995) explain that to guarantee that the transition kernel
PMH(x, x
′) satisfies the reversibility condition (i.e. Eq. (2.9)), the probability of move








if π(x)q(x, x′) > 0
1 otherwise.
Therefore, the M-H algorithm can be summarized as follows. It starts in an initial
value x0 such that π(x0|data) > 0. For t = 1, 2, . . .
1. Generate a candidate x∗ from the proposal distribution q(xt−1, ·).








x∗ with probability min(1, r)
xt−1 otherwise.
The set of accepted proposals generates a Markov chain that should converge to
the target distribution π. When the proposal distribution is symmetric, that is, when
q(x, x′) = q(x′, x), the ratio r is expressed only in terms of the target density as
r = π(x∗)/π(xt−1). In this case, it is referred to as Metropolis algorithm. As stated in
Gelman et al. (2004), asymmetric proposal distributions can be beneficial in order to
speed up the evolution of the chain.
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A difficulty with the M-H algorithm is the choice of an appropriate proposal dis-
tribution because the wrong selection can lead to several problems regarding the con-
vergence of the Markov chain. Chib and Greenberg (1995) provided some guidance
on implementation. They stated that the behaviour of the chain is influenced by the
range of the proposal distribution. In particular, it affects the acceptance rate and the
sample space of the chain. Further discussion about this can be found on section 5 in
Chib and Greenberg (1995).
As discussed in Robert and Casella (2004), the proposal distribution q and the den-
sity π above must hold some “minimal regularity conditions” to guarantee that π will
indeed be the stationary distribution of the chain. A necessary condition is presented
in the next theorem.
Theorem 2.2.3. Consider the Markov chain generated by the M-H algorithm defined
above. For every proposal distribution q such that supp(π) ⊂ supp(q),
i. the kernel of the chain satisfies the detailed balance equation with π,
ii. π is the invariant distribution of the chain.
The proof of the theorem can be found in Robert and Casella (2004, p. 272), but
an intuitive explanation could be as follows. Suppose that supp(π) is not a subset of
supp(q). If a Markov chain is started in x(0) ∈ supp(q), then the chain is unable to visit
the space corresponding to supp(π) \ supp(q). That is, π would not be the invariant
distribution. Thus, a necessary condition for π to be the invariant distribution is that
supp(π) must be a subset of supp(q).
Positivity of the proposal distribution q is a sufficient condition for ensuring the ir-
reducibility of a Markov chain generated by the M-H algorithm. That is, if q(x, x′) > 0
for every x, y ∈ supp(π), then all the states in the state space communicate. Irreducibil-
ity implies positive recurrence of the chain if the state space is finite. Aperiodicity is
satisfied if the event {X(t+1) = X(t)} has positive probability which is equivalent to
Pr[π(xt−1)q(xt−1, x∗) ≤ π(x∗)q(x∗, xt−1))] < 1.
2.2.3 Reversible jump MCMC
The M-H algorithm operates in spaces with fixed dimension. That is, the states x and
x′, as above, lie in spaces with the same dimension. Green (1995) proposed a reversible
jump Markov chain Monte Carlo (RJMCMC) algorithm, which allows transitions be-
tween states with different dimension. In this sense, RJMCMC can be considered as an
extension of the M-H algorithm. It has been used in different applications. A simple
example is model selection procedures where different model structures are evaluated
and contrasted to obtain the optimal representation of the data. The parameter space




Waagepetersen and Sorensen (2001) implemented the technique in genetics to com-
pute the posterior distribution of the number, locations, effects, and genotypes of
putative quantitative trait loci. Hastie and Green (2012) used this approach for model
determination problems. Sisson (2005) offers a detailed review about the advances ten
years after the release of the technique. Barker and Link (2013) formulated RJMCMC
as Gibbs sampling with alternating updates of a categorical variable indicating the
choice of a model, and a “palette” of parameters, which allows the construction of the
parameters for a given model. The presentation of the technique will be presented in
this section following Green (2003) and Hastie and Green (2012).
The simulation of target distributions on spaces of fixed dimension is itself a com-
plex problem, which becomes even more challenging when the dimension is changing.
Green (2003) describes this situation as “the number of things you don’t know is one
of the things you don’t know”. The author states that problems of this nature can be
specified as a joint inference problem of a model indicator k and a parameter vector θk.
The model indicator determines the dimension nk of the parameter, which differs be-
tween models. Thus, the aim is to use the joint posterior density f(k, θk|y) for inference.
Suppose a prior distribution f(θk|k) and a likelihood f(y|k, θk) for the data y, given
a prior f(k) over model indicators k in a countable set K, for each k. For simplicity,
θk is assumed as nk-dimensional and there are no other parameters. Thus, when the
models coincide in some parameters, these are included in θk ∈ Rnk and never consid-
ered separately.
By virtue of a MCMC approach the joint posterior π ≡ f(k, θk|y) can be computed




({k} × Rnk). (2.11)
RJMCMC requires multiple types of moves to traverse the entire space X . Each
move type is a transition kernel reversible with respect to π. This trans-dimensional
approach extends the M-H algorithm because the probabilities of each move type de-
pend on the current state.
The move types are indexed by m in a countable set M. A move type m ∈ M
comprises both the forwards move from x = (k, θk) to x
′ = (k′, θ′k′), and the reverse
from x′ to x, for a specific pair (k, k′). For the forwards move, an auxiliary random
variable u with dimension r is generated from a known joint distribution called jumping




with dimension r′ is generated from a joint distribution Jk′→k required for the reverse
move. So, (θ′k′ , u
′) = hm(θk, u). The inverse function h
′
m of hm allows the reverse move.
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where jm(x) is the probability of move m when at state x. As before, the aim is to find
the probability of moving from x to x′, αm(x, x
′) such that Jk→k′(u)jm(x) satisfies the
detailed balance equation. The acceptance probability αm associated with move type









∣∣∣∣∂(θ′k′ , u′)∂(θk, u)
∣∣∣∣} . (2.13)
To guarantee that the transformation from (θk, u) to (θ
′
k′ , u
′) is a diffeomorphism,
it is necessary that nk + r = nk′ + r
′, which is known as dimension matching. The
transformation (θk, u) 7→ (θ′k′ , u′) is required to be a diffeomorphism, because it will
ensure that the transformation and its inverse are differentiable. The Jacobian factor
in Eq. (2.13) results of applying the change of variables technique to the jumping dis-
tribution Jk→k′ and the transformation (θk, u) 7→ (θ′k′ , u′).
Therefore, the remarkable feature of the RJMCMC approach is the convenient use
of augmenting (auxiliary) variables u, whose role is to match dimensions, because the
parameters may live in spaces of different dimensions. The following frame summarises
the RJMCMC algorithm.
RJMCMC algorithm
For a specific pair (k, k′), for moving from x = (k, θk) to x
′ = (k′, θ′k′), where





1. Choose a move m with probability jm(x).
2. Generate u ∼ Jk→k′(u).
3. Define a one-to-one transformation hm such that (θk, u) 7→ (θ′k′ , u′).






∣∣∣∣∂(θ′k′ , u′)∂(θk, u)
∣∣∣∣ . (2.14)
The notation for explaining the RJMCMC algorithms varies from author to au-
thor. This is common when mathematical formalism is involved. However, such a
wide variety of notation could create confusion for some researchers when attempting
to implement the technique. This statement is supported by Hastie and Green (2012),
where the reluctance to apply the reversible jump approach is attributed to the in-
tricate and rigorous mathematical language behind. However, they highlight that it
is unnecessary to master the formalities to use it for modelling. The main concern is
choosing the appropriate proposal distribution because it will determine the speed of
the Markov chain for exploring the state space. As the authors remark, the effect of
an efficient proposal distribution for moving between states is the fast exploration of
state space by the chain.
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Hastie and Green (2012) characterise two main approaches using MCMC for model
determination problems. Across-model simulation, in which the states have the form
(k, θk) ∼ f(k, θk|y), is the subject in RJMCM. Within-model simulation, in which there
are independent simulations θk ∼ f(θk|k, y) for each model k, refers to the simulations
in a fixed-dimension context. Hastie and Green state that, for within-model proposals,
the concept of closeness or neighbouring between states makes sense. That is, for a
given model with fixed-dimension parameter space, a proposed state is accepted with
high probability if it is close to the current state. But, failing to sample from areas that
are far apart, or proposing states with very low acceptance probabilities could lead to
an inefficient chain. In contrast, for the case of across-model proposals, the concept of
closeness between states cannot be established. Accordingly, Hastie and Green asserted
that the foundation for devising an efficient across-model proposal is to assure that the
current state (k, θk), and the new state (k
′, θ′k′), will have similar posterior supports.
In this way, the proposal will have a high probability of being accepted. More details
about the choice of efficient proposals can be found in Hastie and Green (2012).
2.2.4 Metropolized independent sampling
The definition of the candidate-generating density, also called the proposal distribu-
tion, was seen in Section 2.2.2 as a function q(x, y) which generates a state y given the
current state x. There is a clear dependence of the proposal from the previous state.
A special case of the M-H algorithm is when the proposal does not depend on this
preceding step, say g(y). That is, the proposal state y is generated from g(·) indepen-
dent of the previous step. This kind of proposal was suggested first by Hastings (1970)
as an alternative for importance sampling and it is called Metropolized independence
sampler (MIS).
The MIS algorithm proceeds as follows. It starts in an initial value x(0) such that
π(x(0)|data) > 0. For t = 1, 2, . . .
1. Generate a proposal y from g(y).









y with probability min(1, r)
x(t−1) otherwise.
Liu (1996) studied the eigenvalues and eigenvectors associated with the transition
kernel of the Markov chain for getting bounds of the distance between the target dis-
tribution π and the proposal g distribution. This is an exceptional case where the
transition matrix can be easily expressed in terms of its eigenvalues, which also can be
expanded in terms of cumulative distributions.
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The second largest eigenvalue, denoted by λ1, can be explicitly found in terms of
the weights w, and asymptotically controls the mixing rate of the chain, when the
state space is finite and the number of iterations is large. An upper bound for the
total variation distance between g and π is provided in Liu (1996). Additional bounds
are given considering other eigenvalues, which also have explicit expressions. See Liu
(1996) and Liu (2008).
2.3 Convergence diagnostics
The previous section presented the most common MCMC algorithms. These procedures
generate Markov chains which are expected to be representative samples from a target
distribution. Assessing the convergence of the Markov chain is one of the challenges
when implementing these algorithms. In the MCMC context, convergence refers to
answering the question that “at what point is it reasonable to believe that the samples
are truly representative of the underlying stationary distribution of the Markov chain?”,
as Cowles and Carlin (1996, p. 883) discusses. There is an extensive list of convergence
diagnostics in the literature which help to identify whether the simulation has been
successful in achieving the invariant distribution. Brooks and Roberts (1998) and
Cowles and Carlin (1996) provide a thorough compilation of several diagnostics. Four
of these convergence diagnostics are briefly presented below. They have been applied
in this work via the CODA library in the R software. See Plummer et al. (2006).
Gelman and Rubin diagnostic
The diagnostic proposed by Gelman and Rubin (1992) applies when multiple Markov
chains have been generated. The initial values are assumed to be over-dispersed re-
lative to the posterior distribution. The test identifies convergence when these initial
values are forgotten by the chains. This identification is based on a comparison of
within-chain and between-chain variances. The diagnostic is briefly explained below.
Suppose M chains with the same length T for a scalar summary θ, with mean µ
and variance σ2 under the target distribution. Let θ̄m and s
2
m be the sample mean
and variance of the mth chain, and θ̄ = (1/M)
∑M
m=1 θ̄m the mean over all the chains.
There are two ways to estimate σ2 by using:







2. The pooled variance which results from combining all the chains. An estimate of

















represents the between-chain variance.
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The scale reduction factor is defined by R = V̂ /σ2, and it is estimated as R̂ = V̂ /W
which is called potential scale reduction factor (PSRF). This ratio determines the con-
vergence criterion. If the chains have converged, then both estimates V̂ and W are
unbiased. Otherwise, V̂ will overestimate the variance due to overdispersion of the
initial states, and W will underestimate the variance since the chains have not covered
the support of the stationary distribution. Thus, longer simulations should be executed
in order to decrease B or increase W .
Brooks and Gelman (1998) included a correction factor into the original PSRF by







where d is the degrees of freedom estimate of a t distribution. Then, convergence is
determined if R̂c ≈ 1. Brooks and Gelman (1998) suggested that convergence can be
concluded R̂c < 1.2.
One difficulty with this diagnostic is the assumption of normality of the marginal
distribution of each scalar summary θ. This is a strong assumption as “MCMC meth-
ods are often used for highly non-normal, and even multimodal densities” as stated by
Brooks and Gelman (1998). Also, it requires certain knowledge of the target distribu-
tion in order to choose the initial states which are assumed to be over-dispersed.
Geweke diagnostic
The diagnostic proposed by Geweke (1992) compares the means of the sampled param-
eter at two different parts of the Markov chain, called “windows” (e.g. the first 10%
and the last 50%). If the two means are close, then the two corresponding samples
come from the same distribution, which is the stationary distribution of the chain.
Under this assumption, the Geweke’s statistic has an asymptotically standard normal
distribution. The test statistic is a standard Z-score which is the difference between
the two sample means divided by its estimated standard error. For this estimation,
the statistic uses spectral density estimation, which is beyond the scope of this thesis.
To describe briefly Geweke diagnostic, suppose that θ is the parameter of interest.
The windows are defined as ω1 = {k : 1 ≤ k ≤ tω1} and ω2 = {k : t∗ ≤ k ≤ t} such
that 1 < tω1 < t
∗ < t and
tω1+tω2
t
< 1, where tω2 = t − t∗ + 1. Let θ̄ω1 and θ̄ω2 denote












The premise of the diagnostic is to conclude stationarity under the condition that
the two sub-samples have been drawn from the same distribution. This is done by












→ N(0, 1) when t→∞
where Ŝω1θ (0) and Ŝ
ω2
θ (0) are the asymptotic variances of θω1 and θω2 , respectively,
under the assumption of the existence of a spectral density. Thus, the outcome of the
command in the CODA library is a Z-score to test the hypothesis of means equality.
Heidelberger and Welch diagnostic
This convergence test is based on the procedure suggested by Heidelberger and Welch
(1983) for detecting the initial portion of a simulated sequence that contains a transient
phase. It tests the null hypothesis that the sampled values come from a stationary dis-
tribution by using a Cramer-von-Mises statistic. The test is first applied to the entire
chain, and then successively to the sub samples. For example, discarding the first 10%,
20%, 30%, etc. of the chain until either the null hypothesis is accepted, or 50% of the
chain has been discarded. The test has two fundamental problems. First, the existence
of an initial transient phase which impedes the chain to approximate the steady state
characteristics. Second, there are inevitable correlations in the chain.
In CODA, the test is divided into two parts: a stationarity test and a half-width test.
A failure of the former means that more simulations are needed. If the stationarity
test is passed, the number of iterations to be discarded (burn-in) is provided. The
half-width test calculates a 95% confidence interval for the mean, using the portion
of the chain which passed the stationarity test. First, a target value for the ratio of
half-width to sample mean is fixed. Then, half the width of this interval is compared
with the estimate of the mean. If the ratio between the half-width and the mean is
lower than the target value, the half-width test is passed. Otherwise, the sample is not
long enough to accurately estimate the mean.
Raftery and Lewis diagnostic
This diagnostic test uses the quantiles to depict the simulated distribution. For a
parameter θ to be monitored, the value u such that Pr(θ ≤ u) = q, for some value
q ∈ (0, 1), should be estimated. Raftery and Lewis (1992) proposed a run length con-
trol diagnostic based on a criterion of accurately estimating u, that is, the quantile q.
The number of iterations required to estimate the quantile q to within an accuracy of
r with probability p is calculated. Specifically, û ∈ [u − r, u + r] for some probability
p. The diagnostic is briefly described as follows.
A new process {Zt} is defined as Zt = 1{θ(t)≤u} where 1 is an indicator function.
This new process is derived from a Markov chain by “marginalization and truncation,
but it is not itself a Markov chain” as explained in Raftery and Lewis (1992). From Zt,
the process Z
(k)
t = Z1+k(t−1) is obtained. This can be considered as a lag of Zt which
may behave as a Markov chain. Thus, Z
(k)
t is approximately a Markov chain for large
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values of k. The required sample size to estimate u is calculated from this thinned
sequence.
Autocorrelations and effective sample size (ESS)
Once a sample has been drawn from a target distribution by generating a Markov
chain, an important question is how informative the sample is about the parameter. If
the correlation between successive or neighbour draws is high, then the chain will not
be as informative as in the case of independent simulation draws. The effective sam-
ple size (ESS) estimates the number of independent simulation draws in the Markov
chain. For example, if the simulations in a Markov chain are highly correlated, then
1000 of them may have the same quality as 100 independent simulations. If they are
weakly correlated, then 1000 simulations from the chain could be as valuable as 300
independent. The ESS is equal to the length of the number of iterations only if the
chain can produce completely uncorrelated samples, which is “possible but in practice
highly unlikely”, Gelman et al. (2004, p. 299).






where T is the length of the Markov chain and ρ(k) is the correlation at lag k. Other
approaches for estimating ESS can be found in see Robert and Casella (2004) and
Gelman et al. (2004).
In a time series, the lag-k autocorrelation gives the correlations between pairs of
samples that are distanced k iterations away. In other words, it will yield the corre-
lation between a series and its delayed version (time = k). This clearly justifies the
use of the word “autocorrelation” since it describes how similar the time series is with
itself. It is expected that this autocorrelation becomes smaller as k increases.
The autocorrelations between values generated by a Markov chain can provide clues
about its convergence. Although, the Markov chain generated values are dependent,
they may be weakly correlated. Large values of autocorrelations for higher values of k
indicates a high degree of correlation, which is a signal of slow mixing. The faster the
chain mixes, the faster the dependence from the initial state decays in successive iter-
ations, and thus, the faster it converges. Therefore, autocorrelations reveal the mixing
speed of the Markov chain.
The fitR package (from https://sbfnk.github.io/fitR/index.html), which has been
developed for fitting dynamic infectious disease models to time series, includes the
plotESSBurn function. The output is a plot of the ESS against the burn-in time. It is
based on the idea that the ESS is reduced by discarding too many samples (when, in
reality, they are informative) or by discarding too few of them (when, in reality, they
are not informative). Then, it sounds reasonable the idea of using the ESS estimator,








As introduced in Section 1.4, Wright et al. (2009) proposed a Bayesian model for es-
timating population size under the uncertainty of the assignment of identities to the
individuals. Wright et al. constructed a Markov chain using the GENUAD algorithm
(GENotype Uncertainty by Allelic Dropout) for sampling from the posterior distribu-
tion associated with the model.
On the other hand, record or data linkage was introduced in Section 1.5 as an
approach to deal with misidentification problems. Specifically, Steorts et al. (2016)
provided a Bayesian model for finding the sets of records, across different files, which
match a common individual. For sampling from the corresponding posterior distribu-
tion, they generated a Markov chain using the SMERED algorithm (Split and MErge
REcord linkage and De-duplication).
This chapter presents the models for each of these two approaches. The GEN-
UAD and SMERED algorithms, which were implemented for generating a sample from
the corresponding posterior distributions, are explained in detail. Also, illustrative
examples have been included.
3.1 Notation
Table 3.1 shows the parameters and the respective distributions to be discussed in this
chapter. The adopted notation is that in Wright et al. (2009). The format of the table
displays analogous terminology in the same line, for example, the so-called observed
genotypes gobs in Wright et al. (2009) are named records in Steorts et al. (2016). This
table unifies the notation of the two approaches.
From Table 3.1, “population size” refers to the number of unique latent individuals
in the population and “sample size” to the number of these that were observed in the
sample. The definition of these two important concepts may seem redundant at this
point. However, the clarity is needed because, as explained in Section 1.4, the presence
of allelic dropout adds a genotyping error. Although S DNA profiles are obtained, they
may correspond to n ≤ S distinct individuals comprising the sample.
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Table 3.1: Unifying the notation of GENUAD and SMERED by analogy.
Wright et al. model (GENUAD) Steorts et al. model (SMERED)
gobs: observed genotypes Records
G: true genot. in the population (Cat∗) True information in the sample (Cat∗)
X: indicator matrix (Cat∗) Indices of the individuals (Uniform)
γ: allele frequencies (Dirichlet) Multinomial probabilities (Dirichlet)
p: dropout probabilities (Beta) Distortion probabilities (Beta)
——— Indicator of distortion (Bernoulli)
n: sample size Sample size
N : population size ———
∗Refers to a categorical distribution.
The matrices G and X define deterministically the true identities of the individuals
present in the sample, which are arranged in a matrix denoted by g with the same
dimensions as gobs.
Definition 3.1.1. The true observed genotypes in gobs are represented by a S × L
matrix denoted by g. For i ∈ {1, . . . , S}, the ith row of g is defined as gi = Gk for some
value k ∈ {1, . . . , N} such that Xki = 1. The unique genotypes in g are denoted by
G. The number of rows of G is n, the number of unique individuals observed in the
sample.
Barker et al. (2014) represented the information in the matrix X by using a vector
of indices y = (y1, . . . , yS)
′ such that yi ∈ {1, . . . , N} for all i = 1, . . . , S. Specifically,
yi = k if and only if Xki = 1. Thus, G and y together are an alternative representation
to the pair G and X for those individuals from the population that appear in the
observed sample.
3.2 GENUAD algorithm: A Gibbs sampler
Section 1.4 introduced the model proposed by Wright et al. (2009), which is based
on a mark-recapture study. The capture histories of the individuals, the sessions of
sampling and time/space considerations are features of this particular kind of model.
Based on the description in Barker et al. (2014), the main characteristics of the model
in GENUAD are as follows.
1. The complete period of sampling may be divided into sessions which are discrete.
Although Wright et al. (2009) considered that the badger droppings were collected
in a single session, the sampling occurred throughout ten days. Barker et al.
(2014) provides more detail about the consequences of such assumption.
2. At each session, the time and space in which the sampling occurs are considered
continuous. Each sample was obtained from one of a set of three latrines. Each
latrine corresponds to a badger social group, called a sett. Sampling is assumed
to occur in continuous time, even though there are no records of timing. All that
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is known is that the sampling occurred at first light to minimise damage to the
samples due to the ultraviolet rays.
3. The number of items collected is a random outcome from the experiment. It
could depend on the faecal sample deposit rate of the badgers, what they are
eating, etc. Thus, the number of samples collected could not be established in
advance.
4. There are duplicates in the experiment of which the researcher is not aware. When
collecting the faecal pellets, there is no way to determine the unique presence of
individuals. Even after processing the DNA samples, it is possible that two closely
related individuals have the same DNA profile. For simplicity, this assumption
will be called the “twins” effect.
The last assumption allows the presence of twins in the population of size N . How-
ever, assuming twins in the sample of size n contradicts Definition 3.1.1. This definition
denoted by g the corresponding true genotypes in gobs, and its unique genotypes by a
matrix G with n rows. That is, two identical rows in G refer to the same individual
observed in the sample.
Also, Wright et al. (2009) assumed that the specific population of badgers is closed.
That is, there is no immigration/emigration or births/deaths in that population. Since
the period of the sampling is short (ten days), in Woodchester Park, the population
of badgers is likely to stay the same over ten days than over a more extended period,
say six months, when births can happen. According to the Scottish Natural Heritage
website:
http://www.snh.org.uk/publications/on-line/naturallyscottish/badgers/breeding.asp,
“all the young are born between mid-January and mid-March, after which they can
emerge from the sett to the warmth of the spring”. Therefore, that period of ten days
can be considered as a short period which allows the assumption of a closed badgers
population.
The following small-scale example illustrates the misidentification problem in the
badger data. As explained on page 9, gobs comprises observed genotypes, which are
represented as pairs of natural numbers, one for each allele (see Definition A.1.1). The
notion of compatible genotype given by Definition A.1.3 is also required.
Example 3.2.1. Suppose that a sample of S = 3 observed genotypes at L = 2 loci
with a single replicate is given by
gobs =
 1, 1 1, 11, 2 2, 2
1, 2 1, 3
 .
Under the assumption of allelic dropout, there is no certainty that these genotypes
represent three distinct individuals. The only reliable information is that sample 3 is
known (because of the heterozygotes at the two loci). According to Definition A.1.4,
there are three ways of clustering these samples, as shown by Figure 3.1. The edges in
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the figure indicate that the samples may belong to the same individual. An example of
the first case in Figure 3.1 is when samples 1 and 2 belong to the individual with the
true genotype (1, 2 1, 2). For the second case, samples 1 and 3 may be associated with
the true genotype (1, 2 1, 3), while for the third case, all the samples are different.










Figure 3.1: Possible clusters for the three samples s1, s2 and s3 in g
obs.
The number of alleles detected at each locus is denoted by the vector m = (2, 3).
The number of possible genotypes at locus i is given by ηi = mi(mi + 1)/2. Then,
η = (3, 6). For locus 1, the three possible genotypes are {(1, 1), (1, 2), (2, 2)} with
probabilities represented by the vector γ(1). This notation was taken from Wright
et al. (2009), where the superscript indicates the locus. For locus 2, the 6 possible
genotypes are {(1, 1), (1, 2), (1, 3), (2, 2), (2, 3), (3, 3)} with γ(2) containing their respec-
tive probabilities. These vectors determine the population frequencies of alleles as
γ = (γ(1), γ(2))′. Recall that γ,N and p are unknown quantities to be estimated. Ta-
ble 3.2 shows an example of values for γ(1) and γ(2) for the possible genotypes. Following
Wright et al. (2009), Hardy-Weinberg equilibrium is not assumed, which implies that
the only requirement is that the population frequencies of alleles sum 1.0 at each locus.
Table 3.2: An example for γ(1) and γ(2).
Locus 1 Locus 2
Genotype γ(1) Genotype γ(2)
1,1 1/6 1,1 1/21
1,2 2/6 1,2 2/21




Fixing values for the other unknown quantities with illustrative purposes, they may
be N = 3, p = (0.25, 0.35), and
G =
 1, 2 1, 31, 2 2, 3
1, 1 3, 3
 , X =
 1 0 10 1 0
0 0 0
 .
These values for G and X indicate that samples 1 and 3 (first and third columns
of X) belong to the same individual, which is identified by the first genotype in G.
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While the second genotype in G was observed in the second sample in gobs, the third
genotype was not observed. Then, the three observed genotypes belong to two different
individuals (i.e. n = 2). From Definition 3.1.1, the true genotypes in gobs are given by
g =
 1, 2 1, 31, 2 2, 3




The Gibbs sampler designed by Wright et al. (2009) generates a Markov chain for which
the stationary distribution is the posterior distribution in Eq. (1.1). The inferences
about G, X,N, γ and p are based on the S observed genotypes in gobs. Updating γ, p,
and N is not difficult as Section 1.4 briefly described. However, updating G and X is
more complicated as the full conditional densities are categorical distributions. Their
joint density is given by Eq. (1.2), for fixed values of N, γ and p. Algorithm 1 outlines
the Gibbs steps for simulating from this posterior distribution. The following section
details the full conditional densities of G and X.
Algorithm 1 GENUAD (GENotype Uncertainty by Allelic Dropout)
1: Data: gobs, N, p and γ
2: Initializers: G and X
3: Update X by using its full conditional density given G, shifting X to Xnew
4: Update G by using its full conditional density given Xnew, shifting G to Gnew
5: return Gnew, Xnew
3.2.2 The Gibbs moves
This section explains the full conditional densities of G and X based on the supple-
mentary material of Wright et al. (2009). The description of both of them contains
imprecisions. While the characterisation of the full conditional of G seems to have a
typographical error, the inaccuracy with the full conditional of X is a fundamental
problem since Wright et al. defined an inappropriate model for X. This section will
show that the choice of modelling the association between the observations and the
actual genotypes by using either an indicator matrix X or a vector of indices y alters
the posterior distribution of interest. Section 3.2.2.2 discusses this matter.
3.2.2.1 Full conditional density f(G|X,N, γ, p)
The description in this section follows the supplementary material of Wright et al.
(2009), where the matrix G is updated row by row (i.e. by individuals), and locus by
locus, given values of X,N, γ and p.
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First, consider individuals that appeared at least once in one of the S samples. For
individual i ∈ {1, . . . , N}, find ci, the number of times that i appeared. For locus l,
with l = 1, . . . , L, find all genotypes that are compatible (see Definition A.1.3) with the
ci observed genotypes in that locus. Suppose there are ν ≥ 1 compatible genotypes.
According to Wright et al. (2009) at the supplementary material, the probability of
















Pr(gobsjlr |G(k)il , p)
)
· Pr(G(k)il |γ)
Wright et al. (2009) defined the probabilities in this equation, however, the first one can
be found in Appendix A.2.1, and the second corresponds to the genotype probabilities
(which depend on the population allele frequencies γ). For individuals unseen in the
S samples the authors suggest sampling from a categorical distribution.
The problem with this definition of λ
(k)
il is that it is non-zero only if the individual
i appears in all samples which is unlikely. This was a typographical error in Wright
et al. (2009). Nevertheless, the correct expression was used in the code. Although the










Pr(gobsjlr |G(k)il , p) + (1−Xij)
)
· Pr(G(k)il |γ) (3.1)









Pr(gobsjlr |G(k)il , p) · Pr(G
(k)
il |γ),
which is non-zero for all k = 1, . . . , ν because all genotypes G(k)il are compatible with
the samples indexed by j ∈ I. This fact creates a conflict with a statement in the sup-
plementary material: “most of the λ
(k)
il are zero, except for the ci cases where Xij = 1”.





il |γ) would limit the sampling only to compatible genotypes.
Thus, Eq. (3.1) does not solve the problem. The following description endeavours clar-
ify this subject by introducing a different explanation to that in the supplementary
material.
For locus l, with l = 1, . . . , L, consider all possible genotypes. Let ml be the number
of alleles at locus l. The number of possible genotypes at that locus is ηl = ml(ml+1)/2.
For updating the ith row of G at locus l, one of the ηl possible genotypes is randomly

















Pr(gobsjlr |G(k)il , p) + (1−Xij)
)
· Pr(G(k)il |γ) (3.2)
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In this case, if individual i does not appear in any of the S samples, or if it appears
and all observed genotypes in which does so are compatible with G(k)il , then λ
(k)
il 6= 0.
If some observed genotype in which the individual i appeared is not compatible with
G(k)il , then λ
(k)
il = 0. This explanation is more consistent than the description in the
supplementary material.
Note that Eqs. (3.1) and (3.2) are the same equations but the reality is that they
are different due to the distinct set of genotypes {G(k)il }. The former considers the
compatible genotypes, while the latter considers all possible genotypes in the locus.
The following example illustrates the improved explanation above.
Example 3.2.2. Consider gobs, G and X as in Example 3.2.1.
gobs =
 1, 1 1, 11, 2 2, 2
1, 2 1, 3
 , G =
 1, 2 1, 31, 2 2, 3
1, 1 3, 3
 , X =
 1 0 10 1 0
0 0 0
 .
The aim is to update G, given X. The description that involves Eq. (3.2) and con-
siders all possible genotypes in the locus is used.
The number of alleles at each locus is given by m = (2, 3). Suppose that at locus
1, the possible genotypes are in the set U = {(1, 1), (1, 2), (2, 2)}, and for locus 2,
V = {(1, 1), (1, 2), (1, 3), (2, 2), (2, 3), (3, 3)}. The superscript k in λ(k)il refers to the
order in these sets. As G is updated row by row (individual by individual), all the
samples in which each individual appeared are identified; and a row is updated locus
by locus. For example, the first individual in G appears in samples 1 and 3. For
updating the first row of G at locus 1, λ(1)11 = λ(3)11 = 0 because the third observed
genotype at locus 1 (inside the square of gobs) is only compatible with the second






Pr(gobsj1 |G(2)11 = 1, 2) · Pr(G(2)11 = 1, 2|γ) 6= 0
At locus 2, using the same argument of compatibility, only λ
(3)
12 is distinct to zero,
and it corresponds to G(2)12 = 1, 3. Then, (1, 2 1, 3) is sampled with probability 1.0 to
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update the first row in G.
Now, the second individual in G appeared in sample 2. At locus 1, only λ(2)21 6= 0.
At locus 2, λ
(k)
22 6= 0 for k = 2, 4, 5, otherwise zero. This is because the other genotypes
















22 = 2, 2|G(3)22 = 2, 3) · Pr(G(3)22 = 2, 3|γ(2)) = (p2/2) · (5/21)
where p = (p1, p2) contains the dropout probabilities at each loci, and γ = (γ
(1), γ(2))









. Thus, the new
second row of G is (1, 2 1, 2) with probability 2p2/(7p2 + 8).
As the third individual was not seen in the sample, it is sampled from a categori-
cal distribution, whose multinomial probabilities are given by Pr(G|γ). Suppose that








. Then, updating G
results in a new matrix G∗ as follows.
G∗ =
 1, 2 1, 31, 2 1, 2
1, 1 1, 2
 (3.5)

3.2.2.2 Full conditional density f(X|G, N, γ, p)
This section aims to describe an appropriate procedure for updating X. It makes ad-
justments to the description in Wright et al. (2009) and its supplementary material.
Given G, N, γ, and p, the indicator matrix X is updated column by column (ob-
servation by observation). For updating the jth column of X, for j = 1, . . . , S, the
strategy consists of substituting the jth row of g (the matrix of true genotypes in the
sample) with each row of G. If row j of g is replaced by row i of G, the resulting
matrix is denoted by g(i). In general, these exchanges result in a set of possible ma-
trices Ψj = {g(i) : i = 1, . . . , N} differing only in the jth row. Each of these matrices
defines an indicator matrix X(i) associated with the ith switch. As in section 1.3 of
the supplementary material of Wright et al. (2009),
λji = Pr(g
obs
j |g(i)j , p) · Pr(X(i)|N) (3.6)
where the first factor is computed using the probability in Appendix A.2.1 and the
second is modelled by
f(X|N) = N !
n! (N − n)!
S!
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where ci is the number of times that individual i appeared in the S samples. This
expression is the equation (6) in Wright et al. (2009, p. 836). However, f(X|N) should
be 1/N . This assertion is based on the simplest case in which all individuals in the
population are equally likely to be associated with the jth observed genotype.
From Ψj, one matrix is chosen with probability λji/
∑N
h=1 λjh. The corresponding
indicator matrix is the new value of X. Note that this ratio implies that the term 1/N
cancels out. Then, that term is not required for updating X. Also, λji = 0 if the ith
row of G is not compatible with gobsj .
Updating X may result in a different value of n (the number of unique individuals
observed in the sample) because the number of zero rows associated to those that were
not observed, could be reduced or increased when the location of the 1’s switches in a
column of X.
Example 3.2.3. Continuing with Example 3.2.2, given G∗ in Eq. (3.5), the matrix X
is updated column by column. For the first observed genotype, the matrices in Ψ1 are,
g(1) =
 1, 2 1, 31, 2 1, 2
1, 2 1, 3
 , g(2) =
 1, 2 1, 21, 2 1, 2
1, 2 1, 3
 , g(3) =
 1, 1 1, 21, 2 1, 2
1, 2 1, 3
 ,
in which the possible values for the first row are indicated. The corresponding X
matrices are,
X(1) =
 1 0 10 1 0
0 0 0
 , X(2) =
 0 0 11 1 0
0 0 0
 , X(3) =
 0 0 10 1 0
1 0 0
 .
According to the explanation above, the probabilities are calculated as follows.
λ11 = Pr(g
obs























Thus, one element from Ψ1 is sampled with probability equal to λ1i/
∑3
h=1 λ1h for
i = 1, 2, 3, and it determines the choice of the indicator matrix. This process applies
to all the samples in gobs until all the columns of X have been updated. Sample 2
is only compatible with G∗2 = (1, 2 1, 2), thus Ψ2 only has a single element which
is chosen with probability 1.0. Sample 3 is similar, which is only compatible with
G∗1 = (1, 2 1, 3). Suppose, then, that the new value of X, given G∗, is
X∗ =
 0 0 10 1 0
1 0 0

Notice that the value of n has been updated, the new value is n∗ = 3.

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3.2.3 Modelling the vector of indices y
The full conditional density of X is a critical element of GENUAD. It not only indi-
cates which individual an observed genotype belongs to, but also it determines how
many unique individuals were observed in the sample. Section 3.2.2.2 described an
appropriate procedure for updating X. This section discusses why the choice of the
model for X in Wright et al. (2009) was inaccurate.
Wright et al. followed Miller et al. (2005) in assuming that the genotypes, used as
tags for uniquely identifying the individuals, are drawn from the population one at a
time and with replacement. The estimation of abundance, in Miller et al. (2005), is
based on the log-likelihood function given by
L(N) =
N !
n! (N − n)! ·
S!








where N is the population size, S is the sample size, n is the number of distinct in-
dividuals in the sample, and ci is the number of times that individual i is seen in the
sample, with S =
∑n
i=1 ci. It has been assumed that individuals have the same proba-
bility of appearing in the sample which is equal to 1/N . However, Bromaghin (2007)
argued that the likelihood is not correct due to the absence of labels for differentiating
similar capture histories of the individuals, who are distinguishable. The Bromaghin
argument is that “this function is not a valid likelihood function as the sum of all
possible outcomes does not sum to 1.0”.




n! (N − n)! ·
S!
c1! . . . cn!
· n!






where ui is the number of times ci appears in c = (c1, . . . , cn), U the number of unique
values in c, and n =
∑U
i=1 ui. This term takes into account the multiplicities of the
counts ci, i = 1, . . . , n, and their different arrays. Bromaghin used an example to show
that the sum of all outcomes is equal to NS when using this formula, but not when
using Miller’s formula.
However, neither Miller et al. (2005) or Bromaghin (2007) fit the model of X in
Wright et al. (2009). The reason lies in the choice between X and y for establish-
ing the connections between the observations and the latent individuals. If X, then
the model is as Section 3.2.2.2 described; if y, the model is different, as explained below.
Barker et al. (2014) considered the data in Wright et al. for describing a general
capture-recapture model because they were interested in samples which are drawn one
at time. They denoted the identities of the individuals appearing in the sample j, for
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j = 1, . . . , S, as yj ∈ {1, . . . , N}. These elements are the components of the vector of
indices y, and according to the equation 4 in Barker et al. (2014), it is modelled by







where n is the number of unique indices in y. An important remark is that once an
item is drawn, the index i is unknown. The use of labels (for example A, B,...) is then
convenient, as explained by Barker et al. (2014). Following their notation, an observed
history is a sequence of labels of length S. For example, the vectors y = (1, 2, 1, 1)′
and y∗ = (2, 1, 2, 2)′ are represented by the same observed history ABAA. As follows,
the density in Eq. (3.9) provides the probability of an observed history.
To provide an intuitive derivation of the density in Eq. (3.9), an observed history
with size S is denoted by H. The question is how many vectors y with n unique ele-
ments taken from a set of N , with n ≤ N , can be represented with H. To answer that
question, consider y as an empty list. The first component has N possible values, the
second unique has N − 1 possibilities, the third unique has N − 2, and continuing with
this process, there are N−(n−1) for the nth unique component. Applying the multipli-
cation principle, the empty list y can be filled in N(N−1) · · · (N−n+1) = N ! /(N−n)!
possible ways. That is, there are N ! /(N − n)! arrays y (with n unique components)
which are represented by the observed history H. Each of them has probability of
occurrence equal to (1/N)S because all N elements are equally likely to appear in the
vector y with length S. Then, the product N ! /(N − n)! ·(1/N)S gives the probability
of H.
A probability problem of rolling a die illustrates the use of the density in Eq. (3.9).
There are two players. Player one has a six-sided die, and player two is blindfolded.
Player one rolls the die five times, writing down the outcome each time. The only
information that player two receives from player one is that the first two outcomes are
the same, and the other three are different amongst themselves and different from the
first two. What is the probability that player two can guess the result? The sample
space of this experiment has sequences of five numbers with the form AABCD, which
resemble the capture histories mentioned before. Thus, Eq. (3.9) solves this problem.
Therefore, indicator matrices X in Wright et al. (2009) and the vector of indices y
in Barker et al. (2014) are modelled differently even though, when paired with G they
provide the same information about who was observed in which DNA sample.
Example 3.2.4. Consider the indicator matrix X as below.
X =

1 0 1 1
0 1 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

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This indicator matrix reports the presence of n = 2 unique individuals in the
observed sample from a population of N = 6. Also, it indicates that an individual
indexed by 1 appears in the first, third, and fourth samples, while the individual indexed
by 2 appears in the second sample. In other words, it is equivalent to the vector of
indices y = (1, 2, 1, 1)′. The matrix X is the result of permutations of the rows of
equivalent indicator matrices. Thus, there is no difference between y = (1, 2, 1, 1)′ and
y∗ = (2, 1, 2, 2)′. The observed history of interest is ABAA. As follows,











When applying Bromaghin’s formula in Eq. (3.8), it gives the probability of observ-
ing c1 and c2 number of captures, no matter the sample in which the capture occurred.
For example,
Pr(c1 = 3, c2 = 1|N = 6) =
6!














which is the probability that individual 1 appears in the sample three times and indi-
vidual 2 only appears once. Evidently, this is not the desired probability. Note that
the event {c1 = 3, c2 = 1} represents any of the vectors in
{(1, 1, 1, 2), (1, 1, 2, 1), (1, 2, 1, 1), (2, 1, 1, 1)}
The observed histories representing these vectors are AAAB, AABA, ABAA, and
BAAA, which are distinct. 
3.3 SMERED algorithm: A Metropolis sampler
Steorts et al. (2016) proposed the SMERED (Split and MErge REcord linkage and
De-duplication) algorithm for linking records that could be associated to the same
latent individual across different files. It is a Metropolis-within-Gibbs algorithm whose
proposals result from split-merge operations, which are explained in the next section.
The unification in Table 3.1 avoids the introduction of unnecessary notation, which
facilitates reading through this dissertation. SMERED uses the vector of indices y,
instead GENUAD uses the indicator matrix X.
3.3.1 Data and model
The dataset in Steorts et al. (2016) is comprised of k files. Each file contains ni records
of individuals, which may be distorted, in L common attributes (called fields). For
file i, gobsij` represents the value for record j at field `, for i = 1, . . . , k, j = 1, . . . , ni,
and ` = 1, . . . , L. The records and their true attributes are linked by using a n × L
matrix G and a ragged array y (called linkage structure). That is, the latent individual
associated to gobsij` is indexed by yij, and the corresponding true value is Gyij`. Whether
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that observation has an error or not is indicated by zij`. If zij` = 1, the value in the
`th field for the jth record in file i is distorted. Otherwise, there is no distortion.
The model is based on two assumptions of independence:
• Given the latent individuals, the k files are conditionally independent.
• The fields are independent within individuals.
The full Bayesian model proposed by Steorts et al. (2016) is given by:
gobsij` |Gyij`, yj, zij`, γ`
ind∼
{
δGyij` if zij` = 0










The symbol δa represents a point mass at a, γ` denote the multinomial probabilities,
and p` the Bernoulli probabilities. The values a`, b` and µ` are known. The notation
for the prior distribution of y π(y) ∝ 1 is slightly unclear. But it seems to refer to a
uniform distribution.
The joint posterior distribution π(G, y, z, γ, p|gobs) is the target distribution when
implementing the SMERED algorithm. The full conditional densities of the parameters
for applying the Gibbs sampling are given in Steorts et al. (2016, p. 1662).
3.3.2 The algorithm
As stated above, SMERED is a Metropolis-within-Gibbs algorithm. This section
presents a description of SMERED according to the additional material in Steorts
et al. (2016) which offers more details about the algorithm itself.
Let G(t), y(t), z(t), γ(t) and p(t) denote the values for the parameters at step t.
1. Draw a pair of records at random.
2. Propose a split or merge depending on whether they refer to the same individual
or not. The proposals are denoted by G′ and y′.
3. Calculate r as
r =
π(G′, y′, z(t), γ(t), p(t))|gobs)
π(G(t), y(t), z(t), γ(t), p(t)|gobs)
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4. Accept the proposals G′ and y′ with probability min(1, r). This means that
y(t+1) = y′. However, G(t+1) 6= G′.
5. Sample G(t+1) ∼ f(G|y(t+1), z(t), γ(t), p(t), gobs).
6. Sample z(t+1) ∼ f(z|G(t+1), y(t+1), γ(t), p(t), gobs).
7. Sample γ(t+1) ∼ f(γ|z(t+1), G(t+1), y(t+1), p(t), gobs).
8. Sample p(t+1) ∼ f(p|γ(t+1), z(t+1), G(t+1), y(t+1), gobs).
Steps 1-4 simultaneously update y and G by a Metropolis step. This step is executed
by applying the split-merge operations. Gibbs sampling is applied for updating G, z, γ
and p in steps 5-8. Note that G is updated twice. It is required for updating y and
calculating the ratio r.
3.3.3 The split-merge moves
In SMERED, the split-merge operations can be viewed as a joint updater of y and G,
which occurs in the Metropolis step. The algorithm starts by randomly choosing a pair
of records from different files. If they are associated with the same individual, then a
split is proposed. Otherwise, they are merged. Following the supplementary material
of Steorts et al. (2016), the steps are outlined as follows.
Splitting
i. Suppose both records are associated to the j1th latent individual in G.
ii. A new index is created, say j2.
iii. Identify the set of all records currently assigned to j1, denoted by C. This set
includes the two chosen records.
iv. The two chosen records are randomly assigned to j1 and j2 such that one record
continues to be assigned to j1 while the other to j2.
v. The remaining records in C are randomly assigned to either index j1 or j2. This
procedure partitions C into two disjoint subsets, C1 and C2.
vi. To provide the corresponding values in G, the records in C1 and C2 are assumed
to be undistorted (free of error). One record from each subset is chosen randomly
and established as the new values for the j1th and j2th rows in G such that they
are different, that is, Gj1 6= Gj2 .
Thus, the two chosen records which were originally associated with the same latent
individual, now match different individuals. Now the merge operation is explained.
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Merging
i. Suppose both records are associated with different latent individuals, say j1 and
j2.
ii. The new index is a random choice from these two indices, say j∗. That is, either
j∗ = j1 or j
∗ = j2. The other index is removed.
iii. Denotes the set of all records associated with j1 and j2 by C, including the chosen
records.
iv. To provide the value Gj∗ , one record is randomly chosen from C. As before, these
records have been assumed without distortion.
Therefore, the two records, originally associated with different individuals, have been
merged into a single individual.
The next example, which is a modification of the motivating example used by
Steorts et al. (2016), illustrates the process described above. Later in this chapter,
the SMERED algorithm is applied to the genotype uncertainty problem considered by
Wright et al. (2009).
Example 3.3.1. Consider that the observed data gobs comprises records in three files
as shown below. They contain information on address (U.S. state abbreviations), age
and gender of individuals. There is no way to identify the individuals due to privacy
policies. Unlike the original example, for simplicity, it is assumed here that all the ages
are at risk of distortion.
File 1 =
 NC 72 FSC 70 F
PA 91 M
 File 2 =
 SC 37 FVA 93 M
PA 92 M







Owing to the presence of distortion, there is no certainty about the actual number
of different records and their actual values. Suppose G and y as below. In this case, y is
a ragged array that comprises three vectors of indices (one for each file). For example,
the first two records in file 3 belong to the same individual, which is indexed by 1 (i.e.








 1 2 32 4 3
1 1 2 4

The split-merge operations start with the choice of a pair of records from different
files. Suppose for example:
• record 2 from file 1, that is, (SC, 70, F ) and
• record 3 from file 3, that is, (SC, 72, F ).
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The array y shows that these records match with the same latent individual which
is the second row in G (using matrix notation, y12 = y33 = 2). Then, a split is required.
The steps described above are replicated here to facilitate understanding.
i. Both records are currently associated with the individual 2.
ii. The new index can be set as 5 because currently, 4 is the maximum index. The
index can be any integer greater than 4.
iii. The set of all records assigned to latent individual 2 is
C = {(SC, 70, F ), (SC, 37, F ), (SC, 72, F )}.
iv. The second record from file 1 is assigned to index 5, while the other one stays
assigned to index 2.
v. The record 1 in file 2, which is the remaining record, is randomly assigned to one
of the indices 2 or 5, say index 2. Then, the sets C2 = {(SC, 37, F ), (SC, 72, F )}
and C5 = {(SC, 70, F )} have been constructed for indices 2 and 5, respectively.
vi. The values in G for the new indices are chosen randomly from the sets C2 and
C5, assuming no distortion in those records. For example, G2 = (SC, 37, F ) and
G5 = (SC, 70, F ).










 1 5 32 4 3
1 1 2 4


Notice that GENUAD and SMERED both update g, the genotypes in the sample.
Then, the target distribution given by Eq. (1.2) is rewritten in terms of the observable
as,
π(G,Λ|gobs, N, γ, p) ∝ f(gobs|G,Λ, p) · f(G|N, γ) · f(Λ|N) (3.10)
where Λ is either X (as in GENUAD) or y (as in SMERED). As seen, their distributions
are different. The SMERED algorithm is outlined by Algorithm 2.
3.4 GENUAD vs SMERED: A comparison
A comparison of the approaches in Wright et al. (2009) and Steorts et al. (2016)
reveals their similarities and differences. A contrast of the two approaches may show
how SMERED can be used for sampling from Eq. (3.10). It can also reveal some
differences in how the two algorithms may perform. For simplicity, this section will
refer to these two approaches by using the names of their respective MCMC algorithms
(i.e. GENUAD and SMERED).
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Algorithm 2 SMERED (Split and MErge REcord linkage and De-duplication)
1: Data: gobs, N, p and γ
2: Initializers: G and y
3: Draw a pair of observations, say i and j for some i 6= j in {1, . . . , S} at random.
4: if yi = yj then
5: Propose splitting that individual, shifting y to y∗
6: else
7: Propose merging the individuals who i and j refer to, shifting y to y∗
8: end if
9: Update G using the observations, shifting G to G∗
10: Calculate r = min(1, π(G∗, y∗|gobs, N, p, γ)/π(G, y|gobs, N, p, γ))
11: Set ynew = y∗ with probability min(1, r). Otherwise, set ynew = y
12: Update G∗ by using its full conditional density given ynew, shifting G∗ to Gnew
13: return Gnew, ynew
3.4.1 Similarities
A first affinity between the two approaches is the adoption of a Bayesian model to
deal with the uncertainty about the linkage between observations and latent individ-
uals. Bayesian inference for these unknown parameters is conditioned on observed
genotypes in the case of GENUAD, and personal information of people in SMERED.
Even the parameters considered in both approaches are highly similar as shown by
Table 3.1. The actual values for the latent individuals in the sample are drawn using
a multinomial distribution with probabilities following a Dirichlet distribution in both
cases. Also, the probabilities associated with the source of error in the data have an
a priori Beta distribution. The assumptions in the models are also similar. Likewise
in SMERED the fields are assumed to be independent. Independence is also assumed
between loci in GENUAD.
Both approaches propose a model for directly linking what is observed (geno-
types/records) with the true entity that the observation represents and possibly dis-
torts. It implies that the observations are linked indirectly to each other. In SMERED,
a set of records associated with the same latent individual are called co-referent, and
the same term can be used in GENUAD context. That is, a set of genotypes that
are compatible with a common latent genotype will be called co-referent (see Defi-
nition A.1.4). The concept of compatibility in Definition A.1.3 has been established
between observed and latent genotypes.
Also, both procedures allow the estimation of attributes of the observed individuals
from the population. For example, the number of unique observations in the sample
n, which is given by the number of unique indices in y. Another outcome is the du-
plicate detection which is “the task of identifying and matching records that refer to
the same entities within a single database” (Christen, 2012a, p. 4). In general, the
de-duplication is comprised of merging two or more co-referent records into a single
record which accurately represents the entity. While SMERED allows de-duplication
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by applying the merge operations, GENUAD updates an indicator matrix which also
merge genotypes.
Additionally, the inclusion of categorical variables is allowed in both models. In
the case of SMERED, variables as the date of birth, gender, residence state, etc. are
considered. While for GENUAD, the variables are the markers at each locus, which
are represented by using labels (pairs of positive integers).
3.4.2 Differences
One of the differences between the approaches is the framework they fit. While mark-
capture studies are the foundations for establishing the model in GENUAD, record
linkage and de-duplication motivated the SMERED model. In general, record link-
age allows the verification of the integrity and veracity within and between the data
sources, and capture-recapture statistical methods allow for the recovery of estimates
of the number of cases missed. In this sense, they could be used together in some anal-
yses. However, GENUAD itself establishes a mechanism for verifying the authentic
genotypes in the sample, which adds an advantage to it.
Both SMERED and GENUAD have a probabilistic structure, rather than a deter-
ministic one, as they fit a Bayesian framework. However, Steorts et al. (2016) propose
a range of posterior matching probabilities not explored in the case of GENUAD. The
posterior probability of linkage between a set of arbitrary records, the posterior proba-
bility that a given set of records is linked, and the posterior probability that a given set
of records is a maximal matching set. This matching system allows the representation
of the pattern of links between co-referent records by using bipartite graphs where the
nodes represent the records, and the edges signify the co-reference notion.
Blocking is a concept in record linkage considered in SMERED. It is a technique
that partitions the set of records into subsets, called blocks, according to a rule or
a systematic process. Steorts et al. (2016) applies approximate blocking with the in-
tention of reducing the number of possible matchings between records. In GENUAD,
the concept of compatibility between genotypes limits the number of possible links.
Thus, compatibility may be considered as blocking; however, this is a concept that
needs further exploration. The “file” notion in SMERED is another concept that does
not exist in GENUAD. However, the data in GENUAD could represent a database
comprised of S files, each with a single observation. Considering the data as one file
with S observations does not make sense because, for the split-merge operations, the
pairs of observations are taken from different files.
The corruption or error in the data is different for each approach. It refers to the
factor f(gobs|G,Λ, p) in Eq. (3.10). While allelic dropout causes the genotyping error
in the data modelled by GENUAD, the source of distortion considered by SMERED
is caused by unintended changes to the original data when combining and processing
different data sources.
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Regarding the algorithms, notice that step 4 in Algorithm 1, and step 12 in Algo-
rithm 2, are almost the same. The difference is that the former updates attributes in
the population, while the latter focus on the sample. Thus, the difference between the
algorithms is how they update Λ in Eq. (3.10). Indeed, GENUAD updates X using
its full conditional density. SMERED updates the indices in y using a Metropolis step
which includes the split-merge operations for proposing values of y and G simultane-
ously. This happens between steps 3 and 11 in Algorithm 2. In this sense, it seems
that SMERED could be incorporated in GENUAD for updating the attributes of those
individuals that were observed in the sample, as mentioned before.
A crucial dissimilarity is that the SMERED algorithm is inapplicable to the data
in GENUAD. Step 9 in Algorithm 2 updates the values in G by using the observations.
For the data in GENUAD, this would lead to states which do not belong to the sup-
port of the joint density of (G,X). Then, step 9 in Algorithm 2 is an impossible move
for the data in GENUAD, and the notion of compatibility in Definition A.1.3 is the
reason. For illustrating this, consider the next example which follows up Example 3.2.1.
Example 3.4.1. Consider the observed and the latent genotypes as in Example 3.2.1.
Following the steps of the split-merge operations, suppose that the samples 1 and 2
were randomly chosen. According to G and X, they belong to different individuals in
the population, indexed by 1 and 2, respectively, which suggests they can be merged.
As illustrated in Example 3.3.1, merging records requires the construction of a set C
containing all the samples that belong to latent individuals 1 and 2, from which one is
randomly sampled. In this case, C = gobs. Suppose that (1, 1 1, 1) ∈ C was randomly
chosen and assigned to index 1. Notice that the assignment of an index does not assume
allelic dropout. After merging, the new latent information is given by
G∗ =
 1, 1 1, 11, 2 2, 3
1, 1 3, 3
 X∗ =
 1 1 10 0 0
0 0 0

The problem with the pair (G∗, X∗) is that it does not belong to the support of the
joint density f(G, X). This is because the three observed genotypes in gobs cannot be
co-referent (see Definition A.1.4). 
This example shows that the SMERED model cannot be implemented for the data
considered in GENUAD due to the compatibility notion. Then, the SMERED algo-
rithm proposed by Steorts et al. (2016) requires a modification for modelling the data
considered in Wright et al. (2009).
Lastly, a significant disparity between the approaches is the notion of population.
It is clear that GENUAD updates G, the true genotypes in the entire population, while
in SMERED, the role of the population size is not clear. In fact, it seems that the
population size and the sample size are assumed to be equal. Indeed, the authors add
this caveat, which is discussed below.
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3.4.3 The population size in SMERED
In SMERED, the choice of the definition of the population size is a problem that needs
further exploration and complicates the comparison with GENUAD. Although section
6.1 in Steorts et al. (2016) started a discussion on this topic, it is reviewed to bring
attention to the formula used.
Steorts et al. (2016) defined a partition ξ as an array that divides the records in |ξ|
latent individuals. If N represents the number of latent individuals and S the number








, |ξ|≤ S (3.11)
where N ! /(N − |ξ|)! counts the number of unique y vectors associated to the partition
ξ. Eq. (3.11) is a corrected version of the expression given by Steorts et al. (2016, p.
1670)1. The authors state that the records are treated as “if they are a random sample
drawn with replacement”. This means that for each record the probability of being
randomly chosen is equal to 1/N , and there are S records. Then, the term (1/N)S in-
dicates that all the individuals have the same probability of being chosen in the sample.
To illustrate what the partitions are, as before, consider N = 6 individuals in a
population, and S = 4 records in a single file given by x = (x1, x2, x3, x4). The parti-
tion ξ = {{x1, x3, x4}, {x2}} indicates that records 1, 3 and 4 belong to the same latent
individual, which is different to the individual associated with record 2. Eq. (3.11)
computes the probability of the partition ξ. Because |ξ|= 2 there are 6! /(6− 2)! = 30
ways of choosing two individuals from the population and assign them to the records
accordingly to the partition ξ. Besides, all three individuals in the population have
the same probability. Then, the probability of the partition ξ is equal to 30/64. By
using the observed histories, the partition ξ is equivalent to the history ABAA in Ex-
ample 3.2.4.
As discussed above, the Bromaghin’s formula in Eq. (3.8) gives the probability of
c1 = 1 and c2 = 3 which includes the partitions in Table 3.3. The corresponding
observed histories appear in the second column.
Table 3.3: Partitions associated to the event {c1 = 1, c2 = 3}.
ξ Observed history
{{x2, x3, x4}, {x1}} BAAA
{{x1, x3, x4}, {x2}} ABAA
{{x1, x2, x4}, {x3}} AABA
{{x1, x2, x3}, {x4}} AAAB
Note that Eq. (3.9), in which N denotes the population size, and Eq. (3.11) are
equal. This correspondence between the two approaches evidences the conflict in
1The original formula in Steorts et al. (2016) has the factor 1/NN rather than 1/NS , where S is
the number of records.
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SMERED with the definition of N because it was defined as “the total number of
observed individuals from the population” Steorts et al. (2016, p. 1662). Despite Sec-
tion 6 in Steorts et al. (2016) discusses the role of the population size, it does not clarify
the topic. The concept of population remains unclear, and the authors recommend the
topic for future research.
3.5 Summary
To sum up, the approaches proposed by Wright et al. (2009) and Steorts et al. (2016)
describe a Bayesian model for linking observations that refer to the same entity. This
model allows inferences about the real sample size. The full conditional densities of G
and X are critical points in Wright et al. (2009). This chapter discussed and clarified
some issues about these. The choice of either the indicator matrix X or the vector of
indices y for modelling the connection between observed and true genotypes may seem
a minor problem, but this chapter determined they have different models. For the in-
dicator matrix, f(X|N) = (1/N)S, while for the vector of indices, f(y|N) = N !
(N−n)!NS .
Also, the concept of population size is a problem that needs to be addressed in the case
of Steorts et al. (2016). The authors started a discussion regarding this issue which
does not solve it but suggests a strong similarity with the model proposed by Wright
et al..
The two approaches were proposed in different fields, mark-recapture and record
linkage. This discrepancy implies that the model by Steorts et al. can provide poste-
rior matching probabilities between co-referent records. From the descriptions of the
algorithms, there are clear differences for updating the indices that link observations
with latent individuals, which in SMERED occurs by using a Metropolis step, and in
GENUAD by a Gibbs step. One of the strengths of GENUAD is the fact that the
population size can be estimated. In this sense, SMERED (or at least a modification)
could be applied for updating (G,X) in GENUAD, which refers to the individuals in
the population that are observed in the sample. The unobserved genotypes are sampled
as in GENUAD, by using a categorical distribution.
Finally, the compatibility between observed and latent genotypes considered in
GENUAD does not allow to use the SMERED algorithm since some inconsistencies
related to the support of the joint density of G and X.
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Chapter 4
Convergence of the Markov Chains
The previous chapter presented the GENUAD and SMERED algorithms to sample
from the posterior distribution in Eq. (3.10). This chapter studies the convergence
properties of the Markov chains they generate. Irreducibility, aperiodicity, ergodicity,
and recurrence are some of the crucial concepts defined in Chapter 2 for proving the
existence and uniqueness of the invariant distribution of a Markov chain. Moreover,
satisfying Theorem 2.1.1 is a significant result to ensure the convergence of ergodic
Markov chains with finite state space.
A Gibbs sampler may generate a reducible Markov chain, as illustrated in Exam-
ple 2.2.1. Because the GENUAD algorithm is a Gibbs sampler, there is no guarantee
of the irreducibility of the generated Markov chain. Thus, Section 4.1 examines the
irreducibility of this chain. On the other hand, the convergence of the Markov chain
generated by SMERED is determined in Section 4.2. In this case, the keyword is re-
versibility, which is a sufficient but not necessary condition for ensuring the existence
of the stationary distribution.
4.1 GENUAD convergence
Section 3.2 introduced the GENUAD algorithm as a Gibbs sampler. The convergence
of the corresponding Markov chain is studied by using the results in Section 2.2.1.
As suggested by Theorem 2.2.2 a Markov chain generated by a Gibbs sampler may
be reducible if the positivity condition does not hold. This reducibility prevents the
ergodicity of the chain, which results in its non-convergence. Thus, irreducibility is a
critical issue to be resolved in the case of GENUAD algorithm.
Definition 2.2.3 presented the positivity condition as a feature of the support of the
joint density to be expressed as the Cartesian product of the support of the full condi-
tional densities. According to Theorem 2.2.2, this condition is sufficient for concluding
the irreducibility of the Markov chain. Considering the bivariate case, the positivity
condition holds if supp(fX,Y ) = supp(fX) × supp(fY ), where fX and fY are marginal
densities and fX,Y their joint density. Figure 4.1 shows two joint densities with different
support. A chain exploring the support in Figure 4.1(a) can move to any point with
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positive probability. All the points can be reached by the chain starting at any point,
which is exactly the definition of an irreducible chain. In contrast, the support of a








Figure 4.1: The support of the joint density in (a) is connected,
while the support in (b) is not connected.
Although positivity is a sufficient condition for concluding irreducibility, it is not
necessary. Figure 4.2 shows the support of a joint density which is not the Cartesian
product of the marginal densities, which implies that the positivity condition is not
satisfied. However, the Markov chain could still be irreducible. Unlike the support in
Figure 4.1(b), the red point in Figure 4.2 connects the subsets where the chain gets
stuck. A chain proceeds between the two regions by using that connecting point. The
existence of those points for connecting isolated regions of the support allows the chain
to move freely through the state space without being trapped in a specific region. Thus,
positivity is a sufficient but not necessary condition for irreducibility.
x
y
Figure 4.2: An example of a bivariate
support where positivity does not hold.
Considering the model by Wright et al. (2009), and giving fixed values to the pa-
rameters N, γ and p (refer to page 9 for the definition of these quantities.), it can be
shown that the support of the joint density of G and X is not the Cartesian product
of the support of the marginal densities. In fact,
supp(fG,X) ⊂ supp(fG)× supp(fX). (4.1)
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Thus, the joint density of G and X does not satisfy the positivity condition. The
following definition characterises the support of fG,X . Definition A.1.3 of compatibility
is required.
Definition 4.1.1. Let gobs be the observed genotypes in a sample with size S, G the
true genotypes in the population, and X the indicator matrices for the membership of
an individual in the sample. The support of the joint density of G and X in Eq. (1.2)
is defined as
supp(fG,X) = {(G, X) : gobsil is compatible with Gyil ∀i = 1, . . . , S and l = 1, . . . , L}
where y is a S-dimensional vector with n unique membership indices, that is, y contains
the same information as X, but only for those individuals that were observed in the
sample.
The following example illustrates why the inclusion in the opposite direction in
Eq. (4.1) does not hold and how two different states in supp(fG,X) are connected.





be the observed genotypes at a single locus with
two alleles (i.e. S = 2, L = 1, m = 2). Because there are two alleles, the three possible
genotypes at the locus are: {(1, 1), (1, 2), (2, 2)}. The order of the indicator matrix X
is N × S, which means that the number of possible matrices X is NS. Assuming that
N = 3, Table 4.1 shows the nine elements of supp(fX), which are 3× 2 matrices. Each
column of X is represented as a row of three elements in the table. Table 4.2 shows the
N3 = 27 elements of supp(fG). For each row (individual) of G, there are three possible
genotypes, which are represented by pairs of numbers.
Table 4.1: The elements in supp(fX).
j Column 1 Column 2
1 1 0 0 1 0 0
2 0 1 0 1 0 0
3 0 0 1 1 0 0
4 1 0 0 0 1 0
5 0 1 0 0 1 0
6 0 0 1 0 1 0
7 1 0 0 0 0 1
8 0 1 0 0 0 1
9 0 0 1 0 0 1
For example, if j = 2 and i = 11 in Tables 4.1 and 4.2, respectively, the pair
(G11, X2) is given by
G11 =
 1, 21, 1
1, 2
 and X2 =
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Table 4.2: The elements in supp(fG).
i Individual 1 Individual 2 Individual 3
1 1 1 1 1 1 1
2 1 2 1 1 1 1
3 2 2 1 1 1 1
4 1 1 1 2 1 1
5 1 2 1 2 1 1
6 2 2 1 2 1 1
7 1 1 2 2 1 1
8 1 2 2 2 1 1
9 2 2 2 2 1 1
10 1 1 1 1 1 2
11 1 2 1 1 1 2
12 2 2 1 1 1 2
13 1 1 1 2 1 2
14 1 2 1 2 1 2
15 2 2 1 2 1 2
16 1 1 2 2 1 2
17 1 2 2 2 1 2
18 2 2 2 2 1 2
19 1 1 1 1 2 2
20 1 2 1 1 2 2
21 2 2 1 1 2 2
22 1 1 1 2 2 2
23 1 2 1 2 2 2
24 2 2 1 2 2 2
25 1 1 2 2 2 2
26 1 2 2 2 2 2
27 2 2 2 2 2 2






















Each matrix gi ∈ Xg, for i ∈ {1, 2, 3, 4}, is determined by a pair (G, X) ∈ supp(fG,X)
and gobs, according to Definition 3.1.1. However, a matrix gi may be generated from
different pairs (G, X). For example, (G11, X2) as above gives g1. But g1 is also gener-
ated by (G5, X3).
Figure 4.3 shows supp(fG,X) for this example. No matter the colour, a dot represents
a pair (G, X) ∈ supp(fG,X). Because each gi may be represented by different pairs
(G, X), there are multiple dots with the same colour. Following the same order as
in Eq. (4.2), the colours were assigned according to the set {black, green, red, blue}.
Note that there are elements in the Cartesian product of the supports of the marginal
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densities which are not necessarily in the support of the joint density. For example,
consider G16 and X1 which, according to Tables 4.2 and 4.1, respectively, are given by
G16 =
 1, 12, 2
1, 2
 and X1 =
 1 10 0
0 0
 .
G16 ∈ supp(fG) because it can produce the first, second and fourth elements in
Xg (i.e. fG(G16) > 0); and X1 ∈ supp(fX) because of the third element in Xg (i.e.
fX(X





/∈ Xg. This is be-
cause the second observed genotype 2, 2 in gobs is not compatible with the first true
genotype 1, 1 in G.
Although g3 may be generated from the pair (G11, X7) according to Definition 3.1.1,
(G11, X7) /∈ supp(fG,X) because identical true genotypes in the sample refer to the same
observed individual. That is, twins are not allowed in the sample. This assumption
was discussed on page 41 after numeral 4.










Figure 4.3: A dot represents a pair (G, X) ∈ supp(fG,X), and it corresponds to a state
g ∈ Xg. Each element of Xg = {g1, g2, g3, g4} in Eq. (4.2) is represented with a colour in
{black, green, red,blue}, respectively. The path shows how the states in supp(fG,X), associ-
ated with g1 and g4, connect.
The states (G11, X2) and (G8, X4) are considered to show how the states in supp(fG,X)
connect. These states generate the following g matrices.
G11 =
 1, 21, 1
1, 2
 and X2 =
 0 11 0
0 0
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G8 =
 1, 22, 2
1, 1
 and X4 =
 1 00 1
0 0




The strategy adopted to show that (G8, X4) can be reached from (G11, X2) utilises
the g matrices. In this case, g1 and g4 are compared row by row. Starting from g1, all
rows in which g1 and g4 differ are updated. They are different in the two rows. Each
case is analysed as follows. The full conditional densities described in Section 3.2.2 are
needed.
• The first row in g1 will change to be 1, 2, which is the first row in g4. Conveniently,
because 1, 2 is an element G11, X2 is updated given this current value of G.
With positive probability X =
 1 10 0
0 0
 can be obtained. The current pair





. The first row of g1
becomes 1,2.
• The second row in g3 will change to be 2, 2, as the second row in g4. Because
2, 2 is not an element G11, it is updated given X1. With positive probability
G =
 1, 22, 2
1, 1
 can be obtained. The current pair is (G8, X1) ∈ supp(fG,X) which
also generates g3. Given G8, X1 is updated and with positive probability X = 1 00 1
0 0
 can be obtained. The current pair (G8, X4) ∈ supp(fG,X) generates
target state g4.
When starting at g1, the procedure above shows how to reach g4 by updating each
row in which they differ.

Example 4.1.1 showed that fG,X does not uphold the positivity condition. Con-
sequently, the irreducibility of the Markov chain generated by GENUAD cannot be
guaranteed by using Theorem 2.2.2. Also, the example introduces the alternative
strategy to be used. The solution proposed is simple and involved the definition of
communicability presented in Section 2.1. That is, if the chain starts at an arbitrary
and initial state, with positive probability, it will reach any other state in a finite num-
ber of steps. The next theorem generalizes this strategy for connecting the elements
in supp(fG,X) through the g matrices. The proof requires the introduction of some
notation. Following Wright et al. (2009), every component in a pair (G, X) can be
partitioned as G = (Gobs, Gmis)′ where Gobs denotes the true genotypes of the indi-
viduals that were observed in the sample, and Gmis for those that were not observed.
The indicator matrix X has N − n rows of zeros for indicating the absence of the true
genotypes in Gmis in the sample.
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Theorem 4.1.1. Let S = supp(fG,X), as defined in Definition 4.1.1, for a known
matrix gobs. If (G(0), X(0)) ∈ S is some fixed initial state of the chain, then for any
(G(k), X(k)) ∈ S there exists a sequence of states in S,
(G(0), X(1)), (G(1), X(1))(G(1), X(2)), (G(2), X(2)) . . . , (G(k−1), X(k)), (G(k), X(k)),
such that (G(0), X(0)) and (G(k), X(k)) communicate.
Proof. Let (G(0), X(0)) ∈ S a fixed initial state and (G(k), X(k)) ∈ S any other state.
Each pair (G, X) ∈ S determines a matrix g which contains the true genotypes of the
individuals in the sample. In this case, the states above generate g(0) and g(k), with
S rows but n(0) and n(k) unique rows, respectively. The adopted strategy consists of
comparing g(0) and g(k) row by row. There are two cases, either g(0) 6= g(k) or g(0) = g(k).
If g(0) 6= g(k), the rows in which these matrices differ will define the sequence. Let
I denote the set of indices for which g(0) and g(k) are different, that is, I = {i : g(0)i 6=
g
(k)





j for some j = 1, . . . , S and j 6= i.
ii. g
(k)
i 6= g(0)j: for all j = 1, . . . , S and j 6= i.
If (i.), then g
(k)
i is a row in the observable partition G
obs of G(0), say row ri with
ri ≤ n(0). The number of elements in any Gobs, n, must satisfy n < N to ensure that
the chain does not get stuck. Given G(0), X(0) is updated such that the entry in column
i and row ri, which is currently 0, becomes equal to 1, and the entry with 1 (whose in-
dex is known to be different to ri because i ∈ I) becomes 0. This leads to a new matrix
X(1) such that (G(0), X(1)) ∈ S. Given X(1), G(0) is updated. With positive probability,
a new matrix G(1) is obtained such that its rith row is equal to g(k)i , and (G(1), X(1)) ∈ S.
If (ii.), then g
(k)
i cannot be found in the observable partition of G(0), and there
is no guarantee it will be in Gmis. Given the current X(0), G(0) is updated and with




i is a row in the relevant G
mis), and (G(1), X(0)) ∈ S. Given G(1), X(0)
is updated such that the non-zero entry in column i, currently in a row different to
ri, shifts to it. Then, a new indicator matrix X
(1) is obtained, for which (G(1), X(1)) ∈ S.






(1) and g(k) coincide in the ith row). Following the same argu-
ment for every i ∈ I, there exists a state gi resulting from a pair (Gi, X i) ∈ S such that
gii = g
(k)
i . Notice that k = |I|. Therefore, a sequence of matrix {g(0), g(1), g(2), . . . , g(k)}
has been found, which allows moving to g(k) from g(0).
When the g matrices associated with (G(0), X(0)) and (G(k), X(k)) are equal, the
construction of the sequence is straightforward. If g(0) = g(k), the observable partitions
Gobs of G(0) and G(k) are equal. Then, the G and X matrices in the sequence are
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permutations of the rows in that observable partition. The Gmis partitions are the
same with positive probability because those rows correspond to individuals never seen
in the observed sample.
In Example 4.1.1, the sequence for connecting g1 and g4, represented by the path
in Figure 4.3, is
(G11, X2), (G11, X1), (G8, X1), (G8, X4),
which in terms of the g matrices is equivalent to the sequence g1, g3, g3, g4. Note that
there is not a unique sequence, as different states (G, X) may generate the same state
g. Figure 4.4 shows a different sequence given by
(G11, X2), (G11, X1), (G5, X1), (G5, X6), (G8, X6), (G8, X4),
equivalent to g1, g3, g3, g1, g2, g4.











Figure 4.4: A different sequence for travelling from (G11, X2) to (G8, X4).
Several consequences follow from the theorem above. First, Theorem 4.1.1 and
Lemma 2.2.1 lead to the conclusion that the full conditional densities fG|X and fX|G
uniquely determine the joint density fG,X . Second, the construction of the sequence
in Theorem 4.1.1 shows how a target state (G(k), X(k)) can be reached from any initial
state (G(0), X(0)). That is, any initial state (G(0), X(0)) communicates with any other
state in S, which implies that any pair of states in S communicate by using the initial
state as an intermediate state. This property indicates that the Markov chain generated
by GENUAD is irreducible. The following theorem and corollaries summarise these
results.
Corollary 4.1.1. The existence of a unique joint density fG,X is determined by the
full conditional densitiesfG|X and fX|G.
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Proof. Theorem 4.1.1 ensures the existence of a sequence g(0), g(1), . . . , g(k) for commu-
nicating the initial state g(0) and any state g(k). The proof shows that each state g(i)
results either from (G(i), X(i−1)) and (G(i), X(i)), or (G(i−1), X(i)) and (G(i), X(i)). In
either case, the states differ in a single component. Besag’s condition in Lemma 2.2.1
asserts that if there exists a finite sequence of states such that successive states dif-
fer only in a single component, then the full conditional densities determine the joint
density of G and X. Thus, the result follows.
Note that Besag’s Lemma 2.2.1 is applicable despite Hobert et al. (1997) since the
state space S corresponding to the Markov chain generated by GENUAD is discrete.
Corollary 4.1.2. The Markov chain generated by the GENUAD algorithm, as ex-
plained in Algorithm 1, is irreducible.
Aperiodicity is satisfied in the GENUAD algorithm because self-loops have positive
probability. That is, starting in an initial state (G(0), X(0)), with positive probability
the Markov chain may generate a state (G(0), X(1)) such that X(0) = X(1), which is
equivalent to saying that the period of this state is 1. As explained in Definition 2.1.9,
irreducibility allows to conclude the aperiodicity of the chain. Then, the GENUAD
Markov chain is aperiodic.
Corollary 4.1.3. The Markov chain generated by the GENUAD algorithm is ergodic.
Since the GENUAD Markov chain is aperiodic and irreducible, the proof follows
from Definition 2.1.11. All the conditions in Theorem 2.1.1 have been met to conclude
that the Markov chain generated by the GENUAD algorithm converges to its invariant
distribution.
4.2 SMERED convergence
This section discusses potential problems with the convergence of the SMERED algo-
rithm outlined in Algorithm 2. The following two problems were identified:
(P1) The strategy for updating G in step 9 only allows sampling from the observations.
(P2) The Metropolis ratio defined in step 10 was not correctly defined.
Regarding (P1), Example 3.3.1 illustrates the process for updating G when split-
ting two records, which only considers a subset of observations (see numeral vi. in the
list of steps). Although the algorithm includes a resampling step (12), after deciding
about the acceptance/rejection of the proposal, it is possible that this strategy leads
to a reducible chain under other kind of corruption process. The genotyping error con-
sidered in GENUAD (allelic dropout) is an example of this situation. Example 3.4.1
shows a pair (G∗, X∗) which does not belong to the support of the joint density f(G, X)
(i.e. it has probability zero). Thus, limiting the sampling in step 9 to the observa-
tions set may results in a reducible chain depending on the error involved into the data.
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In general, even if the chain is irreducible, it is not guaranteed to generate a Markov
chain with the correct limiting distribution.
While irreducibility is the issue in (P1), reversibility is the concern in (P2). Robert
and Casella (2004) state that the existence of the invariant distribution of a Markov
chain generated by a Metropolis algorithm follows by construction. The reason is that
the Metropolis ratio is defined such that the transition kernel satisfies the reversibility
condition, as clearly explained by Chib and Greenberg (1995). For the particular case
of the SMERED algorithm, it seems that the proposal distribution for sampling a pair
(G, y) was assumed to be symmetric, since the relevant ratio does not appear in the
expression. That is, the term q(x∗, xt−1)/q(xt−1, x∗), where x = (G, y), in Eq. (2.10)
is equal to 1.0. However, the proposal distribution is not symmetric, as shown below.
Thus, this inaccuracy casts serious doubt on the existence of the invariant distribution.
To illustrate that the proposal density is not symmetric, consider Example 3.3.1. A
split was proposed, denoted by (G∗, y∗), after randomly choosing record 2 from file 1,
and record 3 from file 3. The problem is that the reverse move is impossible. There is
no way to go from (G∗, y∗) to (G, y) due to the reverse move is equivalent to merging
the records. As previously explained, the construction of a set of records C currently
assigned to individuals 2 and 5 is required for constructing the set from which the new
value for G will be sampled. In this case, C = {(SC, 70, F ), (SC, 37, F ), (SC, 72, F )}.
This set does not contain the value (SC, 73, F ), which is indexed as 2 in G. There-
fore, it is crucial to improve the scheme for the proposals outlined by SMERED, more
specifically step 9 in Algorithm 2.
Because reversibility is not satisfied, the existence of a unique stationary distribu-
tion cannot be ensured. A simple, but clumsy, solution would be to introduce the ratio
corresponding to the proposal density. That is, q(x∗, xt−1)/q(xt−1, x∗) where x = (G, y).
This ratio, however, would lead to frequent rejections which correspond to the states
that cannot be reached. In other words, ensuring reversibility leads to an inefficient
algorithm, one unable to freely explore the state space.
Although reversibility is a sufficient condition for convergence, it is not necessary,
as shown by Example 2.1.1. Only a counterexample could prove that, in effect, the
Markov chain generated by the SMERED algorithm does not converge to its invariant
distribution. With that aim, the badgers genotypes will be used. The idea is using
Algorithm 2, in an attempt to reproduce the posterior joint distribution of G and X,
given in Eq. (3.10). As discussed in Section 3.4.2, the models in Wright et al. (2009)
and Steorts et al. (2016) contain major differences which make them incomparable.
Therefore, to guarantee that the models are comparable, they must be set under the
same conditions.
Wright et al. (2009), contrary to Steorts et al. (2016), specified a particular corrup-
tion process of the data which is due to allelic dropout. For this reason, the example
presented here does not consider the genotyping error introduced by allelic dropout.
Instead, the data here are assumed to have all types of contamination rather than
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allelic dropout only. That is, any corrupted genotype may be co-referent to any other
without restrictions.
For instance, under the corruption process in GENUAD, a true homozygote AA is
only linked to either AA or AB, where B 6= A. However, under the new corruption
process described here, it can be linked to any combination of two alleles. The cases
are AA, AX, XX, and XY where X,Y 6= A. For loci with two alleles, the heterozygote
XY would not be a case for AA. If p denotes the probability of corruption of an allele,
m the number of alleles at the locus and the corruption is independent among alleles,
then the probabilities of these possible cases are as follows.
For the first case, because the two alleles are not corrupted,
Pr(gobs = AA|g = AA) = (1− p)2.
For the second case,
Pr(gobs = AX|g = AA) = 2p(1− p)
m− 1
because there is corruption in only one allele, X is one of m − 1 alleles distinct to A,
and AX = XA. For the third case,





because both alleles are corrupted and X is one of m− 1 alleles distinct to A. For the
last case,





because both alleles are corrupted, X and Y are one of m− 1 alleles distinct to A, and
XY = YX.
For the case in which the true genotype is heterozygous, say AB, the possible out-
comes for the observed genotypes are AB, AA, BB, AX, BX, XX, and XY, where
{X,Y} ∩ {A,B} = ∅. Their probabilities can be found following a similar process. The
probabilities of the new corruption process are summarised below, where p is the prob-
ability of corruption of an allele, and m the number of alleles at the locus.
For g = AA,
Pr(gobs|g, p) =
















Chapter 4. Convergence of the Markov Chains












if gobs = XX with X 6= A and X 6= B,
p(1− p)
m− 1 if g















To ensure that the probabilities in Eqs. (4.3) and (4.4) have been correctly specified,
the sum to 1.0 for each will be examined. The idea is to count how many cases hold
the condition of gobs. Tables 4.3 and 4.4 show the sums for both true homozygote and
true heterozygote cases, respectively.
Table 4.3: Counting cases for gobs when g = AA, and X 6= A.
gobs Counting Counting·Pr(gobs|g, p)
AA 1 (1− p)2
XX m− 1 p2/(m− 1)
XY (m− 1)(m− 2)/2 (m− 2)p2/(m− 1)
AX m− 1 2p(1− p)
Table 4.4: Counting cases for gobs when g = AB, and X,Y /∈ {A,B}
gobs Counting Counting·Pr(gobs|g, p)































Summing the third column in Table 4.3,
∑
gobs















Similarly, summing the third column in Table 4.4,
∑
gobs





+ 2(m− 1)p(1− p)
m− 1
= 1− 2p+ p2 + p2 + 2p− 2p2
= 1.
Thus, the probabilities associated with the new corruption process have been de-
fined, to ensure the possible events for gobs are both exhaustive and mutually exclusive.
The probabilities Pr(gobs|g, p) above modify those in Section A.2.1 to make the algo-
rithms comparable.
Now both models have a similar corruption process, which is crucial for a valid and
fair comparison. Under these aligned conditions, the data as considered by Wright
et al. (2009) can be modelled by implementing the SMERED algorithm. The following
example illustrates the performance of SMERED in such a situation. The purpose of
the small dataset is to take advantage of the small size of the state space, which allows
the inclusion of the analytical joint distribution of interest. In this way, comparisons
between the simulated and the exact distributions are achievable.
Example 4.2.1. Consider a sample with S = 2 observed genotypes at a single locus







According to the new corruption process, if an observed genotype is corrupted, then
it could be any one of these true genotypes: {(1, 1), (1, 2), (2, 2)}. If Xg denotes the
state space of g (the true genotypes that were observed in the sample), this state space



























Defining N = 3, γ = (0.5, 0.25, 0.25)′ and p = 0.25, the SMERED algorithm is
implemented to draw samples from the posterior distribution in Eq. (3.10). The density
function f(gobs|G, y, p) has been defined above, f(G|N, γ) is determined by γ, and
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f(y|N) is defined in Eq. (3.9). The aim with this small example is to compare the
exact posterior distribution to that simulated by SMERED. The following procedure











f(gobs|G, y, p) = (1− p)2 · 2p(1− p)
m− 1 = 0.2109375
















f(G|N, γ) = γ1,1 = 0.5
As follows, the posterior probability of g given gobs, γ,N , and p is proportional to
the product of these three terms, which is equal to 0.03515625. Repeating this process
for all nine states, and finding the normalizing constant, the exact probabilities are
given by,
(0.33123, 0.2761, 0.1656, 0.0552, 0.0920, 0.0276, 0.0184, 0.0153, 0.0184).
These probabilities are shown in Figure 4.5 using the red triangles. The black
points correspond to a simulation using 100 000 iterations of the SMERED algorithm.
The error bars were constructed by using multiple chains, and using the between-chain
variance.
Following Gelman et al. (2004), suppose M chains, each with length T . The mth
chain is a sequence {θm1, . . . , θmT} where θmi is some integer in {1, . . . , 9}, for labelling
the states in Xg. Let ĥi denote the Monte Carlo estimate of the proportion of visits to
the state gi, i = 1, . . . , 9. The aim is to estimate the variance of each ĥi.













The point estimates can be assumed as normally distributed if M is large (using
the central limit theorem). Figure 4.5 shows the estimated 95% confidence intervals
(error bars) for the true proportions of visits to each state in Xg for M = 45 chains with
the same length of T = 100000. The chains were initialised in different states of Xg.
This experiment strongly indicates that the Markov chain generated by the SMERED
algorithm does not converge to the correct stationary distribution.

Example 4.2.1 shows evidence that the Markov chain generated by the SMERED
algorithm may not converge to the distribution it was designed to simulate. This
failure is a consequence of the problems (P1) and (P2), which are reducibility and
non-reversibility problems, respectively. These problems are closely connected to the
dimension of G, as a consequence of the split-merge operations applied in SMERED.
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Figure 4.5: The red triangles indicate the exact invariant distribution of g. The black
points indicate the proportion of visits of the chain simulated by SMERED (under the new
corruption process) to each of the nine states in Xg. Also, the estimated (error bars) 95%
confidence intervals of the proportions of visits from a sample of M = 45 chains are shown.
They are based on the procedure considered by Jain and Neal (2004), previously pro-
posed by Green and Richardson (2001), in the context of Dirichlet process mixture
models. The idea is to enhance a M-H algorithm regarding its efficiency for moving
through the space state, and this is done by splitting or merging the mixture compo-
nents. The approach in Jain and Neal (2004) takes full advantage of the conjugacy in
the model to analytically integrate over the mixing proportions and component-specific
parameters, leaving only the latent indicator variables. These indicators are then up-
dated through splitting and merging steps.
In the context of SMERED, the latent indicator variables mentioned above corres-
pond to the values in the linkage structure y, and the parameters for each component
correspond to G. Indeed, the linkage structure is updated by SMERED using split-
merge operations, but G is jointly updated, instead of marginalised. The problem is
that there are no such conjugacy properties in the SMERED model for integrating
away G. Instead, the process for updating G and y causes the dimension of G to
increase (when splitting) or decrease (when merging) by one unit at each iteration of
the algorithm. Thus, if the change in the dimensionality of G is taken into account,
then G and y could potentially be jointly and correctly updated.
To illustrate how G changes dimension when y is updated, consider Example 3.3.1.
Updating the linkage structure is equivalent to creating a new index for identifying the
individuals, which is not added to the existing indexes, and is a replacement instead.
That is, the dimension of y remains unmodified. However, a new row (genotype) in G
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must be assigned to the new index, which means that the new state of G will have one
row more. In the example, splitting the second row of G resulted in the new index 5
which implies the addition of a new row to G. As a result, G with dimension four was
updated to G∗ with dimension five, while the dimension of y does not change.
In the same context of mixture models, Richardson and Green (1997) proposed a
reversible jump approach to sample mixture representations when the number of com-
ponents (parameters) is not only unknown but also inconstant. They considered six
types of moves, some of which change the dimension of the parameter space. For the
moves that keep this dimension unaltered, the acceptance probability reduces to the
case of the M-H algorithm. In contrast, the moves that result in a change of dimension
(e.g. split-merge) require a more elaborate procedure. To accomplish this, Richardson
and Green (1997) implemented the reversible jump MCMC algorithm (RJMCMC) in-
troduced by Green (1995). It was briefly discussed in Section 2.2.3.
The main feature of RJMCMC is the use of augmenting variables for matching
dimensions and the definition of bijective transformations for ensuring reversibility of
a move. That is, the existence of the inverse transformation is used for reversing the
moves of the chain. Thus, a practical solution to the problem of the dimension change
of G is to include a reversible jump step into the SMERED algorithm. The next chapter
presents and develops this new idea. The new algorithm has been called SMERED+.
4.3 Summary
Taken together, this chapter successfully resolves whether the GENUAD Markov chain
converges to its invariant distribution. It has been shown that the algorithm produces
an irreducible Markov chain which leads to the ergodicity of the chain. Irreducibility
was the primary concern for GENUAD as the joint density of (G, X) does not satisfy
the positivity condition, which can directly lead to irreducibility.
On the other hand, it was shown that the SMERED chain does not converge to its
invariant distribution. This behaviour may be the result of the inadequate definition of
a sampling distribution for G, which leads to a reducible chain. Alternatively, it may
result as a consequence of inaccurately assuming a symmetric proposal distribution,
which detrimentally alters the Metropolis ratio. Either way, considering the dimension




Chapter 3 presented two algorithms for addressing misidentification problems, where
the uncertainty in the assignment of a unique and true identity of individuals is part of
the model. The two algorithms are GENUAD by Wright et al. (2009) and SMERED
by Steorts et al. (2016). The previous chapter presented the analysis of convergence for
the algorithms, which showed convergence problems of the SMERED algorithm, due
to the omission of the dimension change of the parameter G. This chapter presents the
SMERED+ algorithm. It is a modification of SMERED that considers that variation
of the dimension along with a correct Metropolis ratio.
Also, another algorithm has been developed, called the DIU (Direct Identity Up-
dater) algorithm. It is a Metropolized independent sampler (MIS, see Section 2.2.4),
that directly updates the records in the sample. At each iteration, a single genotype
is proposed for updating. Both SMERED+ and DIU algorithms allow sampling from
the distribution in Eq. (3.10), which refers to the true genotypes in the sample.
5.1 SMERED+: Updating pairs of observations
The split-merge operations, on which the SMERED algorithm is based, increase or
decrease the latent number of individuals in the observed sample, denoted by n. This
is equivalent to saying that the dimension of G changes. The RJMCMC algorithm by
Green (1995) explained in Section 2.2.3 allows moves between states with different di-
mension. Thus, a reversible jump step has been introduced into SMERED algorithm in
order to account for the dimension change of G. The resulting algorithm, SMERED+,
is a trans-dimensional version of the SMERED algorithm by Steorts et al. (2016), and
is outlined in Algorithm 3 below.
The algorithm comprises three main parts. First, the updater for (G, y), which
implements the split-merge operations (steps 3-8). Second, the definition of r, which
includes the transformations for the transdimensional jumps. Third, resampling G
depending on the current value of y (step 11).
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Algorithm 3 SMERED+
1: Data: gobs, N, p and γ
2: Initializers: G and y
3: Draw a pair of observed genotypes, say i and j for some i 6= j in {1, . . . , S}
4: if yi = yj then
5: Propose splitting that individual, shifting (G, y) to (G∗, y∗)
6: else
7: Propose merging the individuals who i and j refer to, shifting (G, y) to (G∗, y∗)
8: end if
9: Calculate the corresponding ratio r (it will be defined later)
10: Set (Gnew, ynew) = (G∗, y∗) with probability min(1, r). Otherwise, (Gnew, ynew) =
(G, y)
11: Update Gnew by using its full conditional density given ynew, shifting Gnew to Gnewer
12: return Gnewer, ynew
5.1.1 Updater for G and y
According to Algorithm 2 for SMERED, G and y are jointly updated by using split-
merge operations. The merge operation combines pairs of records by assigning them to
the same individual in the population. The split operation separates two records, which
are assigned to a common individual, into two different individuals. These operations
are conducted taking into account the notion of compatibility (see Definition A.1.3)
and co-reference between genotypes (see Definition A.1.4).
This section explains in detail the procedure for updating G and y jointly. Split-
merge operations and the jumping distribution are the keys in this section. The split-
merge operations in Steorts et al. (2016) start with the random choice of a pair of
records. If the pair is associated with the same individual, a split will be proposed,
otherwise they will be merged. The jumping distribution proposes new attributes for
the split or merged individuals. The description in Algorithm 3 involves y but the use
of X facilitates the computational design of SMERED+.
5.1.1.1 Jumping distribution
The jumping distribution of SMERED+ is categorical and depends on the new index
(when merging) or the indices (when splitting) in y. Equivalently, it depends on the
new row(s) of X. If g denotes a genotype and x a row in X, then the jumping distri-
bution Jm(g|x, gobs, γ, p), for m ∈M, the set of possible moves, is determined as follows.
At each locus, find the number of unique alleles for each element of gobs in which
the proposed individual(s) was/were caught.
i. If this number exceeds 2, the proposed split is rejected as they cannot have come
from the same individual (or, the proposed merge is rejected as they cannot be
associated to the same individual).
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ii. If this number is equal to 2, then the two alleles are assigned to the proposed
genotype with probability equal to 1.0. This is because they are the same hetero-
zygous genotype, which are the only known genotypes.
iii. If this number is equal to 1 then that allele is assigned to one of the alleles for
the true genotype. For the second allele, the support is 1, 2, . . . ,ml where ml is
the number of alleles at locus l. The corresponding probability has two factors,
Pr(gl|γ) and Pr(gobsl |gl, p). The former is the corresponding value in the vector
of allele frequencies γ. The later has the value pl/2 if the resulting genotype is
heterozygous or 1.0 if homozygous (Definition A.2.1).
This description characterizes the jumping distribution for the transdimensional
approach as categorical.
5.1.1.2 Split-merge operations
As the data in Wright et al. (2009) are corrupted by the presence of allelic dropout, the
number of suitable pairs of gobs to be compared is limited. Only potential co-referent
genotypes will be compared. There is no point in examining genotypes that never
could be assigned to the same individual. An example of a pair with no chance to be
co-referent is presented in Definition A.1.4.
Denote by C the set of all pairs of samples which could be co-referent, assuming that
allelic dropout is the only source of genotyping error. Any in which the pair comes from
the same known genotype is eliminated (i.e. pairs of genotypes that are heterozygous
for all loci). At each update step, one element from C is chosen at random. If the pair
is associated with the same individual, a split will be proposed, otherwise they will be
merged. The operations are described as follows.
Splitting
If the two samples belong to a common individual indexed by i in the population, then









2 . This process will update X, whose number of rows has increased
by one unit. This means that G has to be updated as well. For updating G, two new
genotypes are obtained depending on x+1 and x
+
2 by using the jumping distribution
Jsplit(g|x, gobs, γ, p) described above.
If the chosen samples match with the same latent individual, say some value i in
{1, 2, . . . , n}, then they are split following the steps below.
i. Find the collection C of observations associated with individual i, including the
chosen.
ii. Retain the capture in one of the samples as being associated with individual i and
propose allocating the capture in the other sample to a new index (not existing in
the population), say i′.
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iii. For each remaining observation in C, randomly allocate the capture to either i or
i′. If |C|= d, there are 2d−2 ways of allocating these captures to the two individuals,
existing and proposed.
iv. According to the partition in the previous step, the ith row of X has been updated
by replacing it for two new rows denoted by x+1 and x
+
2 . More precisely, they
correspond to the rows i and i′ in the new state of X.
v. Values for the corresponding rows in G must be proposed. Without loss of gen-
erality, denote them by g+1 and g
+
2 , such that g
+
1 6= g+2 . They are assigned values
by drawing independently from Jsplit(g|x, gobs, γ, p) described above, where x is the
relevant row in X.
Merging
If the two chosen samples belong to different individuals, say indexed by i and j, then
the ith and jth rows of X are merged into a single row, denoted by x−, by summing
them. That is, xi + xj = x
−. A row of X was deleted. While there are multiple
ways of splitting, there is only one way of merging. The two genotypes associated with
those two individuals are merged into a new genotype which is denoted by g−. Then,
the corresponding merged row of G needs to be updated. A value for g− is found by
drawing from Jmerge(g|x−, gobs, γ, p).
Example 5.1.1. Consider the observed genotypes gobs, as below, with S = 6 samples
and L = 2 loci.
gobs =

1, 1 1, 1
1, 2 2, 2
1, 2 1, 3
1, 1 1, 1
3, 3 1, 1
2, 2 3, 3
 .
Assume that the latent information is given by
G =
 1, 2 2, 31, 2 1, 3
2, 3 1, 2
 and X =
 0 1 0 0 0 01 0 1 1 0 1
0 0 0 0 1 0
 .
Notice that the information contained in X can be expressed as y = (2, 1, 2, 2, 3, 2)′.
Suppose that observed genotypes 1 and 4 are randomly chosen. As they belong to the
same individual indexed by 2, then they are proposed for splitting. Then, the second
row of X which is (1, 0, 1, 1, 0, 1)′ will be divided into two new rows.
Starting with the first step of the five steps described above, the collection of samples
associated to the individual 2 is given by C = {s1, s3, s4, s6}, where sk denotes the
sample k. The second step consists of assigning one of the chosen samples to a new
index, say 4, while the other remain assigned to the current index which is 2. For
example, suppose that sample 1 is chosen to be allocated to index 4 and sample 4 to
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index 2. In the third step, the rest of samples in C are randomly allocated either to 2
or 4. This process partitions the set C into two sets. There are 22 ways to do this. All
the possible partitions are listed below.
C = {s1} ∪ {s3, s4, s6}
C = {s4} ∪ {s1, s3, s6}
C = {s1, s3} ∪ {s4, s6}
C = {s1, s6} ∪ {s3, s4}
For continuing with the fourth step, suppose that the resulting partition is the first
one above. It means that the current row of X to be updated has been split into
two new rows, x+1 = (1, 0, 0, 0, 0, 0) and x
+





independently drawn from Jsplit(g|x+1 , gobs, γ, p) and Jsplit(g|x+2 , gobs, γ, p), respectively.
Table 5.1 shows the categories and their probabilities for sampling g+1 . As stated above,
the probabilities are computed as the product Pr(gobs|g, p) · Pr(g|γ).
Table 5.1: Jumping distribution Jsplit(g|x+1 , gobs, γ, p) for sampling g+1 .
Category Pr(gobs|g, p) Pr(g|γ)
(1, 1 1, 1) 1 γ
(1)
1,1 · γ(2)1,1
(1, 1 1, 2) 1 · p2/2 γ(1)1,1 · γ(2)1,2
(1, 1 1, 3) 1 · p2/2 γ(1)1,1 · γ(2)1,3
(1, 2 1, 1) p1/2 · 1 γ(1)1,2 · γ(2)1,1
(1, 2 1, 2) p1/2 · p2/2 γ(1)1,2 · γ(2)1,2
(1, 2 1, 3) p1/2 · p2/2 γ(1)1,2 · γ(2)1,3
(1, 3 1, 1) p1/2 · 1 γ(1)1,3 · γ(2)1,1
(1, 3 1, 2) p1/2 · p2/2 γ(1)1,3 · γ(2)1,2
(1, 3 1, 3) p1/2 · p2/2 γ(1)1,3 · γ(2)1,3
The distribution Jsplit(g|x+2 , gobs, γ, p) for drawing g+2 has only one category, which
is (1, 2, 1, 3) with probability 1.0. Then, after choosing a pair which resulted in a
split, the new proposal may be set as,
G∗ =

1, 2 2, 3
1, 2 1, 3
2, 3 1, 2
1, 3 1, 3
 and X∗ =

0 1 0 0 0 0
0 0 1 1 0 1
0 0 0 0 1 0
1 0 0 0 0 0
 .
In this case, y∗ = (4, 1, 2, 2, 3, 2). 
From Example 5.1.1, notice that the dimension of G and X changed, while the
dimension of y remains unaltered. This change explains the use of X rather than y for
constructing SMERED+. However, the distribution of y will determine the Metropolis
ratio.
81
Chapter 5. New samplers
5.1.2 The transdimensional approach
In analogy with the state space defined in Eq. (2.11), the elements in the state space of
fX,G can be seen as pairs (X,G) indexed by X, where the dimension of G depends on
X (equivalently y). More precisely, the number of rows n (distinct individuals observed
in the sample) of G changes once X has been updated. If (X,G) denotes the current
state of the Markov chain and a new move to (X∗, G∗) is proposed, then n∗ = n + 1
when splitting, and n∗ = n−1 when merging. Clearly, the dimension of the parameter
space is changing.
As explained in Section 2.2.3, RJMCMC introduces auxiliary random variables
u generated from a convenient proposal distribution, and bijective functions used to
match dimensions of (X,G) and (X∗, G∗). The dimension of (X,G) is defined as the
number of rows n. If the current state is (X,G) and a split is proposed, then two
auxiliary random variables u1 and u2 may be generated from a jumping distribution as
defined in Section 5.1.1.1. For the reverse move (merge), a single auxiliary variable v is





where g+1 and g
+
2 are any two rows in G
∗, and g− is a row in G.
This bijective transformation guarantees the dimension matching, for moving be-
tween (X,G) and (X∗, G∗) whose dimensions differ. Figure 5.1 illustrates a transfor-
mation h for splitting. Notice that G has three rows, while G∗ has four rows. Then,
two auxiliary random variables u1 and u2 are generated from the jumping distribution.
Since the transformation h is defined such that the dimensions match, an auxiliary
variable v is drawn in the image of the transformation. Now, the sum of dimensions is
balanced, as Figure 5.1 shows.
In general, if the dimensions are defined as
dim(X,G) = n dim(u) = r
dim(X∗, G∗) = n∗ dim(u∗) = r∗
the transformation h maps (G, u) into (G∗, u∗) such that n+r = n∗+r∗. This equality
is required to ensure the existence of the inverse of the transformation.
Metropolis-Hastings ratio
According to Eq. (2.14), the ratio for deciding whether the proposal is accepted or
rejected is given by
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h
G =


























It is known that the Jacobian factor in Eq. (2.14) results of applying the change of
variables technique to the jumping distribution and the transformation. As the vari-
ables involved are discrete, there is no Jacobian term in this case.
The terms involved in the first ratio are defined in Wright et al. (2009). Indeed,
f(gobs|G,X, p) is the sampling distribution and f(G|γ) is the prior distribution for the
parameter G. Most of the terms in the ratio f(G∗|γ)/f(G|γ) will cancel. Only the
terms that refer to the genotypes involved in the split-merge operation will remain.







Pr(g+1 |γ) Pr(g+2 |γ)
Pr(gcur|γ) .
In contrast, if two genotypes gcur1 and g
cur









Pr(gcur1 |γ) Pr(gcur2 |γ)
.
On the other hand, the prior probability of the model is given by the distribution of
y, however it is the change in X which is treated as part of the new model description.




N − n if splitting,
(N − n+ 1)−1 if merging.
(5.2)
The second ratio in Eq. (5.1) corresponds to the jumping distribution. Three aug-
menting variables are required for balancing the dimensions of the parameter spaces.
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They are denoted by u1, u2 for splitting and v for merging, and independently drawn
from the jumping distribution Jm as explained before.
u1 ∼ Jsplit(g|x+1 , gobs, γ, p),
u2 ∼ Jsplit(g|x+2 , gobs, γ, p),
v ∼ Jmerge(g|x−, gobs, γ, p),
where x+1 , x
+
2 and x
− denote rows of the indicator matrix X.
In the third ratio in Eq. (5.1), jX→X∗ represents the probability of a jump from X
to X∗. As explained before, for the split case, if the number of captures associated
with the row of X to be split is denoted by d, then there are 2d−2 ways of dividing
them into two groups. Then, when splitting, jX→X∗ = 1/2
d−2. When merging, there







The set of ratios above define together the ratio in Eq. (5.1) for the specific model









JX∗→X(v|x−, gobs, γ, p)
JX→X∗(u1|x+1 , gobs, γ, p) · JX→X∗(u2|x+2 , gobs, γ, p)
· jX∗→X
jX→X∗
the Metropolis-Hastings ratio is given by
r =
{
r1 · r2 if splitting,
r1 · r−12 if merging.
(5.3)
Notice how the augmenting variables and the transformations help to match the
dimensions of the parameter spaces. To see this clearly, the ratio r is fully written










1 |γ) Pr(g+2 |γ)JX∗→X(v|x−, gobs, γ, p)
Pr(gcur|γ)JX→X∗(u1|x+1 , gobs, γ, p) · JX→X∗(u2|x+2 , gobs, γ, p)
The table below attempts to summarise the steps of SMERED+ for updating jointly
X andG. Assume that the current state of the chain is (X,G), and a new state (X∗, G∗)
will be generated.
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SMERED+ algorithm: Jointly updating y and G
Starting at step t− 1, the step t is obtained following the next steps:
1. Randomly choose a pair of observations, say i and j. If yi = yj split them,
otherwise merge them.
2. Use the jumping distribution Jm(g|x, gobs, γ, p) for generating augmenting
variables (u1, u2, v) depending on the move m.
3. Map u1 ↔ g+1 , u2 ↔ g+2 and v ↔ g−, with g+1 and g+2 in G∗ and g− in G.
4. Calculate the ratio given by Eq. (5.3) and accept the proposal (y∗, G∗) with
probability min(1, r).
5.1.3 Resampling G
Once y and G are jointly updated, the full conditional density defined in Section 3.2.2,
f(G|X,N, γ, p), is used for updating G separately. This step fixes the problem with
step 9 of the original SMERED discussed in Section 4.2. Also, it shows that the differ-
ence between SMERED+ and GENUAD for sampling from the posterior distribution
in Eq. (3.10) is the joint updater for (y,G) in SMERED+ and the updater for X in
GENUAD.
5.1.4 Existence of the invariant distribution
By construction, a Markov chain generated from a RJMCMC algorithm has an in-
variant distribution. This statement is based on Section 2.2.3, where the acceptance
probability was derived such that the proposal density satisfies the reversibility con-
dition. This construction means that the Markov chain generated is reversible. Using
Theorem 2.1.2, reversibility is a sufficient condition to ensure the existence of the sta-
tionary distribution. Failure to fulfil the reversibility condition could be considered
a result of a poorly constructed proposal distribution. Example 4.2.1 for the original
SMERED algorithm illustrated this situation.
There is no evidence whether the proposal (jumping) distribution in Section 5.1.1.1
for SMERED+ is optimal. However, the choice was made such that the user knows
where to jump safely. This refers to a sufficient condition of positivity of the proposal
distribution Jm, that is, Jm(g
(t)|g(t−1)) > 0. In other words, starting in g(t−1) the
chain will jump to g(t) with positive probability. Moving to states for which this
conditional probability is zero may result in a reducible chain. The critical point in the
construction of that proposal distribution is the numeral (i.), because it would be the
perfect scenario for proposing those illegal states. However, it was defined that under
(i.), the proposal is rejected. Thus, the chain does not move to that proposal. Brooks
et al. (2003), Hastie and Green (2012) and Farr et al. (2015) discuss techniques for
improving proposals in RJMCMC.
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5.2 DIU: Updating a single observation
This section introduces the DIU (Direct Identity Updater) algorithm, as an alterna-
tive approach for determining the real identities of the individuals in gobs. It directly
updates the true genotypes in the sample, denoted by g. From Definition 3.1.1, g is
a deterministic function of G and y (equivalent to X). Indeed, the ith row of g is
equal to the yith row of G. Denote by U the set of indices that give the collection of
n unique genotypes in G (i.e. U ⊆ {1, . . . , S} and |U|= n). When n < S, U is not
unique because different indices may provide the same set of unique genotypes.
As mentioned before, the M-H algorithm generates a Markov chain that moves
through the state space using a proposal density which, in general, depends on the
current state. However, it can be set as independent of the current state of the chain.
This procedure is known as Metropolized independence sampler (MIS), already intro-
duced in Section 2.2.4. The DIU algorithm is a MIS sampler.
Suppose that the Markov chain is currently in the state g(t), and the jth observation
is proposed for updating, with j = 1, . . . , S. Then, a proposal g∗j is drawn from
J(g∗j ) ∝ f(gobsj |g∗j , p) · f(g∗j |γ) (5.4)
where the first term in the right side is the likelihood function in Eq. (1.1) and the
second term is the prior distribution for the true genotypes in the sample.
Making use of the independence between loci and updating one locus at a time, the
proposal density is given by
J(g∗j ) = J(g
∗










f(gobsjl |g∗jl, p) · f(g∗jl|γ)∑
g∈C f(g
obs
jl |g, p) · f(g|γ)
=





jl |g, p) · f(g|γ)
,
where g∗jl represents the latent pair of alleles for observation j at locus l, C is the set
of genotypes compatible with gobsjl . This definition introduces the normalising constant
(the denominator in the third equation). Although it is not required when defining the
Metropolis ratio, it has important computational implications in the algorithm.
The Metropolis-Hastings ratio r is defined as
r =
π(g∗|gobs, N, γ, p)
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Using the posterior distribution π in Eq. (3.10) for g, since g is a deterministic
function of G and X,



















f(gobsj |g(t)j , p) · f(g(t)j |γ)

















where U (t) is the set of indices providing the collection of n(t) unique genotypes. The
cardinality of U (t) is n(t). Similarly, |U∗|= n∗. There are three cases for the proposal
n∗:
1. n∗ = n(t)
2. n∗ = n(t) + 1
3. n∗ = n(t) − 1
If n∗ = n(t), then the first ratio in Eq. (5.6) is equal to 1. There are three possible
facts for the other two ratios:
i. g∗j = g
(t)
j , which implies r = 1.
ii. g∗j 6= g(t)j and {gi : i ∈ U (t)} = {gi : i ∈ U∗}. This situation arises when g∗j = g(t)k
for some k ∈ {1, . . . , S}, k 6= j. In this case, the third ratio in Eq. (5.6) is equal to







iii. g∗j 6= g(t)j and {gi : i ∈ U (t)} 6= {gi : i ∈ U∗}. This is the case of g∗j 6= g(t)k for all
k ∈ {1, . . . , S}, k 6= j. That is, the proposal does not exist in the current set of
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if n does not change and condition (ii.) holds,
f(g
(t)




N − n(t) + 1 if n decreases,
1 otherwise.
(5.7)
The proposal g∗j is accepted with probability equal to min(1, r), where r is defined
by Eq. (5.7). If the proposal is accepted, gnewj = g
∗




j . The matrix
resulting from this process is gnew, which is different from g(t) up to a single row. The
unique genotypes in the new state gnew are denoted by Gnew, which is updated using
its full conditional density. This density is conditional on the current value of y. The
new state, denoted by G(t+1), gives a g matrix denoted by g(t+1). Algorithm 4 outlines
the steps followed by DIU.
The DIU algorithm will produce a Markov chain whose states are matrices g con-
taining the true genotypes in gobs. Step 7 in Algorithm 4 has been included to align all
the algorithms. This step is analogous to step 11 in Algorithm 3 for SMERED+, and
step 4 in Algorithm 1 for GENUAD. This step allows to two consecutive g matrices
to be different. However, their number of unique genotypes may be either the same or
differ by one unit.
Algorithm 4 DIU (Direct Identity Updater)
1: Data: gobs, N, p and γ
2: Initializers: g
3: Choose at random a row of g, say j
4: Draw g∗j from the proposal density defined by Eq. (5.4)
5: Calculate r as defined in Eq. (5.7).
6: Set gnew = g∗ with probability min(1, r). Otherwise, gnew = g
7: Update Gnew by using its full conditional density given gnew, shifting Gnew to Gnewer
8: return gnewer
The following example shows how the DIU algorithm updates a single row of g.
Example 5.2.1. Consider gobs as in Example 5.1.1. The matrix g with the true geno-
types in gobs is deterministically found from G and X. Then,
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g =

1, 2 1, 3
1, 2 2, 3
1, 2 1, 3
1, 2 1, 3
2, 3 1, 2
2, 3 1, 3









Notice that currently n = 4. Suppose that row 6 has been randomly chosen for
which gobs6 = (2, 2 3, 3). Then, a proposal g
∗
6 is drawn from the density in Eq. (5.4).
Table 5.2 shows the categorical distribution. The probabilities of the categories are
given by the product Pr(gobs|g, p) · Pr(g|γ).
Table 5.2: Proposal distribution of DIU for sampling the 6th genotype in g.





1 (1, 2) p1/2 γ
(1)
1,2
(2, 2) 1 γ
(1)
2,2







2 (1, 3) p2/2 γ
(2)
1,3
(2, 3) p2/2 γ
(2)
2,3
(3, 3) 1 γ
(2)
3,3
From the independence among loci, there are 32 = 9 possible combinations of alleles
pairs from which one is randomly sampled. Each of the cases for n∗ is illustrated as
follows.
• For (i.) in case 1, the proposal g∗6 is equal to the current genotype. That is,
g∗6 = (2, 3 1, 3) is sampled with probability p1 · p2 · γ(1)2,3 · γ(2)1,3/4. In this case,
r = 1.
• For (ii.) in case 1, the proposal is different to the current genotype, but equal to
one element in the set of unique genotypes (i.e. n does not change). For example,


















• For (iii.) in case 1, the proposal is different to all current unique genotypes, but it
does not change the current value of n. For example, g∗6 = (2, 3 3, 3) is sampled
with probability p1 · γ(1)2,3 · γ(2)3,3/2. In this case, r = 1.
• For case 3, the current value of n decreases. For example, g∗6 = (1, 2 2, 3) may











N − n+ 1
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The case 2 cannot be illustrated using row 6 in g. Suppose that row 2 is chosen
for updating. Table 5.3 shows the categorical distribution in this case. At locus 1,
the allele pair 1,2 is chosen with probability 1.0, as a heterozygous was observed. A
proposal may be g∗2 = (1, 2 1, 2) with probability p2 · γ(2)1,2/2. This proposal increases
n = 4 to n∗ = 5. From Eq. (5.7), r = f(g2|γ) · (N − n) where n = 4.
Table 5.3: Proposal distribution of DIU for sampling the 2nd genotype in g.





2 (1, 2) p2/2 γ
(2)
1,2
(2, 2) p2/2 γ
(2)
2,2
(2, 3) 1 γ
(2)
2,3
For all cases above, r will determine whether the proposal is accepted or rejected.
If it is accepted, gnew = g∗. Otherwise, gnew = g.
For example, if the proposal is accepted in case 3 above, gnew and the corresponding
Gnew are given by
gnew =

1, 2 1, 3
1, 2 2, 3
1, 2 1, 3
1, 2 1, 3
2, 3 1, 2
1, 2 2, 3
 and G
new =
 1, 2 1, 31, 2 2, 3
2, 3 1, 2
 .
Note that the new current value of y is ynew = (1, 2, 1, 1, 3, 2)′. Also, gnew and the
current g differ only in row 6. Using step 7 in Algorithm 4, Gnew is updated given ynew.
Suppose that Gnewer is given by
Gnewer =
 1, 2 1, 31, 2 2, 3
3, 3 1, 1
 .
The pair Gnewer and ynew produce the new updated value of g as follows.
gnewer =

1, 2 1, 3
1, 2 2, 3
1, 2 1, 3
1, 2 1, 3
3, 3 1, 1
1, 2 2, 3

The matrices g and gnewer differ in two rows but the difference between the number of
unique genotypes is 1. It passed from n = 4 to nnewer = 3. 
90
5.2. DIU: Updating a single observation
Properties of DIU
The DIU algorithm is a Metropolis independent sampler, introduced in Section 2.2.4.
In contrast to the other Metropolis algorithms, for the case of finite sample spaces, the
actual transition matrix of the Markov chain generated by DIU can be found. This
allows the eigenvalues and eigenvectors to be determined for studying the convergence
to the invariant distribution. The most informative in this sense is the second largest
eigenvalue, and its importance lies in the fact that it provides information on the
mixing rate of the chain (see Liu (1996), Liu (2008)). Liu (1996) shows results for
this particular case of Metropolis sampling, procedures for finding eigenvalues and the
corresponding eigenvectors, and an upper bound for the L1 distance between the target
and the simulated distribution.
Eigenvalue analysis for DIU
Let Xg denote the space state of g of a Markov chain generated by DIU. Suppose that
Xg is finite with q distinct states. The states in Xg are labelled according to the values
of their importance ratios, defined in Eq. (2.15). That is,
w1 ≥ w2 ≥ . . . ≥ wq
where wi is the importance ratio of a state g ∈ Xg with the ith largest importance
ratio. Liu (2008) uses the notation wi = w(i). For DIU, w = π(g|gobs, N, γ, p)/J(g)
where J(·) refers to the proposal density defined in Eq. (5.4).
The transition matrix is explicitly expressed as
K =

J1 + λ1 π2/w1 π3/w1 . . . πq−1/w1 πq/w1







J1 J2 J3 . . . Jq−1 + λq−1 πq/wq−1




i=k(Ji − πi/wk) is the probability of a rejection in the next step if
the current state is k. It is shown in Liu (1996) that the eigenvalues for K are
1 > λ1 ≥ λ2 ≥ λq−1.
The second largest eigenvalue λ1 is expressed as 1− 1/w1, and asymptotically con-
trols the mixing rate of the chain, when Xg is finite and the number of iterations is
large. An upper bound for the total variation distance between J and π is provided
in Liu (1996). The lemma is omitted here, but the bound has the form λ2T1 /πx, where
x is any starting state and T is number of iteration. Additional bounds are given
considering other eigenvalues, which luckily have explicit expressions. The use of the
coupling method also provides bounds for this distance (see Liu (1996), Liu (2008)).
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However, Metropolis independent sampling is an exceptional case, because in gen-
eral, determining the structure of the transition matrix is virtually impossible. There-
fore, only finding estimates for upper and lower bounds of the second largest value
is achievable. For example, a bottleneck is a subset of the state space that makes
portions of it difficult to reach from some starting locations, which limits the speed of
convergence. Consequently, bottlenecks might control the mixing time of the chain.
Levin et al. (2009) provides lower bounds for the mixing time for a Markov chain with
bottlenecks.
The Perron-Frobenius theorem also helps to measure mixing time. It states that
the convergence to the invariant distribution of an ergodic Markov chain in a finite
space state is geometric, with relative speed equal to the second largest eigenvalue.
More details can be found in Levin et al. (2009), Behrends (2000), Brémaud (1999).
Regarding the existence of the invariant distribution, the argument is based on the
fact that DIU is a particular case of the M-H algorithm. Similar to the conclusion for
SMERED+, the reversibility implies the existence of the invariant distribution. Irre-
ducibility of the chain results from the positivity of the density in Eq. (5.4), as stated
by Robert and Casella (2004). For the case of DIU, the conditional density J(g) de-
fined in Eq. (5.4) should satisfy positivity. This condition allows to conclude that the
chain is irreducible. Equivalently, if both conditional densities f(gobs|g, p) and f(g|γ)
satisfy the positivity condition then irreducibility is easily concluded. Indeed, they are
positive by definition as given in Wright et al. (2009), equations 1-4. In other words,
from equations 1-3, given g and p, f(gobs|g, p) > 0 for all gobs. And from equation 4,
knowing γ, f(g|γ) > 0 for all g.
5.3 Summary
This chapter presented two new algorithms for sampling from the posterior density
in Eq. (3.10), called SMERED+ and DIU. This density refers to the observable part
of the misidentification problem in Wright et al. (2009). SMERED+ is an RJMCMC
algorithm for taking into account the dimension change of G. The procedure ran-
domly chose pairs of observations for splitting or merging, depending on the current
status. These split and merge operations update not only the pair but also all other
observations linked to them. Instead, DIU randomly chose a single row of g. It is a
Metropolized independent sampler, that is, the proposal is an independent transition
function from the current state. In this particular case, the analysis of all the eigen-
values of the transition matrix is feasible for a finite state space. For both SMERED+
and DIU, the existence of the invariant distribution is ensured by construction because
the Metropolis ratio is defined such that reversibility holds.
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Previous chapters presented three different algorithms (GENUAD, SMERED+, and
DIU) for simulating the posterior distribution in Eq. (3.10). This chapter implements
these algorithms using three examples which rely on the badger records data conside-
red by Wright et al. (2009). In the first example, the number of observations and loci
have been markedly reduced for illustrative purposes. The second and third examples
provide a more realistic situation, as they consider the entire data set. The difference
between the two datasets is the number of replicates during the PCR that was carried
out for the DNA amplification. The underlying purpose of the replicates is to “clean”
the biological data as much as possible; the more replicates that are carried out, the
cleaner the data is. The second example considers data which contains two replicates,
and the third examines the case with two or more replicates.
Although the toy example presented below may be too restrictive, it is necessary to
explain the performance of the algorithms clearly and to provide some intuition about
them. Albeit, this intuition might not apply to high dimensional data. For instance,
the state space associated with the true genotypes in the sample of the toy example
is minimal. These settings imply an availability of the exact posterior target distri-
bution for contrasting with the simulated distributions by the three algorithms. This
comparison is not possible with the larger dataset because the state space is extensive.
Thus, the analysis of the full data set needs to be addressed differently. In the other
two examples, different diagnostic tests in the CODA library of the R software were ap-
plied to assess convergence. The aim was to detect failures in the convergence to a
stationary state rather than to “prove” convergence. The R and C code for fitting these
models was written by Prof. Richard Barker, Dr. Chris Stevens and Nick Gelling of
the University of Otago.
Therefore, Section 6.1 introduces the results of applying the algorithms to the toy
example, Section 6.2 considers the two replicates data, and Section 6.3 presents the
results when performing two or more replicates.
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6.1 Toy example
In this section, Example 3.2.1 is used to compare the GENUAD, SMERED+, and DIU
algorithms. The main goal is to sample from the posterior distribution in Eq. (3.10).
Because it is a small-scale example, the state space is small, which means that the
posterior distribution simulated by the algorithms can be compared with the exact
posterior distribution.
Consider S = 3 samples and L = 2 loci. The observed genotypes gobs are given by
gobs =
 1, 1 1, 11, 2 2, 2
1, 2 1, 3
 .
The settings for this example are as follows.
• The population size, N = 5.
• The number of alleles at each loci, m = (2, 3).
• The number of genotypes at each loci, η = (3, 6).
• The dropout probabilities at each loci, p = (0.25, 0.35).
• The allele frequencies at locus 1, γ(1) = (1/3, 1/3, 1/3).
• The allele frequencies at locus 2, γ(2) = (1/6, 1/6, 1/6, 1/6, 1/6, 1/6).
Notice that the allele frequencies at each locus have been established as equally
probable.
Set G(0) and X(0) as initial states such that (G(0), X(0)) ∈ supp(fG,X) as below.
G(0) =

1, 2 1, 2
1, 2 1, 3
1, 2 2, 3
2, 2 2, 3
1, 1 1, 2








The true genotypes in gobs associated with (G(0), X(0)) and the vector of indices are
given by
g(0) =
 1, 2 1, 21, 2 1, 2
1, 2 1, 3




Recall that, in general, the ith row of g is equal to yith row of G, that is, gi = Gyi .
The matrix g(0) is one of the 18 possible matrices in the state space of g, Xg. This
number comes from counting the number of possibilities for the observed homozygous
genotypes in gobs (2 ·32 = 18). Table 6.1 shows the elements of Xg. Each row represents
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a matrix g when filling by rows. For example, for i = 10, the row represents the matrix
below. For i ∈ {4, 6, 12, 18}, the corresponding g’s have n = 2, for the rest n = 3.
g =
 1, 2 1, 21, 2 2, 2
1, 2 1, 3
 .
Table 6.1: Elements in the state space of g, Xg.
i Sample 1 Sample 2 Sample 3
1 1 1 1 1 1 2 1 2 1 2 1 3
2 1 2 1 1 1 2 1 2 1 2 1 3
3 1 1 1 2 1 2 1 2 1 2 1 3
4 1 2 1 2 1 2 1 2 1 2 1 3
5 1 1 1 3 1 2 1 2 1 2 1 3
6 1 2 1 3 1 2 1 2 1 2 1 3
7 1 1 1 1 1 2 2 2 1 2 1 3
8 1 2 1 1 1 2 2 2 1 2 1 3
9 1 1 1 2 1 2 2 2 1 2 1 3
10 1 2 1 2 1 2 2 2 1 2 1 3
11 1 1 1 3 1 2 2 2 1 2 1 3
12 1 2 1 3 1 2 2 2 1 2 1 3
13 1 1 1 1 1 2 2 3 1 2 1 3
14 1 2 1 1 1 2 2 3 1 2 1 3
15 1 1 1 2 1 2 2 3 1 2 1 3
16 1 2 1 2 1 2 2 3 1 2 1 3
17 1 1 1 3 1 2 2 3 1 2 1 3
18 1 2 1 3 1 2 2 3 1 2 1 3
The following is a review of how each algorithm updates the initial state (G(0), X(0)).
GENUAD updates G(0) and X(0) by a Gibbs sampler. The former is updated by
rows (individuals in the population) and the later by columns (individuals in the sam-
ple). The conditional densities have been explained in Section 3.2.2. The Markov chain
then generates a sequence of values for (G, X) which leads to g.
For example, suppose that X(0) is updated given G(0), resulting in the new state
X∗ as below. Conditioned on X∗, G∗ is obtained. Thus, the pair (G∗, X∗) determines








 , G∗ =

1, 2 2, 3
1, 2 1, 3
1, 1 1, 2
2, 2 2, 2
1, 1 1, 3
 ⇒ g∗ =
 1, 1 1, 31, 2 2, 3
1, 2 1, 3

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SMERED+ starts with the pair (G(0), y(0)), where G(0) contains the unique geno-
types in the sample and defined as
G(0) =
(
1, 2 1, 2
1, 2 1, 3
)
.
These initial states are jointly updated by a RJMCMC move. As explained in Sec-
tion 5.1.1, the updater starts by taking a random pair of samples in gobs and updating
the index (or indices) associated with that choice. All of the genotypes associated
with those indices are also updated in the same step. For example, suppose the initial
state described above. If samples 1 and 2 are chosen for updating, then they are pro-
posed for splitting, as they are currently assigned to the first individual in G. Only




 , G∗ =
 1, 1 1, 31, 2 1, 3
1, 2 2, 3
 ⇒ g∗ =
 1, 1 1, 31, 2 2, 3
1, 2 1, 3
 .
DIU starts with the state g(0). At each iteration, a single row of g is randomly
chosen for updating. For example, the state g∗ as above can be obtained if either row 1
or 2 are chosen. Then, the proposal distribution defined in Eq. (5.4) along with step 7
may lead to the new matrix g∗ as above.
The use of the matrix g∗ as a destination state is a deliberate example to show
how different updaters reach the same state in a single step. Although in practice
this is unlikely, it illustrates that GENUAD algorithm updates separately G and X,
SMERED+ jointly updates G and y, and DIU directly updates g.
Now, because Xg is small, the probability distribution of g can be found by using
the expression in Eq. (3.10). The exact values of this posterior distribution in addi-
tion to the probabilities of visiting the states in Xg are shown in Figure 6.1(a). The
stationary distribution associated with the Markov chains generated by the algorithms
are similar to the exact distribution of g.
The inspection of the trace plots in Figure 6.1(b) for assessing the convergence of
the Markov chains shows that they traverse Xg rapidly because they have the ideal
shape (similar to an “accordion” shape). That is, the chain does not visit the same
state for extended periods, and the steps do not tend to follow a particular direction.
This feature is a signal of good mixing in the space Xg. However, there is one difficulty
with this interpretation that may conceal the actual performance of the chains, which
is the lack of a distance notion in Xg. The 18 labels in the vertical axis are just that,
labels that were assigned arbitrarily to all states in Xg. Thus, there is not a notion of
order, which implies that another assignment of labels could give a completely different
trace plot, perhaps unfavourable for the algorithms. However, these trace plots can






















(a) Comparing the exact distribution and the simulated by GENUAD, SMERED+
and DIU algorithms.





















(b) Trace plots for the 18 states of g. Only the first 3000 iterations are
shown.
Figure 6.1: Exploring the state space Xg.
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As an exercise in preparation for the second example, consider the number of unique
rows of g, denoted by n. This quantity n can be used as a summary of g. Table 6.2
shows the posterior distribution of n, which shows similar probabilities for the three
chains. Also, Figure 6.2 shows the behaviour of the chains for exploring the values of
n through the first 3000 iterations. GENUAD and SMERED+ move relatively easily
between n = 2 and n = 3. However, DIU often gets stuck at n = 3, which is the value of
n with the largest frequency. Although this example is small, notice that the summary
n is a numerical variable, and so the concept of closeness between states makes sense.
Taken together, in this example, GENUAD and SMERED+ seem to explore Xn, the
state space of n, relatively well while DIU explored the state space poorly.
Table 6.2: Posterior distribution of n
n GENUAD SMERED+ DIU
2 0.09395 0.09039 0.10417
3 0.90605 0.90961 0.89583






























Figure 6.2: Trace plots for n. Only the first 3000 iterations are shown.
The toy example serves as a prelude to the full dataset considered by Wright et al.
(2009) because it illustrates, at a small scale, the relevant state spaces involved in the
simulation, that is, Xg and Xn. The next section presents the results obtained for the
entire dataset.
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6.2 Two PCR replicates
Here, the GENUAD, SMERED+, and DIU algorithms have been implemented using
the dataset considered by Wright et al. (2009), which consider two replicate PCR am-
plifications (R = 2). After having addressed the toy example in the previous section,
it is slightly easier to explain how the algorithms work for the full dataset.
The matrix gobs has S = 47 observed genotypes at L = 7 loci, for which the num-
ber of alleles is given by m = (6, 4, 5, 4, 4, 4, 3). The number of possible genotypes at
each locus is determined by using the formula ηl = ml(ml + 1)/2 for l = 1, . . . , L,
which define the vector η = (21, 10, 15, 10, 10, 10, 6). The fixed values are N = 40 and
p = (0.5, 0.8, 0.3, 0.2, 0.6, 0.4, 0.7). The allele frequencies in γ have been considered as
equally probable at each locus (similarly to the toy example). Although N, p and γ are
estimated in Wright et al. (2009), they are fixed here as the focus is the mechanism
for updating G and X. These settings should not alter the relative performance of the
algorithms.
As seen in the toy example, there are two state spaces of interest. One is the state
space of the matrices g (the true genotypes in the sample), denoted by Xg, and the
other is the state space of n (the number of unique individuals in the sample), denoted
by Xn. In this example, the size of Xg is extremely large (3.22681 × 10119 elements)
and cannot feasibly be managed as in the toy example. Thus, the adoption of n as a
summary of g is a practical and convenient solution, since n is a discrete variable which
might be equal to 1 (all the observed genotypes belong to the same individual) and up
to S (all the observed genotypes belong to different individuals). The state space of n,
Xn, would thus be considerably smaller.
For each algorithm, two Markov chains for g were generated. For 200 000 iterations
of the algorithms, the chains have a thinning interval of 10, which means that they
are 20 000 long. Thinning the chain has the sole purpose of reducing storage. For
SMERED+, the first 20 000 iterations (first 200 storaged values) were discarded. The
initial states g have n = 19 and n = 34 unique individuals.
Exploring the state space Xn
The following is a comparative analysis of the chains generated by the GENUAD,
SMERED+ and DIU algorithms. The aim is to understand their differences concerning
convergence properties. The trace plots and the diagnostics of convergence explained
in Section 2.3 are used.
Two chains starting at different values of n were simulated. Figure 6.3 shows the
overlapped trace plots starting at n = 19 (cyan) and n = 34 (orange). The trace plot
is the first diagnostic by default to detect convergence issues of the Markov chains.
Ideally, a chain has a satisfactory trace plot if, when framing a portion of iterations,
the plot behaves similarly as any other portion of iterations with the same width. Al-
though GENUAD and SMERED+ seem to have this ideal behaviour, GENUAD mixes
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better than SMERED+. DIU has failed to pass this first convergence diagnostic. One
question that needs to be addressed is why the trace plot for the DIU chain exhibits
such a pattern, and this will be discussed later in this chapter. For now, the conver-
gence diagnostics exclude the DIU algorithm because, as shown by its trace plot, the
simulation has not converged to the stationary distribution.





















Figure 6.3: Two Markov chains for the GENUAD, SMERED+, and DIU algorithms.
From Figure 6.3, the chains generated by GENUAD and SMERED+ seem to con-
verge quickly. To verify if the two chains are sampling from the same target distribution
the Gelman and Rubin diagnostic presented in Section 2.3 was applied to these chains.
The convergence is diagnosed when the chains forget their initial values, and they are
indistinguishable. The diagnostic utilises the point estimates of the potential scale re-
duction factor (labelled Point est.) and their upper confidence limits (labelled Upper
C.I.). Table 6.3 shows that these estimates are very close to 1 for both chains. Thus,
there is no evidence to indicate a lack of convergence for the GENUAD and SMERED+
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chains.
Table 6.3: Gelman and Rubin diagnostic
Chain Point est. Upper C.I.
GENUAD 1.00128 1.001284
SMERED+ 1.00093 1.000944
Figure 6.4 details the different values of n by zooming in between the 100th and
the 600th samples of the chains starting at n = 34 (the choice of the chain is ar-
bitrary). This figure allows a better appreciation of the behaviour of the chains for
exploring Xg. It shows long-term entries at n = 22 and n = 23 for the SMERED+
chain1, and active motion between these two values for the GENUAD chain. Thus,
from Figures 6.3 and 6.4, the GENUAD and SMERED+ algorithms explore Xn in dif-
ferent ways. While SMERED+ has long entries in the apparent modes of n, GENUAD
fluently moves between them. This could be an indicator that GENUAD converges
faster than SMERED+.













Figure 6.4: Zooming in one of the chains generated by GENUAD and SMERED+ between
the 100th and 600th samples.
The posterior distribution of n simulated by GENUAD and SMERED+ are now
compared. Figure 6.5 illustrates the probabilities associated with the posterior distri-
bution of n, which are explicitly provided by Table 6.4. Interestingly, GENUAD and
1Recall that n is a discrete variable, which changes by up to one unit at each iteration of SMERED+.
Because the chain has been thinned, and the thinning factor is not large enough, there is a significant
chance that two consecutive values of n are equal.
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SMERED+ seem to point to the same distribution as the probabilities are very close.
However, these simulated distributions need further analysis to determine whether
GENUAD and SMERED+ are sampling values of n from the same distribution. The
corresponding measures of central tendency and variability provide more information
about the posterior distribution of n.












































Figure 6.5: Posterior distribution of n simulated by GENUAD and SMERED+.










The discrepancies of the two distributions in measures of central tendency, variabil-
ity and shape can be easily identified by looking at the Q-Q plot, rather than the two
histograms, side by side. If the points in the Q-Q plot tend to follow the line y = x
in a xy−plane, the two distributions can be considered as the same. Figure 6.6 shows
the Q-Q plot for the quantiles of n in the two chains generated by both GENUAD
(x-axis) and SMERED+ (y-axis). Although Figure 6.5 displays similarities between
the distributions, Figure 6.6 shows that the distribution in the case of SMERED+ has
a thinner upper tail. It goes to zero much faster than GENUAD, and so have less mass
in the tail. So, the posterior distributions are slightly different. However, this may be
associated with the fact that the GENUAD algorithm needs a burn-in period.
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Figure 6.6: Quantile-Quantile plot of the posterior distributions of n simulated by
GENUAD and SMERED+.
The summary of the posterior distribution of n below shows measures of central
tendency and variability. It is a modified output from the CODA library to show results
for the two algorithms. While the first part displays the empirical mean of the sample,
its standard deviation, and standard error estimates, the second part displays the
quantiles. The empirical standard deviation estimates the square root of the variance of
the posterior distribution of n. The precision of the empirical mean as a point estimate
for the true posterior mean is measured by using the standard error. It depends on
the number of iterations and the degree of autocorrelation within the sample. The
output shows two estimates for such precision. The first estimate is the naive standard
error, which is the standard deviation divided by the square root of the number of
iterations, and it ignores the autocorrelation of the chain. The second estimate is the
time-series estimate, which gives the asymptotic standard error, and it corrects the
naive standard error for autocorrelation. For GENUAD and SMERED+, the empirical
means are very similar, 22.473 and 22.477, with standard deviations 0.734 and 0.741,
respectively. Furthermore, their naive standard errors are small and similar.
Summary of the posterior distribution of n
Iterations = 1:200000
Thinning interval = 10
Number of chains = 1
Sample size per chain = 20000
1. Empirical mean and standard deviation for each variable,
plus standard error of the mean:
Chain Mean SD Naive SE Time-series SE
GENUAD 22.47370 0.73399 0.00519 0.01279
SMERED+ 22.47730 0.74170 0.00525 0.02109
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2. Quantiles for each variable:
Chain 2.5% 25% 50% 75% 97.5%
GENUAD 21 22 22 23 24
SMERED+ 21 22 22 23 24
The summary of the posterior distribution of n above does not indicate the conver-
gence to the invariant distribution. However, when used with Figure 6.6 may provide
an initial assessment of the similarity between the distributions simulated. Indeed,
from the above discussion, there is substantial evidence to assert that the Markov
chains generated by GENUAD and SMERED+ converge to the same target distribu-
tion. Although they explore Xn very differently, the posterior distributions obtained
show that they are sampling from the same posterior distribution of n.
Autocorrelation and effective sample size
If there is a significant correlation between neighbour samples in the chain, then it is
possible that the simulated sample may be unable to reveal valuable information about
the posterior distribution. Section 2.3 mentioned the lag autocorrelations as indicators
of good and fast mixing of the chains. Namely when to stop the chain such that the
sample obtained is representative of the target distribution. Also, it presented the de-
finition of the effective sample size, and a strategy for estimating burn-in time, which
indicates when the chain has begun to show the features of the target distribution.
Figure 6.7 shows the lag autocorrelations for the chains generated by GENUAD
and SMERED+ (when starting at n = 34). The figure at the top indicates that,
in both cases, the autocorrelations are very weak. That is, both algorithms produce
neighbour samples (nearby iterations) which are almost uncorrelated, signalling good
and fast mixing. The dashed line marks a region that has been chosen to be focused
in on, which results in the bottom figure. It detects small discrepancies between the
autocorrelations.
The effective sample size (ESS) for GENUAD and SMERED+ chains were computed
by using the CODA library in the R software. They are equal to 3292.797 and 1236.788,
respectively. The greater the number of independent samples, the better the efficiency
of the algorithms. Thus, the ESS above indicate that GENUAD mixes faster than
SMERED+. Figure 6.8 shows the values of ESS for different lengths of the burn-
in, when a maximum of 10 000 iterations has been fixed. The plot illustrates that it
is unnecessary to discard samples from the GENUAD chain. Similarly, the maximum
value of ESS is achieved when the burn-in period is equal to 1 for SMERED+. However,
it is not as efficient as GENUAD.
Additional diagnostics
The Geweke, Heidelberger-Welch, and Raftery-Lewis diagnostics were also used to
assess convergence of GENUAD and SMERED+ (by using the CODA library).
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Figure 6.7: Autocorrelations for GENUAD and SMERED+ for the data with R = 2.
Section 2.3 explained Geweke diagnostic, which compares the means of n obtained
from two different “windows”. For GENUAD, the Z-score with fractions in the first
and second windows of 0.1 (the first 10%) and 0.5 (the last 50%) is 0.0483, while for
SMERED+ it is 1.7590. These values imply that for both chains, the samples in the
two chosen windows come from the same distribution.
Table 6.5 shows the results of Heidelberger and Welch diagnostic where the target
value for the ratio of half-width to sample mean has been defined as ε = 0.1. The table
indicates that the GENUAD and SMERED+ chains have passed the stationarity and
half-width tests. The former means that both chains are long enough to conclude that
the sample has been drawn from the stationarity distribution. The latter indicates
that the half-width is less than ε times the sample mean. Thus, the sample mean can
be estimated with sufficient accuracy using the current length of the sample.
Section 2.3 has explained that the Raftery-Lewis diagnostic is based on the quan-
tiles of the target distribution. For a specified quantile q to be estimated, the idea
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Figure 6.8: ESS against burn-in for GENUAD and SMERED+ when R = 2.
Table 6.5: Heidelberger and Welch diagnostic for the data with R = 2.
Stationarity Halfwidth
Chain Test Start iter p-value Test Mean Halfwidth
GENUAD passed 1 0.210 passed 22.5 0.0251
SMERED+ passed 1 0.366 passed 22.5 0.0413
is to estimate u such that Pr(n ≤ u) = q with a precision of r = 0.05 and a proba-
bility of obtaining an estimate in the interval (u − r, u + r) equal to s = 0.95. The
precision required to estimate the time to convergence is 0.001. With these settings,
the CODA output for this diagnostic is a set of estimates, namely, the length of burn-in
(M), total of simulations (T ), the minimum number of iterations based on zero au-
tocorrelation (Tmin), and a dependence factor (I), which is defined as I = (M+T )/Tmin.
Brooks and Roberts (1998) suggest that when the interest is a set of quantiles, the
user should take the largest of the resulting estimate burn-in lengths. Here the test
has been applied to the quantiles q ∈ {0.1, 0.2, . . . , 0.9}. The results are shown in
Table 6.6. Taking the maximum, Table 6.6 indicates that the estimation of the set of
quantiles of n to within ±0.05 with 95% probability needs a minimum of 1856 samples
from GENUAD and 4401 samples from SMERED+. This also suggests that GENUAD
reaches stationarity faster than SMERED+. Both chains require short burn-in sample.
The dependence factor (I) has small values for GENUAD. Since values of I larger than
5 indicate strong autocorrelation, the samples generated display high correlations for
SMERED+, as already concluded. Thus, it seems that the chains with a length of
20 000 generated by GENUAD and SMERED+ simulate the posterior distribution of
n with the desired precision.
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0.1 12 1856 139 13.40
0.2 12 1856 246 7.54
0.3 12 1856 323 5.75
0.4 12 1856 369 5.03
0.5 12 1856 385 4.82
0.6 12 456 369 1.24
0.7 12 456 323 1.41
0.8 12 456 246 1.85








0.1 36 4401 139 31.70
0.2 36 4401 246 17.90
0.3 36 4401 323 13.60
0.4 36 4401 369 11.90
0.5 36 4401 385 11.40
0.6 18 482 369 1.31
0.7 18 482 323 1.49
0.8 18 482 246 1.96
0.9 18 482 139 3.47
None of the diagnostics above detect a lack of convergence of the simulated chains.
Therefore, the analysis of the trace plots, the autocorrelations, and the convergence
diagnostics suggest strong evidence that both the GENUAD and SMERED+ algorithms
generated Markov chains, which are very close to the stationary distribution.
Transition probabilities of the simulated chains
The thinning factor of the Markov chains implies that the transition probabilities refer
to shifts every 10 iterations (i.e. Pr(n(t+10) = j|n(t) = i)). These probabilities were
estimated using the frequency of moving from i to j for each chain. The difference
between GENUAD and SMERED+ is the focus here because DIU has shown inferior
performance using this particular data. Figure 6.9 shows such differences where the
order has been taken as PrSMERED+ −PrGENUAD. The blue colour indicates that the
self-loops have greater probability in the SMERED+ chain than in GENUAD. While
GENUAD moves smoothly between different values of n, SMERED+ displays a certain
“laziness” for moving to a different state. This topic will be discussed later.
6.3 Two or more PCR replicates
Section 1.4 explained that Wright et al. (2009) considered two PCR replicates (R = 2)
in the data provided by Frantz et al. (2003). However, the full data of Frantz et al.
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Figure 6.9: Differences between the transition probabilities in the state space of n of
SMERED+ and GENUAD for R = 2.
has two or more replicates at each loci. This section considers the full data, for which
R ≥ 2 and the loci do not have the same number of replicates. The consensus geno-
types in the gobs matrix and the number of alleles at each locus, denoted by m, change.
Now, m = (6, 4, 4, 4, 3, 4, 3) with η = (21, 10, 10, 10, 6, 10, 6), the number of possible
genotypes at each loci. The fixed values for N and p are the same as before, and the
allele frequencies in γ are equally probable at each locus.
The trace plots in Figure 6.10 show that the chains generated by GENUAD meet
after approximately 10 000 iterations of the algorithm. The Gelman diagnostic in
Table 6.7 indicates that the chains generated by each algorithm are sampling from the
same distribution, as the point estimates of the potential scale reduction factor are
close to 1.0. Figure 6.11 shows that the distributions are similar.
Table 6.7: Gelman and Rubin diagnostic
Chain Point est. Upper C.I.
GENUAD 1.005250 1.025852
SMERED+ 1.002488 1.012436
The following is a summary of the posterior distribution of n for both chains. It
shows similar measures of central tendency and variability of the distributions. In par-
ticular, the empirical means are similar with small standard deviations. As previously
mentioned, this summary does not indicate the convergence to the invariant distribu-
tion. However, it provides information about the similarity between the distributions
simulated.
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Figure 6.10: Trace plots of the chains generated by GENUAD and SMERED+ for R ≥ 2.
Summary of the posterior distribution of n
Iterations = 1:200000
Thinning interval = 10
Number of chains = 1
Sample size per chain = 20000
1. Empirical mean and standard deviation for each variable,
plus standard error of the mean:
Chain Mean SD Naive SE Time-series SE
GENUAD 19.957750 0.837974 0.005925 0.101137
SMERED+ 19.813200 0.788122 0.005573 0.019907
2. Quantiles for each variable:
Chain 2.5% 25% 50% 75% 97.5%
GENUAD 19 19 20 20 22
SMERED+ 19 19 20 20 21
Figure 6.12 shows the lag autocorrelations for the chains generated by GENUAD
and SMERED+ for the data with two or more replicates. It shows a significant change
in the autocorrelation for GENUAD, which was very weak in the two replicates data.
For both GENUAD and SMERED+ algorithms, the autocorrelations of neighbour val-
ues of n in the simulations is near 0.5. The difference is that for SMERED+ the
autocorrelations decay quickly than for GENUAD. The GENUAD chain should be
lagged for more than 500 values of n (taking the thinning into account, it would be
equivalent to 5000 iterations of the algorithm) to have values of n with correlations
lower than 0.2. These correlations are not excessively high, but they are very unstable.
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Figure 6.11: Quantile-Quantile plot of the posterior distributions of n simulated
by GENUAD and SMERED+ for R ≥ 2.
This behaviour may be a sign of poor mixing in GENUAD. In contrast, the autocorre-
lations of SMERED+ display similar behaviour in both cases R = 2 and R ≥ 2, with
weak and steady correlations.























Figure 6.12: Autocorrelations for GENUAD and SMERED+ for the data with R ≥ 2.
The ESS are 68.65 and 1567.42 for the GENUAD and SMERED+ chains, respec-
tively. When compared with the case of two replicates, the ESS for GENUAD dras-
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tically changes (it drops from 3292.797 to 68.65), while for SMERED+ the change is
less severe (it increases from 1236.788 to 1567.42). With the aim of comparing these
changes for the distinct the data sets, Figure 6.13 shows the values of the ESS for
different values of the burn-in for the data with two replicates and the data with two
or more replicates. The solid lines are used for the case when R ≥ 2, while the dashed
lines are the same as in Figure 6.8 for R = 2. While there is an extreme change for
GENUAD, the SMERED+ algorithm remains almost unaltered.

















Figure 6.13: Solid lines represent the values for R ≥ 2, and dashed lines for R = 2.
Figure 6.13 illustrates the steady ESS values of SMERED+. Although these ESS
values may not be as high as those shown by GENUAD in the case of two replicates,
they are consistent. Possible reasons explaining this behaviour will be discussed. Lastly,
Figure 6.14 shows the transition probabilities, which have a similar pattern to those in
Figure 6.9. However, the differences are smaller in magnitude.
Additional diagnostics
The results of applying Geweke, Heidelberger-Welch, and Raftery-Lewis diagnostics for
the case R ≥ 2 are as follows. The Z-score of Geweke diagnostic for GENUAD, with
fractions in the first and second windows of 0.1 and 0.5, is 0.9281. For SMERED+,
it is -0.6773. For both chains, the samples in the two chosen windows come from the
same distribution. Table 6.8 indicates that both chains are long enough to conclude
stationarity, however, GENUAD starts to show features of the stationary distribution
after 2000 iterations. Additionally, the sample mean can be estimated with sufficient
accuracy (ε = 0.1) using the current length of the sample.
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Figure 6.14: Differences between the transition probabilities in the state space of n of
SMERED+ and GENUAD for R ≥ 2.
Table 6.8: Heidelberger and Welch diagnostic for the data with R ≥ 2.
Stationarity Halfwidth
Chain Test Start iter p-value Test Mean Halfwidth
GENUAD passed 2001 0.198 passed 19.9 0.127
SMERED+ passed 1 0.318 passed 19.8 0.039
With the previous settings (s = 0.95, r = 0.05), Table 6.9 displays that to esti-
mate the set of quantiles of n to within ±0.05 with 95% probability, a minimum of
19040 samples of GENUAD and 3868 samples of SMERED+ are needed. These results
turn the status of the algorithms because now SMERED+ reaches stationarity faster
than GENUAD. Likewise, the dependence factor (I) has small values in the case of
SMERED+. Values of I larger than 5 indicate strong autocorrelation in the chain
generated by GENUAD, as previously concluded. Thus, although both chains with
the length of 20 000 reach convergence, SMERED+ converges faster and mixes better
than GENUAD.
As previously illustrated, the analysis of the trace plots, the autocorrelations, and
the convergence diagnostics strongly suggest that the chains generated by GENUAD
and SMERED+ converge to the stationary distribution.
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0.1 156 16887 139 121.0
0.2 156 16887 246 68.6
0.3 156 16887 323 52.3
0.4 238 19040 369 51.6
0.5 238 19040 385 49.5
0.6 238 19040 369 51.6
0.7 238 19040 323 58.9
0.8 612 6528 246 26.5








0.1 36 3868 139 27.80
0.2 36 3868 246 15.70
0.3 36 3868 323 12.00
0.4 24 1560 369 4.23
0.5 24 1560 385 4.05
0.6 24 1560 369 4.23
0.7 24 1560 323 4.83
0.8 24 1560 246 6.34
0.9 20 195 139 1.40
6.4 Summary
The three Markov chains have different performances when considering the data used.
For the toy example of badger genotypes, they all accurately simulate the target dis-
tribution of g in Eq. (3.10). For the large datasets, only SMERED+ and GENUAD
manage to simulate the posterior distribution of n. The diagnostics applied to these
algorithms showed that there is strong evidence to conclude the convergence of the
chains. In general, the simulations show two different chains sampling from the same
distribution, but evolving in distinct ways.
The GENUAD algorithm seems to have better performance when R = 2 than
SMERED+. When comparing the generated chains, the GENUAD autocorrelations
are smaller, and the effective sample size is more significant. The Raftery-Lewis diag-
nostic suggests that, for reaching stationarity, SMERED+ needs to double the number
of iterations that GENUAD requires. However, when R ≥ 2 the SMERED+ algorithm
is favoured. The autocorrelations for GENUAD unsteadily increased and the effective
sample size substantially reduced. In this case, the Raftery-Lewis diagnostic suggested
that SMERED+ reaches stationarity faster than GENUAD. Remarkably, this does not
mean that the number of iterations needed for SMERED+ has decreased with respect
to the case when R = 2. Instead, it means a considerable increase in the number of
iterations required for GENUAD, while the results for SMERED+ remains virtually
unaltered. This topic is discussed more extensively in the next chapter.
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Regarding the DIU algorithm, although it succeeded in the toy example, it failed
for the other two examples. Figure 6.3 shows that the DIU algorithm generates a
Markov chain that gets stuck at a particular value of n. Because of the DIU strategy
of updating a single row of g, two consecutive iterations will either give equal values of
n or values that may differ by one unit. However, this strategy alone does not cause the
extreme slow motion of DIU through the values of n observed in Figure 6.3. The fact
that SMERED+ also generates values of n such that two consecutive iterations may
differ by one unit, at the most, supports the previous statement. However, as shown
by Figure 6.3, the behaviour of the SMERED+ and DIU chains are very different. The





The previous chapter presented results from implementing the GENUAD, SMERED+,
and DIU algorithms in three different cases: a small-scale example and two larger
datasets. Although the GENUAD and SMERED+ algorithms correctly simulated the
posterior distribution of interest, they exhibited significant differences when applied to
the largest datasets. To explore this further, this chapter is divided into two parts.
First, it discusses apparent discrepancies when simulating the posterior distribution in
Eq. (3.10) and explains their causes. It addresses questions such as which algorithm
could be potentially better for simulating such distribution, and under which circum-
stances. Second, the chapter discusses situations which may weaken or strengthen the
algorithms. In particular, it examines the effect that extreme values of the fixed pa-
rameters N, γ, and p could have on the performance of the algorithms. It may shed
some light on possible solutions for improving the sampler.
7.1 GENUAD vs. SMERED+
The simulations in the previous chapter not only revealed features of the algorithms
but also gave rise to several questions. For instance, when R ≥ 2, why is SMERED+
favoured? In addition, are there specific circumstances in which GENUAD performs
better than SMERED+? Finally, what are the implications of the different behaviours
of the chains for traversing the state space of interest? This section aims to explore
possible answers to these questions. The results of the simulations in the previous
chapter are crucial for such discussion.
Number of replicates and mixing of the chains
The use of two different datasets for the badger genotypes revealed some features of
GENUAD. Its performance in the case of two PCR replicates (R = 2) is preferred to
SMERED+. In comparison, its performance is inferior to SMERED+ when applied to
the case of two or more replicates (R ≥ 2). The differences between the two data sets
can explain the reasons for these distinctive results.
When R = 2 there is a higher degree of degraded or contaminated data than when
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R ≥ 2. This contamination refers to the number of observed homozygotes in the
S = 47 DNA samples, which is higher when R = 2. According to Wright (2011, p. 46),
“where the results from these replicates disagree the rule of thumb currently used is
that the result containing the maximum number of alleles is accepted”. This assertion
means that, at a particular locus, when deciding between a homozygous and heterozy-
gous genotype (given that one of the alleles in the putative heterozygote matches the
allele in the homozygote), the heterozygous genotype wins. The more replicates are
performed, the higher the chance of assigning heterozygous genotypes. Thus, the ho-
mozygosity in gobs reflects the degree of contamination in the data. So, the question is
why does the presence of heterozygotes in the observed sample more strongly influence
the performance of GENUAD?
As outlined in Section 3.2.1, the GENUAD algorithm is a Gibbs sampler which
alternately updates G and X. The problem is that the sampler may struggle to move
if these parameters are strongly correlated. A significant correlation between G and
X takes place when the data is crowded with heterozygous genotypes which do not
allow enough freedom for moving in the state space Xn, conditioned on a state of G.
To explain this point consider the following example.
Example 7.1.1. Consider gobs as below, with two alleles at each locus.
gobs =
 1, 2 1, 11, 1 1, 1
1, 2 1, 2
 .
Suppose that the current states for G and X are given by
G(t) =
 1, 2 1, 21, 1 2, 2
2, 2 2, 2
 and X(t) =
 1 1 10 0 0
0 0 0
 .
When using GENUAD, if the following step is to update X given G, X cannot be
changed. This is because, for each observed genotype, there are no other compatible
genotypes more than those currently assigned in G(t). In other words, the unique pos-
sible move for X is X(t+1) = X(t), for which n(t) = 1 stays unaltered with probability
1.0. However, X may change once G is updated.
In contrast, SMERED+ can easily update the X matrix above, since G and X are
simultaneously updated. Suppose that samples 1 and 2 are randomly chosen to be
updated. They are proposed for splitting because they are currently linked to the
same individual. The following proposal (G∗, X∗) with n∗ = 2 can be accepted with
positive probability.
G∗ =
 1, 2 1, 11, 2 1, 2
1, 1 1, 1
 and X∗ =
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be the observed genotypes at a single locus with












for which n = 1 and n = 2, respectively. Figure 7.1 shows supp(fG,X). Note that
when using GENUAD, if X is fixed, updating G will not update n. The value of
n remains unchanged because all points have the same colour for a fixed ordinate.
However, once X is updated, n may change, unless the current of G is Gi with i =
{14, 15, 17, 18, 23, 24, 26}. For example, the three red points for G14 with ordinates
X1, X5 and X9 illustrate the situation where updating X does not change the value of
n. The value of n does not change because there are no black points in that abscissa.
Once G is updated, shifting to a different state that connects with a black point is
possible. For example, moving from (G14, X1) to (G20, X1). 











Figure 7.1: For gobs as in
This example shows that X and G can be strongly correlated. This important
correlation creates bottlenecks for exploring the state space of n, Xn, because it may
disrupt the generation of a new value of n. Also, high heterozygosity (data moderately
contaminated) in gobs means a strong correlation between G and X, while high homozy-
gosity (data extremely contaminated) manifests a weak correlation. It is well known
that strong correlations among the parameters imply high autocorrelations in the chain
because the Gibbs sampler algorithm is based on full conditionals. Figures 6.12 and
6.13 evidenced this fact for GENUAD.
Therefore, both high heterozygosity in gobs and the strategy of updating G and X
by using a Gibbs sampler may impede the smooth exploration of the state space Xn
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when implementing the GENUAD algorithm. In contrast, the SMERED+ algorithm
conveniently updates G and X because it happens simultaneously and unconditionally.
Thus, the inclusion of more than two replicates in the data is in detrimental to the
performance of GENUAD when generating almost uncorrelated values of n.
Under what conditions should the GENUAD vs. SMERED+ algorithms be
used?
The answer to the question about which of the two algorithms is better is that it
depends. According to the results above, the quality of the data and how long the
user is willing to run the simulations are factors influencing which algorithm will more
accurately simulate the posterior distribution of interest.
With regard to the quality of the data, the GENUAD algorithm worked well when
the data had a reasonable number of homozygous genotypes. This homozygosity gives
to the Gibbs sampler more freedom to explore the state space of n, Xn, because of the
weak correlation between G and X. It can produce a considerable amount of indepen-
dent samples as they are directly generated from the target distribution, implying this
that the Markov chain generated by GENUAD mixed very well. Thus, if the parame-
ters of interest exhibit a weak correlation, GENUAD would be an efficient sampler for
generating samples with low autocorrelations.
On the other hand, the corruption intensity of the data does not influence the
SMERED+ algorithm, as the dotted and dashed red lines in Figure 6.13 displayed.
The SMERED+ sampler generated approximately the same amount of samples with
low autocorrelation, in both cases highly and weakly correlated parameters. Thus,
SMERED+ may be more attractive than GENUAD if there is no available information
about the correlation between the parameters. In cases where this correlation is closely
associated with data degradation, as in the genetic profiles, this feature of SMERED+
is a remarkable advantage. That being said, it is often not possible to know how much
distortion the data has. Even more, the presence of distorted data may not be recog-
nisable.
Therefore, the recommendation is to implement the SMERED+ algorithm in si-
tuations where the correlation between the parameters of interests is unavailable, and
applying GENUAD if there is certainty of a weak correlation.
In addition to the quality of the data, whether the GENUAD vs. SMERED+
algorithm should be used also depends on the number of simulations that the user is
willing to run. This is related to the laziness that SMERED+ exhibits. In simple words,
a lazy chain is one that has a probability of at least 1/2 to stay in the current state.
The zoomed trace plots in Figure 6.4 and the transition probabilities in Figures 6.9
and 6.14 suggested that the Markov chain generated by SMERED+ could be lazy. This
laziness may delay convergence to the invariant distribution. Thus, the chain generated
by the GENUAD algorithm may show features of the target distribution faster than
SMERED+. The following section explores other implications of this laziness.
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Is laziness good or bad?
The laziness of a chain is a subject of discussion in the literature associated with
Markov chains and mixing times literature. See Jerrum (2003), Levin et al. (2009),
and Basu et al. (2017). Given an arbitrary transition matrix P of a Markov chain with
size state space q, a lazy version of the chain is obtained by defining a transition matrix
Q = 1
2
(Iq +P ) where Iq is the identity matrix of order q. In other words, for moving in
the state space by using Q, the outcome of flipping a fair coin governs how the chain
moves. If heads, it takes a step in P ; otherwise, it stays in the current state. Producing
a lazy Markov chain will fix problems regarding periodicity because as seen, lazy chains
are aperiodic. Jerrum (2003) presents several remarks about lazy chains. First, the er-
godicity of a Markov chain is transferred to its lazy version, in which case both converge
to the same stationary distribution. In fact, the irreducibility of the original Markov
chain is enough to prove ergodicity of the lazy version, since aperiodicity is trivial.
Second, laziness has the effect of doubling the mixing time, that is, it slows down the
original chain by a factor of two. However, all eigenvalues of the transition matrix of
the lazy version are non-negative. This “avoids possible parity conditions that would
lead to the Markov chain being periodic or nearly so”, as stated in Jerrum (2003, p.
53), but it may also improve the bounds for mixing. As, explained by the authors, in
the implementation of a lazy chain, “efficiency would not be compromised by laziness”.
Figures 6.9 and 6.14 illustrated the differences between the transition probabilities
of n for both chains in both cases R = 2 and R ≥ 2. The blue colour in the diagonal
suggested that the chain generated by SMERED+ is lazy in both cases. This laziness is
also observable from Figure 6.4, where the chain has long visits to the same value of n.
This figure may also suggest a certain periodic behaviour of the GENUAD chain when
moving between sets of n values. While the lazy chain stays inactive in a specific value
of n and eventually moves to a different value, the GENUAD chain switches between
n = 22 and n = 23. Figure 6.4 illustrates this pattern in only 500 iterations. For the
entire simulated values, this tiny portion of all values simulated of n resembles a rect-
angle with a few lines up/down. Figure 7.2 (extracted from Figure 6.10) shows several
of these rectangles which may suggest periodic behaviour of the GENUAD chain when
exploring subsets of the state space. SMERED+ removes periodicity problems.
Although this topic of lazy chains needs in-depth exploration and understanding,
the results of the simulations show that laziness may not be a sign of weakness. It
solves periodicity problems by increasing the probabilities of self-loops with no sacri-
fice of algorithm efficiency. These kinds of chains should be named smart-lazy chains
rather than merely lazy chains. Metaphorically speaking, they follow the “path of
least resistance”. Rather than continually switching between the same two states, a
smart-lazy chain stays longer at one state, and later it travels to the other one. The
word “smart” in smart-lazy means that the chain is not generating values of n that
will eventually have strong correlations (as GENUAD does). Although the chain may
not generate a large number of values with low correlations, it will converge to the
invariant distribution by simulating enough of them.
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Figure 7.2: Trace plots for GENUAD and SMERED+ when R ≥ 2.
To summarise, the GENUAD and SMERED+ algorithms explore Xn differently, but
both gather the same information about n. GENUAD moves very efficiently within
subsets of Xn, but not between subsets. That is, after thoroughly exploring a subset,
the sampler occasionally shifts to another which is also thoroughly explored before
leaving. Thus, when exploring the state space, GENUAD could be locally efficient.
On the other hand, SMERED+ moves freely between all states, without getting stuck
in a subset. However, it may remain slightly longer in the same state without moving
at all. Nevertheless, SMERED+ effortlessly explores the state space. The following
section gives an interpretation of Figure 7.2 using an analogy.
Two tourists exploring a city
Planning on how to get to know a new city is a matter of strategy and time. While
some tourists prefer exploring new places by using GPS systems on their phones, other
more adventurous travelers may enjoy wandering off track. Both options have their
advantages and disadvantages, and there is a vast list of blogs with recommendations
for different kinds of tourists.
For the purpose here, imagine that the GENUAD and SMERED+ algorithms are
two solo travellers in the same new city. GENUAD prefers to explore a neighbour-
hood in detail before visiting another one. SMERED+ is determined to know what
the whole town has to offer, and decides to visit different neighbourhoods without
thoroughly knowing each one. These are the strategies behind Figure 7.2 for the case
of R ≥ 2. The question is which strategy is best for exploring the city? This ques-
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tion is challenging and perhaps without a universal answer. However, one contributing
factor is how much time is available. If the visit is for a short period of time, then
the SMERED+ strategy may be more effective because more knowledge about the
city as a whole will be acquired. The knowledge of GENUAD would be limited to
whatever neighbourhoods were visited in detail. For an extended visit, GENUAD and
SMERED+ will acquire the same knowledge.
Figure 7.3 displays both strategies. They resemble the city with three neighbour-
hoods identified by different colours. The nodes are tourist places, and the edges
indicate if the solo travellers repeatedly travelled back and forward between the sights.
(a) (b)
Figure 7.3: (a) GENUAD as solo traveller exploring the city by neighbourhoods.
(b) SMERED+ as solo traveller exploring the city as a whole.
This analogy illustrates the situation suggested by the trace plot in Figure 7.2,
where the neighbourhoods represent groups of values of n and the edges are shifts
between them. For the third application (i.e. with R ≥ 2 PCR replicates), GENUAD
seems to be very efficient exploring subsets of the state space of Xn, but it struggles for
moving between subsets. Table 6.9 showed that the GENUAD requires more iterations,
than SMERED+. That is, more time to have enough knowledge about Xn, the city.
7.2 Influence of the fixed parameters
For deriving Eq. (1.2), the parameters N, γ, and p were fixed. Indeed, the choice
of these parameters beforehand has a significant impact on the performance of the
MCMC algorithms studied here. This section examines how extreme values of the
fixed parameters may affect the samplers for simulating the joint density of G and X.
Large populations
The population size N is a parameter that has a significant effect on SMERED+. The
definition of the Metropolis ratio in Eq. (5.3) depends on the ratio in Eq. (5.2), which
involves N . If N is large, then:
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• N − n tends to increase the Metropolis ratio in Eq. (5.3). That is, there is a
tendency to accept the split proposals.
• (N − n + 1)−1 tends to decrease the Metropolis ratio in Eq. (5.3). That is, the
merge proposals are prone to be rejected.
Large values of N favour splitting operations over merging operations. An inter-
pretation of this is explained by using a specific situation. For example, consider two
records with attributes in name, age, and major given by (Matthew Smith, 25, Statis-
tics) and (Matt Smith, 27, Mathematics). Suppose that the population comprises all
students attending university in New Zealand (large population size). When using
SMERED+, there are two cases:
i. If the two records are currently assigned to the same student, and a split is pro-
posed. In this case, there is a high probability of splitting the records. This is
because, given a large N , there would be a greater chance to have two students
with similar attributes but are indeed different individuals.
ii. If the two records are currently assigned to different students, and merge is pro-
posed. In this case, there is a low probability of merging the records for the
same reasoning as above. That is, the large population of students results in a
high probability that two records with similar information refer to two different
students.
The situation would be different if the population was smaller, for example, only
the students at the University of Otago (Dunedin, New Zealand). In this case, merging
the records will not have a low probability of acceptance because it is likely that the
two different records refer to the same student.
On the other hand, Eq. (5.7) aids in determining the effect of large values of N in
DIU, for fixed values of γ. Indeed, r →∞ as N →∞. That is, for large values of N ,
if the proposal is a value of n greater than the current, then there is a high probability
of acceptance. Nevertheless, if the proposal is a value of n smaller than the current,
and N is large, then there is a high probability of rejection, as r → 0 as N →∞.
Large values of N benefit GENUAD as N − n, the size of Gmis, changes. As shown
in the proof of Theorem 4.1.1, Gmis plays an important role for exploring the support
of the joint density of G and X.
Low allelic dropout probabilities
This section endeavours to determine how the allelic dropout probabilities p influ-
ence the algorithms. The parameter p is involved in the likelihood function given in
Eq. (1.1), which includes the corruption process in the data. Section A.2.1 provides a
definition for this probability. The full conditionals densities of G and X in GENUAD
incorporate this term, and also the Metropolis ratio in SMERED+. The Metropolis
ratio in DIU is insusceptible to changes in the values of the dropout probabilities p
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because the proposal distribution cancels the term f(gobs|g, p).
Following Section A.2.1, a small value of p in a single locus indicates a low proba-
bility of allelic dropout. This means that,
Pr(observed heterozygous | true heterozygous)→ 1
Pr(observed homozygous | true heterozygous)→ 0
For GENUAD, the first factor in Eq. (3.1) includes these probabilities. Observed
homozygotes will link with true homozygotes with high probability, and with true het-
erozygotes with low probability, while observed heterozygotes may correspond to true
heterozygotes with a probability close to 1.0. Thus, the updater of G tends to sample
heterozygous genotypes with high probability. It is complicated to determine the im-
pact of the first factor in Eq. (3.6) when p is small.
For SMERED+, how small values of p alter the algorithm is also obscure. The def-
inition of the Metropolis ratio is complicated, and the term appears in several parts of
the ratio. Thus, studying the effect of small allelic dropout probabilities is challenging
in GENUAD and SMERED+ cases. It is a matter that needs further analysis.
High number of alleles and loci
Figure 6.3 showed that the DIU algorithm gets stuck in values of n. Chapter 6 continued
without considering the algorithm. However, this section will explain that behaviour,
and discuss possible approaches that could solve the problem.
Eq. (5.7) shows that the allele frequencies contained in γ, with N fixed, controls
the Metropolis ratio of DIU. Let g be a genotype at L loci, that is, g is sequence of
allele pairs of length L. The allele frequencies at each loci, γ(l) for l = 1, . . . , L, depend
on the number of alleles at the locus. Indeed, as long the number of alleles at a single
locus increase, the values of γ in that locus become smaller. For instance, a locus with
six alleles has (6 · 7)/2 = 21 possible genotypes. If the allele frequencies are assigned
equally probable for all of them, then the values of γ in that locus are all equal to 1/21,
which is a small probability. As the number of alleles in a locus is large, the values in
γ become smaller.
Further, the number of loci also have a significant effect on g. Because of the inde-
pendence among loci, f(g|γ) = γ(1) . . . γ(L). The combination of large number of alleles
(i.e. small values of γ’s), and large number of loci causes small values of f(g|γ). In
Eq. (5.7), for the first case in which n does not change for the introduction of a genotype
already present in the list of unique genotypes, r ≈ 1. In this case the proposal that
keeps the value of n unchanged is accepted with high probability. For the second case
of n increasing, r tends to zero, which implies that the proposal attempting to increase
the value of n is rejected with high probability. For the third case of n decreasing, r




The acceptance rate of the DIU sampler is affected, then, by L → ∞ and γ → 0.
That is, if the number of loci and the number of alleles are large, the proposals of g, in
which the n has increased, are rejected with probability close to 1.0. In other words,
at each iteration of the DIU algorithm, n is reduced in one unit or unaltered with
high probability. The probability of increasing n is very low under these conditions.
Figure 6.3 showed this behaviour for DIU.
Because the DIU algorithm is impractical with a large number of alleles, it may
be applied when diallelic locus are involved. In addition, the DIU algorithm may be
implemented in situations where n does not change, or at least, it lies in a minimal
range of values. The toy example in Section 6.1 supports the validity of the chain
generated by the DIU algorithm, as it achieved to simulate the posterior distribution.
A solution for the drawback exposed above should consider the effect of L and γ in
the proposal distribution of the DIU sampler. A possible solution may be conceiving
the proposal distribution as a mixture of two distributions. Suppose the jth row of g is
chosen for updating. With probability π, a candidate value is drawn from a normalised
version of the proposal distribution in Eq. (5.4), and with probability 1− π is sampled
over a set of genotypes which are co-referent with the jth genotype. This distribution
will depend on p only, because it is defined in terms of f(gobs|g, p). Then, L, m, γ
are not involved. Perhaps a difficulty with this approach is the normalising constants,
but it is expected that these sums can be efficiently computed. This brief explanation
opens the door to possible solutions to fix DIU, as it is an idea to pursue in future
research.
7.3 Computational comparison
This section aims to compare the algorithms regarding the number of operations re-
quired in a single iteration. As explained in Section 3.2.2, GENUAD is a Gibbs algo-
rithm for updating G|X and X|G, where G is a N × L matrix with the true genotypes
in the entire population, and X is a N × S indicator matrix. From Section 5.1.1,
SMERED+ is an RJMCMC algorithm for jointly updating G and y, where G is a n×L
matrix with the true genotypes of those individuals that were observed in the sample
and y is a vector of S indices.
Following Section 3.2.2.1, GENUAD updates G|X row by row (individual by indi-
vidual), and for a specific row, locus by locus. The aim here is counting the number of
operations required for computing λ
(k)
il defined in Eq. (3.3) for the individual i at locus





Pr(gobsjlr |G(k)il , p)
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requires |I|R operations, where |I| is the number of samples in which the individual i
appeared, and R is the number of PCR replicates. So, for a fixed value of k, calculating
λ
(k)
il requires |I|R + 2 operations. For updating the ith row of G, (|I|R + 2)
∑L
j=1 ηL
operations are required. Since |I|≤ S, at the most, (SR + 2)∑Lj=1 ηL operations are
required for updating a row of G. Because G has N rows, the total number of opera-
tions required by GENUAD for updating G given X is O1 = N(SR + 2)
∑L
j=1 ηL, at
the most. If the individual i does not appear in the sample, the number of operations
is smaller, as Eq. (3.4) suggests.
From Section 3.2.2.2, X|G is updated column by column. For the jth column of
X, the term λji defined in Eq. (3.6) requires L + 2 operations, for a fixed value of i,
where i = 1, . . . N . Thus, GENUAD requires O2 = SN(L+ 2) operations for updating
X given G.
Therefore, for updating the pair (G, X), an iteration of GENUAD requires at the
most O1 +O2 operations, where O1 and O2 are given as above.
Recall that SMERED+ starts by choosing a pair of observations in gobs, and split-
ting or merging them, depending on the corresponding values in y. The case iii) in
Section 5.1.1.1 provides the upper bound for the number of operations needed for
SMERED+. For one of the alleles, the support is 1, 2, . . . ,ml where ml is the number
of alleles at locus l. For generating a new genotype (when splitting or merging), there
are
∏L
j=1(mj−1) possible genotypes (Example 5.1 illustrates this point). Some of them
may have probability zero depending on the set of observations related with the pair
chosen. For each of the possible genotypes, two factors are computed: Pr(g|γ) and
Pr(gobs|g, p). Each requires the computation of L operations, plus the product of all of
them. So, a possible genotype requires 2L + 1 operations. Thus, SMERED+ requires
(2L+ 1)
∏L
j=1(mj − 1) at the most.
Note that the number of operations required by SMERED+ does not depend on
the observed sample size S. It depends on the number of loci and the number of alleles
at each locus. This is an advantage of SMERED+ respect to GENUAD. Not only S
does influence the maximum number of operations required by GENUAD but also the
population size, the number of loci, the number of PCR replicates, and the number
of alleles at each locus. Therefore, SMERED+ should not struggle with larger datasets.
For the specific applications in Chapter 6, for which S = 47 and the number of
iterations was 200 000, the GENUAD algorithm takes approximately 55 minutes, while
SMERED+ takes around 15 minutes. Clearly, this information benefits SMERED+,
which has shown that mixes faster than GENUAD in the case of R > 2. As seen, large
values of R will increase the number of operations of GENUAD and, so, the computa-
tional time.
Additionally, it is well known that the single nucleotide polymorphisms (SNPs)
involves a larger number of loci, with few alleles, than the microsatellite markers.
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From the discussion above, the number of operations required for both the GENUAD
and the SMERED+ algorithms increase as the number of loci L increase. It suggests
that the use of SNPs rather than microsatellite markers demands more computational
resources for these algorithms. Besides, the previous section discussed the effect of a
large value of L on the DIU algorithm. When L is large, the proposals for which the
value of n increases are rejected with high probability. Thus, there is not advantage in
the use of SNPs when implementing the DIU algorithm. In general, the use of SNPs
would require a more extensive model to incorporate inheritance and linkage. This is
a topic that needs further exploration.
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The general problem addressed in this thesis is that there is an uncertainty associated
with the correct assignment of genotypes to individuals, and this uncertainty is part of
the model that endeavours to uncover their unique and true identity. In consequence,
the number of unique observations in the collected sample is unknown. Wright et al.
(2009) and Steorts et al. (2016) proposed two different Bayesian models for incorporat-
ing this uncertainty. The simulations were carried out via MCMC algorithms, namely
GENUAD and SMERED, respectively.
This thesis determined the convergence of the Markov chains produced by these al-
gorithms. In the case of GENUAD, once the irreducibility of the chain was determined
other convergence properties followed, such as ergodicity. Because the positivity condi-
tion does not hold for the specific support, irreducibility was concluded by constructing
a sequence of states holding the condition in Besag’s lemma. This result also guarantees
the capability of the full conditional densities to supply the joint density of interest.
Thus, the existence and uniqueness of the invariant distribution is ensured. On the
other hand, a counterexample showed that the chain in SMERED does not converge
to the desired posterior distribution for which the chain was constructed. This failure
was attributed to an oversight related to the dimension change in one of the parameters.
The detailed study of these algorithms allowed to discover and address some in-
accuracies and imprecisions. For example, the controversial combinatorial term for
updating X given G in Wright et al. was examined and clarified. Additionally, the
fact that Steorts et al. considered a symmetric proposal distribution indicated the
presence of convergence issues. Thus, a comprehensive understanding of the aforemen-
tioned models and algorithms led to the development of a new approach for solving the
same misidentification problem, the SMERED+ algorithm. It is a trans-dimensional
algorithm which considers the dimension change of the parameter space, and it is
an improved version of SMERED. Another algorithm was proposed, named the DIU
algorithm. It is a Metropolised independent sampler which requires a minimal compu-
tational effort. It worked well for the small-scale example, but unfortunately, it failed
when simulating extensive datasets. The positivity of the proposal distributions en-
sured the convergence to the invariant distribution of these two new approaches.
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The GENUAD and SMERED+ algorithms were compared via simulations. The
posterior distribution of interest was taken from Wright et al.. Both GENUAD and
SMERED+ reach convergence, but differently. The degree of corruption in the data
played a decisive role in the efficiency of the algorithms. In the specific data considered
in Wright et al., more corruption in the data implies a low correlation between the
parameters. If the data has high levels of contamination, then the parameters would
be almost independent because there would be many possibilities to move around the
state space. The fact that GENUAD is a Gibbs algorithm may limit its performance
if the parameters are highly correlated. Since SMERED+ is an RJMCMC algorithm
for jointly updating the parameters, it is impervious to correlations between them.
When using MCMC methods for sampling from a target distribution, the real chal-
lenge is assessing convergence, mainly because there is no consensus about how to do
it. Instead, an extensive list of diagnostics attempts to determine, at least approxi-
mately, if the sample has been taken from the same distribution. However, no singular
diagnostic will be definitive regarding the convergence of the simulated sample. Thus,
simulations via MCMC algorithms and the study of their convergence is a controversial
matter. For instance, debated issues regarding variations in the styles of simulating
include the pertinence of constructing a single long chain or two chains, the benefits
of discarding the initial simulations, and the practicality of thinning the chains. All of
these subjects lack definitive answers. Thus, there is an element of subjectivity in the
analysis of Markov chains.
Individually, GENUAD and SMERED+ accomplished Markov chains which sample
from the same distribution, as shown by the examples. Reviewing different strategies
for assessing convergence of MCMC algorithms, Cowles and Carlin (1996) stated that
“multiple algorithms may also be helpful, because each will have its own convergence
properties and may reveal different features of the likelihood or posterior surface”.
Thus, this is a case where two different algorithms, GENUAD and SMERED+, are
used for sampling from the same posterior distribution, each with its own convergence
properties. The weaknesses of one algorithm can be the strengths of the other. For ex-
ample, with the information provided by the GENUAD algorithm in the case of R ≥ 2,
there is no conclusive way to know if there is a failure to sample a representative portion
of the state space of interest. As seen, GENUAD struggles to leave subregions of that
space. Nevertheless, SMERED+ showed more freedom to explore the entire state space.
While the results suggest that GENUAD and SMERED+ are promising algorithms
tailored to situations that involve misreported data or some kind of measurement er-
ror, a limitation is that the model considered here is problem-specific. The algorithms
have not been applied to different datasets rather than that in Wright et al. (2009).
However, they could apply to frequently used datasets in economics, finance, public
policy analysis, and population research. Some examples are mentioned below.
For instance, the Integrated Data Infrastructure (IDI) is an extensive research
database containing confidential longitudinal microdata about people, households, and
business in New Zealand. Data is from a range of government agencies, Statistics NZ
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surveys including the 2013 Census, and non-government organisations. The flow of
data in the IDI includes linking the identities across the different sources using deter-
ministic and probabilistic linking. The algorithms proposed here may be useful in this
clearing data step. The Ministry of Social Development’s Child Youth & Family Data
and the 2013 New Zealand Census are examples of datasets in the IDI that provide the
raw information analysed in numerous studies. However, they are known to have con-
siderable data quality issues as they include partial observations and misreported data.
The models considered here may also be useful in economic applications. Finan-
cial data can have misreported values when there is a substantial price movement on a
trade that is later declared by the stock exchange to have been erroneous. Many critical
macroeconomic variables are published at sub-annual frequencies and then revised at a
later date across Organisation for Economic Co-operation and Development (OECD)
countries1. A different, but related, use of the algorithms proposed in this thesis is
associated with self-reporting surveys. Berg and Lien (2006) proposed a statistical
model that simultaneously controls for misreporting and survey non-response. The
model assumes that misreporting and non-response events are jointly distributed as a
multinomial logit. Because there is evidence that the sexual orientation may be con-
nected to economic variables such as personal income, household income, geographical
location and health outcomes, Berg and Lien (2009) further analysed survey misre-
porting using an online survey that includes self-reported rates of lying. The approach
proposed here could be used alongside that in Berg and Lien to estimate probabilities
of misreporting and non-response based on a clean dataset, and thus, provide more
precise estimates of the size of the non-heterosexual population.
The above instances and countless other survey datasets are examples where the
novel technique proposed and analysed in this thesis could be applied. They allow
accountability for measurement error that researchers struggle to control, specially as
these datasets are used as the basis for thousands of peer-reviewed articles.
While possible applications were described above, the previous chapter discussed
various subjects that promise future research. For example, the laziness tendency of
SMERED+ may be used to solve periodicity and mixing problems, and the overall pro-
posal distribution of the DIU model could be improved by constructing a new proposal
as a mixture of densities. In addition, a possible generalisation of the solution to the
misidentification problem could be in the context of fuzzy cluster analysis.
Cluster analysis consists in partitioning a data set into a number of subsets such
that the members of a cluster have a specific degree of similarity. This problem of data
clustering “has been widely studied in data mining and machine learning literature
because of its numerous applications to summarization, learning, segmentation, and
target marketing”, according to Aggarwal (2013, p. 2).
Vazirgiannis et al. (2003) define crisp clustering as the clustering undertaken where
1http://www.oecd.org/sdd/40315408.pdf
129
Chapter 8. Conclusion and future work
there is discrete 0 or 1 membership of objects to a cluster. That is, an element in the
data either belongs to a class or not. This type of clustering assumes the existence of
strictly defined boundaries between the clusters. Nevertheless, this assumption is not
always valid since such boundaries can be fuzzy. As the author stated (p. 143), “a
more detailed description of an object’s membership in a cluster is needed since there
are cases that will assign each object to more than one cluster with a different degree
of belief”. Thus, fuzzy clustering may be considered a more effective approach when
accounting for the uncertainty included in data.
In general, for fuzzy cluster analysis techniques the membership is not a dichoto-
mous variable, instead, it defines a degree of membership between 0 and 1 for each
element assigned into a cluster. Thus, each object could belong to more than one
cluster with a different degree of belief depending on its similarity with other objects
in the clusters. The aim is to find groups of similar objects, comprising the clusters, in
a set of S given by {g1, . . . , gS}. The degree of belief with which gj, for j = 1, . . . , S,
belong to a cluster i is arranged in a n×S matrix denoted by U , where n is the number
of clusters. Because the fuzzy partitioning allows membership at any of the n clusters,
then U could be any object of the set of n-partitions. That is, U ∈Mn,S where Mn,S
denotes the space of all n × S matrices such that uij ∈ [0, 1] for j = 1, . . . , S and
j = 1, . . . , S;
∑n
i=1 uij = 1 for i = 1, . . . , n; and
∑S
j=1 uij > 0 for j = 1, . . . , S.
The problem with this approach is that the number of clusters is unknown, that
is, the number of rows of the matrices U varies. However, the connection with the








As previously mentioned, the primary theme of this thesis is not founded on genetics.
This appendix introduces some definitions to make the data accessible and treatable.
The definitions required to understand the applications have been modified using a
different language but keeping consistency with the biological definition.
Definition A.1.1. Let A ⊂ Z+ the set of possible alleles at a single locus. Then the
genotype of an individual at that locus is a pair (x, y) where x, y ∈ A. There is no
notion of order in this definition, that is, (x, y) and (y, x) refer to the same genotype.
Definition A.1.2. Let be (x, y) a genotype at a single locus. If x = y then the
genotype is homozygous. Otherwise, it is heterozygous.
Definition A.1.3. Let A ⊂ Z+ the set of possible alleles at a single locus with |A|= m
(i.e. m alleles at the locus). Under allelic dropout, if (x, x) with x ∈ A is an observed
genotype, then the set of possible true genotypes is given by C = {(x, y) : for all y ∈
A}. These genotypes will be called compatible genotypes.
For example, consider a single locus with three alleles, say A = {1, 2, 3}. According
to Definition A.1.3, if the observed genotype is (3, 3) then the compatible genotypes
are {(1, 3), (2, 3), (3, 3)}. If the observed genotype is (1, 3), then (1, 3) is its unique
compatible genotype. Table A.1 shows the compatible genotypes for all other cases.
Table A.1: Compatibility between true and observed genotypes.
True






(1,1) X X X
(1,2) X
(1,3) X
(2,2) X X X
(2,3) X
(3,3) X X X
133
Appendix A. Definitions for GENUAD
Definition A.1.4. A set of observed genotypes is co-referent if they have a common
compatible genotype.
This definition is a borrowed concept from the record linkage terminology. Notice
that it establishes a relation only between observed genotypes. Table A.2 pairs for
co-referent genotypes.
Table A.2: Co-reference between observed genotypes.
Observed






(1,1) X X X X X
(1,2) X X X
(1,3) X X X
(2,2) X X X X X
(2,3) X X X
(3,3) X X X X X
Notice that the co-reference relation is not transitive. That is, if s1 and s2 are
co-referent samples, and also s2 and s3 are co-referent, then, s1 and s3 could be not co-
referent. For instance, (1, 1) and (2, 2) are co-referent because they could be associated
to the true genotype (1, 2); and (2, 2) and (2, 3) to (2, 3). However, (1, 1) and (2, 3)
are not co-referent, because does not exist a common latent genotype that can be
associated to them.
A.2 The corruption process
A.2.1 Allelic dropout in GENUAD
The corruption in the data considered in Wright et al. (2009) is due to the presence
of allelic dropout. The definition of compatibility between genotypes, given in Defi-
nition A.1.3, limits the set of possible true genotypes for one observed. In general, if
the alleles in a single locus are labelled with capital letters, then a genotype could be
homozygous (AA) or heterozygous (AB). The conditional density f(gobs|g, p) is given
by
If g = AA then
Pr(gobs|g, p) =
{
1 for gobs = AA,
0 for gobs = AB.
If g = AB then
Pr(gobs|g, p) =
{
p/2 for gobs = AA or BB,
1− p for gobs = AB.
Notice that true homozygous genotypes are free of genotyping error. For true
heterozygous, there are three possibilities. If AB is the true genotype:
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• It may be wrongly observed as AA, that is, a failure to detect the allele B, with
probability p/2.
• It may be wrongly observed as BB, that is, a failure to detect the allele A, with
probability p/2.
• It may be correctly observed as AB with probability 1− p.










Figure A.1: Conditional probabilities of the observed
genotypes given the true genotype. Pr(Observed|True).
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