Abstract. Assume that a basic algebra A over an algebraically closed field k with a basic set A 0 of primitive idempotents has the property that eAe = k for all e ∈ A 0 . Let n be a nonzero integer, and φ and ψ two automorphisms of the repetitive categoryÂ of A with jump n (namely, they send
Introduction
Throughout this paper G is a group, and we fix an algebraically closed field k, and all categories and functors are assumed to be k-linear, and we assume that all algebras are basic, connected, finite-dimensional k-algebras. We identify each algebra A with a locally bounded category whose object set A 0 is given by a fixed complete set of orthogonal primitive idempotents of A. Therefore we assume that A = 0 and that automorphisms of A send A 0 to A 0 .
For a category C we denote by Aut(C) the group of automorphisms of C. A pair (C, X) of a category and a group homomorphism X : G → Aut(C) (we write X α := X(α)) is called a category with G-action. Let (C, X) be a category with a G-action. We do not assume that the G-action X is free in general. In that case, we take the definition of the orbit category C/G in [4] . If C is locally bounded and the G-action is free, then we take the classical definition of the orbit category C/G as in [6] , in which case C/G is a basic category. We make full use of the fact that equivalences between basic categories turn out to be isomorphisms (e.g., Theorem 4.1, 4.5).
A generalized multifold (more precisely, n-fold ) extension ( [5] ) of an algebra A is a category of the form Λ :=Â/ φ , whereÂ is the repetitive category of A, φ is an automorphism ofÂ with jump n for some integer n (see Definition 1.2(4) and Proposition 1.4), andÂ/ φ := (Â, φ)/Z is the orbit category of the categoryÂ with a Z-action given by φ. Note that the category Λ has a finite number of objects (i.e., Λ is an algebra) if and only if n = 0. The category Λ is called a twisted multifold extension ( [2] ) of A and denoted by T n φ (A) if the automorphism φ above has the formρν n A , whereρ is the automorphism ofÂ naturally induced from ρ and ν A is the Nakayama automorphism ofÂ. An algebra A is called a piecewise hereditary algebra if A is derived equivalent to a hereditary algebra H, further in that case A is said to be of tree type if the ordinary quiver of H is an oriented tree.
In [5] , we have given a derived equivalence classification of generalized multifold extension algebras of piecewise hereditary algebras of tree type, which extends the derived equivalence classification of twisted multifold extension algebras of piecewise hereditary algebra of tree type given in [2] . A key point of the proof was to show that the generalized multifold extensionÂ/ φ of a piecewise hereditary algebra A by an automorphism φ of A with jump 0 = n ∈ Z is derived equivalent to the twisted multifold extension T n φ 0 (A) of A, where φ 0 := (1l [0] ) −1 φν −n A 1l [0] of A (see Definition 1.2(3) for the definition of 1l [0] ). For algebras A in examples that we checked the algebrasÂ/ φ and T n φ 0 (A) were very similar and seemed to be not only derived equivalent but also isomorphic. This led us to the following conjecture.
Conjecture. If A is a piecewise hereditary algebra of tree type, then the algebrasÂ/ φ and T n φ 0 (A) would be isomorphic.
In this paper we will show that this conjecture is true as a direct consequence of the following lemma and proposition. We say that an algebra A has no nonzero oriented cycles if eAe = k for all primitive idempotents e of A. Then the following holds.
Lemma (Lemma 5.2). If
A is a piecewise hereditary algebra of tree type, then A has no nonzero oriented cycles.
Note that for each automorphism φ ofÂ we haveÂ/ φ (x [i] , y [j] ) ∼ = k∈ZÂ (φ k x [i] , y [j] ) for all objects x
[i] , y [j] ofÂ, which gives us a Z-grading ofÂ/ φ by setting (Â/ φ ) k (x [i] , y [j] ) :=Â(φ k x [i] , y [j] ). We always regard the orbit categoryÂ/ φ as a Z-graded category by this grading. Then we will show the following.
Proposition (Corollary 4.3). Assume that A has no nonzero oriented cycles. Let φ be an automorphism ofÂ with jump 0 = n ∈ Z. ThenÂ/ φ and T n φ 0 (A) are isomorphic as Z-graded algebras.
More generally, we give the following criterion.
Theorem (cf. Theorem 4.1). Assume that A has no nonzero oriented cycles. Let φ and ψ be automorphisms ofÂ with jump n ∈ Z that coincide on the objects ofÂ. ThenÂ/ φ andÂ/ ψ are isomorphic as Z-graded algebras (equivalence of Z-categories when n = 0) if there exists a map ρ 0 :
Essential point to prove this theorem is to combine an idea in Saorín's paper [10] and Theorem 3.10 taken from [4] .
The paper is organized as follows. After some preparations in section 1 we characterize automorphisms of repetitive categories with jump 0 in section 2. In section 3 we discuss on equivalences of orbit categories. We note that we do not have to assume that actions of groups are free throughout this paper because we use tools developed in [3, 4] . Therefore this paper extends the derived equivalence classification of generalized n-fold (0 = n ∈ Z) extensions of piecewise hereditary algebras of tree type in [5] to that including the case of n = 0. In section 4 we give a proof of the theorem above and discuss related topics.
In particular, we give another criterion (Theorem 4.5) for isomorphisms (equivalences) of orbit categories in terms of simple cycles in the quiver of an algebra. Finally in section 5 we apply the results in the previous section to piecewise hereditary algebras to have an affirmative answer (Corollary 5.3) to the conjecture above.
Preliminaries
Let Q = (Q 0 , Q 1 , s, t) be a quiver, namely, Q 0 is the set of vertices, Q 1 is the set of arrows, s and t are the maps sending each arrow to its source and target, respectively. Then for vertices x, y ∈ Q 0 , we set
For a category R we denote by R 0 and R 1 the class of objects and morphisms of R, respectively. A category R is said to be locally bounded if it satisfies the following:
• Distinct objects of R are not isomorphic;
• R(x, x) is a local algebra for all x ∈ R 0 ;
• R(x, y) is finite-dimensional for all x, y ∈ R 0 ; and • The set {y ∈ R 0 | R(x, y) = 0 or R(y, x) = 0} is finite for all x ∈ R 0 . A category is called finite if it has only a finite number of objects. Remark 1.1. Note that any locally bounded category R is presented as R = kQ/I with a unique quiver Q and an admissible ideal I of kQ. For each α ∈ Q 1 we denote by α the morphism α + I of R.
A pair (A, E) of an algebra A and a complete set E := {e 1 , . . . , e n } of orthogonal primitive idempotents of A can be identified with a locally bounded and finite category R by the following correspondences. Such a pair (A, E) defines a category R (A,E) := R as follows: R 0 := E, R(x, y) := yAx for all x, y ∈ E, and the composition of R is defined by the multiplication of A. Then the category R is locally bounded and finite. Conversely, a locally bounded and finite category R defines such a pair (A R , E R ) as follows: A R := x,y∈R 0 R(x, y) with the usual matrix multiplication (regard each element of A as a matrix indexed by R 0 ), and E R := {(1l x δ (i,j),(x,x) ) i,j∈R 0 | x ∈ R 0 }. We always regard an algebra A as a locally bounded and finite category by fixing a complete set A 0 of orthogonal primitive idempotents of A. We say that a locally bounded category R has no nonzero oriented cycles if R(x, x) = k for all objects x of R, which extends the corresponding notion for algebras. Definition 1.2. Let A be a locally bounded category.
(1) The repetitive categoryÂ of A is a k-category defined as follows (Â turns out to be locally bounded again):
•Â(
(ii) If i = j, j + 1 = k, then this is given by the right A-module structure of DA: DA(z, y) × A(x, y) → DA(z, x). (iii) If i + 1 = j, j = k, then this is given by the left A-module structure of DA:
A(y, z) × DA(y, x) → DA(z, x). (iv) Otherwise, the composition is zero.
(2) We define an automorphism ν A ofÂ, called the Nakayama automorphism ofÂ, by 
, an isomorphism of categories. Further we define a bijection
for all x, y ∈ A 0 . (4) For an integer n we say that an automorphism φ ofÂ has a jump n if φ(
We cite the following [5, Lemma 1. (1) φ is an automorphism with jump n;
for all integers j; and • For each
Then
(1)ψ is an isomorphism.
(2) Given an isomorphism ρ :Â →B, the following are equivalent.
(a) ρ =ψ; (b) ρ satisfies the following.
is commutative; and
for all x, y ∈ A and all β ∈ DA(y, x).
Automorphisms of the repetitive category with jump 0
Throughout this section A is an algebra. We set Aut 0 (Â) to be the group of all automorphisms ofÂ with jump 0. Note that an algebra A is regarded as an A-A-bimodule A(-, -) :
In the sequel we usually omit subscripts x, y, x ′ , y ′ above.
Lemma 2.2. Let A be an algebra. Then we can construct a bijection ζ from Aut 0 (Â) to the set A of families of pairs (φ i ,φ i ) i∈Z , where φ i is an automorphism of
Proof. Let φ ∈ Aut 0 (Â). For each i ∈ Z we define (φ i ,φ i ) ∈ A as follows. Since φ has jump 0, φ restricts to an automorphism of A
[i] , and we set φ i := (1l
A → A, which turns out to be an automorphism of A. For each x, y ∈ A 0 we defineφ i :
.
is an isomorphism of A-A-bimodules. Indeed, since φ :Â →Â is a functor, it induces a morphism of bimodulesÂ(-, -) →Â(-, -) giving us the commutativity of the inner rectangle in the following commutative diagram.
Hence the commutativity of the outer rectangle shows the equality (2.1).
. Define φ on morphisms as follows.
) by the following commutative diagram:
O y and define φ :Â(
for all x, y ∈ A 0 . Then it is easy to see that φ ∈ Aut 0 (Â) and that these constructions are inverses to each other.
Remark 2.3. In the above we identify φ with
In (1) note that the compositeφ i •ψ i of the second entries is a bimodule map
given by A(x, y)ψ
Definition 2.4. We define a group homomorphism Ψ : Aut
Remark 2.5. For each σ ∈ Aut(A) we haveσ ∈ Aut 0 (Â) and Ψ(σ) = σ by Lemma 1.5. Thus Ψ is a retraction, in particular, an epimorphism.
It is obvious by definition that an automorphism φ ∈ Aut 0 (Â) is in Ker Ψ if and only if φ 0 is the identity of A. Therefore to have more information on Ker Ψ, we need to know how to construct automorphisms ofÂ from the identity of A.
and for each morphism x a − → y in A we define ξ(λ)(a) by the commutativity of the diagram
Then it is easy to see that ξ(λ) ∈ Aut(A) for all λ ∈ (k × ) A 0 , and that ξ is a group homomorphism.
Note that we can regard λ as a natural isomorphism λ :
we define a family (φ i ,φ i ) i∈Z of maps as follows.
Then for each i ∈ Z we have
Proof.
(1) This is obvious because in (2.4) φ i is given by the left multiplication by a nonzero element of k.
the commutativity of which follows from (2.4). [In fact conversely the condition (2.4) is determined so that this diagram commutes.]
We showφ i : A → φ i A φ i+1 is an isomorphism of A-A-bimodules. Indeed, by definition φ i is a bijection and for each α, β, γ ∈ A 1 we havē
By the definition of the multiplication in (k
the first equality is obvious because ξ is a group homomorphism. To show the second equality let a : x → y be in A 1 . Then
as required.
We assume the following property which is necessary for our purpose. Definition 2.9. A locally bounded category R is said to have no nonzero oriented cycles if R(x, x) ∼ = k for all objects x of R. Remark 2.10. (1) Note that if a locally bounded category R is presented as R = kQ/I with a quiver Q and an admissible ideal I of kQ, then R has no nonzero oriented cycles if and only if I contains all oriented cycles in Q.
(2) If a locally bounded category A has no nonzero oriented cycles, then so does the repetitive categoryÂ because for any object
Proposition 2.11. Assume that A has no nonzero oriented cycles. Then there is an exact sequence of groups
Proof. First, by Remark 2.5 we already know that Ψ is an epimorphism. Second, we show that Φ is injective. Let λ ∈ Ker Φ and set
To show that λ i (x) = 1 for all x ∈ A and i ∈ Z we show (i) for each i ∈ Z, λ i (x) = λ i (y) =: k i ∈ k for all x, y ∈ A; and (ii) for each i ∈ Z, k i = 1. To show the statement (i) we first show that ξ(λ i ) = 1l A for all i ∈ Z. For each i > 0,
. It remains to show that ψ = Φ(λ). Set Φ(λ) = (φ i ,φ i ) i∈Z . Then we have only to show ψ i = φ i andψ i =φ i for all i ∈ Z.
It follows from ψ 0 = 1l A = φ 0 that ψ i = φ i (= 1l A ) on the objects for all i ∈ Z by Lemma 1.3.
For each morphism a ∈ A(x, y) (x, y ∈ A) we show ψ i (a) = φ i (a) by induction on i ≥ 1.
Similarly we see that ψ i (a) = φ i (a) for all i < 0. Let a ∈ A(x, y) with x, y ∈ A. Then
Remark 2.12.
(1) By Remark 2.5, the exact sequence in Proposition 2.11 splits. Therefore we have an isomorphism
, where Φ(λ) = (φ i ,φ i ) i∈Z . Let ψ = (ψ i ,ψ i ) i∈Z be an automorphism ofÂ with jump 0. By the above, we
. By the equality (2.5), λ i (x)σφ i (a) = λ i (y)σφ i+1 (a) for all morphism a ∈ A(x, y). Therefore, we have
(2) In Ohnuki-Takeda-Yamagata [8, section 3] they gave a surjection
where aAut(B) denotes the group of algebra automorphisms of an algebra B (herê A is regarded as an algebra without identity) and U(A) is the set of all units in A.
Orbit categories
We cite some statements from [3, 4] below.
Definition 3.1. Let (C, X), (C ′ , X ′ ) be categories with G-actions. Then a G-equivariant functor is a pair (F, η) of a functor F : C → C ′ and a family η = (η α ) α∈G of natural isomorphisms η α :
commute for all a ∈ G.
Definition 3.4. A 2-category G-Cat is defined as follows.
• The objects are the small G-categories.
• The 1-morphisms are the G-equivariant functors between objects.
• The identity 1-morphism of an object C is the 1-morphism (1l C , (1l 1 l C ) a∈G ).
• The 2-morphisms are the morphisms of G-equivariant functors.
• The identity 2-morphism of a 1-morphism (E, ρ) : C → C ′ is the identity natural transformation 1l E of E, which is clearly a 2-morphism.
• The composition of 1-morphisms is the one given in the previous lemma.
• The vertical and the horizontal compositions of 2-morphisms are given by the usual ones of natural transformations.
Then the following are equivalent.
(1) (E, ρ) is an equivalence in G-Cat; (2) E is fully faithful and dense (i.e., E is a category equivalence). Thus the G-equivariant equivalences are exactly the equivalences in G-Cat. 
for all x, y ∈ B and a, b ∈ G. If f ∈ B a (x, y) for some a ∈ G, then we say that f is homogeneous of degree a.
(2) A degree-preserving functor is a pair (H, r) of a functor H : B → A of G-graded categories and a map r : B 0 → G such that H(B rya (x, y)) ⊆ A arx (Hx, Hy) for all x, y ∈ B and a ∈ G. This r is called a degree adjuster of H. (3) A functor H : B → A of G-graded categories is called a strictly degree-preserving functor if (H, 1) is a degree-preserving functor, where 1 denotes the constant map B 0 → G with value 1 ∈ G, i.e., if H(B a (x, y)) ⊆ A a (Hx, Hy) for all x, y ∈ B and a ∈ G. (4) A functor H : B → A of G-graded categories is said to be homogeneously dense if for each x ∈ A 0 there exists some y ∈ B 0 such that there exists a homogeneous isomorphism x → H(y). The composite of degree-preserving functors can be made into again a degree-preserving functor as follows.
is also a degree-preserving functor, which we define to be the composite (H ′ , r ′ )(H, r) of (H, r) and (H ′ , r ′ ).
Definition 3.8. A 2-category G-GrCat is defined as follows.
• The objects are the small G-graded categories.
• The 1-morphisms are the degree-preserving functors between objects.
• The identity 1-morphism of an object B is the 1-morphism (1l B , 1).
• The 2-morphisms are the morphisms of degree-preserving functors.
• The identity 2-morphism of a 1-morphism (H, r) : B → A is the identity natural transformation 1l H of H, which is a 2-morphism (because (1l H )x = 1l Hx ∈ A 1 (Hx, Hx) = A r −1
x rx (Hx, Hx) for all x ∈ B). • The composition of 1-morphisms is the one given in the previous lemma.
• The vertical and the horizontal compositions of 2-morphisms are given by the usual ones of natural transformations. (
be simple cycles in Q and c ∈ {1, . . . , m}. Then we set C[c] := l m+c · · · l 1+c , where j is the number in {1, . . . , m} such that j ≡ j (mod m) for all integers j. We say that C and C ′ are equivalent if m = n and there exists some c ∈ {1, . . . , m} such that
Q 1 be a sequence and C = l n · · · l 1 be a walk in Q. Then we set φ C := φ ln . . . φ l 1 , where φ a −1 := φ −1 a for each a ∈ Q 1 . Proposition 3.13. Let Q be a quiver and (φ a ) a∈Q 1 , (ψ a ) a∈Q 1 ∈ (k × ) Q 1 be sequences. (2) (⇐ ). This is trivial. (⇒). Assume that φ S = ψ S for all S ∈ S. Then obviously we have φ T = ψ T for all simple cycles T . Let C = l n . . . l 1 be a cycle in Q. We show the statement by induction on the length n of C. When n = 1, the claim holds because C is a simple cycle. Assume n > 1. We set x i := s(l i ) for all i = 1, . . . , n. Note that there exists an i such that
. . l j is a simple cycle and we have φ S = ψ S . We set
For each g ∈ Aut(C) denote by g (-) the Z-action on C defined by n → g n (n ∈ Z). The following plays a central role in the proof of the main result.
Proposition 3.14. Let R be a locally bounded category, Q the ordinary quiver of R, and g, h automorphisms of R that coincide on the objects of R. Consider the following two statements.
(1) There exists a map ρ :
for all morphisms f ∈ R(x, y) and for all x, y ∈ R 0 . (2) (a) For each x, y ∈ Q 0 and each α ∈ Q 1 (x, y), there exists some c x,y ∈ k × such that (g −1 h)(α) = c x,y α, and
is a strictly degree preserving, homogeneously dense equivalence of Z-graded categories. Then (1) is equivalent to (2), (3) is equivalent to (4) , and (1) implies (3) . If R has no nonzero oriented cycles, then (3) implies (1).
Proof. We set
−1 ρ(y)f for all f ∈ R(x, y) and for all x, y ∈ R 0 . We set c x,y := ρ(x) −1 ρ(y) for all x, y ∈ Q 0 . Then (2)(a) holds by taking f = α for all α ∈ Q 1 (x, y). To show (2)(b), let
. Hence
(2) ⇒ (1). Let {X i | i ∈ I} be the set of all connected components of Q. Choose one vertex x i in X i for each i ∈ I. Let i ∈ I. Define ρ(x i ) := 1. For each vertex x in X i take a walk w from x i to x in X i as follows:
Then we define ρ(x) := E l 1 · · · E lm = E w . This is well-defined because of (2)(b). Indeed, let w ′ be another walk from x i to x. Then C := w ′ −1 w is a cycle through x, hence we
w ′ E w , which shows that E w = E w ′ . Let f ∈ R(x, y) with x, y ∈ R 0 . We have only to show E(f ) = ρ(x) −1 ρ(y)f . We may assume that f = µ for some path µ = α n · · · α 1 in Q. Let X i be the connected component of Q containing x.
(i) When f = α for some α ∈ Q 1 . Let w be a walk from x i to x. Then ρ(x) = E w and
where
. This follows by Theorem 3.10. More precisely, (3) implies (4) because
is a 2-functor, and (4) implies (3) by the following strictly commutative diagram:
O y and the fact that ε
Assume that the statement (1) holds. Then by applying (1) to g
Now we have to construct a Z-equivariant equivalence (1l R , η) : (R, g (-) ) → (R, h (-) ). The statement (1) yields the following commutative diagram:
for all n > 0, and
for all n < 0.
By looking at (3.1), (3.2) and (3.3) we define a family η = (η n ) n∈Z of natural isomorphisms η n : g n ⇒ h n by
for all n ∈ Z and x ∈ R 0 . To verify that (1l R , η) is a Z-equivariant equivalence, it is enough to show
for all m, n ∈ Z and x ∈ R 0 . We may assume that n = 0 because (3.4) is trivial for n = 0. The commutative diagrams (3.2) and (3.3) show that
Then for each n > 0 we use (3.5) to show (3.4) as follows:
Similarly for each n < 0 the equality (3.4) follows by using (3.6). Hence by Theorem 3.10, we have an equivalence (1l R , η)/Z : R/ g → R/ h as Zgraded categories that is the identity on the objects, thus (1l R , η)/Z is an isomorphism.
(3) ⇒ (1). Assume that R has no nonzero oriented cycles. By (3), η −1 : g ⇒ h is a natural isomorphism. Then for each f : x → y in R we have a commutative diagram
By the assumption, for each z ∈ R 0 , there exists some ρ(z) ∈ k × such that η
Corollary 3.15. Let R be a locally bounded category having no nonzero oriented cycles, Q the ordinary quiver of R, and g, h, E automorphisms of R. Then the following are equivalent.
(1) (a) Eg and hE coincide on the objects of R.
(b) There exists a map ρ : R 0 → k × such that ρ(y)(Eg)(f ) = (hE)(f )ρ(x) for all morphisms f ∈ R(x, y) and for all x, y ∈ R 0 . (2) (a) Eg and hE coincide on the objects of R.
(b) For each x, y ∈ Q 0 and each α ∈ Q 1 (x, y), there exists some c x,y ∈ k × such that ((Eg) −1 hE)(α) = c x,y α, and
There exists a natural isomorphism η : hE ⇒ Eg such that (E, η)/Z : R/ g → R/ h is a strictly degree preserving, homogeneously dense equivalence of Z-graded categories.
(1) ⇔ (2). This immediately follows from Proposition 3.14 if we replace g, h by Eg, hE, respectivity.
(1) ⇔ (3). This follows from Proposition 3.14 by regarding the diagram in the left hand side as that in the right:
. This follows from the equivalence of (3) and (4) in Proposition 3.14 by replacing 1l R to E.
Remark 3.16.
(1) Proposition 3.14 does not assume that the G-actions are free. Therefore we extend the derived equivalence classification given in [5] to that of all n-fold extensions including the case that n = 0.
(2) Let S be a complete set of representatives of equivalence classes of simple cycles in Q. To verify the condition (2)(b) in Proposition 3.14 it is enough to show that (g −1 h) C = 1 for each cycle C ∈ S.
Main results
Throughout this section we assume that A is an algebra without nonzero oriented cycles unless otherwise stated.
Theorem 4.1. Let φ and ψ be automorphisms ofÂ with jump n ∈ Z that coincide on the objects ofÂ. Any map ρ 0 :
can be extended to a map ρ :
where we regard the functor 1l 
for all x, y ∈ A 0 and i ∈ Z. It follows from (4.1) that φ 0 (a) = ρ 0 (y) −1 ψ 0 (a)ρ 0 (x) = ψ 0 ξ(ρ 0 )(a) for all a ∈ A(x, y) and x, y ∈ A 0 (see Definition 2.6 for ξ), and hence φ 0 = ψ 0 ξ(ρ 0 ). Here we regard ρ 0 as the sequence (ρ 0 (x)) x∈A 0 ∈ (k × ) A 0 . Then we have Lemma 1.5 for the definition of ξ(ρ 0 ) ∈ Aut(Â)), and hence there exists an element λ = (
, from which we have
By comparing the first entries of the equality (4.5) we see that
For each a ∈ A(x, y) (x, y ∈ A) by using equalities (2.3) and (2.4) we have
and
By looking at this we define ρ :Â 0 → k × by the formula
Then ρ is certainly an extension of ρ 0 . Now let a ∈ A(x, y) (x, y ∈ A 0 ) and i ∈ Z. Note that we have φ(a
, thus (4.3) holds. We next show the equality (4.4). By comparing the second entries of the equality (4.5) we haveψ i =φ iσi ξ(ρ 0 ) −1 . By using equalities (2.3), (2.4) and (2.5) we see that
and for each β ∈ D(A(y, x)) we have
By the commutativity of the diagram (2.2) we have
The assumption of the statement above can be slightly weakened as follows.
Proposition 4.2. Let φ and ψ be automorphisms ofÂ with jump n ∈ Z that coincide on the objects ofÂ. We may set φν −n A = (φ i ,φ i ) i∈Z and ψν −n A = (ψ i ,ψ i ) i∈Z because they are automorphisms ofÂ with jump 0. If there exist i, j ∈ Z and ρ :
for all a ∈ A(x, y) x, y ∈ A 0 , then the equality (4.1) holds.
Proof. Since φν 
. Then by the equality (2.6) in Remark 2.12 (1) we have the following commutative diagrams:
if i > 0, and
and each z ∈ A 0 we set
When i, j > 0, it follows from these diagrams that
i (x)φ 0 (a) and similarly
j (x)ψ 0 (a)ρ(x). By the assumption (4.6) we have
Looking at this we define ρ 0 : (1) For each x, y ∈ Q 0 and each α ∈ Q 1 (x, y), there exists some c x,y ∈ k × such that (φ −1 0 ψ 0 )(α) = c x,y α, and (2) for each cycle C = l n · · · l 1 (l 1 , . . . , l n ∈ Q 1 ) in S, we have (φ −1 0 ψ 0 ) C = 1 (see Proposition 3.14 for the notation). Then (1lÂ, η)/Z :Â/ φ →Â/ ψ is an equivalence in Z-GrCat for some natural isomorphism η : ψ ⇒ φ, in particular, it is an isomorphism as Z-graded categories when n = 0.
Proof. This follows easily by applying Proposition 3.14 and Remark 3.16(2) to A and by using Theorem 4.1. Indeed, by applying the equivalence of (1) and (2) in Proposition 3.14 and Remark 3.16(2) to A, we see that (2) and (3) are equivalent.
(3) ⇒ (1). This follows by Theorem 4.5.
(1) ⇒ (2). This follows by applying the implication from (4) to (1) in Proposition 3.14 toÂ.
Piecewise hereditary algebras of tree type
In this section we will apply the results in the previous section to piecewise hereditary algebras of tree type. We begin with the following lemma. The following lemma enables us to apply the statement above to piecewise hereditary algebras of tree type.
Lemma 5.2. A piecewise hereditary algebra has no nonzero oriented cycles.
Proof. If A is a piecewise hereditary algebra, then there is a tilting complex T over a hereditary algebra H such that A ∼ = End(T ). For each primitive idempotent e in A, eAe is isomorphic to End(T e ) where T e is a direct summand of T . By [7, Corollary 5.5] , eAe is a piecewise hereditary algebra because T e is a partial tilting complex. Since piecewise hereditary algebras have finite global dimension and eAe is local, eAe is isomorphic to k by Lemma 5.1. Hence A have no nonzero oriented cycles if A is a piecewise hereditary algebra.
By Corollary 4.3 and Lemma 5.2 we finally have the following, which gives an affirmative answer to the conjecture in the introduction. 
