Abstract _ Random coefficient regressions have been applied in a wide range of fields, from biology to economics, and constitute a common frame for several important statistical models. A nonparametric approach to inference in random coefficient models was initiated by Beran and Hall. In this paper we introduce and study goodness of fit tests for the coefficient distributions; their asymptotic behaviour under the null hypothesis is obtained. We also propose bootstrap resampling strategies to approach these distributions and prove their asymptotic validity using results by Gine and Zinn on bootstrap empirical processes. A simulation study illustrates the properties of these tests.
Introduction.
Random coefficient regression models have raised a growing interest in recent years. From a statistical point of view, they constitute a unifying frame for several important mod els, including random effects in ANOVA (see, e.g. Scheffe (1959) ), deconvolution models (Fan (1991 ), van Es (1991 ), heteroscedastic linear models or location-scale mixture mod els. The scope of their application ranges from biology to image compression to econo metrics. Raj and Ullah (1981) , Chow (1983) , Nicholls and Quinn (1982) and Nicholls and Pagan (1985) are surveys of this work. A common feature of this literature is that interest is focused on moments estimation, essentially mean and variance.
A nonparametric approach to inference in these models has been started by Beran and Hall (1992) by addressing the estimation of the random parameter joint distribution; they solved it by introducing consistent estimators based on estimated moments. Beran (1991) developed nonparametric prediction intervals for the dependent variable and introduced a minimum distance estimate. Beran and Millar (1991) have studied its consistency and proved that it is a n1/2_collsistent estimator of the coefficient distribution in a particular case.
In this paper, we consider nonparametric goodness of fit tests for the distribution of the random coefficients. In section 1.1 we establish the model and we propose the corresponding test statistics. The one-dimensional response case is studied in section 2.1. We use results from empirical processes theory to assess the asymptotic behaviour of the statistics. Then we present different bootstrap resampling strategies to approach the unknown limiting dis tribution and we prove their validity. Section 2.2 extends these results to linear models with p-dimensional dependent variable. A simulation study on the performance of these tests is carried out in section 3. Finally, all the proofs are collected in an appendix.
Prcliminaric.'i.
Let us write the random coefficient regression model as (1.1 ) where}i and Ai are p-dimensional random variables, B i is a q-dimensional random vector and Xi is a p x q random matrix. The triples {(Ai, B i , Xi) : i ~ I} are independent and identically distributed and (Ai, Bi) is independent of Xi. The distribution of (Ai, B i , Xi) is unknown and we can observe the n pairs (}i, Xi), 1 $; i $; n. Let FAB be the distribution of (Ai, Bi) and let F x be the distribution of Xi, both unknown. The joint distribution of (}i, Xi) depends on both distributions and will be denoted by Fyx = P(F AB , F x ). Let P n = ~ E~l h' (Yi,Xi) and F x n = 1 ~~:"l h'x· be the empirical distributions associated to the observations (}i, Xi) t n '£"'1-, and Xi, respectively. This is the model considered by Beran and Millar (1991) . Our goal is a goodness of fit test for the distribution F AB , i.e., (1.2) (1.3) for a specified distribution G.
We will assume identifiability in the model (1.1), Le., P(F AB , F x ) = P(F AB , F x ) im plies F AB = F AB . Beran (1991) and Beran and Millar (1991) give sufficient conditions for identifiability and also for strong identifiability, a locally uniform version of identifiability.
If identifiability does not hold, one can consider the equivalence classes C(FAB) = {FAB I P(F AB , F x ) = P(F AB , F x )} and carry out the test
We will base our test on the empirical process D n = VU (P n -P(FAB' Fx )). Since Fx is not known and is not specified under Ho, we consider the "estimated" empirical process indexed by the class .J = {Ist = (-00, $] X (-00, t] : , Cl E RP, t E Rpq} of (p +pq)-dimensional semiintervals. When convenient, we will also express In(Ist) as I n (,<;, t), $ E RP, t E Rpq. (!w+ pq I( -oo,(s,t)j(y, x )dPn(y, :r) -kpq PFAB(A +xB ~ ,<;) I(_oo,tj(X) 
is equal to zero. Thus, it turns out that, for each ,Cl , t, I n ($, t) = Dn(Jst).
Let (1.6)
Our test statistics will be Kolmogorov-Smirnov or Cramer-von Mises funetionals of I n ; we will get their asymptotic distribution from the convergence of {D n : n E N} as empirical processes indexed by F. We refer to Gine and Zinn (1986) (b) The distribution of (A, B) i$ discrete.
If either (a) or (b) hold then F is a permis$ible class of function$.
Note that the proposition holds if, e.g., for any fixed value of X, the distribution of Y has no atoms and this follows if the distribution of A is absolutely continuous, except for extreme dependence between A and B. This measurability requirement implies the one used by Gine and Zinn in theorems that we will need below (see Gine and Zinn (1990) Finally, the limit distributions of D n , ]{n and M n under Ho : F AB = G can be obtained by replacing F AB by G in the corresponding expressions in Theorem 2.1 and Corollary 2.1. These asymptotic distributions are depending both on G and the unknown F x , so, it is important to provide a way of approaching them and this can be done through bootstrapping. We will study two different resampling strategies. Let (}!i"'I, X;I), i = 1, ... , n, be a random sample from the distribution P n and let P,7 I be the corresponding empirical distribution. Define D~I = Vii (P,7 The proof of the second part relies on Corollary 2.7 in Gine and Zinn (1991) However, we can take independent observations (Afl, Bf), i = 1, ... , n, from the distribution G and construct the pairs (2.8) which come from model (1.1) with F AB = G. So, our resampling algorithms are the following. The one based on D:1 proceeds in four steps (suppose that we are using the statistic I<n):
1. Obtain the value of the statistic I<n from the sample (}i, Xd, with FAB =G.
2. Construct the sample (li G , Xi) as indicated in (2.8). The second method, based on D;l2, modifies steps 2 and 3 to the following:
construct J,:2 and calculate 1<,:2 = sups,t IJ,:2(.'I, t)l.
p-variaie dependent variable.
We consider now the model (1.1) when the dependent variable Y is p-dimensional, with p > 1, and our goal is to prove similar results to the previous ones. Checking the proofs in 2.1, the fact of }i being univariate is only used to show that the class is a Vapnik-Cervonenkis class of functions and so, it has a small entropy. We have to deal now with the class whose envelope is the function constantly equal to 1.
Our next theorem describes the properties of :Fp under some conditions on the distribution of (A, B, X). We will use the function h defined as
. 
Then (i) The family of probability measures {Py
can be chosen to be of the form 
is compact and P(l';; E Q) = 1, for all ;'; E Supp(X).
( A simulation study.
To study the size and the power of these tests in practice, we have conducted a MonteCarlo experiment. The data have been generated in the following way. First, simulate independent (Aj,ei),i = 1, ... ,n with Aj '" FA, ej '" Fr., Ai and ej independent and then
.. ,n. Second, take independent Xj,i = 1, ... ,n with distribution F x and, finally, calculate the observations li = Aj + XjBj, i = 1, ... , n.
The first set of simulations (labelled norma0 corresponds to a model generated using A with distribution N (0, 1) and e normally distributed such that E( e) = 0 and the standard deviation of B is a specified value UB. The second collection of simulations (labelled Cauchy) is built from A with a Cauchy distribution with zero median and interquantile semirange equal to one and B is obtained from a Cauchy variable e independent from A such that the interquantile semi range of B is a fixed value SB. The last series of simulations (labelled exponentia0 has A and e with shifted exponential distributions. In this case, A and e are centered at 0, variance of A is 1 and the dispersion of e is chosen to get a fixed value of UB.
The parameter p takes three values (0,0.4 and 0.8) when our goal is the test size. Three distributions for X (N(O,I) , N(2, 1) and Exp(~ = 1)) have beed considered. The sample size may be n = 20,50 and 100. So, we have 81 different situations to study the empirical sizes. The Monte-Carlo experiment was carried out 500 times for each particular scheme.
The number of bootstrap replications was B = 500. [ Table 1 about here] For the power study, we have considered the normal and Cauchy cases with three sample sizes (n = 20,50,100) and two distributions for X (N(O, 1) and N(2, 1) 1 and M,:2 behave similarly. As usual in goodness of fit tests the power for Kolmogorov-Smirnov statistics is generally lower than for those based on Cramer-von Mises ones; however, in some situations, I(~2 is clearly the best one. The asymmetry of some power functions can be explained in terms of the different conditional distributions of Y given X under the alternatives (see part (a) in Figures 1 to 4) .
Finally, we may remark the relevance of the identifiability idea in these models. In graph 3. 
the result will follow from the next three claims: 
D(c, F + G,:F +Q) :5 D(c, F, :F)D(c, G, Q).
Let FQ = {f9 I f E F, 9 E Q}.
If F and G are constant functions then FG is an envelope for FQ and D(c, FG, FQ) :::; D(cf2, F, F)D(cf2, G, Q).
The first part appears in Pollard (1984) , p. 40, and the second part follows in a similar way as in Pollard (1989) . This proves the claim. (Pollard (1982) ), it follows that F is a Donsker class for P (F AB , F x ) . For the covariance function, since
Ep(FAB,FX )fst -J(I<-oo, s)(Y) -PFAB(A +xB :::; .Il)) I(-oo,t)(x )dP(FAB , Fx )(y, x) = -P(F AB , F x )(s, t) -[
we have that Gine and Zinn (1990) 
(F AB , Fx ) (I(-oo,(s,t))(Y, X)I(-oo,(u,1J)](Y, X)) --P(FAB' Fx) (PFAB(A + X B :::; .'l)I(_oo,t)(X)I(_oo,(u,1J)](Y,X)) --P(F AB , F x ) (PFAB(A + X B :::; u)I(-oo,1,) (X)I(-oo,(s,t)](Y, X)) + +P(FAB, Fx) (PFAB(

because F is a Donsker class of functions for P(F ABt F x ).
To establish that D~2 tends to the BrOWllian bridge Z'P(FAS,Fx)t we use Corollary 2.7 in Gine and Zinn (1991) . With their notation, taking D~2 = l/~n, with Rn = P(F AB , FX,n) and
where F' is the class of differences of functions in F, and :F 2 is the set of squares of the elements of F. It is enough to see that the supremum on each of g = F, F', F 2 and (F')2 tends to zero.
We have that R n (J6t) = F X ,n(7· 6 t} and R{)(J6t) = F X (7' 6 d, with (-oo,tl(x) =0, .Cl E R, t E Rq.
7' 6 t(X) -J!6t(y,x)dP(FAB ,6:r)(Y,x) = EFAS[!"t(A + xB,x)] = -(PFAS(A + xB,x) -PFAS(A + xB, x)) I
For the convergence of IIR n -RoII. 
tAvj(x).
As we saw along the proof of Theorem 2.1, the class n of functions rstuv is a Donsker class Let V be a p-dimensional random variable and let [a, b] Given e > 0, let 8 = e(2M t Ej=I lajl)-I. Since Supp(X) is totally bounded, there exists n = n(8) and points XI, ••• ,X n E Supp(X), such that for all x E Supp(X), mini=l .....n IIxxiii :5 8. For each Xi there exists a set [li' Ui] ajFYz(mj(l,u) ). Let i = i(x) be the index of the closest point to x among :; L:lajIIFy.,(mj(l,u)) -FYzj(mj(l,u) 
The difference between the sets (-00 
Fy.,(8)
Then, for all x E Supp(X),
It follows that for a finite A C Supp(X),
and then (c, F, :Fp) We have that
D
Let us study each of these three terms.
(a)
For a non-singular matrix, the partial derivatives of the determinant and the partial derivatives of the inverse matrix are continuous functions of the matrix elements (see, e.g., Mardia, Kent, and Bibby (1979) 
tt [aa ((y -Jl.r)tE;l(y -Jl.r where /(6 = maxr,1 max,reSUPP(X) 1~;llrl'
This proves part (i).
Let us see now the proof of (ii). The set {Jl,r = JlA + XJlB I x E Supp(X)} is compact --- 
