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Introduction
L’objectif d’un proble`me de diffusion inverse ou d’un proble`me inverse
de valeurs aux bords est de reconstruire la structure d’un objet a` partir
des donne´es de diffusion, ou a` partir des donne´es de valeurs aux bords. Ces
proble`mes sont pose´s naturellement dans les domaines de la physique nucle´aire,
de la ge´ophysique, de la me´decine, etc...
Dans cette the`se, on conside`re l’e´quation de Newton-Einstein pluridimen-
sionnelle dans un ouvert Ω de Rn, n ∈ N, n ≥ 2 :
p˙(t) = −∇V (x(t)) + 1
c
B(x(t))x˙(t), (0.0.1)
p(t) =
x˙(t)√
1− |x˙(t)|2
c2
,
ou` t ∈ R, x(t) ∈ Ω, p(t) ∈ Rn, x˙ = dx
dt
, p˙ = dp
dt
, V ∈ C2(Ω¯,R) et B = (Bi,k) ∈
C1(Ω¯, An(R)) ve´rifie la condition de fermeture suivante :
∂Bi,k
∂xl
(x) +
∂Bl,i
∂xk
(x) +
∂Bk,l
∂xi
(x) = 0, (0.0.2)
pour tous x = (x1, . . . , xn) ∈ Ω¯ et i, k, l = 1 . . . n (An(R) de´signe l’ensemble
des matrices antisyme´triques re´elles). L’ouvert Ω sera soit Rn, soit un domaine
D ouvert borne´ de Rn, strictement convexe au sens fort, de frontie`re de classe
C2. Si Ω = Rn, alors on supposera aussi que V et B ve´rifient les conditions
suivantes de de´croissance :
|∂jxV (x)| ≤ β|j|(1 + |x|)−(α+|j|), (0.0.3)
|∂j′x Bi,k(x)| ≤ β|j′|+1(1 + |x|)−(α+|j
′|+1), (0.0.4)
pour x ∈ Rn, |j| ≤ 2, |j′| ≤ 1 (j, j′ ∈ Nn) ou` α > 1 est une constante re´elle et
les β|j| sont des constantes re´elles positives.
Pour l’e´quation (0.0.1), l’e´nergie
E = c2
√
1 +
|p(t)|2
c2
+ V (x(t)) (0.0.5)
est une inte´grale premie`re du mouvement.
1
2 INTRODUCTION
Si n = 3 alors l’e´quation (0.0.1) est l’e´quation de mouvement d’une par-
ticule de masse m = 1 et de charge e = 1 dans un champ e´lectromagne´tique
statique externe de´crit par (V,B) (voir [Ein07] ou section 17 de [LL71]). Dans
cette e´quation x est la position de la particule, p son impulsion, et t de´signe le
temps et la constante c est la vitesse de la lumie`re.
Dans cette the`se, on e´tudie le proble`me de diffusion inverse (Ω = Rn) pour
l’e´quation (0.0.1) sous les conditions (0.0.3)-(0.0.4) (voir Proble`me 2 formule´ ci-
dessous), et un proble`me inverse de valeurs aux bords (Ω = D) pour l’e´quation
(0.0.1) (voir Proble`me 4 formule´ ci-dessous).
Pour le proble`me de diffusion inverse pour l’e´quation pluridimensionnelle
(0.0.1), on a obtenu, en particulier, les re´sultats suivants.
L’asymptotique aux hautes e´nergies des donne´es de diffusion pour
l’e´quation (0.0.1) de´termine de manie`re unique, par des formules explicites,
le champ exte´rieur (i.e. le champ e´lectromagne´tique de´crit par (V,B)) (Jolli-
vet 2005).
A` e´nergie fixe´e suffisamment grande, les donne´es de diffusion de´terminent
de manie`re unique le champ exte´rieur lorsque celui-ci est aussi suppose´ a` sup-
port compact (Jollivet 2006, 2007).
Pour le proble`me inverse de valeurs aux bords pour l’e´quation pluridimen-
sionnelle (0.0.1), nous avons obtenu les re´sultats suivants.
A` e´nergie fixe´e suffisamment grande, les donne´es de valeurs aux bords
de´terminent de manie`re unique le champ exte´rieur (Jollivet 2006, 2007). De
plus si le champ exte´rieur est uniquement e´lectrique ou gravitationnel (B ≡ 0)
alors, a` e´nergie fixe´e suffisamment grande, les donne´es de diffusion de´terminent
de manie`re unique et de fac¸on stable le champ exte´rieur (Jollivet 2006).
Par ailleurs, dans le cadre de la me´canique classique non relativiste, on
dispose de re´sultats analogues pour l’e´quation de Newton non relativiste dans
un champ e´lectromagne´tique
x¨(t) = −∇V (x(t)) +B(x(t))x˙(t), (0.0.6)
ou` t ∈ R, x(t) ∈ Ω, x˙ = dx
dt
, n ≥ 2. (L’e´nergie E = |x˙(t)|2
2
+ V (x(t)) est une
inte´grale premie`re du mouvement pour (0.0.6).) Pour le proble`me de diffusion
inverse pour l’e´quation (0.0.6) sous les conditions (0.0.3)-(0.0.4), l’asympto-
tique aux hautes e´nergies des donne´es de diffusion de´termine de manie`re unique
le champ exte´rieur par des formules explicites. Si B ≡ 0, alors ce re´sultat a
d’abord e´te´ obtenu par [Nov99]. De plus, a` e´nergie fixe´e suffisamment grande,
les donne´es de diffusion de´terminent de manie`re unique le champ exte´rieur,
lorsque le champ exte´rieur est aussi suppose´ a` support compact (Jollivet 2007).
Si B ≡ 0, alors ce dernier re´sultat a d’abord e´te´ obtenu par [Nov99].
Pour le proble`me inverse de valeurs au bord pour l’e´quation de Newton
multidimensionnelle non relativiste (0.0.6), on a montre´ qu’a` e´nergie fixe´e suffi-
samment grande les donne´es de valeurs au bord de´terminent de manie`re unique
le champ exte´rieur (Jollivet 2007). Si B ≡ 0, alors ce re´sultat a d’abord e´te´
obtenu par [GN83].
3L’ensemble de ces re´sultats ont e´te´ obtenus en ge´ne´ralisant et en
de´veloppant des re´sultats et des me´thodes des travaux de Novikov [Nov99]
et de Gerver-Nadirashvili [GN83]. La ge´ne´ralisation de re´sultats de [GN83]
a ne´cessite´ la ge´ne´ralisation et le de´veloppement de me´thodes de travaux de
Muhometov-Romanov [MR78], Beylkin [Bey79] et Bernstein-Gerver [BG80]
sur le proble`me de la de´termination d’une me´trique riemannienne a` partir de
son hodographe (i.e. a` partir de la donne´e des longueurs des ge´ode´siques entre
tout couple de points frontie`re).
Nous allons maintenant de´tailler la structure de la the`se en donnant les
principaux re´sultats, les me´thodes utilise´es et les commentaires historiques
ne´cessaires.
Dans le premier chapitre de cette the`se, on rappelle quelques re´sultats sur
le proble`me de diffusion directe sous les conditions (0.0.3)-(0.0.4). On e´tablit
le re´sultat suivant.
The´ore`me 0.0.1. Sous les conditions (0.0.3)-(0.0.4), on a :
(i) pour tout (v−, x−) ∈ Bc ×Rn, v− 6= 0, il existe une unique solution de
l’e´quation (0.0.1) telle que
x(t) = v−t+ x− + y−(t), (0.0.7)
ou` y˙−(t)→ 0, y−(t)→ 0, quand t→ −∞ ;
(ii) pour presque tout (v−, x−) ∈ Bc × Rn, v− 6= 0,
x(t) = v+t+ x+ + y+(t), (0.0.8)
ou` v+ = v− + asc(v−, x−), x+ = x− + bsc(v−, x−), y˙+(t)→ 0, y+(t)→ 0
quand t→ +∞ (on note Bc la boule euclidienne ouverte de centre 0 et
de rayon c).
On de´finit l’ope´rateur de diffusion S : Bc×Rn → Bc×Rn pour l’e´quation
(0.0.1) par les formules
S(v−, x−) = (v− + asc(v−, x−), x− + bsc(v−, x−)).
On note D(S) l’ensemble de de´finition de S. Les donne´es asc(v−, x−),
bsc(v−, x−), (v−, x−) ∈ D(S), sont les donne´es de diffusion pour l’e´quation
(0.0.1).
En me´canique classique, pour l’e´tude de la diffusion directe, on peut citer
les travaux de Simon [Sim71], Herbst [Her74], Yajima [Yaj82], Loss-Thaller
[LT87] et le livre [DG97]. Notons que le The´ore`me 0.0.1, sous des conditions
sur B plus fortes que les conditions (0.0.4), a e´te´ obtenu par Yajima [Yaj82].
Le The´ore`me 0.0.1 peut se de´montrer en re´pe´tant les preuves de re´sultats
donne´s dans [Yaj82]. La preuve donne´e dans le chapitre 1 du The´ore`me 0.0.1
correspond a` la fac¸on dont on aborde le proble`me de diffusion inverse aux
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hautes e´nergies dans le chapitre 2, et diffe`re de la preuve que l’on obtiendrait
en re´pe´tant la preuve de certains re´sultats donne´s dans [Yaj82].
En s’appuyant sur les re´sultats de Simon [Sim71] et de Loss-Thaller [LT87],
on peut de´montrer l’analogue du The´ore`me 0.0.1 pour l’e´quation (0.0.6) : il
suffit de remplacer Bc par R
n dans l’e´nonce´ du The´ore`me 0.0.1. On peut ainsi
de´finir l’ope´rateur de diffusion Snr pour l’e´quation (0.0.6) de la meˆme manie`re
que l’on a de´fini S (voir [Jol07a]).
On peut alors formuler de manie`re pre´cise le proble`me de diffusion directe
(Proble`me 1 ci-dessous) et le proble`me de diffusion inverse (Proble`me 2 ci-
dessous) pour l’e´quation (0.0.1) sous les conditions (0.0.3)-(0.0.4) :
Proble`me 1 : e´tant donne´s V,B, trouver l’ope´rateur de
diffusion S ;
Proble`me 2 : e´tant donne´ S, trouver V,B.
En remplac¸ant S par Snr dans les deux proble`mes pre´ce´dents, on obtient les
proble`mes de diffusion directe et de diffusion inverse pour (0.0.6).
En dimension n = 1, des proble`mes inverses pour l’e´quation de Newton
non relativiste ont e´te´ e´tudie´s par Abel [Abe26], Keller [Kel76] et Astaburuaga-
Fernandez-Corte´s [AFC91] et un proble`me inverse pour l’e´quation de Newton
relativiste a e´te´ e´tudie´ par Funke-Ratis [FR90]. En ce qui concerne le
proble`me de diffusion inverse en dimension 1 sous les conditions (0.0.3) pour
les e´quations (0.0.1) et (0.0.6), il n’est pas possible de de´terminer le champ
exte´rieur a` partir des donne´es de diffusion : que ce soit en me´canique classique
relativiste ou non relativiste, il existe des potentiels V1, V2 distincts qui
ve´rifient les conditions (0.0.3) et qui ont le meˆme ope´rateur de diffusion.
Dans le chapitre 2 on s’inte´resse au proble`me de diffusion inverse pluri-
dimensionnelle aux hautes e´nergies. On obtient, en particulier, le The´ore`me
suivant qui donne, en particulier, l’asymptotique aux hautes e´nergies de la
premie`re composante de l’ope´rateur de diffusion S pour l’e´quation (0.0.1).
The´ore`me 0.0.2 ([Jol05b]). Soit (θ, x) ∈ TSn−1 := {(θ′, x′) ∈ Sn−1 ×
R
n | θ′x′ = 0}, et soit r une constante positive telle que 0 < r ≤ 1, r < c/√2.
Sous les conditions (0.0.3)-(0.0.4), on a :
lim
s→c
s<c
s√
1− s2
c2
asc(sθ, x) =
∫ +∞
−∞
F (τθ + x, cθ)dτ, (0.0.9)
5et∣∣∣∣∣∣
∫ +∞
−∞
F (τθ + x, sθ)dτ − s√
1− s2
c2
asc(sθ, x)
∣∣∣∣∣∣ ≤
n322α+7(1 + 1
c
)2c
α(α− 1)( s1√
2
− r)4 (0.0.10)
×
β˜2( c√
2
+ 1− r)2√
1 + s
2
4(c2−s2)(1 +
|x|√
2
)2α−1
,
pour tout s1 < s < c, ou` β˜ = max(β1, β2), F (x, v) = −∇V (x) + 1cB(x)v pour
tout (x, v) ∈ Rn × Rn (s1 = s1(c, n, β1, β2, α, |x|, r) est de´fini a` la fin de la
section 2.3).
On a aussi l’asymptotique aux hautes e´nergies de bsc et une estimation
explicite entre bsc et son asymptotique (The´ore`me 2.1.1, [Jol05b]).
En utilisant les me´thodes de reconstruction d’une fonction a` partir de sa
transforme´e de rayons X (voir [Rad17, GGG80, Nat86, Nov99] ou la section
A.3 de l’annexe) et en utilisant l’asymptotique trouve´e pour asc, on obtient, en
particulier, que le champ exte´rieur peut eˆtre reconstruit a` partir de l’asymp-
totique aux hautes e´nergies de l’ope´rateur de diffusion S (Proposition 2.1.1).
La possibilite´ de de´terminer le champ exte´rieur a` partir de l’asymptotique aux
hautes e´nergies de bsc est aussi e´tudie´e (Proposition 2.1.2).
Pour B ≡ 0, le proble`me de diffusion inverse pour l’e´quation de Newton
non relativiste pluridimensionnelle a e´te´ e´tudie´ par Novikov [Nov99] sous les
conditions (0.0.3). En de´veloppant la me´thode de Novikov [Nov99], on a e´tudie´
le proble`me de diffusion inverse pour l’e´quation de Newton-Einstein pluridi-
mensionnelle d’abord dans le cas B ≡ 0 sous les conditions (0.0.3) ([Jol05a]),
puis dans le cas ge´ne´ral sous les conditions (0.0.3)-(0.0.4) ([Jol05b]). Dans
[Jol07a], on e´tudie le proble`me de diffusion inverse pour l’e´quation de New-
ton non relativiste pluridimensionnelle dans un champ e´lectromagne´tique et
sous les conditions (0.0.3)-(0.0.4). A` notre connaissance, le proble`me de diffu-
sion inverse pour une particule dans un champ e´lectromagne´tique avec B 6≡ 0,
en me´canique classique ou classique relativiste, n’a pas e´te´ conside´re´ dans la
litte´rature avant le travail [Jol05b].
En me´canique quantique le proble`me de diffusion inverse pour une par-
ticule dans un champ e´lectromagne´tique B 6≡ 0 a e´te´ conside´re´, en particu-
lier, dans [HN88], [ER95], [Ito95], [Jun97], [ER97], [Nic97], [Ari97], [Hac99],
[WY05] (concernant les re´sultats donne´s dans la litte´rature sur ce proble`me
pour B ≡ 0, voir, de plus, [Fad56], [EW95], [Nov05] et les re´fe´rences donne´es
dans [Nov05]).
Le The´ore`me 0.0.2 a e´te´ obtenu en de´veloppant une me´thode de l’article
de Novikov [Nov99]. Fixons v− ∈ Bc\{0}, x− ∈ Rn. On remarque tout d’abord
que si y− de´signe la de´flection par rapport au mouvement libre, qui apparait
dans (0.0.7), alors, pour y−, l’e´quation (0.0.1) prend la forme d’un syste`me
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e´quations inte´grales
(y−(t), y˙−(t)) = Av−,x−(y−, y˙−)(t), (0.0.11)
pour tout t ∈ R. Pour 0 < r ≤ 1, on e´tudie l’ope´rateur Av−,x− sur l’espace
me´trique
Mr = {(f, h) ∈ C(R,Rn)2 | ‖(f, h)‖∞ := max(sup
t∈R
|f(t)−th(t)|, sup
t∈R
|h(t)|) ≤ r},
muni de la norme ‖.‖∞.
Sous certaines conditions sur v− et x− et r, on obtient des estimations et,
en particulier, des estimations de contraction sur Av−,x− (Lemmes 2.2.1, 2.2.2
et 2.2.3). Les conditions, que l’on impose a` v− et x− et r, impliquent l’ine´galite´
|v−| >
√
2r. Cette dernie`re ine´galite´ implique que si (y−, y˙−) ∈Mr alors l’angle
Θ(t) entre v− et v− + y˙−(t) est strictement infe´rieur a` pi4 (Θ(t) ∈ [0, π] et|v−||v− + y˙−(t)| cos(Θ(t)) = v− ◦ (v− + y˙−(t))). Ainsi on e´tudie une diffusion
aux petits angles.
A partir des estimations obtenues sur Av−,x− et en tenant compte de
l’e´galite´ (0.0.11), on e´tudie la de´flection y− (The´ore`me 2.3.1). On obtient ainsi
et notamment le The´ore`me 0.0.2.
En ce qui concerne le cas de la me´canique classique non relativiste on a le
re´sultat suivant (voir [Jol07a]) qui donne, en particulier, l’asymptotique aux
hautes e´nergies de la premie`re composante de l’ope´rateur de diffusion Snr pour
l’e´quation (0.0.6) (ce re´sultat est l’analogue du The´ore`me 0.0.2).
The´ore`me 0.0.3 ([Jol07a]). Sous les conditions (0.0.3)-(0.0.4), on a
lim
s→+∞
anrsc (sθ, x) =
∫ +∞
−∞
B(τθ + x)θdτ, (0.0.12)
et
lims→+∞ s
(
anrsc (sθ, x)−
+∞∫
−∞
B(τθ + x)θdτ
)
= −
+∞∫
−∞
∇V (τθ + x)dτ +
+∞∫
−∞
B(τθ + x)(
s∫
−∞
B(σθ + x)θdσ)ds (0.0.13)
+
∑n
i=1 θi
(
+∞∫
−∞
∇Bj,i(x+ τθ) ◦
τ∫
−∞
σ∫
−∞
B(ηθ + x)θdηdσdτ
)
j=1...n
,
pour tout (θ, x) ∈ TSn−1, θ = (θ1, . . . , θn), ou` ◦ de´signe le produit scalaire usuel
sur Rn.
Et de la meˆme fac¸on que pour (0.0.10), on a une estimation explicite
entre anrsc et son asymptotique aux hautes e´nergies [Jol07a]. On a aussi obtenu
l’asymptotique aux hautes e´nergies de bnrsc [Jol07a]. Du The´ore`me 0.0.3, on
obtient, en particulier, le re´sultat suivant.
7The´ore`me 0.0.4 ([Jol07a]). Sous les conditions (0.0.3)-(0.0.4), l’asympto-
tique aux hautes e´nergies de l’ope´rateur de diffusion Snr de´termine de manie`re
unique, par des formules explicites, (V,B).
On obtient le The´ore`me 0.0.3 en modifiant le´ge`rement la me´thode de No-
vikov [Nov99]. Fixons v− ∈ Rn et x− ∈ Rn, v− 6= 0. Si y− de´signe la de´flection
par rapport au mouvement libre, alors (y−, y˙−) est un point fixe d’un ope´rateur
Anrv−,x− . Pour 0 < r ≤ 1 et R > 0, on e´tudie l’ope´rateur Anrv−,x− sur l’espace
me´trique
MnrR,r = {(f, h) ∈ C(R,Rn)2 | sup
t∈R
|f(t)− th(t)| ≤ r, sup
t∈R
|h(t)| ≤ R},
muni de la norme ‖.‖∞ de´finie pre´ce`demment.
En imposant les conditions v−x− = 0 et |v−| >
√
2R, on obtient des
estimations sur Anrv−,x− et des estimations et estimations de contraction sur
(Anrv−,x−)
2 ([Jol07a]). L’ine´galite´ |v−| >
√
2R implique que si (y−, y˙−) ∈ MR,r
alors l’angle Θ(t) entre v− et v−+ y˙−(t) est strictement infe´rieur a` pi4 : on e´tudie
une diffusion aux petits angles.
A` partir des estimations obtenues sur (Anrv−,x−)
2 et en tenant compte de
l’e´galite´ (0.0.11), on e´tudie la de´flection y− et on obtient ainsi et notamment
le The´ore`me 0.0.4 [Jol07a].
Dans le chapitre 3, on e´tudie le proble`me de diffusion inverse a` e´nergie fixe´e
(Proble`me 2* ci-dessous) et un proble`me inverse de valeurs au bord (Proble`me
4 ci-dessous) pour l’e´quation (0.0.1) .
Commenc¸ons par formuler le proble`me de diffusion inverse a` e´nergie fixe´e.
Sous les conditions (0.0.3)-(0.0.4) et pour E > c2 on conside`re l’ope´rateur
SE de´fini comme la restriction de l’ope´rateur de diffusion S a` l’ensemble
{(v−, x−) ∈ D(S) | |v−| = c
√(
E−V (x−)
c2
)2
− 1}. L’ope´rateur SE est appele´
ope´rateur de diffusion a` e´nergie fixe´e E de l’e´quation (0.0.1). Le proble`me de
diffusion inverse a` e´nergie fixe´e (formule´ a` nouveau dans la section 3.1) est le
suivant :
Proble`me 2* : e´tant donne´ SE a` e´nergie fixe´e E, trouver V et B.
Formulons maintenant le proble`me inverse de valeurs au bord qui nous
inte´resse. On e´tudie l’e´quation (0.0.1) dans un domaine D ouvert borne´ de
R
n, strictement convexe au sens fort, de frontie`re de classe C2. Pour l’e´quation
(0.0.1) dans D, on peut de´montrer qu’a` e´nergie fixe´e E suffisamment grande
(i.e. E > E(‖V ‖C2,D, ‖B‖C1,D, D)), les solutions x d’e´nergie E ont les pro-
prie´te´s suivantes (section 3.2, section 3.6) :
pour chaque solution x(t) il existe t1, t2 ∈ R, t1 < t2, tels que
x ∈ C3([t1, t2],Rn), x(t1), x(t2) ∈ ∂D, x(t) ∈ D pour t ∈]t1, t2[,
x(s1) 6= x(s2) pour s1, s2 ∈ [t1, t2], s1 6= s2;
(0.0.14)
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pour tout couple de points distincts (q0, q) ∈ D¯2, il existe une et une
seule solution x(t) = x(t, E, q0, q) telle que x(0) = q0, x(s) = q pour un
certain s > 0.
(0.0.15)
Soient q0, q deux points distincts de D¯. Par sV,B(E, q0, q) on de´signe le temps
en lequel x(t, E, q0, q) atteint q a` partir de q0. Par k0,V,B(E, q0, q) on de´signe
le vecteur vitesse x˙(0, E, q0, q). Par kV,B(E, q0, q) on de´signe le vecteur vitesse
x˙(sV,B(E, q0, q), E, q0, q). Les donne´es k0,V,B(E, q0, q), kV,B(E, q0, q), q0, q ∈ ∂D,
q0 6= q, sont les donne´es de valeurs au bord.
On peut alors formuler de manie`re pre´cise un proble`me direct de valeurs
au bord (Proble`me 3 ci-dessous) et le proble`me inverse de valeurs au bord
correspondant (Proble`me 4 ci-dessous) pour l’e´quation (0.0.1) dans D :
Proble`me 3 : e´tant donne´s V,B, trouver kV,B(E, q0, q), k0,V,B(E, q0, q)
pour tous q0, q ∈ ∂D, q0 6= q ;
Proble`me 4 : e´tant donne´s kV,B(E, q0, q), k0,V,B(E, q0, q) pour tous q0,
q ∈ ∂D, q0 6= q, a` e´nergie fixe´e E suffisamment grande, trouver V et B.
Pour le Proble`me 4, on a le re´sultat d’unicite´ suivant.
The´ore`me 0.0.5 ([Jol07b]). A` e´nergie fixe´e E > E(‖V ‖C2,D, ‖B‖C1,D, D),
les donne´es de valeurs au bord kV,B(E, q0, q), (q0, q) ∈ ∂D × ∂D, q0 6= q,
de´terminent de manie`re unique V,B.
A` e´nergie fixe´e E > E(‖V ‖C2,D, ‖B‖C1,D, D), les donne´es de valeurs au
bord k0,V,B(E, q0, q), (q0, q) ∈ ∂D×∂D, q0 6= q, de´terminent de manie`re unique
V,B.
Le The´ore`me 0.0.5 est rappele´ dans la section 3.1 (The´ore`me 3.1.1).
Pour le Proble`me 2*, on a le re´sultat d’unicite´ suivant.
The´ore`me 0.0.6 ([Jol07b]). Soit D un domaine ouvert borne´ de Rn, stric-
tement convexe au sens fort, de frontie`re de classe C2. On suppose D donne´.
Soient V ∈ C20(D,R), B ∈ C10(D,An(R)), B ve´rifiant (0.0.2). Alors a` e´nergie
fixe´e E > E(V,B,D), l’ope´rateur de diffusion a` e´nergie fixe´e E, SE, de´termine
de manie`re unique (V,B).
Le The´ore`me 0.0.6 est formule´ de manie`re diffe´rente dans la section 3.1
(The´ore`me 3.1.2). Le The´ore`me 0.0.6 se de´duit du The´ore`me 0.0.5 en faisant le
lien entre les donne´es de diffusion et les donne´es de valeurs au bord lorsque le
champ exte´rieur est a` support compact (Proposition 3.2.1) et en imposant des
proprie´te´s sur la constante E(‖V ‖C2,D, ‖B‖C1,D, D) introduite pre´ce`demment
(Proprie´te´s (3.1.7) et (3.2.3)).
La formulation non relativiste des Proble`mes 4 et 2* et des The´ore`mes
0.0.5 et 0.0.6 est valable (voir [Jol07b]). En adaptant la preuve des The´ore`mes
0.0.5 et 0.0.6, on peut obtenir la preuve des The´ore`mes 0.0.5 et 0.0.6 dans leur
formulation non relativiste (voir [Jol07b]).
9Pour B ≡ 0 et n = 3, Firsov [Fir53] (voir aussi le proble`me 7 de la
section 18 de [LL60]) et Keller-Kay-Shmoys [KKS56] ont e´tudie´ le proble`me
de diffusion inverse a` e´nergie fixe´e pour l’e´quation de Newton non relativiste
pour le cas d’un potentiel radial de´croissant en |x|. Pour B ≡ 0 et n ≥ 2,
la formulation non relativiste du Proble`me 4 a e´te´ e´tudie´ dans [GN83]. En
utilisant le principe de Maupertuis, [GN83] de´duit les re´sultats d’unicite´ (ana-
logues au The´ore`me 0.0.5) et de stabilite´ pour ce proble`me de valeurs au bord
a` partir de re´sultats sur le proble`me de la de´termination d’une me´trique rie-
mannienne isotrope a` partir de son hodographe (i.e. a` partir de la donne´e
des longueurs des ge´ode´siques entre tout couple de points frontie`re) (sur ce
proble`me de ge´ome´trie, nous renvoyons a` [MR78], [Bey79] et [BG80]). Pour
B ≡ 0 et n ≥ 2, Novikov [Nov99] a donne´, en particulier, le lien entre le
Proble`me 2* (non relativiste) et le proble`me inverse de valeurs au bord a`
e´nergie fixe´e de Gerver-Nadirashvili (Proble`me 4 non relativiste). Pour B ≡ 0
et n ≥ 2, en de´veloppant l’approche de [GN83] et de [Nov99], l’auteur [Jol06] a
e´tudie´ les Proble`mes 4 et 2*. Dans [Jol06] des re´sultats d’unicite´ et de stabilite´
sont obtenus. Dans [Jol07b] on a e´tudie´ les Proble`mes 4 et 2* ainsi que leur
formulation non relativiste. Les sections 3.1-3.6 du chapitre 3 sont extraites de
[Jol07b].
Concernant des analogues des The´ore`mes 0.0.5, 0.0.6 et de la Proposition
3.2.1 pour le cas B ≡ 0 dans le cadre de la me´canique quantique nonrelati-
viste, voir [Nov88], [NSU88], [Nov05] et les re´fe´rences cite´es dans ces papiers.
Concernant un analogue du The´ore`me 0.0.6 dans le cas B ≡ 0 en me´canique
quantique relativiste, voir [Iso97]. Concernant des analogues des The´ore`mes
0.0.5, 0.0.6 dans le cas B 6≡ 0 en me´canique quantique non relativiste, voir
[ER95], [NSU95] et les re´fe´rences cite´es dans ces papiers.
L’e´quation (0.0.1) dans D est l’e´quation d’Euler-Lagrange pour un certain
lagrangien auquel on associe l’hamiltonien H, inde´pendant du temps, donne´
par
H(P, x) = c2
(
1 + c−2|P − c−1A(x)|2)1/2 + V (x), P ∈ Rn, x ∈ D, (0.0.16)
ou` A est un potentiel magne´tique C1 du champ magne´tique B sur D¯. En ap-
pliquant le principe de Maupertuis, les solutions d’e´nergie E sont des extrema
d’une certaine fonctionnelle A.
A` e´nergie E suffisamment grande (E > E(‖V ‖C2,D, ‖B‖C1,D, D)), la fonc-
tionnelle A, prise le long des trajectoires de (0.0.1) d’e´nergie E, de´finit l’action
re´duite S0V,A,E a` e´nergie fixe´e E associe´e a` l’hamiltonien H. On e´tudie la
re´gularite´ de l’action re´duite S0V,A,E et on exprime sa diffe´rentielle en fonction
de A et des donne´es k0,V,B(E, q0, q), kV,B(E, q0, q), q0, q ∈ D¯, q0 6= q (Proposi-
tion 3.3.1).
Ensuite (voir sous-section 3.3.4), on conside`re deux couples de champs
exte´rieurs (V1, B1) et (V2, B2). A` partir des donne´es kVi,Bi(E, q0, q), q0, q ∈ D¯,
q0 6= q, et des actions re´duites S0Vi,Ai,E, i = 1, 2, on construit une 2n−1 forme
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diffe´rentielle Φ1 inte´grable sur ∂D × D et une 2n − 2 forme diffe´rentielle Φ˜0
inte´grable sur ∂D × ∂D.
Enfin, des proprie´te´s sur la diffe´rentielle des actions re´duites S0Vi,Ai,E,
i = 1, 2, on de´duit l’e´galite´∫
∂D×D
Φ1 =
∫
∂D×∂D
Φ˜0 (Lemme 3.3.1). (0.0.17)
Cette e´galite´ et les proprie´te´s de Φ˜0 et de Φ1 permettent d’obtenir le The´ore`me
0.0.5 (Proposition 3.3.2, Lemme 3.3.1 et The´ore`me 3.3.1). Quand B ≡ 0,
l’e´galite´ (0.0.17) et les proprie´te´s de Φ˜0 et de Φ1 donnent aussi la stabilite´ de
V a` partir des donne´es de valeurs au bord ([Jol06]).
Quand B ≡ 0, alors pour A ≡ 0, l’action re´duite S0V,A,E a` e´nergie fixe´e
E > E(‖V ‖C2,D, ‖B‖C1,D, D) est la distance riemannienne pour la me´trique
riemannienne rV,E(x)|dx| dans D¯, ou` rV,E(x) = c
√(
E−V (x)
c2
)2
− 1, x ∈ D¯.
Dans ce cas, le Proble`me 4 devient e´quivalent au proble`me suivant de recons-
truction, a` partir de son hodographe, d’une me´trique isotrope (ici rV,E(x)|dx|)
a` la me´trique euclidienne |dx| ([Jol06]) :
Proble`me 5 : e´tant donne´s S0V,A,E(q0, q) pour tous q0, q ∈ ∂D, q0 6= q,
touver rV,E.
Muhometov-Romanov [MR78], Beylkin [Bey79] et Bernstein-Gerver [BG80]
ont e´tudie´ le proble`me de la de´termination d’une me´trique riemannienne
isotrope a` partir de son hodographe. Quand B ≡ 0, et V1, V2 ∈ C3 et
∂D ∈ C∞, l’e´galite´ (0.0.17) apparaˆıt dans [Bey79, BG80].
A` l’heure actuelle, l’affirmation suivante est une conjecture.
Conjecture. Sous les conditions (0.0.3)-(0.0.4), a` e´nergie fixe´e E >
E(V,B), l’ope´rateur de diffusion SE a` e´nergie fixe´e E pour l’e´quation (0.0.1)
de´termine de manie`re unique (V,B).
Dans le cas B ≡ 0, cette conjecture dans sa formulation non relativiste
est la conjecture A e´nonce´e dans [Nov99].
Dans les chapitres 1 et 2, on conside´rera l’e´quation (0.0.1) sous les condi-
tions (0.0.3)-(0.0.4) sans (0.0.2) qui n’est pas utile pour e´tablir le The´ore`me
0.0.1. Cette remarque vaut aussi pour le cas non relativiste et l’analogue non
relativiste du The´ore`me 0.0.1.
Dans l’annexe A, on donne les preuves de re´sultats non de´montre´s dans
les chapitres 1 et 2, et on rappelle des re´sultats connus et utilise´s dans les
chapitres 1 et 2.
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Notations
Soit n ∈ N, n ≥ 1. Tout le long de cette the`se,
– on note An(R) l’ensemble des matrices re´elles antisyme´triques de taille
n× n ;
– on note ◦ le produit scalaire usuel sur Rn ;
– on note |j| la longueur de tout multi-indice j = (j1, . . . , jn) ∈ Nn, i.e.
|j| =∑nk=1 jk ;
– pour tout ouvert Ω de Rn, on note Ω¯ la fermeture topologique de Ω ;
– pour tout ouvert Ω de Rn, on note Fmag(Ω¯) l’ensemble des champs
magne´tiques C1 sur Ω¯, i.e. Fmag(Ω¯) = {B′ ∈ C1(Ω¯, An(R)) | ∂∂xiB′k,l(x)+
∂
∂xl
B′i,k(x) +
∂
∂xk
B′l,i(x) = 0, x ∈ Ω¯, i, k, l = 1 . . . n, B′ = (B′i,k)} ;
– pour c ∈]0,+∞[, on note Bc la boule euclidienne ouverte de Rn de
centre 0 et de rayon c, i.e. Bc = {x ∈ Rn | |x| < c}.
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Chapitre 1
Proble`me de diffusion directe
1.1 Introduction
Conside´rons l’e´quation de Newton-Einstein
p˙(t) = −∇V (x(t)) + 1
c
B(x(t))x˙(t), (1.1.1)
p(t) =
x˙(t)√
1− |x˙(t)|2
c2
,
ou` t ∈ R, x(t) ∈ Rn, p(t) ∈ Rn, x˙ = dx
dt
, p˙ = dp
dt
, V ∈ C2(Rn,R) et B = (Bi,k) ∈
C1(Rn, An(R)) (n ∈ N, n ≥ 1). Pour l’e´quation (1.1.1), l’e´nergie
E = c2
√
1 +
|p(t)|2
c2
+ V (x(t)) (1.1.2)
est une inte´grale premie`re du mouvement.
Si n = 3 et B ∈ Fmag(R3) alors l’e´quation (1.1.1) est l’e´quation de
mouvement d’une particule de masse m = 1 et de charge e = 1 dans un
champ e´lectromagne´tique statique externe de´crit par (V,B) (voir [Ein07] ou
section 17 de [LL71]). Dans cette e´quation x est la position de la particule, p
son impulsion, et t de´signe le temps et la constante c est la vitesse de la lumie`re.
On suppose que V et B ve´rifient les conditions (1.1.3)-(1.1.4) ci-dessous
|∂jxV (x)| ≤ β|j|(1 + |x|)−(α+|j|), (1.1.3)
|∂j′x Bi,k(x)| ≤ β|j′|+1(1 + |x|)−(α+|j
′|+1), (1.1.4)
pour x ∈ Rn, |j| ≤ 2, |j′| ≤ 1 (j, j′ ∈ Nn) ou` α > 1 est une constante
re´elle et les β|j| sont des constantes re´elles positives. Le potentiel V et
le champ B sont alors dits de courte porte´e. Sous les conditions (1.1.3),
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on obtient, en particulier que V est borne´ sur Rn ; ainsi, en utilisant la
conservation de l’e´nergie, on obtient que pour toute solution x(t), t ∈]t−, t+[,
de l’e´quation (1.1.1), il existe une unique solution de l’e´quation (1.1.1)
de´finie pour tout temps et qui prolonge x(t), t ∈]t−, t+[. De´sormais, dans ce
chapitre, on ne conside´rera que les solutions de (1.1.1) de´finies pour tout temps.
Dans ce chapitre on e´tudie le proble`me de diffusion directe pour l’e´quation
de Newton-Einstein (1.1.1) sous les conditions (1.1.3)-(1.1.4). Le The´ore`me
1.1.1 suivant est le re´sultat principal de ce chapitre. Il e´tablit l’existence et
donne quelques proprie´te´s de l’ope´rateur de diffusion pour l’e´quation (1.1.1).
The´ore`me 1.1.1. Sous les conditions (1.1.3)-(1.1.4), on a
(i) pour tout (v−, x−) ∈ Bc ×Rn, v− 6= 0, il existe une unique solution de
l’e´quation (1.1.1) telle que
x(t) = v−t+ x− + y−(t), (1.1.5)
ou` y˙−(t)→ 0, y−(t)→ 0, quand t→ −∞ ;
(ii) pour presque tout (v−, x−) ∈ Bc × Rn, v− 6= 0,
x(t) = v+t+ x+ + y+(t), (1.1.6)
ou` |v+| = |v−|, y˙+(t)→ 0, y+(t)→ 0 quand t→ +∞ ;
(iii) l’ensemble D(S) = {(v−, x−) ∈ Bc × Rn | v− 6= 0, la solution x(t)
de (1.1.1) ve´rifiant (1.1.5) ve´rifie aussi (1.1.6)} est un ouvert de Bc ×
R
n et son comple´mentaire dans Bc × Rn est de mesure nulle pour la
mesure de Lebesgue, i.e. Mes((Bc × Rn)\D(S)) = 0 ;
(iv) l’ope´rateur S : D(S) → R(S), (v−, x−) 7→ (v+, x+) a les proprie´te´s
suivantes : S est de classe C1 sur D(S) et S pre´serve la mesure de
Lebesgue.
La preuve du The´ore`me 1.1.1 est donne´e dans la sous-section 1.6.3.
L’ope´rateur S de´fini dans l’item iv du The´ore`me 1.1.1 est appele´
l’ope´rateur de diffusion pour l’e´quation (1.1.1).
Le proble`me de diffusion directe pour l’e´quation de Newton non relativiste
avec B ≡ 0 a e´te´ e´tudie´e (en dimension n = 3) par Simon [Sim71] dans le
cas ou` V est a` courte porte´e (sous des conditions plus faibles que (1.1.3)) et
par Herbst [Her74] dans le cas ou` V est a` longue porte´e. La diffusion directe
en me´canique classique non relativiste pour un proble`me a` 2 ou N corps
(sans champ B) est traite´ dans la monographie de Derezinski-Ge´rard [DG97].
Loss-Thaller [LT87] ont e´tudie´ (en dimension n = 3) le proble`me de diffusion
directe pour l’e´quation de Newton non relativiste avec V ≡ 0 et B ∈ Fmag(R3)
a` longue porte´e. S’appuyant sur le travail de Simon [Sim71], Yajima [Yaj82]
a e´tudie´ le proble`me de diffusion directe pour l’e´quation (1.1.1) en dimension
n = 3 avec V satisfaisant (1.1.3) et B ∈ Fmag(R3) ve´rifiant des hypothe`ses un
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peu plus forte que (1.1.4). Pour l’e´tude de la diffusion directe en me´canique
quantique non relativiste pour le proble`me a` 2 ou N corps (sans champ
B), nous renvoyons a` la monographie de Derezinski-Ge´rard [DG97] et aux
re´fe´rences contenues dans ce livre. Pour la the´orie ge´ne´rale de la diffusion
directe en me´canique quantique, nous renvoyons a` la monographie de Yafaev
[Yaf92].
Le The´ore`me 1.1.1 peut se de´montrer en reprenant sans modification les
preuves de certains re´sultats obtenus dans [Yaj82]. Nous donnons une preuve
le´ge`rement diffe´rente a` celle que l’on obtiendrait en re´pe´tant la preuve de
certains re´sultats de [Yaj82] (voir paragraphe 1.3.2).
Le chapitre est organise´ comme suit. Dans la section 1.2, on rappelle cer-
taines proprie´te´s de l’e´quation (1.1.1), on introduit des notations, on donne
des estime´es sur la force F et sur l’accroissement d’une fonction g qui jouera
un roˆle important dans les deux chapitres suivants. Dans la section 1.3, on
de´montre en particulier le premier item du The´ore`me 1.1.1 en transformant
l’e´quation (1.1.1) en une e´quation inte´grale et en e´tudiant l’ope´rateur associe´ a`
cette e´quation inte´grale ; le premier item du The´ore`me 1.1.1, une fois prouve´,
permet de de´finir les ope´rateurs d’ondes Ω± pour l’e´quation (1.1.1). Dans la
section 1.4 on e´tudie les solutions non borne´es de l’e´quation (1.1.1) d’e´nergie
E > c2 ; les re´sultats e´tablis dans cette section permettent de donner une
autre description des images des ope´rateurs d’ondes Ω±. Dans la section 1.5,
on e´tablit d’autres proprie´te´s des ope´rateurs d’ondes, notamment la proprie´te´
de conservation de la mesure de Lebesgue. Dans la section 1.6, en utilisant
notamment la conservation de la mesure (de Lebesgue) par Ω±, on montre que
les images de Ω±, note´es RanΩ±, sont e´gales modulo un ensemble de mesure
nulle, puis on de´montre le The´ore`me 1.1.1. La section 1.7 conclue le chapitre.
1.2 Pre´liminaires
1.2.1 Le flot diffe´rentiel associe´ a` (1.1.1)
Pour x ∈ Rn et v ∈ Rn, on note F (x, v) le vecteur de Rn
F (x, v) = −∇V (x) + 1
c
B(x)v. (1.2.1)
L’e´quation (1.1.1) est une e´quation diffe´rentielle du second ordre. Il est
e´quivalent de conside´rer le syste`me diffe´rentiel autonome suivant
˙(x
p
)
= X(x, p), ou` X(x, p) =


pr
1+
|p|2
c2
F (x, pr
1+
|p|2
c2
)

 , pour x, p ∈ Rn. (1.2.2)
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Le champ de vecteur X a les proprie´te´s suivantes
X = (X1, . . . , X2n) ∈ C1(Rn × Rn,Rn × Rn), (1.2.3)
0 =
n∑
j=1
(
∂Xj
∂xj
(x, p) +
∂Xn+j
∂pj
(x, p)
)
, (1.2.4)
pour tous x = (x1, . . . , xn), p = (p1, . . . , pn) (la de´finition de X et la re´gularite´
de V et B donne (1.2.3) ; pour tout x ∈ Rn, B(x) ∈ An(R), ce qui implique
(1.2.4)).
En utilisant (1.2.3) et la conservation de l’e´nergie (1.1.2) et en utilisant
le fait que V est borne´ sur Rn (duˆ a` (1.1.3)), on obtient que par tout point
(x0, p0) ∈ Rn ×Rn passe une unique solution ψ(t, x0, p0) := (x(t), p(t)), t ∈ R,
de (1.2.2). L’application ψ est appele´ flot associe´ a` (1.1.1) et ψ est de classe
C1 sur R× Rn × Rn.
Pour t ∈ R, le flot au temps t, note´ ψt, est de´fini par
ψt(x, p) = ψ(t, x, p), pour tout (x, p) ∈ Rn × Rn ; (1.2.5)
et par the´ore`me de Liouville (on utilise (1.2.4)), on a
ψt ∈ C1(Rn × Rn,Rn × Rn) pre´serve la mesure de Lebesgue. (1.2.6)
De plus on rappelle que le flot ψ a la proprie´te´ d’additivite´ :
ψt(ψs(x, p)) = ψt+s(x, p), pour tous (x, p) ∈ Rn × Rn, s, t ∈ R. (1.2.7)
1.2.2 Une fonction C∞ g : Rn → Bc
La fonction g : Rn → Bc de´finie par
g(x) =
x√
1 + |x|
2
c2
, x ∈ Rn, (1.2.8)
est un C∞ diffe´omorphisme de Rn sur Bc, et son inverse est la fonction de
classe C∞ g−1 : Bc → Rn donne´e par
g−1(x) =
x√
1− |x|2
c2
, x ∈ Bc. (1.2.9)
Dans le Lemme 1.2.1 suivant, on donne quelques proprie´te´s sur la croissance
de g.
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Lemme 1.2.1. La fonction g a les proprie´te´s suivantes :
|∇gi(x)|2 ≤ 1
1 + |x|
2
c2
, (1.2.10)
|g(x)− g(y)| ≤ √n sup
ε∈[0,1]
1√
1 + |εx+(1−ε)y|
2
c2
|x− y|, (1.2.11)
|∇gi(x)−∇gi(y)| ≤ 3
√
n
c
sup
ε∈[0,1]
1
1 + |εx+(1−ε)y|
2
c2
|x− y|, (1.2.12)
pour tous x, y ∈ Rn et tout i = 1 . . . n, ou` g = (g1, . . . , gn).
La preuve du Lemme 1.2.1 est donne´e dans la section A.1 de l’Annexe.
Dans ce chapitre, on utilisera les ine´galite´s suivantes qui se de´duisent
imme´diatement de (1.2.10)-(1.2.12) :
|∇gi(x)|2 ≤ 1, (1.2.13)
|g(x)− g(y)| ≤ √n|x− y|, (1.2.14)
|∇gi(x)−∇gi(y)| ≤ 3
√
n
c
|x− y|, (1.2.15)
pour tous x, y ∈ Rn et tout i = 1 . . . n, ou` g = (g1, . . . , gn).
Pour de´montrer les principaux re´sultats de ce chapitre (construction des
ope´rateurs d’ondes, e´tude des solutions non borne´es d’e´nergie E < c2, et
construction de l’ope´rateur de diffusion), il n’est pas utile d’avoir des estime´es
aussi pre´cises sur l’accroissement de g. Mais on les utilisera pour donner des
estimations explicites.
Les ine´galite´s (1.2.10)-(1.2.12) seront utilise´s dans les chapitres 2 et 3.
1.2.3 Estime´es sur la force
Dans ce paragraphe on donne des estime´es sur la force F de´finie par (1.2.1).
Lemme 1.2.2. Sous les conditions (1.1.3)-(1.1.4), on a
|F (x, v)| ≤ β1n(1 + |x|)−(α+1)(1 + 1
c
|v|), (1.2.16)∣∣∣∣∂Fi∂xk (x, v)
∣∣∣∣ ≤ √nβ2(1 + |v|c )(1 + |x|)−(α+2), (1.2.17)∣∣∣∣∂Fi∂vk (x, v)
∣∣∣∣ ≤ β1c (1 + |x|)−(α+1), (1.2.18)
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|F (x, v)− F (x′, v′)| ≤ (1.2.19)
nβ1
1
c
sup
ε∈[0,1]
(1 + |(1− ε)x+ εx′|)−(α+1)|v′ − v|
+n3/2β2 sup
ε∈[0,1]
[
(1 + |(1− ε)x+ εx′|)−(α+2)(1 + 1
c
|(1− ε)v + εv′|)
]
|x′ − x|,
pour tous x = (x1, . . . , xn) ∈ Rn, v = (v1, . . . , vn) ∈ Rn, et x′, v′ ∈ Rn et tous
entiers i, k = 1 . . . n, ou` F = (F1, . . . , Fn) est de´finie par (1.2.1).
Preuve du Lemme 1.2.2. L’ine´galite´ (1.2.16) se de´duit de (1.2.1) et (1.1.3)-
(1.1.4). De plus de (1.2.1), on a
∂Fi
∂xk
(x, v) = − ∂2
∂xi∂xk
V (x) + 1
c
∑n
l=1
∂Bi,l
∂xk
vl, (1.2.20)
∂Fi
∂vk
(x, v) = 1
c
Bi,k(x), (1.2.21)
pour tous x = (x1, . . . , xn) ∈ Rn, v = (v1, . . . , vn) ∈ Rn et i, k = 1 . . . n.
L’ine´galite´ (1.2.17) se de´duit de (1.2.20) et (1.1.3)-(1.1.4). L’ine´galite´ (1.2.18)
se de´duit de (1.2.21) et (1.1.4). L’ine´galite´ (1.2.19) se de´duit de (1.2.17)-
(1.2.18).
1.3 Construction des ope´rateurs d’ondes
Dans cette section on montre le re´sultat suivant.
The´ore`me 1.3.1. Sous les conditions (1.1.3)-(1.1.4), on a :
i) pour tout (x−, p−) ∈ Rn × Rn, p− 6= 0, l’e´quation (1.1.1) admet une
unique solution zx−,p− telle que
lim
t→−∞
zx−,p−(t)− x− − g(p−)t = 0, (1.3.1)
lim
t→−∞
z˙x−,p−(t)− g(p−) = 0 ; (1.3.2)
ii) l’ope´rateur Ω+ : Rn × (Rn\{0})→ Rn × Rn defini par
Ω+(x, p) = (zx,p(0), g
−1(z˙x,p(0))) pour tout (x, p) ∈ Rn × (Rn\{0})
(1.3.3)
est un C1 diffe´omorphisme sur son image (note´e RanΩ+).
Remarque 1.3.1 : le premier item du The´ore`me 1.3.1 est exactement le
premier item du The´ore`me 1.1.1.
Il est encore vrai que sous les conditions (1.1.3)-(1.1.4), on a :
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iii) pour tout (x+, p+) ∈ Rn × Rn, p+ 6= 0, l’e´quation (1.1.1) admet une
unique solution ux+,p+ telle que
lim
t→+∞
ux+,p+(t)− x+ − g(p+)t = 0, (1.3.4)
lim
t→+∞
u˙x+,p+(t)− g(p+) = 0 ; (1.3.5)
iv) l’ope´rateur Ω− : Rn × (Rn\{0})→ Rn × Rn defini par
Ω−(x, p) = (ux,p(0), g−1(u˙x,p(0))) (1.3.6)
est un C1 diffe´omorphisme sur son image (note´e RanΩ−).
Les assertions iii) et iv) ci-dessus se de´montrent de la meˆme manie`re que
les assertions i) et ii). Les ope´rateurs Ω− et Ω+ de´finis par (1.3.3) et (1.3.6)
sont ce qu’on appelle les ope´rateurs d’ondes pour l’e´quation (1.1.1).
Pour de´montrer le premier item du The´ore`me 1.3.1, on transforme l’e´qua-
tion (1.1.1) avec conditions initiales (1.3.1)-(1.3.2) en temps t = −∞ en une
e´quation inte´grale (sous-section 1.3.2). On est alors amene´ a` e´tudier l’ope´rateur
associe´ a` cette e´quation inte´grale (sous-section 1.3.3). Le The´ore`me 1.3.1 est
de´montre´ dans la sous-section 1.3.4.
1.3.1 Notations
Soit T ∈ R. On conside`re l’espace me´trique complet
XT = {(f, h) ∈ C(]−∞, T ],Rn)× C(]−∞, T ],Rn) | ‖(f, h)‖∞,T < +∞},
muni de la norme ‖ ‖∞,T de´finie par
‖(f, h)‖∞,T = sup
t∈]−∞,T ]
|f(t)|+ sup
t∈]−∞,T ]
|h(t)|, for (f, h) ∈ XT .
On note MT la boule unite´ ferme´e de XT :
MT = {(f, h) ∈ XT | ‖(f, h)‖∞,T ≤ 1}. (1.3.7)
Et on note BT la boule unite´ ouverte de XT :
BT = {(f, h) ∈ XT | ‖(f, h)‖∞,T < 1}. (1.3.8)
On note Σ0 l’ensemble {(x, p) ∈ Rn × Rn | p 6= 0}.
Dans le Lemme 1.3.1 suivant, on donne quelques estime´es relatives a` l’en-
semble Σ0×XT , T ∈ R. L’estime´e (1.3.10) et la continuite´ de F sur Rn×Rn (F
est de´finie par (1.2.1)) montre que l’ope´rateur A introduit dans la sous-section
suivante est bien de´fini.
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Lemme 1.3.1. Soient (p, x) ∈ Σ0, T < +∞, (f, h) ∈ XT . Alors sous les
conditions (1.1.3)-(1.1.4), on a :
|x+ g(p)s+ f(s)| ≥ (|g(p)||s|)/2, (1.3.9)
|F (x+ g(p)s+ f(s), g(p) + h(s))| ≤ β1n(2 + 1
c
‖(f, h)‖∞,T ) (1.3.10)
×(1 + (|g(p)|/2)|s|)−(α+1),
pour tout s ≤ min(−2(‖(f,h)‖∞,T+|x|)|g(p)| , T ).
Preuve du Lemme 1.3.1. On a |x + g(p)s + f(s)| ≥ |g(p)||s| − |f(s)| − |x|
pour tout s ≤ T . Ainsi par de´finition de ‖‖∞,T , on obtient l’estime´e (1.3.9)
pour s ≤ −2(‖(f,h)‖∞,T+|x|)|g(p)| . Par de´finition de ‖‖∞,T et en utilisant le fait que
|g(p′)| ≤ c pour tout p′ ∈ Rn, on obtient
|g(p) + h(s)| ≤ c+ ‖(f, h)‖∞,T
pour tout s ≤ T. Cette dernie`re ine´galite´ avec (1.3.9) et (1.2.16) donne (1.3.10).
1.3.2 Une e´quation inte´grale
Soit T ∈ R. Sous les conditions (1.1.3)-(1.1.4), on de´finit l’ope´rateur A :
Σ0 ×XT → XT par
Ax,p(f, h) := A(x, p, f, h) = (A
1
x,p(f, h), A
2
x,p(f, h)) (1.3.11)
ou`
A1x,p(f, h)(t) =
∫ t
−∞
A2x,p(f, h)(s)ds,
A2x,p(f, h)(t) = g(p+
∫ t
−∞
F (g(p)s+ x+ f(s), g(p) + h(s))ds)− g(p),
pour tout t ≤ T et tout (f, h) ∈ XT . (On devrait e´crire AT au lieu de A, mais
cela alourdirait les notations.)
Soit (f, h) ∈ XT . La fonction Ax,p(f, h) ∈ XT ve´rifie
Ax,p(f, h) ∈ C2(]−∞, T ],Rn)× C1(]−∞, T ],Rn),
A˙1x,p(f, h)(t) = A
2
x,p(f, h)(t), pour tout t ∈]−∞, T ].
La Proposition 1.3.1 suivante lie les solutions zx−,p− de (1.1.1) ve´rifiant les
conditions initiales (1.3.1)-(1.3.2) et les points fixes de Ax−,p− . La preuve de la
Proposition 1.3.1 est imme´diate.
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Proposition 1.3.1. Sous les conditions (1.1.3)-(1.1.4), on a
i) pour tout (x−, p−) ∈ Σ0, si zx−,p− est une solution de (1.1.1) qui ve´rifie
les conditions initiales au temps t = −∞ (1.3.1)-(1.3.2), alors pour tout
T ∈ R
(zx−,p−(t)− x−g(p−)t, z˙x−,p−(t)− g(p−)), t ∈]−∞, T ],
appartient a` XT ,
et
(zx−,p−(t)− x−g(p−)t, z˙x−,p−(t)− g(p−)) = Ax−,p−(zx−,p− , z˙x−,p−)(t),
(1.3.12)
pout tout t ∈]−∞, T ] ;
ii) pour tout T ∈ R et tout (x−, p−) ∈ Σ0, si (f, h) ∈ XT ve´rifie (f, h) =
Ax−,p−(f, h) alors la fonction zx−,p−(t) = x−+g(p−)t+f(t), t ∈]−∞, T ],
appartient a` C2(]−∞, T ],Rn) et ve´rifie les conditions initiales (1.3.1)-
(1.3.2) et zx−,p− est une solution de l’e´quation (1.1.1).
L’e´quation inte´grale (1.3.12) qui rame`ne l’e´tude de l’existence et l’unicite´
des solutions de (1.1.1) ve´rifiant les conditions initiales (1.3.1)-(1.3.2) a` l’e´tude
de l’existence et l’unicite´ des points fixes d’un ope´rateur (ici A) n’est pas celle
utilise´e dans [Yaj82]. C’est essentiellement en cela que diffe`re la preuve du
The´ore`me 1.1.1, que l’on donne dans ce chapitre, a` celle que l’on obtiendrait
en re´pe´tant les preuves de re´sultats de Yajima [Yaj82].
1.3.3 Proprie´te´s de l’ope´rateur A
Le The´ore`me 1.3.2 ci-dessous donne des proprie´te´s de l’ope´rateur A. Dans
ce The´ore`me, on de´signe L(E ,F) l’ensemble des applications line´aires continues
de l’espace de Banach E dans l’espace de Banach F , et on munit L(E ,F) de
la norme ‖.‖L(E,F) de´finie par
‖L‖L(E,F) = sup
v∈E,‖v‖E=1
‖L(v)‖F ,
pour tout L ∈ L(E ,F), ou` ‖.‖E (resp. ‖.‖F) est la norme conside´re´e sur E (resp.
sur F). Si E = F et ‖.‖E = ‖.‖F , alors L(E) := L(E ,F) et ‖.‖L(E) := ‖.‖L(E,F).
On rappelle que MT est de´fini par (1.3.7) ; sur R
n×Rn, on conside`re la norme
produit |.|∞ de´finie par |(x, y)|∞ = max(|x|, |y|) pour tous x, y ∈ Rn.
The´ore`me 1.3.2. Sous les conditions (1.1.3)-(1.1.4), on a :
i) l’ope´rateur A est de classe C1 sur Σ0 ×XT pour tout T ∈ R ;
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ii) l’ope´rateur A ve´rifie les ine´galite´s
sup
(f,h)∈MT
‖A(x, p, f, h)‖∞,T ≤ C(x, p, T ), (1.3.13)
sup
(f,h)∈MT
‖ ∂A
∂(f, h)
(x, p, f, h)‖L(XT ) ≤ D1(x, p, T ), (1.3.14)
sup
(f,h)∈MT
‖ ∂A
∂(x, p)
(x, p, f, h)‖L(Rn×Rn,XT ) ≤ D2(x, p, T ), (1.3.15)
ou`
C(x, p, T ) =
2n3/2β1(1 +
1
c
)(α− 1)−1
min( |g(p)|
2
4
, |g(p)|
2
)(|g(p)||T |/2 + 1)(α−1)
, (1.3.16)
D1(x, p, T ) = n
3 16β1(1 +
1
c
) + 8β2(1 + c)
c(α− 1) min
k=1...3
( |g(p)|
2
)k(1− |g(p)|
2
T )α−1
,(1.3.17)
D2(x, p, T ) = n
5/2 (c
−1β1 + 2
√
nβ2) (α− 1)−1
min( |g(p)|
2
, |g(p)|
2
4
)(1− |g(p)|
2
T )α−1
, (1.3.18)
pour tout (x, p) ∈ Σ0 et tout T ∈]−∞, 0] tels que T ≤ −2(|x|+1)|g(p)| , ou` l’on
note par ∂A
∂(x,p)
(x, p, f, h) ∈ L(Rn×Rn, XT ) (resp. par ∂A∂(f,h)(x, p, f, h) ∈
L(XT )) la diffe´rentielle partielle de A au point (x, p, f, h) par rapport a`
(x, p) (resp. par rapport a` (f, h)).
Nous ne donnons pas la preuve du The´ore`me 1.3.2. La preuve du The´ore`me
1.3.2 s’obtient par des calculs directs.
Remarque 1.3.2. Pour tout compact K de Rn ×Rn, avec K ⊆ Σ0, on a
sup
(x,p)∈K
max(C(x, p, T ), D1(x, p, T ), D2(x, p, T ))→ 0, quand T → −∞.
(1.3.19)
1.3.4 Preuve du The´ore`me 1.3.1
Soit (x, p) ∈ Σ0. Soit δ ∈]0,+∞[ tel que B¯((x, p), δ) := {(x′, p′) ∈ Rn ×
R
n | max(|x′ − x|, |p′ − p|) ≤ δ} ⊆ Σ0. On note B((x, p), δ) := {(x′, p′) ∈
R
n × Rn | max(|x′ − x|, |p′ − p|) < δ}.
De (1.3.19), (1.3.13)-(1.3.15), on de´duit qu’il existe Tx,p ∈]−∞, 0[ tel que
‖A(x′, p′, f, h)‖T,∞ ≤ 1
2
, (1.3.20)
‖A(x′, p′, f ′, h′)− A(x′, p′, f, h)‖T,∞ ≤ 1
2
‖(f − f ′, h− h′)‖T,∞, (1.3.21)
pour tout T < Tx,p, pour tout (x
′, p′) ∈ B((x, p), δ) et tous (f, h), (f ′, h′) ∈ BT .
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Fixons T < Tx,p. En utilisant les Lemmes A.2.2 et A.2.3 e´nonce´s dans la
sous-section A.2 de l’Annexe A, on obtient que
Ax′,p′ : BT → XT admet un unique point fixe (yx′,p′ , wx′,p′)(1.3.22)
pour tout (x′, p′) ∈ B((x, p), δ) ;
Afix : B((x, p), δ)→ BT , (x′, p′) 7→ (yx′,p′ , wx′,p′), est de (1.3.23)
classe C1 sur B((x, p), δ)
(on rappelle que Ax′,p′(f
′, h′) := A(x′, p′, f ′, h′)).
La Proposition 1.3.1 et (1.3.22) prouvent le premier item du The´ore`me
1.3.1.
De plus on a
Ω+(x′, p′) = ψ−T (g(p′)T + x′ + yx′,p′(T ), g−1(g(p′) + wx′,p′(T ))) (1.3.24)
pour tout (x′, p′) ∈ B((x, p), δ) et T < Tx,p ou` ψ−T est de´fini par (1.2.5).
De (1.3.23), (1.3.24) et de la re´gularite´ de g et ψ, on obtient que
Ω+ est de classe C1 sur B((x, p), δ). (1.3.25)
On veut montrer que
∂Ω+
∂(x, p)
(x, p) est un isomorphisme de L(Rn × Rn), (1.3.26)
ou` l’on note par ∂Ω
+
∂(x,p)
(x, p) la diffe´rentielle de Ω+ au point (x, p). En utilisant
le fait que ψt est un C1 diffe´omorphisme de Rn × Rn sur Rn × Rn pour tout
t ∈ R, et en utilisant (1.3.24), on obtient que de´montrer (1.2.3) est e´quivalent
a` de´montrer l’existence de T < Tx,p tel que
∂GT
∂(x, p)
(x, p) est un isomorphisme de L(Rn × Rn), (1.3.27)
ou` GT : B((x, p), δ) → Rn × Rn, (x′, p′) 7→ (g(p′)T + x′ + yx′,p′(T ), g(p′) +
wx′,p′(T )). De (1.3.15), (1.3.21) et du Lemme A.2.3 (voir (A.2.7)) e´nonce´ dans
la sous-section A.2 de l’Annexe A, on obtient :
‖∂(yx,p, wx,p)
∂(x, p)
‖L(Rn×Rn,XT ) ≤ 2D2(x, p, T )→ 0, quand T → −∞, (1.3.28)
ou` D2(x, p, T ) est de´fini par (1.3.18). L’estime´e (1.3.28) et la de´finition de GT
prouvent que ∂GT
∂(x,p)
(x, p) est un isomorphisme de L(Rn × Rn) pour T < Tx,p,
|T | suffisamment grand, ce qui implique (1.3.26).
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Finalement on a de´montre´ que Ω+ est de classe C1 sur Σ0 et que sa
diffe´rentielle en tout point de Σ0 est un isomorphisme de L(Rn × Rn), ce qui
implique par the´ore`me d’inversion locale que
Ω+ est un C1 diffe´omorphisme local en tout point de Σ0. (1.3.29)
Enfin par unicite´ du proble`me de Cauchy pour (1.1.1) avec donne´es initiales
au temps t = 0 et par de´finition de Ω+, on obtient que
l’ope´rateur Ω+ est injectif sur Σ0. (1.3.30)
Le deuxie`me item du The´ore`me 1.3.1 se de´duit alors de (1.3.29)-(1.3.30).
1.4 Solutions non borne´es d’e´nergie E > c2
Dans cette section, on e´tudie les solutions de (1.1.1) qui sont non borne´es
(pour les temps positifs) et d’e´nergie E > c2. On montre, en particulier, qu’une
solution x(t) de (1.1.1) non borne´e (pour t ∈ [0,+∞[) d’e´nergie E > c2 a,
en module, une croissance au moins line´aire en temps (voir Lemme 1.4.1 de
la sous-section 1.4.1). Puis, en utilisant ce re´sultat, on montre que les solu-
tions x(t) de (1.1.1) non borne´es (pour t ∈ [0,+∞[) et d’e´nergie E > c2
sont exactement les solutions x(t) de (1.1.1) qui peuvent s’e´crire sous la forme
x(t) = x+ + tv+ + y+(t) ou` v+ 6= 0, y+(t)→ 0 and y˙+(t)→ 0 quand t→ +∞
(voir Lemme 1.4.2 de la sous-section 1.4.2). Le Lemme 1.4.1 est de´montre´ dans
la sous-section 1.4.3.
On a des re´sultats similaires aux re´sultats des Lemmes 1.4.1 et 1.4.2 pour
l’e´tude des solutions non borne´es pour les temps ne´gatifs et d’e´nergie E > c2.
Les re´sultats de cette section (et leurs analogues pour t = −∞) seront
utilise´s dans la section 1.6 (sous-section 1.6.2) pour de´montrer en particulier
l’e´galite´ entre RanΩ+ et RanΩ− modulo un ensemble de mesure nulle pour la
mesure de Lebesgue, ce qui permettra de de´finir l’ope´rateur de diffusion.
1.4.1 Une borne infe´rieure
Dans le Lemme 1.4.1 suivant, on montre, en particulier, qu’une solution
x(t) de (1.1.1) non borne´e (pour t ∈ [0,+∞[) d’e´nergie E > c2 a, en module,
une croissance au moins line´aire en temps.
Lemme 1.4.1. Soient E ∈ R et (q, p) ∈ Rn × Rn tels que
E = c2
√
1 +
|p|2
c2
+ V (q). (1.4.1)
Sous les conditions (1.1.3)-(1.1.4), si E > c2 alors il existe RqE > 0, CE > 0
tels que s’il existe T > 0 tel que |ψ1(T, q, p)| > RqE alors :
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pour tout t ∈ [T,+∞[, |ψ1(t, q, p)| ≥ RqE ; et il existe T ′ et un voisinage
ouvert U de (q, p) tels que
|ψ1(t, q, p)| ≥ CE|t|, (1.4.2)
pour tout t ≥ T ′. (On rappelle que ψ1 est la premie`re composante du flot ψ
associe´ a` l’e´quation (1.1.1) et de´fini dans la sous-section 1.2.1.)
La preuve du Lemme 1.4.1 est donne´e dans la sous-section 1.4.3.
1.4.2 Comportement en temps t =∞
Dans le Lemme 1.4.2 suivant, on montre que les solutions x(t) de (1.1.1)
non borne´es (pour t ∈ [0,+∞[) et d’e´nergie E > c2 sont exactement les solu-
tions x(t) de (1.1.1) qui peuvent s’e´crire sous la forme x(t) = x++ tv++ y+(t)
ou` v+ 6= 0, y+(t)→ 0 and y˙+(t)→ 0 quand t→ +∞.
Lemme 1.4.2. Sous les conditions (1.1.3)-(1.1.4), soient (q, p) ∈ Rn × Rn et
E = c2
√
1 +
|p|2
c2
+ V (q).
On suppose que E > c2 et
limt→+∞|ψ1(t, q, p)| = +∞,
ou` ψ1 de´signe la premie`re composante du flot ψ associe´ a` l’e´quation (1.1.1) et
de´fini dans la sous-section 1.2.1. Alors il existe un unique (x+, p+) ∈ Rn ×Rn
tel que
ψ1(t, q, p) = x+ + g(p+)t+ y+(t), t ∈ R,
ou` y+(t)→ 0, y˙+(t)→ 0 quand t→ +∞. De plus
p+ = ψ2(t, q, p) +
∫ +∞
t
F (ψ1(t, q, p), g(ψ2(t, q, p)))dτ, (1.4.3)
x+ = ψ1(t, q, p)− g(p+)t (1.4.4)
+
∫ +∞
t
[
g
(
p+ −
∫ +∞
σ
F (ψ1(t, q, p), g(ψ2(t, q, p)))dτ
)
− g(p+)
]
dσ,
pour t ∈ [0,+∞[ (ou` les inte´grales convergent absolument).
Preuve du Lemme 1.4.2. Comme E > c2 on peut appliquer le Lemme 1.4.2 a`
ψ1(t, q, p), t ∈ R. Ainsi il existe CE > 0, T ′ > 0 tels que
|ψ1(t, q, p)| ≥ CE|t|, t ∈ [T ′,+∞[. (1.4.5)
En utilisant (1.4.5), (1.2.16) et |∂ψ1
∂t
(t, q, p)| < c, on obtient
|F (ψ1(τ, q, p), ∂ψ1
∂τ
(τ, q, p))| ≤ 2nβ1(1 + CE|τ |)−(α+1), (1.4.6)
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pour tout τ ∈ [T ′,+∞[. L’e´quation (1.1.1) donne
ψ2(s, q, p) = ψ2(t, q, p) +
∫ s
t
F (ψ1(τ, q, p), g(ψ2(τ, q, p)))dτ, (1.4.7)
ψ1(s, q, p) = ψ1(t, q, p) (1.4.8)
+
∫ s
t
g
(
ψ2(t, q, p)) +
∫ σ
t
F (ψ1(τ, q, p), g(ψ2(τ, q, p)))dτ
)
dσ,
pour tous s, t ∈ R, t ≤ s.
Soit t ∈ [0,+∞[. Soient
p+ = ψ2(t, q, p) +
∫ +∞
t
F (ψ1(τ, q, p), g(ψ2(τ, q, p)))dτ, (1.4.9)
x+ = ψ1(t, q, p)− g(p+)t (1.4.10)
+
∫ +∞
t
[
g
(
p+ −
∫ +∞
σ
F (ψ1(τ, q, p), g(ψ2(τ, q, p)))dτ
)
− g(p+)
]
dσ
(les vecteurs p+ et x+ sont bien de´finis graˆce a` (1.4.6), (1.2.14)).
On e´tudie z(s) − x+ − g(p+)s. De (1.4.8), (1.4.9), (1.2.14) et (1.4.6), on
de´duit
|∂ψ1
∂s
(s, q, p)− g(p+)| ≤ 2n3/2β1
∫ +∞
s
(1 + CE|τ |)−(α+1)dτ
≤ 2n
3/2β1
αCE(1 + CEs)α
, (1.4.11)
pour tout s ≥ max(T ′, t).
Soit s ≥ max(T ′, t). De (1.4.8) et (1.4.10), on obtient
ψ1(s, q, p)− x+ − g(p+)s
= −
∫ +∞
s
[
g(p+ −
∫ +∞
σ
F (ψ1(τ, q, p), g(ψ2(τ, q, p)))dτ)− g(p+)
]
dσ,
d’ou`, en utilisant (1.2.14) et (1.4.6), on obtient
|ψ1(s, q, p)− x+ − g(p+)s| ≤ 2n
3/2β1
α(α− 1)C2E(1 + CEs)α−1
. (1.4.12)
Les estimations (1.4.11) et (1.4.12) prouvent le Lemme 1.4.2.
1.4.3 Preuve du Lemme 1.4.1
Par continuite´ de V , il existe un voisinage ouvert U1 de (q, p) tel que
|q′ − q| ≤ 1, (1.4.13)
1
2
(E − c2) ≤ Eq′,p′ − c2 ≤ 5
4
(E − c2), (1.4.14)
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pour tout (q′, p′) ∈ U1, ou` Eq′,p′ = c2
√
1 + |p
′|2
c2
+ V (q′).
Pour (q′, p′) ∈ U1, on de´finit la fonction Iq′,p′ ∈ C2(R, [0,+∞[) par
Iq′,p′(t) =
1
2
|ψ1(t, q′, p′)|2. (1.4.15)
En de´rivant deux fois Iq′,p′ et en utilisant l’e´quation (1.2.2) et la conservation
de l’e´nergie (1.1.2), on obtient
I˙q′,p′(t) = g(ψ2(t, q
′, p′)) ◦ ψ1(t, q′, p′), (1.4.16)
I¨q′,p′(t) =
c2
[(
Eq′,p′−V (ψ1(t,q′,p′))
c2
)2
− 1
]
(
Eq′,p′−V (ψ1(t,q′,p′))
c2
)2 (1.4.17)
− 1
c2
(ψ2(t, q
′, p′) ◦ ψ1(t, q′, p′))
×ψ2(t, q
′, p′) ◦ F (ψ1(t, q′, p′), g(ψ2(t, q′, p′)))
(1 + |ψ2(t,q
′,p′)|2
c2
)
3
2
+
F (ψ1(t, q
′, p′), g(ψ2(t, q′, p′))) ◦ ψ1(t, q′, p′)√
1 + |ψ2(t,q
′,p′)|2
c2
,
pour tout t ∈ R (ou` ◦ de´signe le produit scalaire usuel sur Rn).
Sous les conditions (1.1.3)-(1.1.4), on a V (x) → 0, et
sup y∈Rn
|y|<c
|x||F (x, y)| → 0 quand |x| → +∞. Soit RqE > 0 tel que
RqE > |q|+ 1, (1.4.18)
2 sup
y∈Rn
|y|<c
|F (x, y)||x| ≤ 1
2
c2
[(
E−c2
4c2
+ 1
)2
− 1
]
(
3(E−c2)
2c2
+ 1
)2 , si |x| ≥ RqE, (1.4.19)
|V (x)| ≤ E − c
2
4
, si |x| ≥ RqE. (1.4.20)
On suppose de´sormais qu’il existe T > 0 tel que |ψ1(T, q, p)| > RqE. Par
continuite´ de ψT , il existe un voisinage ouvert U2 de (q, p), U2 inclu dans U1,
tel que
|ψ1(T, q′, p′)| > RqE, pour tout (q′, p′) ∈ U2. (1.4.21)
Soit (q′, p′) ∈ U2. On va montrer que |ψ1(t, q′, p′)| > RqE pour tout t ∈
[T,+∞[. De (1.4.13) et (1.4.18), on a |q′| = |ψ1(0, q′, p′)| ≤ 1 + |q| = 1 +
|ψ1(0, q, p)| < RqE. On en de´duit (en utilisant aussi (1.4.21)) que
tq
′,p′
2 := sup{t ∈ [0, T ]||ψ1(t, q′, p′)| = RqE} ∈]0, T [.
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Soit cq′,p′ ∈]tq′,p′2 , T [ tel que
|ψ1(T, q′, p′)| − |ψ1(tq′,p′2 , q′, p′)| = (T − tq
′,p′
2 )
d
dt
|ψ1(t, q′, p′)||t=cq′,p′ . (1.4.22)
Compte tenu de la de´finition de tq
′,p′
2 et de (1.4.21), on remarque que
|ψ1(σ, q′, p′)| > RqE pour tout σ ∈]tq
′,p′
2 , T ]. (1.4.23)
En utilisant (1.4.21), la de´finition de tq
′,p′
2 et de Iq′,p′ , et en utilisant (1.4.22)
on obtient aussi
I˙q′,p′(cq′,p′) > 0. (1.4.24)
Supposons qu’il existe t ∈]T,+∞[ tel que |ψ1(t, q′, p′)| ≤ RqE. Alors de
(1.4.23) on de´duit
tq
′,p′
3 := inf{s ∈]cq′,p′ ,+∞[||xq′,p′(s)| = RqE} ∈]cq′,p′ , t] (1.4.25)
et on a tq
′,p′
3 ∈]tq
′,p′
2 ,+∞[ (car cq′,p′ > tq
′,p′
2 ). De plus on a, par de´finition de Iq′,p′
et de tq
′,p′
3 (et en utilisant (1.4.23) applique´ a` σ = cq′,p′),
I˙q′,p′(t
q′,p′
3 ) = lim
h→0+
|ψ1(tq′,p′3 , q′, p′)|2 − |ψ1(tq
′,p′
3 − h, q′, p′)|2
2h
≤ 0. (1.4.26)
On s’inte´resse a` la croissance de I˙q′,p′ sur [cq′,p′ , t
q′,p′
3 ]. Par de´finition de
tq
′,p′
2 , t
q′,p′
3 et de (1.4.23), on a
|ψ1(t, q′, p′)| ≥ RqE, pour t ∈ [tq
′,p′
2 , t
q′,p′
3 ]. (1.4.27)
De (1.4.27), (1.4.14), (1.4.17), (1.4.19), (1.4.20), on de´duit
I¨q′,p′(t) ≥ 1
2
c2
[(
E−c2
4c2
+ 1
)2
− 1
]
(
3(E−c2)
2c2
+ 1
)2 , (1.4.28)
pour tout t ∈ [tq′,p′2 , tq
′,p′
3 ]. On obtient que I˙q′,p′ est strictement croissante sur
[cq′,p′ , t
q′,p′
3 ], ce qui contredit (1.4.24) et (1.4.26).
Ne´cessairement
|ψ1(t, q′, p′)| > RqE, pour tout t ∈ [T,+∞[. (1.4.29)
On de´finit
tq
′,p′
1 = inf{t ∈ [0,+∞[||ψ1(u, q′, p′)| ≥ RqE pour tout u ∈ [t,+∞[}. (1.4.30)
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Comme q′ < RqE, on a t
q′,p′
1 > 0 ; et on de´duit de la de´finition de t
q′,p′
1 que
I˙q′,p′(t
q′,p′
1 ) = lim
h→0+
|ψ1(tq′,p′1 , q′, p′)|2 − |ψ1(tq
′,p′
1 − h, q′, p′)|2
2h
≥ 0 (1.4.31)
En utilisant (1.4.29), (1.4.14), (1.4.17), (1.4.19), (1.4.20) et (1.4.31), on obtient
I¨q′,p′(t) ≥ 1
2
c2
[(
(E−c2)
4c2
+ 1
)2
− 1
]
3(E−c2)
2c2
+ 1
Iq′,p′(t) ≥ 1
4
c2
[(
E−c2
4c2
+ 1
)2
− 1
]
3(E−c2)
2c2
+ 1
(t− tq′,p′1 )2 + I˙q′,p′(tq
′,p′
1 )(t− tq
′,p′
1 )
+Iq′,p′(t
q′,p′
1 )
≥ 1
4
c2
[(
E−c2
4c2
+ 1
)2
− 1
]
3(E−c2)
2c2
+ 1
(t− tq′,p′1 )2 (1.4.32)
pour tout t ∈ [tq′,p′1 ,+∞[.
Soit
CE :=
1
2
√√√√√1
2
c2
[(
E−c2
4c2
+ 1
)2 − 1]
3(E−c2)
2c2
+ 1
. (1.4.33)
De tq
′,p′
1 < T, (1.4.32) et (1.4.33), on de´duit
|ψ1(t, q′, p′)| ≥ 2CE(t− tq′,p′1 ) ≥ 2CE(t− T ) ≥ 2(1− T/t)CEt,
pour tout t ∈ [T,+∞[. 
1.5 Proprie´te´s des ope´rateurs d’ondes
Dans cette section, on donne quelques proprie´te´s des ope´rateurs d’ondes
Ω± de´finis dans la section 1.3. Le re´sultat principal de cette section est le
The´ore`me 1.5.1 suivant.
The´ore`me 1.5.1. Pour tout t ∈ R, on note ψt(0) le flot au temps t du mouve-
ment libre, i.e.
ψt(0)(q, p) = (q + tp, p), pour tout (q, p) ∈ Rn × Rn.
Sous les conditions (1.1.3) et (1.1.4), on a :
30 CHAPITRE 1. PROBLE`ME DE DIFFUSION DIRECTE
i) les ope´rateurs d’ondes ve´rifient
Ω±w = lim
t→∓∞
ψ−tψt(0)w
pour tout w ∈ Σ0 (les limites sont en fait uniformes sur tout compact
de Σ0), ou` ψ
−t est le flot au temps −t associe´ a` l’e´quation (1.1.1) et
de´fini par (1.2.5) ;
ii) les ope´rateurs Ω± pre´serve la mesure de Lebesgue ;
iii) pour tout s ∈ R,
ψsΩ± = Ω±ψs(0).
Il est encore vrai que les de´rive´es partielles de ψ−tψt(0) convergent uni-
forme´ment sur tout compact K de Σ0 vers les de´rive´es partielles de Ω
± quand
t→ ∓∞.
Le deuxie`me item du The´ore`me 1.5.1 sert d’argument pour montrer que
la mesure de Lebesgue de (Rn×Rn)\D(S) est nulle, ou` D(S) est l’ensemble de
de´finition de l’ope´rateur de diffusion S de l’e´quation (1.1.1) (voir sous-section
1.6.3).
La proprie´te´ du premier item correspond a` la de´finition et a` la proprie´te´
d’isome´trie des ope´rateurs d’ondes de la me´canique quantique pour la diffusion
a` courte porte´e (voir [RS79]). La proprie´te´ du troisie`me item correspond aussi
a` une proprie´te´ des ope´rateurs d’ondes de la me´canique quantique pour la
diffusion a` courte porte´e (voir [RS79]).
Dans la sous-section 1.5.1, on introduit quelques notations et des
ope´rateurs At. Dans la sous-section 1.5.2, on e´tudie ces ope´rateurs (Propo-
sition 1.5.1, Lemme 1.5.2, Proposition 1.5.2) et dans la sous-section 1.5.3, on
de´montre le The´ore`me 1.5.1. Dans les sous-sections 1.5.4 et 1.5.5, on de´montre
la Proposition 1.5.1 et le Lemme 1.5.2 .
1.5.1 Notations
Soit T < 0. Pour tout (x, p) ∈ Σ0 et t ∈]−∞, T ], on de´finit l’application
Atx,p : XT → XT par
Atx,p(f, h) = (A
1,t
x,p(f, h), A
2,t
x,p(f, h)), (1.5.1)
ou`
A1,tx,p(f, h)(s) = Y (s− t)
∫ s
−∞
Y (τ − t)A2,tx,p(f, h)(τ)dτ,
A2,tx,p(f, h)(s) = g(p+
∫ s
−∞
Y (τ − t)F (g(p)τ + x+ f(τ), g(p) + h(τ))dτ)
−g(p),
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pour (f, h) ∈ XT , et s ∈]−∞, T ] (Y de´signe la fonction de Heaviside : Y (t) = 1
si t > 0 ; Y (t) = 0 si t ≤ 0). Ainsi on a
A1,tx,p(f, h)(s) =


∫ s
t
[g(p+
∫ σ
t
F (g(p)τ + x+ f(τ), g(p) + h(τ))dτ)− g(p)]dσ,
si s ∈ [t, T ] ;
0, si s ≤ t ;
(1.5.2)
A2,tx,p(f, h)(s) =


g(p+
∫ s
t
F (g(p)τ + x+ y(τ), g(p) + z(τ))dτ)− g(p),
si s ∈ [t, T ] ;
0, si s ≤ t ;
(1.5.3)
pour (f, h) ∈ XT .
Remarque 1.5.1. Pour tout (f, h) ∈ XT , la fonction Atx,p(f, h) appartient
en fait a` C1(]−∞, T ],Rn)× C(]−∞, T ],Rn) et Atx,p(f, h) ve´rifie
A˙1,tx,p(f, h)(s) = A
2,t
x,p(f, h)(s),
pour tout s ≤ T. De plus un point fixe (ytx,p, wtx,p) de Atx,p de´crit la de´flection
par rapport au mouvement libre a` partir du temps t et du point de l’espace des
phases (x+ g(p)t, p), i.e. z(s) = x+ g(p)s+ ytp,x(s), t ≤ s ≤ T, est la solution
de l’e´quation (1.1.1) qui satisfait les conditions initiales au temps t suivantes :
z(t) = x+ g(p)t et g−1(z˙(t)) = p.
Pour tout compact K de Σ0, on de´finit deux constantes aK ≥ 0, bK > 0
par
aK = sup
(x,p)∈K
|x|, (1.5.4)
bK = inf
(x,p)∈K
|g(p)|. (1.5.5)
On utilisera l’estimation suivante.
Lemme 1.5.1. Soit K un compact de Σ0, et soit T ≤ −2(aK+1)bK . Alors on a
|g(p)τ + x+ f | ≥ bK
2
|τ |, (1.5.6)
pour tout (x, p) ∈ K, f ∈ Rn, |f | ≤ 1, τ ∈]−∞, T ].
Dans l’utilisation ulte´rieur du Lemme 1.5.1, le re´el f qui apparaˆıt dans
(1.5.6) sera la valeur en τ de la premie`re composante de « (f, h) ∈MT ».
Preuve du Lemme 1.5.1. Soit K un compact de Σ0, et soient T ≤ −2(aK+1)bK ,
(x, p) ∈ K, τ ∈]−∞, T ]. De l’ine´galite´ |y| ≤ 1, on obtient
|g(p)τ + x+ y| ≥ |g(p)||τ | − |x| − 1, (1.5.7)
ce qui donne, par de´finition de aK , bK ,
|g(p)τ + x+ y| ≥ bK |τ | − aK − 1. (1.5.8)
De (1.5.8) et T ≤ −2(aK+1)
bK
, τ ≤ T, on de´duit (1.5.6).
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1.5.2 Etude des ope´rateurs At
La Proposition 1.5.1 suivante donne des proprie´te´s de contraction sur MT
pour les ope´rateurs At, pour t ≤ T , et pour l’ope´rateur A de´fini dans la section
1.3.2 par (1.3.11) dans le cas T ≤ 0, |T | suffisamment grand.
Proposition 1.5.1. Soit K un compact de Σ0, et soit T ≤ −2(aK+1)bK . Sous les
conditions (1.1.3)-(1.1.4), on a les estimations suivantes :
sup
(x,p)∈K
(y,w)∈MT
‖Atx,p(y, w)‖∞,T ≤ C(K,T ), (1.5.9)
sup
(x,p)∈K
(y,w)∈MT
‖Ax,p(y, w)‖∞,T ≤ C(K,T ), (1.5.10)
pour tout t ≤ T, ou`
C(K,T ) =
2n3/2β1(1 +
1
c
)
(α− 1)min( b2K
4
, bK
2
)(bK |T |/2 + 1)(α−1)
. (1.5.11)
De plus,
sup
(x,p)∈K
‖Atx,p(y, w)−Atx,p(y′, w′)‖∞,T ≤ D(K,T )‖(y−y′, w−w′)‖∞,T , (1.5.12)
pour tous t ≤ T, (y, w), (y′, w′) ∈MT ;
sup
(x,p)∈K
‖Ax,p(y, w)−Ax,p(y′, w′)‖∞,T ≤ D(K,T )‖(y−y′, w−w′)‖∞,T , (1.5.13)
pour tous t ≤ T, (y, w), (y′, w′) ∈MT , ou`
D(K,T ) =
4n2β˜(1 + 1
c
)
(α− 1)min( bK
2
,
b2K
4
)(1− bK
2
T )α−1
, (1.5.14)
ou` β˜ = max(β1, β2).
La Proposition 1.5.1 est de´montre´e dans la sous-section 1.5.4.
En utilisant la Proposition 1.5.1 et le fait que
lim
T→−∞
C(K,T ) = 0,
lim
T→−∞
D(K,T ) = 0,
pour tout compact K de Σ0, on obtient :
Corollaire 1.5.1. Sous les conditions (1.1.3)-(1.1.4), pour tout compact K
de Σ0, il existe TK ≤ −2(aK+1)bK tel que les applications Atx,p et Ax,p sont des
applications 1
2
-contractantes de MT pour tout (x, p) ∈ K et tout t ≤ TK.
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Soit T < 0. Pour tous (x, p) ∈ Σ0, t ≤ T , un point fixe (ytp,x, wtp,x) de
Atx,p de´crit la de´flection par rapport au mouvement libre a` partir du temps t
et du point de l’espace des phases (x+ g(p)t, p), i.e. z(s) = x+ g(p)s+ ytp,x(s),
t ≤ s ≤ T, est la solution de l’e´quation (1.1.1) qui satisfait z(t) = x+ g(p)t et
g−1(z˙(t)) = p.
Nous allons de´montrer que pour tout compactK de Σ0 et pour tout T < 0,
|T | suffisamment grand, le point fixe de Atx,p converge vers le point fixe de Ax,p
quand t → −∞ et que cette convergence est uniforme sur K et en t. Nous
aurons besoin du Lemme 1.5.2 suivant.
Lemme 1.5.2. Soient K un compact de Σ0, T ≤ −2(aK+1)bK et t ≤ T. Sous les
conditions (1.1.3)-(1.1.4), on a
sup
(x,p)∈K
(u,v)∈MT
‖Atx,p(u, v)− Ax,p(u, v)‖∞,T ≤ 2C(K, t), (1.5.15)
ou` C(K, t) est de´fini par (1.5.11).
Le Lemme 1.5.2 est de´montre´ dans la sous-section 1.5.5.
Soit K un compact de Σ0 et soit T < 0 choisi comme dans le Corollaire
1.5.1. Pour tout (x, p) ∈ K et tout t ≤ T, on note (yx,p, wx,p) le point fixe de
Ax,p dans MT et on note (y
t
x,p, w
t
x,p) le point fixe de A
t
g(p),x dans MT .
Proposition 1.5.2. Soit K un compact de Σ0. Sous les conditions (1.1.3)-
(1.1.4), si T ≤ −2(aK+1)
bK
est choisi comme dans le Corollaire 1.5.1 alors on
a
sup
(x,p)∈K
‖(ytx,p − yx,p, wtx,p − wx,p)‖∞,T ≤ 4C(K, t), (1.5.16)
pour tous t ∈]−∞, T ], ou` C(K, t) est de´fini par (1.5.11).
Preuve de la Proposition 1.5.2. Soient t ∈]−∞, T ], (x, p) ∈ K. Par de´finition
de (ytp,x, z
t
p,x) et (yp,x, zp,x), il vient
‖(ytx,p − yx,p, wtx,p − wx,p)‖∞,T = ‖Atx,p(ytx,p, wtx,p)− Ax,p(yx,p, wx,p)‖∞,T
≤ ‖Atx,p(ytx,p, ztx,p)− Atx,p(yx,p, wx,p)‖∞,T (1.5.17)
+‖Atx,p(yx,p, zx,p)− Ax,p(yx,p, zx,p)‖∞,T .
En utilisant (1.5.17), (1.5.15) (applique´ a` « (u, v) »= (yp,x, zp,x)) et en utilisant
le fait que Atx,p est une application
1
2
-contractante (Corollaire 1.5.1), on obtient
‖(ytp,x − yp,x, ztp,x − zp,x)‖∞,T ≤
1
2
‖(ytp,x − yp,x, ztp,x − zp,x)‖∞,T + 2C(K, t),
ce qui de´montre (1.5.16).
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1.5.3 Preuve du The´ore`me 1.5.1
On conserve les notations utilise´es dans la Proposition 1.5.2. Soit K un
compact de Σ0, et soit T ≤ −2(aK+1)bK choisi comme dans le Corollaire 1.5.1.
Par la Proposition 1.5.2 (et en utilisant la remarque 1.5.1 de la sous-section
1.5.1), nous obtenons
sup
(x,p)∈K
|ytx,p(T − 1)− yx,p(T − 1)| ≤ 4C(K, t) −→
t→−∞
0, (1.5.18)
sup
(x,p)∈K
|y˙tx,p(T − 1)− y˙x,p(T − 1)| ≤ 4C(K, t) −→
t→−∞
0. (1.5.19)
De plus, pour tout (x, p) ∈ Σ0
Ω+(x, p) = (x+ yx,p(0), g
−1(g(p) + y˙x,p(0)))
= ψ−T+1ψT−1(x+ yx,p(0), g−1(g(p) + y˙x,p(0)))
= ψ−T+1(x+ g(p)(T − 1) + yx,p(T − 1), (1.5.20)
g−1(g(p) + y˙x,p(T − 1))).
Ainsi en utilisant (1.5.18)-(1.5.20) et la continuite´ des fonctions ψ−T+1,
g−1 et g, on de´duit que
ψ−T+1(x+ g(p)(T − 1) + ytx,p(T − 1), g−1(g(p) + y˙tx,p(T − 1))) (1.5.21)
converge vers Ω+(x, p) ((x, p) ∈ K) uniforme´ment sur K, quand t→ −∞.
De plus pour tout t ≤ T − 1 et tout (x, p) ∈ K
(x+ g(p)(T − 1) + ytx,p(T − 1), g−1(g(p) + y˙tx,p(T − 1)))
= ψ−t+T−1(x+ g(p)t+ ytx,p(t), g(p) + y˙
t
x,p(t))
= ψ−t+T−1(x+ g(p)t, g(p))
= ψ−t+T−1ψt(0)(x, p) (1.5.22)
En utilisant (1.5.21), (1.5.22) et l’additivite´ du flot ψt (ψt+s = ψsψt pour
tous s, t ∈ R), on obtient (i). Le (ii) vient de (i) et du the´ore`me de Liouville.
Le (iii) vient de (i) et de la continuite´ de ψs et de l’additivite´ des flots ψt(0), ψ
t.

1.5.4 Preuve de la Proposition 1.5.1
SoitK un compact de Σ0, et soient T ≤ −2(aK+1)bK , (x, p) ∈ K, (y, w) ∈MT ,
s ∈ [t, T ]. De (1.5.3), (1.2.14) et (1.2.16), on de´duit
|A2,tx,p(y, w)(s)| ≤ 2n3/2β1(1 +
1
c
)
∫ s
t
(1 +
bK
2
|τ |)−(α+1)dτ (1.5.23)
≤ 2n3/2β1(1 + 1
c
)
∫ T
−∞
(1 +
bK
2
|τ |)−(α+1)dτ. (1.5.24)
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De (1.5.2) et (1.5.23), on obtient
|A1,tx,p(y, w)(s)| ≤
∫ s
t
|A2,tx,p(y(τ), w(τ))|dτ, (1.5.25)
≤ 2n3/2β1(1 + 1
c
)
T∫
−∞
σ∫
−∞
(1 +
bK
2
|τ |)−(α+1)dτdσ.(1.5.26)
Les estimations (1.5.24) et (1.5.26) impliquent (1.5.9) ; l’estimation (1.5.10)
s’obtient de la meˆme manie`re en remplac¸ant t par−∞ dans (1.5.23) et (1.5.25).
Soient (y, w), (y′, w′) ∈ MT . En utilisant (1.5.3), (1.2.14), (1.2.19), et en
utilisant la convexite´ de MT (si (f, h) ∈MT et (f ′, h′) ∈MT et ε ∈ [0, 1], alors
((1− ε)f + εf ′, (1− ε)h+ εh′) ∈MT ) et en utilisant (1.5.6), on obtient
|A2,tx,p(y, w)(s)− A2,tx,p(y′, w′)(s)| =
∣∣∣∣g(p+
∫ s
t
F (g(p)τ + x+ y(τ),
g(p) + w(τ))dτ)− g(p+
∫ s
t
F (g(p)τ + x+ y′(τ), g(p) + w′(τ))dτ)
∣∣∣∣
≤ 2n2β2(1 + 1
c
)
∫ s
t
(1− bK
2
τ)−(α+2)|y(τ)− y′(τ)|dτ
+
1
c
n3/2β1
∫ s
t
(1− bK
2
τ)−(α+1)|w(τ)− w′(τ)|dτ
≤ [2n2β2(1 + 1
c
)
∫ s
−∞
(1− bK
2
τ)−(α+2)dτ
+
1
c
n3/2β1
∫ s
−∞
(1− bK
2
τ)−(α+1)dτ ]‖(y − y′, w − w′)‖∞,T
≤ 4n
2β˜(1 + 1
c
)
α bK
2
(1 + bK
2
|s|)α‖(y − y
′, w − w′)‖∞,T , (1.5.27)
pour tout s ∈ [t, T ] , ou` β˜ = max(β1, β2). De (1.5.2) et (1.5.27), il vient aussi
|A1,tx,p(y, w)(s)− A1,tx,p(y′, w′)(s)| ≤
∫ s
t
|A2,tx,p(y, w)(τ)− A2,tx,p(y′, w′)(τ)|dτ,
≤ 4n
2β˜(1 + 1
c
)
α(α− 1) b2K
4
(1 + bK
2
|s|)α−1
‖(y − y′, w − w′)‖∞,T (1.5.28)
pour tout s ∈ [t, T ]. Les estimations (1.5.27) et (1.5.28) donnent (1.5.12). De
la meˆme manie`re, on obtient (1.5.13) en remplac¸ant t par −∞ dans (1.5.27)
et (1.5.28). 
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1.5.5 Preuve du Lemme 1.5.2
Soient K un compact de Σ0 et T ≤ −2(aK+1)bK . Soient (x, p) ∈ K, t ≤ T et
(u, v) ∈MT . De (1.5.3), (1.3.11), on a
|A2,tx,p(u, v)(s)− A2x,p(u, v)(s)| ≤ (1.5.29)∣∣∣∣g(p+
∫ s
t
F (g(p)τ + x+ u(τ), g(p) + v(τ))dτ)
− g(p+
∫ s
−∞
F (g(p)τ + x+ u(τ), g(p) + v(τ))dτ)
∣∣∣∣ ,
pour tout s ∈ [t, T ]. En utilisant (1.5.29), (1.2.14), (1.2.16) et (1.5.6), on obtient
|A2,tx,p(u, v)(s)− A2x,p(u, v)(s)| ≤
√
n|
∫ t
−∞
F (g(p)τ + x+ u(τ), g(p) + v(τ))dτ |
≤ 2n3/2β1(1 + 1
c
)
∫ t
−∞
(1 +
bK
2
|s|)−α−1ds
≤ 2n
3/2β1(1 +
1
c
)
α bK
2
(1 + bK
2
|t|)α . (1.5.30)
pour tout s ∈ [t, T ].
De plus, de (1.5.2), (1.3.11), on a
|A1,tx,p(u, v)(s)− A1x,p(u, v)(s)| (1.5.31)
≤
∣∣∣∣
∫ s
t
[
g(p+
∫ σ
t
F (g(p)τ + x+ u(τ), g(p) + v(τ))dτ)
− g(p+
∫ σ
−∞
F (g(p)τ + x+ u(τ), g(p) + v(τ))dτ)
]
dσ
∣∣∣∣
+|A1x,p(u, v)(t)|,
pour tout s ∈ [t, T ]. On utilise (1.5.10) pour estimer le second terme a` droite
de l’ine´galite´ (1.5.31). On utilise (1.2.14) et (1.2.16) pour estimer le premier
terme a` droite de l’ine´galite´ (1.5.31). On obtient
|A1,tx,p(u, v)(s)− A1x,p(u, v)(s)|
≤ √n|t− s|
∫ t
−∞
|F (g(p)τ + x+ u(τ), g(p) + v(τ))|dτ + C(K, t)
≤ 2n3/2β1(1 + 1
c
)|t− s|
∫ t
−∞
(1 +
bK
2
|τ |)−(α+1)dτ + C(K, t)
≤ 2n
3/2β1(1 +
1
c
)|t− s|
α bK
2
(1 + bK
2
|t|)α + C(K, t), (1.5.32)
pour tout s ∈ [t, T ]. Ensuite de (1.5.32) et de l’ine´galite´ |s− t| ≤ |t| pour tout
s ∈ [t, T ], on de´duit
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|A1,tx,p(u, v)(s)− A1x,p(u, v)(s)| ≤
2n3/2β1(1 +
1
c
)
α
b2K
4
(1 + bK
2
|t|)α−1
+ C(K, t), (1.5.33)
pour tout s ∈ [t, T ].
De (1.5.10), (1.5.3) et (1.5.2), on a
|A2,tx,p(u, v)(s)− A2x,p(u, v)(s)| = |A2x,p(u, v)(s)| ≤ C(K, t), (1.5.34)
|A1,tx,p(u, v)(s)− A1x,p(u, v)(s)| = |A1x,p(u, v)(s)| ≤ C(K, t), (1.5.35)
pour tout s ≤ t.
Les formules (1.5.11), (1.5.30), (1.5.33), (1.5.34) et (1.5.35) donnent
(1.5.15).

1.6 L’ope´rateur de diffusion
Dans cette section on rappelle tout d’abord un re´sultat sur les syste`mes
dynamiques que l’on e´nonce dans notre cadre (sous-section 1.6.1). Puis en
utilisant ce re´sultat, on de´montre la comple´tude asymptotique, i.e. l’e´galite´
entre les images des ope´rateurs d’ondes modulo un ensemble de mesure nulle
(sous-section 1.6.2). Enfin on de´montre le The´ore`me 1.1.1 (sous-section 1.6.3).
1.6.1 Rappel
Conside´rons B l’ensemble des points (q, p) de l’espace des phases Rn×Rn
en lesquels passe une trajectoire borne´e de (1.1.1), et conside´rons B± l’ensemble
des points (q, p) de l’espace des phases Rn×Rn en lesquels passe une trajectoire
de (1.1.1) borne´e uniquement au voisinage de t = ±∞, i.e.
B = {(q, p) ∈ Rn × Rn | sup
t∈R
|ψt(q, p)| < +∞}, (1.6.1)
B+ = {(q, p) ∈ Rn × Rn | sup
t∈[0,+∞[
|ψt(q, p)| < +∞}, (1.6.2)
B− = {(q, p) ∈ Rn × Rn | sup
t∈]−∞,0]
|ψt(q, p)| < +∞}, (1.6.3)
ou` ψt est le flot au temps t de l’e´quation (1.1.1) de´fini par (1.2.5).
L’ensemble B est inclu dans l’ensemble B±. Les notations B et B± sont
emprunte´es a` [DG97].
Comme le flot ψt au temps t de l’e´quation (1.1.1) conserve la mesure de
Lebesgue, on a le re´sultat suivant.
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The´ore`me 1.6.1. Sous les conditions (1.1.3)-(1.1.4), l’ensemble B±\B est de
mesure de Lebesgue nulle.
Preuve du The´ore`me 1.6.1. On note µ la mesure de Lebesgue sur Rn × Rn.
On va montrer que µ(B+\B) = 0 (de la meˆme manie`re on montrerait que
µ(B−\B) = 0). Pour m ∈ N, on pose
B+m := {(q, p) ∈ Rn × Rn | sup
t∈[0,+∞[
|ψt(q, p)| ≤ m},
Bm := {(q, p) ∈ Rn × Rn | sup
t∈R
|ψt(q, p)| ≤ m}.
Comme ψ0(q, p) = (q, p) pour (q, p) ∈ Rn×Rn, les ensembles B+m et Bm sont des
compacts de Rn × Rn pour tout m ∈ N. De plus on a les proprie´te´s suivantes
∪m∈NBm = B ; (1.6.4)
∪m∈NB+m = B+ ; (1.6.5)
ψk(B+m) ⊆ B+m, pour tous k,m ∈ N ; (1.6.6)
∩k∈Nψk(B+m) ⊆ Bm, pour tout m ∈ N (1.6.7)
(les proprie´te´s (1.6.4)-(1.6.5) proviennent des de´finitions (1.6.1)-(1.6.2) ; les
proprie´te´s (1.6.6) et (1.6.7) se de´duisent de la de´finition de B+m et Bm et de la
proprie´te´ d’additivite´ (1.2.7) du flot ψ).
De (1.6.4) et (1.6.5), on a B+\B ⊆ ∪m∈N (B+m\Bm) . Montrons que pour
tout m ∈ N µ(B+m\Bm) = 0, ce qui impliquera µ(B+\B) = 0 par l’inclusion
pre´ce´dente.
Soit m ∈ N. De (1.6.7) on a
B+m\Bm ⊆ ∪k∈N
(B+m\ψk(B+m)) , (1.6.8)
Comme le flot ψt au temps t conserve la mesure de Lebesgue, on a
µ(ψk(B+m)) = µ(B+m), pour tout k ∈ N. (1.6.9)
La mesure de B+m e´tant finie (car B+m est un compact de Rn × Rn), (1.6.9) et
(1.6.6) donnent
µ(B+m\ψk(B+m)) = 0, pour tout k ∈ N. (1.6.10)
De (1.6.8) et (1.6.10), on de´duit µ(B+m\Bm) = 0.
1.6.2 Comple´tude asymptotique
Soient A et B deux parties de Rn × Rn. On dit que A et B sont e´gaux
modulo un ensemble de mesure nulle pour la mesure de Lebesgue si A\B et
B\A sont de mesure nulle pour la mesure de Lebesgue. On a le re´sultat suivant.
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The´ore`me 1.6.2. Sous les conditions (1.1.3)-(1.1.4), les ensembles RanΩ+,
RanΩ− et (Rn×Rn)\B sont e´gaux modulo un ensemble de mesure nulle (pour
la mesure de Lebesgue sur Rn×Rn), ou` Ω± sont les ope´rateurs d’ondes associe´s
a` l’e´quation (1.1.1) et de´finis par (1.3.3) et (1.3.6).
L’e´galite´ des images des ope´rateurs d’ondes modulo un ensemble de mesure
nulle est ce qu’on appelle la comple´tude asymptotique par analogie avec la
the´orie de la diffusion en me´canique quantique (voir [RS79]).
Preuve du The´ore`me 1.6.2. Ici, on ne de´montrera que l’e´galite´ entre (Rn ×
R
n)\B et RanΩ+ modulo un ensemble de mesure nulle. L’e´galite´ entre (Rn ×
R
n)\B et RanΩ− (modulo un ensemble de mesure nulle) se de´montrerait de la
meˆme manie`re.
Par conservation de l’energie (1.1.2) et par de´finition de B−, on obtient
l’e´galite´ suivante
{(q, p) ∈ Rn × Rn|limt→−∞|ψ1(t, q, p)| < +∞} = B− (1.6.11)
(on rappelle que V est borne´e sur Rn).
Soit ME=0 la sous-varie´te´ de Rn × Rn de dimension 2n− 1 de´finie par
ME=0 = {(q, p) ∈ Rn × Rn | c2
√
1 +
|p|2
c2
+ V (q) = 0}.
L’ensembleME=0 est de mesure nulle pour la mesure de Lebesgue de Rn×Rn.
Par le Lemme 1.4.2 (ou plutoˆt son analogue en t = −∞), on a
RanΩ+ = {(q, p) ∈ Rn × Rn|limt→−∞|ψ1(t, q, p)| = +∞}\ME=0. (1.6.12)
De (1.6.11)-(1.6.12) et de l’inclusion B ⊆ B−, on obtient
(Rn × Rn)\RanΩ+ = B ∪ (B−\B) ∪ME=0
De cette dernie`re e´galite´ et du The´ore`me 1.6.1, on de´duit que les ensembles
((Rn × Rn)\B)∩((Rn×Rn)\RanΩ+) et RanΩ+∩B sont de mesure de Lebesgue
nulle.
1.6.3 Preuve du The´ore`me 1.1.1
Le (i) du The´ore`me 1.1.1 est exactement le (i) du The´ore`me 1.3.1 que l’on
a de´montre´ dans la sous-section 1.3.4.
On conside`re la fonction Φ : Rn × Rn → Bc × Rn de´finie par
Φ(q, p) = (g(p), q), pour tout (q, p) ∈ Rn × Rn. (1.6.13)
La fonction Φ est un diffe´omorphisme de classe C∞ de Rn × Rn sur Bc × Rn.
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Soit D(S) l’ensemble de´fini par
D(S) = Φ((Ω+)−1 (RanΩ+ ∩ RanΩ−)).
Du (ii) du The´ore`me 1.3.1, on de´duit que RanΩ± est un ouvert de Rn×Rn et
que
D(S) est aussi un ouvert de Rn × Rn. (1.6.14)
De plus, du (ii) du The´ore`me 1.5.1 et du The´ore`me 1.6.2 (et en utilisant aussi
que Φ est un diffe´omorphisme), on de´duit que
le comple´mentaire de D(S) dans Bc × Rn est de mesure (1.6.15)
nulle pour la mesure de Lebesgue de Bc × Rn.
Par de´finition de D(S) et de Ω± et par (1.6.15), on obtient le (ii) du
The´ore`me 1.1.1. Par de´finition de D(S) et de Ω±, on obtient
D(S) = {(v−, x−) ∈ Bc × Rn | v− 6= 0, la solution x(t)de (1.1.1)
ve´rifiant (1.1.5) ve´rifie aussi (1.1.6)},
et de (1.6.14)-(1.6.15), on obtient le (iii) du The´ore`me 1.1.1.
On conside`re l’application S : Bc × Rn → Bc × Rn de´finie par
Sw = Φ((Ω−)−1Ω+(Φ−1(w))), pour tout w ∈ D(S).
La re´gularite´ de Φ et le (ii) du The´ore`me 1.3.1 prouve que S est de classe C1
sur D(S). Par de´finition de Ω± et de Φ, S est l’ope´rateur de diffusion tel qu’il
est de´fini au (iv) du The´ore`me 1.1.1. Il reste a` de´montrer que S pre´serve la
mesure de Lebesgue.
Soit S˜ : Φ−1(D(S))→ Rn × Rn de´finie par
S˜w = (Ω−)−1Ω+(w), pour tout w ∈ Φ−1(D(S)).
Par le (ii) du The´ore`me 1.3.1 et le (ii) du The´ore`me 1.5.1, on obtient que
S˜ pre´serve la mesure de Lebesgue. (1.6.16)
On note S˜ = (S˜1, S˜2). Soit (x, p) ∈ Rn × Rn, p = (p1, . . . , pn). De´signons
par JΦ(x, p) le de´terminant jacobien de Φ en (x, p) ∈ Rn × Rn. On note On
la matrice nulle carre´e de taille n× n et In la matrice identite´ carre´e de taille
n× n. De (1.6.13), on a
JΦ(x, p) =
(
0n γ(x, p)
In 0n
)
,
ou`
γ(x, p) =
1
(1 + |p|
2
c2
)
3
2
(
(1 + |p|2/c2)In − δ(x, p)
)
,
δ(x, p) =
1
c2
(p1p . . . pnp) .
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Comme le rang de δ(p, x) est au plus 1, on obtient
det JΦ(x, p) = (1 +
|p|2
c2
)−
3n
2
[
(1 +
|p|2
c2
)n − |p|
2
c2
(1 +
|p|2
c2
)n−1
]
= (1 +
|p|2
c2
)−
n
2
−1,
Ainsi si (x, p) ∈ Φ−1(D(S)) alors par conservation de l’e´nergie on obtient les
e´galite´s |S˜1(p, x)| = |p| et det Jφ(S˜(p, x)) = det Jφ(p, x), ce qui avec (1.6.16)
implique la proprie´te´ de conservation de la mesure de Lebesgue pour S.
1.7 Conclusion
Les conditions (1.1.3)-(1.1.4) sont les conditions sous lesquelles on e´tudiera
le proble`me de diffusion inverse pour l’e´quation (1.1.1) mulitidimensionnelle
(n ≥ 2) aux hautes e´nergies (chapitre 2) et a` e´nergie fixe´e (chapitre 3). Sous
ces conditions, on a e´tudie´ dans ce chapitre le proble`me de diffusion directe
pour l’e´quation (1.1.1) et on a e´tabli l’existence et les proprie´te´s de l’ope´rateur
S (de´fini par l’item iv du The´ore`me 1.1.1).
On peut e´tudier le proble`me de diffusion directe pour l’e´quation (1.1.1)
sous les conditions usuelles suivantes (plus ge´ne´rales que (1.1.3)-(1.1.4)) : il
existe un entier N ≥ 2 tel que V est de classe CN sur Rn et B est de classe
CN−1 sur Rn (a` valeurs dans An(R)) et
|∂jxV (x)| ≤ β|j|(1 + |x|)−(α+|j|), (1.7.1)
|∂j′x Bi,k(x)| ≤ β|j′|+1(1 + |x|)−(α+|j
′|+1), (1.7.2)
pour tous x ∈ Rn, |j| ≤ N, |j′| ≤ N − 1 (j, j′ ∈ Nn) ou` α > 1 est une
constante re´elle et les β|j| sont des contantes re´elles positives. Alors on peut
montrer, en particulier, que l’ope´rateur de diffusion S est de classe CN−1. (Les
conditions (1.7.1)-(1.7.2) impliquent que l’ope´rateur A de´fini par (1.3.11) est
de classe CN−1 sur Σ0×XT pour tout T ∈ R ; alors les ope´rateurs d’ondes Ω±
sont des CN−1 diffe´omorphismes sur leur image.) Les conditions (1.7.1)-(1.7.2)
sont un peu plus ge´ne´rales que celles sous lesquelles Yajima [Yaj82] a e´tudie´
le proble`me de diffusion directe pour l’e´quation (1.1.1) en dimension 3 et pour
B ∈ Fmag(R3).
De meˆme, on peut e´tudier le proble`me de diffusion directe pour l’e´quation
(1.1.1) sous les conditions suivantes (plus faibles que (1.1.3)-(1.1.4)) : V ∈
C1(Rn,R) et B ∈ C(Rn, An(R)), et
|∂jxV (x)| ≤ β0(1 + |x|)−α−|j|, (1.7.3)
|Bi,k(x)| ≤ β1(1 + |x|)−α−1, (1.7.4)
|∇V (x)−∇V (y)| ≤ β2(1 + min(|x|, |y|))−α−1|x− y|, (1.7.5)
|Bi,k(x)−Bi,k(y)| ≤ β2(1 + min(|x|, |y|))−α−1|x− y|, (1.7.6)
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pour tous x, y ∈ Rn, |j| ≤ 1, ou` α > 1 est une constante re´elle et les β|j| sont des
constantes re´elles positives. Sous ces conditions, le The´ore`me 1.1.1 reste vrai
a` l’exception de la re´gularite´ de l’ope´rateur de diffusion S : sous les conditions
(1.7.3)-(1.7.6) l’ope´rateur S est continu et n’est plus a priori de classe C1.
Sous les conditions (1.7.3)-(1.7.6) le flot ψ (de´fini au de´but de la section 1.2)
est continu sur R× Rn × Rn (et n’est plus a priori de classe C1), et le flot au
temps t, ψt, pre´serve la mesure de Lebesgue. Sous les conditions (1.7.3)-(1.7.6)
la Proposition 1.3.1 reste vraie et l’ope´rateur A de´fini par (1.3.11) est continu
sur Σ0 × XT , T ∈ R, et pour tout compact K de Σ0, l’ope´rateur A restreint
a` K ×MT est une contraction par rapport a` sa variable vivant dans MT pour
TK suffisamment petit ; de`s lors, sous les conditions (1.7.3)-(1.7.6) le The´ore`me
1.3.1 reste vrai a` l’exception de la re´gularite´ de l’ope´rateur d’onde Ω+ : sous
les conditions (1.7.3)-(1.7.6) les ope´rateurs d’ondes sont des home´omorphismes
sur leurs images. Sous les conditions (1.7.3)-(1.7.6), les Lemmes 1.4.1 et 1.4.2
restent vrais (on peut utiliser ces deux lemmes pour montrer que les images
des ope´rateurs d’ondes sont des ouverts de Rn × Rn ; la continuite´ du flot ψ
et des estimations similaires a` (1.4.11) et (1.4.12) permettent, par exemple,
de de´montrer que l’application inverse des ope´rateurs d’ondes est continue).
Sous les conditions (1.7.3)-(1.7.6), le The´ore`me 1.5.1 reste vrai ainsi que les
Lemmes 1.5.1 et 1.5.2, la Proposition 1.5.1 (avec de le´ge`res modifications) et le
Corollaire 1.5.1, et la preuve du The´ore`me 1.5.1 est similaire a` celle donne´e sous
les conditions (1.1.3)-(1.1.4). Sous les conditions (1.7.3)-(1.7.6), les re´sultats de
la section 6 restent vrais, et leur preuve est inchange´e. Les conditions (1.7.3)-
(1.7.6) sont similaires aux conditions sous lequelles Simon [Sim71] a traite´ le
proble`me de diffusion directe pour l’e´quation de Newton non relativiste (avec
B ≡ 0).
En ce qui concerne une e´tude possible du proble`me de diffusion directe
pour l’e´quation (1.1.1) sous des conditions de longue porte´e sur le potentiel V
ou le champ B, nous renvoyons aux travaux de Herbst [Her74], Loss-Thaller
[LT87], ou encore au livre de Derezinski-Ge´rard [DG97] et aux re´fe´rences conte-
nues dans ce livre.
Chapitre 2
Proble`me de diffusion inverse
aux hautes e´nergies
N. B. : l’essentiel de ce chapitre (hormis la section 8) est tire´ de [Jol05a,
Jol05b].
2.1 Introduction
2.1.1 Rappel
Soient V ∈ C2(Rn,R), B = (Bi,k) ∈ C1(Rn, An(R)), n ≥ 2. Nous
conside´rons l’e´quation de Newton-Einstein
p˙ = F (x, x˙), F (x, x˙) = −∇V (x) + 1
c
B(x)x˙, (2.1.1)
p =
x˙√
1− |x˙|2
c2
, p˙ =
dp
dt
, x˙ =
dx
dt
, x ∈ C1(R,Rn).
Nous supposons que le potentiel V et le champ B ve´rifient les conditions
|∂jxV (x)| ≤ β|j|(1 + |x|)−(α+|j|), (2.1.2)
|∂j′x Bi,k(x)| ≤ β|j′|+1(1 + |x|)−(α+|j
′|+1), (2.1.3)
pour x ∈ Rn, |j| ≤ 2, |j′| ≤ 1 (j, j′ ∈ Nn) ou` α > 1 est une constante re´elle et
les β|j| sont des constantes re´elles positives non nulles (V et B sont alors dits
a` courte porte´e).
Nous rappelons que si n = 3 et B ∈ Fmag(R3) alors l’e´quation (2.1.1)
est l’e´quation de mouvement d’une particule de masse m = 1 et de charge
e = 1 dans un champ e´lectromagne´tique statique externe de´crit par (V,B)
(voir [Ein07] ou section 17 de [LL71]). Dans cette e´quation x est la position
de la particule, p son impulsion, et t de´signe le temps et la constante c est la
vitesse de la lumie`re.
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Pour l’e´quation (2.1.1) l’e´nergie
E = c2
√
1 +
|p(t)|2
c2
+ V (x(t))
est une inte´grale premie`re du mouvement (remarquons que (1/c)B(x)x˙ est
orthogonal a` la vitesse x˙ de la particule).
Nous rappelons le re´sultat principal du premier chapitre (The´ore`me 1.1.1).
Sous les conditions (2.1.2)-(2.1.3), on a : pour tout (v−, x−) ∈ Bc×Rn, v− 6= 0,
l’e´quation (2.1.1) a une unique solution x ∈ C2(R,Rn) telle que
x(t) = v−t+ x− + y−(t), (2.1.4)
ou` y˙−(t)→ 0, y−(t)→ 0, quand t→ −∞ ; de plus pour presque tout (v−, x−) ∈
Bc × Rn, v− 6= 0,
x(t) = v+t+ x+ + y+(t), (2.1.5)
ou` v+ 6= 0, |v+| = |v−|, v+ =: a(v−, x−), x+ =: b(v−, x−), y˙+(t)→ 0, y+(t)→ 0,
quand t→ +∞.
L’ope´rateur S : Bc × Rn → Bc × Rn de´fini par les formules
v+ = a(v−, x−), x+ = b(v−, x−) (2.1.6)
est appele´ ope´rateur de diffusion pour l’e´quation (2.1.1). On appelle les donne´es
a(v−, x−), b(v−, x−), les donne´es de diffusion pour l’e´quation (2.1.1).
De´signons par D(S) l’ensemble de de´finition de S ; et de´signons par R(S)
l’image de S (par de´finition, si (v−, x−) ∈ D(S), alors v− 6= 0 et a(v−, x−) 6= 0).
Sous les conditions (2.1.2)-(2.1.3), l’ope´rateur S a les proprie´te´s suivantes :
D(S) est un ouvert de Bc × Rn et Mes((Bc × Rn)\D(S)) = 0 pour la mesure
de Lebesgue sur Bc × Rn induite par la mesure de Lebesgue sur Rn × Rn ;
l’ope´rateur S : D(S) → R(S) est continu et pre´serve la mesure de Lebesgue ;
et par conservation de l’e´nergie a(v−, x−)2 = v2− pour tout (v−, x−) ∈ D(S).
2.1.2 Une e´criture des donne´es de diffusion
Si V (x) ≡ 0 et B(x) ≡ 0, alors a(v−, x−) = v−, b(v−, x−) = x−, (v−, x−) ∈
Bc × Rn, v− 6= 0. Par conse´quent on de´cide d’e´crire les donne´es de diffusion
a(v−, x−), b(v−, x−) sous la forme
a(v−, x−) = v− + asc(v−, x−),
b(v−, x−) = x− + bsc(v−, x−),
(v−, x−) ∈ D(S) (2.1.7)
(on rappelle que V et B sont a` courte porte´e). On utilisera le fait que sous
les conditions (2.1.2)-(2.1.3), l’ope´rateur S est uniquement de´termine´ par sa
restriction a` M(S) = D(S) ∩M, ou`
M = {(v−, x−) ∈ Bc × Rn|v− 6= 0, v− ◦ x− = 0}
ou` ◦ de´signe le produit scalaire usuel sur Rn (en effet si x ∈ C2(R,Rn) ve´rifie
l’e´quation (2.1.1) alors, pour tout t0 ∈ R, y(t) = x(t+ t0), t ∈ R, ve´rifie aussi
l’e´quation (2.1.1)).
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2.1.3 La transforme´e de rayons X
Soit
TSn−1 = {(θ, x) | θ ∈ Sn−1, x ∈ Rn, θ ◦ x = 0},
ou` Sn−1 est la sphe`re unite´ de Rn.
Nous utiliserons la transforme´e de rayons X, que l’on de´finit comme suit :
pour toute fonction f ∈ C(Rn,Rm) ve´rifiant
|f(x)| = O(|x|−β), quand |x| → ∞, pour un re´el β > 1,
on appelle transforme´e de rayons X de f , la fonction de C(TSn−1,Rm), note´e
Pf , et de´finie par
Pf(θ, x) =
∫ +∞
−∞
f(tθ + x)dt, (θ, x) ∈ TSn−1.
Concernant la the´orie sur la transforme´e de rayons X, on renvoie a` la section
A.3 de l’annexe et aux re´fe´rences donne´es dans cette section A.3.
2.1.4 Re´sultats principaux
Dans ce chapitre les re´sultats principaux consistent en des estimations
pour une diffusion aux petits angles pour les donne´es de diffusion asc et bsc (et
pour les solutions de diffusion) pour l’e´quation (2.1.1), et en l’application de
ces asymptotiques et estimations au proble`me de diffusion inverse aux hautes
e´nergies pour l’e´quation (2.1.1). Nos re´sultats principaux incluent, en parti-
culier, le The´ore`me 2.1.1, et les Propositions 2.1.1, 2.1.2, formule´s ci-dessous
dans cette section et les The´ore`mes 2.3.1, 2.3.2 donne´s dans la Section 2.3.
The´ore`me 2.1.1. Soit (θ, x) ∈ TSn−1, et soit r une constante positive telle
que 0 < r ≤ 1, r < c/√2. Sous les conditions (2.1.2)-(2.1.3), on a
lim
s→c
s<c
s√
1− s2
c2
asc(sθ, x) =
∫ +∞
−∞
F (τθ + x, cθ)dτ, (2.1.8)
et∣∣∣∣∣∣
∫ +∞
−∞
F (τθ + x, sθ)dτ − s√
1− s2
c2
asc(sθ, x)
∣∣∣∣∣∣ ≤
n322α+7(1 + 1
c
)2c
α(α− 1)( s1√
2
− r)4 (2.1.9)
×
β˜2( c√
2
+ 1− r)2√
1 + s
2
4(c2−s2)(1 +
|x|√
2
)2α−1
,
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pour tout s1 < s < c, ou` s1 = s1(c, n, β1, β2, α, |x|, r) est de´fini a` la fin de la
section 2.3 ;
lim
s→c
s<c
s2√
1− s2
c2
bsc(sθ, x) =
∫ 0
−∞
∫ τ
−∞
F (σθ + x, cθ)dσdτ (2.1.10)
−
∫ +∞
0
∫ +∞
τ
F (σθ + x, cθ)dσdτ + PV (θ, x)θ,
et ∣∣∣∣∣∣
bsc(sθ, x)√
1− s2
c2
− 1
c2
PV (θ, x)θ +
1
s2
∫ +∞
0
∫ +∞
τ
F (σθ + x, sθ)dσdτ
− 1
s2
∫ 0
−∞
∫ τ
−∞
F (σθ + x, sθ)dσdτ
∣∣∣∣ ≤ C2
√
1− s
2
c2
(2.1.11)
pour tout s2 < s < c, ou` C2 = C2(c, n, β0, β1, β2, α, |x|, r) et s2 = s2(c, n, β1, β2,
α, |x|, r) sont de´finis a` la fin de la section 2.3.
On de´montre le The´ore`me 2.1.1 a` partir du The´ore`me 2.3.1 et du
The´ore`me 2.3.2 donne´s dans la Section 2.3.
Conside´rons les fonctions vectorielles w1(V,B, θ, x) et w2(V,B, θ, x), (θ, x)
∈ TSn−1, qui apparaissent dans le coˆte´ droit des e´galite´s (2.1.8) et (2.1.10) :
w1(V,B, θ, x) =
∫ +∞
−∞
F (τθ + x, cθ)dτ (2.1.12)
w2(V,B, θ, x) =
∫ 0
−∞
∫ τ
−∞
F (σθ + x, cθ)dσdτ (2.1.13)
−
∫ +∞
0
∫ +∞
τ
F (σθ + x, cθ)dσdτ + PV (θ, x)θ.
Remarque 2.1.1. En utilisant en particulier que B est antisyme´trique en
tout point de Rn, on voit que les vecteurs w1(V,B, θ, x), w2(V,B, θ, x) sont
orthogonaux a` θ pour tout (θ, x) ∈ TSn−1.
De´signons par w˜1(V,B) la fonction de R
n\{0} × Rn dans Rn de´finie par
w˜1(V,B)(y, x) = −|y|
∫ +∞
−∞
∇V (sy + x)ds+
∫ +∞
−∞
B(sy + x)yds
= |y|w1(V,B, y|y| , x−
xy
|y|2y), (2.1.14)
pour tous y ∈ Rn\{0}, x ∈ Rn. Sous les conditions (2.1.2)-(2.1.3), w˜1(V,B) =
(w˜1(V,B)1, .., w˜1(V,B)n) ∈ C1(Rn\{0} × Rn,Rn).
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Pour tout i, k = 1..n, i 6= k, on de´signe par Vi,k la sous-varie´te´ de dimen-
sion n de Rn × Rn de´finie par
Vi,k = {(θ, x) ∈ TSn−1|θ = (θ1, . . . , θn), θj = 0, j = 1 . . . n, j 6= i, j 6= k}.
(2.1.15)
Proposition 2.1.1. Soit (V,B) ∈ C2(Rn,R)×C1(Rn, An(R)). Si (V,B) ve´rifie
(2.1.2)-(2.1.3), alors w1(V,B, θ, x) donne´ pour tout (θ, x) ∈ TSn−1 de´termine
de manie`re unique (V,B) et on a les formules suivantes :
P (∇V )(θ, x) = −1
2
(w1(V,B, θ, x) + w1(V,B,−θ, x)), (2.1.16)
pour tout (θ, x) ∈ TSn−1 ;
et
PBi,k(θ, x) = θk
1
2
(w1(V,B, θ, x)i − w1(V,B,−θ, x)i) (2.1.17)
−θi1
2
(w1(V,B, θ, x)k − w1(V,B,−θ, x)k),
pour tous (θ, x) ∈ Vi,k, i, k = 1..n, i 6= k ;
de plus si B appartient a` Fmag(Rn) alors
P (Bi,k)(θ, x) =
1
2
[
∂
∂yk
(w˜1(V,B))i(y, x) +
∂
∂yk
(w˜1(V,B))i(−y, x)(2.1.18)
− ∂
∂yi
(w˜1(V,B))k(y, x)− ∂
∂yi
(w˜1(V,B))k(−y, x)
]
|y=θ
,
pour tout (θ, x) ∈ TSn−1, i, k = 1..n, i 6= k.
Remarque 2.1.2. En utilisant les formules (2.1.16), (2.1.17), et les me´thodes
de reconstruction d’une fonction a` partir de sa transforme´e de rayons X (voir
section A.3), Bi,k et V peuvent eˆtre reconstruits a` partir de w1(V,B, θ, x) donne´
pour tout (θ, x) ∈ Vi,k, i, k = 1..n, i 6= k.
Proposition 2.1.2. Soit (V,B) ∈ C2(Rn,R)×C1(Rn, An(R)). Si (V,B) ve´rifie
(2.1.2)-(2.1.3), alors :
(i) w2(V,B, θ, x) donne´ pour tout (θ, x) ∈ TSn−1 ne de´termine pas de
manie`re unique V ;
(ii) pour n = 2, w2(V,B, θ, x) donne´ pour tout (θ, x) ∈ TSn−1 ne
de´termine pas de manie`re unique B ;
(iii) pour n ≥ 3, si B 6∈ Fmag(Rn) alors w2(V,B, θ, x) donne´ pour tout
(θ, x) ∈ TSn−1 ne de´termine pas de manie`re unique B ;
(iv) pour n ≥ 3, si B ∈ Fmag(Rn) alors w2(V,B, θ, x) donne´ pour tout
(θ, x) ∈ TSn−1 de´termine de manie`re unique B.
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Dans la section 2.4 (voir Proposition 2.4.4) et dans le cas ou`B ∈ Fmag(Rn),
on donne une formule ((2.4.21)) qui montre que, pour n = 3, la transforme´e de
Fourier des de´rive´es partielles premie`res de B peut eˆtre reconstruite a` partir
de w2(V,B, θ, x) donne´ pour tout (θ, x) ∈ TSn−1, et on donne une formule
((2.4.22)) qui montre que pour n ≥ 4 la transforme´e de rayons X de B peut
eˆtre reconstruite a` partir de w2(V,B, θ, x) donne´ pour tout (θ, x) ∈ TSn−1.
Les Propositions 2.1.1, 2.1.2, sont de´montre´es dans la section 2.4.
A partir de (2.1.8), (2.1.16) et (2.1.17), et a` partir des formules d’inversion
de la transforme´e de rayons X pour n ≥ 2 (voir section A.3 de l’annexe)
nous obtenons que asc de´termine de manie`re unique ∇V et B aux hautes
e´nergies. De plus, pour n ≥ 2, les me´thodes de reconstruction de f a` partir de
Pf (voir section A.3 de l’annexe et les re´fe´rences donne´es dans cette section
A.3) permettent de reconstruire ∇V et B a` partir de la composante vitesse
a de l’ope´rateur de diffusion aux hautes e´nergies. La formule (2.1.10) et la
Proposition 2.1.2 montrent que le premier terme de l’asymptotique de bsc ne
de´termine pas de manie`re unique le potentiel V quand n ≥ 2 et B quand
n = 2 ou n ≥ 3 si B 6∈ Fmag(Rn), mais qu’il de´termine B quand n ≥ 3 et
B ∈ Fmag(Rn).
On peut pre´ciser (i) et (ii) de la Proposition 2.1.2 : F. Nicoleau nous a fait
remarque´ que la fonction vectorielle w2(V,B, θ, x), (θ, x) ∈ TSn−1, de´termine
de manie`re unique V modulo les potentiels radiaux quand n ≥ 2 (voir section
A.4 de l’annexe), et que w2(V,B, θ, x), (θ, x) ∈ TSn−1, de´termine de manie`re
unique B modulo les champs radiaux quand n = 2 (voir section A.4 de l’an-
nexe).
Le proble`me de diffusion inverse pour l’e´quation de Newton multidimen-
sionnelle, pour des potentiels V ∈ C2 ve´rifiant (2.1.2) et B ≡ 0, a e´te´ e´tudie´
pour la premie`re fois par Novikov [Nov99]. Novikov a prouve´ deux formules qui
lient les donne´es de diffusion aux hautes e´nergies aux transforme´es de rayons
X de −∇V et de V . En de´veloppant l’approche de Novikov [Nov99], l’au-
teur a ge´ne´ralise´ ces deux formules au cas relativiste sans champ magne´tique
[Jol05a]. En de´veloppant ce travail, nous obtenons le The´ore`me 2.1.1. Notons
que Gerver-Nadirashvili [GN83] ont e´tudie´e pour la premie`re fois un proble`me
inverse au bord et aux hautes e´nergies pour l’e´quation de Newton classique
multidimensionnelle dans un domaine borne´ strictement convexe.
A` notre connaissance, le proble`me de diffusion inverse pour une parti-
cule dans un champ e´lectromagne´tique en me´canique classique relativiste et
non relativiste n’a pas e´te´ conside´re´ avant [Jol05b] (concernant les re´sultats
donne´s dans la litte´rature sur ce proble`me pour B ≡ 0 voir [Nov99], [Jol05a]
et les re´fe´rences donne´es dans ces articles). Cependant, en me´canique quan-
tique le proble`me de diffusion inverse pour une particule dans un champ
e´lectromagne´tique B 6≡ 0 a e´te´ conside´re´, en particulier, dans [HN88], [ER95],
[Ito95], [Jun97], [ER97], [Nic97], [Ari97], [Hac99], [WY05] (concernant les
re´sultats donne´s dans la litte´rature sur ce proble`me pour B ≡ 0, voir, de
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plus, [Fad56], [EW95], [Nov05] et les re´fe´rences donne´es dans [Nov05]).
Le chapitre est organise´ comme suit. Dans la section 2.2 on transforme
l’e´quation diffe´rentielle (2.1.1) avec conditions initiales (2.1.4) en un syste`me
d’e´quations inte´grales de la forme (y−, y˙−) = Av−,x−(y−, y˙−). Ensuite on e´tudie
l’ope´rateur Av−,x− sur un espace convenable et on donne des estimations et
des estimations de contraction sur Av−,x− (Lemmes 2.2.1, 2.2.2, 2.2.3). Dans la
Section 2.3 on donne des estimations et l’asymptotique pour la de´flection y−(t)
(de´finie dans (2.1.4)) et pour les donne´es de diffusion asc(v−, x−), bsc(v−, x−)
(de´finie par (2.1.7)) (The´ore`mes 2.3.1 et 2.3.2). De ces estimations et de
ces asymptotiques, on de´duit les deux formules (2.1.8) et (2.1.10) quand les
parame`tres c, βm, α, n, vˆ−, x− sont fixe´s et |v−| augmente (ou` β|j|, α, n
sont les constantes apparaissant dans (2.1.2)-(2.1.3), βm = max(β0, β1, β2);
vˆ− = v−/|v−|). Dans ces cas sup |θ(t)| de´croˆıt, ou` θ(t) de´signe l’angle entre les
vecteurs x˙(t) = v− + y˙−(t) et v−, et nous sommes dans le cas d’une diffusion
aux petits angles. Remarquons que, sous les conditions du The´ore`me 2.3.1, sans
hypothe`ses supple´mentaires, on a l’estimation sup |θ(t)| < 1
4
π et nous sommes
alors de´ja` dans le cas d’une diffusion plutoˆt aux petits angles (concernant le
terme « diffusion aux petits angles », voir Section 20 de [LL60]). Le The´ore`me
2.1.1 provient des The´ore`mes 2.3.1 et 2.3.2. Dans la section 2.4 on prouve les
Propositions (2.1.1), (2.1.2). Dans la section 2.5, on introduit des estimations
utiles pour la preuve des Lemmes 2.2.1, 2.2.2, 2.2.3 et du The´ore`me 2.3.2. Dans
la section 2.6, on prouve les Lemmes 2.2.1, 2.2.2, 2.2.3. Dans la section 2.7,
on prouve le The´ore`me 2.3.2. Enfin, dans la section 2.8, en guise de conclusion
du chapitre, on utilise les re´sultats obtenus dans les sections 2.2, 2.3, pour
donner des estimations et l’asymptotique du temps de retard pour l’e´quation
(2.1.1) toujours dans le cas d’une diffusion aux petits angles (The´ore`mes 2.8.1
et 2.8.2) ; et on s’inte´resse a` la question de la reconstruction de V, B a` partir de
l’asymptotique aux hautes e´nergies du temps de retard pour l’e´quation (2.1.1)
(Proposition 2.8.1).
2.2 Une application contractante
Transformons l’e´quation diffe´rentielle (2.1.1) en un syste`me d’e´quations
inte´grales. Rappelons tout d’abord que la fonction g : Rn → Bc definie par
(1.2.8),
g(x) =
x√
1 + |x|
2
c2
, x ∈ Rn
a, en particulier, les proprie´te´s suivantes :
|g(x)− g(y)| ≤ √n|x− y|, pour tout x, y ∈ Rn, (2.2.1)
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et g est un C∞ diffe´omorphisme de Rn sur Bc, et son inverse est donne´ par
g−1(x) =
x√
1− |x|2
c2
, x ∈ Bc.
Si x ve´rifie l’e´quation diffe´rentielle (2.1.1) et les conditions initiales (2.1.4),
alors x satisfait le syte`me d’e´quations inte´grales
x(t) = v−t+ x− +
t∫
−∞

g

g−1(v−) +
τ∫
−∞
F (x(s), x˙(s)))ds

− v−

 dτ, (2.2.2)
x˙(t) = g(g−1(v−) +
∫ t
−∞
F (x(s), x˙(s))ds), (2.2.3)
ou` F (x, x˙) = −∇V (x) + 1
c
B(x)x˙, v− ∈ Bc\{0}.
Pour y−(t) de´fini dans (2.1.4), ce syste`me d’e´quations inte´grales devient
(y−(t), u−(t)) = Av−,x−(y−, u−)(t), (2.2.4)
ou` u− = y˙− et
Av−,x−(f, h)(t) = (A
1
v−,x−(f, h)(t), A
2
v−,x−(f, h)(t))
A1v−,x−(f, h)(t) =
t∫
−∞

g(g−1(v−) +
τ∫
−∞
F (v−s+ x− + f(s), v− + h(s))ds)− v−

 dτ,
A2v−,x−(f, h)(t) = g(g
−1(v−) +
t∫
−∞
F (v−s+ x− + f(s), v− + h(s))ds)− v−,
pour v− ∈ Bc\{0}, x− ∈ Rn.
De (2.2.4), (2.1.2)-(2.1.3), (2.2.1) (applique´ a` « x »= g−1(v−)+
∫ τ
−∞F (v−s+
x−+y−(s), v− +y˙−(s))ds et « y »= g−1(v−)) et de y−(t) ∈ C1(R,Rn), |y−(t)|+
|y˙−(t)| → 0, quand t→ −∞, il vient en particulier que
(y−(t), y˙−(t)) ∈ C(R,Rn)× C(R,Rn)
et |y˙−(t)| = O(|t|−α), |y−(t)| = O(|t|−α+1), as t→ −∞, (2.2.5)
ou` v− ∈ Bc\{0} et x− ∈ Rn sont fixe´s.
On conside`re l’espace me´trique complet
MT,r = {(f, h) ∈ C(]−∞, T ],Rn)× C(]−∞, T ],Rn)| ‖(f, h)‖T ≤ r},
ou` ‖(f, h)‖T = max
(
sup
t∈]−∞,T ]
|h(t)|, sup
t∈]−∞,T ]
|f(t)− th(t)|
)
(2.2.6)
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(ou` pour T = +∞, ] −∞, T ] doit eˆtre remplace´ par ] −∞,+∞[). De (2.2.5)
on a, a` T < +∞ fixe´,
(y−(t), y˙−(t)) ∈MT,r pour un re´el r de´pendant de y−(t) et de T. (2.2.7)
Soit le re´el z1(c, n, β1, α, rx, r) de´fini comme l’unique solution de l’e´quation
z1√
1− z21
c2
− 2
α+4β1n(2 + r/c)
α(z1/
√
2− r)(rx/
√
2 + 1)α
= 0, z1 ∈]
√
2r, c[, (2.2.8)
ou` rx et r sont des re´els positifs tels que 0 < r ≤ 1, r < c/
√
2.
Lemme 2.2.1. Sous les conditions (2.1.2)-(2.1.3), on a : si (f, h) ∈ MT,r,
0 < r ≤ 1, r < c/√2, x− ∈ Rn, v− ∈ Bc, |v−| ≥ z1(c, n, β1, α, |x−|, r),
v− ◦ x− = 0, alors
‖Av−,x−(f, h)‖T ≤ ρT (c, n, β1, α, |v−|, |x−|, r) (2.2.9)
=
1
(α− 1)√1 + |v−|2/(4(c2 − |v−|2))
× 2
α+1n3/2β1(2 + r/c)(|v−|/
√
2 + 1− r)
(|v−|/
√
2− r)2(1 + |x−|/
√
2− (|v−|/
√
2− r)T )α−1
pour T ≤ 0 ;
‖Av−,x−(f, h)‖T ≤ ρ(c, n, β1, α, |v−|, |x−|, r) (2.2.10)
=
1√
1 + |v−|2/(4(c2 − |v−|2))
× 2
α+2n3/2β1(2 + r/c)(|v−|/
√
2 + 1− r)
(α− 1)(|v−|/
√
2− r)2(1 + |x−|/
√
2)α−1
pour T ≤ +∞ ; si (f1, h1), (f2, h2) ∈ MT,r, 0 < r ≤ 1, r < c/
√
2, |v−| < c,
v− ◦ x− = 0, |v−| ≥ z1(c, n, β1, α, |x−|, r), alors
‖Av−,x−(f2, h2)−Av−,x−(f1, h1)‖T ≤ λT (c, n, β˜, α, |v−|, |x−|, r)‖(f2−f1, h2−h1)‖T ,
(2.2.11)
λT (c, n, β˜, α, |v−|, |x−|, r) = 1√
1 + |v−|2/(4(c2 − |v−|2))
×
2α+3n2β˜(1 + 1
c
)( |v−|√
2
+ 1− r)2
(α− 1)( |v−|√
2
− r)3(1 + |x−|√
2
− ( |v−|√
2
− r)T )α−1
pour T ≤ 0 ;
‖Av−,x−(f2, h2)−Av−,x−(f1, h1)‖T ≤ λ(c, n, β˜, α, |v−|, |x−|, r)‖(f2−f1, h2−h1)‖T ,
(2.2.12)
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λ(c, n, β˜, α, |v−|, |x−|, r) = 1√
1 + |v−|2/(4(c2 − |v−|2))
×2
2α+73n7/2β˜(1 + β˜)(1 + 1/c)3(|v−|/
√
2 + 1− r)3
(α− 1)(|v−|/
√
2− r)4(1 + |x−|/
√
2)α−1
pour T ≤ +∞, ou` β˜ = max(β1, β2).
Remarquons que
max
(
ρT (c, n, β1, α, |v−|, |x−|, r)
r
, λT (c, n, β˜, α, |v−|, |x−|, r)
)
≤ µT (c, n, β˜, α, |v−|, |x−|, r) (2.2.13)
=
1√
1 + |v−|2/(4(c2 − |v−|2))
× 2
α+3n2β˜(1 + 1/c)(|v−|/
√
2 + 1− r)2
r(α− 1)(|v−|/
√
2− r)3(1 + |x−|/
√
2− (|v−|/
√
2− r)T )α−1
pour T ≤ 0 ;
max
(
ρ(c, n, β1, α, |v−|, |x−|, r)
r
, λ(c, n, β˜, α, |v−|, |x−|, r)
)
≤ µ(c, n, β˜, α, |v−|, |x−|, r) (2.2.14)
=
1√
1 + |v−|2/(4(c2 − |v−|2))
×2
2α+73n7/2β˜(1 + β˜)(1 + 1/c)3(|v−|/
√
2 + 1− r)3
r(α− 1)(|v−|/
√
2− r)4(1 + |x−|/
√
2)α−1
pour T ≤ +∞, ou` β˜ = max(β1, β2), 0 < r ≤ 1, r < c/
√
2, |v−| < c, |v−| ≥ z1,
v− ◦ x− = 0.
En utilisant le Lemme 2.2.1 et les estimations (2.2.13)-(2.2.14), nous ob-
tenons le re´sultat suivant.
Corollaire 2.2.1. Sous les conditions (2.1.2)-(2.1.3), 0 < r ≤ 1, r < c/√2,
x− ∈ Rn, v− ∈ Bc, |v−| ≥ z1(c, n, β1, α, |x−|, r), v− ◦ x− = 0, on a :
si µT (c, n, β˜, α, |v−|, |x−|, r) < 1, alors Av−,x− est une application contrac-
tante de MT,r pour T ≤ 0;
si µ(c, n, β˜, α, |v−|, |x−|, r) < 1, alors Av−,x− est une application contrac-
tante de MT,r pour T ≤ +∞.
En prenant en compte a` la fois (2.2.7), le Lemme 2.2.1, le Corollaire 2.2.1
et le lemme A.2.1 (e´nonce´ dans la section A.2 de l’annexe), on e´tudie la solution
(y−(t), u−(t)) de l’e´quation (2.2.4) dans MT,r.
On utilisera aussi les re´sultats suivants (Lemmes 2.2.2 et 2.2.3).
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Lemme 2.2.2. Sous les conditions (2.1.2)-(2.1.3), (f, h) ∈ MT,r, 0 < r ≤
1, r < c/
√
2, x− ∈ Rn, v− ∈ Bc, |v−| ≥ z1(c, n, β1, α, |x−|, r), v− ◦ x− = 0, on
a :
|A2v−,x−(f, h)(t)| ≤ ζ−(c, n, β1, α, |v−|, |x−|, r, t)
=
1√
1 + |v−|2/(4(c2 − |v−|2))
(2.2.15)
× n
3/2β12
α+1(2 + r/c)
α(|v−|/
√
2− r)(1 + |x−|/
√
2− (|v−|/
√
2− r)t)α ,
|A1v−,x−(f, h)(t)| ≤ ξ−(c, n, β1, α, |v−|, |x−|, r, t)
=
1√
1 + |v−|2/(4(c2 − |v−|2))
(2.2.16)
× n
3/2β12
α+1(2 + r/c)
α(α− 1)( |v−|√
2
− r)2(1 + |x−|√
2
− ( |v−|√
2
− r)t)α−1 ,
pour tout t ≤ T, T ≤ 0 ;
A1v−,x−(f, h)(t) = kv−,x−(f, h)t+ lv−,x−(f, h) +Hv−,x−(f, h)(t), (2.2.17)
ou`
kv−,x−(f, h) = g(g
−1(v−)+
∫ +∞
−∞
F (v−s+x−+f(s), v−+h(s)) ds)−v−, (2.2.18)
lv−,x−(f, h) =∫ 0
−∞
[
g(g−1(v−) +
∫ τ
−∞
F (v−s+ x− + f(s), v− + h(s)) ds)− v−
]
dτ
+
∫ +∞
0
[
g(g−1(v−) +
∫ τ
−∞
F (v−s+ x− + f(s), v− + h(s)) ds)
−g(γ(v−) +
∫ +∞
−∞
F (v−s+ x− + f(s), v− + h(s)) ds)
]
dτ, (2.2.19)
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|kv−,x−(f, h)| ≤ 2ζ−(c, n, β1, α, |v−|, |x−|, r, 0), (2.2.20)
|lv−,x−(f, h)| ≤ 2ξ−(c, n, β1, α, |v−|, |x−|, r, 0), (2.2.21)
|H˙v−,x−(f, h)(t)| ≤ ζ+(c, n, β1, α, |v−|, |x−|, r, t) (2.2.22)
=
1√
1 + |v−|2/(4(c2 − |v−|2))α(|v−|/
√
2− r)
× n
3/2β12
α+1(2 + r/c)
(1 + |x−|/
√
2 + (|v−|/
√
2− r)t)α ,
|Hv−,x−(f, h)(t)| ≤ ξ+(c, n, β1, α, |v−|, |x−|, r, t) (2.2.23)
=
1√
1 + |v−|2/(4(c2 − |v−|2))α(α− 1)(|v−|/
√
2− r)2
× n
3/2β12
α+1(2 + r/c)
(1 + |x−|/
√
2 + (|v−|/
√
2− r)t)(α−1) ,
pour T = +∞, t ≥ 0.
On peut voir que le Lemme 2.2.2 donne, en particulier, des estimations et
l’asymptotique de
Av−,x−(f, h)(t) = (A
1
v−,x−(f, h)(t), A
2
v−,x−(f, h)(t)) quand t→ ±∞.
Lemme 2.2.3. Soient T = +∞, 0 < r ≤ 1, r < c/√2, x− ∈ Rn, v− ∈ Bc,
|v−| ≥ z1(c, n, β1, α, |x−|, r), v− ◦ x− = 0, et soit (y−, u−) ∈ MT,r une solution
de (2.2.4). Sous les conditions (2.1.2)-(2.1.3), on a
|kv−,x−(y−, u−)− kv−,x−(0, 0)| ≤ ε′a(c, n, β1, β˜, α, |v−|, |x−|, r)
=
n2β˜(1 + 1
c
)(|v−|/
√
2 + 1− r)
( |v−|√
2
− r)2(1 + |x−|/
√
2)α
(2.2.24)
×2
α+4ρ(c, n, β1, α, |v−|, |x−|, r)
α
√
1 + |v−|2/(4(c2 − |v−|2))
,
∣∣∣∣∣∣
kv−,x−(y−, u−)√
1− |v−|2
c2
−
∫ +∞
−∞
F (x− + v−s, v−) ds
∣∣∣∣∣∣
≤ εa(c, n, β1, β˜, α, |v−|, |x−|, r) (2.2.25)
=
2α+4n3/2β˜(1 + 1
c
)(|v−|/
√
2 + 1− r)
α(|v−|/
√
2− r)2(1 + |x−|/
√
2)α
ρ(c, n, β1, α, |v−|, |x−|, r),
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|lv−,x−(y−, u−)− lv−,x−(0, 0)| ≤ εb(c, n, β1, β˜, α, |v−|, |x−|, r) (2.2.26)
=
22α+7n7/2β˜(1 + β˜)( |v−|√
2
+ 1− r)2
α(α− 1)(|v−|/
√
2− r)4(1 + |x−|/
√
2)α−1
×3(1 + 1/c)
3ρ(c, n, β1, α, |v−|, |x−|, r)√
1 + |v−|2/(4(c2 − |v−|2))
,
ou` kv−,x− et lv−,x− sont de´finis par (2.2.18)-(2.2.19) et ρ est de´fini par (2.2.10).
La preuve des Lemmes 2.2.1, 2.2.2, 2.2.3, est donne´e dans la section 2.6.
2.3 Diffusion aux petits angles
Sous les conditions (2.1.2)-(2.1.3), pour tout (v−, x−) ∈ Bc ×Rn, v− 6= 0,
l’e´quation (2.1.1) a une unique solution x ∈ C2(R,Rn) de conditions initiales
(2.1.4). Conside´rons la fonction y− apparaissant dans (2.1.4). Cette fonction
de´crit la de´flection par rapport au mouvement libre.
En utilisant le Corollaire 2.2.1, le lemme A.2.1, et les Lemmes 2.2.2 et
2.2.3, on obtient le re´sultat suivant.
The´ore`me 2.3.1. Supposons les conditions (2.1.2)-(2.1.3) ve´rifie´es. Soient
β˜ = max(β1, β2), 0 < r ≤ 1, r < c/
√
2, x− ∈ Rn, v− ∈ Bc, |v−| ≥
z1(c, n, β1, α, |x−|, r), v− ◦ x− = 0 ou` z1 est de´fini par (2.2.8). Supposons
µ(c, n, β˜, α, |v−|, |x−|, r) < 1 ou` µ est de´fini par (2.2.14). Alors la de´flection
y−(t) ve´rifie :
(y−, y˙−) ∈MT,r, T = +∞; (2.3.1)
|y˙−(t)| ≤ ζ−(c, n, β1, α, |v−|, |x−|, r, t), (2.3.2)
|y−(t)| ≤ ξ−(c, n, β1, α, |v−|, |x−|, r, t) pour t ≤ 0; (2.3.3)
y−(t) = asc(v−, x−)t+ bsc(v−, x−) + h(v−, x−, t), (2.3.4)
et ∣∣∣∣∣∣asc(v−, x−)−

g−1(v−) + ∫ +∞−∞ F (v−s+ x−, v−)ds√
1 +
|g−1(v−)+
R+∞
−∞ F (v−s+x−,v−)ds|2
c2
− v−


∣∣∣∣∣∣
≤ ε′a(c, n, β1, β˜, α, |v−|, |x−|, r), (2.3.5)∣∣∣∣∣∣
asc(v−, x−)√
1− |v−|2
c2
−
∫ +∞
−∞
F (v−s+ x−, v−)ds
∣∣∣∣∣∣ ≤ εa(c, n, β1, β˜, α, |v−|, |x−|, r),
(2.3.6)
|bsc(v−, x−)− lv−,x−(0, 0)| ≤ εb(c, n, β1, β˜, α, |v−|, |x−|, r), (2.3.7)
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|asc(v−, x−)| ≤ 2ζ−(c, n, β1, α, |v−|, |x−|, r, 0), (2.3.8)
|bsc(v−, x−)| ≤ 2ξ−(c, n, β1, α, |v−|, |x−|, r, 0), (2.3.9)
|h˙(v−, x−, t)| ≤ ζ+(c, n, β1, α, |v−|, |x−|, r, t), (2.3.10)
|h(v−, x−, t)| ≤ ξ+(c, n, β1, α, |v−|, |x−|, r, t), (2.3.11)
pour tout t ≥ 0, ou` lv−,x−(0, 0) (resp. ε′a, εa, εb, ζ−, ζ+, ξ− et ξ+) est de´fini
dans (2.2.19) (resp. (2.2.24), (2.2.25), (2.2.26), (2.2.15), (2.2.22), (2.2.16) et
(2.2.23)).
Soit β˜ = max(β1, β2) et soit rx un re´el positif. Soient les re´els z =
z(c, n, β˜, α, rx, r) et z2 = z2(c, n, β1, α, rx) de´finis comme les solutions (uniques)
des e´quations suivantes
µ(c, n, β˜, α, z, rx, r) = 1, z ∈]
√
2r, c[, (2.3.12)
z2√
1− z22
c2
− 16β1n
α(z2/
√
2)(1 + rx/
√
2)α
= 0, z2 ∈]0, c[, (2.3.13)
ou` µ est de´fini par (2.2.14), et r est un re´el positif tel que 0 < r ≤ 1, r < c/√2.
On utilisera les observations suivantes.
(I) Soient 0 < r ≤ 1, r < c/√2, 0 ≤ σ
s1√
1− s21
c2
− 2
α+4β1n(2 + r/c)
α(s1/
√
2− r)(σ/√2 + 1)α >
s2√
1− s22
c2
− 2
α+4β1n(2 + r/c)
α(s2/
√
2− r)(σ/√2 + 1)α
pour tous re´els s1, s2 tels que
√
2r < s2 < s1 < c.
(II) Soient 0 < r ≤ 1, r < c/√2, σ ∈]√2r, c[,
σ√
1− σ2
c2
− 2
α+4β1n(2 + r/c)
α(σ/
√
2− r)(s1/
√
2 + 1)α
>
σ√
1− σ2
c2
− 2
α+4β1n(2 + r/c)
α(σ/
√
2− r)(s2/
√
2 + 1)α
pour tous re´els s1, s2 tels que 0 ≤ s2 < s1.
(III) Soient x un re´el positif, β˜ = max(β1, β2) et soit r un re´el tel que
0 < r ≤ 1, r < c/√2, alors pour tout re´el s ∈]√2r, c[ on a
µ(c, n, β˜, α, s, |x|, r) < 1⇔ s > z(c, n, β˜, α, |x|, r).
Les observations (I) et (II) impliquent que z1(c, n, β1, α, s2, r) > z1(c, n, β1, α,
s1, r) pour tous re´els s1, s2 tels que
√
2r < s2 < s1 < c quand c, β1, α, n, r
sont fixe´s.
Le The´ore`me 2.3.1 donne, en particulier, des estimations pour le
phe´nome`ne de diffusion et une asymptotique de la composante vitesse de
l’ope´rateur de diffusion lorsque c, β1, β2, α, n, vˆ−, x− sont fixe´s (ou` vˆ− =
v−/|v−|) et |v−| croˆıt ou, e.g., lorsque c, β1, β2, α, n, v−, xˆ− sont fixe´s et
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|x−| croˆıt. Dans ces cas supt∈R |θ(t)| de´croˆıt, ou` θ(t) de´signe l’angle entre
x˙(t) = v− + y˙−(t) et v−, et on est dans le cas d’une diffusion aux petits
angles. Remarquons que de´ja` sous les conditions du The´ore`me 2.3.1, sans hy-
pothe`ses supple´mentaires, on a l’estimation supt∈R |θ(t)| < 14π et on est dans
le cas d’une diffusion aux angles plutoˆt petits. Le The´ore`me 2.3.1 avec (2.3.7)
donnera l’asymptotique de la composante espace de configuration b(v−, x−) de
l’ope´rateur de diffusion si l’on peut e´tudier l’asymptotique de lv−,x−(0, 0). C’est
le sujet du The´ore`me 2.3.2.
The´ore`me 2.3.2. Fixons c, n, β0, β1, α, |x|. Alors il existe une constante
Cc,n,β0,β1,α,|x| telle que∣∣∣∣∣∣
lv,x(0, 0)√
1− |v|2
c2
− 1
c2
PV (vˆ, x)vˆ +
1
|v|2
∫ +∞
0
∫ +∞
τ
F (σvˆ + x, v)dσdτ
− 1|v|2
∫ 0
−∞
∫ τ
−∞
F (σvˆ + x, v)dσdτ
∣∣∣∣ ≤ Cc,n,β0,β1,α,|x|
√
1− |v|
2
c2
(2.3.14)
pour tous v ∈ Bc, |v| ≥ z2(c, n, β1, α, |x|), v ◦ x = 0, ou` vˆ = v/|v|.
La preuve du The´ore`me 2.3.2 est donne´e dans la Section 2.7.
Comme nous l’avons mentionne´ dans l’Introduction, le The´ore`me 2.1.1
se de´duit des The´ore`mes 2.3.1, 2.3.2. De plus, les constantes C2, s1, s2, qui
apparaissent au The´ore`me 2.1.1, sont donne´es explicitement par
s1 = max(z(c, n, β˜, α, |x|, r), z1(c, n, β1, α, |x|, r)),
s2 = max(z(c, n, β˜, α, |x|, r), z1(c, n, β1, α, |x|, r), z2(c, n, β1, α, |x|)),
C2 = Cc,n,β0,β1,α,|x| +
3n5β˜2(1 + β˜)23α+13(1 + 1/c)4( c√
2
+ 1− r)3
(α− 1)2( s2√
2
− r)6(1 + |x|√
2
)2α−2
,
ou` Cc,n,β0,β1,α,|x| est la constante apparaissant au The´ore`me 2.3.2 et z, z1, z2
sont de´finis par (2.3.12), (2.2.8), (2.3.13) et β˜ = max(β1, β2).
En utilisant les The´ore`mes 2.3.1 et 2.3.2, nous pouvons obtenir l’asymp-
totique et des estimations pour des fonctions s’exprimant a` l’aide de a(v−, x−)
et b(v−, x−) lorsque l’on conside`re de la diffusion aux petits angles. Nous
conside´rerons notamment le cas du temps de retard dans la Section 2.8.
2.4 Preuves des Propositions 2.1.1, 2.1.2
Dans cette section, on de´montre les Propositions 2.1.1, 2.1.2. Nous com-
menc¸ons par introduire de nouvelles notations (sous-section 2.4.1) puis nous
de´montrons la Proposition 2.1.1 (sous-section 2.4.2) et la Proposition 2.1.2
(sous-section 2.4.3).
58 CHAPITRE 2. DIFFUSION INVERSE AUX HAUTES E´NERGIES
2.4.1 Des fonctions vectorielles
Sous les conditions (2.1.2)-(2.1.3) et pour tout (θ, x) ∈ TSn−1 on de´finit
les vecteurs w3(B, θ, x), w4(B, θ, x) et w5(V, θ, x) par
w3(B, θ, x) =
∫ +∞
−∞
B(x+ σθ)θdσ, (2.4.1)
w4(B, θ, x) =
∫ 0
−∞
∫ τ
−∞
B(x+ σθ)θdσdτ −
∫ +∞
0
∫ +∞
τ
B(x+ σθ)θdσdτ,(2.4.2)
w5(V, θ, x) = PV (θ, x)θ (2.4.3)
−
∫ 0
−∞
∫ τ
−∞
∇V (x+ σθ)dσdτ +
∫ +∞
0
∫ +∞
τ
∇V (x+ σθ)dσdτ.
On de´finit w˜3(B) : R
n\{0} × Rn → Rn par
w˜3(B)(y, x) = |y|w3(B, y|y| , x−
xy
|y|2y), (2.4.4)
pour tous x ∈ Rn, y ∈ Rn\{0}. De (2.4.4), (2.4.1), on a
w˜3(B)(y, x) =
∫ +∞
−∞
B(x+ σy)ydσ, (2.4.5)
pour tout (x, y) ∈ Rn × Rn\{0}. De (2.1.3), on de´duit w˜3(B) = ((w˜3(B))1, ..,
(w˜3(B))n) ∈ C1(Rn\{0} × Rn,Rn).
On de´finit w˜4(B) : R
n\{0}×Rn → Rn par w˜4(B)(y, x) = |y|w4(B, y|y| , x−
x.y
|y|2y) pour tous x ∈ Rn, y ∈ Rn\{0}. De (2.1.3) et (2.4.2), on de´duit que
w˜4(B)(y, x) =
∫ −xy
|y|2
−∞
∫ τ
−∞
B(x+ σy)ydσdτ −
∫ +∞
−xy
|y|2
∫ +∞
τ
B(x+ σy)ydσdτ, (2.4.6)
et w˜4(B) = (w˜4(B)1, .., w˜4(B)n) ∈ C1(Rn\{0} × Rn,Rn).
2.4.2 Preuve de la Proposition 2.1.1
Pour de´montrer la Proposition 2.1.1, nous aurons besoin du re´sultat sui-
vant.
Proposition 2.4.1. Soit B ∈ C1(Rn, An(R)) ve´rifiant (2.1.3). Alors
w3(B, θ, x) donne´ pour tout (θ, x) ∈ TSn−1 de´termine de manie`re unique le
champ B, et on a
PBi,k(θ, x) = θkw3(B, θ, x)i − θiw3(B, θ, x)k (2.4.7)
pour tout (θ, x) ∈ Vi,k, i, k = 1..n, i 6= k ou` Vi,k est la sous-varie´te´ de dimen-
sion n de Rn × Rn de´finie par (2.1.15) ; de plus si B ∈ Fmag(Rn) alors
PBi,k(θ, x) =
(
∂
∂yk
(w˜3(B))i(y, x)− ∂
∂yi
(w˜3(B))k(y, x)
)
|y=θ
, (2.4.8)
pour tout (θ, x) ∈ TSn−1, i, k = 1..n, i 6= k.
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La question de la de´termination de B a` partir de w3 a e´te´ e´tudie´e sous
des conditions diffe´rentes de B dans [Nic97], [Jun97], [Ito95]. Cependant, a`
notre connaissance, les formules (2.4.7)-(2.4.8) ne sont pas donne´es dans la
litte´rature.
Preuve de la Proposition 2.4.1. Commenc¸ons par de´montrer (2.4.7). On rap-
pelle que w3(B, θ, x)i =
∑n
j=1
∫ +∞
−∞ Bi,j(tθ + x)θjdt, pour tout (θ, x) ∈ TSn−1,
i, k = 1..n, i 6= k. Ainsi θkPBi,k(θ, x) = w3(B, θ, x)i pour tout (θ, x) ∈ Vi,k,
i, k = 1..n, i 6= k. Cette dernie`re e´galite´ implique (2.4.7) (θ2i +θ2k = 1 pour tout
(θ, x) ∈ Vi,k, θ = (θ1, . . . , θn)).
De´montrons maintenant (2.4.8). Sous les conditions (2.1.3) et de (2.4.5)
on de´duit
∂
∂yk
(w˜3(B))i(y, x) =
∫ +∞
−∞
Bi,k(ty + x)dt (2.4.9)
+
n∑
j=1
∫ +∞
−∞
t
∂Bi,j
∂xk
(ty + x)yjdt
pour tous (y, x) ∈ Rn\{0} × Rn et i, k = 1..n. Soient i, k = 1..n. Comme
B ∈ Fmag(Rn), on a
∂
∂xi
Bj,k(x) +
∂
∂xk
Bi,j(x) +
∂
∂xj
Bk,i(x) = 0 pour tout x ∈ Rn.
Ainsi en utilisant aussi (2.4.9), on obtient(
∂
∂yk
(w˜3(B))i(y, x) − ∂
∂yi
(w˜3(B))k(y, x)
)
|y=θ
= 2PBi,k(θ, x) +
∫ +∞
−∞
t
n∑
j=1
∂
∂xj
Bi,k(tθ + x)θjdt, (2.4.10)
pour tout (θ, x) ∈ TSn−1, θ = (θ1, . . . , θn) ou` P de´signe la transforme´e de
rayons X. En inte´grant par partie l’inte´grale du coˆte´ droit de (2.4.10), on
obtient les formules (2.4.8).
Finalement en utilisant les formules d’inversion de la transforme´e de rayons
X (voir par exemple la formule (A.3.10) de la section A.3 de l’annexe) et
en utilisant (2.4.7) (ou (2.4.8) et (2.4.4) si B ∈ Fmag(Rn)), on obtient que
w3(B, θ, x) donne´ pour tout (θ, x) ∈ TSn−1 de´termine de manie`re unique le
champ B.
La Proposition 2.4.1 est de´montre´e.
Maintenant, nous sommes preˆts pour de´montrer le Proposition 2.1.1.
Soit (θ, x) ∈ TSn−1. On remarque que∫ +∞
−∞
B(τ(−θ) + x)(−θ)dτ = −
∫ +∞
−∞
B(τθ + x)θdτ (2.4.11)
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et on rappelle que
P (∇V )(−θ, x) = P (∇V )(θ, x). (2.4.12)
De (2.1.12), (2.4.1) et (2.4.11)-(2.4.12), on obtient la formule (2.1.16) et la
formule suivante
w3(B, θ, x) =
1
2
(w1(V,B, θ, x)− w1(V,B,−θ, x)), (2.4.13)
pour tout (θ, x) ∈ TSn−1. De (2.1.16) et de re´sultats sur la transforme´e de
rayons X (voir Section A.3 de l’Appendice), on obtient que w1(V,B, θ, x) donne´
pour tout (θ, x) ∈ TSn−1 de´termine de manie`re unique ∇V et donc V (V
ve´rifie (2.1.2)). De (2.4.13) et de la Proposition 2.4.1, on obtient aussi que
w1(V,B, θ, x) donne´ pour tout (θ, x) ∈ TSn−1 de´termine de manie`re unique B.
De plus de (2.4.13) on a
w˜3(B)(y, x) =
1
2
(w˜1(V,B)(y, x)− w˜1(V,B)(−y, x)),
pour tout y ∈ Rn\{0}, x ∈ Rn. En utilisant cette dernie`re formule et (2.4.8) de
la Proposition 2.4.1, on obtient (2.1.18) si B ∈ Fmag(Rn). En utilisant (2.4.13)
et (2.4.7), on a (2.1.17).
La Proposition 2.1.1 est de´montre´e. 
Pour conclure cette section, on rappelle le proce´de´ suivant qui est base´ sur
la formule (2.1.17) et qui permet de reconstruire Bi,k a` partir de w1(V,B, θ, x)
donne´ pour tout (θ, x) ∈ Vi,k, ou` les indices i, k = 1..n, i 6= k, sont fixe´s (Vi,k
est de´fini par (2.1.15)). Soient i, k = 1 . . . n, i 6= k. La formule (2.1.17) donne
l’inte´grale de Bi,k sur toute droite du plan affine Y d’espace vectoriel tangent
Yi,k = {(x′1, . . . , x′n) ∈ Rn|x′j = 0, j 6= i, j 6= k}. Maintenant, pour reconstruire
Bi,k en un point x
′ ∈ Rn, on conside`re dans Rn le plan Y contenant x′ et dont
l’espace vectoriel tangent est Yi,k. On interpre`te TS
n−1 comme l’ensemble de
tous les rayons de Rn et on conside`re dans TSn−1 le sous-ensemble TS1(Y )
constitue´ de tous les rayons reposant sur Y . On restreint alors PBi,k a` TS
1(Y )
et on reconstruit Bi,k(x
′) a` partir de ces donne´es en utilisant les me´thodes
de reconstruction de f a` partir de Pf pour n = 2 (voir, par exemple, la
formule (A.3.10) de la Section A.3). (Si B ∈ Fmag(Rn), on peut aussi utiliser
la formule (2.1.18) pour reconstruire Bi,k a` partir de w1(V,B, θ, x) donne´ pour
tout (θ, x) ∈ TSn−1.)
2.4.3 Preuve de la Proposition 2.1.2
Avant de de´montrer la Proposition 2.1.2, on de´montre tout d’abord les
Propositions 2.4.2, 2.4.3 et 2.4.4 donne´es ci-dessous. La Proposition 2.4.2 est
en fait exactement la proposition 1.1 de [Jol05a].
Proposition 2.4.2. Le vecteur w5, de´fini par (2.4.3), vu comme fonction du
potentiel V ve´rifiant (2.1.2) et de (θ, x) ∈ TSn−1 a les proprie´te´s simples sui-
vantes :
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1. sous les conditions (2.1.2), pour tout potentiel V le vecteur w5(V, θ, x)
est orthogonal a` θ ;
2. il existe un potentiel V qui satisfait (2.1.2) et pour lequel w5(V, θ, x)
n’est pas nulle pour tout (θ, x) ∈ TSn−1 ;
3. pour tout potentiel radial V satisfaisant (2.1.2), on a
w5(V, θ, x) = 0 pour tout (θ, x) ∈ TSn−1.
Remarque 2.4.1. F. Nicoleau nous a fait remarque´ que pour V satisfai-
sant (2.1.2), si w(V, θ, x) = 0 pour tout (θ, x) ∈ TSn−1 alors V est radial (voir
Proposition A.4.1 de la sous-section A.4.2 de l’annexe).
Preuve de la Proposition 2.4.2. Le premier item vient imme´diatement de
l’e´galite´
d
dt
V (tθ + x) = ∇V (tθ + x) ◦ θ, pour tout (θ, x) ∈ TSn−1, t ∈ R.
On de´montre le deuxie`me item. Conside´rons
V (x) =
x1
(1 + |x|2)β , pour tout x = (x1, . . . , xn) ∈ R
n, β > 1.
Soit (θ, x) ∈ TSn−1. En utilisant (2.4.3) et en utilisant que θ◦x = 0, on obtient
par calcul direct
w5(V, θ, x) = −4βθ1|x|2
∫ +∞
0
∫ +∞
τ
s
(1 + s2 + |x|2)β+1dsdτ
6= 0 si et seulement si x 6= 0 et θ1 6= 0,
ou` ◦ de´signe le produit scalaire usuel de Rn.
On de´montre le troisie`me item. Soit V un potentiel radial (i.e. V prend la
forme m(|x|)) satisfaisant (2.1.2) (e.g. V (x) = (1 + |x|2)−β ou` β > 1
2
). Alors
m ∈ C1(]0,+∞[,R) et ∇V (x) = m′(|x|) x|x| . Soit (θ, x) ∈ TSn−1 et soit θ⊥ un
vecteur orthogonal a` θ. Un calcul direct donne
−∇V (sθ + x) ◦ θ⊥ = m′(
√
s2 + |x|2) x ◦ θ
⊥√
s2 + |x|2
pour tout s ∈ R. Ainsi en utilisant aussi (2.4.3), on obtient
w5(V, θ, x) ◦ θ⊥ = 0. (2.4.14)
Le troisie`me item est alors conse´quence du premier item et de la formule
(2.4.14).
La Proposition 2.4.2 est de´montre´e.
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Proposition 2.4.3. Sous les conditions (2.1.3), et si B ∈ Fmag(Rn) alors :
n∑
j=1
θj [θkPBi,j(θ, x) − θiPBk,j(θ, x)]− PBi,k(θ, x) = (2.4.15)
∂
∂xi
w˜4(B)k(θ, x)− ∂
∂xk
w˜4(B)i(θ, x),
n∑
j=1
θj [θkPBi,j,l(θ, x)− θiPBk,j,l(θ, x)]− PBi,k,l(θ, x) = (2.4.16)
w˜4(B)i,k,l(θ, x),
pour tous (θ, x) ∈ TSn−1, i, k, l = 1 . . . n, ou` P de´signe la transforme´e de rayons
X et ou` w˜4(B)m,r,l(θ, x) =
∂
∂xl
(
∂
∂xm
w˜4(B)r − ∂∂xr w˜4(B)m
)
(θ, x), Bm,r,l(x) =
∂
∂xl
Bm,r(x), pour tous θ ∈ Sn−1, x ∈ Rn, m, r = 1 . . . n (on rappelle que w˜4(B)
est de´fini par (2.4.6)).
Remarque 2.4.2. Soient n = 3, l = 1 . . . n. La formule (2.4.16) donne en
fait
θ ◦ (−PB2,3,l(θ, x), PB1,3,l(θ, x),−PB1,2,l(θ, x)) =
θ ◦ (w˜4(B)2,3,l(θ, x),−w˜4(B)1,3,l(θ, x), w˜4(B)1,2,l(θ, x)), (2.4.17)
pour tout (θ, x) ∈ TS2, ou` ◦ de´signe le produit scalaire usuel sur R3.
Preuve de la Proposition 2.4.3. Sous les conditions (2.1.3), de (2.4.6) on a
∂
∂xk
w˜4(B)i(y, x) = − yk|y|2
n∑
j=1
yj
∫ +∞
−∞
Bi,j(σy + x)dσdτ (2.4.18)
+
n∑
j=1
yj
{∫ − x◦y|y|2
−∞
∫ τ
−∞
∂
∂xk
Bi,j(σy + x)dσdτ
−
∫ +∞
− x◦y|y|2
∫ +∞
τ
∂
∂xk
Bi,j(σy + x)dσdτ
}
pour tous (y, x) ∈ Rn\{0} × Rn et i, k = 1 . . . n. Soient i, k, l = 1 . . . n. De
(2.4.18), il vient
∂
∂xk
w˜4(B)i(θ, x)− ∂
∂xi
w˜4(B)k(θ, x)
= −θk
n∑
j=1
θj
∫ +∞
−∞
Bi,j(σθ + x)dσdτ + θi
n∑
j=1
θj
∫ +∞
−∞
Bk,j(σθ + x)dσdτ
+
n∑
j=1
θj
{∫ −x◦θ
−∞
∫ τ
−∞
[
∂
∂xk
Bi,j(σθ + x)− ∂
∂xi
Bk,j(σθ + x)]dσdτ
−
∫ +∞
−x◦θ
∫ +∞
τ
[
∂
∂xk
Bi,j(σθ + x)− ∂
∂xi
Bk,j(σθ + x)]dσdτ
}
(2.4.19)
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pour tous x ∈ Rn, θ ∈ Sn−1, θ = (θ1, . . . , θn). Comme B ∈ Fmag(Rn), on a
∂
∂xk
Bi,j(x)− ∂
∂xi
Bk,j(x) =
∂
∂xj
Bi,k(x), x ∈ Rn, j = 1 . . . n. (2.4.20)
Soit θ ∈ Sn−1. En utilisant (2.4.19), (2.1.3) et (2.4.20), on obtient (2.4.15). Sous
les conditions (2.1.3), la fonction hi,k,θ de´finie par hi,k,θ(x) =
∂
∂xk
w˜4(B)i(θ, x)
− ∂
∂xi
w˜4(B)k(θ, x), x ∈ Rn, ve´rifie hi,k,θ ∈ C1(Rn,R) et (2.4.16) est conse´quence
imme´diate de (2.4.15).
La Proposition 2.4.3 est de´montre´e.
Proposition 2.4.4. Soit B ∈ Fmag(Rn) satisfaisant (2.1.3). Si n = 2 alors
w4(B, θ, x) (de´fini par (2.4.2)) donne´ pour tout (θ, x) ∈ TSn−1 ne de´termine
pas de manie`re unique le champ magne´tique B.
Si n ≥ 3 alors w4(B, θ, x) (de´fini par (2.4.2)) donne´ pour tout (θ, x) ∈
TSn−1 de´termine de manie`re unique le champ magne´tique B. De plus on a les
e´galite´s suivantes : si n = 3 alors
(−FB2,3,l(p),FB1,3,l(p),−FB1,2,l(p)) = (2.4.21)
(2π)−3/2
2∑
j=1

θjp ◦

∫
Π
θ
j
p
e−iy◦pw˜4(B)2,3,l(θjp, y)dy,
−
∫
Π
θ
j
p
e−iy◦pw˜4(B)1,3,l(θjp, y)dy,
∫
Π
θ
j
p
e−iy◦pw˜4(B)1,2,l(θjp, y)dy



 θjp,
pour tout p ∈ R3\{0} et pour toute famille orthonormale {θ1p, θ2p} du plan Πp,
ou` Πp′ de´signe le plan vectoriel {y ∈ R3|y ◦ p′ = 0} pour tout p′ ∈ R3\{0}, et
F de´signe la transforme´e de Fourier classique sur L1(R3) (i = √−1 et w˜4(B)
est de´finie par (2.4.6)) ;
si n ≥ 4 alors
PBj,k(θ, x) =
∂
∂xk
w˜4(B)j(θ, x)− ∂
∂xj
w˜4(B)k(θ, x) (2.4.22)
pour tout (θ, x) ∈ V˜j,k, ou` V˜j,k est la sous-varie´te´ de dimension (2n − 4) de
R
n×Rn de´finie par V˜j,k = {(θ, x) ∈ TSn−1|θ = (θ1, ..., θn), θj = θk = 0} (w˜4(B)
est de´finie par (2.4.6)).
Remarque 2.4.3. F. Nicoleau nous a fait remarque´ que si n = 2 et si B ∈
Fmag(Rn) satisfait (2.1.3) et ve´rifie w4(B, θ, x) = 0 pour tout (θ, x) ∈ TSn−1
alors B est radial (voir Proposition A.4.2 de la sous-section A.4.3 de l’annexe).
Preuve de Proposition 2.4.4. Conside´rons d’abord le cas n = 2. Soit ξ ∈
C1(R+,R) et soit
B(x) =
(
0 ξ(|x|2)
−ξ(|x|2) 0
)
6≡ 0
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tels que B satisfasse (2.1.3) (e.g. ξ(t) = 1
(1+t)σ
, t ∈ R+, σ > 1 ou ξ(t) = e−t,
t ∈ R+). On de´finit w6(B, θ, x) =
∫ 0
−∞
∫ τ
−∞ξ(|σθ+x|2)dσdτ −
∫ +∞
0
∫ +∞
τ
ξ(|σθ+
x|2)dσdτ, pour tout (θ, x) ∈ TSn−1. Soit (θ, x) ∈ TSn−1. En utilisant |σθ +
x|2 = σ2 + |x|2, on obtient w6(B, θ, x) = 0. De cette e´galite´ et de (2.4.2) on
obtient w4(B, θ, x) = w6(B, θ, x)(θ2,−θ1) = 0 (θ = (θ1, θ2)).
Supposons de´sormais n ≥ 3. On distinguera le cas n = 3 du cas n ≥ 4.
Conside´rons tout d’abord le cas n ≥ 4. Soient j, k = 1 . . . n, j 6= k. L’e´galite´
(2.4.15) implique (2.4.22). Soit x′ ∈ Rn. Comme n ≥ 4, la dimension de l’espace
vectoriel Hj,k = {(x1, . . . , xn) ∈ Rn|xj = xk = 0} est plus grande ou e´gale a`
2. Soit {e1, e2} une famille orthonormale de Hj,k. Soit Y le plan affine de Rn
qui passe par x′ et dont l’espace vectoriel tangent est engendre´ par {e1, e2}.
De (2.4.22), on de´duit que l’inte´grale de Bj,k sur toute droite de Y est connue
a` partir ∂
∂xk
w˜4(B)j(θ, x)− ∂∂xj w˜4(B)k(θ, x) donne´ pour tout (θ, x) ∈ V˜j,k. Ainsi
en utilisant des re´sultats sur l’inversion de la transforme´e de rayons X, P ,
(voir (A.3.10) de la Section A.4 de l’Appendice), on obtient que Bj,k |Y peut
eˆtre reconstruit a` partir de ∂
∂xk
w˜4(B)j(θ, x)− ∂∂xj w˜4(B)k(θ, x) donne´ pour tout
(θ, x) ∈ V˜j,k (ou` Bj,k |Y de´signe la restriction de Bj,k a` Y ). Ainsi Bj,k(x′) peut
eˆtre reconstruit a` partir de ∂
∂xk
w˜4(B)j(θ, x)− ∂∂xj w˜4(B)k(θ, x) donne´ pour tout
(θ, x) ∈ V˜j,k.
Maintenant on conside`re le cas n = 3. Soit l = 1 . . . 3. Sous les conditions
(2.1.3), Bj,k,l ∈ L1(R3) pour tous j, k = 1 . . . 3. Soit p ∈ R3. A` partir de
(2.4.17), on obtient
θ ◦ (−FB2,3,l(p),FB1,3,l(p),−FB1,2,l(p)) = (2.4.23)
(2π)−3/2θ ◦
(∫
Πθ
e−iy◦pw˜4(B)2,3,l(θ, y)dy, −
∫
Πθ
e−iy◦pw˜4(B)1,3,l(θ, y)dy,∫
Πθ
e−iy◦pw˜4(B)1,2,l(θ, y)dy
)
pour tout θ ∈ S2 tel que θ ◦ p = 0. Pour de´montrer que (2.4.23) implique
(2.4.21), on aura besoin du Lemme suivant.
Lemme 2.4.1. Sous les conditions (2.1.3),
(−FB2,3,l(p),FB1,3,l(p),−FB1,2,l(p)) ◦ p = 0, pour tout p ∈ R3.
Le Lemme 2.4.1 et (2.4.23) implique (2.4.21).
Soient m, r = 1, 2, 3 m 6= r. En utilisant l’injectivite´ de la transforme´e de
Fourier et en utilisant (2.4.21), on obtient que Bm,r,l est de´termine´ de manie`re
unique par w4(B, θ, x) donne´ pour tout (θ, x) ∈ TSn−1. Comme Bm,r s’annule
a` l’infini, on de´duit que Bm,r est de´termine´ de manie`re unique par w4(B, θ, x)
donne´ pour tout (θ, x) ∈ TSn−1.
La Proposition 2.4.4 est de´montre´e.
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Preuve du Lemme 2.4.1. On de´finit λ : R3 → R par
λ(p) = (−FB2,3,l(p),FB1,3,l(p),−FB1,2,l(p)) ◦ p, p = (p1, p2, p3) ∈ R3.
(2.4.24)
A` partir de maintenant F de´signera la transforme´e de Fourier des distri-
butions tempe´re´es. Conside´rons la jauge transverse A de B de´finie par
A(x) = −
∫ 1
0
sB(sx)xds pour tout x ∈ Rn.
On note A(x) = (A1(x), . . . ,An(x)), x ∈ Rn. Sous les conditions (2.1.3) et par
de´finition de A, on a
Bi,k(x) =
∂Ak
∂xi
(x)− ∂Ai
∂xk
(x), (2.4.25)
|Ai(x)| ≤ β(1 + |x|)−1, (2.4.26)
pour tout x ∈ Rn et tous i, k = 1 . . . n, ou` β est une constante re´elle positive.
De (2.4.26), on de´duit que Ai de´finit une distribution tempe´re´e de S ′(R3) pour
tout i = 1 . . . n. De (2.4.25) et (2.4.24) on de´duit
< λ(p), φ > = < p1plp2FA3 − p1plp3FA2 − p2plp1FA3
+p2plp3FA1 + p3plp1FA2 − p3plp2FA1, φ >
= 0 (2.4.27)
pour tout φ ∈ S(R3). Comme Bm,r,l ∈ L1(R3), FBm,r,l est une fonction conti-
nue sur R3 pour tous m, r = 1, 2, 3. Ainsi λ est continu sur R3. De la continuite´
de λ et de (2.4.27), on obtient que λ ≡ 0.
Le Lemme 2.4.1 est de´montre´.
Finalement nous sommes preˆts pour de´montrer la Proposition 2.1.2. On
commence par de´montrer le troisie`me item de la Proposition 2.1.2. Soit n ≥ 3
et soient j, k, l trois entiers compris entre 1 et n et distincts deux a` deux. Soit
β > α+2
2
. On pose h(y) = (1 + |y|2)β et on conside`re le champ B′ = (B′i1,i2) ∈
C1(Rn, An(R)) ve´rifiant les conditions (2.1.3) et de´fini par
B′j,k(y) =
yl
h(|y|) , B
′
k,l(y) =
yj
h(|y|) , B
′
j,l(y) = −
yk
h(|y|) , (2.4.28)
et B′i1,i2(y) = 0 si i1 6∈ {j, k, l}, pour tout y = (y1, . . . , yn) ∈ Rn. Alors
w4(B
′, θ, x) ≡ 0, pour tout (θ, x) ∈ Sn−1. (2.4.29)
(voir de´but de la preuve de la Proposition A.4.2 donne´e dans la sous-section
A.4.3 de l’annexe pour plus de de´tails). Le troisie`me item de la Proposition
2.1.2 est de´montre´.
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On remarque que
w4(B, θ, x) =
1
2
(w2(V,B, θ, x) + w2(V,B,−θ, x)), (2.4.30)
w5(V, θ, x) =
1
2
(w2(V,B, θ, x)− w2(V,B,−θ, x)), (2.4.31)
pour tout (θ, x) ∈ TSn−1 (ou` w4 et w5 sont de´finis par (2.4.2), (2.4.3)).
Les items (i), (ii) et (iv) de la Proposition 2.1.2 se de´duisent alors des
e´galite´s (2.4.30)-(2.4.31), et des Propositions 2.4.2, 2.4.4. 
2.5 Pre´liminaires pour les preuves principales
2.5.1 Estimations de la force F et de la fonction g.
On rappelle les estimations ve´rifie´es par F sous les conditions (2.1.2)-
(2.1.3), et de´ja` pre´sente´es au premier chapitre (voir (1.2.16), (1.2.19)) :
|F (x, v)| ≤ β1n(1 + |x|)−(α+1)(1 + 1
c
|v|), (2.5.1)
|F (x, v)− F (x′, v′)| ≤ nβ11
c
sup
ε∈[0,1]
(1 + |(1− ε)x+ εx′|)−(α+1)|v′ − v|(2.5.2)
+n3/2β2 sup
ε∈[0,1]
[
(1 + |(1− ε)x+ εx′|)−(α+2)(1 + 1
c
|(1− ε)v + εv′|)
]
|x′ − x|,
pour tous x, v, x′, v′ ∈ Rn et tous i, k = 1 . . . n, ou` F est de´finie par (1.2.1).
On rappelle que la fonction g : Rn → Bc de´finie au premier chapitre (voir
(1.2.8)) par
g(x) =
x√
1 + |x|
2
c2
, x ∈ Rn,
est un C∞ diffe´omorphisme de Rn sur Bc, et son inverse est la fonction de
classe C∞, g−1 : Bc → Rn, donne´e par
g−1(x) =
x√
1− |x|2
c2
, x ∈ Bc ;
la fonction g ve´rifie aussi les ine´galite´s suivantes (voir Lemme 1.2.1) :
|∇gi(x)|2 ≤ 1
1 + |x|
2
c2
, (2.5.3)
|g(x)− g(y)| ≤ √n sup
ε∈[0,1]
1√
1 + |εx+(1−ε)y|
2
c2
|x− y|, (2.5.4)
|∇gi(x)−∇gi(y)| ≤ 3
√
n
c
sup
ε∈[0,1]
1
1 + |εx+(1−ε)y|
2
c2
|x− y|, (2.5.5)
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pour tous x, y ∈ Rn et tout i = 1 . . . n, ou` g = (g1, . . . , gn).
2.5.2 Estimations d’inte´grales
Nous utiliserons les estimations suivantes. Pour tous a > 0, b > 0, β > 1,
t∫
−∞
(a+ b|s|)−β ds = 1
(β − 1)b(a− bt)β−1 , pour tout t ≤ 0, (2.5.6)
t∫
−∞
(a+ b|s|)−β ds ≤ 2
(β − 1)baβ−1 , pour tout t ≥ 0. (2.5.7)
Pour tous a > 0, b > 0, β > 2,
t∫
−∞
τ∫
−∞
(a+ b|s|)−β ds dτ = 1
(β − 2)(β − 1)b2(a− bt)β−2 , pour tout t ≤ 0,
(2.5.8)
t∫
0
t∫
τ
(a+ bs)−β ds dτ ≤ 1
(β − 2)(β − 1)b2aβ−2 , pour tout t ≥ 0. (2.5.9)
Pour tous a ≥ 1, b > 0, β > 2,
t∫
−∞
(a+ b|s|)−β(1 + |s|) ds ≤ b+ 1
(β − 2)b2(a− bt)β−2 , pour tout t ≤ 0, (2.5.10)
t∫
−∞
(a+ b|s|)−β(1 + |s|) ds ≤ 2 b+ 1
(β − 2)b2aβ−2 , pour tout t ≥ 0. (2.5.11)
Pour tous a ≥ 1, b > 0, β > 3,
t∫
0
t∫
τ
(a+ bs)−β(1 + s) ds dτ ≤ b+ 1
(β − 3)(β − 2)b3aβ−3 , pour tout t ≥ 0.
(2.5.12)
La preuve de ces estimations ne pre´sente pas de difficulte´s.
2.5.3 A` propos de z1(c, n, β1, α, |x−|, r)
Supposons c, n, β1, α, |x−|, r fixe´s (avec 0 < r ≤ 1, r < c/
√
2).
Conside´rons la fonction d’une variable re´elle σ :]
√
2r, c[→ R de classe C∞
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et de´finie par
σ(s) =
s√
1− s2
c2
− 2
α+4β1n(2 + r/c)
α(s/
√
2− r)(|x−|/
√
2 + 1)α
.
La fonction σ est une fonction strictement croissante (sa de´rive´e est
une fonction strictement positive), d’ou` l’on a a` la fois unicite´ du re´el
z1(c, n, β1, α, |x−|, r) de´fini dans la section 2.2 (par (2.2.8)) et l’observation
(I) de la section 2.3.
2.5.4 A` propos de MT,r, 0 < r ≤ 1, r < c/
√
2
Lemme 2.5.1. Soient (f, h), (f1, h1), (f2, h2) ∈ MT,r, v− ∈ Bc\{0}, x− ∈ Rn
tels que v− ◦ x− = 0, |v−| >
√
2r. Alors
ε(f1, h1) + (1− ε)(f2, h2) ∈MT,r, pour tout 0 ≤ ε ≤ 1, (2.5.13)
2(1 + |x− + v−s+ f(s)|) ≥ (1 + |x−|/
√
2 + (|v−|/
√
2− r)|s|), pour tout s ≤ T,
(2.5.14)∣∣∣∣
∫ t
−∞
F (v−s+ x− + f(s), v− + h(s))ds
∣∣∣∣ ≤ β1n2α+2(2 + r/c)α(|v−|/√2− r)(|x−|/√2 + 1)α ,
(2.5.15)

1 + 1
c2
∣∣∣∣∣∣g−1(v−) + ε1
t∫
−∞
F (v−s+ x− + f1(s), v− + h1(s))ds+ ε2
u∫
w
F (v−s
+x− + f2(s), v− + h2(s))ds|2
)−β ≤ (1 + |v−|2
4(c2 − |v−|2))
−β, (2.5.16)
pour tous u, t ∈] − ∞, T ], w ∈ [−∞, u], β > 0, −1 ≤ ε1, ε2 ≤ 1,
(f1, h1), (f2, h2) ∈MT,r et si |v−| ≥ z1(c, n, β1, α, |x−|, r), |v−| < c.
Preuve du Lemme 2.5.1. Compte tenu de la de´finition de MT,r, (2.5.13) est
imme´diat. L’estimation (2.5.14) se de´duit des estimations
2(1 + |x− + v−s+ f(s)|) ≥ 2 + |x− + v−s+ f(s)| ≥ 2 + |x− + v−s| − |f(s)|,
|x− + v−s| ≥ |x−|/
√
2 + |s||v−|/
√
2, car v− ◦ x− = 0,
|f(s)| ≤ |f(s)− sh(s)|+ |s||h(s)| ≤ (1 + |s|)‖(f, h)‖T
≤ r(1 + |s|) ≤ 1 + r|s|,
pour tous x− ∈ Rn, v− ∈ Bc, avec v− ◦ x− = 0, et pour tous (f, h) ∈ MT,r,
s ≤ T . L’estimation (2.5.1) avec (2.5.14) et (2.5.7) et |v−| ≤ c donne (2.5.15).
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L’estimation (2.5.15) donne, en particulier, pour tous u, t ∈] − ∞, T ], w ∈
[−∞, u], −1 ≤ ε1, ε2 ≤ 1, (f1, h1), (f2, h2) ∈MT,r
|g−1(v−) + ε1
∫ t
−∞
F (v−s+ x− + f1(s), v− + h1(s))ds
+ε2
∫ u
w
F (v−s+ x− + f2(s), v− + h2(s))ds|
≥ |g−1(v−)| − β1n2
α+3(2 + r/c)
α(|v−|/
√
2− r)(|x−|/
√
2 + 1)α
=
|v−|√
1− |v−|2/c2
− β1n2
α+3(2 + r/c)
α(|v−|/
√
2− r)(|x−|/
√
2 + 1)α
≥ c|v−|
2
√
c2 − |v−|2
, si |v−| ≥ z1(c, n, β1, α, |x−|, r), |v−| < c,
ce qui prouve l’estimation (2.5.16).
2.6 Preuve des Lemmes 2.2.1, 2.2.2, 2.2.3
2.6.1 Preuve du Lemme 2.2.1
La proprie´te´
Av−,x−(f, h) ∈ C(]−∞, T ],Rn)2 pour tout (f, h) ∈MT,r (2.6.1)
(0 < r ≤ 1, r < |v−|/
√
2) se de´duit de (2.1.2)-(2.1.3), (2.2.1) (applique´ a`
« x »= g−1(v−) +
∫ τ
−∞ F (v−s + x− + f(s), v− + h(s))ds et « y »= g
−1(v−)) et
de la de´finition de Av−,x− donne´e au de´but de la section 2.2.
De´sormais on fixe un re´el r et on fixe v− ∈ Bc, x− ∈ Rn tels que 0 < r ≤ 1,
r < c/
√
2, |v−| ≥ z1(c, n, β1, α, |x−|, r), v− ◦ x− = 0. Conside´rons
A1v−,x−(f, h)(t) =
t∫
−∞
[
g(g−1(v−) +
τ∫
−∞
F (v−s+ x− + f(s), v− + h(s))ds)− v−
]
dτ,
A2v−,x−(f, h)(t) = g(g
−1(v−) +
t∫
−∞
F (v−s+ x− + f(s), v− + h(s))ds)− v−,
(2.6.2)
pour tout (f, h) ∈MT,r. Tout d’abord donnons une estimation de A2v−,x−(f, h).
Remarquons que g(g−1(v−)) = v−. De (2.6.2), (2.5.4) (applique´ a` « x »=
g−1(v−) +
∫ t
−∞ F (v−s + x− + f(s), v− + h(s))ds et « y »= g
−1(v−)), (2.5.1),
(2.5.14) et de (2.5.16) on a
|A2v−,x−(f, h)(t)| ≤
n3/2β12
α+1(2 + r/c)√
1 + |v−|
2
4(c2−|v−|2)
∫ t
−∞
(1+|x−|/
√
2+(|v−|/
√
2−r)|s|))−(α+1)ds.
(2.6.3)
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L’ine´galite´ (2.6.3) combine´e avec (2.5.6) donne une estimation de
A2v−,x−(f, h)(t) pour t ≤ 0. L’ine´galite´ (2.6.3) combine´e avec (2.5.7) donne
une estimation de A2v−,x−(f, h)(t) pour t ≤ T .
Maintenant nous allons estimer A1v−,x−(f, h)(t)− tA2v−,x−(f, h)(t).
De (2.6.3), (2.5.8) et (2.5.6), on a
|A1v−,x−(f, h)(t)| ≤
n3/2β12
α+1(2 + r/c)( |v−|√
2
− r)−2√
1 + |v−|
2
4(c2−|v−|2)α(α− 1)(1 +
|x−|√
2
− ( |v−|√
2
− r)t)α−1
,
(2.6.4)
|tA2v−,x−(f, h)(t)| ≤
n3/2β12
α+1(2 + r/c)α−1(|v−|/
√
2− r)−2√
1 + |v−|
2
4(c2−|v−|2)(1 + |x−|/
√
2− (|v−|/
√
2− r)t)α−1
(2.6.5)
pour tout t ≤ T, t ≤ 0. De (2.6.4)-(2.6.5), on de´duit
|A1v−,x−(f, h)(t)− tA2v−,x−(f, h)(t)|
≤ n
3/2β12
α+1(2 + r/c)(|v−|/
√
2− r)−2√
1 + |v−|
2
4(c2−|v−|2)(α− 1)(1 + |x−|/
√
2− (|v−|/
√
2− r)t)α−1
,(2.6.6)
pour tout t ≤ T, t ≤ 0.
Pour tout t ≤ T, t ≥ 0, on remarque que
A1v−,x−(f, h)(t)− tA2v−,x−(f, h)(t) = (2.6.7)
A1v−,x−(f, h)(0) +
t∫
0

g(g−1(v−) +
τ∫
−∞
F (v−s+ x− + f(s),
v− + h(s))ds)− g(g−1(v−) +
t∫
−∞
F (v−s+ x− + f(s), v− + h(s))ds)

 dτ.
Pour estimer A1v−,x−(f, h)(0) on utilise l’estimation (2.6.4), i.e.
|A1v−,x−(f, h)(0)| ≤
n3/2β12
α+1(2 + r
c
)√
1 + |v−|
2
(4(c2−|v−|2))α(α− 1)(
|v−|√
2
− r)2(1 + |x−|√
2
)α−1
. (2.6.8)
On estime le second terme de droite de (2.6.7) de la manie`re suivante : de
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(2.5.4), (2.5.16), (2.5.1), (2.5.14) et (2.5.9), on a∣∣∣∣∣∣
t∫
0

g(g−1(v−) +
τ∫
−∞
F (v−s+ x− + f(s), v− + h(s))ds)
−g(g−1(v−) +
t∫
−∞
F (v−s+ x− + f(s), v− + h(s))ds)

 dτ
∣∣∣∣∣∣
≤
√
n√
1 + |v−|
2
4(c2−|v−|2)
∫ t
0
∣∣∣∣
∫ τ
t
F (v−s+ x− + f(s), v− + h(s))ds
∣∣∣∣ dτ
≤ n
3/2β12
α+1(2 + r
c
)√
1 + |v−|
2
4(c2−|v−|2)α(α− 1)(|v−|/
√
2− r)2(1 + |x−|/
√
2)α−1
(2.6.9)
pour tout 0 ≤ t ≤ T. De (2.6.7)-(2.6.9), on de´duit
|A1v−,x−(f, h)(t)− tA2v−,x−(f, h)(t)|
≤ n
3/2β12
α+2(2 + r/c)(|v−|/
√
2− r)−2√
1 + |v−|
2
(4(c2−|v−|2)α(α− 1)(1 + |x−|/
√
2)α−1
(2.6.10)
pour tout t ≤ T et 0 ≤ t. En utilisant (2.6.3) et (2.5.6), et en utilisant (2.6.6),
on obtient (2.2.9). En utilisant (2.6.3) et (2.5.7), et en utilisant (2.6.10), on
obtient (2.2.10).
Nous allons de´montrer l’estimation (2.6.16) donne´ ci-dessous. Conside´rons
A2v−,x−(f2, h2)(t) − A2v−,x−(f1, h1)(t) pour (f1, h1), (f2, h2) ∈ MT,r (on rappelle
que 0 < r ≤ 1, r < c/√2, |v−| < c, |v−| ≥ z1(c, n, β1, α, |x−|, r), v− ◦ x− = 0).
On a
A2v−,x−(f2, h2)(t)− A2v−,x−(f1, h1)(t) =
g(g−1(v−) +
t∫
−∞
F (v−s+ x− + f2(s), v− + h2(s))ds)
−g(g−1(v−) +
t∫
−∞
F (v−s+ x− + f1(s), v− + h1(s))ds) (2.6.11)
pour tout t ≤ T. De (2.6.11), (2.5.4) et (2.5.16), on de´duit l’ine´galite´ suivante
|A2v−,x−(f2, h2)(t)− A2v−,x−(f1, h1)(t)| ≤ (2.6.12)
√
n√
1 + |v−|
2
(4(c2−|v−|2))
t∫
−∞
|F (v−s+ x− + f2(s), v− + h2(s))
−F (v−s+ x− + f1(s), v− + h1(s))|ds,
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pour tout t ≤ T. De (2.5.13), (2.5.14) et (2.5.2), on a
|F (v−s+ x− + f2(s), v− + h2(s))− F (v−s+ x− + f1(s), v− + h1(s))|
≤ n3/2β22α+2(2 + r/c)(1 + |x−|/
√
2 + (|v−|/
√
2− r)|s|)−(α+2) (2.6.13)
×|f2(s)− f1(s)|+ nβ12
α+1
c
(1 + |x−|/
√
2 + (|v−|/
√
2− r)|s|)−(α+1)
×|h2(s)− h1(s)|,
pour tout s ≤ T . De plus
|f2(s)− f1(s)| ≤ (1 + |s|)‖(f2, h2)− (f1, h1)‖T , (2.6.14)
|h2(s)− h1(s)‖T ≤ ‖(f2, h2)− (f1, h1)‖T , (2.6.15)
pour tout s ≤ T. Ainsi de (2.6.12)-(2.6.15), on obtient
|A2v−,x−(f2, h2)(t)− A2v−,x−(f1, h1)(t)| ≤
n2β22
α+2(2 + r/c)‖(f2, h2)− (f1, h1)‖T√
1 + (|v−|2/(4(c2 − |v−|2)))
×
∫ t
−∞
(1 + |x−|/
√
2 + (|v−|/
√
2− r)|s|)−(α+2)(1 + |s|)ds (2.6.16)
+
n3/2β12
α+1‖(f2, h2)− (f1, h1)‖T
c
√
1 + (|v−|2/(4(c2 − |v−|2)))
∫ t
−∞
(1 +
|x−|√
2
+ (
|v−|√
2
− r)|s|)−(α+1)ds
pour tout t ≤ T .
Nous allons de´montrer les estimations (2.6.19) et (2.6.34) donne´es ci-
dessous. De (2.6.16), (2.5.10) et (2.5.6), on a
|A1v−,x−(f2, h2)(t)− A1v−,x−(f1, h1)(t)| ≤
n2β˜√
1 + |v−|
2
(4(c2−|v−|2))
×
(1 + 1
c
)2α+3( |v−|√
2
+ 1− r)‖(f2, h2)− (f1, h1)‖T
α(α− 1)( |v−|√
2
− r)3(1 + |x−|√
2
− ( |v−|√
2
− r)t)α−1 , (2.6.17)
pour tout t ≤ T, t ≤ 0, ou` β˜ = max(β1, β2). De (2.6.16), (2.5.10) et (2.5.6),
on a
|t||A2v−,x−(f2, h2)(t)− A2v−,x−(f1, h1)(t)| ≤
n2β˜√
1 + (|v−|2/(4(c2 − |v−|2)))
× (1 +
1
c
)2α+3(|v−|/
√
2 + 1− r)‖(f2, h2)− (f1, h1)‖T
α(|v−|/
√
2− r)3(1 + |x−|/
√
2− (|v−|/
√
2− r)t)(α−1) , (2.6.18)
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pour tout t ≤ T, t ≤ 0. Ainsi de (2.6.17), (2.6.18), on de´duit
|A1v−,x−(f2, h2)(t)− A1v−,x−(f1, h1)(t)
−t(A2v−,x−(f2, h2)(t)− A2v−,x−(f1, h1)(t))| ≤
n2β˜√
1 + |v−|
2
(4(c2−|v−|2))
×
(1 + 1
c
)2α+3( |v−|√
2
+ 1− r)‖(f2, h2)− (f1, h1)‖T
(α− 1)( |v−|√
2
− r)3(1 + |x−|√
2
− ( |v−|√
2
− r)t)(α−1) (2.6.19)
pour tout t ≤ T, t ≤ 0.
Pour 0 ≤ t ≤ T , en utilisant (2.6.7) on obtient
|A1v−,x−(f2, h2)(t)− A1v−,x−(f1, h1)(t)− t(A2v−,x−(f2, h2)(t)− A2v−,x−(f1, h1)(t))|
≤ |A1v−,x−(f2, h2)(0)− A1v−,x−(f1, h1)(0)|
+
∣∣∣∣∣∣
t∫
0

g(g−1(v−) +
τ∫
−∞
F (v−s+ x− + f2(s), v− + h2(s))ds)
−g(g−1(v−) +
t∫
−∞
F (v−s+ x− + f2(s), v− + h2(s))ds)
−g(g−1(v−) +
τ∫
−∞
F (v−s+ x− + f1(s), v− + h1(s))ds)
+g(g−1(v−) +
t∫
−∞
F (v−s+ x− + f1(s), v− + h1(s))ds)

 dτ
∣∣∣∣∣∣ .(2.6.20)
De (2.6.17), on a
|A1v−,x−(f2, h2)(0)− A1v−,x−(f1, h1)(0)|
≤
n2β˜(1 + 1
c
)2α+3( |v−|√
2
+ 1− r)‖(f2, h2)− (f1, h1)‖T√
1 + |v−|
2
(4(c2−|v−|2))α(α− 1)(
|v−|√
2
− r)3(1 + |x−|√
2
)α−1
. (2.6.21)
Afin d’estimer le second terme de droite de (2.6.20), on estimera
t∫
0

gj(g−1(v−) +
τ∫
−∞
F (v−s+ x− + f2(s), v− + h2(s))ds)
−gj(g−1(v−) +
t∫
−∞
F (v−s+ x− + f2(s), v− + h2(s))ds)
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−gj(g−1(v−) +
τ∫
−∞
F (v−s+ x− + f1(s), v− + h1(s))ds) (2.6.22)
+gj(g
−1(v−) +
t∫
−∞
F (v−s+ x− + f1(s), v− + h1(s))ds)

 dτ
pour tous 1 ≤ j ≤ n et 0 ≤ t ≤ T .
Soient 1 ≤ j ≤ n, 0 ≤ t ≤ T, 0 ≤ τ ≤ t. Remarquons que
gj(g
−1(v−) +
τ∫
−∞
F (v−s+ x− + f2(s), v− + h2(s))ds)
−gj(g−1(v−) +
t∫
−∞
F (v−s+ x− + f2(s), v− + h2(s))ds)
−(gj(g−1(v−) +
τ∫
−∞
F (v−s+ x− + f1(s), v− + h1(s))ds)
−gj(g−1(v−) +
t∫
−∞
F (v−s+ x− + f1(s), v− + h1(s))ds))
= ∆1j,t(τ) + ∆
2
j,t(τ) (2.6.23)
ou`
∆1j,t(τ) =
∫ τ
t
(F (v−s+ x− + f2(s), v− + h2(s))− F (v−s+ x− (2.6.24)
+f1(s), v− + h1(s)))ds ◦
∫ 1
0
∇gj

g−1(v−) +
t∫
−∞
F (v−s+ x− + f2(s),
v− + h2(s))ds+ ε
τ∫
t
F (v−s+ x− + f2(s), v− + h2(s))ds

 dε,
∆2j,t(τ) =
∫ τ
t
F (v−s+ x− + f1(s), v− + h1(s))ds (2.6.25)
◦
∫ 1
0

∇gj(g−1(v−) +
t∫
−∞
F (v−s+ x− + f2(s), v− + h2(s))ds
+ε
τ∫
t
F (v−s+ x− + f2(s), v− + h2(s))ds)
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−∇gj(g−1(v−) +
t∫
−∞
F (v−s+ x− + f1(s), v− + h1(s))ds
+ε
τ∫
t
F (v−s+ x− + f1(s), v− + h1(s))ds)

 dε,
ou` ◦ de´signe le produit scalaire usuel sur Rn.
Pour estimer (2.6.24) on utilise tout d’abord (2.5.3), puis (2.5.2), (2.5.16),
(2.5.14) et (2.6.14)-(2.6.15), et on obtient
|∆1j,t(τ)| ≤
n3/2β22
α+2(2 + r/c)√
1 + |v−|
2
4(c2−|v−|2)
‖(f2 − f1, h2 − h1)‖T
×
∫ t
τ
(1 + |x−|/
√
2 + (|v−|/
√
2− r)s)−(α+2)(1 + s)ds
+
nβ12
α+1
c
√
1 + |v−|
2
4(c2−|v−|2)
∫ t
τ
(1 + |x−|/
√
2 + (|v−|/
√
2− r)s)−(α+1)ds
×‖(f2 − f1, h2 − h1)‖T . (2.6.26)
Ainsi de (2.5.9) et (2.5.12), on a
∫ t
0
|∆1j,t(τ)|dτ ≤
n3/2β˜2α+3(1 + c−1)( |v−|√
2
+ 1− r)√
1 + |v−|
2
4(c2−|v−|2)α(α− 1)(
|v−|√
2
− r)3(1 + |x−|√
2
)α−1
×‖(f2 − f1, h2 − h1)‖T , (2.6.27)
ou` β˜ = max(β1, β2). Pour estimer (2.6.25), on utilise d’abord (2.5.5), puis
(2.5.16), et on obtient
|∆2j,t(τ)| ≤
∫ t
τ
|F (v−s+ x− + f1(s), v− + h1(s))|ds
[
3c−1
√
n
(1 + |v−|
2
4(c2−|v−|2))
×
1∫
0
∣∣∣∣∣∣
t∫
−∞
(F (v−s+ x− + f2(s), v− + h2(s))− F (v−s+ x− + f1(s), v− + h1(s)))ds
+ε
τ∫
t
(F (v−s+ x− + f2(s), v− + h2(s))− F (v−s+ x− + f1(s), v− + h1(s)))ds
∣∣∣∣∣∣ dε

 .
(2.6.28)
On utilisera∣∣∣∣∣∣
t∫
−∞
(F (v−s+ x− + f2(s), v− + h2(s))− F (v−s+ x− + f1(s), v− + h1(s)))ds
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+ε
τ∫
t
(F (v−s+ x− + f2(s), v− + h2(s))− F (v−s+ x− + f1(s), v− + h1(s)))ds
∣∣∣∣∣∣
≤ 2
t∫
−∞
|(F (v−s+ x− + f2(s), v− + h2(s))−F (v−s+ x− + f1(s), v− + h1(s)))|ds,
(2.6.29)
pour tout 0 ≤ ε ≤ 1 (on rappelle que τ ≤ t).
De (2.6.28), (2.6.29), on de´duit
|∆2j,t(τ)| ≤
6
√
n
c(1 + |v−|
2
4(c2−|v−|2))
∫ t
τ
|F (v−s+ x− + f1(s), v− + h1(s))|ds
×
t∫
−∞
|(F (v−s+ x− + f2(s), v− + h2(s))− F (v−s+ x− + f1(s), v− + h1(s)))|ds.
(2.6.30)
En utilisant (2.5.2), (2.5.14), (2.6.14)-(2.6.15), (2.5.7) et (2.5.11), on obtient
t∫
−∞
|F (v−s+ x− + f2(s), v− + h2(s))− F (v−s+ x− + f1(s), v− + h1(s))|ds
≤ n
3/2β˜2α+4(1 + 1/c)(|v−|/
√
2 + 1− r)
α(|v−|/
√
2− r)2(1 + |x−|/
√
2)α
‖(f2 − f1, h2 − h1)‖T . (2.6.31)
En utilisant (2.5.1), (2.5.14) et (2.5.9), on obtient
t∫
0
t∫
τ
|F (v−s+ x− + f1(s), v− + h1(s))|dsdτ ≤ nβ12
α+1(2 + r/c)
α(α− 1)( |v−|√
2
− r)2(1 + |x−|√
2
)α−1
.
(2.6.32)
De (2.6.30)-(2.6.32), on de´duit
∫ t
0
|∆2j,t(τ)| ≤
3n3β˜222α+6(1 + 1
c
)(2 + r
c
)( |v−|√
2
+ 1− r)
c(1 + |v−|
2
4(c2−|v−|2))α
2(α− 1)( |v−|√
2
− r)4(1 + |x−|√
2
)2α−1
×‖(f2 − f1, h2 − h1)‖T . (2.6.33)
De (2.6.20), (2.6.21), (2.6.23), (2.6.27) et (2.6.33), on a
|A1v−,x−(f2, h2)(t)− A1v−,x−(f1, h1)(t)− t(A2v−,x−(f2, h2)(t)− A2v−,x−(f1, h1)(t))|
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≤
n2β˜2α+3(1 + 1
c
)( |v−|√
2
+ 1− r)√
1 + |v−|
2
4(c2−|v−|2)α(α− 1)(
|v−|√
2
− r)3(1 + |x−|√
2
)α−1
×

2 + 3
c
√
1 + |v−|
2
4(c2−|v−|2)
n3/2β˜2α+3(2 + r
c
)
α( |v−|√
2
− r)(1 + |x−|√
2
)α


×‖(f1 − f2, h1 − h2)‖T ,
ce qui implique
|A1v−,x−(f2, h2)(t)− A1v−,x−(f1, h1)(t)− t(A2v−,x−(f2, h2)(t)− A2v−,x−(f1, h1)(t))|
≤ n
7/2β˜(1 + β˜)3(1 + 1/c)322α+7(|v−|/
√
2 + 1− r)2√
1 + (|v−|2/(4(c2 − |v−|2)))α(α− 1)(|v−|/
√
2− r)4(1 + |x−|/
√
2)α−1
×‖(f1 − f2, h1 − h2)‖T . (2.6.34)
En utilisant (2.6.16), (2.5.6), (2.5.10) et (2.6.19), on obtient (2.2.11). En utili-
sant (2.6.16), (2.5.7), (2.5.11) et (2.6.34), on obtient (2.2.12). On a de´montre´
le Lemme 2.2.1. 
2.6.2 Preuve du Lemme 2.2.2
Les estimations (2.2.15) et (2.2.16) sont conse´quences imme´diates de
(2.6.3), (2.5.6) et (2.6.4).
De (2.5.1), (2.5.14), (2.5.7) et de |v−| ≤ c, on obtient que l’inte´grale
+∞∫
−∞
F (v−s+ x− + f(s), v− + h(s))ds
converge absolument pour tout (f, h) ∈ MT,r. De plus, en utilisant (2.5.4),
(2.5.16), puis (2.5.1), (2.5.14) et (2.5.8), on a pour tout u > 0
∫ +∞
u
∣∣∣∣∣∣g(g−1(v−) +
τ∫
−∞
F (v−s+ x− + f(s), v−s+ h(s))ds)
−g(g−1(v−) +
+∞∫
−∞
F (v−s+ x− + f(s), v− + h(s))ds)
∣∣∣∣∣∣ dτ
≤ n
3/2β12
α+1(2 + r
c
)√
1 + |v−|
2
4(c2−|v−|2)
+∞∫
u
+∞∫
τ
(1 + |x−|/
√
2 + (|v−|/
√
2− r)s)−(α+1)dsdτ
≤ n
3/2β12
α+1(2 + r/c)(1 + |x−|/
√
2 + (|v−|/
√
2− r)u)−(α−1)√
1 + |v−|
2
4(c2−|v−|2)α(α− 1)(|v−|/
√
2− r)2
. (2.6.35)
78 CHAPITRE 2. DIFFUSION INVERSE AUX HAUTES E´NERGIES
Ainsi on peut re´e´crire A1v−,x− sous la forme
A1v−,x−(f, h)(t) = t

g(g−1(v−) +
+∞∫
−∞
F (v−s+ x− + f(s), v− + h(s))ds)− v−


+
0∫
−∞

g(g−1(v−) +
τ∫
−∞
F (v−s+ x− + f(s), v− + h(s))ds)− v−

 dτ
+
+∞∫
0

g(g−1(v−) +
τ∫
−∞
F (v−s+ x− + f(s), v− + h(s))ds)
−g(g−1(v−) +
+∞∫
−∞
F (v−s+ x− + f(s), v− + h(s))ds)

 dτ
−
+∞∫
t

g(g−1(v−) +
τ∫
−∞
F (v−s+ x− + f(s), v− + h(s))ds)
− g(g−1(v−) +
+∞∫
−∞
F (v−s+ x− + f(s), v− + h(s))ds)

 dτ (2.6.36)
et on obtient alors (2.2.17) et (2.2.18)-(2.2.19), ou`
Hv−,x−(f, h)(t) =
+∞∫
t

g(g−1(v−) +
+∞∫
−∞
F (v−s+ x− + f(s), v− + h(s))ds)
−g(g−1(v−) +
τ∫
−∞
F (v−s+ x− + f(s), v− + h(s))ds)

 dτ. (2.6.37)
Les formules (2.6.37) et (2.6.35) donnent (2.2.23). En utilisant (2.6.37), (2.5.4),
(2.5.16), (2.5.1), (2.5.14) et (2.5.6), on obtient (2.2.22).
En utilisant (2.2.18), (2.5.4), (2.5.16), (2.5.1), (2.5.14) et (2.5.7), on obtient
(2.2.20).
On e´crit
lv−,x−(f, h) = A
1
v−,x−(f, h)(0) +
+∞∫
0

g(g−1(v−) +
τ∫
−∞
F (v−s+ x− + f(s),
v− + h(s))ds)− g(g−1(v−) +
+∞∫
−∞
F (v−s+ x− + f(s), v− + h(s))ds)

 dτ.
(2.6.38)
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En utilisant (2.6.38), (2.6.8) et (2.6.35), on obtient (2.2.21).
Finalement on a de´montre´ le Lemme 2.2.2. 
2.6.3 Preuve du Lemme 2.2.3
En utilisant (2.2.4) et (2.2.10), on obtient
‖(y−, u−)− (0, 0)‖T = ‖(y−, u−)‖T ≤ ρ(c, n, β˜, α, |v−|, |x−|, r), T = +∞.
En utilisant (2.2.18), (2.6.11) avec (2.6.16) et (2.5.11) (T = +∞ et t→ +∞),
on obtient (2.2.24).
De (2.6.38), on a
|lv−,x−(y−, u−)− lv−,x−(0, 0)| ≤ |A1v−,x−(y−, u−)(0)− A1v−,x−(0, 0)(0)| (2.6.39)
+
∣∣∣∣ limt→+∞
{∫ t
0
[
g(g−1(v−) +
∫ τ
−∞
F (v−s+ x− + y−(s), v− + u−(s))ds)
−g(g−1(v−) +
∫ t
−∞ F (v−s+ x− + y−(s), v− + u−(s))ds)
−g(g−1(v−) +
τ∫
−∞
F (v−s+ x−, v−)ds) + g(g−1(v−) +
t∫
−∞
F (v−s+ x−, v−)ds)
−
(
g(g−1(v−) +
∫ +∞
−∞ F (v−s+ x− + y−(s), v− + u−(s))ds)
−g(g−1(v−) +
t∫
−∞
F (v−s+ x− + y−(s) + u−(s))ds)
)
+ (g(g−1(v−)
+
+∞∫
−∞
F (v−s+ x−)ds)− g(g−1(v−) +
t∫
−∞
F (v−s+ x−)ds)
)]
dτ
}∣∣∣∣ .
En utilisant (2.5.4), (2.5.16), (2.5.1), (2.5.14) et (2.5.6), on obtient
t
∣∣∣∣g(g−1(v−) + +∞∫−∞F (v−s+ x− + f(s), v− + h(s))ds)
−g(g−1(v−) +
t∫
−∞
F (v−s+ x− + f(s), v− + h(s))ds)
∣∣∣∣ −→t→+∞ 0,
(2.6.40)
pour tous t > 0, (f, h) ∈MT,r.
De (2.6.39) et (2.6.40), on obtient
|lv−,x−(y−, u−)− lv−,x−(0, 0)| ≤ |A1v−,x−(y−, u−)(0)− A1v−,x−(0, 0)(0)| (2.6.41)
+
∣∣∣limt→+∞ {∫ t0 [g(g−1(v−) + ∫ τ−∞ F (v−s+ x− + y−(s), v− + u−(s))ds)
−g(g−1(v−) +
∫ t
−∞ F (v−s+ x− + y−(s), v− + u−(s))ds)− g(g−1(v−)
+
∫ τ
−∞ F (v−s+ x−, v−)ds) + g(g
−1(v−) +
∫ t
−∞ F (v−s+ x−, v−)ds)
]
dτ
}∣∣∣ .
En utilisant (2.6.21)-(2.6.23), (2.6.27) et (2.6.33), et en utilisant l’ine´galite´
‖(y−, u−)‖T ≤ ρ(c, n, β˜, α, |v−|, |x−|, r), T = +∞, et (2.6.41), nous obtenons
(2.2.26).
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Nous allons maintenant de´montrer (2.2.25). Tout d’abord
v− + kv−,x−(y−, u−) = g(g
−1(v−) +
∫ +∞
−∞
F (v−s+ x− + y−(s), v− + u−(s))ds).
(2.6.42)
En utilisant l’inte´grale premie`re du mouvement E, nous avons |v−| = |v− +
kv−,x−(y−, u−)|, et en appliquant g−1 a` l’e´galite´ (2.6.42), nous obtenons
kv−,x−(y−, u−)√
1− |v−|2/c2
=
∫ +∞
−∞
F (v−s+ x− + y−(s), v− + u−(s))ds. (2.6.43)
De (2.6.43), (2.6.13), (2.6.14)-(2.6.15), (2.5.7) et (2.5.11) et de ‖(y−, u−)‖T ≤
ρ(c, n, β˜, α, |v−|, |x−|, r), T = +∞, nous obtenons∣∣∣∣∣∣
kv−,x−(y−, u−)√
1− |v−|2/c2
−
+∞∫
−∞
F (v−s+ x−, v−)ds
∣∣∣∣∣∣ ≤
+∞∫
−∞
|F (v−s+ x− + y−(s), v−
+u−(s))− F (v−s+ x−, v−)|ds
≤
n3/2β˜2α+4(1 + 1
c
)( |v−|√
2
− r + 1)
α( |v−|√
2
− r)2(1 + |x−|√
2
)α
×ρ(c, n, β˜, α, |v−|, |x−|, r).
Finalement, on a de´montre´ le Lemme 2.2.3. 
2.7 Preuve du The´ore`me 2.3.2
On suppose toujours que les constantes α, n, c, β1, β2 sont fixe´es. On fixe
(θ, x) ∈ TSn−1.
On utilisera l’ine´galite´ suivante∣∣∣∣1s
∫ u
−∞
F (x+ τθ, sθ)dτ
∣∣∣∣ ≤ 2β1nα(s/√2)(1 + |x|/√2− u/√2)α , (2.7.1)
pour tous s ∈]0, c[ et u ∈]−∞, 0] ; et on utilisera l’ine´galite´∣∣∣∣1s
∫ +∞
u
F (x+ τθ, sθ)dτ
∣∣∣∣ ≤ 2β1nα(s/√2)(1 + |x|/√2 + u/√2)α , (2.7.2)
pour tous s ∈]0, c[ et u ∈ [0,+∞[.
Commenc¸ons par de´montrer (2.7.1) (la preuve de (2.7.2) est tout a` fait
similaire a` celle de (2.7.1)).
Comme θ ◦ x = 0 et |θ| = 1, on a
|x+ wθ| ≥ |x|/
√
2 + |w|/
√
2, (2.7.3)
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pour tout w ∈ R. L’estimation (2.7.1) se de´duit alors de (2.5.1), (2.7.3) et
(2.5.6).
Avant de de´montrer le The´ore`me 2.3.2, nous aurons besoin de trois lemmes
(Lemmes 2.7.1, 2.7.2, 2.7.3) que l’on e´nonce et que l’on de´montre ci-dessous.
Lemme 2.7.1. Sous les conditions (2.1.2)-(2.1.3), il existe une fonction
g˜c,n,β0,β1,α,|x| :]−∞, 0]→ [0,+∞[ inte´grable sur ]−∞, 0] telle que∣∣∣∣∣∣(1 + δ1(c, θ, x, s, u))−
1
2 − 1−
V (x+ uθ)
√
1− s2
c2
c2
∣∣∣∣∣∣
≤ g˜c,n,β0,β1,α,|x|(u)(1− s2/c2), (2.7.4)
pour tous u ∈] −∞, 0], s ∈ [z2(c, n, β1, α, |x|), c[, ou` z2 est de´fini par (2.3.13)
et
δ1(c, θ, x, s, u) =
−2V (x+ uθ)
√
1− s2
c2
+
1− s2
c2
s2
∣∣∣∣ u∫−∞F (x+ τθ, sθ)dτ
∣∣∣∣
2
c2
≥ −3
4
,
(2.7.5)
pour tous u ∈]−∞, 0], s ∈ [z2(c, n, β1, α, |x|), c[.
Preuve du Lemme 2.7.1. Soient s ∈]0, c[, s ≥ z2(c, n, β1, α, |x|) et u ∈]−∞, 0].
De (2.7.1) et de la de´finition de z2(c, n, β1, α, |x|) (voir (2.3.13)), on obtient∣∣∣∣∣∣
sθ√
1− s2
c2
+
1
s
u∫
−∞
F (x+ τθ, sθ)dτ
∣∣∣∣∣∣ ≥
s
2
√
1− s2/c2 . (2.7.6)
En de´veloppant le carre´ de la norme on obtient :∣∣∣∣∣∣
sθ√
1− s2
c2
+
1
s
u∫
−∞
F (x+ τθ, sθ)dτ
∣∣∣∣∣∣
2
=
s2
1− s2
c2
− 2V (x+ uθ)√
1− s2/c2
+
∣∣∣∣∣∣
1
s
u∫
−∞
F (x+ τθ, sθ)dτ
∣∣∣∣∣∣
2
(2.7.7)
(remarquons que (B(x)y) ◦ y = 0 pour tous x, y ∈ Rn, ou` ◦ de´signe le produit
scalaire usuel sur Rn). En utilisant (2.7.6) et (2.7.7), on obtient
δ1(c, θ, x, s, u) =
1 + 1
c2
∣∣∣∣ sθ√1−s2/c2 + 1s ∫ u−∞ F (x+ τθ, sθ)dτ
∣∣∣∣
2
1 + s
2
c2−s2
− 1
≥
1 + s
2
4(c2−s2)
1 + s
2
c2−s2
− 1 ≥ −3/4. (2.7.8)
82 CHAPITRE 2. DIFFUSION INVERSE AUX HAUTES E´NERGIES
De plus, de la de´finition de δ1(c, θ, x, s, u), et de (2.1.2)-(2.1.3), (2.5.1), (2.7.1),
(2.5.6) et de l’hypothe`se s ≥ z2(c, n, β1, α, |x|), s < c, on a
|δ1(c, θ, x, s, u)| ≤
√
1− s2/c2
[
β02(1 + |x|/
√
2− u/√2)−α
c2
+
√
1− z2(c,n,β1,α,|x|)2
c2
β21n
28(1 + |x|√
2
− u√
2
)−2α
z2(c, n, β1, α, |x|)2c2α2

 .(2.7.9)
En utilisant le de´veloppement de Taylor de la fonction ] − 1,+∞[→ R,
δ 7→ (1 + δ)−1/2 en δ = 0, on a,
(1 + δ1(c, θ, x, s, u))
− 1
2 − 1− V (x+uθ)
q
1− s2
c2
c2
= −1−
s2
c2
2s2c2
∣∣∣∣ u∫−∞F (x+ τθ, sθ)dτ
∣∣∣∣
2
+3
4
∫ 1
0
(1− w)(1 + wδ1(c, θ, x, s, u))−5/2dw δ1(c, θ, x, s, u)2. (2.7.10)
On estime le premier terme du coˆte´ droit de (2.7.10) graˆce a` (2.5.1), (2.7.1),
(2.5.6). On estime le second terme du coˆte´ droit de (2.7.10) en utilisant (2.7.8)
et (2.7.9). En utilisant aussi l’ine´galite´ s ≥ z2(c, n, β1, α, |x|), on obtient fina-
lement∣∣∣∣∣∣(1 + δ1(c, θ, x, s, u))−
1
2 − 1−
V (x+ uθ)
√
1− s2
c2
c2
∣∣∣∣∣∣ ≤ (1−s2/c2)g˜c,n,β0,β1,α,|x|(u)
ou`
g˜c,n,β0,β1,α,|x|(u) =
8n2β21
c2z2(c,n,β1,α,|x|)2α2(1+|x|/
√
2−u/√2)2α
+45/2 3
2c4
[
β0(1 + |x|/
√
2− u/√2)−α
+
√
1−z2(c,n,β1,α,|x|)2/c24β21n2(1+|x|/
√
2−u/√2)−2α
z2(c,n,β1,α,|x|)2α2
]2
.
Finalement, on a de´montre´ le Lemme 2.7.1.
Lemme 2.7.2. Soit β un re´el strictement positif et soit s ∈]0, c[, s ≥ z2(c, n,
β1, α, |x|). Alors il existe un nombre re´el strictement positif kβ,c,n,β1,α,|x| tel que∣∣∣∣∣∣
(
1 +
1− s2/c2
s2c2
∣∣∣∣
∫ +∞
−∞
F (x+ τθ, sθ)dτ
∣∣∣∣
2
)−β
− 1
∣∣∣∣∣∣ ≤ (1− s2/c2)kβ,c,n,β1,α,|x|.
Preuve du Lemme 2.7.2. On de´finit
δ2(c, θ, x, s) =
1− s2/c2
s2c2
∣∣∣∣
∫ +∞
−∞
F (x+ τθ, sθ)dτ
∣∣∣∣
2
≥ 0. (2.7.11)
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En utilisant (2.7.1)-(2.7.2) et l’ine´galite´ s ≥ z2(c, n, β1, α, |x|), on obtient
δ2(c, θ, x, s) ≤ (1− s2/c2) 32n
2β21
c2z2(c, n, β1, α, |x|)2α2(1 + |x|/
√
2)2α
. (2.7.12)
En utilisant le de´veloppement de Taylor de la fonction ] − 1,+∞[→ R, δ 7→
(1 + δ)−β en δ = 0, et en utilisant (2.7.11), on obtient
(1 + δ2(c, θ, x, s))
−β − 1 = −βδ2(c, θ, x, s)
∫ 1
0
(1 + wδ2(c, θ, x, s))
−(β+1)dw.
(2.7.13)
De (2.7.11)-(2.7.13), on a
|(1 + δ2(c, θ, x, s))−β − 1| ≤ βδ2(c, θ, x, s) ≤ (1− s2/c2)kβ,c,d,β1,α,|x|,
ou`
kβ,c,n,β1,α,|x| =
32βn2β21
c2z2(c, n, β1, α, |x|)2α2(1 + |x|/
√
2)2α
.
Finalement, on a de´montre´ le Lemme 2.7.2.
On suppose toujours que (θ, x) ∈ TSn−1, et que les constantes α, n, c, β1,
β2 sont fixe´es. Soient s ∈]0, c[, s ≥ z2(c, n, β1, α, |x|), u ∈ [0,+∞[. On de´finit
A(c, θ, x, s, u) = (1 + t(c, θ, x, s, u))−1/2 , (2.7.14)
ou`
t(c, θ, x, s, u) =
1 + 1
c2
∣∣∣∣ sθ√1−s2/c2 + 1s ∫ u−∞ F (x+ τθ, sθ)dτ
∣∣∣∣
2
1 + 1
c2
∣∣∣∣ sθ√1−s2/c2 + 1s ∫ +∞−∞ F (x+ τθ, sθ)dτ
∣∣∣∣
2 − 1. (2.7.15)
En de´veloppant le carre´ des normes qui apparaissent au de´nominateur et au
nume´rateur de la fraction du coˆte´ droit de (2.7.15), on obtient
t(c, θ, x, s, u) =
−2V (x+ uθ)√1− s2/c2 + 1−s2/c2
s2
∣∣∣∫ +∞u F (x+ τθ, sθ)dτ ∣∣∣2(
1 + (1−s
2/c2)
s2c2
∣∣∣∫ +∞−∞ F (x+ τθ, sθ)dτ ∣∣∣2
)
c2
−
2(1−s2/c2)
s2
+∞∫
u
F (x+ τθ, sθ)dτ ◦
+∞∫
−∞
F (x+ τθ, sθ)dτ(
1 + (1−s
2/c2)
s2c2
∣∣∣∣+∞∫−∞F (x+ τθ, sθ)dτ
∣∣∣∣
2
)
c2
, (2.7.16)
ou` ◦ de´signe le produit scalaire sur Rn.
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Lemme 2.7.3. Sous les conditions (2.1.2)-(2.1.3), il existe une fonction
hc,n,β0,β1,α,|x| : [0,+∞[→ [0,+∞[ inte´grable sur [0,+∞[ telle que pour tous
s ∈]0, c[, s ≥ z2(c, n, β1, α, |x|), u ∈ [0,+∞[, on a∣∣∣∣∣A(c, θ, x, s, u)− 1− V (x+ uθ)
√
1− s2/c2
c2
∣∣∣∣∣ ≤ (1− s2/c2)hc,n,β0,β1,α,|x|(u).
Preuve du Lemme 2.7.3. On cherche tout d’abord une borne supe´rieure sur
t(c, θ, x, s, u). On a
∣∣∣∣ sθ√1−s2/c2 + 1s
u∫
−∞
F (x+ τθ, sθ)dτ
∣∣∣∣ ≥
∣∣∣∣ sθ√1−s2/c2 + 1s
+∞∫
−∞
F (x+ τθ, sθ)dτ
∣∣∣∣
−
∣∣∣1s ∫ +∞u F (x+ τθ, sθ)dτ ∣∣∣ . (2.7.17)
De (2.7.1)-(2.7.2), on a∣∣∣∣∣∣
sθ√
1− s2/c2 +
1
s
+∞∫
−∞
F (x+ τθ, sθ)dτ
∣∣∣∣∣∣ ≥
s√
1− s2/c2 −
4β1n
α(s/
√
2)(1 + |x|/√2)α .
(2.7.18)
En utilisant d’abord (2.7.2) puis l’ine´galite´ s ≥ z2(c, n, β1, α, |x|) et (2.7.18),
on a ∣∣∣∣∣∣
1
s
+∞∫
u
F (x+ τθ, sθ)dτ
∣∣∣∣∣∣ ≤
2β1n
(s/
√
2)α(1 + |x|/√2)α
≤ 1
6

 s√
1− s2
c2
− 4β1n
α s√
2
(1 + |x|√
2
)α


≤ 1
6
∣∣∣∣∣∣
sθ√
1− s2
c2
+
1
s
+∞∫
−∞
F (x+ τθ, sθ)dτ
∣∣∣∣∣∣ ,(2.7.19)
et de (2.7.17) et (2.7.19), on obtient∣∣∣∣∣∣
sθ√
1− s2
c2
+
1
s
u∫
−∞
F (x+ τθ, sθ)dτ
∣∣∣∣∣∣ ≥
5
6
∣∣∣∣∣∣
sθ√
1− s2
c2
+
1
s
+∞∫
−∞
F (x+ τθ, sθ)dτ
∣∣∣∣∣∣ .
(2.7.20)
En utilisant (2.7.15) et (2.7.20), on a
t(c, θ, x, s, u) ≥ 25
36
− 1 = −11
36
. (2.7.21)
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On cherche maintenant une borne supe´rieure pour t(c, θ, x, s, u). Le coˆte´
droit de (2.7.16) est une soustraction de deux fractions dont le de´nominateur
est plus grand que c2, ce qui implique
|t(c, θ, x, s, u)| ≤ 1
c2
∣∣∣∣∣∣−2V (x+ uθ)
√
1− s
2
c2
+
1− s2
c2
s2
∣∣∣∣∣∣
+∞∫
u
F (x+ τθ, sθ)dτ
∣∣∣∣∣∣
2
−2(1−
s2
c2
)
s2
+∞∫
u
F (x+ τθ, sθ)dτ ◦
+∞∫
−∞
F (x+ τθ, sθ)dτ
∣∣∣∣∣∣ , (2.7.22)
ou` ◦ de´signe le produit scalaire sur Rn. Ainsi, en utilisant (2.1.2), (2.7.1)-
(2.7.2), on obtient
|t(c, θ, x, s, u)| ≤ c−2
√
1− s2/c2
[
2β0(1 + |x|/
√
2 + u/
√
2)−α
+
√
1− z2(c, n, β1, α, |x|)2/c2
z2(c, n, β1, α, |x|)2
n2β218
α2(1 + |x|/√2 + u/√2)2α (2.7.23)
+
√
1− z2(c, n, β1, α, |x|)2/c2
z2(c, n, β1, α, |x|)2
n2β2132
α2(1 + |x|/√2 + u/√2)α(1 + |x|/√2)α
]
.
En utilisant (2.7.14), (2.7.21), et le de´veloppement de Taylor de la fonction
]− 1,+∞[→ R, δ 7→ (1 + δ)−1/2 en δ = 0, et en utilisant (2.7.16), on obtient
∣∣∣∣∣A(c, θ, x, s, u)− 1− V (x+ uθ)
√
1− s2/c2
c2
∣∣∣∣∣
=
∣∣∣∣∣∣−
1
2
t(c, θ, x, s, u) +
3
4
1∫
0
(1− w)(1 + w t(c, θ, x, s, u))− 52dw t(c, θ, x, s, u)2
−V (x+ uθ)
√
1− s2/c2
c2
∣∣∣∣∣
≤
∣∣∣∣∣∣∣
V (x+ uθ)
√
1− s2
c2
c2

1−

1 + 1− s2c2
c2s2
∣∣∣∣∣∣
+∞∫
−∞
F (x+ τθ, sθ)dτ
∣∣∣∣∣∣
2

−1
∣∣∣∣∣∣∣
+
2(1−s2/c2)
s2
+∞∫
u
|F (x+ τθ, sθ)|dτ
+∞∫
−∞
|F (x+ τθ, sθ)|dτ(
1 + (1−s
2/c2)
s2c2
∣∣∣∣+∞∫−∞F (x+ τθ, sθ)dτ
∣∣∣∣
2
)
c2
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+
1
2
1−s2/c2
s2
∣∣∣∣+∞∫
u
F (x+ τθ, sθ)dτ
∣∣∣∣
2
(
1 + (1−s
2/c2)
s2c2
∣∣∣∣+∞∫−∞F (x+ τθ, sθ)dτ
∣∣∣∣
2
)
c2
+
3
8
(
25
36
)−
5
2 t(c, θ, x, s, u)2. (2.7.24)
On utilise le Lemme 2.7.2, les conditions (2.1.2) et le fait que s ≥ z2(c, n, β1, α,
|x|) pour estimer le premier terme du coˆte´ droit de l’ine´galite´ (2.7.24). Afin
d’estimer les deuxie`me et troisie`me termes du coˆte´ droit de l’ine´galite´ (2.7.24),
on utilise le fait que le de´nominateur est plus grand que c2, et on utilise aussi
(2.7.1)-(2.7.2), et le fait que s ≥ z2(c, n, β1, α, |x|). On estime le quatrie`me
terme du coˆte´ droit de l’ine´galite´ (2.7.24) par (2.7.23). Ainsi on obtient
∣∣∣∣∣A(c, θ, x, s, u)− 1− V (x+ uθ)
√
1− s2/c2
c2
∣∣∣∣∣ ≤ (1− s2/c2)hc,n,β0,β1,α,|x|(u),
ou`
hc,n,β0,β1,α,|x|(u) =
1
c2
(1 + |x|/
√
2 + u/
√
2)−α
{
β0k1,c,n,β1,α,|x|
√
1− z2(c, n, β1, α, |x|)2/c2
+
4β21n
2
α2z2(c, n, β1, α, |x|)2
(
(1 + |x|/
√
2 + u/
√
2)−α + 4(1 + |x|/
√
2)−α
)
+
3
2c2
(
25
36
)−
5
2
[
β0(1 + |x|/
√
2 + u/
√
2)−α/2
+
4n2β21
√
1− z2(c, n, β1, α, |x|)2/c2
z2(c, n, β1, α, |x|)2α2(1 + |x|/
√
2 + u/
√
2)α/2
×
(
(1 + |x|/
√
2 + u/
√
2)−α + 4(1 + |x|/
√
2)−α
)]2}
.
Finalement, on a de´montre´ le Lemme 2.7.3.
Preuve du The´ore`me 2.3.2. On suppose que les constantes α, n, c, β1 et β2
sont fixe´es. Soit (θ, x) ∈ TSn−1 et soit s ∈]0, c[, s ≥ z2(c, n, β1, α, |x|). On va
e´tudier l’asymptotique de lsθ,x(0, 0) qui est de´fini par la formule (2.2.19).
Tout d’abord, on cherche l’asymptotique de
0∫
−∞

g(g−1(sθ) +
τ∫
−∞
F (usθ + x, sθ)du)− sθ

 dτ.
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Par les changements de variables sucessifs « τ »= sτ , puis « u »= su, on obtient
0∫
−∞

g(g−1(sθ) +
τ∫
−∞
F (usθ + x, sθ)du)− sθ

 dτ
=
0∫
−∞


θ√
1−s2/c2 +
1
s2
τ∫
−∞
F (uθ + x, sθ)du√
1 + c−2
∣∣∣∣ sθq1− s2
c2
+ 1
s
τ∫
−∞
F (uθ + x, sθ)du
∣∣∣∣
2
− θ

 dτ. (2.7.25)
En de´veloppant le carre´ de la norme qui apparaˆıt au de´nominateur de la frac-
tion sous l’inte´grale du coˆte´ droit de l’e´galite´ (2.7.25), ce de´nominateur devient
1 + c−2
∣∣∣∣∣∣
sθ√
1− s2/c2 +
1
s
τ∫
−∞
F (uθ + x, sθ)du
∣∣∣∣∣∣
2

−1/2
=
(1 + δ1(c, θ, x, s, τ))
−1/2(1− s2/c2)1/2, (2.7.26)
ou` δ1 est de´fini par (2.7.5). On de´finit
Λ1(θ, x, s) =
∣∣∣∣(1− s2/c2)− 12 0∫−∞
[
g(g−1(sθ) +
τ∫
−∞
F (usθ + x, sθ)du)− sθ
]
dτ
−c−2 ∫ 0−∞V (τθ + x)dτθ − s−2 ∫ 0−∞∫ τ−∞F (uθ + x, sθ)dudτ ∣∣∣ . (2.7.27)
De (2.7.25)-(2.7.27), on a
Λ1(θ, x, s) ≤
0∫
−∞
∣∣∣(1 + δ1(c, θ, x, s, τ))− 12 − 1− c−2V (τθ + x)√1− s2/c2∣∣∣
×
(
1√
1−s2/c2 + s
−2
τ∫
−∞
|F (uθ + x, sθ)|du
)
dτ
+
0∫
−∞
∣∣∣∣(1 + 1c2V (τθ + x)
√
1− s2
c2
)
(
θq
1− s2
c2
+ 1
s2
τ∫
−∞
F (uθ + x, sθ)du
)
− θ√
1−s2/c2 − c
−2V (τθ + x)θ − s−2
τ∫
−∞
F (uθ + x, sθ)du
∣∣∣∣ dτ. (2.7.28)
On estime la premie`re inte´grale du coˆte´ droit de (2.7.28) en utilisant le
Lemme 2.7.1. Par conse´quent en de´veloppant le premier produit sous la se-
conde inte´grale de la forme
∫ 0
−∞ situe´e du coˆte´ droit de (2.7.28), on obtient
Λ1(θ, x, s) ≤
√
1− s2
c2
0∫
−∞
[
g˜c,n,β0,β1,α,|x|(τ)
(
1 + 1
s2
√
1− s2
c2
τ∫
−∞
|F (uθ + x,
sθ)|du) +
∣∣∣∣V (τθ+x)s2c2 τ∫−∞F (uθ + x, sθ)du
∣∣∣∣
]
dτ. (2.7.29)
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On de´finit |V |∞ = supy∈Rn |V (y)|. En utilisant (2.7.29), (2.1.2), (2.7.1)-(2.7.2)
et (2.5.8), et le fait que s ≥ z2(c, n, β1, α, |x|), on a
Λ1(θ, x, s) ≤
√
1− s2/c2
[(
1 +
√
1−z2(c,n,β1,α,|x|)2/c2
z2(c,n,β1,α,|x|)2
β1n2
√
2
α(1+|x|/√2)α
)
× ∫ 0−∞ g˜c,n,β0,β1,α,|x|(τ)dτ + β1n4|V |∞z2(c,n,β1,α,|x|)2c2α(α−1)(1+|x|/√2)α−1
]
. (2.7.30)
Maintenant, on cherche l’asymptotique de
+∞∫
0

g(g−1(sθ) +
τ∫
−∞
F (usθ + x, sθ)du)− g(g−1(sθ) +
+∞∫
−∞
F (usθ + x, sθ)du)

 dτ.
Par les changements de variables « τ »= sτ , puis « u »= su, on a
+∞∫
0

g(g−1(sθ) +
τ∫
−∞
F (usθ + x, sθ)du)
− g(g−1(sθ) +
+∞∫
−∞
F (usθ + x, sθ)du)

 dτ
=
+∞∫
0


θ√
1−s2/c2 +
1
s2
τ∫
−∞
F (uθ + x, sθ)du√
1 + c−2
∣∣∣∣ sθ√1−s2/c2 + 1s
τ∫
−∞
F (uθ + x, sθ)du
∣∣∣∣
2
−
θ√
1−s2/c2 +
1
s2
+∞∫
−∞
F (uθ + x, sθ)du√
1 + c−2
∣∣∣∣ sθ√1−s2/c2 + 1s
+∞∫
−∞
F (uθ + x, sθ)du
∣∣∣∣
2

 dτ. (2.7.31)
On e´tudie tout d’abord le de´nominateur de la premie`re fraction qui est sous
l’inte´grale de (2.7.31). De (2.7.15) et (2.7.14), on a
(
1 + c−2
∣∣∣∣ sθq1− s2
c2
+ 1
s
τ∫
−∞
F (uθ + x, sθ)du
∣∣∣∣
2
)− 1
2
=
(
1 + c−2
∣∣∣∣ sθq1− s2
c2
+ 1
s
+∞∫
−∞
F (uθ + x, sθ)du
∣∣∣∣
2
)− 1
2
A(c, θ, x, s, τ).(2.7.32)
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On de´finit
Λ2(c, θ, x, s) :=
∣∣∣∣(1− s2/c2)− 12 +∞∫
0
[
g(g−1(sθ) +
τ∫
−∞
F (usθ + x, sθ)du)
−g(g−1(sθ) +
+∞∫
−∞
F (usθ + x, sθ)du)
]
dτ
−c−2 ∫ +∞
0
V (τθ + x)dτθ + s−2
∫ +∞
0
∫ +∞
τ
F (uθ + x, sθ)dudτ
∣∣∣ . (2.7.33)
De (2.7.31)-(2.7.33), on de´duit
Λ2(c, θ, x, s) ≤ Λ2,1(c, θ, x, s) + Λ2,2(c, θ, x, s), (2.7.34)
ou`
Λ2,1(c, θ, x, s) :=
+∞∫
0
∣∣∣∣∣∣∣∣
(1− s2
c2
)−
1
2

1 +
˛˛˛
˛˛ sθ√
1−s2/c2
+ 1
s
+∞R
−∞
F (uθ+x,sθ)du
˛˛˛
˛˛
2
c2


− 1
2
×
(
A(c, θ, x, s, τ)− 1− V (τθ + x)
q
1− s2
c2
c2
)
×
(
θq
1− s2
c2
+ 1
s2
τ∫
−∞
F (uθ + x, sθ)du
)∣∣∣∣ dτ,
(2.7.35)
Λ2,2(c, θ, x, s) :=
+∞∫
0
∣∣∣∣∣∣∣∣∣∣
(1− s2
c2
)−
1
2

1 +
˛˛˛
˛˛˛ sθr
1− s2
c2
+ 1
s
+∞R
−∞
F (uθ+x,sθ)du
˛˛˛
˛˛˛
2
c2


− 1
2
×
[(
1 + V (τθ + x)
q
1− s2
c2
c2
)(
θq
1− s2
c2
+ 1
s2
τ∫
−∞
F (uθ + x, sθ)du
)
−
(
θ√
1−s2/c2 +
1
s2
+∞∫
−∞
F (uθ + x, sθ)du
)]
− V (τθ+x)
c2
θ
+ 1
s2
+∞∫
τ
F (uθ + x, sθ)du
∣∣∣∣ dτ.
(2.7.36)
Commenc¸ons par estimer Λ2,1(c, θ, x, s).
Du Lemme 2.7.3 et de (2.7.35), on a
Λ2,1(c, θ, x, s) ≤
√
1− s2
c2
(
1 + 1
c2
∣∣∣∣ sθ√1−s2/c2 + 1s
+∞∫
−∞
F (uθ + x, sθ)du
∣∣∣∣
2
)− 1
2
×
(
1√
1−s2/c2 +
1
s2
+∞∫
−∞
|F (uθ + x, sθ)|du
)
+∞∫
0
hc,n,β0,β1,α,|x|(τ)dτ. (2.7.37)
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De plus, en de´veloppant le carre´ de la norme apparaissant dans le premier
terme ci-dessous, on a

1 +
∣∣∣∣ sθ√1−s2/c2 + 1s
+∞∫
−∞
F (uθ + x, sθ)du
∣∣∣∣
2
c2


− 1
2
=
√
1− s2/c2

1 + 1− s2/c2
s2c2
∣∣∣∣∣∣
+∞∫
−∞
F (uθ + x, sθ)du
∣∣∣∣∣∣
2

− 1
2
(2.7.38)
≤
√
1− s2/c2. (2.7.39)
En utilisant (2.7.37)-(2.7.39), (2.7.1), (2.7.2), et le fait que s ≥
z2(c, n, β1, α, |x|), on obtient
Λ2,1(c, θ, x, s) ≤
√
1− s2/c2
(
1 +
β1n
√
1− z2(c, n, β1, α, |x|)2/c24
√
2
z2(c, d, β1, α, |x|)2α(1 + |x|/
√
2)α
)
×
∫ +∞
0
hc,n,β0,β1,α,|x|(τ)dτ. (2.7.40)
Estimons maintenant Λ2,2(c, θ, x, s).
De (2.7.36) et (2.7.38), on a
Λ2,2(c, θ, x, s) ≤
+∞∫
0
∣∣∣∣∣∣
(
1 + 1−s
2/c2
s2c2
∣∣∣∣+∞∫−∞F (uθ + x, sθ)du
∣∣∣∣
2
)− 1
2
− 1
∣∣∣∣∣∣
×
∣∣∣∣− 1s2 +∞∫
τ
F (uθ + x, sθ)du+ V (τθ+x)
c2
θ
+
√
1−s2/c2
s2c2
V (τθ + x)
τ∫
−∞
F (uθ + x, sθ)du
∣∣∣∣ dτ
+
∫ +∞
0
∣∣∣∣
√
1−s2/c2
s2c2
V (τθ + x)
τ∫
−∞
F (uθ + x, sθ)du
∣∣∣∣ dτ. (2.7.41)
Ainsi en utilisant le Lemme 2.7.2, les conditions (2.1.2), et (2.5.1), (2.7.3),
(2.5.6), (2.5.7) et (2.7.1)-(2.7.2), et le fait que s ≥ z2(c, n, β1, α, |x|), on obtient
Λ2,2(c, θ, x, s) ≤
√
1− s2/c2
[
k1/2,c,n,β1,α,|x|
√
1−z2(c,n,β1,α,|x|)2/c2
(α−1)(1+|x|/√2)α−1
×
(
nβ14
z2(c,n,β1,α,|x|)2α +
β0
√
2
c2
+
nβ0β18
√
1−z2(c,n,β1,α,|x|)2/c2
z2(c,n,β1,α,|x|)2c2α(1+|x|/
√
2)α
)
+ nβ0β18
z2(c,n,β1,α,|x|)2c2α(α−1)(1+|x|/
√
2)2α−1
]
. (2.7.42)
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De (2.2.19), (2.7.27), (2.7.30), (2.7.33), (2.7.35)-(2.7.36), (2.7.40) et
(2.7.42), on de´duit qu’il existe Cc,n,β0,β1,α,|x| telle que∣∣∣∣ lsθ,x(0,0)√1−s2/c2 − 1c2PV (θ, x)θ + 1s2 ∫ +∞0 ∫ +∞τ F (x+ uθ, sθ)dudτ
− 1
s2
∫ 0
−∞
∫ τ
−∞ F (x+ uθ, sθ)dudτ
∣∣∣ ≤ Λ1(c, θ, x, s) + Λ2(c, θ, x, s)
≤ Cc,n,β0,β1,α,|x|
√
1− s2/c2. (2.7.43)
L’estime´e (2.3.14) se de´duit de (2.7.43). Finalement, on a de´montre´ le
The´ore`me 2.3.2.
2.8 A` propos du temps de retard
Comme nous l’avons de´ja` mentionne´ dans la section 2.3, en utilisant les
The´ore`mes 2.3.1 et 2.3.2 nous pouvons obtenir l’asymptotique et des esti-
mations pour des fonctions s’exprimant a` l’aide de a(v−, x−) et b(v−, x−)
lorsque l’on conside`re de la diffusion aux petits angles. Dans cette section,
nous conside´rons notamment le cas du temps de retard. Nous rappelons la
de´finition du temps de retard, puis nous en donnons une estimation et une
asymptotique dans le cas de la diffusion aux petits angles (sous-section 2.8.1).
Nous montrons que l’asymptotique trouve´e pour le temps de retard de´termine
de manie`re unique le potentiel scalaire V et nous montrons aussi que cette
asymptotique de´termine de manie`re unique le champ B si B est magne´tique
(i.e. B ∈ Fmag(Rn)), mais qu’elle ne de´termine pas de manie`re unique B si
B 6∈ Fmag(Rn) et n ≥ 3 (Proposition 2.8.1 de la sous-section 2.8.2). Dans la
sous-section 2.8.3, on de´montre la Proposition 2.8.1.
2.8.1 De´finition, estimation, asymptotique
Le temps de retard τ(v−, x−) est de´fini pour tout (v−, x−) ∈ D(S) par
τ(v−, x−) =
v− ◦ x− − a(v−, x−) ◦ b(v−, x−)
|v−|
=
−v− ◦ bsc(v−, x−)− x− ◦ asc(v−, x−)
|v−|2 (2.8.1)
−asc(v−, x−) ◦ bsc(v−, x−)|v−|2 .
Commenc¸ons par rappeler le sens physique de τ(v−, x−). Soit (v−, x−) ∈
D(S). De´signons par x(t) la solution de (2.1.1) ve´rifiant les conditions initiales
(2.1.4). Pour un re´el R ≥ |x(0)|, on pose
T (v−, x−, R) = sup{t ∈ [0,+∞[ | ∀u ∈ [0, t] |x(u)| ≤ R}
− inf{t ∈]−∞, 0] | ∀u ∈ [0, t] |x(u)| ≤ R}.
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Autrement dit, pour tout R ≥ |x(0)|, T (v−, x−, R) de´signe la dure´e pendant
laquelle la solution x(t) appartient a` la boule euclidienne ferme´e de Rn centre´e
en 0 et de rayon R, cette dure´e e´tant calcule´e relativement au temps t = 0.
Alors on a
τ(v−, x−) = lim
R→+∞
(
T (v−, x−, R)− 2R|v−|
)
, (v−, x−) ∈ D(S). (2.8.2)
Remarquons que si V ≡ 0 et B ≡ 0, alors τ(v−, x−) = 0 pour tout
(v−, x−) ∈ Bc × Rn, v− 6= 0.
En utilisant la de´finition du temps de retard donne´e par (2.8.1), et en
utilisant les The´ore`mes 2.3.1, 2.3.2, nous obtenons le The´ore`me suivant qui
donne une estimation du temps de retard τ dans le cas d’une diffusion aux
petits angles.
The´ore`me 2.8.1. Supposons les conditions (2.1.2)-(2.1.3) ve´rifie´es. Soient
(θ, x) ∈ TSn−1 et β˜ = max(β1, β2), 0 < r ≤ 1, r < c/
√
2. Soit s ∈]0, c[ tel que
s ≥ s2(c, n, β1, β2, α, |x|, r), ou` s2 est de´fini a` la fin de la section 2.3. Alors on
a ∣∣∣∣∣∣
s√
1− s2
c2
τ(sθ, x)− 1
s2

 +∞∫
−∞
x ◦ ∇V (ηθ + x)dη − 1
c
+∞∫
−∞
x (B(ηθ + x)sθ) dη


∣∣∣∣∣∣
≤ εb(c, n, β1, β˜, α, s, |x|, r)√
1− s2
c2
+ Cc,n,β0,β1,α,|x|
√
1− s
2
c2
(2.8.3)
+
|x|εa(c, n, β1, β˜, α, s, |x|, r)
s
+
8
√
2ξ−(c, n, β1, α, s, |x|, r, 0)β1n
s2α(1 + |x|/√2)α
+
2ξ−(c, n, β1, α, s, |x|, r, 0)εa(c, n, β1, β˜, α, s, |x|, r)
s
,
ou` C est la constante apparaissant dans (2.3.14) et εa, εb, ξ− sont de´finis par
(2.2.25), (2.2.26), (2.2.16).
Le The´ore`me 2.8.1 donne, en particulier, une asymptotique du temps de
retard lorsque c, β1, β2, α, n, vˆ−, x− sont fixe´s (ou` vˆ− = v−/|v−|) et |v−| croˆıt
ou, e.g., lorsque c, β1, β2, α, n, v−, xˆ− sont fixe´s et |x−| croˆıt. En particulier,
du The´ore`me 2.8.1, et de (2.2.25), (2.2.26), (2.2.16), on a
The´ore`me 2.8.2. Soient (θ, x) ∈ TSn−1. Supposons les conditions (2.1.2)-
(2.1.3) ve´rifie´es. Alors on a
lim
s→c
s<c
s3√
1− s2
c2
τ(sθ, x) =
+∞∫
−∞
x ◦ ∇V (ηθ + x)dη −
+∞∫
−∞
x (B(ηθ + x)θ) dη. (2.8.4)
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2.8.2 De´termination du champ de force
Sous les conditions (2.1.2)-(2.1.3) et pour tout (θ, x) ∈ TSn−1, on note
W (V,B, θ, x) le re´el
W (V,B, θ, x) =
∫ +∞
−∞
x ◦ ∇V (ηθ + x)dη −
∫ +∞
−∞
x (B(ηθ + x)θ) dη (2.8.5)
(W (V,B, θ, x) est le membre de droite de (2.8.4)). On s’inte´resse a` la ques-
tion de la reconstruction de V,B a` partir de W (V,B, θ, x) donne´ pour tout
(θ, x) ∈ TSn−1, i.e. a` la question de la reconstruction de V,B a` partir de
l’asymptotique aux hautes e´nergies trouve´e pour le temps de retard (voir
(2.8.4)). Avant d’e´noncer la Proposition 2.8.1 qui re´pond a` cette question,
nous introduisons de nouvelles fonctions W1, W2 et W˜2.
Pour V satisfaisant (2.1.2) et pour tout (θ, x) ∈ TSn−1, on de´finit le re´el
W1(V, θ, x) par
W1(V, θ, x) =
∫ +∞
−∞
x ◦ ∇V (ηθ + x)dη ; (2.8.6)
et pour B ∈ C1(Rn, An(R)) satisfaisant (2.1.3) et pour tout (θ, x) ∈ TSn−1, on
de´finit le re´el W2(B, θ, x) par
W2(B, θ, x) =
∫ +∞
−∞
x(B(ηθ + x)θ)dη. (2.8.7)
Les relations entre les fonctions W , W1 et W2 sont
2W1(V, θ, x) =W (V,B, θ, x) +W (V,B,−θ, x),
−2W2(B, θ, x) =W (V,B, θ, x)−W (V,B,−θ, x), (2.8.8)
pour tout (θ, x) ∈ TSn−1.
Sous les conditions (2.1.3), on de´finit la fonction W˜2 : R
n× (Rn\{0})→ R
par
W˜2(x, y) = −2W2(B, y|y| , x−
x ◦ y
|y|2 y), pour tout (x, y) ∈ R
n × (Rn\{0}).
(2.8.9)
Sous les conditions (2.1.3), on a W˜2 ∈ C1(Rn × (Rn\{0}),R) et
W˜2(x, y) =
∫ +∞
−∞
x(B(ηy + x)y)dη, pour tout (x, y) ∈ Rn × (Rn\{0}).
(2.8.10)
Nous pouvons de´sormais e´noncer la Proposition 2.8.1.
Proposition 2.8.1. Sous les conditions (2.1.2)-(2.1.3), on a :
94 CHAPITRE 2. DIFFUSION INVERSE AUX HAUTES E´NERGIES
1. le re´el W (V,B, θ, x) donne´ pour tout (θ, x) ∈ TSn−1 de´termine de
manie`re unique V , et on dispose de l’e´galite´ suivante
PV (θ, x) = −
∫ +∞
1
1
q
W1(V, θ, qx)dq, (2.8.11)
pour tout (θ, x) ∈ TSn−1, x 6= 0 ;
2. si B ∈ Fmag(Rn), le re´el W (V,B, θ, x) donne´ pour tout (θ, x) ∈ TSn−1
de´termine de manie`re unique B et on dispose des e´galite´s suivantes
si n = 2, PB1,2(θ, qθ
⊥) = −1
q
W2(B, θ, qθ
⊥) (2.8.12)
pour tout θ = (θ1, θ2) ∈ S1, q ∈ R, q 6= 0 ou` θ⊥ = (−θ2, θ1) ;
si n ≥ 2, PBi,k(θ, x) = −
∫ +∞
1
[
θk
∂W˜2
∂xi
(qx, θ)− θi∂W˜2
∂xk
(qx, θ)
]
dq,
(2.8.13)
pour tout (θ, x) ∈ Vi,k, ou` i, k sont deux entiers distincts compris entre
1 et n, et Vi,k est de´finie par (2.1.15) ;
3. si B 6∈ Fmag(Rn), le re´el W (V,B, θ, x) donne´ pour tout (θ, x) ∈ TSn−1
ne de´termine pas de manie`re unique B.
Remarque 2.8.1. Si n = 2, on remarque que C1(Rn, An(R)) = Fmag(Rn).
Autrement dit, en dimension n = 2, tout champ B ∈ C1(R2, A2(R)) est
magne´tique.
En tenant compte du The´ore`me 2.8.2, de la Proposition 2.8.1 et des
e´galite´s (2.8.8) et de la de´finition donne´e par (2.8.9), et en tenant compte aussi
des formules d’inversion de la transforme´e de rayons X, P , (voir annexe, sec-
tion A.3, formule (A.3.10)), on obtient que l’asymptotique aux hautes e´nergies
trouve´e pour le temps de retard de´termine de manie`re unique le potentiel
scalaire V et de´termine de manie`re unique le champ B si B est magne´tique
(i.e. B ∈ Fmag(Rn)), mais qu’elle ne de´termine pas de manie`re unique B si
B 6∈ Fmag(Rn) et n ≥ 3.
2.8.3 Preuve de la Proposition 2.8.1
On commence par de´montrer le premier item. Pour cela, compte tenu des
proprie´te´s d’inversion de la transforme´e de rayons X (voir section A.3), il suffit
de de´montrer (2.8.11). Soit (θ, x) ∈ TSn−1, x 6= 0. On conside`re φθ,x : R → R,
de´fini par
φθ,x(q) = PV (θ, qx) =
∫ +∞
−∞
V (ηθ + qx)dη (2.8.14)
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pour tout q ∈ R. Sous les conditions (2.1.2), on a φθ,x ∈ C1(R,R) et
dφθ,x
dq
(q) =
∫ +∞
−∞
x ◦ ∇V (ηθ + qx)dη, (2.8.15)
pour tout q ∈ R. De (2.1.2), on a
|V (ηθ + qx)| ≤ β0(1 +
√
η2 + |qx|2)−α ≤ β02α2 (1 + |η|+ |qx|)−α,
pour tout η ∈ R, ce qui implique |φθ,x(q)| ≤ β02α+22 1α−1(1 + |qx|)−α+1, et
|φθ,x(q)| → 0, quand |q| → +∞. (2.8.16)
De (2.8.14)-(2.8.16), on obtient
PV (θ, x) = φθ,x(1) = −
∫ +∞
1
1
q
∫ +∞
−∞
(qx) ◦ ∇V (ηθ + qx)dη. (2.8.17)
L’e´galite´ (2.8.11) se de´duit de (2.8.17) et (2.8.6)
De´montrons maintenant le deuxie`me item. Pour cela, compte tenu des
proprie´te´s d’inversion de la transforme´e de rayons X (voir section A.3), il suffit
de de´montrer (2.8.13).
Sous les conditions (2.1.2) et de (2.8.10), on a
∂W˜2
∂xl
(x, y) =
n∑
j=1
∫ +∞
−∞
Bl,j(ηy + x)dηyj +
n∑
m,j=1
∫ +∞
−∞
∂Bm,j
∂xl
(ηy + x)dηxmyj,
(2.8.18)
pour tout (y, x) ∈ (Rn\{0})× Rn, l = 1 . . . n.
Soient i et k deux entiers distincts compris entre 1 et n. Soit (θ, x) ∈ Vi,k.
Comme B(x′) est une matrice antisyme´trique pour tout x′ ∈ Rn, et comme
(θ, x) ∈ Vi,k, de (2.8.18) on obtient
θk
∂W˜2
∂xi
(x, θ)− θi∂W˜2
∂xk
(x, θ) =
∫ +∞
−∞
Bi,k(ηθ + x)dη (2.8.19)
+
n∑
j=1
[∫ +∞
−∞
∂Bj,i
∂xi
(ηθ + x)dηxjθiθk −
∫ +∞
−∞
∂Bj,i
∂xk
(ηθ + x)dηxjθ
2
i
]
+
n∑
j=1
[∫ +∞
−∞
∂Bj,k
∂xi
(ηθ + x)dηxjθ
2
k −
∫ +∞
−∞
∂Bj,k
∂xk
(ηθ + x)dηxjθiθk
]
.
En remplac¸ant θ2i par 1− θ2k dans (2.8.19) et en remplac¸ant θ2k par 1− θ2i dans
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(2.8.19), on obtient
θk
∂W˜2
∂xi
(x, θ)− θi∂W˜2
∂xk
(x, θ) =
∫ +∞
−∞
Bi,k(ηθ + x)dη (2.8.20)
+
n∑
j=1
xjθk
∫ +∞
−∞
[
θi
∂Bj,i
∂xi
(ηθ + x) + θk
∂Bj,i
∂xk
(ηθ + x)
]
dη
−
n∑
j=1
xjθi
∫ +∞
−∞
[
θi
∂Bj,k
∂xi
(ηθ + x) + θk
∂Bj,k
∂xk
(ηθ + x)
]
dη
+
n∑
j=1
xj
∫ +∞
−∞
[
∂Bj,k
∂xi
(ηθ + x)− ∂Bj,i
∂xk
(ηθ + x)
]
dη.
On remarque que
θi
∂Bj,i
∂xi
(ηθ + x) + θk
∂Bj,i
∂xk
(ηθ + x) =
d
dη
Bj,i(ηθ + x), (2.8.21)
θi
∂Bj,k
∂xi
(ηθ + x) + θk
∂Bj,k
∂xk
(ηθ + x) =
d
dη
Bj,k(ηθ + x), (2.8.22)
pour tout η ∈ R (on rappelle que (θ, x) ∈ Vi,k). De (2.8.20)-(2.8.22) et comme
B ∈ Fmag(Rn), on a
θk
∂W˜2
∂xi
(x, θ)−θi∂W˜2
∂xk
(x, θ) =
∫ +∞
−∞
Bi,k(ηθ+x)dη+
n∑
j=1
xj
∫ +∞
−∞
∂
∂xj
Bi,k(ηθ+x)dη.
(2.8.23)
On conside`re la fonction W˜2x,θ : R → R de´finie par
W˜2x,θ(q) = q
∫ +∞
−∞
Bi,k(qx+ ηθ)dη, (2.8.24)
pour tout q ∈ R. Sous les conditions (2.1.3), W˜2x,θ ∈ C1(R,R) et
dW˜2x,θ
dq
(q) =
∫ +∞
−∞
Bi,k(qx+ηθ)dη+q
n∑
j=1
∫ +∞
−∞
xj
∂
∂xj
Bi,k(ηθ+qx)dη, (2.8.25)
pour tout q ∈ R. De (2.8.25) et (2.8.23), on a
θk
∂W˜2
∂xi
(qx, θ)− θi∂W˜2
∂xk
(qx, θ) =
dW˜2x,θ
dq
(q), (2.8.26)
De (2.1.3),
|W˜2x,θ(q)| ≤ |q|β1
∫ +∞
−∞
(1 + |qx+ ηθ|)−α−1dη
≤ β1|q|2α+12
∫ +∞
−∞
(1 + |q||x|+ |η|)−α−1dη
≤ β1 |q|2
α+3
2
α(1 + |q||x|)α ≤ β1
2
α+3
2
α|x|(1 + |q||x|)α−1 , (2.8.27)
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pour tout q ∈ R. De (2.8.27), on a W˜2x,θ(q)→ 0 quand |q| → +∞, ce qui avec
(2.8.26) et (2.8.24) donne (2.8.13).
Pour de´montrer le troisie`me item, il suffit d’exhiber un champ B non nul
ve´rifiant (2.1.3) pour lequel W2(B, θ, x) = 0 pour tout (θ, x) ∈ TSn−1, ou` W2
est de´fini par (2.8.7). On conside`re le cas n ≥ 3 (voir Remarque 2.8.1 et le
deuxie`me item de la Proposition 2.8.1). Conside´rons par exemple le champ
B ∈ C1(Rn, An(R)) de´fini par
B1,2(y) =
y1y3
h(|y|) , B1,3(y) =
−y1y2
h(|y|) , B2,3(y) =
y21
h(|y|) , (2.8.28)
Bj,k(y) = 0, pour tout j, k = 1 . . . n, j 6∈ {1, 2, 3}, (2.8.29)
pour tout y ∈ Rn, ou` h est la fonction de [0,+∞[ dans R de´finie par h(t) = (1+
t2)β, t ∈ [0,+∞[, β e´tant une constante re´elle positive ve´rifiant β > α+3
2
. Alors
B ve´rifie les conditions (2.1.3) ; et pour tout (θ, x) ∈ TSn−1 (θ = (θ1, . . . , θn),
x = (x1, . . . , xn)), on a
W2(B, θ, x) =
∫ +∞
−∞
x(B(ηθ + x)θ)dη = (x¯× θ¯) ◦ w(θ, x), (2.8.30)
ou` × de´signe le produit vectoriel de vecteurs dans R3 et x¯ = (x1, x2, x3),
θ¯ = (θ1, θ2, θ3) et
w(θ, x) =
(∫ +∞
−∞
B2,3(ηθ + x)dη,−
∫ +∞
−∞
B1,3(ηθ + x)dη,∫ +∞
−∞
B1,2(ηθ + x)dη
)
. (2.8.31)
Comme B1,2(ηθ + x) =
(ηθ1+x1)(ηθ3+x3)
h(
√
η2+|x|2) pour tout η ∈ R, on obtient
∫ +∞
−∞
B1,2(ηθ + x)dη =
(∫ +∞
−∞
η2
h(
√
η2 + |x|2)dηθ1
)
θ3
+
(∫ +∞
−∞
1
h(
√
η2 + |x|2)dηx1
)
x3.
De la meˆme manie`re on calcule la deuxie`me et la troisie`me composantes de
w(θ, x) et on obtient
w(θ, x) =
(∫ +∞
−∞
η2
h(
√
η2 + |x|2)dηθ1
)
θ¯ +
(∫ +∞
−∞
1
h(
√
η2 + |x|2)dηx1
)
x¯,
ce qui, avec (2.8.30), prouve que W2(B, θ, x) = 0. 
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Chapitre 3
Proble`mes inverses a` e´nergie
fixe´e
N. B. : les sections 3.1-3.6 de ce chapitre sont extraites de [Jol07b]. Dans
la section 3.7, on comple`te l’article [Jol07b] en pre´sentant une preuve de la
Proposition 3.3.2 et des formules (3.3.9)-(3.3.10) formule´es dans la Proposition
3.3.1.
3.1 Introduction
3.1.1 Relativistic Newton equation
Consider the Newton-Einstein equation in a static electromagnetic field
in an open subset Ω of Rn, n ≥ 2,
p˙ = −∇V (x) + 1
c
B(x)x˙,
p = x˙r
1− |x˙|2
c2
, (3.1.1)
where x = x(t) is a C1 function with values in Ω, p˙ = dp
dt
, x˙ = dx
dt
, and
V ∈ C2(Ω¯,R) (i.e. there exists V˜ ∈ C2(Rn,R) such that V˜ restricted to Ω¯ is
equal to V), B ∈ Fmag(Ω¯) where Fmag(Ω¯) is the family of magnetic fields on
Ω¯, i.e. Fmag(Ω¯) = {B′ ∈ C1(Ω¯, An(R)) | B′ = (B′i,k), ∂∂xiB′k,l(x) + ∂∂xlB′i,k(x) +
∂
∂xk
B′l,i(x) = 0, x ∈ D¯, i, k, l = 1 . . . n} and An(R) denotes the space of n× n
real antisymmetric matrices.
By ‖V ‖C2,Ω we denote the supremum of the set {|∂jxV (x)| | x ∈ Ω,
j = (j1, .., jn) ∈ Nn,
∑n
i=1 ji ≤ 2} and by ‖B‖C1,Ω we denote the supremum of
the set {|∂jxBi,k(x)| | x ∈ Ω, i, k = 1 . . . n, j = (j1, .., jn) ∈ Nn,
∑n
i=1 ji ≤ 1}.
The equation (3.1.1) is an equation for x = x(t) and is the equation of
motion in Rn of a relativistic particle of mass m = 1 and charge e = 1 in
an external electromagnetic field described by V and B (see [Ein07] and, for
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example, Section 17 of [LL71]). In this equation x is the position of the particle,
p is its impulse, t is the time and c is the speed of light.
For the equation (3.1.1) the energy
E = c2
√
1 +
|p(t)|2
c2
+ V (x(t)) (3.1.2)
is an integral of motion. We denote by Bc the euclidean open ball whose radius
is c and whose centre is 0.
In this paper we consider the equation (3.1.1) in two situations. We study
equation (3.1.1) when
Ω = D where D is a bounded strictly convex in the strong sense
open domain of Rn, n ≥ 2,with C2 boundary. (3.1.3)
And we study equation (3.1.1) when
Ω = Rn and |∂j1x V (x)| ≤ β|j1|(1 + |x|)−α−|j1|, x ∈ Rn, n ≥ 2,
|∂j2x Bi,k(x)| ≤ β|j2|+1(1 + |x|)−α−1−|j2|, x ∈ Rn, (3.1.4)
for |j1| ≤ 2, |j2| ≤ 1, i, k = 1 . . . n and some α > 1 (here j is the multiindex
j ∈ Nn, |j| =∑ni=1 ji and β|j| are positive real constants).
For the equation (3.1.1) under condition (3.1.3), we consider boundary
data. For equation (3.1.1) under condition (3.1.4), we consider scattering data.
3.1.2 Boundary data
For the equation (3.1.1) under condition (3.1.3), one can prove that at
sufficiently large energy E (i.e. E > E(‖V ‖C2,D, ‖B‖C1,D, D)), the solutions x
at energy E have the following properties (see Properties (3.2.1) and (3.2.2)
in Section 3.2 and see Section 3.6) :
for each solution x(t) there are t1, t2 ∈ R, t1 < t2, such that
x ∈ C3([t1, t2],Rn), x(t1), x(t2) ∈ ∂D, x(t) ∈ D for t ∈]t1, t2[,
x(s1) 6= x(s2) for s1, s2 ∈ [t1, t2], s1 6= s2;
(3.1.5)
for any two distinct points q0, q ∈ D¯, there is one and only one solution
x(t) = x(t, E, q0, q) such that x(0) = q0, x(s) = q for some s > 0.
(3.1.6)
Let (q0, q) be two distinct points of ∂D. By sV,B(E, q0, q) we denote the time
at which x(t, E, q0, q) reaches q from q0. By k0,V,B(E, q0, q) we denote the
velocity vector x˙(0, E, q0, q). By kV,B(E, q0, q) we denote the velocity vector
x˙(sV,B(E, q0, q), E, q0, q).We consider k0,V,B(E, q0, q), kV,B(E, q0, q), q0, q ∈ ∂D,
q0 6= q, as the boundary value data.
Remark 3.1.1. For q0, q ∈ ∂D, q0 6= q, the trajectory of x(t, E, q0, q) and
the trajectory of x(t, E, q, q0) are distinct, in general.
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Note that in the present paper we always assume that the aforementioned
real constant E(‖V ‖C2,D, ‖B‖C1,D, D), considered as function of ‖V ‖C2,D and
‖B‖C1,D, satisfies
E(λ1, λ2, D) ≤ E(λ′1, λ′2, D) if λ1 ≤ λ′1 and λ2 ≤ λ′2, (3.1.7)
for λ1, λ2, λ
′
1, λ
′
2 ∈ [0,+∞[.
3.1.3 Scattering data
For the equation (3.1.1) under condition (3.1.4), the following is valid (see
[Yaj82]) : for any (v−, x−) ∈ Bc×Rn, v− 6= 0, the equation (3.1.1) has a unique
solution x ∈ C2(R,Rn) such that
x(t) = v−t+ x− + y−(t), (3.1.8)
where y˙−(t)→ 0, y−(t)→ 0, as t→ −∞; in addition for almost any (v−, x−) ∈
Bc × Rn, v− 6= 0,
x(t) = v+t+ x+ + y+(t), (3.1.9)
where v+ 6= 0, |v+| < c, v+ = a(v−, x−), x+ = b(v−, x−), y˙+(t)→ 0, y+(t)→ 0,
as t→ +∞.
For an energy E > c2, the map SE : SE × Rn → SE × Rn (where SE =
{v ∈ Bc | |v| = c
√
1− ( c2
E
)2}) given by the formulas
v+ = a(v−, x−), x+ = b(v−, x−), (3.1.10)
is called the scattering map at fixed energy E for the equation (3.1.1) under
condition (3.1.4). By D(SE) we denote the domain of definition of SE. The
data a(v−, x−), b(v−, x−) for (v−, x−) ∈ D(SE) are called the scattering data
at fixed energy E for the equation (3.1.1) under condition (3.1.4).
3.1.4 Inverse scattering and boundary value problems
In the present paper, we consider the following inverse boundary value
problem at fixed energy for the equation (3.1.1) under condition (3.1.3) :
Problem 1 : given kV,B(E, q0, q), k0,V,B(E, q0, q) for all q0, q ∈ ∂D,
q0 6= q, at fixed sufficiently large energy E, find V and B.
The main results of the present work include the following theorem of unique-
ness for Problem 1.
Theorem 3.1.1. At fixed E > E(‖V ‖C2,D, ‖B‖C1,D, D), the boundary data
kV,B(E, q0, q), (q0, q) ∈ ∂D × ∂D, q0 6= q, uniquely determine V,B.
At fixed E > E(‖V ‖C2,D, ‖B‖C1,D, D), the boundary data k0,V,B(E, q0, q),
(q0, q) ∈ ∂D × ∂D, q0 6= q, uniquely determine V,B.
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Theorem 3.1.1 follows from Theorem 3.3.1 given in Section 3.3.
In the present paper, we also consider the following inverse scattering
problem at fixed energy for the equation (3.1.1) under condition (3.1.4) :
Problem 2 : given SE at fixed energy E, find V and B.
The main results of the present work include the following theorem of unique-
ness for Problem 2.
Theorem 3.1.2. Let λ ∈ R+ and let D be a bounded strictly convex in
the strong sense open domain of Rn with C2 boundary. Let V1, V2 ∈ C20(Rn,R),
B1, B2 ∈ C10(Rn, An(R)) ∩ Fmag(Rn), max(‖V1‖C2,D, ‖V2‖C2,D, ‖B1‖C1,D, ‖B2
‖C1,D) ≤ λ, and supp(V1) ∪ supp(V2) ∪supp(B1) ∪ supp(B2) ⊆ D. Let SµE be
the scattering map at fixed energy E subordinate to (Vµ, Bµ) for µ = 1, 2. Then
there exists a nonnegative real constant E(λ,D) such that for any E > E(λ,D),
(V1, B1) ≡ (V2, B2) if and only if S1E ≡ S2E.
Theorem 3.1.2 follows from Theorem 3.1.1, (3.1.7) and Proposition 3.2.1
of Section 3.2.
Remark 3.1.2. Note that for V ∈ C20(Rn,R), if E < c2+sup{V (x) | x ∈
R
n} then SE does not determine uniquely V.
Remark 3.1.3. Theorems 1.1 and 1.2 give uniqueness results. In this
paper we do not prove and do not obtain stability results for Problem 1 and
for Problem 2.
3.1.5 Historical remarks
An inverse boundary value problem at fixed energy and at high energies
was studied in [GN83] for the multidimensional nonrelativistic Newton equa-
tion (without magnetic field) in a bounded open strictly convex domain. In
[GN83] results of uniqueness and stability for the inverse boundary value pro-
blem at fixed energy are derived from results for the problem of determining an
isotropic Riemannian metric from its hodograph (for this geometrical problem,
see [MR78], [Bey79] and [BG80]).
Novikov [Nov99] studied inverse scattering for nonrelativistic multidimen-
sional Newton equation (without magnetic field). Novikov [Nov99] gave, in
particular, a connection between the inverse scattering problem at fixed energy
and Gerver-Nadirashvili’s inverse boundary value problem at fixed energy. De-
veloping the approach of [GN83] and [Nov99], the author [Jol06] studied an
inverse boundary problem and inverse scattering problem for the multidimen-
sional relativistic Newton equation (without magnetic field) at fixed energy. In
[Jol06] results of uniqueness and stability are obtained.
Inverse scattering at high energies for the relativistic multidimensional
Newton equation was studied by the author (see [Jol05a], [Jol05b]).
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As regards analogs of Theorems 3.1.1, 3.1.2 and Proposition 3.2.1 for
the case B ≡ 0 for nonrelativistic quantum mechanics see [Nov88], [NSU88],
[Nov05] and further references therein. As regards an analog of Theorem 3.1.2
for the case B ≡ 0 for relativistic quantum mechanics see [Iso97]. As regards
analogs of Theorems 3.1.1, 3.1.2 for the case B 6≡ 0 for nonrelativistic quantum
mechanics, see [ER95], [NSU95] and further references given therein.
As regards results given in the literature on inverse scattering in quantum
mechanics at high energy limit see references given in [Jol05b].
3.1.6 Structure of the paper
The paper is organized as follows. In Section 3.2, we give some properties
of boundary data and scattering data and we connect the inverse scattering
problem at fixed energy to the inverse boundary value problem at fixed energy.
In Section 3.3, we give, actually, a proof of Theorem 1.1 (based on Theorem
3.1 formulated in Section 3). Section 3.4 is devoted to the proof of Lemma
3.3.1 and Theorem 3.3.1 formulated in Section 3.3. Section 3.5 is devoted to
the proof of Lemma 3.2.1 and Proposition 3.3.1 formulated in Section 3.2 and
in Section 3.3. Section 3.6 is devoted to the proof of Properties (3.2.1) and
(3.2.2).
Acknowledgement. This work was fulfilled in the framework of Ph. D. thesis
research under the direction of R.G. Novikov.
3.2 Scattering data and boundary value data
3.2.1 Properties of the boundary value data
Let D be a bounded strictly convex open subset of Rn, n ≥ 2, with C2
boundary.
At fixed sufficiently large energy E (i.e. E > E(‖V ‖C2,D, ‖B‖C1,D, D)
≥ c2 + supx∈D¯ V (x)) solutions x(t) of the equation (3.1.1) under condition
(3.1.3) have the following properties (see Section 3.6) :
for each solution x(t) there are t1, t2 ∈ R, t1 < t2, such that
x ∈ C3([t1, t2],Rn), x(t1), x(t2) ∈ ∂D, x(t) ∈ D for t ∈]t1, t2[,
x(s1) 6= x(s2) for s1, s2 ∈ [t1, t2], s1 6= s2, x˙(t1) ◦N(x(t1)) < 0
and x˙(t2) ◦N(x(t2)) > 0, where N(x(ti)) is the unit outward
normal vector of ∂D at x(ti) for i = 1, 2;
(3.2.1)
for any two points q0, q ∈ D¯, q 6= q0, there is one and only one solution
x(t) = x(t, E, q0, q) such that x(0) = q0, x(s) = q for some s > 0;
x˙(0, E, q0, q) ∈ C1((D¯ × D¯)\G¯,Rn), where G¯ is the diagonal in D¯ × D¯;
(3.2.2)
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where ◦ denotes the usual scalar product on Rn (and where by “x˙(0, E, q0, q) ∈
C1((D¯×D¯)\G¯,Rn)” we mean that x˙(0, E, q0, q) is the restriction to (D¯×D¯)\G¯
of a function which belongs to C1((Rn × Rn)\∆) where ∆ is the diagonal of
R
n × Rn).
Remark 3.2.1. If B ∈ C1(D¯, An(R)) and B 6∈ Fmag(D¯) (where An(R)
denotes the space of n× n real antisymmetric matrices), then at fixed energy
E > E(‖V ‖C2,D, ‖B‖C1,D, D) solutions x(t) of equation (3.1.1) under condition
(3.1.3) also have properties (3.2.1), (3.2.2) (see Section 3.6).
We remind that the aforementioned real constant E(‖V ‖C2,D, ‖B‖C1,D,
D), considered as function of ‖V ‖C2,D and ‖B‖C1,D, satisfies (3.1.7). In ad-
dition, real constant E(‖V ‖C2,D, ‖B‖C1,D, D) has the following property : for
any C2 continuation V˜ of V on Rn, and for any B˜ ∈ C1(Rn, An(R)) such that
B˜ ≡ B on D¯, one has
E(‖V˜ ‖C2,Dx0,ε , ‖B˜‖C1,Dx0,ε , Dx0,ε)→ E(‖V ‖C2,D, ‖B‖C1,D, D), as ε→ 0,
(3.2.3)
where Dx0,ε = {x0 + (1 + ε)(x− x0) | x ∈ D} for any x0 ∈ D and ε > 0 (note
that Dx0,ε is a bounded, open, strictly convex (in the strong sense) domain of
R
n with C2 boundary).
Let E > E(‖V ‖C2,D, ‖B‖C1,D, D). Consider the solution x(t, E, q0, q) from
(3.2.2) for q0, q ∈ D¯, q0 6= q.We define vectors kV,B(E, q0, q) and k0,V,B(E, q0, q)
by
kV,B(E, q0, q) = x˙(sV,B(E, q0, q), E, q0, q),
k0,V,B(E, q0, q) = x˙(0, E, q0, q),
where we define s = sV,B(E, q0, q) as the root of the equation
x(s, E, q0, q) = q, s > 0.
For q0 = q ∈ D¯, we put sV,B(E, q0, q) = 0.
Note that
|k0,V,B(E, q0, q)| = c
√
1−
(
E−V (q0)
c2
)−2
,
|kV,B(E, q0, q)| = c
√
1−
(
E−V (q)
c2
)−2
,
(3.2.4)
for (q, q0) ∈ (D¯ × D¯)\G¯.
Using Properties (3.2.1) and (3.2.2), we obtain
Lemma 3.2.1. At fixed E > E(‖V ‖C2,D, ‖B‖C1,D, D), we have that
sV,B(E, q0, q) ∈ C(D¯ × D¯,R), sV,B(E, q0, q) ∈ C1((D¯ × D¯)\G¯,R) and
kV,B(E, q0, q) ∈ C1((D¯ × D¯)\G¯,Rn).
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We consider kV,B(E, q0, q), k0,V,B(E, q0, q), q0, q ∈ ∂D, q0 6= q as the boun-
dary value data.
Remark 3.2.2. Note that if x(t) is solution of (3.1.1) under condition
(3.1.3), then x(−t) is solution of (3.1.1) with B replaced by −B ∈ Fmag(D¯)
under condition (3.1.3). Hence the following equalities are valid : at fixed E >
E(‖V ‖C2,D, ‖B‖C1,D, D),
k0,V,B(E, q0, q) = −kV,−B(E, q, q0), (3.2.5)
kV,B(E, q0, q) = −k0,V,−B(E, q, q0), (3.2.6)
sV,B(E, q0, q) = sV,−B(E, q, q0), (3.2.7)
for q0, q ∈ D¯, q0 6= q.
3.2.2 Properties of the scattering operator
For equation (3.1.1) under condition (3.1.4), the following is valid (see
[Yaj82]) : for any (v−, x−) ∈ Bc × Rn, v− 6= 0, the equation (3.1.1) under
condition (3.1.4) has a unique solution x ∈ C2(R,Rn) such that
x(t) = v−t+ x− + y−(t), (3.2.8)
where y˙−(t)→ 0, y−(t)→ 0, as t→ −∞; in addition for almost any (v−, x−) ∈
Bc × Rn, v− 6= 0,
x(t) = v+t+ x+ + y+(t), (3.2.9)
where v+ 6= 0, |v+| < c, v+ = a(v−, x−), x+ = b(v−, x−), y˙+(t) → 0, y+(t)
→ 0, as t→ +∞.
The map S : Bc × Rn → Bc × Rn given by the formulas
v+ = a(v−, x−), x+ = b(v−, x−) (3.2.10)
is called the scattering map for the equation (3.1.1) under condition (3.1.4).
The functions a(v−, x−), b(v−, x−) are called the scattering data for the equa-
tion (3.1.1) under condition (3.1.4).
By D(S) we denote the domain of definition of S ; by R(S) we denote the
range of S (by definition, if (v−, x−) ∈ D(S), then v− 6= 0 and a(v−, x−) 6= 0).
The map S has the following simple properties (see [Yaj82]) : D(S) is
an open set of Bc × Rn and Mes((Bc × Rn)\D(S)) = 0 for the Lebesgue
measure on Bc × Rn induced by the Lebesgue measure on Rn × Rn ; the map
S : D(S)→ R(S) is continuous and preserves the element of volume ; for any
(v, x) ∈ D(S), a(v, x)2 = v2.
For E > c2, the map S restricted to
ΣE = {(v−, x−) ∈ Bc × Rn | |v−| = c
√
1−
(
c2
E
)2
}
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is the scattering operator at fixed energy E and is denoted by SE.
We will use the fact that the map S is uniquely determined by its restric-
tion to M(S) = D(S) ∩M, where
M = {(v−, x−) ∈ Bc × Rn|v− 6= 0, v−x− = 0}.
This observation is based on the fact that if x(t) satisfies (3.1.1), then x(t+ t0)
also satisfies (3.1.1) for any t0 ∈ R. In particular, the map S at fixed energy
E is uniquely determined by its restriction to ME(S) = D(S) ∩ME, where
ME = ΣE ∩M.
3.2.3 Relation between scattering data and boundary
value data
Assume that
V ∈ C20(D¯,R), B ∈ C10(D¯, An(R)), B ∈ Fmag(D¯). (3.2.11)
We consider equation (3.1.1) under condition (3.1.3) and equation (3.1.1) under
condition (3.1.4). We shall connect the boundary value data kV,B(E, q0, q),
k0,V,B(E, q0, q) for E > E(‖V ‖C2,D, ‖B‖C1,D, D) and (q, q0) ∈ (∂D × ∂D)\∂G,
to the scattering data a, b.
Proposition 3.2.1. Let E > E(‖V ‖C2,D, ‖B‖C1,D, D). Under condition
(3.2.11), the following statement is valid : sV,B(E, q0, q), kV,B(E, q0, q), k0,V,B(E,
q0, q) given for all (q, q0) ∈ (∂D × ∂D)\∂G, are determined uniquely by the
scattering data a(v−, x−), b(v−, x−) given for all (v−, x−) ∈ ME(S). The
converse statement holds : sV,B(E, q0, q), kV,B(E, q0, q), k0,V,B(E, q0, q) given for
all (q, q0) ∈ (∂D× ∂D)\∂G, determine uniquely the scattering data a(v−, x−),
b(v−, x−) for all (v−, x−) ∈ME(S).
Proof of Proposition 3.2.1. First of all we introduce functions χ, τ− and τ+
dependent on D.
For (v, x) ∈ Rn\{0} × Rn, χ(v, x) denotes the nonnegative number of
points contained in the intersection of ∂D with the straight line parametrized
by R → Rn, t 7→ tv+x. As D is a strictly convex open subset of Rn, χ(v, x) ≤ 2
for all v, x ∈ Rn, v 6= 0.
Let (v, x) ∈ Rn\{0} × Rn. Assume that χ(v, x) ≥ 1. The real τ−(v, x)
denotes the smallest real number t such that τ−(v, x)v+ x ∈ ∂D, and the real
τ+(v, x) denotes the greatest real number t such that τ+(v, x)v + x ∈ ∂D (if
χ(v, x) = 1 then τ−(v, x) = τ+(v, x)).
Direct statement. Let (q0, q) ∈ (∂D × ∂D)\∂G. Under conditions (3.2.11) and
from (3.2.1) and (3.2.2), it follows that there exists an unique (v−, x−) ∈
ME(S) such that
χ(v−, x−) = 2,
q0 = x− + τ−(v−, x−)v−,
q = b(v−, x−) + τ+(a(v−, x−), b(v−, x−))a(v−, x−).
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In addition, sV,B(E, q0, q) = τ+(a(v−, x−), b(v−, x−))− τ−(v−, x−) and kV,B(E,
q0, q) = a(v−, x−) and k0,V,B(E, q0, q) = v−.
Converse statement. Let (v−, x−) ∈ME(S). Under conditions (3.2.11), if χ(v−,
x−) ≤ 1 then (a(v−, x−), b(v−, x−)) = (v−, x−).
Assume that χ(v−, x−) = 2. Let
q0 = x− + τ−(v−, x−)v−.
From (3.2.1) and (3.2.2) it follows that there is one and only one solution of
the equation
k0,V,B(E, q0, q) = v−, q ∈ ∂D, q 6= q0. (3.2.12)
We denote by q(v−, x−) the unique solution of (3.2.12). Hence we obtain
a(v−, x−) = kV,B(E, q0, q(v−, x−)),
b(v−, x−) = q(v−, x−)− kV,B(E, q0, q(v−, x−))(sV,B(E, q0, q(v−, x−))
+τ−(v−, x−)).
Proposition 3.2.1 is proved.
For a more complete discussion about connection between scattering data
and boundary value data, see [Nov99] considering the nonrelativistic Newton
equation (without magnetic field).
3.3 Inverse boundary value problem
In this Section, Problem 1 of Introduction is studied.
3.3.1 Notations
For x ∈ D¯, and for E > V (x) + c2, we define
rV,E(x) = c
√(
E − V (x)
c2
)2
− 1.
At E > E(‖V ‖C2,D, ‖B‖C1,D, D) for q0, q ∈ D¯ × D¯, q0 6= q, we define the
vectors k¯V,B(E, q0, q) and k¯0,V,B(E, q0, q) by
k¯V,B(E, q0, q) =
kV,B(E,q0,q)r
1− |kV,B(E,q0,q)|
2
c2
,
k¯0,V,B(E, q0, q) =
k0,V,B(E,q0,q)r
1− |k0,V,B(E,q0,q)|
2
c2
.
(3.3.1)
and k¯V,B(E, q0, q) = (k¯
1
V,B(E, q0, q), . . . , k¯
n
V,B(E, q0, q)), k¯0,V,B(E, q0, q) =
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(k¯10,V,B(E, q0, q), . . . , k¯
n
0,V,B(E, q0, q)). Note that from (3.2.4), it follows that
|k¯V,B(E, q0, q)| = rV,E(q),
|k¯0,V,B(E, q0, q)| = rV,E(q0). (3.3.2)
For B ∈ Fmag(D¯), let Fpot(D,B) be the set of C1 magnetic potentials for
the magnetic field B, i.e.
Fpot(D,B) := {A ∈ C1(D¯,Rn) | Bi,k(x) = ∂∂xiAk(x)− ∂∂xkAi(x), x ∈ D¯,
i, k = 1 . . . n}.
(3.3.3)
(The set Fpot(D,B) is not empty : take, for example, A(x) = −
∫ 1
0
sB(x0 +
s(x− x0))(x− x0)ds, for x ∈ D¯ and some fixed point x0 of D¯.)
3.3.2 Hamiltonian mechanics
Let A ∈ Fpot(D,B). The equation (3.1.1) in D is the Euler-Lagrange
equation for the Lagrangian L defined by L(x˙, x) = −c2
√
1− x˙2
c2
+ c−1A(x) ◦
x˙− V (x), x˙ ∈ Bc and x ∈ D, where ◦ denotes the usual scalar product on Rn.
The Hamiltonian H associated to the Lagrangian L by Legendre’s transform
(with respect to x˙) is H(P, x) = c2 (1 + c−2|P − c−1A(x)|2)1/2 +V (x) where
P ∈ Rn and x ∈ D. Then equation (3.1.1) in D is equivalent to the Hamilton’s
equation
x˙ = ∂H
∂P
(P, x),
P˙ = −∂H
∂x
(P, x),
(3.3.4)
for P ∈ Rn, x ∈ D.
For a solution x(t) of equation (3.1.1) in D, we define the impulse vector
P (t) =
x˙(t)√
1− |x˙(t)|2
c2
+ c−1A(x(t)).
Further for q0, q ∈ D¯, q0 6= q, and t ∈ [0, s(E, q0, q)], we consider
P (t, E, q0, q) =
x˙(t, E, q0, q)√
1− |x˙(t,E,q0,q)|2
c2
+ c−1A(x(t, E, q0, q)), (3.3.5)
where x(., E, q0, q) is the solution given by (3.2.2). From Maupertuis’s prin-
ciple (see [Arn78]), it follows that if x(t), t ∈ [t1, t2], is a solution of (3.1.1)
in D with energy E, then x(t) is a critical point of the functional A(y) =∫ t2
t1
[rV,E(y(t))|y˙(t)|+ c−1A(y(t)) ◦ y˙(t)] dt defined on the set of the functions
y ∈ C1([t1, t2], D), with boundary conditions y(t1) = x(t1) and y(t2) = x(t2).
Note that for q0, q ∈ D, q0 6= q, functional A taken along the trajectory
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of the solution x(., E, q0, q) given by (3.2.2) is equal to the reduced action
S0V,A,E(q0, q) from q0 to q at fixed energy E for (3.3.4), where
S0V,A,E(q0, q) =
{
0, if q0 = q,∫ s(E,q0,q)
0
P (s, E, q0, q) ◦ x˙(s, E, q0, q)ds, if q0 6= q,
(3.3.6)
for q0, q ∈ D¯.
3.3.3 Properties of S0V,A,E at fixed and sufficiently large
energy E
The following Propositions 3.3.1, 3.3.2 give properties of S0V,A,E at fixed
and sufficiently large energy E.
Proposition 3.3.1. Let E > E(‖V ‖C2,D, ‖B‖C1,D, D). The following
statements are valid :
S0V,A,E ∈ C(D¯ × D¯,R), (3.3.7)
S0V,A,E ∈ C2((D¯ × D¯)\G¯,R), (3.3.8)
∂S0V,A,E
∂xi
(ζ, x) = k¯iV,B(E, ζ, x) + c
−1Ai(x), (3.3.9)
∂S0V,A,E
∂ζi
(ζ, x) = −k¯i0,V,B(E, ζ, x)− c−1Ai(ζ), (3.3.10)
∂2S0V,A,E
∂ζi∂xj
(ζ, x) = −∂k¯
i
0,V,B
∂xj
(E, ζ, x) =
∂k¯jV,B
∂ζi
(E, ζ, x), (3.3.11)
for (ζ, x) ∈ (D¯ × D¯)\G¯, ζ = (ζ1, .., ζn), x = (x1, .., xn), and i, j = 1 . . . n. In
addition,
max(|∂S0V,A,E
∂xi
(ζ, x)|, |∂S0V,A,E
∂ζi
(ζ, x)|) ≤M1, (3.3.12)
|∂
2S0V,A,E
∂ζi∂xj
(ζ, x)| ≤ M2|ζ − x| , (3.3.13)
for (ζ, x) ∈ (D¯ × D¯)\G¯, ζ = (ζ1, .., ζn), x = (x1, .., xn), and i, j = 1 . . . n, and
where M1 and M2 depend on V, B and D.
Proposition 3.3.1 is proved in Section 5.
Equalities (3.3.9) and (3.3.10) are known formulas of classical Hamiltonian
mechanics (see Section 46 and further Sections of [Arn78]).
Proposition 3.3.2. Let E > E(‖V ‖C2,D, ‖B‖C1,D, D). The map νV,B,E :
∂D ×D → Sn−1, defined by
νV,B,E(ζ, x) = − kV,B(E, ζ, x)|kV,B(E, ζ, x)| , for (ζ, x) ∈ ∂D ×D, (3.3.14)
110 CHAPITRE 3. PROBLE`MES INVERSES A` E´NERGIE FIXE´E
has the following properties :
νV,B,E ∈ C1(∂D ×D, Sn−1),
the map νV,B,E,x : ∂D → Sn−1, ζ 7→ νV,B,E(ζ, x), is a
C1 orientation preserving diffeomorphism from ∂D onto Sn−1
(3.3.15)
for x ∈ D (where we choose the canonical orientation of Sn−1 and the orien-
tation of ∂D given by the canonical orientation of Rn and the unit outward
normal vector).
Proposition 3.3.2 follows from (3.1.1), (3.1.2) and properties (3.2.1),
(3.2.2).
Remark 3.3.1. Taking account of (3.3.9) and (3.3.10), we obtain the
following formulas : at E > E(‖V ‖C2,D, ‖B‖C1,D, D), for any x, ζ ∈ D¯, x 6= ζ,
Bi,j(x) = −c
(
∂k¯jV,B
∂xi
(E, ζ, x)− ∂k¯
i
V,B
∂xj
(E, ζ, x)
)
, (3.3.16)
Bi,j(x) = −c
(
∂k¯j0,V,B
∂xi
(E, x, ζ)− ∂k¯
i
0,V,B
∂xj
(E, x, ζ)
)
. (3.3.17)
3.3.4 Results of uniqueness
We denote by ω0,V,B the n − 1 differential form on ∂D × D obtained in
the following manner :
- for x ∈ D, let ωV,B,x be the pull-back of ω0 by νV,B,E,x where ω0
denotes the canonical orientation form on Sn−1 (i.e. ω0(ζ)(v1, .., vn−1) =
det(ζ, v1, .., vn−1), for ζ ∈ Sn−1 and v1, .., vn−1 ∈ TζSn−1),
- for (ζ, x) ∈ ∂D ×D and for any v1, .., vn−1 ∈ T(ζ,x)(∂D ×D),
ω0,V,B(ζ, x)(v1, .., vn−1) = ωV,B,x(ζ)(σ′(ζ,x)(v1), .., σ
′
(ζ,x)(vn−1)),
where σ : ∂D×D → ∂D, (ζ ′, x′) 7→ ζ ′, and σ′(ζ,x) denotes the derivative (linear
part) of σ at (ζ, x).
From smoothness of νV,B,E, σ and ω0, it follows that ω0,V,B is a continuous
n− 1 form on ∂D ×D.
Now let λ ∈ R+ and V1, V2 ∈ C2(D¯,R), B1, B2 ∈ Fmag(D¯), such that
max(‖V1‖C2,D, ‖V2‖C2,D, ‖B1‖C1,D, ‖B2‖C1,D) ≤ λ. For µ = 1, 2, let Aµ ∈
Fpot(D,Bµ).
Let E > E(λ, λ,D) where E(λ, λ,D) is defined in (3.1.7). Consider β1, β2
the differential one forms defined on (∂D × D¯)\G¯ by
βµ(ζ, x) =
n∑
j=1
k¯jVµ,Bµ(E, ζ, x)dxj, (3.3.18)
for (ζ, x) ∈ (∂D × D¯)\G¯, x = (x1, . . . , xn) and µ = 1, 2.
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Consider the differential forms Φ0 on (∂D×D¯)\G¯ and Φ1 on (∂D×D¯)\G¯
defined by
Φ0(ζ, x) = −(−1)
n(n+1)
2 (β2 − β1)(ζ, x) ∧ dζ(S0V2,A2,E − S0V1,A1,E)(ζ, x)
∧
∑
p+q=n−2
(ddζS0V1,A1,E(ζ, x))p ∧ (ddζS0V2,A2,E(ζ, x))q, (3.3.19)
for (ζ, x) ∈ (∂D × D¯)\G¯, where d = dζ + dx,
Φ1(ζ, x) = −(−1)
n(n−1)
2
[
β1(ζ, x) ∧ (ddζS0V1,A1,E(ζ, x))n−1
+β2(ζ, x) ∧ (ddζS0V2,A2,E(ζ, x))n−1 − β1(ζ, x) (3.3.20)
∧(ddζS0V2,A2,E(ζ, x))n−1 − β2(ζ, x) ∧ (ddζS0V1,A1,E(ζ, x))n−1
]
,
for (ζ, x) ∈ (∂D × D¯)\G¯, where d = dζ + dx.
Consider the C2 map incl : (∂D×∂D)\∂G→ (∂D×D¯)\G¯, (ζ, x) 7→ (ζ, x).
From (3.3.8), (3.3.12) and (3.3.13), it follows that Φ0 is continuous on
(∂D× D¯)\G¯ and incl∗(Φ0) is integrable on ∂D× ∂D and Φ1 is continuous on
(∂D × D¯)\G¯ and integrable on ∂D × D¯ (where incl∗(Φ0) is the pull-back of
the differential form Φ0 by the inclusion map incl).
Lemma 3.3.1. Let λ ∈ R+ and E > E(λ, λ,D). Let V1, V2 ∈ C2(D¯,R),
B1, B2 ∈ Fmag(D¯) such that max(‖V1‖C2,D, ‖V2‖C2,D, ‖B1‖C1,D, ‖B2‖C1,D) ≤
λ. For µ = 1, 2, let Aµ ∈ Fpot(D,Bµ). The following equalities are valid :∫
∂D×∂D
incl∗(Φ0) =
∫
∂D×D¯
Φ1; (3.3.21)
1
(n− 1)!Φ1(ζ, x) = (rV1,E(x)
nω0,V1,B1(ζ, x) + rV2,E(x)
nω0,V2,B2(ζ, x)
−k¯V1,B1(E, ζ, x) ◦ k¯V2,B2(E, ζ, x) (3.3.22)
× (rV1,E(x)n−2ω0,V1,B1(ζ, x) + rV2,E(x)n−2
×ω0,V2,B2(ζ, x))) ∧ dx1 ∧ .. ∧ dxn,
for (ζ, x) ∈ ∂D ×D.
Equality (3.3.21) follows from regularization and Stokes’ formula. Proof
of Lemma 3.3.1 is given in Section 3.4.
Taking account of Lemma 3.3.1, Proposition 3.3.2 and Remark 3.3.1, we
obtain the following Theorem of uniqueness.
Theorem 3.3.1. Let λ ∈ R+ and E > E(λ, λ,D). Let V1, V2 ∈ C2(D¯,R),
B1, B2 ∈ Fmag(D¯) such that max(‖V1‖C2,D, ‖V2‖C2,D, ‖B1‖C1,D, ‖B2‖C1,D) ≤
λ. For µ = 1, 2, let Aµ ∈ Fpot(D,Bµ). The following estimate is valid :∫
D
(rV1,E(x)− rV2,E(x))
(
rV1,E(x)
n−1 − rV2,E(x)n−1
)
dx ≤
Γ(n
2
)
2π
n
2 (n− 1)!
∫
∂D×∂D
incl∗(Φ0). (3.3.23)
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In addition, the following statements are valid :
if kV1,B1(E, ζ, x) = kV2,B2(E, ζ, x) for ζ, x ∈ ∂D, ζ 6= x, then V1 ≡ V2 and
B1 ≡ B2 on D¯ ; if k0,V1,B1(E, ζ, x) = k0,V2,B2(E, ζ, x) for ζ, x ∈ ∂D, ζ 6= x, then
V1 ≡ V2 and B1 ≡ B2 on D¯.
Proof of Theorem 3.3.1 is given in Section 3.4.
If B1 ≡ 0, B2 ≡ 0 and V1, V2, and D are smoother than C2, then Lemma
3.3.1 and Theorem 3.3.1 follow from results of [Bey79] and [GN83].
3.4 Proof of Theorem 3.3.1 and Lemma 3.3.1
Using Lemma 3.2.1, (3.2.4), Propositions 3.3.1, 3.3.2 and Lemma 3.3.1,
we first prove Theorem 3.3.1.
Proof of Theorem 3.3.1. From (3.3.22) and Proposition 3.3.2 and definition of
ω0,Vµ,Bµ , µ = 1, 2, it follows that
1
(n− 1)!
∫
∂D×D¯
Φ1 = (3.4.1)∫
D
rV1,E(x)
n
∫
Sn−1
(
1 +
w ◦ k¯V2,B2(E, ζ1,x(w), x)
rV1,E(x)
)
dσ(w)dx
+
∫
D
rV2,E(x)
n
∫
Sn−1
(
1 +
k¯V1,B1(E, ζ2,x(w), x) ◦ w
rV2,E(x)
)
dσ(w)dx,
where dσ is the canonical measure on Sn−1, and where ◦ denotes the usual
scalar product on Rn, and where for x ∈ D and w ∈ Sn−1 and µ = 1, 2,
ζµ,x(w) denotes the unique point ζ of ∂D such that w = νVµ,Bµ,E,x(ζ). Hence
using Cauchy-Bunyakovski-Schwarz inequality and (3.3.2) and the equality∫
Sn−1 dσ(w) =
2pi
n
2
Γ(n
2
)
, we obtain
1
(n− 1)!
∫
∂D×D¯
Φ1 ≥ 2π
n
2
Γ(n
2
)
∫
D
(rV1,E(x)− rV2,E(x))(rV1,E(x)n−1 − rV2,E(x)n−1)dx.
(3.4.2)
Estimate (3.4.2) and equality (3.3.21) prove (3.3.23).
Now assume that kV1,B1(E, ζ, x) = kV2,B2(E, ζ, x) for ζ, x ∈ ∂D, ζ 6= x.
Then from (3.3.1) and (3.3.18), it follows that the one form incl∗(β2−β1)(ζ, x)
is null for any ζ, x ∈ ∂D, ζ 6= x. Hence from (3.3.19), it follows that the 2n−2
form incl∗(Φ0)(ζ, x) is null for any ζ, x ∈ ∂D, ζ 6= x. Thus using (3.3.23), we
obtain
∫
D
(rV1,E(x)− rV2,E(x))(rV1,E(x)n−1− rV2,E(x)n−1)dx ≤ 0, and as n ≥ 2,
this latter inequality implies that
rV1,E ≡ rV2,E on D¯. (3.4.3)
Thus V1 ≡ V2.
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Using (3.4.3) and the equality |k¯Vi,Bi(E, ζ, x)| = rVi,E(x) for i = 1, 2, x ∈ D
and ζ ∈ ∂D, and using (3.4.1), we obtain that
1
(n− 1)!
∫
∂D×D¯
Φ1 =
1
2
2∑
i=1
∫
D
rVi,E(x)
n−2
∫
Sn−1
∣∣k¯V1,B1(E, ζi,x(w), x)
−k¯V2,B2(E, ζi,x(w), x)
∣∣2 dσ(w)dx.
As
∫
∂D×D¯ Φ1 = 0 (due to (3.3.21)), we obtain that for any x ∈ D, and any
w ∈ Sn−1, k¯V1,B1(E, ζ1,x(w), x) = k¯V2,B2(E, ζ1,x(w), x). At fixed x ∈ D, we know
that ζ1,x is onto ∂D. Hence the following equality is valid
k¯V1,B1(E, ζ, x) = k¯V2,B2(E, ζ, x), ζ ∈ ∂D, x ∈ D. (3.4.4)
From (3.4.4) and (3.3.16), it follows that B1 ≡ B2 on D.
Now assume that k0,V1,B1(E, ζ, x) = k0,V2,B2(E, ζ, x) for ζ, x ∈ ∂D, ζ 6= x.
Then using (3.2.5) and replacing Bi by −Bi, i = 1, 2, in the proof, we obtain
(V1, B1) ≡ (V2, B2).
Using Lemma 3.2.1, (3.2.4), Propositions 3.3.1, 3.3.2, we prove Lemma
3.3.1.
Proof of Lemma 3.3.1. We first prove (3.3.22). Let U be an open subset of
R
n−1 and φ : U → ∂D such that φ is a C2 parametrization of ∂D. Let φ0 : U×
D → ∂D×D, (ζ, x) 7→ (φ(ζ), x).We work in coordinates given by (U×D,φ0).
Let µ, µ′ = 1, 2. On one hand from definition of ω0,Vµ,Bµ , definition of νVµ,Bµ,E,x
and (3.3.2), we obtain
ω0,Vµ,Bµ(ζ, x) ∧ dx1 ∧ . . . ∧ dxn = (−1)nrVµ,E(x)−n (3.4.5)
×det
(
k¯Vµ,Bµ(E, ζ, x),
∂k¯Vµ,Bµ
∂ζ1
(E, ζ, x), . . . ,
∂k¯Vµ,Bµ
∂ζn−1
(E, ζ, x)
)
dζ1 ∧ . . . ∧ dζn−1 ∧ dx1 ∧ . . . ∧ dxn
for ζ ∈ U and x ∈ D and µ = 1, 2.
On the other hand straightforward calculations give (ddζS0Vµ,Aµ,E(ζ, x) =∑
m1=1..n
m2=1..n−1
∂2S0Vµ,Aµ,E
∂xm1∂ζm2
(ζ, x)dxm1 ∧ dζm2)
βµ
′
(ζ, x) ∧ (ddζS0Vµ,Aµ,E(ζ, x))n−1 = (−1)
(n−1)(n−2)
2 (n− 1)! (3.4.6)
×det
(
k¯Vµ′ ,Bµ′ (E, ζ, x),
∂2S0Vµ,Aµ,E
∂ζ1∂x
(ζ, x), . . . ,
∂2S0Vµ,Aµ,E
∂ζn−1∂x
(ζ, x)
)
dζ1 ∧ . . . ∧ dζn−1 ∧ dx1 ∧ . . . ∧ dxn,
for ζ ∈ U , x ∈ D. Note that due to (3.3.2) and Proposition 3.3.2, k¯Vµ,Bµ(E, ζ, x)
is orthogonal to ∂
∂ζm
k¯Vµ,Bµ(E, ζ, x), m = 1 . . . n − 1, and that (k¯Vµ,Bµ(E, ζ, x),
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∂
∂ζ1
k¯Vµ,Bµ(E, ζ, x), . . . ,
∂
∂ζn−1
k¯Vµ,Bµ(E, ζ, x)) is a basis of R
n. Hence from (3.4.5),
(3.4.6) and (3.3.9), we obtain
βµ
′
(ζ, x) ∧ (ddζS0Vµ,Aµ,E(ζ, x))n−1 = −(−1)
n(n−1)
2 (n− 1)!rVµ,E(x)n (3.4.7)
× k¯Vµ′ ,Bµ′ (E, ζ, x) ◦ k¯Vµ,Bµ(E, ζ, x)
rVµ,E(x)
2
ω0,Vµ,Bµ(ζ, x) ∧ dx1 ∧ . . . ∧ dxn,
for ζ ∈ U , x ∈ D. Definition (3.3.20) and equality (3.4.7) proves (3.3.22).
We sketch the proof of (3.3.21). Let ε ∈]0, 1[ and x0 ∈ D. We consider
Dε = {x0 + ε(x− x0) | x ∈ D}. (3.4.8)
As D is a strictly convex (in the strong sense) open domain of Rn, with C2
boundary, it follows that Dε is also a strictly convex (in the strong sense) open
domain of Rn, with C2 boundary, and in addition, as 0 < ε < 1,
D¯ε ⊆ D, (3.4.9)
dist(∂D, ∂Dε) = (1− ε)dist(∂D, x0). (3.4.10)
where dist(∂D, ∂Dε) = inf{|x − y| | x ∈ Dε, y ∈ ∂D} and dist(∂D, x0) =
inf{|y − x0| | y ∈ ∂D} > 0.
For M and N two finite-dimensional oriented C2 manifold (with or wi-
thout boundary), we consider on M× N the differential product structure
induced by the already given differential structures ofM and N and we consi-
der the orientation of M× N given by the already fixed orientation of M
and of N . The orientation of ∂Dε is given by the unit outward normal vector
and ∂D × D¯ε is a C2 manifold with boundary ∂D × ∂Dε (which is a C2 ma-
nifold without boundary). Let inclε ∈ C2(∂D × ∂Dε, ∂D × D¯ε) be defined by
inclε(ζ, x) = (ζ, x), (ζ, x) ∈ ∂D × ∂Dε. Here we omit the details of the proof
of the following statement :
∫
∂D×D¯ε Φ1 →
∫
∂D×D¯ Φ1 and
∫
∂D×∂Dε incl
∗
ε(Φ0) →∫
∂D×∂D incl
∗(Φ0) as ε → 1−. These statements follow from (3.3.12), (3.3.13)
and (3.3.9). We shall prove that∫
∂D×D¯ε
Φ1 =
∫
∂D×∂Dε
incl∗ε(Φ0). (3.4.11)
For µ = 1, 2, let S0µ ∈ C2((Rn × Rn)\{(x, x) | x ∈ Rn},R) such that
S0µ(ζ, x) = S0Vµ,Aµ,E(ζ, x), (ζ, x) ∈ (D¯ × D¯)\G¯ (from (3.3.8), it follows that
such a function S0µ exists). Let δε = dist(∂D, ∂Dε). Let W1,δε be the open
subset ∂D + B(0, δε
2
) = {x + y | x ∈ ∂D, y ∈ Rn, |y| < δε
2
} and let W2,δε be
the open subset Dε + B(0,
δε
2
) = {x + y | x ∈ Dε, y ∈ Rn, |y| < δε2 }. Note
thatW1,δε is an open neighborhood of ∂D which does not intersectW2,δε which
is an open neighborhood of D¯ε. Hence S0µ ∈ C2(W1,δε ×W2,δε ,R) and there
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exists a sequence of functions (S0µ,m) such that
S0µ,m ∈ C3(W1,δε ×W2,δε ,R), (3.4.12)
sup
(x,y)∈∂D×D¯ε
α=(α1,α2)∈N2
|α|=α1+α2≤2
|∂
|α|(S0µ,m − S0µ)
∂xα1∂yα2
(x, y)| → 0, as m→ +∞. (3.4.13)
Fix m ∈ N. Let µ = 1, 2. We define the differential one-form, βµm on
(∂D × D¯ε) by
βµm(ζ, x) = dxS0µ,m(ζ, x)−
1
c
n∑
j=1
Ajµ(x)dxj, (3.4.14)
for (ζ, x) ∈ ∂D × D¯ε and x = (x1, . . . , xn) and Aµ(x) = (A1µ(x), . . . ,Anµ(x))
and where d = dζ + dx is the De Rham differential operator on ∂D × D¯ε.
We define the continuous differential 2n− 2 form Φ0,m on ∂D × D¯ε by
Φ0,m(ζ, x) = −(−1)
n(n+1)
2 (β2m − β1m)(ζ, x) ∧ dζ(S02,m − S01,m)(ζ, x)
∧
∑
p+q=n−2
(ddζS01,m(ζ, x))p ∧ (ddζS02,m(ζ, x))q, (3.4.15)
for ζ ∈ ∂D, x ∈ D¯ε, where d = dζ +dx is the De Rham differential operator on
∂D × D¯ε. We define the continuous differential 2n− 1 form Φ1,m on ∂D × D¯ε
by
Φ1,m(ζ, x) = −(−1)
n(n−1)
2
[
β1m(ζ, x) ∧ (ddζS01,m(ζ, x))n−1 + β2m(ζ, x)
∧(ddζS02,m(ζ, x))n−1 − β1m(ζ, x) ∧ (ddζS02,m(ζ, x))n−1
−β2m(ζ, x) ∧ (ddζS01,m(ζ, x))n−1
]
, (3.4.16)
for (ζ, x) ∈ ∂D × D¯ε.
From (3.4.14)-(3.4.16), (3.3.9), (3.4.13), it follows that∫
∂D×D¯ε
Φ1,m →
∫
∂D×D¯ε
Φ1, as m→ +∞, (3.4.17)∫
∂D×∂Dε
incl∗ε(Φ0,m) →
∫
∂D×∂Dε
incl∗ε(Φ0), as m→ +∞. (3.4.18)
If we prove that
∫
∂D×D¯ε Φ1,m =
∫
∂D×∂Dε incl
∗
ε(Φ0,m), then formula (3.4.11) will
follow from (3.4.17) and (3.4.18).
From (3.4.12), it follows that
ddζS0µ,m is a C1 form on ∂D × D¯ε, (3.4.19)
d(ddζS0µ,m) = 0, (3.4.20)
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where d is the De Rham differential operator on ∂D × D¯ε. From (3.4.14), it
follows that
dβµm(ζ, x) = −ddζS0µ,m(ζ, x)−
1
c
∑
1≤j1<j2≤n
Bµj1,j2(x)dxj1 ∧ dxj2 , (3.4.21)
for (ζ, x) ∈ ∂D × D¯ε and x = (x1, . . . , xn) (Bµj1,j2(x) denotes the elements of
Bµ(x)). From (3.4.19)-(3.4.21), it follows that Φ0,m is C
1 on ∂D× D¯ε and that
dΦ0,m(ζ, x) = (−1)n−1Φ1,m(ζ, x) + ω(ζ, x), (3.4.22)
ω(ζ, x) = (−1)n(n+1)2 1
c
∑
1≤j1<j2≤n
(B2j1,j2(x)−B1j1,j2(x))dxj1 ∧ dxj2
∧dζ(S02,m − S01,m)(ζ, x) ∧
∑
p+q=n−2
(ddζS01,m(ζ, x))p ∧ (ddζS02,m(ζ, x))q,
for (ζ, x) ∈ ∂D × D¯ε and x = (x1, . . . , xn). Note that as Bµ, µ = 1, 2, is
continuously differentiable on D¯, then the 2-form defined on ∂D × D¯ε by∑
1≤j1<j2≤n(B
2
j1,j2
(x)−B1j1,j2(x))dxj1 ∧ dxj2 , (ζ, x) ∈ ∂D× D¯ε is also C1. Note
that (D¯ε is a n-dimensional C
2 manifold and (3.4.20))
ω(ζ, x) = dω˜(ζ, x), (3.4.23)
where
ω˜(ζ, x) = (−1)n(n+1)2 (S02,m − S01,m)(ζ, x)
c
∑
1≤j1<j2≤n
(B2j1,j2(x)−B1j1,j2(x))
dxj1 ∧ dxj2 ∧
∑
p+q=n−2
(ddζS01,m(ζ, x))p ∧ (ddζS02,m(ζ, x))q, (3.4.24)
for (ζ, x) ∈ ∂D × D¯ε and x = (x1, . . . , xn). Since ∂Dε is a (n− 1)-dimensional
C2 manifold, it follows that
incl∗εω˜(ζ, x) = 0 (3.4.25)
for (ζ, x) ∈ ∂D × ∂Dε. Using (3.4.22), (3.4.23), (3.4.25), we obtain by Stokes’
formula the equality
∫
∂D×D¯ε Φ1,m =
∫
∂D×∂Dε incl
∗
ε(Φ0,m).
3.5 Proof of Lemma 2.1 and Proposition 3.1
3.5.1 Continuation of (V,B) and notations
Let V˜ ∈ C2(Rn,R) be such that V˜ ≡ V on D¯ and ‖V˜ ‖C2,Rn < ∞. Let
B˜ ∈ C1(Rn, An(R)) (where An(R) denotes the space of real antisymmetric
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matrices) such that B˜ ≡ B on D¯ and ‖B˜‖C1,Rn <∞. Let ψ be the flow for the
differential system
x˙ =
p√
1 + p
2
c2
, (3.5.1)
p˙ = −∇V˜ (x) + 1
c
B˜(x)
p√
1 + p
2
c2
,
for x ∈ Rn and p ∈ Rn (it means that a solution of (3.5.1), (x(t), p(t)), t ∈
]t−, t+[, which passes through (x0, p0) ∈ Rn × Rn at time t = 0, is written as
(x(t), p(t)) = ψ(t, x0, p0) for t ∈]t−, t+[). For equation (3.5.1), the energy
E = c2
√
1 +
|p(t)|2
c2
+ V˜ (x(t)) (3.5.2)
is an integral of motion.
Under the conditions on V˜ and B˜, ψ is defined on R × Rn × Rn and
ψ ∈ C1(R×Rn×Rn,Rn×Rn), and a solution x(t), t ∈]t−, t+[, of (3.1.1) which
starts at q0 ∈ D at time 0 with velocity v is written as x(t) = ψ1(t, x, vq
1− v2
c2
),
t ∈]t−, t+[ (we write ψ = (ψ1, ψ2) where ψi = (ψ1i , . . . , ψni ) ∈ C1(R × Rn ×
R
n,Rn), i = 1, 2).
For v ∈ Rn and x ∈ Rn, we define the vector F (x, v) of Rn by
F (x, v) = −∇V˜ (x) + 1
c
B˜(x)v. (3.5.3)
For x ∈ Rn and E > c2+ V˜ (x), we denote by rV˜ ,E(x) the positive real number
rV˜ ,E(x) = c
√√√√(E − V˜ (x)
c2
)2
− 1, (3.5.4)
and we denote by Sn−1x,E the following sphere of R
n of center 0
S
n−1
x,E = {p ∈ Rn||p| = rV˜ ,E(x)}. (3.5.5)
3.5.2 Growth estimates for a function g
Consider the function g : Rn → Bc defined by
g(x) =
x√
1 + |x|
2
c2
(3.5.6)
where x ∈ Rn. This function was considered for example in [Jol05a].
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We remind that g has the following simple properties :
|∇gi(x)|2 ≤ 1
1 + |x|
2
c2
, (3.5.7)
|g(x)− g(y)| ≤ √n sup
ε∈[0,1]
1√
1 + |εx+(1−ε)y|
2
c2
|x− y|, (3.5.8)
|∇gi(x)−∇gi(y)| ≤ 3
√
n
c
sup
ε∈[0,1]
1
1 + |εx+(1−ε)y|
2
c2
|x− y|, (3.5.9)
for x, y ∈ Rn, i = 1 . . . n, and g = (g1, . . . , gn). The function g is an infinitely
smooth diffeomorphism from Rn onto Bc, and its inverse is given by g
−1(x) =
xr
1− |x|2
c2
, for x ∈ Bc.
3.5.3 Proof of Lemma 3.2.1
For q0, q ∈ D¯, q0 6= q, let t+,q0,q = sup{t > 0 | ψ1(t, q0, k¯0,V,B(E, q0, q))∈
D}. From Properties (3.2.1) and (3.2.2), it follows that k0,V,B(E, ., .) is conti-
nuous on (D¯× D¯)\G¯ and for q0, q ∈ D¯, q0 6= q, and any s1, s2 ∈ [0, t+,q0,q[, s1 6=
s2, ψ1(s1, q0, k¯0,V,B(E, q0, q)) 6= ψ1(s2, q0, k¯0,V,B(E, q0, q)) and N(q+)◦ ∂∂tψ1(t, q0,
k¯0,V,B(E, q0, q))|t=t+,q0,q is positive, where q+ = ψ1(t+,q0,q, q0, k¯0,V,B(E, q0, q))
(and where ◦ denotes the usual scalar product on Rn). Using also continuity of
ψ1, one obtains that sV,B(E, q0, q) is continuous on (D¯×D¯)\G¯. Then we obtain
that sV,B(E, q0, q) ∈ C1((D¯ × D¯)\G¯,R) by applying implicit function theo-
rem on maps mi : R× ((Rn × Rn)\∆), (t, x, y)→ yi − ψi1(t, x, k˜0,V,B(E, x, y)),
i = 1 . . . n, where ∆ = {(x, x) | x ∈ Rn} and k˜0,V,B(E, ., .) is a C1 continua-
tion of k¯0,V,B(E, ., .) on (R
n × Rn)\∆ (such a continuation exists thanks to
(3.2.2), and note that for any q0, q ∈ D¯, q 6= q0, k¯V,B(E, q0, q) 6= 0). Note that
kV,B(E, q0, q) = g(ψ2(sV,B(E, q0, q), q0, k¯0,V,B(E, q0, q))), q0, q ∈ D¯, q0 6= q. It
remains to prove that sV,B(E, q0, q) is continuous on G = {(q′, q′) | q′ ∈ D¯}.
Let q0 = q ∈ D. Let (q0,m) and (qm) be two sequences of points of D¯
such that q0,m 6= q0 for all m and q0,m goes to q0 and qm goes to q = q0
as m → +∞. Let R = lim supm→+∞ sV,B(E, q0,m, qm) ∈ [0,+∞]. We shall
prove that R = 0. Assume that R > 0. Note that by conservation of energy
|k¯0,V,B(E, q0,m, qm)| ≤ c
√(
E+‖V ‖∞
c2
)2
− 1. Using definition of R and compact-
ness of the closed ball of Rn whose radius is c
√(
E+‖V ‖∞
c2
)2
− 1 and whose
centre is 0, we obtain that there exist subsequences of q0,m and qm (respecti-
vely still denoted by q0,m and qm) such that
lim
m→+∞
sV,B(E, q0,m, qm) = R, (3.5.10)
k¯0,V,B(E, q0,m, qm) converges to some k ∈ Rn. (3.5.11)
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Using conservation of energy, we obtain that
|k| = c
√(
E − V (q0)
c2
)2
− 1. (3.5.12)
Using (3.5.11) and (3.5.10) and continuity of ψ1, we obtain that
ψ1(t, q0, k) = lim
m→+∞
ψ1(t, q0,m, k¯0,V,B(E, q0,m, qm)), for all t ∈ [0, R[. (3.5.13)
For all m and t ∈ [0, sV,B(E, q0,m, qm)[, ψ1(t, q0,m, k¯0,V,B(E, q0,m, qm)) ∈ D¯.
Hence using (3.5.13), we obtain that
ψ1(t, q0, k) ∈ D¯, t ∈ [0, R[. (3.5.14)
In addition,
ψ1(0, q0, k) = q0 ∈ D. (3.5.15)
Then R 6= +∞ (otherwise this would contradict (3.2.1), in particular the fact
that the solution of (3.1.1) under condition (3.1.3) with energy E, which starts
at time 0 at q0 = ψ1(0, q0, k), reaches the boundary ∂D at a time t+ > 0 and
satisfies the estimate ∂ψ1
∂t
(t+, q0, k) ◦N(ψ1(t+, q0, k)) > 0) .
Using continuity of ψ1 and limm→+∞ q0,m = q0, limm→+∞ qm = q0,
limm→+∞ sV,B(E, q0,m, qm) = R, limm→+∞ k¯0,V,B(E, q0,m, qm) = k and the defi-
nition of sV,B(E, q0,m, qm), we obtain that
ψ1(R, q0, k) = lim
m→+∞
ψ1(sV,B(E, q0,m, qm), q0, k¯0,V,B(E, q0,m, qm))
= lim
m→+∞
qm = q0. (3.5.16)
Properties (3.5.16), (3.5.15), (3.5.14) and (3.2.1) imply R = 0, which contra-
dicts the assumption R > 0. Finally we proved that sV,B(E, ., .) ∈ C((D¯ ×
D¯)\∂G,R).
Let x0 ∈ D. From (3.2.3), it follows that for sufficiently small positive ε, E
is greater than E(‖V˜ ‖C2,Dx0,ε , ‖B˜‖C1,Dx0,ε , Dx0,ε) whereDx0,ε = {x0+(1+ε)(x−
x0) | x ∈ D}. Hence one obtains that solutions of energy E for equation (3.5.1)
in Dx0,ε also have properties (3.2.1) and (3.2.2) ; and replacing V , B, and D by
V˜ , B˜ and Dx0,ε above in the proof, one obtains that sV˜ ,B˜(E, ., .) is continuous
on (D¯x0,ε × D¯x0,ε)\{(q, q) | q ∈ ∂Dx0,ε} (sV˜ ,B˜(E, q′0, q′), (q′0, q′) ∈ D¯x0,ε × D¯x0,ε,
are defined as sV,B(E, q0, q), (q0, q) ∈ D¯ × D¯, are defined in Subsection 2.1).
Now, using also D¯ ⊆ Dx0,ε and the equality sV,B(E, q0, q) = sV˜ ,B˜(E, q0, q) for
q0, q ∈ D¯, one obtains sV,B(E, ., .) ∈ C(D¯×D¯,R) (the equality sV,B(E, q0, q) =
sV˜ ,B˜(E, q0, q) for q0, q ∈ D¯, follows from the fact that if (x(t), p(t)) is solution
of (3.5.1) in D, then (x(t), p(t)) is also solution of (3.5.1) in Dx0,ε).
Lemma 3.2.1 is proved. 
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3.5.4 Proof of Proposition 3.3.1
From Lemma 3.2.1, ψ ∈ C1(R × Rn × Rn,Rn × Rn), A ∈ C1(D¯,Rn), it
follows that S0V,A,E ∈ C(D¯×D¯,R) and S0V,A,E ∈ C1((D¯×D¯)\G¯,R). Equalities
(3.3.9) and (3.3.10) are known equalities (see Section 46 and further Sections of
[Arn78]). Statements (3.3.8), (3.3.11), (3.3.12) follow from (3.3.9) and (3.3.10).
We shall prove (3.3.13). We omit indices V,B for sV,B, k¯0,V,B and k¯V,B where k¯0, k¯
are defined by (3.3.1). Using the equality y−x = ∫ s(E,x,y)
0
∂ψ1
∂t
(t, x, k¯0(E, x, y))dt
and estimate |∂ψ1
∂t
(t, x, k¯0(E, x, y))| ≤ c, we obtain
|y − x| ≤ cs(E, x, y), for all x, y ∈ D¯, y 6= x. (3.5.17)
Derivating equality ψ1(s(E, x, y), x, k¯0(E, x, y)) = y with respect to yi, we
obtain that
ei = (
∂ψj1
∂k¯
(s(E, x, y), x, k¯0(E, x, y)) ◦ ∂k¯0
∂yi
(E, x, y))j=1..n (3.5.18)
+
∂s
∂yi
(E, x, y)
∂ψ1
∂s
(s(E, x, y), x, k¯0(E, x, y)),
for any x, y ∈ D¯, x 6= y and where (e1, . . . , en) is the canonical basis of Rn
(and where ◦ denotes the usual scalar product on Rn). For t ∈ R, x ∈ D¯,
and k ∈ Rn and j = 1..n the following equality is valid : ψj1(t, x, k) =
xj + tgj(k)+
∫ t
0
[
gj(k +
∫ s
0
F (ψ1(σ, x, k), g(ψ2(σ, x, k)))dσ)− gj(k)
]
ds. Hence
we obtain that for t ∈ R, x ∈ D¯, k = (k1, . . . , kn) ∈ Rn, and j = 1..n,
∂ψj1
∂kl
(t, x, k) = t
∂gj
∂kl
(k) +
∫ t
0
[
∂gj
∂kl
(k +
∫ s
0
F (ψ1(σ, x, k), g(ψ2(σ, x, k)))
dσ)− ∂gj
∂kl
(k)
]
ds+
∫ t
0
∇gj(k +
∫ s
0
F (ψ1(σ, x, k), g(ψ2(σ, x, k)))dσ) ◦∫ s
0
∂
∂kl
F (ψ1, g(ψ2))|(σ,x,k)dσds, (3.5.19)
for any l = 1..n. Define
R = sup
(x′,y′)∈D¯
s(E, x′, y′),
M3 = sup
t∈[0,R],x′∈D¯,l=1...n
|k|≤c
vuut supx′∈D¯ E−V (x′)
c2
!2
−1
| ∂
∂kl
F (ψ1, g(ψ2))|(t,x′,k)|,
M4 = max(M3,
√
n‖V ‖C2,D + n‖B‖C1,D).
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Then using (3.5.19) and growth properties of g, we obtain that
|∂ψ
j
1
∂kl
(s(E, x, y), x, k¯0(E, x, y))− s(E, x, y)∂gj
∂kl
(k¯0(E, x, y))|
≤M4s(E, x, y)2(1 + 3
√
n
c
), (3.5.20)
for x, y ∈ D¯, x 6= y and j, l = 1..n. where k¯0 is defined by (3.3.1).
Let x, y ∈ D¯, x 6= y. Using the identity
k¯(E, x, y) = k¯0(E, x, y) +
∫ s(E,x,y)
0
(−∇V (ψ1(s, x, k¯0(E, x, y)))
+
1
c
B(ψ1(s, x, k¯0(E, x, y)))g(ψ2(s, x, k¯0(E, x, y)))
)
ds,
we obtain the following estimate
|k¯(E, x, y)− k¯0(E, x, y)| ≤M5s(E, x, y), (3.5.21)
where M5 =
√
n‖V ‖C2,D + n‖B‖C1,D. Using (3.3.2), we obtain that
k¯0(E, x, y) ◦ ∂k¯0
∂yi
(E, x, y) =
1
2
∂|k¯0|2
∂yi
(E, x, y) = 0, (3.5.22)
for i = 1..n. From (3.3.2), (3.5.21) and (3.5.22), it follows that
| k¯(E, x, y)|k¯(E, x, y)| ◦
∂k¯0
∂yi
(E, x, y)| ≤ 1|k¯(E, x, y)| |(k¯(E, x, y)− k¯0(E,
x, y)) ◦ ∂k¯0
∂yi
(E, x, y)|+ 1|k¯(E, x, y)| |k¯0(E, x, y) ◦
∂k¯0
∂yi
(E, x, y)|
≤ c−1
((
infx′∈D¯ E − V (x′)
c2
)2
− 1
)− 1
2
M5s(E, x, y)|∂k¯0
∂yi
(E, x, y)|, (3.5.23)
for i = 1..n.
Let (v1, . . . , vn−1) be an orthonormal family of Rn such that ( k¯(E,x,y)|k¯(E,x,y)| , v
1,
. . . , vn−1) is an orthonormal basis of Rn. Note that using definition of g and
(3.5.22), we obtain
(∇gj(k¯0(E, x, y)) ◦ ∂k¯0
∂yi
(E, x, y))j=1..n = (3.5.24)(
1 +
|k¯0(E, x, y)|2
c2
)−1/2
∂k¯0
∂yi
(E, x, y), i = 1..n.
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Hence using (3.5.24), (3.5.20) and (3.5.18) (and k(E, x, y) ◦ vh = 0), we obtain
s(E, x, y)|∂k¯0
∂yi
(E, x, y) ◦ vh| =
√
1 +
|k¯0(E, x, y)|2
c2
s(E, x, y)
×|(∇gj(k¯0(E, x, y)) ◦ ∂k¯0
∂yi
(E, x, y))j=1..n ◦ vh|
≤
√
1 +
|k¯0(E, x, y)|2
c2
[
nM4s(E, x, y)
2(1 +
3
c
)|∂k¯0
∂yi
(E, x, y)|
+ |(∂ψ
j
1
∂k
(s(E, x, y), x, k¯0(E, x, y)) ◦ ∂k¯0
∂yi
(E, x, y))j=1..n ◦ vh|
]
=
√
1 +
|k¯0(E, x, y)|2
c2
[
nM4s(E, x, y)
2(1 +
3
c
)|∂k¯0
∂yi
(E, x, y)|+ |vhi |
]
≤ supx′∈D¯ E − V (x
′)
c2
(nM4(1 +
3
c
)s(E, x, y)2|∂k¯0
∂yi
(E, x, y)|+ 1),(3.5.25)
for i = 1 . . . n. Let M6 = c
−1
(
(c−2 infx′∈D¯(E − V (x′)))2 − 1
)− 1
2
M5 + c
−2×
supx′∈D¯(E−V (x′))(nM4(1+ 3c )+1). From (3.5.23) and (3.5.25), it follows that
s(E, x, y)|∂k¯0
∂yi
(E, x, y)| ≤ √nM6(1 + s(E, x, y)(s(E, x, y)|∂k¯0
∂yi
(E, x, y)|)),
(3.5.26)
for i = 1 . . . n.
Using uniform continuity of s(E, ., .) on D¯×D¯, we obtain that there exists
some η > 0 such that if x, y ∈ D¯, |x−y| < η, then √nM6s(E, x, y) ≤ 12 . Then,
using (3.5.26), we obtain that s(E, x, y)|∂k¯0
∂yi
(E, x, y)| ≤ 2√nM6, for x, y ∈ D¯,
|x−y| < η and i = 1..n. Now using the continuous differentiability of k¯0(E, ., .)
on (D¯ × D¯)\G¯, we obtain that |∂k¯0
∂yi
(E, x, y)| ≤ M ′i
s(E,x,y)
for x, y ∈ D¯, x 6= y and
where M ′i = max(2M6
√
n,R supx′,y′∈D¯,|x′−y′|≥η |∂k¯0∂yi (E, x, y)|). Putting M2 =
supi=1..n cM
′
i and using (3.5.17) and (3.3.11), we obtain (3.3.13). 
3.6 Proof of Properties (3.2.1) and (3.2.2)
In this Section we first consider solutions x(t) of (3.5.1) in an open boun-
ded subset Ω of Rn (see Subsection 3.6.1) and we give properties of these solu-
tions at fixed and sufficiently large energy (see Subsections 3.6.3 and 3.6.4) (Ω
should be thought as an open neighborhood of D). Using these properties we
prove Properties (3.2.1) and (3.2.2) (see Subsection 3.6.5). Subsections 3.6.6,
3.6.7, 3.6.8, 3.6.9 are devoted to the proof of Propositions 3.6.1, 3.6.2, 3.6.3,
3.6.4 formulated in Subsection 3.6.4.
We keep notations of Subsections 3.5.1, 3.5.2.
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3.6.1 Additional notations
Let Ω be a bounded open subset of Rn with frontier ∂Ω. We define a
positive number δ(Ω) by
δ(Ω) = sup
x∈Ω
|x|. (3.6.1)
We consider the following equation in Ω :
p˙ = F (x, x˙), p =
x˙√
1− |x˙|2
c2
, x ∈ Ω, p ∈ Rn. (3.6.2)
where the force F (x, x˙) = −∇V˜ (x) + 1
c
B˜(x)x˙ is defined by (3.5.3). For the
equation (3.6.2), the energy E = c2
√
1 + |p(t)|
2
c2
+ V˜ (x(t)) is an integral of
motion.
Note that if x(t), t ∈]t−, t+[, is a solution of (3.6.2) which starts at x0 ∈ Ω
at time 0 with velocity v then x(t) = ψ1(t, x0, g
−1(v)), t ∈]t−, t+[, where the
function g is defined by (3.5.6) and where ψ = (ψ1, ψ2) is the flow of the
differential system (3.5.1). We obtain, in particular, x(t)→ ψ1(t±, x0, g−1(v)),
as t→ t±, and x˙(t)→ g(ψ2(t±, x0, g−1(v))), as t→ t±.
We denote by Λ the open subset of R × Ω × Rn where the flow of the
differential system (3.6.2) is defined, i.e.
Λ = {(t, x, p) ∈ R× Ω× Rn | ∀s ∈ [0, t] ψ1(s, x, p) ∈ Ω},
where ψ = (ψ1, ψ2) is the flow of the differential system (3.5.1).
For E > c2 + supx∈Ω V˜ (x), we denote by VE the following smooth 2n− 1-
dimensional submanifold of R2n
VE = {(x, p) ∈ Ω× Rn | |p| = rV˜ ,E(x)}, (3.6.3)
where rV˜ ,E(x) is defined by (3.5.4).
For E > c2 + supx∈Ω V˜ (x), we also consider the map ϕE ∈ C1(Λ ∩
(]0,+∞[×VE) ,Ω× Ω), defined by
ϕE(t, x, p) = (x, ψ1(t, x, p)), for (t, x, p) ∈ Λ ∩ (]0,+∞[×VE) . (3.6.4)
3.6.2 Estimates for the force F
We define the nonnegative real number β(V˜ , B˜, Ω) by
β(V˜ , B˜,Ω) = max

 sup
x∈Ω
α∈(N∪{0})n
|α|≤2
|∂αx V˜ (x)|, sup
x∈Ω
α′∈(N∪{0})n
|α′|≤1
|∂α′x B˜i,j(x)|

 . (3.6.5)
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The following estimates are valid :
|F (x, v)| ≤ nβ(V˜ , B˜,Ω)(1
c
|v|+ 1), (3.6.6)
|F (x, v)− F (x′, v′)| ≤ n3/2β(V˜ , B˜,Ω)
[
|x− x′|
(
1 +
|v′|
c
)
+
1
c
|v′ − v|
]
,
(3.6.7)
for x, x′ ∈ Ω and v, v′ ∈ Rn.
3.6.3 Some constants
For x ∈ Ω and E > c2 + supx′∈Ω V (x′), we define the following real
constants
C1 = 2c
2 + sup
x′∈Ω
(
V˜ (x′) + 8|x′|
(
|∇V˜ (x′)|+
∑
i,j=1...n
|B˜i,j(x′)|
))
, (3.6.8)
C2 = c
2
√
1 +
800n2β(V˜ , B˜,Ω)2δ(Ω)2
c4
+ sup
x′∈Ω
V˜ (x′), (3.6.9)
C3 = C4
(
1 + 5δ(Ω)C5e
5δ(Ω)C5
)
(3.6.10)
C4 =
(
1 +
10
√
2n2δ(Ω)β(V˜ , B˜,Ω)
E − V˜ (x) e
10
√
2δ(Ω)n2β(V˜ ,B˜,Ω)
E−V˜ (x)
)
(3.6.11)
×10n
2δ(Ω)β(V˜ , B˜,Ω)
E − V˜ (x)
(
5δ(Ω) +
600n3/2δ(Ω)2β(V˜ , B˜,Ω)
E − V˜ (x) + 24
)
+
20
√
2n5/2δ(Ω)β(V˜ , B˜,Ω)
E − V˜ (x) e
10
√
2δ(Ω)n2β(V˜ ,B˜,Ω)
E−V˜ (x) +
40n3/2δ(Ω)β(V˜ , B˜,Ω)
c2
√(
E−V˜ (x)
c2
)2
− 1
,
C5 =
(
1 +
10
√
2n2δ(Ω)β(V˜ , B˜,Ω)
E − V˜ (x) e
10
√
2δ(Ω)n2β(V˜ ,B˜,Ω)
E−V˜ (x)
)
(3.6.12)
×20n
2β(V˜ , B˜,Ω)δ(Ω)
E − V˜ (x)
(
1 +
120n3/2β(V˜ , B˜,Ω)δ(Ω)
E − V˜ (x)
)
,
C6 = inf
x′∈Ω
(√
1−
(
c2
E − V˜ (x′)
)2
− 20n
2β(V˜ , B˜,Ω)δ(Ω)
E − V˜ (x′)
)
,(3.6.13)
C7 = inf
x′∈Ω
(
1− 5(n+ 1)
1/2n2δ(Ω)
E − V˜ (x′) (3.6.14)
×β(V˜ , B˜,Ω)e
10n3/2β(V˜ ,B˜,Ω)δ(Ω)
E−V˜ (x′)
0
@1+2cn1/2e
10n3/2β(V˜ ,B˜,Ω)δ(Ω)
E−V˜ (x′)
1
A
× [12√n+ 1 + 10√nδ(Ω)]) .
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Now assume that Ω is a bounded strictly convex (in the strong sense)
open domain of Rn with C2 boundary. Let χΩ be a C
2 defining function
for Ω, i.e. Ω = χ−1Ω (] − ∞, 0[) and ∂Ω = χ−1Ω ({0}) and for all x ∈ ∂Ω
∇χΩ(x) 6= 0 and the Hessian matrix HessχΩ(x) of χΩ at x satisfies the in-
equality HessχΩ(x)(v, v) > 0 for all v ∈ Tx∂Ω, v 6= 0 (where Tx∂Ω ⊆ Rn is
the tangent space of ∂Ω at x ∈ ∂Ω). For E > c2 + supx∈Ω V˜ (x), we define the
real constant C8(E, V˜ , B˜, Ω) by
C8 = C10(Ω)

1−
(
c2
E − supy∈Ω V˜ (y)
)2− 2nC9(Ω)β(V˜ , B˜,Ω)
E − supy∈Ω V˜ (y)
, (3.6.15)
where C9(Ω) and C10(Ω) are the two positive real numbers defined by
C9(Ω) = sup
x∈∂Ω
|∇χΩ(x)|, (3.6.16)
C10(Ω) = inf
x∈∂Ω, v∈Sn−1∩Tx∂Ω
|HessχΩ(x)(v, v)|. (3.6.17)
Note that from (3.6.10)-(3.6.15), it follows that
supx∈ΩC3(E, x, V˜ , B˜,Ω)→ 0, as E → +∞,
C6(E, V˜ , B˜,Ω)→ 1 > 0, as E → +∞,
C7(E, V˜ , B˜,Ω)→ 1 > 0, as E → +∞,
C8(E, V˜ , B˜,Ω)→ C10(Ω) > 0, as E → +∞.
(3.6.18)
When Ω is strictly convex in the strong sense with C2 boundary, then
one can relate an upper bound for the real constant E(‖V˜ ‖C2,Ω, ‖B˜‖C1,Ω,Ω)
(mentioned in Subsection 3.2.1) with constants C1, C2, supx∈ΩC3, C6, C7 and
C8 (see Subsections 3.6.4 and 3.6.5).
Remark 3.6.1. We remind that V˜ is a C2 continuation of V on Rn and
that B˜ ∈ C1(Rn, An(R)) is such that B˜ ≡ B on D¯. Note that from (3.6.8)-
(3.6.15) it follows that C1(V˜ , B˜, D), C2(V˜ , B˜, D), supx∈D C3(E, x, V˜ , B˜,D),
C6(E, V˜ , B˜,D), C7(E, V˜ , B˜,D) and C8(E, V˜ , B˜,D) depend only on (V,B) and
D.
3.6.4 Properties of the first component of the flow of
(3.6.2) at fixed and sufficiently large energy E
The following Proposition 3.6.1 gives an upper bound for living time for
solutions of (3.6.2) with energy E when E is sufficiently large.
Proposition 3.6.1. Let
E ≥ C1(V˜ , B˜,Ω), (3.6.19)
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where C1 is defined by (3.6.8). Let x :]t−, t+[→ Ω be a solution of (3.6.2) with
energy E, where t± ∈ R ∪ {±∞}. Then the following statement holds : t−, t+
are finite and they satisfy the following estimate
|t+ − t−| ≤ 5δ(Ω)
c
, (3.6.20)
where δ(Ω) is defined by (3.6.1).
A proof of Proposition 3.6.1 is given in Subsection 3.6.6.
For E ≥ C1(V˜ , B˜,Ω) (C1 is defined by (3.6.8)) and for (x, p) ∈ VE, we
define the real numbers t+,x,p and t−,x,p by
t+,x,p = sup{t > 0 | (t, x, p) ∈ Λ}, (3.6.21)
t−,x,p = inf{t < 0 | (t, x, p) ∈ Λ}. (3.6.22)
The following Proposition 3.6.2 gives, in particular, a one-to-one property
of the map ϕE defined by (3.6.4).
Proposition 6.2. Let
E ≥ max(C1(V˜ , B˜,Ω), C2(V˜ , B˜,Ω)), (3.6.23)
where constants C1 and C2 are defined by (3.6.8) and (3.6.9). Let x ∈ Ω and
let p1, p2 ∈ Sn−1x,E (defined by (3.5.5)). Then the following estimate is valid :
||ψ1(t1, x, p1)− ψ1(t2, x, p2)| − |t1v1 − t2v2|| ≤ C3|t1v1 − t2v2|, (3.6.24)
for (t1, t2) ∈ [0, t+,x,p1 [×[0, t+,x,p2 [, where vi = pir
1− p
2
i
c2
, i = 1, 2, and where
C3 = C3(E, x, V˜ , B˜,Ω) is defined by (3.6.10).
A proof of Proposition 3.6.2 is given in Subsection 3.6.7. We remind that
sup
x∈Ω
C3(E, x, V˜ , B˜,Ω)→ 0, as E → +∞ (see (3.6.18)). (3.6.25)
Taking account of (3.6.25) and the equality ψ1(0, x, p) = x for any (x, p) ∈ VE
and taking account of Proposition 3.6.2, we obtain that at fixed and sufficiently
large energy E the map ϕE defined by (3.6.4) is one-to-one and its range is
included in (Ω× Ω)\{(x, x) | x ∈ Ω}.
The following Proposition 3.6.3 is proved in Subsection 3.6.8.
Proposition 3.6.3. Assume that
E ≥ C1(V˜ , B˜,Ω),
E ≥ c2
√
1 + 400n
2β(V˜ ,B˜,Ω)2δ(Ω)2
c4
+ supx∈Ω V˜ (x),
min(C6(E, V˜ , B˜,Ω), C7(E, V˜ , B˜,Ω)) > 0,
(3.6.26)
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where C1, C6 and C7 are defined by (3.6.8), (3.6.13) and (3.6.14). Then the
map ϕE defined by (3.6.4) is a local C
1 diffeomorphism at any point (t, x, p) ∈
Λ ∩ (]0,+∞[×VE) .
Now assume that Ω is a bounded strictly convex (in the strong sense) open
domain of Rn with C2 boundary. Let χΩ be a C
2 defining function for Ω. For
E > c2+supx∈Ω V˜ (x), real constant C8(E, V˜ , B˜,Ω) is defined by (3.6.15) with
respect to χΩ.
The following Proposition 3.6.4 gives a surjectivity property of the map
ϕE defined by (3.6.4) at fixed and sufficiently large energy E.
Proposition 3.6.4. Let
E ≥ C1(V˜ , B˜,Ω),
E ≥ c2
√
1 + 400n
2β(V˜ ,B˜,Ω)2δ(Ω)2
c4
+ supx∈Ω V˜ (x),
min(C6(E, V˜ , B˜,Ω), C7(E, V˜ , B˜,Ω), C8(E, V˜ , B˜,Ω)) > 0.
(3.6.27)
where C1, C6, C7 and C8 are defined by (3.6.8), (3.6.13), (3.6.14) and (3.6.15).
Then (Ω × Ω)\{(x, x) | x ∈ Ω} is included in the range of the map ϕE
defined by (3.6.4).
A proof of Proposition 3.6.4 is given in Subsection 3.6.9.
Taking account of Propositions 3.6.2, 3.6.3, 3.6.4, we obtain, in particular,
that at fixed and sufficiently large energy E the map ϕE defined by (3.6.4) is
a C1 diffeomorphism from Λ ∩ (]0,+∞[×VE) onto (Ω× Ω)\{(x, x) | x ∈ Ω}.
Now we are ready to prove Properties (3.2.1) and (3.2.2).
3.6.5 Final part of the proof of Properties (3.2.1) and
(3.2.2)
Let χD be a C
2 defining function for D, i.e. χD ∈ C2(Rn,R) and
D = χ−1D (] − ∞, 0[), and ∂D = χ−1D ({0}), and for all x ∈ ∂D ∇χD(x) 6=
0 and the Hessian matrix HessχD(x) of χD at x satisfies the inequality
HessχD(x)(v, v) > 0 for all v ∈ Tx∂D, v 6= 0 (where Tx∂D ⊆ Rn is the
tangent space of ∂D at x ∈ ∂D).
Let x0 ∈ D. For ε > 0, we define the open neighborhood Ωε of D¯ by
Ωε = {x0 + (1 + ε)(x′ − x0) | x′ ∈ D}. Then Ωε is also a bounded strictly
convex in the strong sense open domain of Rn with C2 boundary and the map
χΩε ∈ C2(Rn,R) defined by χΩε(x) = χD(x0 + x−x01+ε ), x ∈ Rn, is a C2 defining
function for Ωε. In addition, note that
x ∈ ∂Ωε ⇔ x0 + x−x01+ε ∈ ∂D,
∇χΩε(x) = (1 + ε)−1∇χD(x0 + x−x01+ε ), x ∈ Rn,
HessχΩε(x) = (1 + ε)
−2HessχD(x0 + x−x01+ε ), x ∈ Rn,
supx∈Ωε
(
inf{|x− y| | y ∈ D¯}) = ε sup{|x− x0| | x ∈ D} −→
ε→0+
0.
(3.6.28)
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Note also that Ωε2 ⊆ Ωε1 if 0 < ε2 < ε1.
Let E > c2 + supx∈D V (x). Assume that
E > max(C1(V˜ , B˜, D), C2(V˜ , B˜, D)),
supx∈ΩC3(E, x, V˜ , B˜,D) < 1,
min(C6(E, V˜ , B˜,D), C7(E, V˜ , B˜,D), C8(E, V˜ , B˜,D)) > 0,
(3.6.29)
where C1, C2, C3, C6, C7 and C8 are defined by (3.6.8), (3.6.9), (3.6.10),
(3.6.13), (3.6.14) and (3.6.15) (taking account of (3.6.18), we obtain that if
E is sufficiently large, then (3.6.29) is satisfied).
Let ε > 0. We denote by Λε the open subset of R × Ωε × Rn defined by
Λε = {(t, x, p) ∈ R × Ω × Rn | ∀s ∈ [0, t] ψ1(s, x, p) ∈ Ωε}, and we denote
by VE,ε the following smooth 2n − 1-dimensional submanifold of R2n VE,ε =
{(x, p) ∈ Ωε × Rn | |p| = rV˜ ,E(x)}. From (3.6.28) and continuity of ∂αx V˜ and
∂α
′
x B˜ for α, α
′ ∈ (N ∪ {0})n, |α| ≤ 2, |α′| ≤ 1, and from (3.6.8)-(3.6.15), it
follows that
Ci(V˜ , B˜,Ωε)→ Ci(V˜ , B˜, D), as ε→ 0+, for i = 1, 2,
sup
x∈Ωε
C3(E, x, V˜ , B˜,Ωε)→ sup
x∈D
C3(E, x, V˜ , B˜,D), as ε→ 0+,
Ci(E, V˜ , B˜,Ωε)→ Ci(E, V˜ , B˜,D), as ε→ 0+, for i = 6, 7, 8.
Taking also account of (3.6.29) and Propositions 6.2, 6.3, 6.4, we obtain that
there exists ε0 > 0 such that
ϕεE : Λε ∩ (]0,+∞[×VE,ε)→ Ωε × Ωε, (t, x, p) 7→ (x, ψ1(t, x, p)), is a
C1 diffeomorphism from Λε ∩ (]0,+∞[×VE,ε) onto (Ωε × Ωε)\{(x, x) |
x ∈ Ωε} for any ε ∈]0, ε0[.
(3.6.30)
Let q0, q ∈ D¯, q0 6= q. Let ε1 ∈]0, ε0[. From (3.6.30), it follows that there
exists an unique pε1 ∈ Sn−1q0,E and an unique positive real number tε1 such that
q = ψ1(tε1 , q0, pε1) and (tε1 , q0, pε1) ∈ Λε1 . Consider the function m ∈ C2(R,R),
defined by m(t) = χD(ψ1(t, q0, pε1)), t ∈ R. Derivating twice m, we obtain
m¨(t) = HessχD(ψ1(t, q0, pε1))(g(ψ2(t, q0, pε1)), g(ψ2(t, q0, pε1))) (3.6.31)
+
(
1 +
|ψ2(t, q0, pε1)|2
c2
)−1/2
∇χD(ψ1(t, q0, pε1)) ◦ F (ψ1(t, q0, pε1),
g(ψ2(t, q0, pε1)))−
ψ2(t, q0, pε1) ◦ F (ψ1(t, q0, pε1), g(ψ2(t, q0, pε1)))
c2
(
1 +
|ψ2(t,q0,pε1 )|2
c2
)3/2
×∇χD(ψ1(t, q0, pε1)) ◦ ψ2(t, q0, pε1),
for t ∈ R, where g is the function defined by (3.5.6) and ◦ denotes the usual
scalar product on Rn (we used (3.5.1)). In addition, note that using the fact
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that χD is a C
2 defining function of D, we obtain that for t ∈ R
ψ1(t, q0, pε1) ∈ D ⇔ m(t) < 0,
ψ1(t, q0, pε1) ∈ ∂D ⇔ m(t) = 0.
Assume that there exists some s ∈]0, tε1 [ such that ψ1(s, q0, pε1) 6∈ D (i.e.
m(s) ≥ 0). Let s0 = sup{s′ ∈ [0, s] | ψ1(s′, x, pε1) ∈ D¯}. Hence
ψ1(s0, q0, pε1) ∈ ∂D, (i.e. m(s0) = 0), (3.6.32)
m(t) ≤ 0, for t ∈ [0, s0]. (3.6.33)
The Taylor expansion of m at s0 is given by
m(t) = m˙(s0)(t− s0) + 1
2
m¨(s0)(t− s0)2 + o((t− s0)2), t ∈ R. (3.6.34)
Hence if m˙(s0) < 0 then (3.6.34) contradicts (3.6.33). In addition, if m˙(s0) = 0,
then ψ2(s0, q0, pε1) ∈ Tψ1(s0,q0,pε1 )∂D, and from (3.6.32), (3.6.31), (3.5.2), and
the estimates (3.6.6), |g(ψ2(t, q0, pε1))| < c, and definition (3.6.15), it follows
that m¨(s0) ≥ c2C8(E, V˜ , B˜,D) > 0 (we used (3.6.29)). Hence if m˙(s0) =
0, then m¨(s0) > 0, and (3.6.34) contradicts (3.6.33). We finally prove that
m˙(s0) > 0. Using also the equalitym(s0) = 0, we obtain that there exists ε
′ > 0
such that s0+ε
′ < tε1 andm(s0+ε
′) > 0 which implies that ψ1(s0+ε′, q0, pε1) 6∈
D¯. Then, due to supz∈Ωε inf{|z − z′| | z′ ∈ D¯} → 0 as ε → 0, there exists
ε2 ∈]0, ε1[ such that ψ1(s0+ ε′, q0, pε1) 6∈ Ωε2 and using also (3.6.30), we obtain
that there exists (pε2 , tε2) ∈ Sn−1q0,E×]0,+∞[ such that (pε2 , tε2) 6= (pε1 , tε1) and
(tε2 , q0, pε2) ∈ Λε2 and q = ψ1(tε2 , q0, pε2), which contradicts unicity of (pε1 , tε1).
We finally proved that
ψ1(s, q0, pε1) ∈ D for all s ∈]0, tε1 [. (3.6.35)
Now consider
t2 = sup{t ∈]0,+∞[ | ψ1(s, q0, pε1) ∈ D for all s ∈]0, t]}, (3.6.36)
t1 = inf{t ∈ R | ψ1(s, q0, pε1) ∈ D for all s ∈ [t, tε1 [} (3.6.37)
(using Proposition 6.1 and (3.6.29), we obtain that t2 and t1 are real numbers
that satisfy t2 − t1 ≤ 5δ(D)c ). Then for i = 1, 2, the Taylor expansion of m at ti
is given by
m(t) = m˙(ti)(t− ti) + 1
2
m¨(ti)(t− ti)2 + o((t− ti)2), t ∈ R. (3.6.38)
Hence if m˙(t2) < 0 then (3.6.38) contradicts the fact that ψ1(s, q0, pε1) ∈ D for
all s ∈ [0, t2[. In addition, if m˙(t2) = 0, then ψ2(t2, q0, pε1) ∈ Tψ1(t2,q0,pε1 )∂D,
and from (3.6.32), (3.5.2), and the estimates (3.6.6), |g(ψ2(t, q0, pε1))| < c, and
definition (3.6.15), it follows that m¨(t2) ≥ c2C8(E, V˜ , B˜,D) > 0 (we used
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(3.6.29)). Hence if m˙(t2) = 0, then m¨(t2) > 0, and (3.6.38) contradicts the
fact that ψ1(s, q0, pε1) ∈ D for all s ∈ [0, t2[. We finally prove that m˙(t2) > 0.
We similarly obtain the estimate m˙(t1) < 0. We proved that m˙(t2) > 0 and
m˙(t1) < 0, i.e.
∂ψ1
∂t
(t, q0, pε1)|t=t1 ◦N(t1) < 0,
∂ψ1
∂t
(t, q0, pε1)|t=t2 ◦N(t2) > 0,
(3.6.39)
where N(ti) =
∇χD(ψ1(t,q0,pε1 ))
|∇χD(ψ1(t,q0,pε1 ))| , i = 1, 2.
Statement (3.6.35) with (3.6.39) and (3.6.30) (with “ε = ε1”) proves
(3.2.1) and (3.2.2). 
3.6.6 Proof of Proposition 3.6.1
We denote x˙(t)r
1− x˙(t)2
c2
by p(t) for t ∈]t−, t+[.
Let I(t) = 1
2
|x(t)|2, for t ∈]t−, t+[. Derivating twice I and using (3.6.2),
we obtain
I¨(t) =
p(t)2
1 + p(t)
2
c2
+
1√
1 + p(t)
2
c2
F

x(t), p(t)√
1 + p(t)
2
c2

 ◦ x(t) (3.6.40)
− p(t) ◦ x(t)
c2(1 + p(t)
2
c2
)3/2
p(t) ◦ F

x(t), p(t)√
1 + p(t)
2
c2


for t ∈]t−, t+[, where ◦ denotes the usual scalar product in Rn. From the
estimate |p(t)|r
1+
p(t)2
c2
< c, t ∈]t−, t+[, and from (3.6.40) and (3.5.2), it follows that
I¨(t) ≥ c2
(
1− 1
(
E−V˜ (x(t))
c2
)2
)
− 2 |x(t)|(|∇V˜ (x(t))|+
P
i,j=1...n |B˜i,j(x(t))|)
E−V˜ (x(t))
c2
, for t ∈]t−, t+[,
which with (3.6.19) implies
I¨(t) ≥ c
2
2
, (3.6.41)
for t ∈]t−, t+[.
Let t, s ∈]t−, t+[, s ≤ t. From (3.6.41) and the equality I(t) = I(s) +
I˙(s)(t− s) + ∫ t
s
∫ τ
s
I¨(σ)dσdτ, it follows that
I(t)− I(s) ≥ I˙(s)(t− s) + c
2
4
(t− s)2. (3.6.42)
Using (3.6.1) and the estimate |x˙(s)| < c, we obtain I˙(s) = x(s) ◦ x˙(s) ≥
−|x(s)||x˙(s)| ≥ −cδ(Ω). Using (3.6.1), we obtain I(t) − I(s) = 1
2
(|x(t)|2 −
|x(s)|2) ≤ δ(Ω)2. From (3.6.42) and the two latter inequalities, it follows that
0 ≥ −δ(Ω)2−cδ(Ω)(t−s)+ c2
4
(t−s)2, which implies that t−s ≤ δ(Ω)
c
(2
√
2+2) <
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5δ(Ω)
c
(the roots of −δ(Ω)2− cδ(Ω)X+ c2
4
X2 are (δ(Ω)/c)(2±2√2)). As t→ t+
and s → t−, the latter inequality proves (3.6.20). Proposition 3.6.1 is proved.

3.6.7 Proof of Proposition 3.6.2
Throughout this Subsection, we denote by γx,pi(t) the point of R
n defined
by
γx,pi(t) = ψ1(t, x, pi),
for any t ∈ R and i = 1, 2, where ψ = (ψ1, ψ2) is the flow of the differential
system (3.5.1).
From (3.5.1), it follows that
γx,pi(t) = x+ tvi +
∫ ti
0
(
g(pi +
∫ σ
0
F (γx,pi(τ), γ˙x,pi(τ))dτ)
−g(pi)) dσ (3.6.43)
for t ∈ [0, t+,x,pi [ and i = 1, 2, where t+,x,pi is defined by (3.6.21) for i = 1, 2.
From (3.6.43), it follows that
|t1v1−t2v2|−∆(t1, t2) ≤ |γx,p1(t1)−γx,p2(t2)| ≤ |t1v1−t2v2|+∆(t1, t2) (3.6.44)
where
∆(t1, t2) =
∣∣∣∣
∫ t1
0
(
g(p1 +
∫ σ
0
F (γx,p1(τ), γ˙x,p1(τ))dτ)− g(p1)
)
dσ (3.6.45)
−
∫ t2
0
(
g(p2 +
∫ σ
0
F (γx,p2(τ), γ˙x,p2(τ))dτ)− g(p2)
)
dσ
∣∣∣∣ ,
for t1 ∈ [0, t+,x,p1 [ and t2 ∈ [0, t+,x,p2 [. We shall look for an upper bound of
∆(t1, t2), t1 ∈ [0, t+,x,p1 [ and t2 ∈ [0, t+,x,p2 [, t2 ≤ t1.
First case : v1 ◦ v2 ≤ 0. Using (3.5.8), we obtain that∣∣∣∣
∫ ti
0
(
g(pi +
∫ σ
0
F (γx,pi(τ), γ˙x,pi(τ))dτ)− g(pi)
)
dσ
∣∣∣∣ (3.6.46)
≤ √n
∫ ti
0
sup
ε∈[0,1]
(
1 + c−2
∣∣∣∣pi + ε
∫ σ
0
F (γx,pi(s), γ˙x,pi(s))ds
∣∣∣∣
2
)−1/2
×
∫ σ
0
|F (γx,pi(s), γ˙x,pi(s))|dsdσ,
for i = 1, 2. From (3.6.6) and (3.6.20) and from the estimate |g(ψ2(s, x, pi))| ≤
c, it follows that∫ σ
0
|F (γx,pi(s), γ˙x,pi(s))|ds ≤
10nδ(Ω)β(V˜ , B˜,Ω)
c
. (3.6.47)
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for σ ∈ [0, ti], i = 1, 2. Using pi ∈ Sn−1x,E and (3.6.47) and (3.6.23), we obtain∣∣∣∣pi + ε
∫ σ
0
F (γx,pi(s), γ˙x,pi(s))ds
∣∣∣∣ ≥ 12rV˜ ,E(x), (3.6.48)
for ε ∈ [0, 1] and σ ∈ [0, ti]. From (3.6.47), (3.6.48) and (3.6.46), it follows that∣∣∣∣
∫ ti
0
(
g(pi +
∫ σ
0
F (γx,pi(s), γ˙x,pi(s))ds)− g(pi)
)
dσ
∣∣∣∣
≤ ti20n
3/2cδ(Ω)β(V˜ , B˜,Ω)
E − V˜ (x) , (3.6.49)
for i = 1, 2. Using v1 ◦ v2 ≤ 0, we obtain that |vi|si ≤ |s1v1 − s2v2| for i = 1, 2
and for s1 ≥ 0, s2 ≥ 0. Using this latter inequality and (3.6.45) and (3.6.49)
and equality |vi| = c
√
1−
(
E−V˜ (x)
c2
)−2
, we obtain
∆(t1, t2) ≤ 40c−1n3/2δ(Ω)β(V˜ , B˜,Ω)rV˜ ,E(x)−1|t1v1 − t2v2|.
Second case : v1 ◦ v2 ≥ 0.
From (3.6.45), it follows that
∆(t1, t2) ≤ ∆1(t1, t2) + ∆2(t1, t2), (3.6.50)
where
∆1(t1, t2) =
∣∣∣∣
∫ t1
t2
(
g(p1 +
∫ σ
0
F (γx,p1(τ), γ˙x,p1(τ))dτ)− g(p1)
)
dσ
∣∣∣∣ (3.6.51)
∆2(t1, t2) =
∣∣∣∣
∫ t2
0
[
g(p1 +
∫ σ
0
F (γx,p1(τ), γ˙x,p1(τ))dτ)− g(p1) (3.6.52)
−
(
g(p2 +
∫ σ
0
F (γx,p2(τ), γ˙x,p2(τ))dτ)− g(p2)
)]
dσ
∣∣∣∣ .
An upper bound for ∆1(t1, t2). Using (3.6.51) and (3.5.8), we obtain that
∆1(t1, t2) ≤
√
n(t1 − t2)
∫ t1
t2
|F (γx,p1(s), γ˙x,p1(s))|ds (3.6.53)
× sup
ε∈[0,1]
σ∈[0,t1]
(
1 + c−2
∣∣∣∣p1 + ε
∫ σ
0
F (γx,p1(s), γ˙x,p1(s))ds
∣∣∣∣
2
)−1/2
.
In the same manner than in the first case (v1 ◦ v2 ≤ 0), we obtain
∆1(t1, t2) ≤ (t1 − t2)20n
3/2cδ(Ω)β(V˜ , B˜,Ω)
E − V˜ (x) . (3.6.54)
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Note that from |v1| = |v2| and ti ≥ 0, i = 1, 2, it follows that |v1|(t1 − t2) ≤
|t1v1 − t2v2|. Using this latter inequality with (3.6.54), we obtain
∆1(t1, t2) ≤ 20n
3/2δ(Ω)β(V˜ , B˜,Ω)
crV˜ ,E(x)
|t1v1 − t2v2| (3.6.55)
(we use the equality |v1| = c
√
1−
(
E−V˜ (x)
c2
)−2
).
An upper bound for ∆2(t1, t2). Note that gj(pi+
∫ σ
0
F (γx,pi(τ), γ˙x,pi(τ))dτ)
−gj(pi) =
∫ 1
0
∇gj(pi + ε
∫ σ
0
F (γx,pi(τ), γ˙x,pi(τ))dτ)◦
∫ σ
0
F (γx,pi(s), γ˙x,pi(s))ds dε
for i = 1, 2 and j = 1..n, where g = (g1, . . . , gn). Hence
∆j2(t1, t2) ≤
∫ t2
0
∆2,1,j(σ)dσ +
∫ t2
0
∆2,2,j(σ)dσ, (3.6.56)
where ∆2(t1, t2) = (∆
1
2(t1, t2), . . . ,∆
n
2 (t1, t2)) and
∆2,1,j(σ) =
∣∣∣∣
∫ 1
0
[
∇gj(p1 + ε
∫ σ
0
F (γx,p1(τ), γ˙x,p1(τ))dτ)−∇gj (3.6.57)
(p2 + ε
∫ σ
0
F (γx,p2(τ), γ˙x,p2(τ))dτ)
]
◦
∫ σ
0
F (γx,p1(s), γ˙x,p1(s))dsdε
∣∣∣∣ ,
∆2,2,j(σ) =
∣∣∣∣
∫ 1
0
∇gj(p2 + ε
∫ σ
0
F (γx,p2(τ), γ˙x,p2(τ))dτ)◦ (3.6.58)∫ σ
0
[F (γx,p1(s), γ˙x,p1(s))− F (γx,p2(s), γ˙x,p2(s))] dsdε
∣∣∣∣
for σ ∈ [0, t2] and j = 1 . . . n.
We first look for an upper bound for ∆2,1,j(σ). Since v1 ◦v2 ≥ 0, we obtain
p1 ◦ p2 ≥ 0. Using this latter inequality and the equality p21 = p22, we obtain
that
|µp1 + (1− µ)p2| =
√
µ2p21 + (1− µ)2p22 + 2µ(1− µ)p1 ◦ p2
≥
√
µ2p21 + (1− µ)2p22 ≥
1√
2
|p1| =
rV˜ ,E(x)√
2
, (3.6.59)
for any µ ∈ [0, 1].
From (3.6.47) and (3.6.59) and (3.6.23), it follows that∣∣∣∣µp1 + (1− µ)p2 + µǫ
∫ σ
0
F (γx,p1(τ), γ˙x,p1(τ))dτ + (1− µ)ǫ
×
∫ σ
0
F (γx,p2(τ), γ˙x,p2(τ))dτ
∣∣∣∣ ≥ |µp1 + (1− µ)p2| − 10nδ(Ω)β(V˜ , B˜,Ω)c
≥ 1
2
√
2
rV˜ ,E(x), (3.6.60)
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for µ, ǫ ∈ [0, 1]. From (3.5.1), it follows that
γ˙x,pi(σ) = g(pi +
∫ σ
0
F (γx,pi(τ), γ˙x,pi(τ))dτ)
for σ ∈ [0, ti], i = 1, 2. Using this latter equality and (3.5.8), we obtain
|γ˙x,p1(σ)− γ˙x,p2(σ)| ≤ (3.6.61)
√
n sup
µ∈[0,1]
(
1 + c−2|µp1 + (1− µ)p2 + µ
∫ σ
0
F (γx,p1(τ), γ˙x,p1(τ))dτ
+ (1− µ)
∫ σ
0
F (γx,p2(τ), γ˙x,p2(τ))dτ |2
)−1/2
×|p1 − p2 +
∫ σ
0
(F (γx,p1(τ), γ˙x,p1(τ))− F (γx,p2(τ), γ˙x,p2(τ))) dτ |
for σ ∈ [0, t2].
Note that from (3.6.7) and the inequality |γ˙x,p2(τ)| ≤ c, it follows that
|F (γx,p1(τ), γ˙x,p1(τ))− F (γx,p2(τ), γ˙x,p2(τ))| ≤ (3.6.62)
n3/2β(V˜ , B˜,Ω)(2|γx,p1(τ)− γx,p2(τ)|+
1
c
|γ˙x,p1(τ)− γ˙x,p2(τ)|),
for τ ∈ [0, t2].
Using (3.6.60)-(3.6.62), we obtain
|γ˙x,p1(σ)− γ˙x,p2(σ)| ≤
23/2
√
nc2
E − V˜ (x)
[
|p1 − p2|+ n3/2β(V˜ , B˜,Ω) (3.6.63)(
2
∫ σ
0
|γx,p1(τ)− γx,p2(τ)|dτ +
1
c
∫ σ
0
|γ˙x,p1(τ)− γ˙x,p2(τ)|dτ
)]
,
for σ ∈ [0, t2].
We shall use the following Gronwall’s lemma.
Gronwall’s lemma. Let a > 0 and let φ ∈ C([0, a], [0,+∞[) be a conti-
nuous map and let A,B ∈ [0,+∞[ be such that φ(t) ≤ A+B ∫ t
0
φ(s)ds for all
t ∈ [0, a]. Then φ(t) ≤ AeBt for all t ∈ [0, a].
Taking account of (3.6.63), Gronwall’s lemma and (3.6.20), we obtain that
|γ˙x,p1(σ)− γ˙x,p2(σ)| ≤
23/2
√
nc2
E − V˜ (x)
[
|p1 − p2|+ 2n3/2β(V˜ , B˜,Ω) (3.6.64)∫ σ
0
|γx,p1(τ)− γx,p2(τ)|dτ
]
e
10
√
2δ(Ω)n2β(V˜ ,B˜,Ω)
E−V˜ (x) ,
for σ ∈ [0, t2].
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From (3.5.9) and (3.6.57), it follows that
∆2,1,j(σ) ≤ (3.6.65)
3
√
n
c
∫ 1
0
sup
µ∈[0,1]
(
1 +
1
c2
∣∣∣∣µp1 + (1− µ)p2 + µǫ
∫ σ
0
F (γx,p1(τ), γ˙x,p1(τ))dτ
+ (1− µ)ǫ
∫ σ
0
F (γx,p2(τ), γ˙x,p2(τ))dτ
∣∣∣∣
2
)−1
×|p1 − p2 + ε
∫ σ
0
(F (γx,p1(τ), γ˙x,p1(τ))− F (γx,p2(τ), γ˙x,p2(τ))) dτ |
×
∫ σ
0
|F (γx,p1(s), γ˙x,p1(s))|dsdε,
for σ ∈ [0, t2].
From (3.6.6) and the estimate |γ˙x,p1(s)| ≤ c, it follows that
∫ σ
0
|F (γx,p1(s), γ˙x,p1(s))|ds ≤ 2nβ(V˜ , B˜,Ω)σ. (3.6.66)
for σ ∈ [0, t1].
From (3.6.65), (3.6.60), (3.6.66) and (3.6.62) and (3.6.64), it follows that
∆2,1,j(σ) ≤ 48n
3/2c3β(V˜ , B˜,Ω)
(E − V˜ (x))2
(
|p1 − p2|σ + n3/2β(V˜ , B˜,Ω)σ (3.6.67)(
2
∫ σ
0
|γx,p1(τ)− γx,p2(τ)|dτ +
23/2
√
nc
E − V˜ (x)
(
|p1 − p2|σ + 2n3/2β(V˜ , B˜,Ω)∫ σ
0
∫ s
0
|γx,p1(τ)− γx,p2(τ)|dτds
)
× e
10
√
2δ(Ω)n2β(V˜ ,B˜,Ω)
E−V˜ (x)
))
for σ ∈ [0, t2].
From |v1| = |v2| and t2 ≤ t1, it follows that |v1 − v2|σ ≤ |v1 − v2|t2 ≤
|t1v1−t2v2|, for σ ∈ [0, t2]. Note that using these latter estimates and pi ∈ Sn−1x,E ,
i = 1, 2, we obtain
|p1 − p2|σ ≤ E − V˜ (x)
c2
|t1v1 − t2v2|, (3.6.68)
for σ ∈ [0, t2].
Using (3.6.68), the estimate
∫ σ
0
∫ s
0
|γx,p1(τ)−γx,p2(τ)|dτds ≤ σ
∫ σ
0
|γx,p1(τ)
136 CHAPITRE 3. PROBLE`MES INVERSES A` E´NERGIE FIXE´E
−γx,p2(τ)|dτ and σ ≤ 5δ(Ω)c (due to (3.6.20)) and (3.6.67), we obtain
∆2,1,j(σ) ≤
(
1 +
10
√
2n2δ(Ω)β(V˜ , B˜,Ω)
E − V˜ (x) e
10
√
2δ(Ω)n2β(V˜ ,B˜,Ω)
E−V˜ (x)
)
×
(
48n3/2cβ(V˜ , B˜,Ω)
E − V˜ (x) |t1v1 − t2v2| (3.6.69)
+
480n3c2δ(Ω)β(V˜ , B˜,Ω)2
(E − V˜ (x))2
∫ σ
0
|γx,p1(τ)− γx,p2(τ)|dτ
)
for σ ∈ [0, t2].
We look for an upper bound for ∆2,2,j(σ), σ ∈ [0, t2], defined by (3.6.58).
Using (3.6.58), (3.5.7), and (3.6.48), and using (3.6.62), (3.6.64) and (3.6.68),
we obtain
∆2,2,j(σ) ≤
(
1 +
10
√
2n2δ(Ω)β(V˜ , B˜,Ω)
E − V˜ (x) e
10
√
2δ(Ω)n2β(V˜ ,B˜,Ω)
E−V˜ (x)
)
×4n
3/2c2β(V˜ , B˜,Ω)
E − V˜ (x)
∫ σ
0
|γx,p1(τ)− γx,p2(τ)|dτ (3.6.70)
+
25/2n2cβ(V˜ , B˜,Ω)
E − V˜ (x) e
10
√
2δ(Ω)n2β(V˜ ,B˜,Ω)
E−V˜ (x) |t1v1 − t2v2|,
for σ ∈ [0, t2].
Note also that from (3.6.44), it follows that
∫ σ
0
|γx,p1(τ)−γx,p2(τ)|dτ ≤
∫ σ
0
∆
(τ, τ)dτ+ σ
2
2
|v1−v2|, for σ ∈ [0, t2]. Hence using also σ ≤ 5δ(Ω)c (due to (3.6.20))
and σ|v1 − v2| ≤ |t1v1 − t2v2|, we obtain∫ σ
0
|γx,p1(τ)− γx,p2(τ)|dτ ≤
∫ σ
0
∆(τ, τ)dτ +
5δ(Ω)
2c
|t1v1 − t2v2|, (3.6.71)
for σ ∈ [0, t2]. Note that t2 ≤ 5δ(Ω)c and note that from positiveness of ∆ it
follows that
∫ t2
0
∫ σ
0
∆(τ, τ)dτdσ ≤ t2
∫ t2
0
∆(τ, τ)dτ. Hence using (3.6.71), we
obtain∫ t2
0
∫ σ
0
|γx,p1(τ)−γx,p2(τ)|dτdσ ≤
5δ(Ω)
c
∫ t2
0
∆(τ, τ)dτ +
25δ(Ω)2
2c2
|t1v1− t2v2|,
(3.6.72)
for σ ∈ [0, t2].
Combining (3.6.50), (3.6.55), (3.6.69), (3.6.70) and (3.6.72), we obtain
∆(t1, t2) ≤ C4(E, x, V˜ , B˜,Ω)|t1v1 − t2v2|+ cC5(E, x, V˜ , B˜,Ω)
∫ t2
0
∆(τ, τ)dτ,
(3.6.73)
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for t1 ∈ [0, t+,x,p1 [ and t2 ∈ [0, t+,x,p2 [, t1 ≥ t2 and where C4 and C5 are defined
by (3.6.11) and (3.6.12).
Let t1 ∈ [0, t+,x,p1 [ and t2 ∈ [0, t+,x,p2 [, t1 ≥ t2. Estimates (3.6.73) and
|v1 − v2|σ ≤ |t1v1 − t2v2|, σ ≤ t2, give in particular
∆(σ, σ) ≤ C4|t1v1 − t2v2|+ cC5
∫ σ
0
∆(τ, τ)dτ (3.6.74)
for σ ∈ [0, t2]. Using (3.6.74) and using Gronwall’s lemma (formulated above)
and σ ≤ 5δ(Ω)
c
, we obtain
∆(σ, σ) ≤ C4e5δ(Ω)C5|t1v1 − t2v2|, (3.6.75)
for σ ∈ [0, t2].
Using (3.6.75) and (3.6.73) and t2 ≤ 5δ(Ω)c , we obtain ∆(t1, t2) ≤
C3(E, x, V˜ , B˜,Ω)|t1v1 − t2v2|, for t1 ∈ [0, t+,x,p1 [ and t2 ∈ [0, t+,x,p2 [, t1 ≥ t2.
Proposition 3.6.2 is proved. 
3.6.8 Proof of Proposition 3.6.3
We shall work in local coordinates. We consider the following infinitely
smooth parametrizations of Sn−1, φi,± : Bn−1(0, 1)→ Sn−1, i = 1 . . . n, defined
by
φi,±(w) = (3.6.76)

(
w1, . . . , wi−1,±
√
1−∑n−1l=1 wl2, wi, . . . , wn−1
)
, if 1 ≤ i ≤ n− 1,(
w1, . . . , wn−1,±
√
1−∑n−1l=1 wl2
)
, if i = n
for w = (w1, . . . , wn−1) ∈ Bn−1(0, 1) and where Bn−1(0, 1) denotes the unit
Euclidean open ball of Rn−1 of center 0.
Let (t0, x0, p0) ∈ Λ∩ (]0,+∞[×VE), p0 = (p10, . . . , pn0 ). Then (t, x0, p0) ∈ Λ
for all t ∈ [0, t0]. As Λ is an open subset of R×Rn×Rn, there exists ε > 0 such
that {(t, x, p) ∈ R×Rn×Rn | −ε < t < t0+ε, max(|x−x0|, |p−p0|) < ε} ⊆ Λ.
We denote by B(x0, ε) the Euclidean open ball of R
n of center x0 and radius
ε. Let (U, φ) be an infinitely smooth parametrization of an open neighborhood
of p0|p0| in S
n−1, and k = 1 . . . n such that
U is an open subset of Bn−1(0, 1), (3.6.77)
|pk0| ≥ n−1/2|p0|, (3.6.78)
if ± pk0 > 0 then φ(w) = φk,±(w) for all w ∈ U, (3.6.79)
(t, x, rV˜ ,E(x)φ(w)) ∈ Λ, for (w, t, x) ∈ U×]− ε, t0 + ε[×B(x0, ε). (3.6.80)
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Consider Q ∈ C1(]− ε, t0 + ε[×B(x0, ε)× U,Ω) defined by
Q(t, x, w) = ψ1(t, x, rV˜ ,E(x)φ(w)), (t, x, w) ∈]− ε, t0 + ε[×B(x0, ε)× U,
(3.6.81)
where ψ = (ψ1, ψ2) is the flow of the differential system (3.5.1). Let w0 ∈ U be
such that φ(w0) =
p0
|p0| . We shall prove that (
∂Q
∂t
(t0, x0, w0),
∂Q
∂w1
(t0, x0, w0), . . . ,
∂Q
∂wn−1 (t0, x0, w0)) is a basis of R
n.
Note that from (3.6.2), it follows that
Q(t, x, w) = x+ tg(rV˜ ,E(x)φ(w)) +
∫ t
0
[
g
(
rV˜ ,E(x)φ(w) (3.6.82)
+
∫ σ
0
F (Q(s, x, w),
∂Q
∂s
(s, x, w))ds
)
− g(rV˜ ,E(x)φ(w))
]
dσ,
for w ∈ U and (t, x) ∈]− ε, t0 + ε[×B(x0, ε) (where g, rV˜ ,E and F are defined
by (3.5.6), (3.5.4) and (3.5.3)).
We shall prove (3.6.84).
Using (3.6.82) we obtain
∂Q
∂t
(t, x, w) = g(rV˜ ,E(x)φ(w)) +
[
g
(
rV˜ ,E(x)φ(w) (3.6.83)
+
∫ t
0
F (Q(s, x, w),
∂Q
∂s
(s, x, w))ds
)
− g(rV˜ ,E(x)φ(w))
]
,
for w ∈ U and (t, x) ∈] − ε, t0 + ε[×B(x0, ε). Combining (3.6.83), (3.6.26),
(3.5.8), (3.6.6) and estimates |∂Q
∂t
(t, x, w)| ≤ c, t ≤ 5δ(Ω)
c
, it follows that∣∣∣∣∂Q∂t (t, x, w)− g(rV˜ ,E(x)φ(w))
∣∣∣∣ ≤ 4n3/2c2β(V˜ , B˜,Ω)E − V˜ (x) t, (3.6.84)
for w ∈ U and (t, x) ∈ [0, t0 + ε[×B(x0, ε).
We shall prove (3.6.95). Let i = 1 . . . n − 1. Let Xi ∈ C(] − ε, t0 +
ε[×B(x0, ε)× U,Rn) be defined by
Xji (s, x, w) =
n∑
l=1
(
∂Fj
∂x′l
(x′,
∂Q
∂s
(s, x, w))|x′=Q(s,x,w)
∂Ql
∂wi
(s, x, w) (3.6.85)
+
∂Fj
∂y′l
(Q(s, x, w), y′)|y′= ∂Q
∂s
(s,x,w)
∂Q¯l
∂wi
(s, x, w)
)
,
for j = 1 . . . n, (s, x, w) ∈] − ε, t0 + ε[×B(x0, ε) × U, and where Xi =
(X1i , . . . , X
n
i ) and Q¯ ∈ C1(]− ε, t0 + ε[×B(x0, ε)× U,R) is defined by
Q¯(s, x, w) = g(ψ2(s, x, rV˜ ,E(x)φ(w))) =
∂Q
∂s
(s, x, w), (3.6.86)
for (s, x, w) ∈]− ε, t0 + ε[×B(x0, ε)× U.
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From (3.6.5), and (3.5.3), it follows that
|Xi(σ, x, w)| ≤ β(V˜ , B˜,Ω)n
(
2
√
n
∣∣∣∣ ∂Q∂wi (σ, x, w)
∣∣∣∣+ c−1
∣∣∣∣ ∂Q¯∂wi (σ, x, w)
∣∣∣∣
)
,
(3.6.87)
for (σ, x, w) ∈]− ε, t0 + ε[×B(x0, ε)× U.
We shall estimate Q¯. Note that from (3.6.2), it follows that Q¯l(s, x, w) =
gl(rV˜ ,E(x)φ(w) +
∫ s
0
F (Q(σ, x, w), Q¯(σ, x, w))dσ), for (s, x, w) ∈] − ε, t0 +
ε[×B(x0, ε) × U and l = 1 . . . n. From this latter equality and (3.6.85), it
follows that
∂Q¯l
∂wi
(s, x, w) = ∇gl
(
rV˜ ,E(x)φ(w) +
∫ s
0
F (Q(σ, x, w),
Q¯(σ, x, w))dσ
) ◦ (rV˜ ,E(x) ∂φ∂wi (w) +
∫ s
0
Xi(σ, x, w)dσ
)
,
for (s, x, w) ∈]− ε, t0 + ε[×B(x0, ε)× U. Hence∣∣∣∣∂Q¯j∂wi (s, x, w)− rV˜ ,E(x)∇gj(rV˜ ,E(x)φ(w)) ◦ ∂φ∂wi (w)
∣∣∣∣ ≤ (3.6.88)
rV˜ ,E(x)
∣∣∣∣
(
∇gj
(
rV˜ ,E(x)φ(w) +
∫ s
0
F (Q(σ, x, w),
Q¯(σ, x, w))dσ
)− ∇gj (rV˜ ,E(x)φ(w))) ◦ ∂φ∂wi (w)
∣∣∣∣
+
∣∣∣∣∇gj
(
rV˜ ,E(x)φ(w) +
∫ s
0
F (Q(σ, x, w), Q¯(σ, x, w))dσ
)
◦
∫ s
0
Xi(σ, x, w)dσ
∣∣∣∣ ,
for j = 1 . . . n and (s, x, w) ∈]−ε, t0+ε[×B(x0, ε)×U.We estimate the second
term of the sum on the right-hand side of (3.6.88) by using (3.5.7), (3.6.6),
(3.6.26) and s ≤ 5δ(Ω)
c
, and (3.6.87). We estimate the first term of the sum
on the right-hand side of (3.6.88) by using (3.5.9) and (3.6.6), (3.6.26) and
s ≤ 5δ(Ω)
c
, and the estimate
∫ s
0
F (Q(σ, x, w), Q¯(σ, x, w))dσ ≤ 2nβ(V˜ , B˜,Ω)s,
for (s, x, w) ∈]− ε, t0 + ε[×B(x0, ε)× U. We obtain∣∣∣∣∣∣
∂Q¯
∂wi
(s, x, w)− rV˜ ,E(x)(
E−V˜ (x)
c2
) ∂φ
∂wi
(w)
∣∣∣∣∣∣ ≤ 2n
√
nc3β(V˜ , B˜,Ω)
(
12
√
n+ 1
)
× rV˜ ,E(x)(
E − V˜ (x)
)2 | ∂φ∂wi (w)|s+ 2c
2β(V˜ , B˜,Ω)n
√
n
E − V˜ (x)
(∫ s
0
∣∣∣∣ ∂Q∂wi (σ, x, w)
∣∣∣∣ dσ
×2√n+ c−1
∫ s
0
∣∣∣∣∣∣
∂Q¯
∂wi
(σ, x, w)− rV˜ ,E(x)(
E−V˜ (x)
c2
) ∂φ
∂wi
(w)
∣∣∣∣∣∣ dσ

 ,
140 CHAPITRE 3. PROBLE`MES INVERSES A` E´NERGIE FIXE´E
for (s, x, w) ∈ [0, t0 + ε[×B(x0, ε)× U (note that
(
E−V˜ (x)
c2
)−1
∂φ
∂wi
(w)
=
(∇gj(rV˜ ,E(x)φ(w)) ◦ ∂φ∂wi (w))j=1...n).
From Gronwall’s lemma (formulated in Subsection 3.6.7) and t0+ε ≤ 5δ(Ω)c ,
it follows that∣∣∣∣∣∣
∂Q¯
∂wi
(s, x, w)− rV˜ ,E(x)(
E−V˜ (x)
c2
) ∂φ
∂wi
(w)
∣∣∣∣∣∣ ≤
2c2n3/2β(V˜ , B˜,Ω)
E − V˜ (x) e
10δ(Ω)β(V˜ ,B˜,Ω)n3/2
E−V˜ (x) (3.6.89)
×
[
c
(
12
√
n+ 1
) rV˜ ,E(x)
E − V˜ (x)
∣∣∣∣ ∂φ∂wi (w)
∣∣∣∣ s+ 2√n
∫ s
0
∣∣∣∣ ∂Q∂wi (σ, x, w)
∣∣∣∣ dσ
]
,
for (s, x, w) ∈ [0, t0 + ε[×B(x0, ε)× U.
From (3.6.86), it follows that Q(s, x, w) = x+
∫ s
0
Q¯(σ, x, w)dσ, for (s, x, w)
∈ [0, t0 + ε[×B(x0, ε)× U. Hence ∂Q∂wi (s, x, w) =
∫ s
0
∂Q¯
∂wi
(σ, x, w)dσ, for (s, x, w)
∈ [0, t0 + ε[×B(x0, ε)× U. This latter equality and (3.6.89) imply
∣∣∣∣∣∣
∂Q
∂wi
(s, x, w)− rV˜ ,E(x)(
E−V˜ (x)
c2
) ∂φ
∂wi
(w)s
∣∣∣∣∣∣ ≤
2c2n3/2β(V˜ , B˜,Ω)
E − V˜ (x) (3.6.90)
e
10δ(Ω)β(V˜ ,B˜,Ω)n3/2
E−V˜ (x)
[
c
(
12
√
n+ 1
) rV˜ ,E(x)
E − V˜ (x)
∣∣∣∣ ∂φ∂wi (w)
∣∣∣∣ s22
+2
√
n
∫ s
0
∫ τ
0
∣∣∣∣ ∂Q∂wi (σ, x, w)
∣∣∣∣ dσdτ
]
,
for (s, x, w) ∈ [0, t0 + ε[×B(x0, ε)× U.
Note that
∫ s
0
∫ τ
0
∣∣∣∣ ∂Q∂wi (σ, x, w)
∣∣∣∣ dσdτ ≤ s
∫ s
0
∣∣∣∣ ∂Q∂wi (σ, x, w)
∣∣∣∣ dσ (3.6.91)
≤ 5δ(Ω)
c
∫ s
0
∣∣∣∣∣∣
∂Q
∂wi
(σ, x, w)− σ rV˜ ,E(x)(
E−V˜ (x)
c2
) ∂φ
∂wi
(w)
∣∣∣∣∣∣ dσ
+
5rV˜ ,E(x)δ(Ω)
c
(
E−V˜ (x)
c2
) ∣∣∣∣ ∂φ∂wi (w)
∣∣∣∣ s22 ,
for (s, x, w) ∈ [0, t0 + ε[×B(x0, ε)× U (we used that t0 + ε ≤ 5δ(Ω)c ).
Let
C ′3(E, x, V˜ , B˜,Ω) = 20cn
2β(V˜ , B˜,Ω)δ(Ω)e
10δ(Ω)β(V˜ ,B˜,Ω)n3/2
E−V˜ (x) (3.6.92)
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C ′4(E, x, V˜ , B˜,Ω) = 2c
2n3/2β(V˜ , B˜,Ω)e
10δ(Ω)β(V˜ ,B˜,Ω)n3/2
E−V˜ (x) (3.6.93)
×

c (12√n+ 1) rV˜ ,E(x)
E − V˜ (x) +
10rV˜ ,E(x)
√
nδ(Ω)
c
(
E−V˜ (x)
c2
)

 ,
C ′5(E, x, V˜ , B˜,Ω) = C
′
4(E, x, V˜ , B˜,Ω)e
C′3(E,x,V˜ ,B˜,Ω)
E−V˜ (x) , (3.6.94)
for x ∈ Ω.
From (3.6.90)-(3.6.94) and Gronwall’s lemma (formulated in Subsection
3.6.7), it follows that∣∣∣∣∣∣
∂Q
∂wi
(s, x, w)− rV˜ ,E(x)(
E−V˜ (x)
c2
) ∂φ
∂wi
(w)s
∣∣∣∣∣∣ ≤
C ′5(E, x, V˜ , B˜,Ω)
E − V˜ (x)
∣∣∣∣ ∂φ∂wi (w)
∣∣∣∣ s22
(3.6.95)
for (s, x, w) ∈ [0, t0 + ε[×B(x0, ε)× U.
Now we assume without loss of generality that the integer k in (3.6.78) is
n, and pn0 > 0. We remind that w0 ∈ U is defined by φ(w0) = p0|p0| . We shall
prove (3.6.101).
From (3.6.79), it follows that
∂φ
∂wl
(w0) = el − w
l
0√
1− |w0|2
en, (3.6.96)
| ∂φ
∂wl
(w0)| ≤
√
1 + n, (3.6.97)
for l = 1 . . . n − 1 and where (e1, . . . , en) is the canonical basis of Rn and
w0 = (w
1
0, . . . , w
n−1
0 ) (for (3.6.97), we used the estimate
pn0
|p0| ≥ n−1/2 which
implies that 1− |w0|2 ≥ 1n and we used |wl0| ≤ |w0| < 1, l = 1 . . . n− 1 and we
used (3.6.96)). In addition, using (3.6.96), we obtain
|
n−1∑
l=1
µl
∂φ
∂wl
(w0)| ≥ |(µ1, . . . , µn−1)| , (3.6.98)
for all (µ1, . . . , µn−1) ∈ Rn−1.
Using the fact that φ(w0) ∈ Sn−1 is orthogonal to ∂φ∂wl (w0), l = 1 . . . n− 1,
and using (3.6.98), we obtain
|µ1φ(w0) +
n−1∑
l=1
µl+1
∂φ
∂wl
(w0)| =
√√√√µ21 + | n−1∑
l=1
µl+1
∂φ
∂wl
(w0)|2 ≥ n−1/2
n∑
l=1
|µl|,
(3.6.99)
for all (µ1, . . . , µn) ∈ Rn.
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Note that∣∣∣∣∣λ1∂Q∂t (t0, x0, w0) +
n−1∑
l=1
λl+1
∂Q
∂wl
(t0, x0, w0)
∣∣∣∣∣ ≥ (3.6.100)∣∣∣∣∣λ1g(rV˜ ,E(x0)φ(w0)) +
n−1∑
l=1
λl+1
c2rV˜ ,E(x0)t0
E − V˜ (x0)
∂φ
∂wl
(t0, x0, w0)
∣∣∣∣∣
−|λ1|
∣∣∣∣∂Q∂t (t0, x0, w0)− g(rV˜ ,E(x0)φ(w0))
∣∣∣∣
−
n−1∑
l=1
|λl+1|
∣∣∣∣∣ ∂Q∂wl (t0, x0, w0)− c
2rV˜ ,E(x0)t0
E − V˜ (x0)
∂φ
∂wl
(t0, x0, w0)
∣∣∣∣∣ ,
for (λ1, . . . , λn) ∈ Rn.
We estimate the first term on the right-hand side of (3.6.100) by using
(3.6.99) (note that g(rV˜ ,E(x0)φ(w0)) =
c2rV˜ ,E(x0)
E−V˜ (x0) φ(w0)). We estimate the se-
cond term and third term on the right-hand side of (3.6.100) by using (3.6.84)
and (3.6.95) and (3.6.97). Using also the estimate t0 ≤ 5δ(Ω)c , we finally obtain∣∣∣∣∣λ1∂Q∂t (t0, x0, w0) +
n−1∑
l=1
λl+1
∂Q
∂wl
(t0, x0, w0)
∣∣∣∣∣ ≥ |λ1|cC6√n+t0
n−1∑
l=1
|λl+1|
c2rV˜ ,E(x)C7√
n(E − V˜ (x)) ,
(3.6.101)
for (λ1, . . . , λn) ∈ Rn. This latter inequality and (3.6.26) and t0 > 0 imply that
the family
(
∂Q
∂t
(t0, x0, w0),
∂Q
∂w1
(t0, x0, w0) , . . . ,
∂Q
∂wn−1 (t0, x0, w0)
)
is free. Then
using inverse function theorem, it follows that ϕE is a local C
1 diffeomorphism
at (t0, x0, p0).
Proposition 3.6.3 is proved. 
3.6.9 Proof of Proposition 3.6.4
Before proving Proposition 3.6.4, we shall first prove the following Lemma
3.6.1.
Lemma 3.6.1. Assume that
E ≥ C1(V˜ , B˜,Ω),
C8(E, V˜ , B˜,Ω) > 0,
(3.6.102)
where C1 and C8 are defined by (3.6.8) and (3.6.15).
Let x ∈ Ω and p ∈ Sn−1x,E . Then
ψ2(t+,x,p, x, p) ◦N(ψ1(t+,x,p, x, p)) > 0, (3.6.103)
where t+,x,p is defined by (3.6.21) and ψ = (ψ1, ψ2) is the flow of the differential
system (3.5.1), and where N(y) denotes the unit outward normal vector of ∂Ω
at y ∈ ∂Ω (◦ denotes the usual scalar product on Rn).
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Proof of Lemma 3.6.1. Consider the function m ∈ C2(R,R) defined by
m(t) = χΩ(ψ1(t, x, p)), t ∈ R, (3.6.104)
where χΩ is a C
2 defining function for Ω (see definition of C8, (3.6.15)). Deri-
vating twice (3.6.104) and using (3.5.1), we obtain
m¨(t) = HessχΩ(ψ1(t, x, p))(g(ψ2(t, x, p)), g(ψ2(t, x, p))) (3.6.105)
+
(
1 +
|ψ2(t, x, p)|2
c2
)−1/2
∇χΩ(ψ1(t, x, p)) ◦ F (ψ1(t, x, p),
g(ψ2(t, x, p)))− ψ2(t, x, p) ◦ F (ψ1(t, x, p), g(ψ2(t, x, p)))
c2
(
1 + |ψ2(t,x,p)|
2
c2
)3/2
×∇χΩ(ψ1(t, x, p)) ◦ ψ2(t, x, p),
for t ∈ R and where g is the function defined by (3.5.6). The Taylor expansion
of m at t+,x,p is given by
m(t) = m˙(t+,x,p)(t− t+,x,p) + 1
2
m¨(t+,x,p)(t− t+,x,p)2 + o((t− t+,x,p)2), t ∈ R.
(3.6.106)
and we recall that
ψ1(t+,x,p, x, p) ∈ ∂Ω, (i.e. m(t+,x,p) = 0), (3.6.107)
m(t) ≤ 0, for t ∈ [0, t+,x,p]. (3.6.108)
Hence if m˙(t+,x,p) < 0 then (3.6.106) contradicts (3.6.108). If m˙(t+,x,p) = 0,
then ψ2(t+,x,p, x, p) ∈ Tψ1(t+,x,p,x,p)∂Ω, and from (3.6.105), (3.6.107), (3.5.2), and
the estimates (3.6.6), |g(ψ2(t, x, p))| < c, and definition (3.6.15), it follows that
m¨(t+,x,p) ≥ c2C8(E, V˜ , B˜,D) > 0 (we used (3.6.29)). Hence if m˙(t+,x,p) = 0,
then m¨(t+,x,p) > 0, and (3.6.106) contradicts (3.6.108).
We finally prove that m˙(t+,x,p) > 0.
Lemma 3.6.1 is proved.
Now we are ready to prove Proposition 3.6.4.
Let x ∈ Ω. As n ≥ 2, the set Ω\{x} is connected and we shall prove that
the set
Ax = {y ∈ Ω\{x} | there exists p ∈ Sn−1x,E and t > 0 such that (t, x, p) ∈ Λ
and ψ1(t, x, p) = y}
is a closed and open nonempty subset of Ω\{x} (where ψ = (ψ1, ψ2) is the
differential flow of (3.5.1)). Then we will have Ax = Ω\{x}, which will prove
Proposition 3.6.4.
Note that Ax is nonempty since for p ∈ Sn−1x,E , (0, x, p) ∈ Λ and ∂ψ1∂t (t, x,
p)|t=0 = g(p) 6= 0. Hence there exists ε > 0 such that (ε, x, p) ∈ Λ and
ψ1(ε, x, p) 6= ψ1(0, x, p) = x.
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Note also that Ax is an open subset of Ω\{x}. Let y ∈ Ax. Then there
exists p ∈ Sn−1x,E and t > 0 such that (t, x, p) ∈ Λ and ψ1(t, x, p) = y. From
(3.6.27) and Proposition 3.6.3, it follows, in particular, that there exists an
open neighborhood U ⊆ Ω\{x} of y such that U ⊆ Ax.
It remains to prove that Ax is a closed subset of Ω\{x}. Consider a se-
quence (yk) of points of Ω\{x} which converges to some y ∈ Ω\{x} as k → +∞.
For each k, there exists pk ∈ Sn−1x,E and tk > 0 such that (tk, x, pk) ∈ Λ and
ψ1(tk, x, pk) = yk. (3.6.109)
From Proposition 3.6.1, it follows that tk ∈ [0, 5δ(Ω)c ] for all k. Using compact-
ness of [0, 5δ(Ω)
c
] and compactness of Sn−1x,E , we can assume that (tk) converges
to some t ∈ [0, 5δ(Ω)
c
] and that (pk) converges to some p ∈ Sn−1x,E . Using (3.6.109)
and continuity of ψ1, we obtain
y = lim
k→+∞
yk = lim
k→+∞
ψ1(tk, x, pk) = ψ1(t, x, p). (3.6.110)
Note that t > 0 since y 6= x. Let s ∈ [0, t[. Then using that tk → t as k → +∞,
we obtain that there exists a rank Ns such that s < tk for k ≥ Ns. Hence
(s, x, pk) ∈ Λ for k ≥ Ns and, in particular, ψ1(s, x, pk) ∈ Ω for k ≥ Ns. Hence
we obtain that
ψ1(s, x, p) = lim
k→+∞
ψ1(s, x, pk) ∈ Ω¯, for s ∈ [0, t[. (3.6.111)
Using Lemma 3.6.1 with (3.6.110) (y ∈ Ω) and (3.6.111), we obtain that
(t, x, p) ∈ Λ ∩ (]0,+∞[×{x} × Sn−1x,E ) and ψ1(t, x, p) = y. Hence y ∈ Ax.
Proposition 3.6.4 is proved. 
3.7 Comple´ment
Dans cette Section, on comple`te l’article [Jol07b] en rajoutant des preuves
de re´sultats non de´montre´s dans [Jol07b].
3.7.1 Preuve des formules (3.3.9)-(3.3.10)
On ne va de´montrer que (3.3.10), l’e´galite´ (3.3.9) se de´montrant de la
meˆme manie`re. On omet les indices V , B de s(E, ., .) de´fini au de´but de la
Section 2, et de k¯0(E, ., .) et k¯(E, ., .) de´finis par (3.3.1) ; et S0E de´signera
de´sormais l’action re´duite de´finie par (3.3.6) et que l’on a note´ auparavant
S0V,A,E .
De (3.5.1), on de´duit que ∂ψ1
∂t
= g(ψ2) ∈ C1(R× Rn × Rn) et que
∂
∂ζi
∂ψ1
∂t
(t, ., k¯0(E, ., x))|ζ =
∂
∂ζi
g(ψ2)(t, ., k¯0(E, ., x))|ζ , (3.7.1)
ψ1(t, ζ, k¯0(E, ζ, x)) = ζ +
∫ t
0
g(ψ2(s, ζ, k¯0(E, ζ, x)))ds, (3.7.2)
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pour tout t ∈ R et tous x = (x1, . . . , xn) ∈ D¯, ζ = (ζ1, . . . , ζn) ∈ D¯, x 6= ζ, ou`
ψ = (ψ1, ψ2) de´signe le flot de (3.5.1).
De (3.7.2), il vient
∂
∂ζi
ψ1(t, ., k¯0(E, ., x))|ζ = ei +
∫ t
0
∂
∂ζi
g(ψ2)(s, ., k¯0(E, ., x))|ζds
pour tout t ∈ R et ζ, x ∈ D¯, ζ 6= x, ou` (e1, .., en) est la base canonique de Rn.
Ainsi pour tous ζ, x ∈ D¯, ζ 6= x l’application, qui associe a` un re´el t le vecteur
de Rn ∂
∂ζi
ψ1(t, ., k¯0(E, ., x))|ζ , est de classe C1 et
∂
∂t
(
∂
∂ζi
ψ1(t, ., k¯0(E, ., x))|ζ) =
∂
∂ζi
g(ψ2)(t, ., k¯0(E, ., x))|ζ
=
∂
∂ζi
∂ψ1
∂t
(t, ., k¯0(E, ., x))|ζ , t ∈ R.(3.7.3)
En de´rivant ψ1(s(E, ζ, x), ζ, k¯0(E, ζ, x)) = x par rapport a` ζi, on obtient
que
0 =
(
∂
∂ζi
ψ1(t, ., k¯0(E, ., x))|ζ
)
|t=s(E,ζ,x)
+
∂t
∂ζi
(E, ζ, x)
∂ψ1
∂t
(s(E, ζ, x), ζ, k¯0(E, ζ, x)),
(3.7.4)
pour tout ζ, x ∈ D¯, ζ 6= x.
Soient ζ, x ∈ D¯, ζ 6= x. De (3.3.6), on obtient
∂S0E
∂ζi
(ζ, x) = P (s(E, ζ, x), ζ, k¯0(E, ζ, x)) ◦ ∂ψ1∂t (s(E, ζ, x), ζ, k¯0(E, ζ, x))
× ∂s
∂ζi
(E, ζ, x) +
∫ s(E,ζ,x)
0
∂
∂ζi
P (t, ., k¯0(E, ., x))|ζ ◦ ∂ψ1∂t (t, ζ, k¯0(E, ζ, x))dt
+
∫ s(E,ζ,x)
0
P (t, ζ, k¯0(E, ζ, x)) ◦ ∂∂ζi (
∂ψ1
∂t
(t, ., k¯0(E, ., x)))|ζdt.
(3.7.5)
En utilisant (3.7.3) et en inte´grant par partie, on obtient :∫ s(E,ζ,x)
0
P (t, ζ, k¯0(E, ζ, x)) ◦ ∂∂ζi (
∂ψ1
∂t
(t, ., k¯0(E, ., x)))|ζdt
= P (s(E, ζ, x), ζ, k¯0(E, ζ, x)) ◦ ( ∂∂ζiψ1(t, ., k¯0(E, ., x))|ζ)|t=t(E,ζ,x)
−Pi(0, ζ, k¯0(E, ζ, x))
− ∫ s(E,ζ,x)
0
∂P
∂t
(t, ζ, k¯0(E, ζ, x)) ◦ ( ∂∂ζiψ1(t, ., k¯0(E, ., x))|ζ)dt,
(3.7.6)
ou` P (0, ζ, k¯0(E, ζ, x)) = (P1(0, ζ, k¯0(E, ζ, x)), . . . , Pn(0, ζ, k¯0(E, ζ, x))) (on a
utilise´ l’e´galite´ ψ1(0, ζ
′, k′) = ζ ′, ζ ′ ∈ Rn et k′ ∈ Rn, pour obtenir
∂
∂ζi
ψ1(0, ., k¯0(E, ., x))|ζ = ei).
En utilisant (3.7.4)-(3.7.6), on a
∂S0E
∂ζi
(ζ, x) = −Pi(0, ζ, k¯0(E, ζ, x)) (3.7.7)
+
∫ s(E,ζ,x)
0
[
∂
∂ζi
P (t, ., k¯0(E, ., x))|ζ ◦ ∂ψ1
∂t
(t, ζ, k¯0(E, ζ, x))
− ∂P
∂t
(t, ζ, k¯0(E, ζ, x)) ◦ ( ∂
∂ζi
ψ1(t, ., k¯0(E, ., x))|ζ)
]
dt.
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De (3.3.4), on a
∂
∂ζi
P (t, ., k¯0(E, ., x))|ζ ◦ ∂ψ1
∂t
(t, ζ, k¯0(E, ζ, x))
−∂P
∂t
(t, ζ, k¯0(E, ζ, x)) ◦ ( ∂
∂ζi
ψ1(t, ., k¯0(E, ., x))|ζ) =
∂
∂ζi
H(P (t, ., k¯0(E, ., x)), ψ1(t, ., k¯0(E, ., x)))|ζ , (3.7.8)
pour tout t ∈ [0, s(E, ζ, x)], ou` H est l’Hamiltonien de´fini au de´but de la
sous-section 3.3.2. On remarque que
H(P (t, ζ ′, k¯0(E, ζ ′, x)), ψ1(t, ζ ′, k¯0(E, ζ ′, x))) = E, (3.7.9)
pour tout t ∈ R, ζ ′ ∈ D¯, ζ ′ 6= x. De (3.7.7)-(3.7.9), on obtient
∂S0E
∂ζi
(ζ, x) = −Pi(0, ζ, k¯0(E, ζ, x)), (3.7.10)
ce qui, avec (3.3.5), implique (3.3.10).
3.7.2 Preuve de la Proposition 3.3.2
Dans cette sous-section χD de´signe une fonction de´finissante de D, i.e.
χD ∈ C2(Rn,R), D = χ−1D (] −∞, 0[), ∂D = χ−1D ({0}), et pour tout x′ ∈ ∂D
∇χD(x′) 6= 0 et la matrice Hessienne de χD au point x′, note´e HessχD(x′),
ve´rifie l’ine´galite´ HessχD(x
′)(v, v) > 0 pour tout v ∈ Tx′∂D, v 6= 0 (ou`
Tx′∂D ⊆ Rn est l’espace vectoriel tangent a` ∂D au point x′ ∈ ∂D).
Fixons x ∈ D. Avant de de´montrer la Proposition 3.3.2, on de´montre le
Lemme 3.7.1 ci-dessous.
Pour v ∈ Sn−1 on note sx(v) le nombre re´el strictement ne´gatif de´fini par
sx(v) = sup{s < 0 | ψ1(s, x,−rE(x)v) ∈ ∂D}. (3.7.11)
ou` ψ = (ψ1, ψ2) est le flot de (3.5.1), et ou` l’on note de´sormais par rE le re´el
rV,E de´fini au tout de´but de la sous-section 3.3.1.
Lemme 3.7.1. L’application sx est de classe C
1 sur Sn−1. De plus on a :
βx(v) = ∇χD(ψ1(sx(v), x,−rE(x)v))◦ ∂ψ1
∂t
(t, x,−rE(x)v)|t=sx(v) < 0, (3.7.12)
pour tout v ∈ Sn−1, ou` ◦ de´signe le produit scalaire usuel sur Rn.
Preuve du Lemme 3.7.1. L’estime´e (3.7.12) vient de la Proprie´te´ (3.2.1). La
continuite´ de sx vient alors de (3.7.12) et de la continuite´ de ψ1. En utilisant a`
nouveau (3.7.12) et a` l’aide du the´ore`me des fonctions implicites, on obtient que
sx est de classe C
1 sur Sn−1 (on applique le the´ore`me des fonctions implicites
a` la fonction m(s, v) = χD(ψ1(s, x,−rE(x)v)), s ∈ R, v ∈ Sn−1).
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De´montrons la Proposition 3.3.2. On omet l’indice V,B.
Par le Lemme 3.2.1, l’application νE est C
1 sur ∂D×D. L’application νE,x
est un C1 diffe´omorphisme de ∂D sur Sn−1 : l’application µE,x : Sn−1 → ∂D
de´finie par
µE,x(v) = ψ1(sx(v), x,−rE(x)v), v ∈ Sn−1, (3.7.13)
est de classe C1 sur Sn−1 (car ψ1 ∈ C1(R× Rn × Rn,Rn) et on utilise aussi le
Lemme 3.7.1) et µE,x est l’inverse de νE,x.
Il reste a` de´montrer que µE,x pre´serve l’orientation (ce qui prouvera
que νE,x pre´serve aussi l’orientation). Nous aurons besoin des fonctions Φ ∈
C1([0, 1] ×Sn−1,Rn) et χ¯D ∈ C1(]0, 1]× (D¯\{x}),R) de´finies par :
Φ(ε, v) = ψ1(εsx(v), x,−rE(x)v), ε ∈ [0, 1], v ∈ Sn−1 ; (3.7.14)
χ¯D(ε, y) = χD(ψ1(−s(E, y, x)
ε
, x, k¯(E, y, x))), ε ∈]0, 1], y ∈ D¯\{x}. (3.7.15)
On remarque que de la de´finition de sx et de (3.2.1), on a
Φ(ε, v) ∈ D¯\{x}, (3.7.16)
pour tous ε ∈]0, 1] et v ∈ Sn−1.
Soit v0 ∈ Sn−1 et U un ouvert de Rn−1 et φ : U → Sn−1 une pa-
rame´trisation lisse de Sn−1 dans un voisinage ouvert de v0 et qui respecte
l’orientation de Sn−1 (i.e. det(φ(w), ∂φ
∂w1
(w), . . . , ∂φ
∂wn−1
(w)) > 0 pour tout
w ∈ U). Il s’agit de de´montrer
det
(
∇yχD(y)|y=µE,x(φ(w)),
∂
∂w1
µE,x(φ(w)), . . . ,
∂
∂wn−1
µE,x(φ(w))
)
> 0,
(3.7.17)
pour w ∈ U.
En utilisant (3.7.16), on de´finit l’application J ∈ C(]0, 1]× U,R) par
J(ε, w) = det
(
∇yχ¯D(ε, y)|y=Φ(ε,φ(w)), ∂
∂w1
Φ(ε, φ(w)), . . . ,
∂
∂wn−1
Φ(ε, φ(w))
)
(3.7.18)
pour tout ε ∈]0, 1] et w = (w1, . . . , wn−1) ∈ U. On a l’e´galite´ suivante
de´montre´e ci-dessous :
J(1, w) = det
(
∇yχD(y)|y=µE,x(φ(w)),
∂
∂w1
µE,x(φ(w)), . . . ,
∂
∂wn−1
µE,x(φ(w))
)
(3.7.19)
pour w = (w1, . . . , wn−1) ∈ U ; ainsi de´montrer (3.7.17) revient a` de´montrer
J(1, w) > 0, pour tout w = (w1, . . . , wn−1) ∈ U. Pour cela, en utilisant la
continuite´ de J , il suffit de montrer J(ε, w) 6= 0 pour tous ε ∈]0, 1], w ∈ U , et
de montrer que pour tout w ∈ U , J(ε, w) > 0 pour ε ∈]0, 1] assez petit.
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De´montrons tout d’abord (3.7.19). De la de´finition de s(E, y, x) et
k(E, y, x), on obtient
ψ1(−s(E, y, x), x, k¯(E, y, x)) = y, (3.7.20)
pour tout y ∈ D¯\{x}. En utilisant (3.7.20) et (3.7.15) on obtient χ¯D(1, y) =
χD(y), y ∈ D¯\{x}. Ainsi, en utilisant (3.7.18) et en remarquant que Φ(1, v) =
µE,x(v) pour tout v ∈ Sn−1, on obtient (3.7.19).
De´montrons que J(ε, w) 6= 0 pour tous ε ∈]0, 1], w ∈ U, ce qui revient a`
de´montrer que les n vecteurs de Rn
C1(ε, w) = ∇yχ¯D(ε, y)|y=Φ(ε,φ(w)) (3.7.21)
Cj+1(ε, w) =
∂
∂wj
Φ(ε, φ(w)), j = 1 . . . n− 1, (3.7.22)
sont line´airement inde´pendants pour tous ε ∈]0, 1] et w ∈ U (Cm(ε, w), m =
1 . . . n, sont les colonnes de J(ε, w)). Pour cela , on de´montre tout d’abord que
les vecteurs C2(ε, w), . . . , Cn(ε, w) sont line´airement inde´pendants pour tous
ε ∈]0, 1] et w ∈ U ; puis on de´montre que le vecteur C1(ε, w) est non nul et
orthogonal a` Cj+1(ε, w) pour tous j = 1 . . . n− 1, ε ∈]0, 1] et w ∈ U .
Soit ε ∈]0, 1]. On remarque que
k(E, y, x)|y=Φ(ε,φ(w)) = −rE(x)φ(w), w ∈ U. (3.7.23)
En de´rivant (3.7.23) par rapport a` wi, i = 1 . . . n− 1, on obtient(
∇yk¯j(E, y, x)|y=Φ(ε,φ(w)) ◦ ∂
∂wi
Φ(ε, φ(w))
)
j=1..n
= −rE(x) ∂φ
∂wi
(w), w ∈ U,
(3.7.24)
ou` ◦ de´signe le produit scalaire usuel sur Rn. Soit w ∈ U . Comme
( ∂φ
∂wi
(w))i=1...n−1 est une famille libre de vecteurs de Rn, (3.7.24) prouve que
(Ci+1(ε, w))i=1...n−1 = ( ∂∂wiΦ(ε, φ(w)))i=1...n−1 est une famille libre de vecteurs
de Rn.
De (3.7.14) et (3.7.15) et de la de´finition de sx et des proprie´te´s de χD, on a
χ¯D(ε,Φ(ε, φ(w))) = χD(ψ1(sx(φ(w)), x, −rE(x)φ(w))) = 0, pour tous ε ∈]0, 1],
w ∈ U . Ainsi en de´rivant cette e´galite´ par rapport a` wj, j = 1 . . . n− 1 et par
rapport a` ε, on obtient
0 =
∂
∂wj
χ¯D(Φ(ε, φ(w))) = C1(ε, w) ◦ Cj+1(ε, w), (3.7.25)
0 =
∂
∂ε
χ¯D(ε,Φ(ε, φ(w))), (3.7.26)
pour tous w = (w1, . . . , wn−1), ε ∈]0, 1], j = 1 . . . n − 1. L’e´galite´ (3.7.25)
montre que C1 est orthogonal a` Cj+1, j = 1 . . . n − 1 ; donc, il nous reste a`
de´montrer que C1(ε, w) 6= 0 pour tous ε ∈]0, 1] et tous w ∈ U.
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De (3.7.21), (3.7.15) et (3.7.26), on a
C1(ε, w) ◦ ∂
∂ε
Φ(ε, φ(w)) =
∂
∂ε
χ¯D(ε,Φ(ε, φ(w)))− ∂
∂ε
χ¯D(ε, y)|y=Φ(ε,φ(w))
= − ∂
∂ε
χ¯D(ε, y)|y=Φ(ε,φ(w)), (3.7.27)
pour tous ε ∈]0, 1], w ∈ U .
De (3.7.15), on de´duit
∂
∂ε
χ¯D(ε, y) =
s(E, y, x)
ε2
(3.7.28)
×∇χD(ψ1(−s(E, y, x)
ε
, x, k¯(E, y, x))) ◦ ∂
∂s
ψ1(s, x, k¯(E, y, x))s=− s(E,y,x)
ε
,
pour tous ε ∈]0, 1], y ∈ D¯\{x}. De (3.7.28) et (3.7.12), on a
∂
∂ε
χ¯D(ε, y)|y=Φ(ε,φ(w)) =
−sx(φ(w))
ε2
βx(φ(w)) < 0, (3.7.29)
pour ε ∈]0, 1], w ∈ U , ou` βx est de´fini par (3.7.12). De (3.7.29) et (3.7.27), on
obtient que C1(ε, w) 6= 0, pour tous ε ∈]0, 1], w ∈ U.
Finalement on a montre´ que J(ε, w) 6= 0 pour tous ε ∈]0, 1] et w ∈ U .
Maintenant de´montrons qu’a` w ∈ U fixe´, J(ε, w) > 0 pour ε ∈]0, 1] suffisam-
ment petit. Fixons w ∈ U. On note r′E(x) le re´el
r′E(x) =
rE(x)√
1 + rE(x)
2
c2
.
On a les e´galite´s suivantes que l’on de´montre plus bas :
∂
∂wi
Φ(ε, φ(w)) = −εr′E(x)
[(
∂
∂wi
sx(φ(w))
)
φ(w) + sx(φ(w))
∂φ
∂wi
(w)
]
+ o(ε),
(3.7.30)
pour tous i = 1 . . . n− 1 et ε→ 0+ ;
∂χ¯D
∂yi
(ε, y)|y=Φ(ε,φ(w)) =
1
ε

−βx(φ(w))
r′E(x)
φi(w) (3.7.31)
+
√
1 + rE(x)
2
c2
sx(φ(w))
∇χD(ψ1(sx(φ(w)), x,−rE(x)φ(w)))
◦
(
∂ψj1
∂k
(sx(φ(w)), x, k)|k=−rE(x)φ(w) ◦ (ei − φi(w))φ(w)
)
j=1...n
+ o(1)

 ,
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pour tous i = 1 . . . n et ε → 0+, ou` (e1, . . . , en) de´signe la base canonique de
R
n.
De (3.7.18), (3.7.30) et (3.7.31), il vient
J(ε, w) = εn−2r′E(x)
n−1 (∆(w) + o(1)) (3.7.32)
quand ε→ 0+, ou`
∆(w) = det (∆1(w),∆2(w), . . . ,∆n(w)) (3.7.33)
et
∆1(w) = (∆
1
1(w), . . . ,∆
n
1 (w)),
∆m1 (w) = −
βx(φ(w))
r′E(x)
φm(w) +
√
1 + rE(x)
2
c2
sx(φ(w))
×∇χD(ψ1(sx(φ(w)), x,−rE(x)φ(w))) ◦
(
∂ψj1
∂k
(sx(φ(w)), x, k)|k=−rE(x)φ(w)
◦ (em − φm(w))φ(w)
)
j=1...n
, m = 1, .., n,
∆i+1(w) = −
(
∂
∂wi
sx(φ(w))
)
φ(w)− sx(φ(w)) ∂φ
∂wi
(w)
pour tout i = 1 . . . n− 1.
On note Gram(φ)(w) la matrice de Gram de taille n − 1 et d’e´le´ments
∂φ
∂wi
(w)◦ ∂φ
∂wj
(w), i, j = 1 . . . n−1. Comme ( ∂φ
∂w1
(w), . . . , ∂φ
∂wn−1
(w)) est une famille
libre de vecteurs de Rn, il vient que Gram(φ)(w) est une matrice syme´trique
de´finie positive. De l’inversibilite´ de Gram(φ)(w), on obtient, en particulier,
qu’il existe (µ1, . . . , µn−1) ∈ Rn−1 tel que

∂
∂w1
s(φ(w))
...
∂
∂wn−1
s(φ(w))

 = Gram(φ)(w)


µ1
...
µn−1

 . (3.7.34)
On remarque que χD(ψ1(sx(φ(w
′)), x,−rE(x)φ(w′))) = 0 pour tout w′ ∈
U. En de´rivant cette e´galite´ par rapport a` wi, on obtient
0 = βx(φ(w))
∂
∂wi
sx(φ(w))− rE(x)∇χD(ψ1(sx(φ(w)), x, (3.7.35)
−rE(x)φ(w))) ◦
(
∂ψj1
∂k
(sx(φ(w)), x, k)|k=−rE(x)φ(w) ◦
∂φ
∂wi
(w)
)
j=1...n
.
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De (3.7.33), (3.7.35) et en utilisant le fait que φ(w) est orthogonal a`
∂φ
∂wm
(w), m = 1 . . . n− 1, on obtient
det
(
φ(w),
∂φ
∂w1
(w), . . . ,
∂φ
∂wn−1
(w)
)
∆(w) = det(M(w)), (3.7.36)
ou`
M(w) =
(
−βx(w)
r′E(x)
t∇wsx(φ(w))
βx(w)
r′E(x)sx(φ(w))
∇wsx(φ(w)) −sx(φ(w))Gram(φ(w))
)
et ∇wsx(φ(w)) (resp. t∇wsx(φ(w))) est le vecteur colonne (resp. vecteur ligne)
de coordonne´es ∂
∂wi
sx(φ(w)), i = 1 . . . n − 1. En utilisant (3.7.36) et (3.7.34)
(M1 ←M1 +
∑n
j=2 µj−1Mj βx(w)r′E(x)sx(φ(w))2 ou`Mj de´signe la j
e colonne deM),
on obtient l’e´galite´
det
(
φ(w),
∂φ
∂w1
(w), . . . ,
∂φ
∂wn−1
(w)
)
∆(w) = (3.7.37)
(−βx(w))(−sx(w))n−1|Gram(φ)(w)|
r′E(x)
(
1 +
1
sx(φ(w))2
n−1∑
j=1
µj
∂
∂wj
sx(φ(w))
)
De plus, en utilisant (3.7.34), on obtient
n−1∑
j=1
µj
∂
∂wj
sx(φ(w)) =
∣∣∣∣∣
n−1∑
j=1
µj
∂φ
∂wj
(w)
∣∣∣∣∣
2
. (3.7.38)
En utilisant (3.7.37), (3.7.38), l’ine´galite´ |Gram(φ)(w)| > 0 et le fait que la
parame´trisation (U, φ) respecte l’orientation de Sn−1, on obtient finalement
∆(w) > 0 et on de´duit alors de (3.7.32) l’ine´galite´ J(ε, w) > 0 pour ε ∈]0, 1]
assez petit.
De´montrons les de´veloppements limite´s (3.7.30) et (3.7.31), ce qui
ache`vera la preuve de la Proposition 3.3.2.
De (3.7.14), on obtient
∂
∂ε
Φ(ε, φ(w))|ε=0 = sx(φ(w))
∂ψ1
∂s
(s, x,−rE(x)φ(w))|s=0 = −r′E(x)sx(φ(w))φ(w).
(3.7.39)
En utilisant (3.7.39) et le fait que Φ ∈ C1([0, 1]× Sn−1),Rn, on a
∂
∂ε
Φ(ε, φ(w)) = −r′E(x)sx(φ(w))φ(w) + o(1), ε→ 0+, (3.7.40)
Φ(ε, φ(w)) = x− εr′E(x)sx(φ(w))φ(w) + o(ε), ε→ 0+. (3.7.41)
De (3.3.9) et (3.3.13), il vient∣∣∣∣ ∂k¯∂yi (E, y, x)|y=Φ(ε,φ(w))
∣∣∣∣ ≤M ′2 1|Φ(ε, φ(w))− x| ,
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pour ε ∈]0, 1], i = 1 . . . n, M ′2 =
√
nM2 ou` M2 est la constante apparaissant
dans (3.3.13). Ainsi en utilisant aussi (3.7.41), on obtient
∂k¯
∂yi
(E, y, x)|y=Φ(ε,φ(w)) = O(
1
ε
), ε→ 0+, (3.7.42)
pour tout i = 1 . . . n.
De (3.5.1), il vient
ψj1(t, x, k) = x+ gj(k)t+
∫ t
0
[gj(k +
∫ τ
0
F (ψ1(σ, x, k), (3.7.43)
g(ψ2(σ, x, k)))dσ)− gj(k)]dτ
pour tout t ∈ R et k ∈ Rn, j = 1 . . . n. Ainsi en de´rivant (3.7.43) par rapport
a` kl et en utilisant l’accroissement de ∇g, on obtient
∂ψj1
∂kl
(εsx(φ(w)), x, k)|k=−rE(x)φ(w) = εsx(φ(w))
∂gj
∂kl
(k)|k=−rE(x)φ(w) + o(ε)
=
(
1 + rE(x)
2
c2
)−1/2 (
δlj − r
′
E(x)
2
c2
φj(w)φl(w)
)
εsx(φ(w)) + o(ε),
(3.7.44)
pour tous j, l = 1 . . . n, quand ε→ 0+, ou` δlj = 0 si j 6= l et δlj = 1 si j = l (δlj
de´signe le symbole de Kronecker).
En utilisant (3.7.44) et l’e´galite´ φ(w) ◦ ∂φ
∂wi
(w) = 0 (|φ(w′)| = 1 pour tout
w′ ∈ U), on obtient(
∂ψj1
∂k
(εsx(φ(w)), x, k)|k=−rE(x)φ(w) ◦
∂φ
∂wi
(w)
)
j=1...n
= εsx(φ(w))
(
1 +
rE(x)
2
c2
)−1/2
∂φ
∂wi
(w) + o(ε), (3.7.45)
pour tout i = 1 . . . n, ε→ 0+.
En utilisant (3.7.44), (3.7.42) et le fait que ∂k¯
∂yi
(E, y, x)y=Φ(ε,φ(w)) est or-
thogonal a` −rE(x)φ(w) = k¯(E, y, x)y=Φ(ε,φ(w)) (|k¯(E, y, x)| = rE(x) qui est
inde´pendent de y ∈ D¯, y 6= x), on obtient(
∂ψj1
∂k
(εsx(φ(w)), x, k)|k=−rE(x)φ(w) ◦ ∂k¯∂yi (E, y, x)y=Φ(ε,φ(w))
)
j=1...n
=
(
1 + rE(x)
2
c2
)−1/2
sx(φ(w))ε
∂k¯
∂yi
(E, y, x)y=Φ(ε,φ(w)) + o(1), ε→ 0+,
(3.7.46)
pour tout i = 1 . . . n.
En de´rivant (3.7.20) par rapport a` yi, on obtient que
− ∂
∂yi
s(E, y, x)
∂ψ1
∂s
(s, x, k¯(E, y, x))|s=−s(E,y,x)
+
(
∂ψj1
∂k
(y, x, k)|k=k¯(E,y,x) ◦
∂k¯
∂yi
(E, y, x)
)
j=1...n
= ei, (3.7.47)
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pour tous i = 1 . . . n et y ∈ D¯, y 6= x.
Ainsi en utilisant aussi (3.7.46) et (3.7.40), on obtient
− ∂
∂yi
s(E, y, x)|y=Φ(ε,φ(w))(−r′E(x)φ(w) + o(1))
+εsx(φ(w))
(
1 + rE(x)
2
c2
)−1/2
∂k¯
∂yi
(E, y, x)y=Φ(ε,φ(w)) + o(1) = ei,
(3.7.48)
pour tous i = 1 . . . n et ε→ 0+.
En prenant le produit scalaire du coˆte´ gauche de (3.7.48) avec φ(w) et
en utilisant le fait que ∂k¯
∂yi
(E, y, x)y=Φ(ε,φ(w)) est orthogonal a` −rE(x)φ(w), on
obtient
− ∂
∂yi
s(E, y, x)|y=Φ(ε,φ(w))(−r′E(x) + o(1)) + o(1) = φi(w),
pour tous i = 1 . . . n et ε→ 0+ ou` φ(w) = (φ1(w), . . . , φn(w)). D’ou` l’on a
∂
∂yi
s(E, y, x)|y=Φ(ε,φ(w)) =
φi(w)
r′E(x)
+ o(1), (3.7.49)
pour tous i = 1 . . . n et ε→ 0+.
En utilisant (3.7.48) et (3.7.49), on a
ε
∂k¯
∂yi
(E, y, x)y=Φ(ε,φ(w)) =
√
1 + rE(x)
2
c2
sx(φ(w))
(ei − φi(w)φ(w)) + o(1) (3.7.50)
pour tous i = 1 . . . n et ε→ 0+.
De (3.7.14), il vient
∂
∂wi
Φ(ε, φ(w)) = ε ∂
∂wi
(sx(φ(w)))
∂ψ1
∂s
(s, x,−rE(x)φ(w))|s=εsx(φ(w))
−rE(x)
(
∂ψj1
∂k
(εsx(φ(w)), x, k)|k=−rE(x)φ(w) ◦ ∂φ∂wi (w)
)
j=1..n
,
(3.7.51)
pour tous ε ∈ [0, 1] et i = 1 . . . n − 1. Le de´veloppement limite´ (3.7.30) se
de´duit de l’e´galite´ (3.7.51) et de (3.7.40), (3.7.45).
De (3.7.15), il vient
∂χ¯D
∂yi
(ε, y)|y=Φ(ε,φ(w)) = ∇χD(ψ1(sx(φ(w)), x,−rE(x)φ(w))) (3.7.52)
◦
[
−1
ε
∂s
∂yi
(E, y, x)|y=Φ(ε,φ(w))
∂ψ1
∂s
(s, x,−rE(x)φ(w))|s=sx(φ(w))
+
(
∂ψj1
∂k
(sx(φ(w)), x, k)|k=−rE(x)φ(w) ◦
∂k¯
∂yi
(E, y, x)|y=Φ(ε,φ(w))
)
j=1..n

 ,
pour tous ε ∈]0, 1] et i = 1..n. Le de´veloppement limite´ (3.7.31) se de´duit de
l’e´galite´ (3.7.52) et de (3.7.50), (3.7.49), (3.7.12).
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Annexe A
Comple´ments
A.1 Preuve du Lemme 1.2.1
De (1.2.8), on obtient
gi(x) =
xi√
1 + |x|2/c2
∂
∂xj
gi(x) = − xixj
c2(1 + |x|2/c2) 32 , (A.1.1)
∂
∂xi
gi(x) =
1
c2(1 + |x|2/c2) 12 −
x2i
c2(1 + |x|2/c2) 32 , (A.1.2)
pour tous x = (x1, . . . , xn) ∈ Rn, i, j = 1 . . . n, j 6= i.
De (A.1.1) et (A.1.2),
n∑
j=1
| ∂
∂xj
gi(x)|2 = 1 + 2|x|
2/c2 + |x|4/c4 − 2x2i /c2 − |x|2x2i /c4
(1 + |x|2/c2)3 ,
≤ 1
1 + |x|
2
c2
,
pour tout x = (x1, . . . , xn) ∈ Rn et tout i = 1 . . . n, ce qui implique (1.2.10) et
(1.2.11).
Soit i, j, l ∈ N, 1 ≤ i ≤ n, 1 ≤ j ≤ n, 1 ≤ l ≤ n, l 6= i et j 6= i. On a
|∇gi(x)−∇gi(y)| ≤ sup
ε∈[0,1]
(
n∑
m=1
| ∂
∂xm
∇gi((1− ε)x+ εy)|2) 12 |x− y|
= sup
ε∈[0,1]
(
n∑
m,k=1
| ∂
2
∂xm∂xk
gi((1− ε)x+ εy)|2) 12 |x− y|, (A.1.3)
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pour tout x, y ∈ Rn ; et de (A.1.1)-(A.1.2) on a aussi
∂2
∂xi2
gi(x) = 3
xi
c2
[
x2i /c
2 − (1 + |x|2/c2)
(1 + |x|2/c2) 52
]
, (A.1.4)
∂2
∂xj∂xi
gj(x) =
xj
c2
[
3x2i /c
2 − (1 + |x|2/c2)
(1 + |x|2/c2) 52
]
, (A.1.5)
∂2
∂xj∂xl
gj(x) = 3
xixjxl
c4
1
(1 + |x|2/c2) 52 , (A.1.6)
∂2
∂xj2
gj(x) =
xi
c2
3x2j/c
2 − (1 + |x|2/c2)
(1 + |x|2/c2) 52 , (A.1.7)
for x = (x1, . . . , xn) ∈ Rn.
En utilisant (A.1.4)-(A.1.7) on obtient
n∑
l=1
| ∂
2
∂xi∂xl
gi(x)|2 = −12x
4
i /c
2 − 3x4i |x|2/c4 + 8x2i (1 + |x|2/c2)2
c4(1 + |x|2/c2)5
+
|x|2(1 + |x|2/c2)2 − 6|x|2x2i (1 + |x|2/c2)/c2
c4(1 + |x|2/c2)5
≤ 9
c2
1
(1 + |x|
2
c2
)2
, (A.1.8)
n∑
l=1
| ∂
2
∂xj∂xl
gi(x)|2 =
−12x2i x2j
c2
− 3x2i x2j |x|2
c4
+ (x2i + x
2
j)(1 +
|x|2
c2
)2
c4(1 + |x|
2
c2
)5
≤ 1
c2(1 + |x|2/c2)2 , (A.1.9)
pour x ∈ Rn et tout i, j ∈ N, 1 ≤ i ≤ n, 1 ≤ j ≤ n, et j 6= i. Les ine´galite´s
(A.1.3) et (A.1.8)-(A.1.9) prouvent (1.2.12). 
A.2 Application contractante dans un espace
de Banach
Dans ce paragraphe, on rappelle des re´sultats standards concernant les
points fixes d’applications contractantes dans un espace de Banach.
Lemme A.2.1. Soit (X, e) un espace me´trique complet. Soit f : (X, e) →
(X, e) une application strictement contractante de (X, e) dans lui-meˆme, i.e.
il existe un re´el K tel que 0 ≤ K < 1 et
e(f(x), f(y)) ≤ Ke(x, y), pour tous x, y ∈ X. (A.2.1)
Alors il existe un et un seul y ∈ X tel que f(y) = y.
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De´monstration. On commence par de´montrer l’unicite´ du point fixe. Soient x
et y deux points de X tels que f(x) = x et f(y) = y. Alors
e(x, y) = e(f(x), f(y)) ≤
(A.2.1)
Ke(x, y).
Comme K < 1, on en de´duit que e(x, y) = 0, i.e. x = y.
On de´montre maintenant l’existence du point fixe. Soit x un point quel-
conque de X. On de´finit la suite (xn) de points de X par
x0 = x,
xn+1 = f(xn), pour tout n ∈ N. (A.2.2)
Soient p, n ∈ N, n < p. En utilisant (A.2.1) et (A.2.2), on a
e(xn, xp) ≤
p−1∑
i=n
e(xi, xi+1) ≤
(
p−1∑
i=n
Ki
)
e(x0, x1)
≤
( ∞∑
i=n
Ki
)
e(x0, x1) = K
n 1
1−Ke(x0, x1) −→(n,p)→+∞ 0.
Finalement, la suite (xn) est une suite de Cauchy deX ; or (X, e) e´tant complet,
on en de´duit que (xn) est convergente. Soit y sa limite. Par passage a` la limite
dans (A.2.2) (f est continue par (A.2.1)), on obtient f(y) = y.
Si (E , ‖.‖E) et (F , ‖.‖F) sont deux espaces de Banach, on notera L(E ,F)
l’espace vectoriel des applications line´aires continues de E dans F , et on notera
‖.‖L(E,F) la norme sur L(E ,F) de´finie par
‖L‖L(E,F) = sup
v∈E,‖v‖E=1
‖L(v)‖F .
Si E = F et ‖.‖E = ‖.‖F , alors L(E) := L(E ,F) et ‖.‖L(E) := ‖.‖L(E,F).
Lemme A.2.2. Soit (E , ‖.‖E) un espace de Banach. Soit BE(0, 1) := {x ∈
E | ‖x‖E < 1}. Soit f : BE(0, 1) → BE(0, 1). Supposons qu’il existe deux re´els
positifs K,K ′ tels que K < 1, K ′ < 1 et
|f(x)| ≤ K ′, (A.2.3)
|f(x)− f(x′)| ≤ K|x− x′|, (A.2.4)
pour tout x, x′ ∈ BE(0, 1). Alors il existe un et un seul y ∈ BE(0, 1) tel que
f(y) = y.
Preuve du Lemme A.2.2. On conside`re l’application h : B¯E(0, K ′) →
B¯E(0, K ′), x 7→ f(x), ou` B¯E(0, K ′) est la boule ferme´e de (E , ‖.‖E) dont le
centre est 0 et le rayon est K ′ (i.e. B¯E(0, K ′) = {x ∈ E | ‖x‖E ≤ K ′}). De
(A.2.3) et (A.2.4), on de´duit que h est K-contractante sur B¯E(0, K ′). Ainsi
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(lemme A.2.1) h admet un unique point fixe (note´ x0) dans B¯E(0, K ′). Par
de´finition de h, x0 est aussi point fixe de f , et si y ∈ BE(0, 1) est un point fixe
de f , alors en utilisant (A.2.3) on a y ∈ B¯E(0, K ′) et g(y) = f(y) = y, ce qui
par de´finition de x0 implique y = x0.
Lemme A.2.3. Soit Ω (resp. Ω′) un ouvert d’un espace de Banach (E , ‖.‖E)
(resp. (E ′, ‖.‖E ′)). Soit C : Ω×Ω′ → Ω′ une application de classe C1 sur Ω×Ω′.
On suppose qu’il existe une constante re´elle positive K telle que K < 1 et
‖C(x, y1)− C(x, y2)‖E ′ ≤ K‖y1 − y2‖E ′ , (A.2.5)
pour tous x ∈ Ω et y1, y2 ∈ Ω′. Si
pour tout x ∈ Ω, il existe un et un seul f(x) ∈ Ω′ ve´rifiant C(x, f) = f,
(A.2.6)
alors l’application f : Ω→ Ω′, x 7→ f(x), est de classe C1 sur Ω et
‖∂f
∂x
(x)‖L(E,E ′) ≤
‖∂C
∂x
(x, y)‖L(E,E ′)|y=f(x)
1−K (A.2.7)
pour tout x ∈ Ω, ou` l’on note ∂f
∂x
(x) la diffe´rentielle de f au point x et ∂C
∂x
(x, y)
est la diffe´rentielle partielle de f au point (x, y) par rapport a` y.
Preuve du Lemme A.2.3. Soit x ∈ Ω et soit y ∈ Ω′. On note ∂C
∂y
(x, y) la
diffe´rentielle partielle de C en (x, y) par rapport au point y ∈ Ω′ (∂C
∂y
(x, y) ∈
L(E ′)). De (A.2.5), on obtient ‖∂C
∂y
(x, y)‖L(E ′) ≤ K < 1. Comme (L(E ′), ‖.‖L(E ′))
est un espace de Banach, on a :
IE ′ − ∂C
∂y
(x, y) est inversible dans L(E ′) (A.2.8)
(IE ′ est l’application identite´ de E ′).
On conside`re l’application de classe C1 J : Ω × Ω′ → E ′, (x, y) 7→ y −
C(x, y). On a ∂J
∂y
(x, y) = IE ′ − ∂C∂y (x, y) ou` l’on note ∂J∂y (x, y) la diffe´rentielle
partielle de J au point (x, y) par rapport a` y ∈ Ω′. Finalement par (A.2.6),
(A.2.8) et par le the´ore`me des fonctions implicites, la fonction f est de classe
C1 sur un voisinage ouvert de x dans Ω (pour tout z ∈ Ω, J(z, f(z)) = 0) et
on a
∂f
∂x
(x) = −(IE ′ − ∂C
∂y
(x, y)|y=f(x))
−1∂C
∂x
(x, y)|y=f(x),
d’ou`, avec l’ine´galite´ ‖∂C
∂y
(x, y)‖L(E ′) ≤ K < 1, on obtient (A.2.7).
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A.3 La transforme´e de rayons X
Dans cette section on rappelle la de´finition de la transforme´e de rayons X
pour des fonctions assez re´gulie`res et assez de´croissantes a` l’infini (conditions
(A.3.1)). Puis on rappelle quelques proprie´te´s de la transforme´e de rayons
X et on donne une formule d’inversion de la transforme´e de rayons X (voir
(A.3.10)-(A.3.12)) qui apparaˆıt dans [FN91] et qui diffe`re des formules d’in-
version apparaissant, par exemple, dans [Rad17, Nat86].
Conside´rons
TSn−1 = {(θ, x) | θ ∈ Sn−1, x ∈ Rn, θ ◦ x = 0},
ou` Sn−1 est la sphe`re unite´ de Rn. On interpre`te TSn−1 comme l’ensemble
des droites oriente´es de Rn : on pense (θ, x) ∈ TSn−1 comme la droite de Rn
oriente´e par θ et passant par x.
La transforme´e de rayons X, P , est l’application qui, a` toute fonction f
ve´rifiant
f ∈ C(Rn,Rm), |f(x)| = O(|x|−β), quand |x| → +∞, pour un re´el β > 1,
(A.3.1)
associe la fonction Pf ∈ C(TSn−1,Rm) de´finie par
Pf(θ, x) =
∫ +∞
−∞
f(tθ + x)dt, (θ, x) ∈ TSn−1. (A.3.2)
Les proprie´te´s de la transforme´e de rayons X et notamment le proble`me
de reconstruction d’une fonction a` partir de sa transforme´e de rayons X ont e´te´
largement e´tudie´s. Pour des re´fe´rences beaucoup plus comple`tes sur ce sujet
que cette courte section, nous renvoyons a` [Rad17, GGG80, Nat86, FN91]. Il
est possible de de´finir la transforme´e de rayons X pour des fonctions moins
re´gulie`res que (A.3.1), mais ici, quand on conside´rera Pf , on supposera
toujours que f ve´rifie (A.3.1).
La proprie´te´ la plus simple de P est
Pf(θ, x) = Pf(−θ, x), (θ, x) ∈ TSn−1.
Le Lemme A.3.1 ci-dessous donne d’autres proprie´te´s de P .
Lemme A.3.1. Soit m ∈ N et soient
f ∈ Cm(Rn,R), (A.3.3)
|f(x)| ≤ e(f)(1 + |x|)−δ(0), (A.3.4)
∂jxf(x) = O(|x|−δ(|j|)) quand |x| → ∞ pour |j| ≤ m, (A.3.5)
δ(s) > 1 + s, s = 0, . . . ,m. (A.3.6)
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Alors
Pf ∈ Cm(TSn−1,R) (A.3.7)
et, en particulier,
|Pf(θ, x)| ≤ 2
√
2e(f)
(δ(0)− 1)(1 + |x|/√2)δ(0)−1 (A.3.8)
pour (θ, x) ∈ TSn−1,
∂jyPf(θ, Aθy) = O(|y|1−δ(|j|)) quand |y| → ∞ (A.3.9)
pour |j| ≤ m, pour θ ∈ Sn−1, y ∈ Rn−1, ou` Aθ est une isome´trie line´aire de
R
n−1 sur Xθ = {x ∈ Rn | θ ◦ x = 0} (en tant que sous-espace de Rn).
Pour reconstruire f a` partir de Pf , pour n = 2, on a les formules suivantes
(voir [Nov99, FN91])
f(x) = − ∂
∂x1
I2(x) +
∂
∂x2
I1(x), (A.3.10)
Ij(x) =
(
1
2π
)2 ∫
S1
θj
(
p.v.
∫ +∞
−∞
r(θ, q)
xθ⊥ − qdq
)
dθ, j = 1, 2, (A.3.11)
r(θ, q) = Pf(θ, qθ⊥), (A.3.12)
ou` θ = (θ1, θ2), θ
⊥ = (−θ2, θ1), et dθ de´signe la mesure euclidienne canonique
sur S1.
De plus,
I1(x) = Im
(
1
2pi
∫ ∫
R2
f(y)
y1+iy2−(x1+ix2)dy1dy2
)
,
I2(x) = Re
(
1
2pi
∫ ∫
R2
f(y)
y1+iy2−(x1+ix2)dy1dy2
)
.
(A.3.13)
En utilisant le Lemme A.3.1 et quelques proprie´te´s de la transforme´e de Hilbert
H,
Hr(s) =
1
π
p.v.
∫ +∞
−∞
r(q)
s− qdq,
on montre que :
1) sous les conditions (A.3.3)-(A.3.6) avec m = 0, n = 2, Pf de´termine
Ij(x) par les formules (A.3.11), (A.3.12) comme fonction de L
p
loc(R
2) pour tout
p ≥ 2 ;
2) sous les conditions (A.3.3)-(A.3.6) avec m = 1, n = 2, Pf de´termine
Ij(x) par les formules (A.3.11), (A.3.12) comme fonction de C(R
2).
Pour reconstruire f a` partir de Pf en dimension n ≥ 3, on se rame`ne
a` la dimension 2. Explicitons. Pour reconstruire f en un point x′ ∈ Rn on
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conside`re dans Rn un plan Y contenant x′. On conside`re dans TSn−1 le sous-
ensemble TS1(Y ), ensemble de tous les rayons reposant sur Y . On restreint
Pf a` TS1(Y ) et on reconstruit f(x′) a` partir de ces donne´es en utilisant les
me´thodes de reconstruction de f a` partir de Pf pour n = 2.
A.4 Comple´ments de la Proposition 2.1.2
Dans cette section on comple`te les items (i) et (ii) de la Proposition 2.1.2
e´nonce´e dans la section 2.1 (ce faisant on comple`te aussi les Propositions 2.4.2
et 2.4.4). Dans la sous-section A.4.1, on introduit deux applications line´aires
Φ0 et Φ1. Dans la sous-section A.4.2, on e´tudie le noyau de Φ0 (Proposition
A.4.1). De la Proposition A.4.1 on de´duit que le vecteur w2(V,B, θ, x) donne´
pour tout (θ, x) ∈ TSn−1, de´termine de manie`re unique V modulo les potentiels
radiaux quand n ≥ 2, ce qui comple`te l’item (i) de la Proposition 2.1.2 (ou` w2
est de´fini par (2.1.13)). Dans la sous-section A.4.3, on e´tudie le noyau de Φ1
(Proposition A.4.2). De la Proposition A.4.2 on de´duit, en particulier, que le
vecteur w2(V,B, θ, x) donne´ pour tout (θ, x) ∈ TSn−1, de´termine de manie`re
unique B modulo les champs radiaux quand n = 2, ce qui comple`te l’item (ii)
de la Proposition 2.1.2.
Comme nous l’avons de´ja` mentionne´ dans la section 2.1, ou encore dans
la section 2.4, nous devons a` F. Nicoleau l’ide´e de la preuve de la Proposition
A.4.1, ainsi que la de´termination modulo un champ magne´tique radial de B a`
partir de w2(V,B, θ, x) donne´ pour tout (θ, x) ∈ TSn−1, quand n = 2 (premie`re
partie de l’e´nonce´ de la Proposition A.4.2).
A.4.1 Deux applications line´aires Φ0, Φ1
Pour k ∈ N et pour une fonction f ∈ Ck(Rn,R), on de´signe par Nk(f)
l’e´le´ment de [0,+∞] de´fini par
Nk(f) := sup
x∈Rn
j∈Nn,|j|≤k
(1 + |x|)α+|j||∂jxf(x)|. (A.4.1)
De´signons par C1sh(R
n, An(R)) l’ensemble
C1sh(R
n, An(R)) := {B′ = (B′i,k) ∈ C1(Rn, An(R)) | sup
i,k=1...n
N1(B
′
i,k) <∞}.
(A.4.2)
De´signons par C2sh(R
n,R) l’ensemble
C2sh(R
n,R) := {V ′ ∈ C1(Rn,R) | N2(V ′) <∞}. (A.4.3)
De plus on note C2rad(R
n,R) l’ensemble des fonctions de classe C2 de Rn
dans R qui sont radiales, i.e.
C2rad(R
n,R) := {V˜ ∈ C2(Rn,R) | ∃m ∈ C([0,+∞[,R)∀x ∈ RnV˜ (x) = m(|x|)} ;
(A.4.4)
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et on note C1rad(R
n, An(R)) l’ensemble des fonctions de classe C
1 de Rn dans
An(R) qui sont radiales, i.e.
C1rad(R
n, An(R)) := {B′ ∈ C1(Rn, An(R)) | ∃m ∈ C([0,+∞[, An(R))
∀x ∈ RnB′(x) = m(|x|)}. (A.4.5)
On conside`re l’application Φ0 : C
2
sh(R
n,R)→ C(TSn−1,Rn) de´finie par
Φ0(V )(θ, x) = −PV (θ, x)θ +
∫ 0
−∞
∫ τ
−∞
∇V (x+ σθ)dσdτ
−
∫ +∞
0
∫ +∞
τ
∇V (x+ σθ)dσdτ, (A.4.6)
pour tous V ∈ C2sh(Rn,R) et (θ, x) ∈ TSn−1.
On conside`re l’ application line´aire Φ1 : C
1
sh(R
n, An(R)) → C(TSn−1,Rn)
de´finie par
Φ1(B)(θ, x) =
∫ 0
−∞
∫ τ
−∞
B(x+ σθ)θdσdτ −
∫ +∞
0
∫ +∞
τ
B(x+ σθ)θdσdτ, (A.4.7)
pour tous B ∈ C1sh(Rn, An(R)) et (θ, x) ∈ TSn−1.
Lemme A.4.1. Les applications Φ0 et Φ1 ve´rifient :
Φ0(V )(θ, x) = −PV (θ, x)θ −
∫ +∞
−∞
τ∇V (x+ τθ)dτ, (A.4.8)
Φ1(B)(θ, x) = −
∫ +∞
−∞
τB(x+ τθ)θdτ, (A.4.9)
pour tous V ∈ C2sh(Rn,R), B ∈ C1sh(Rn, An(R)) et (θ, x) ∈ TSn−1.
Preuve du Lemme A.4.1. L’e´galite´ (A.4.8) s’obtient de (A.4.6) par une inte´-
gration par parties. L’e´galite´ (A.4.9) s’obtient de (A.4.7) par une inte´gration
par parties.
A.4.2 Le noyau de Φ0
On a la Proposition suivante.
Proposition A.4.1. Pour tout n ∈ N, n ≥ 2, l’application Φ0 ve´rifie : kerΦ0 =
C2sh(R
n,R) ∩ C2rad(Rn,R).
Preuve de la Proposition A.4.1. Pour n ∈ N, n ≥ 2, de (A.4.8), on obtient
C2sh(R
n,R) ∩ C2rad(Rn,R) ⊆ kerΦ0.
(voir Proposition 2.4.2).
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Il nous reste a` de´montrer que pour n ∈ N, n ≥ 2,
kerΦ0 ⊆ C2sh(Rn,R) ∩ C2rad(Rn,R). (A.4.10)
L’ide´e et la preuve de l’inclusion (A.4.10) est duˆe a` F. Nicoleau.
Commenc¸ons par de´montrer l’inclusion dans le cas n = 2. Soit V ∈ kerΦ0.
On de´signe par Vang la fonction de C
1
sh(R
n,R) de´finie par
Vang(x) = x2∂x1V (x)− x1∂x2V (x), (A.4.11)
pour tout x = (x1, x2) ∈ R2.Montrons que Vang ≡ 0, ce qui, par passage aux co-
ordonne´es polaires, prouvera que V ∈ C2rad(Rn,R). Comme Vang ∈ C1sh(Rn,R),
il suffit de de´montrer que sa transforme´e de rayons X est nulle.
Soit (θ, x) ∈ TS1, θ = (θ1, θ2), x = (x1, x2). Comme V ∈ kerΦ0, on obtient
en utilisant (A.4.8)
0 =
∫ +∞
−∞
τ∇V (x+ τθ)dτ − PV (θ, x)θ. (A.4.12)
En utilisant tout d’abord (A.4.11), puis (A.4.12), on a
P (Vang)(θ, x) =
+∞∫
−∞
((x2 + τθ2)∂x1V (x+ τθ)− (x1 + τθ1)∂x2V (x+ τθ)) dτ
=
+∞∫
−∞
(x2∂x1V (x+ τθ)− x1∂x2V (x+ τθ)) dτ. (A.4.13)
Comme (θ, x) ∈ TS1, il existe q ∈ R tel que x = q(−θ2, θ1). Donc en utilisant
(A.4.13), il vient
P (Vang)(θ, x) = q
∫ +∞
−∞
θ ◦ ∇V (q(−θ2, θ1) + τθ)dτ
= q
∫ +∞
−∞
d
dτ
V (q(−θ2, θ1) + τθ)dτ,
i.e. (V ∈ C2sh(Rn,R)) P (Vang)(θ, x) = 0.
Conside´rons maintenant le cas n ≥ 3. Soient w1, w2 ∈ Rn tel que |w1| =
|w2|. Il s’agit de de´montrer que V (w1) = V (w2). Si w1 = w2, alors V (w1) =
V (w2). Si w1 6= w2, on conside`re le plan P passant par 0, w1 et w2. On conside`re
VP ∈ C2sh(R2,R) de´finie par
VP (y1, y2) = V (y1w1 + y2w2), pour tout (y1, y2) ∈ R2. (A.4.14)
On a, en utilisant (A.4.14) et (A.4.8)
−
+∞∫
−∞
τ∇VP (y + τθ′)dτ = −
(
+∞∫
−∞
τw1 ◦ ∇V (y1w1 + y2w2 + τθ′1w1 + τθ′2w2)dτ ,
+∞∫
−∞
τw2 ◦ ∇V (y1w1 + y2w2 + τθ′1w1 + τθ′2w2)dτ
)
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= − 1|w1| (w1 ◦ Φ0(V )(θ′1wˆ1 + θ′2wˆ2, y1wˆ1 + y2wˆ2),
w2 ◦ Φ0(V )(θ′1wˆ1 + θ′2wˆ2, y1wˆ1 + y2wˆ2)) ,
pour tout y = (y1, y2) ∈ R2 et θ′ = (θ′1, θ′2) ∈ S1, y ◦ θ′ = 0, ou` wˆi = wi|wi| ,
i = 1, 2. Comme V ∈ kerΦ0, cette dernie`re e´galite´ donne
−
+∞∫
−∞
τ∇VP (y + τθ′)dτ = 0, (A.4.15)
pour tout y ∈ R2 et θ′ ∈ S1, y ◦ θ′ = 0. En utilisant (A.4.15) et (A.4.8) pour
le cas de la dimension 2, et en utilisant le fait que l’inclusion (A.4.10) est
de´montre´e dans le cas de la dimension 2, on obtient que VP ∈ C2rad(R2,R) et,
en particulier, on obtient
V (w1) = VP ((1, 0)) = VP ((0, 1)) = V (w2).
A.4.3 Le noyau de Φ1
On a la Proposition suivante.
Proposition A.4.2. Si n = 2, alors
kerΦ1 = C
1
sh(R
n, An(R)) ∩ C1rad(Rn, An(R))
= C1sh(R
n, An(R)) ∩ C1rad(Rn, An(R)) ∩ Fmag(Rn).
Si n ≥ 3, l’ensemble C1sh(Rn, An(R)) ∩ C1rad(Rn, An(R)) est inclu dans
kerΦ1 mais n’est pas e´gal a` kerΦ1.
Remarque A.4.1. Pour n = 2, il est vrai que C1(R2, A2(R)) = Fmag(R2).
En effet soit f ∈ C1(R2,R) et soit F ∈ C1(R2,R2) la fonction de´finie par
F (x) = −
∫ 1
0
sf(sx) (x2,−x1) ds, x = (x1, x2) ∈ R2.
Alors pour tout x = (x1, x2) ∈ R2,
f(x) =
∂F2
∂x1
(x)− ∂F1
∂x2
(x), x = (x1, x2) ∈ R2,
ou` F = (F1, F2).
Preuve de la Proposition A.4.2. Le cas n = 2 vient du Lemme suivant et de
(A.4.9).
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Lemme A.4.2. Soit n ∈ N, n ≥ 2. Soit f ∈ C1sh(Rn,R). Alors
f ∈ C1rad(Rn,R)⇔
∫ +∞
−∞
τf(x+ τθ)dτ = 0, pour tout (θ, x) ∈ TSn−1.
Le Lemme A.4.2 est de´montre´ plus bas.
Conside´rons le cas n ≥ 3. En utilisant (A.4.9), l’inclusion C1sh(Rn, An(R))∩
C1rad(R
n, An(R)) ⊂ kerΦ1 est imme´diate. Montrons que kerΦ1 6=
C1sh(R
n, An(R)) ∩C1rad(Rn, An(R)).
Soient j, k, l trois entiers compris entre 1 et n et distincts deux a` deux. Soit
β > α+2
2
. On pose h(y) = (1 + |y|2)β et on conside`re le champ B = (Bi1,i2) ∈
C1sh(R
n, An(R)) de´fini par
Bj,k(y) =
yl
h(|y|) , Bk,l(y) =
yj
h(|y|) , Bj,l(y) = −
yk
h(|y|) , (A.4.16)
et Bi1,i2(y) = 0 si i1 6∈ {j, k, l}, pour tout y = (y1, . . . , yn) ∈ Rn. Alors B 6∈
C1rad(R
n, An(R)) et B ∈ kerΦ1. En effet, soit (θ, x) ∈ TSn−1, θ = (θ1, . . . , θn),
x = (x1, . . . , xn). On note Φ1(B)(θ, x) = (Φ
1
1(B)(θ, x), . . . ,Φ1(B)
n(θ, x)). Alors
de la de´finition de B et de (A.4.9), on a Φm1 (B)(θ, x) = 0 si m 6∈ {j, k, l}, et
Φj1(B)(θ, x) =
n∑
i=1
∫ +∞
−∞
τθiBj,i(x+ τθ)dτ
=
∫ +∞
−∞
τθkBj,k(x+ τθ)dτ −
∫ +∞
−∞
τBj,l(x+ τθ)θldτ
=
∫ +∞
−∞
τ
xl + τθl
h(
√|x|2 + τ 2)θkdτ −
∫ +∞
−∞
τ
xk + τθk
h(
√|x|2 + τ 2)θldτ
= 0,
et, de la meˆme manie`re, Φk1(B)(θ, x) = Φ
l
1(B)(θ, x) = 0.
Preuve du Lemme A.4.2. Le sens ⇒ est imme´diat.
On de´montre le sens ⇐ (l’ide´e de la preuve est duˆe a` F. Nicoleau).
Commenc¸ons par traiter le cas ou` n = 2. Soit f ∈ C1sh(R2,R). Supposons∫ +∞
−∞ τf(x+ τθ)dτ = 0 pour tout (θ, x) ∈ TS1, ce qui revient a` supposer∫ +∞
−∞
τf(q(−θ2, θ1)+ τθ)dτ = 0, pour tous q ∈ R, θ = (θ1, θ2) ∈ S1. (A.4.17)
Conside´rons la fonction fang ∈ C(R2,R) de´finie par
fang(x1, x2) = x2∂x1f(x)− x1∂x2f(x), pour tout x = (x1, x2) ∈ R2. (A.4.18)
Montrons que fang ≡ 0, ce qui, par passage aux coordonne´es polaires, prouvera
que f ∈ C1rad(Rn,R). Comme fang ∈ C(Rn,R) et fang(x) = O(|x|−α) quand
|x| → ∞, il suffit de de´montrer que sa transforme´e de rayons X est nulle.
166 ANNEXE A. COMPLE´MENTS
En de´rivant (A.4.17) par rapport a` q, on obtient∫ +∞
−∞
τ(−θ2, θ1) ◦ ∇f(q(−θ2, θ1) + τθ)dτ = 0, (A.4.19)
pour tous q ∈ R, θ = (θ1, θ2) ∈ S1.
Soient q ∈ R et θ = (θ1, θ2) ∈ S1. De la de´finition de fang, on a
Pfang(θ, q(−θ2, θ1)) = q
∫ +∞
−∞
θ ◦ ∇f(τθ + q(−θ2, θ1))dτ (A.4.20)
+
∫ +∞
−∞
τ(θ2,−θ1) ◦ ∇f(τθ + q(−θ2, θ1))dτ.
On remarque que∫ +∞
−∞
θ ◦ ∇f(τθ + q(−θ2, θ1))dτ =
∫ +∞
−∞
df
dτ
(τθ + q(−θ2, θ1))dτ = 0 (A.4.21)
(on a utilise´ le fait que f(x) → 0 quand |x| → ∞, duˆ a` f ∈ C1sh(R2,R)). De
(A.4.19), (A.4.20) et (A.4.21), on obtient Pfang(θ, q(−θ2, θ1)) = 0.
Conside´rons maintenant le cas n ≥ 3. Supposons∫ +∞
−∞
τf(x+ τθ)dτ = 0 (A.4.22)
pour tout (θ, x) ∈ TSn−1. Soient w1, w2 ∈ Rn tel que |w1| = |w2|. Il s’agit de
de´montrer que f(w1) = f(w2). Si w1 = w2, alors f(w1) = f(w2). Si w1 6= w2,
on conside`re le plan P passant par 0, w1 et w2. On conside`re fP ∈ C2sh(R2,R)
de´finie par
fP (y1, y2) = f(y1w1 + y2w2), pour tout (y1, y2) ∈ R2. (A.4.23)
On a, en utilisant (A.4.23) et (A.4.22)
−
∫ +∞
−∞
τfP (y + τθ
′)dτ = −
∫ +∞
−∞
τf(y1w1 + y2w2 + τ(θ
′
1w1 + θ
′
2w2))dτ = 0,
pour tout y = (y1, y2) ∈ R2 et θ′ = (θ′1, θ′2) ∈ S1, y◦θ′ = 0. Alors en utilisant ce
qui a e´te´ de´montre´ dans le cas de la dimension 2, on obtient que fP est radiale
et, en particulier, on obtient f(w1) = fP ((1, 0)) = fP ((0, 1)) = f(w2).
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Re´sume´.
Nous e´tudions le proble`me de diffusion inverse et un proble`me inverse de valeurs
au bord pour l’e´quation de Newton-Einstein pluridimensionnelle de´crivant
le mouvement d’une particule classique relativiste dans un champ externe
e´lectromagne´tique (ou gravitationnel) statique. Le cas d’une particule clas-
sique non relativiste est aussi conside´re´. Nous supposons que le champ externe
est suffisamment re´gulier et suffisamment de´croissant a` l’infini. Tout d’abord
on rappelle (et on de´veloppe) des re´sultats donnant l’existence et des pro-
prie´te´s de l’ope´rateur de diffusion. Puis on obtient, en particulier, l’asympto-
tique aux hautes e´nergies de l’ope´rateur de diffusion, et on montre que cette
asymptotique de´termine de manie`re unique (par des formules explicites) le
champ externe. Enfin on obtient un the´ore`me d’unicite´ a` e´nergie fixe´e pour
le proble`me inverse de valeurs au bord, et on en de´duit, en particulier, qu’a`
e´nergie fixe´e suffisamment grande l’ope´rateur de diffusion de´termine de manie`re
unique le champ externe lorsque celui-ci est aussi suppose´ a` support compact.
Les re´sultats de cette the`se ont e´te´ obtenus en de´veloppant, en particulier, des
me´thodes de [Gerver-Nadirashvili, 1983] et [R. Novikov, 1999].
Mots-cle´s : e´quation de Newton-Einstein ; proble`mes de diffusion inverse ;
proble`mes inverses de valeurs au bord ; proble`me cine´matique inverse ; dyna-
mique dans un champ e´lectromagne´tique ou gravitationnel.
Abstract.
We consider the inverse scattering problem and an inverse boundary value
problem for the multidimensional Newton-Einstein equation describing the
motion of a classical relativistic particle in a static external electromagnetic
(or gravitational) field. The nonrelativistic case is also considered. The external
field is assumed to be sufficiently regular with sufficient decay at infinity. First
we recall (and develop) some results stating the existence and properties of the
scattering map. Then we obtain, in particular, the high energies asymptotics of
the scattering map, and we show that the external field is uniquely determined
(by explicit formulas) from this asymptotics. We finally obtain an uniqueness
theorem at fixed energy for the inverse boundary value problem. From this
result we deduce, in particular, that at fixed and sufficiently large energy the
scattering map uniquely determines the external field when this one is also
assumed to be compactly supported. The results of this Ph. D. Thesis were
obtained by developing, in particular, methods of [Gerver-Nadirashvili, 1983]
and [R. Novikov, 1999].
Key words : Newton-Einstein equation ; inverse scattering problems ; inverse
boundary value problems ; inverse kinematic problem ; dynamics in electroma-
gnetic or gravitational field.
