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Abstract
Monotonic ordinal classification has received an
increasing interest in the latest years.
Building
monotone models from these problems usually requires
datasets that verify monotonic relationships among the
samples. When the monotonic relationships are not
met, changing the labels may be a viable option, but
the risk is high: wrong label changes would completely
change the information contained in the data. In this
work, we tackle the construction of monotone datasets
by removing the wrong or noisy examples that violate
monotonicity restrictions. We propose two monotonic
noise filtering algorithms to preprocess the ordinal
datasets and improve the monotonic relations between
instances. The experiments are carried out over eleven
ordinal datasets, showing that the application of the
proposed filters improve the prediction capabilities over
different levels of noise.

1.

Introduction

The classification with monotonicity constraints,
also known as monotonic classification [1] or isotonic
classification [2], is an ordinal classification problem [3]
where a monotonic restriction is present. In monotonic
classification, a higher value of an input feature, without
varying other values, should not decrease its class
assignment. The monotonicity of relations between
the dependent and explanatory variables is very usual
as a prior knowledge form in data classification [4].
Several monotonic classification approaches have been
proposed in the specialized literature. They include
classification trees and rule induction [5, 6, 7, 8, 9,
10], neural networks [11, 12], instance-based learning
[1, 13, 14] and hybrid [15, 16]. Some of them
expect the training set to be purely monotone to work
correctly. Other classifiers are more permissive with
non-monotonic data sets, but they may or may not
guarantee the monotonic predictions.
Monotonic classification has been already tackled
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by means of soft-computing based approaches [17, 18,
19]. As such, these approaches are not unrelated
with the problems that arise in the classification
paradigm. Among them, noise is specially problematic
since it obscures the relationship between the features
of an instance and its class [20, 21].
Among
other consequences, noise can adversely impact the
classification performances of induced classifiers. Some
authors have already created noise-robust classifiers
under the soft-computing paradigm [22, 23], but
adapting all classifier types is unfeasible.
By
extrapolating to monotonic classification, noise also
alters the monotonicity constraints present in the data.
In order to test the performance of monotonic
classifiers, the usual trend is to generate data sets that
fulfill the monotonicity constraint. The main argument
is that models trained on monotonic data sets often have
better predictive performance than models trained on the
original data [24]. Monotonic data sets can be created
by generating artificial data [25] or by relabeling of real
data [14, 26, 27].
This paper proposes a different generic approach
to deal with the construction of monotonic models by
any classifier. In previous works, facing examples
that violate the monotonic constraints was tackled
by repairing such violations, generating a conformal
dataset. This process of “switching” instances [28] has
been deeper explored in highly imbalanced datasets,
where the overlapping makes the relabeling process
even more challenging [29]. Although appealing, the
switching may induce a bias in the data when not
correctly performed. As alternative, we will consider the
examples that do not fulfill the monotonic constraints as
noisy examples. This is a novel approach in which we
propose the application of noise filtering algorithms in a
preprocessing stage for monotonic ordinal classification.
The use of preprocessing to generate quality data is
a common procedure, even involving soft-computing
based approaches to this task [30].
In this work, two classical noise filtering algorithms
have been readjusted to this domain. The algorithms
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considered are the Edited Nearest Neighbor (ENN
[31]) and the Iterative Partition Filtering (IPF [32]).
The monotonic version of them are noted as MENN
and MIPF, respectively. Both filters are reworked to
detect non-monotonic examples by signaling them as
noisy examples to be detected and removed. The
remaining samples are used as input in well-known
monotonic classifiers. Our objective is to analyze their
performances in comparison with leaving the conflictive
instances, showing the safety and suitability of these
proposed methods. In order to do so, several datasets
are used and different level of noise is introduced in
the data. These controlled amount of induced noise will
help us to better evaluate the evolution in the classifiers’
performance when applying our methods.
The rest of this manuscript is organized as follows.
In Section 2 we present the monotonic classification
problem and briefly describe the monotonic classifiers
used in the study. Section 3 is devoted to describe
the label noise problem and the filtering algorithms
proposed.
Section 4 describes the experimental
framework. Section 5 studies the use of monotonic
filters to remove non-monotonic instances. Finally,
Section 6 concludes the paper.

2.

Monotonic classification

The property of monotonicity commonly appears
in domains of our lives such as natural sciences,
natural language, game theory or economics [4, 33].
For instance, the case of bankruptcy prediction in
companies, where appropriate actions can be taken in
time considering the information based on financial
indicators taken from their annual reports.
The
monotonicity is clearly present in the comparison of
two companies where one dominates the other on all
financial indicators, which supposes that the overall
evaluation of the second cannot be higher than the
evaluation of the first. This rule could be applied to the
credit rating strategy used by banks [34] as well as for
the bankruptcy prediction strategy.
The monotonic ordinal data can be defined as
following. Let D be a data set with f ordinal attributes
A1 , ..., Af and one output class attribute Y having c
possible ordinal values. The data set consists of n
examples xi . A partial ordering  on D is defined as
x  x0 ⇔ Aj (x) ≤ Aj (x0 ), ∀j = 1, ..., f

Considering this notation, we denote a pair of
comparable examples (x,x’) monotone if
x  x0 ∧ x 6= x0 ∧ Y (x) ≤ Y (x0 )

(2)

x = x0 ∧ Y (x) = Y (x0 )

(3)

or

A data set D with n examples is monotone if
all possible pairs of examples are either monotone or
incomparable.

3.

Label noise filtering in monotonic
classification

As in standard classification, the correct labeling of
the training set is crucial to obtain accurate models that
will correctly predict new examples. Most classification
algorithms assume that the labeling in the data is correct
and follows the underlying distribution without any
disturbances. However, in the real world this assumption
is naive. In classification, the noise may affect the data
registration of the input attributes or the labeling process
made automatically or by an expert [20]. If the noise has
affected the input attributes, it is usually named attribute
noise. On the other hand, class noise or label noise
means that the noise has corrupted the correct label of
some instances. Some studies have analyzed the impact
of these types of noise, indicating that class noise is
more harmful than attribute noise, as the bias introduced
is greater. For this reason, in this work we will focus
on label noise and the different ways to tackle its greater
impact.
In this work, we focus our attention on the
approaches to deal with class noise in the specialized
literature for classification, which are often grouped into
three families.
1. We can adapt the classifiers to take into account
noise and become robust learners, less influenced
by noise. Some classifiers were designed as
robust against noise from their very conception,
as Kernel Logistic Regression [35], a robust
SVM [36] or robust Fisher discriminant analysis
learners [37, 38] just to mention a few. We
can find adaptations of noise sensitive learners as
AdaBoost [39] to become robust learners in recent
proposals [40].

(1)

Two examples x and x’ in space D are comparable
if either x  x0 or x0  x, otherwise x and x’ are
incomparable. Two examples x and x’ are identical if
x = x’ and non-identical if x 6= x0 ;

2. While robust learners can deal with noisy data
directly, not all classifiers have been modified to
be robust. The solutions designed to make a
classifier robust cannot be easily extrapolated to
other learners. Thus, a popular option is to apply
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noise filtering methods [41, 42, 43], which work
at data level before the classifier is applied. Noise
filters aim to detect and eliminate the corrupted
instances that would hinder the model built by the
classifier, enabling any classifier model to work
with noisy datasets.

3. Noise filters are a popular option due to their
easy application and independence with the
classifier. However, the cost of eliminating
instances cannot be disregarded, especially in
highly noisy problems. In these cases, the amount
of instances eliminated would be high enough to
produce a data shift in the class borders. An
optimal preprocessing technique would recover
the noisy instances, relabeling them with their true
label. This family of techniques are known as data
correcting methods [44, 45].

Frénay and Verleysen [20] point out that filtering
noisy instances is more efficient than correcting
them [46, 47]. Thus, we will focus on filtering
approaches for noise.
We propose the application of data preprocessing
techniques to the original data, which have been
successfully applied in the past in similar domains
[48, 49, 50, 51, 52]. In particular, we consider readjusted
noise filtering algorithms to tackle the monotonic
domain [20]. These methods identify and remove some
of the examples belonging to the data set presenting a
negative effect to the fulfillment of the monotonicity
constraints, keeping unaltered the rest of the information
held in the original data set. Our selection of popular
noise filters are justified based on those that obtained
the best performances in other learning domains, such
as standard classification [53], imbalanced classification
[54] or semi-supervised classification [55].
The family of filters adapted can be considered
as “meta-algorithms” that exploit partial knowledge
extracted from base filters to decide whether to filter
an example or not. Thus, as long as there exists
an equivalent monotonic classifier for the original
base method used, the adaptation of a noise filter for
standard classification could be possible. However, this
procedure involves taking into account new aspects that
were not present in standard classification. We have
considered the violation of monotonicity constraints as
additional information that the filter can use to control
the noise removal process. Next, we describe the
proposed filters.

3.1.

Monotonic Edited Nearest Neighbor

The Monotonic Edited Nearest Neighbor (MENN)
evolves from the classical Edited Nearest Neighbor
algorithm [31]. Each instance in the training set is
removed if it does not agree with the majority of
its k monotonic nearest neighbors. As decrescent
algorithm, it is not affected by the order of presentation
of instances. The use of the monotonic k-nearest
neighbors instead of the classical k-nearest neighbors
rule constitutes the adaptation of this algorithm to
the monotonic scope. The pseudo-code of MENN is
presented in Algorithm 1.
Algorithm 1 MENN algorithm.
function MENN(T - training data, k - number of
nearest neighbor)
initialize: S = T
for all x ∈ S do
X0 = ∅
ymin = max{class(x0 )|x0 ∈ T ∧ x0 ≤ x}
ymax = min{class(x0 )|x0 ∈ T ∧ x ≤ x0 }
for i = 1 to k do
Find x0i ∈ T s.t. x 6= x0i and ||x −
0
xi || = minxj ∈(T \X 0 ) ||x − xj || and class(x0i ) ∈
[ymin , ymax ]
X 0 = X 0 ∪ {x0i }
end for
if class(x) 6= majorityClass(X 0 ) then
S = S \ {x}
end if
end for
return S
end function

3.2.

Monotonic Iterative Partition Filtering

The Monotonic Iterative Partition Filtering (MIPF)
is a global noise filter which applies a classifier to
several subsets of the training data set to detect possible
noisy examples. It removes noisy instances in multiple
iterations until the number of identified noisy examples,
for a number of consecutive iterations, is less than a
percentage of the size of the original training data set
[32]. The classifier embedded in the classic Iterative
Partition Filtering algorithm is the C4.5 [56]. For our
purposes, we replace it with the ordinal interpretation of
C4.5 [57]. It is worth mentioning that the ordinal C4.5
does not produce monotonic models but ensures ordinal
classification. MIPF is described in Algorithm 2.
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Algorithm 2 MIPF algorithm.
function MIPF(T - dataset with Monotonic
Violations, Γ - number of subsets, y - amount of
good data to be eliminated in each step, p - minimum
percentage of noisy instances to continue)
initialize: TG = {}, F = Ordinal C4.5
repeat
Split the training data set T into Ti , i = 1 . . . Γ
equal sized subsets
for each subset Ti do
Use {Tj , j 6= i} to train F resulting in F i
different classifiers
end for
DN = {}, DG = {}
for each instance t in T do
Classify t with every F i
if t is voted as noisy then
DN = DN ∪ t
end if
end for
DG = {tl ∈ T |tl ∈
/ DN ; l = 1, ..., y}
TG = TG ∪ DG
T = T − {DN ∪ DG }
until |DN | < p · |T |
return T ∪ TG
end function

4.

Experimental framework

In this section, we present the experimental
framework developed to analyze the proposal
of application of three well-known noise filtering
algorithms readjusted to work in this domain.
The study includes eleven data sets whose class
attribute can be expressed as ordinal and presents
monotonic relationship with the features. Four data
sets are actual classical ordinal classification data sets
commonly used in this field (Era, Esl, Lev and Swd [1]).
The other 7 are regression data sets whose class attribute
was discretized into 4 categorical values, maintaining
the class distribution balanced. All of the eleven data
sets are classical problems used in the classification
scope and extracted from the UCI [58] and KEEL1
repositories [59, 60].
In order to evaluate the performance of the different
approaches with different amounts of monotonic
violations, we have generated three corrupted versions
of each dataset. These altered versions are created by
changing a noise% of instances by relabeling them
with a new class label. The new label can only be the
precedent or the following one, thus generating realistic
1 http://www.keel.es/datasets.php

Table 1: Description of the 11 data sets used in the study.
Data set
Balance
BostonHousing
Car
Era
Esl
Lev
CPU
QualitativeBankruptcy
Swd
WindsorHousing
Wisconsin

Ins.
625
506
1728
1000
488
1000
209
250
1000
545
683

At.
4
12
6
4
4
4
6
6
10
11
9

Cl.
3
4
4
9
9
5
4
2
4
2
2

disorders in terms of monotonic violations. Such a noise
introduction scheme follows the NAR mechanism as
described in [20], in which the true label has influence
in the observed (and possibly corrupted) label. We
have applied noise% = 10%, 20% and 30% levels
only in the training partitions to simulate from low
to highly noisy scenarios. Since the true labels are
known, we can later examine the performance of the
preprocessing approaches in term of well and wrongly
filtered instances.
All the algorithms are run using run a 10-fold
cross validation scheme (10-fcv). For all the training
partitions, three different noisy versions are generated
(with different seeds) for each noise level. Therefore,
we obtain 30 executions per dataset and noise level.
Table 1 shows the names of the data sets, their
number of instances, attributes, and classes. In this
paper, instances having missing values have been
ignored.
In order to compare the four monotonic filters,
we will use four metrics commonly employed in the
monotonic classification field. They are listed as
follows:
• Accuracy (ACC) is computed as the percentage
of correctly classified instances. Is a traditional
measure in the classification topic that we include
as a reference metric.
• Non-Monotonicity Index 1 (NMI1) [61], is
defined as the number of clash-pairs divided by
the total number of pairs of examples in the data
set:
NMI1 =

X
1
NClash(x)
n(n − 1)

(4)

x∈D

where x is an example from the data set D.
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NClash(x) is the number of examples from D
that do not meet the monotonicity restrictions (or
clash) with x and n is the number of instances in
D.
• Non-Monotonicity Index 2 (NMI2) [27], is
defined as the number of non-monotone examples
divided by the total number of examples:
1 X
Clash(x)
NMI2 =
n

Table 2: Parameters considered for the algorithms
compared.
Algorithm
MENN
MIPF
MkNN
OLM
OSDL

(5)

x∈D

MID

where Clash(x) = 1 if x clashes with some
examples in D, and 0 otherwise. If Clash(x) =
1, x is called a non-monotone example.
• Non-Comparable. This is a metric related to
the number of pairs of non comparable instances
in the data set. Two instances x and x0 are
non-comparable if they do no satisfy x  x0 ∧x 6=
x0 . This measure is also considered due to the fact
that for some monotonic classifiers, it is harder to
construct accurate models agreeing the number of
non-comparable pairs raises.
• Size of the subset selected using the noise filtering
algorithms. We include it to analyze the noise
removing capabilities of each method.
Table 2 shows the parameter configuration for all the
methods used. Since we want to focus on the effect
of the filtering step, the classifiers’ parameters have
been fixed to those recommended by their respective
authors in the original publications. We have also
found that such parameter values have been used in
several monotonic classification publications in the
state-of-the-art.
We have experimentally adjusted the values for
the parameters of the proposed filters, starting with
the typical values used in standard classification found
in other publications about noise filtering. From
that starting point, we have applied a grid search,
ranging from k = 1 to k = 10 for MENN and
numberPartitions= 2 to numberPartitions= 10 for
MIPF. The criteria for such an optimization has been the
average accuracy obtained by all the classifiers across all
datasets. The base classifier’s parameters are similar to
those used in the classification step.

5.

Experimental results

This section is devoted to analyze the results
obtained, providing a summary of results including
graphics and statistical outcome. We present the results
considering two perspectives:

Parameters
k=3
numberPartitions = 5, consensus filter
confidence = 0.25, 1 items per leaf
k = 3, distance = euclidean
modeResolution = conservative
modeClassification = conservative
classificationType = media, balanced = No
weighted = No, tuneInterpolationParameter = No,
lowerBound = 0, upperBound = 1
interpolationParameter = 0.5, interpolationStepSize = 10
confidence = 0.25, 2 items per leaf, R = 1

1. We compare the behavior of the algorithms using
Accuracy. In addition to the noise removal
algorithms, we include the results obtained using
the original data sets as input and data sets after
relabeling the training partitions (keeping the tests
partitions as they are). This analysis is carried out
in Section 5.1.
2. We study the algorithms using different metrics
to study how the filtering and relabeling
process affects the monotonic properties of the
datasets: NMI1, NMI2, Non-Comparable and
Size. Section 5.2 is devoted to study such
measures.

5.1.

Performance measures

In this section, we provide the accuracy and MAE
results for all the classifiers and preprocessing strategies
described above. These measures are computed over
the test partitions after applying MENN and MIPF. We
also include the absence of preprocessing, named as
No preprocessing, to show the consequences of leaving
an increasing amount of monotonic violations in the
training set.
Table 3 shows the averaged accuracy values for all
the datasets. The algorithm with the best value is
stressed in bold. As we can appreciate, MIPF is the best
performing technique on average, except for OSDL at
30% noise.
On the right side of Table 3 the rankings of
Friedman’s test are shown. Friedman’s test reject the
null-hypothesis in all cases. MIPF is again the best
ranked algorithm, except for OSDL when we consider
the original datasets. When Holm’s post-hoc indicates
a p-value < 0.05 the cell of the compared algorithm
is grayed, whereas a p-value < 0.1 is indicated by
underling the rank of the compared algorithm. The large
amounts of shaded cells supports the choice of MIPF as
the best performing algorithm, while no preprocessing
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Table 3: Average accuracy results for the filters and relabel with all the classifiers and each noise level. Best values
are stressed in bold. Friedman rankings and Holm’s post-hoc test p − values are also provided.

Accuracy averages
Preprocessing

Friedman’s rankings

0% (Original)

10%

20%

30%

0% (Original)

10%

20%

30%

MKNN

No preprocessing
MENN
MIPF

0.69
0.61
0.71

0.65
0.58
0.70

0.60
0.54
0.69

0.55
0.51
0.65

2.14
2.45
1.41

2.36
2.55
1.41

2.55
2.36
1.01

2.45
2.45
1.09

MID

No preprocessing
MENN
MIPF

0.72
0.60
0.73

0.69
0.58
0.71

0.65
0.55
0.69

0.61
0.51
0.65

1.86
2.73
1.41

2.05
2.73
1.23

2.09
2.55
1.36

1.91
2.82
1.27

OLM

No preprocessing
MENN
MIPF

0.56
0.54
0.60

0.50
0.50
0.59

0.49
0.47
0.57

0.47
0.46
0.55

2.5
1.91
1.59

2.73
2.14
1.68

2.36
2.45
1.18

2.36
2.45
1.18

OSDL

No preprocessing
MENN
MIPF

0.59
0.58
0.59

0.46
0.52
0.58

0.44
0.49
0.56

0.40
0.47
0.54

1.82
2.18
2.00

2.32
2.41
1.27

2.27
2.27
1.45

2.36
2.36
1.27

is the only alternative that it is not statistically different
for 0% or MID in some cases.
In summary, the application of a noise filtering
stage based on MIPF is beneficial for all the classifiers
considered. In particular, the combination of MID
and MIPF seems to be the most robust combination,
showing the best accuracy values across all noise levels.
While some classifiers, as OSDL, are less affected by
a previous preprocessing stage based on noise filtering,
sensitive classifiers as MKNN take more advantage from
noise filtering comparing No preprocessing against any
other filtering technique. Nevertheless, MENN is not the
best choice in noisy monotonic classification, indicating
that instance selection algorithms may not perform well
acting as noisy filters. In the next section we will try
to get some insights on why MIPF is able to attain
better performance than the compared algorithms and
why MENN performs poorly.

5.2.

Monotonicity metrics

Table 4 is dedicated to the monotonic metrics
considered. The table is structured into five columns,
first for the name of the algorithm and others for the
noise levels studied. The results, grouped by metric, are
the average metric values of the eleven data sets for the
noise filtering algorithms and No preprocessing. The
best result is stressed in bold.
All the metrics results in Table 4 are intrinsically
related, but NMI1, NMI2 and Non-Comparable are
specific for the monotonic classification problem.
Observing Size, the highest reduction rates corresponds

to MENN. Please recall that MENN was not performing
as well as it should. Thus, we may deduce that
MENN is eliminating too many instances, due to its
instance selection nature. MIPF is more balanced,
removing mostly the noisy instances and keeping more
information in the dataset to be exploited.
Average NMI1 and NMI2 indicate the grade of
monotonicity in a data set: we must take as reference
value NMI1 and NMI2 values for No preprocessing at
0% noise level. It is clear that in original data set the
values are higher, while the monotonic noise removal
techniques introduced in this paper reduce them. While
MENN obtains the best results in NMI1, NMI2 shows
MPIF as the best performing algorithm. NMI1 is
an absolute measure and MENN is the technique that
removes more instances, thus decreasing the number of
monotonic violations in absolute numbers. Since NMI2
is a relative measure, where the number of examples is
taken into account, MIPF is showing less violation per
instance. As a result, we should consider NMI2 as a
better indicator of a successful noise filter in monotonic
classification problems.
Finally, we also want to pay attention to
Non-comparable values, as they indicate the amount of
monotonic violations that remains in the dataset after
applying the different preprocessing techniques. The
case of MENN is interesting, as it aims to reduce the
number of violations as much as possible, and thus
achieving the best results for Non-comparable. Since
MIPF are the best performing algorithm in terms of
accuracy, we may conclude that extreme behaviors as
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Table 4: Average of the monotonicity metrics with respect to monotonic noise filtering algorithms.

Preprocessing

0% (Original)

10%

20%

30%

NMI1

No preprocessing
MENN
MIPF

0.021
0.005
0.017

0.024
0.007
0.018

0.026
0.008
0.019

0.028
0.009
0.021

NMI2

No preprocessing
MENN
MIPF

0.649
0.385
0.368

0.822
0.467
0.405

0.858
0.495
0.455

0.876
0.524
0.487

Non-Comparable

No preprocessing
MENN
MIPF

63265.24
25806.34
38383.60

67441.60
10088.76
33834.46

70829.14
8691.59
30491.37

74165.93
8729.69
28302.81

Size

No preprocessing
MENN
MIPF

657.41
372.39
537.28

657.41
277.89
503.53

657.41
257.80
477.15

657.41
249.65
453.03

those shown by MENN are not desirable: while the
former does not solve most of the violations, the latter
tends to remove too many instances to eliminate the
violations and altering the information contained in the
dataset.
At this point, MENN is the preprocessing technique
that is able to obtain the lowest amounts of
non-comparable instances. However, we observed in
Section 5.1 that MENN is not the best performing
algorithm. Since MENN also creates the most reduced
datasets in terms of size, we may conclude that MENN is
removing too many instances, which would lead to less
violations of monotonic restrictions as shown by NMI1,
NMI2 and Non-comparable values. This excessive
removal will create an information loss in the dataset
that penalizes the model obtained and thus showing poor
performance in Accuracy and MAE values.
Finally, we must point out that the usage
of monotonicity metrics alone cannot describe the
ability of noise preprocessing algorithms in monotonic
classification, as they can be largely minimized
by removing too many instances as MENN does.
Maintaining a good proportion of clean instances is
crucial to enable the classifiers to obtain generalizable
models. MIPF is the best approach analyzed to this
respect.

6.

prediction rates and metrics over a number of ordinal
data sets, coming from standard classification and
regression problems.
Our results show that monotonic noise removal
algorithms are able to remove instances which
negatively affect to the monotonicity of real data,
altering the lowest possible the concepts represented
in the original data and improving the efficiency and
efficacy of the monotone classifiers.
Among the
two filtering methods, MIPF can preserve and even
to improve the prediction performances offered by
classical monotonic classifiers such as MkNN, OLM,
OSDL and MID.
We have also shown that monotonicity metrics
cannot describe what constitutes a good filtering, as
they can be biased by removing too many instances.
While we have shown that filtering can greatly help to
diminish the impact of noisy instances in monotonic
classification, there is still promising options to explore:
correct reparation of instance can greatly help to
improve even further the results of this work. Since the
monotonicity metrics can deceive the noise filters, other
measures can be designed to avoid the greedy removal
of preprocessing techniques.
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monotonicity constraints,” in Proceedings of the 26th
Annual International Conference on Machine Learning,
pp. 537–544, ACM, 2009.
[9] C. Marsala and D. Petturiti, “Rank discrimination
measures for enforcing monotonicity in decision tree
induction,” Information Sciences, vol. 291, pp. 143–171,
2015.
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