We present central velocity dispersions, masses, mass to light ratios (M/Ls), and rotation strengths for 25 Galactic globular clusters. We derive radial velocities of 1951 stars in 12 globular clusters from single order spectra taken with Hectochelle on the MMT telescope. To this sample we add an analysis of available archival data of individual stars. For the full set of data we fit King models to derive consistent dynamical parameters for the clusters. We find good agreement between single mass King models and the observed radial dispersion profiles. The large, uniform sample of dynamical masses we derive enables us to examine trends of M/L with cluster mass and metallicity. The overall values of M/L and the trends with mass and metallicity are consistent with existing measurements from a large sample of M 31 clusters. This includes a clear trend of increasing M/L with cluster mass, and lower than expected M/Ls for the metal-rich clusters. We find no clear trend of increasing rotation with increasing cluster metallicity suggested in previous work.
1. INTRODUCTION Despite detailed knowledge of the chemistry and light profiles of globular clusters (GCs), their formation and evolution remains poorly understood. The kinematics of clusters play a key role in our understanding of GCs, most fundamentally as indicators of their mass and massto-light ratios (M/Ls). The M/Ls of GCs reflects their initial mass function and their subsequent dynamical evolution.
The M/L of clusters is typically determined by comparing central dispersion values or resolved stellar kinematics at a range of radii to a dynamical model constrained by the light profile of the cluster. The first large study of GC M/Ls was by Mandushev et al. (1991) who determined masses and M/Ls for 32 galactic GCs. Shortly thereafter, Pryor & Meylan (1993) published the best referenced study of central velocity dispersions, masses, and M/Ls for 56 galactic GCs. A more recent compilation of dynamical M/Ls relying on literature measurements of the kinematics was presented by McLaughlin & van der Marel (2005) for 57 clusters. These studies all share in common the use of heterogeneous data sets, with kinematics derived from many sources and with a combination central dispersion measurements and individual stellar velocity measurements.
The advent of multi-object spectrographs has enabled higher quality kinematics in large numbers of globular clusters. Using an impressive data set of individual stellar velocities from the AAOmega spectrograph, Lane et al. (2010b) derived cluster M/L ratios in 10 halo globular clusters. However, they chose not to use the light profile of clusters to constrain the cluster M/Ls and fit both the kinematics and light profiles to separate Plummer models. This makes their results difficult to compare to previous work, which assumed single and multi-mass King models in deriving cluster M/Ls. Another recent study of cluster kinematics is by Bellazzini et al. (2012) ; this study includes central dispersion measurements but does not derive M/Ls.
In recent years, the number of extragalactic GCs with dynamical M/Ls has eclipsed Galactic measurements. The largest current study of cluster M/Ls are from high resolution integrated dispersion measurements for 163 GCs in M31 (Strader et al. 2009 (Strader et al. , 2011 . There is some additional work measuring M/Ls in local group galaxies (Djorgovski et al. 1997; Larsen et al. 2002) , while studies in more distant galaxies have focused on the most massive GCs and ultra-compact dwarf galaxies (e.g. Martini & Ho 2004; Haşegan et al. 2005; Hilker et al. 2007; Mieske et al. 2008; Taylor et al. 2010 ). These studies typically derive King surface brightness profiles from high resolution HST data and use these to create single-mass King dynamical profiles in deriving cluster masses.
These studies have revealed a positive correlation between M/L and mass. This trend was first seen by Mandushev et al. (1991) and was verified in the larger sample of M31 cluster by Strader et al. (2011) . The increase of M/L with increasing cluster mass can be explained by the preferential loss of low mass stars due to dynamical evolution (Kruijssen & Mieske 2009 ). The timescale for mass loss in a cluster, the dissolution timescale, is related to its relaxation time which increases with increasing mass. Thus, lower mass clusters undergo more low mass star loss and have reduced M/Ls, while higher mass clusters ( 10 6 M ) preserve their initial mass functions. The dissolution time scale is also dependent on the galactic environment in which the cluster lives (Kruijssen 2008; Kruijssen & Mieske 2009 ). Strader et al. (2011) find a trend of decreasing M/L with increasing metallicity in their sample of 163 GCs in M31. The trend is also visible in the M31 GC data of Djorgovski et al. (1997) . This trend is the opposite of the trend expected from simple stellar population models with a constant initial mass function (IMF; e.g. Bruzual & Charlot 2003; Maraston 2005; Conroy & Gunn 2010) . Furthermore, it cannot be explained by dynamical efarXiv:1411.1763v1 [astro-ph.GA] 6 Nov 2014 fects: the metal-rich and metal-poor clusters sampled have similar sizes and masses, and the trend remains even at fixed galactocentric radius (Strader et al. 2011) . One possibility is that this trend reflects a systematic change in the IMF, with the metal-rich clusters having a fewer low-mass stars than the metal-poor clusters. This trend is apparently opposite to the change in IMF required to explain dwarf-sensitive line-strengths and dynamical masses in metal-rich elliptical galaxies (e.g. van Dokkum & Conroy 2010; Cappellari et al. 2012) .
Rotation in clusters has not been studied as systematically as dispersion profiles. Both Lane et al. (2010b) and Bellazzini et al. (2012) derive rotations from their samples of individual stars and find many clusters have dynamically significant rotation. Bellazzini et al. (2012) examine correlations of rotation with other GC parameters, and find a correlation of rotation with metallicity and horizontal branch morphology; there is no clear physical interpretation of these trends. One complication with measuring rotation is that the strength of rotation depends significantly on the radii where the kinematics are measured. This is seen clearly in dynamical models of rotating clusters (Fiestas et al. 2006; Bianchini et al. 2013) . Most recently, rotation in GCs was studied by examining the gradient of rotation in the center of clusters (Fabricius et al. 2014) ; they find that the central rotation correlates with the overall ellipticity of the cluster as well as the dispersion and central density of the cluster.
Stellar velocities in GCs have been used to search for the presence of intermediate-mass black holes and dark matter in clusters. The presence of black holes or dark matter is inferred from changes in the apparent M/L of a GC either at the center (indicating a black hole) or in the outer regions (indicating dark matter). Several detections of intermediate-mass black holes have been claimed (e.g. Gebhardt et al. 2005; Lützgendorf et al. 2011; Jalali et al. 2012 ), but these remain controversial (e.g. van der Marel & Anderson 2010; Strader et al. 2012; den Brok et al. 2014) . The search for dark matter has been inconclusive (e.g. Lane et al. 2010b; Ibata et al. 2013) .
In this paper, we focus on a uniform analysis of M/Ls and rotation in a sample of 25 GCs. This work is the first large study of cluster M/Ls that relies solely on modern measurements of individual stellar velocities. Furthermore, we analyze this data using single mass king models King (1966) , the same technique used in assessing M/Ls of extragalactic clusters (e.g Larsen et al. 2002; Mieske et al. 2008; Strader et al. 2011) . This enables direct comparison between our work and the largest available sample of high-quality M/L measurements of GCs (Strader et al. 2011) .
The paper is structured as follows. In Section 2 we discuss the data and its source. We then detail our techniques for obtaining average velocities, central velocity dispersions, mass and M/L, and rotations for each cluster in Section 3. Section 4 discusses our results and our agreement with previous work. Finally in Section 5 we discuss our results in the context of other large studies.
2. DATA 2.1. Hectochelle
The spectroscopic data acquired for this project were gathered with Hectochelle at the MMT observatory on Mount Hopkins, Arizona. Hectochelle (Szentgyorgyi et al. 2011 ) is a multi-object spectrograph, with a 1 degree field of view, that uses 240 1.5 diameter fibers to take single order spectra at resolution ∼38,000. The full spectral coverage of the instrument is 3800 -9000Å. Observing is done with an order selecting filter that enables multi-object observations of a ∼ 150Åwide spectral range (Szentgyorgyi et al. 2011) .
Target stars were selected from several sources of photometry. The primary source was the Sloan Digital Sky Survey Data Release 8 (SDSS DR8; Aihara et al. (2011) ). The centers of Milky Way globular clusters are excluded from SDSS pipeline photometry, but many clusters had their SDSS imaging analyzed separately by An et al. (2008) . These catalogs were merged with the SDSS stars from the outer regions of the clusters to make master photometric catalogs for six objects: M2, M3, NGC 4147, NGC 5053, and Pal 5. The cluster NGC 6934 is in SDSS DR8 but was not in earlier releases, so had no photometry from An et al. (2008) ; we manually photometered these data using DAOPHOT (Stetson 1987) , using stars in the cluster outskirts with SDSS DR8 photometry for calibration. A final target, M14, was not in SDSS at all. Because it has significant foreground extinction, we used 2MASS to select red giants to target for spectroscopy.
For the clusters with SDSS photometry, we selected spectroscopic targets around a cluster fiducial sequence in a g − i vs.i color-magnitude diagram (J − K vs. K was used for M14). While brighter stars were generally given higher priority in target selection, for each setup the target stars were restricted to a maximum range of ∼ 3.5-4 mag because of scattered light. In practice, this often led to the exclusion of stars within about 1 mag of the tip of the red giant branch, depending on the distance to the cluster.
Because the Hectochelle fibers are placed into position on a magnetic plate, rather than a plug plate, the fibers lie on the focal plane itself, preventing very dense packing of fibers. For this reason, and to avoid problems with background subtraction, stars in the most central regions of the clusters are poorly represented in our samples. Table 1 lists the numbers of stars observed for each cluster.
Our data were taken through the RV31 filter which has a central wavelength at 5230Å. The region covered by the RV31 filter includes the Mg b triplet (5167-5184Å) making it possible to determine velocities, even for the lower signal to noise [S/N] spectra. Reliable velocities were obtained for stars brighter than 21 magnitude in g. Therefore, the most distant target in our sample was NGC 6402 (M 14), which has a HB magnitude of 17.3. Considering all GCs closer than this most distant cluster and above declination of -10 degrees, our sample includes 12 out of 19 observable clusters. This selection was due to the targets that were observable on the nights we took data. Our data had a typical S/N ratio per pixel of ∼ 10, and a mean velocity accuracy of ∼ 0.5 km/s.
The spectra were reduced in a variation of the pipeline described in Caldwell et al. (2009) . The final spectrum is sky subtracted. An error spectrum including the noise from both source and sky is also produced. We list in Ta-ble 1 the observing information for each cluster, including the cluster name, observation date, number of stars observed on the run, exposure time, the total number of stars observed in the cluster, and the total number within the tidal radius. Data on Palomar 5 was also obtained, but is not analyzed here due to difficulty in membership selection and the corresponding lack of constraints obtained on the mass. We obtained spectra of 100 to 500 stars around each cluster. The median number of stars inside the tidal radius is 88, while the median number of members is 72 (see Section 3 for details).
Archival
Complimenting our Hectochelle data we have included an analysis of archival data. We examined previous literature where a large number of single star velocities are published. The archival data used in our study comes from numerous sources, including other multiobject spectrographs, each having velocity precision to ∼ 1 km/s (Carretta et al. 2007b; Gratton et al. 2007; Carretta et al. 2007a Carretta et al. , 2010 Gratton et al. 2011 Gratton et al. , 2013 Carretta et al. 2013; Lane et al. 2011; Drukier et al. 1998 Drukier et al. , 2007 . Table 2 lists archival data used in this analysis, for more information on their reduction see the paper listed in column 3. The most common cluster name can be found in the first column, the second column contains the alternate identification of the cluster. Column 4 shows the code used to reference the dataset in the rest of the paper. Multiple data sets exist for seven of the 25 clusters. We analyzed these data sets independently to check for consistency.
3. ANALYSIS 3.1. Radial Velocities and Errors Heliocentric radial velocities were derived using the XCSAO routine in IRAF's (Tody 1993 ) RVSAO package (Kurtz & Mink 1998) for all Hectochelle data. To ensure the best possible velocity determinations even at low S/N, we used the 30Å section, 5160-5190Å, for cross-correlation. This section included the strong Mg b triplet lines, allowing better radial velocities to be obtained from lower signal to noise data.
We use a Monte Carlo method to obtain a more robust estimate of the errors on each velocity than given by XCSAO. The XCSAO errors are determined from a combination of the full width at half maximum of the correlation peak and the R value to derive the error (Kurtz & Mink 1998) . To derive velocity errors we first add Gaussian random noise to the spectrum based on the error spectrum, which is propagated through the reduction pipeline and includes the errors from Poisson, sky, and read noise. We then redetermine the velocity in the noise-added spectrum with XCSAO. This procedure is repeated 50 times for each stellar spectrum. We determine the velocity error from the standard deviation of all 50 measurements. XCSAO's velocity error estimates remain very low even at low S/N and don't capture the true uncertainty in low S/N measurements. We do however make use of the strength of cross-correlation; the R value from XCSAO provides useful information on the confidence of the measurement that complements our Monte Carlo error determinations.
We verify that our error estimates are accurate by comparing repeat measurements of 1554 stars observed on different nights within our sample. Figure 1 shows the velocity difference of each repeat observation against the R value of each night (thus each velocity difference is plotted twice). This figure shows that a large number of catastrophic outliers are present at R values less than 5; thus we only analyze stars above this limit where we believe we can get reliable velocity measurements. Outliers at higher R values may be due to binary stars, and based on a visual inspection of the spectra many of these objects appear to be foreground dwarfs which are expected to have a higher binary fraction than cluster stars. We can also use the repeat measurements to check the accuracy of our Monte Carlo errors. We check if our errors are over-or under-estimated by looking at the median absolute deviation (MAD) of the velocity differences against the mean of the Monte Carlo errors. With the correct scale factor the MAD is a reliable estimation of the standard deviation. Assuming our errors are normally distributed the correct scale factor is 1.4826 (Birkes & Dodge 1993) . We also divide the MAD values by the square root of two to account for the larger uncertainty in the subtracted difference compared to error estimates on a single measurement. For correctly estimated errors, the scaled MAD should correlate roughly 1:1 with the mean of the Monte Carlo errors. In Figure 2 we show this comparison for data binned by groupings of 20 R values. The scatter seen in the data about the 1:1 line is biased toward higher MAD values. This suggests the binary fraction in our bins is not negligible, thus causing larger than expected deviations in the repeat measurements and biasing our MAD values. In the background we show the probability distribution for 100 MAD simulations in each σ M onte−Carlo bin. For the simulations we assume the velocity measurements in each bin have Gaussian noise based on their average Monte Carlo error. We can account for the bias of MAD values above the 1:1 line by including a 15% binary fraction, where binary stars are given an additional velocity dispersion term of 50 km/s; the simulations are not sensitive to the exact value of this dispersion as long as it is significantly larger than the Monte Carlo error. The 68% and 95% confidence intervals are shown by the blue and red lines respectively. This comparison shows us that the scatter of the data points is comparable to the scatter expected if our errors are correctly estimated and that binary stars can account for the small bias we see towards higher MAD values. This gives us confidence that our velocity error estimates are robust.
To create the final velocity catalogue of each cluster we impose an R value cut, accepting velocities with R greater than 5. Our results are not sensitive to the precise value of this R value cut, for instance using a minimum R value of 10 changes our results by < 1σ for all cases where we have sufficient data. For stars with repeat measurements, we average values if their velocities are within 2 km/s of each other, otherwise the velocity with the highest R value is taken as the final velocity. In combining velocities, errors are propagated through to determine the final error. We include all positional information along with the final combined individual stellar velocities and errors for stars used in this study in Table  5 of Appendix A. 
Determining Cluster Velocity Dispersions
In this study we focus on modeling the kinematic data of individual stars in a cluster with a single mass King model King (1966) (K66) to obtain central velocity dispersions. To do this, we use a variation to the iterative method introduced by Pryor & Meylan (1993) . Specifically, we add a determination of cluster membership probabilities in our iterative method. With minor modifications, we use the technique described by Walker et al. (2009) .
To summarize our method, we start the iterative expectation maximization (EM) technique with an initial guess for the membership probability of each star and the variance in the velocity. During each iteration the average velocity, dispersion, and membership probabilities are recalculated. The central velocity dispersions are obtained by scaling a K66 model. We continued iterating until the parameters converged, i.e. when the likelihood function was maximized. We now explain our method in detail.
We use the EM technique to maximize the expected log likelihood (Equation 1; see also Eq. 4 from Walker et al. (2009) ) and estimate the average velocity ( V ) and the central dispersion (σ 0 ) using the radius (a i ), velocity (V i ) and velocity error (σ Vi ) of each star (later in the text V is simplified to V andσ 0 is simplified to σ 0 ).
are the membership and non-membership probabilities -Velocity difference between stars observed on more than one occasion by Hectochelle (Szentgyorgyi et al. 2011 ) versus the R value returned by XCSAO from cross correlation. Each difference is plotted twice; once at each measurement's R value. The R value is an indicator of the confidence in the measurement. The dashed vertical line at 5 indicates the cut we impose to compile our final velocity catalogues, below this we do not trust the measurements. For discrepant velocities (difference > 2 km/s) with R value > 5, the velocity with the higher R value is used in the final catalogue. In the case where velocities agree we combine measurements, averaging velocities and R values and propogating errors for the final catalogue.
of each star, whileP Mi is the normalized membership probability which includes an a priori radial decrease in membership probability (p(a i )) as shown in Eq. 3.
Maximization of this likelihood function is obtained by iterating Eqs. 2 to 7 below. These are similar to the equations presented in Walker et al. (2009) . However the dispersion expected at a given radius is given byσ 0 × -The mean of the Monte Carlo errors plotted against the scaled median absolute deviations (MAD) of the night to night differences (white points). We scale the MAD by 1.4826 and divide by the square root of 2 to make it a more accurate estimate of the velocity errors. Bins are defined by groupings of 20 R values. The data is expected to follow the one-to-one line shown if our Monte Carlo errors are correctly estimated. In the background we show the simulations of the expected scatter in the measurement including an assumed binary fraction of 15%. The 68% and 95% confidence intervals of the simulation are shown by the blue and red lines respectively. The overall scatter of the data is consistent with the expected scatter, while inclusion of a modest binary fraction is required to explain the bias towards higher MAD values. This comparison gives us confidence that our velocity error estimates are robust.
σ Ki , where σ Ki represents a K66 model with the core radius and concentration taken from Harris (1996) (2010 edition) and a central dispersion of 1 km/s. The majority of the structural parameters used in this study, compiled in Harris (1996) (2010 edition), come from McLaughlin & van der Marel (2005) .
The final membership probabilityP Mi (Eq. 2) is determined from three separate membership estimates. These estimates include information about the radius and velocity of the observed stars as well as the Besançon model estimates of the expected foreground & background (Robin et al. 2003) . The membership probability (p mem (V i )) is determined assuming member stars follow a Gaussian velocity distribution at each radius centered on V and with a widthσ 0 σ Ki . The probability of non-membership (p non (V i )) incorporates information from the Besançon model. Each Besançon model is generated with a 1 degree field of view centered on the cluster. The number of stars in this model is given by N bes , while their velocities are V besj . The Besançon velocities are smoothed by a parameter σ V bes ; we choose a value of 20 km/s to ensure proper estimation for the membership of stars in clusters with velocities close to the Galactic field. Finally, a radial decrease in membership probability is obtained by sorting our data radially from smallest to largest using and enforcing a steady decrease in probability based on the current estimates ofP Mi as shown in Equation 5 (Grotzinger & Witzgall 1984) . Once values ofP Mi are determined, equations 6 and 7 are used to update the values in the parameter set { V ,σ 2 0 } at each iteration.
We initialize our membership probabilitiesp(a i ) = 0.5 andP Mi = 0.5 for all i, and make an initial guess for σ 2 0 = 4 km/s. We find, as Walker et al. (2009) did, the the final parameters are insensitive to the initialization of σ 2 0 . After initializiation, we evaluate Equation 6, giving us the initial parameters we needed to start iterations. The full system of equations 2 to 7 are then iterated to determine a final V andσ 2 0 . Convergence is obtained within 20 iterations; we use 50 iterations for our final parameter estimates.
We calculate errors on the average velocity and central dispersion via bootstrapping. The dataset is randomly sampled and put through the complete algorithm 100 times. We take the standard deviation of the 100 average velocities and dispersions as their respective errors. We note that the "sampling" error determined from the bootstrapping is always larger than the random error determined from varying individual star velocities. Figure 3 illustrates the ability of the EM technique to select GC members from a crowded field; it shows the velocity plotted against the radius for stars in the dataset for the GC M 22. Each point is colored by its final membership probability. In addition to the membership peak around the cluster velocity, the radial decrease enforced by our membership probability assignment in Eq. 5 is clearly seen. 6656). Coloring indicates the final cluster membership probability P M shown in Eq. 2. The membership probability is determined assuming the cluster stars have a Gaussian velocity distribution and that their membership probabilities monotonically decrease with radius. A model of the velocities of Galactic foreground and background stars is also incorporated.
In Figure 4 we show the binned dispersions plotted over their K66 fit for M 92. The data is binned radially in bins of 20 stars. There is good agreement between the model and data. Figure 4 also shows our Hectochelle data is in very good agreement with the data published in Drukier et al. (2007) . The binned dispersions and best-fits models for all the datasets are shown in Figure 5 . We determine binned dispersions for stars with membership probability ≥ 0.5, and set the maximum number of bins to be 20. To help assess the goodness of fit of the King models, we calculate a reduced χ 2 by comparing the model predictions to the binned dispersions and assuming no degrees of freedom. These χ 2 values are shown in Table  4 and listed in Figure 5 in each panel. The King models are excellent fits in most cases. We discuss the χ 2 values further in section 4.3 where we assess the appropriateness of our King models.
To obtain the mass of the cluster we scale the K66 model mass, created from the core radius and concentration parameter in Harris (1996) (2010 edition) and a dispersion of 1 km/s, by the central dispersion obtained from the K66 models best fit to the data.
Rotations
We have determined rotations for all clusters in this study using a method similar to the one described by Lane et al. (2009 Lane et al. ( , 2010a and Bellazzini et al. (2012) . We define our sample of stars for determining rotations by selecting stars in each cluster with normalized membership probabilities ≥0.5. The sample is then divided in two by a line at a range of position angles (PAs) and a difference in the mean velocity of each subsample is taken. The PA value gives the major axis of rotation in the standard convention with N at PA=0
• and E at PA=90
• . We then fit the sine function shown by Equation 8 to the mean differences and their respective PAs to obtain the maximum rotation amplitude (A rot ) and φ, where φ = 270
• -PA 0 . PA 0 is the position angle of the dividing line corresponding to the maximum rotation amplitude, coinciding with rotation axis. We calculated errors on the rotation via bootstrapping. As noted in Bellazzini et al. (2012) A rot is a reasonable proxy for the actual maximum amplitude; we report A rot instead of A rot /2 as in Lane et al. (2010b) . To demonstrate the method, Fig. 6 shows the rotation for the M 2 dataset, a cluster with a clearly detected rotation signature of 4.7 ± 1.0 and PA 0 233
• . Our rotation amplitude results are shown in Table 3 . Note that not all clusters show as clear rotation as is seen in M2; this is reflected in the error bars shown in Table 3 . We compare our rotations to those found by Bellazzini et al. (2012) . We find for the sample of overlapping data that ∼50% lie within 1σ while the other ∼50% lie around 2σ. We see the largest discrepancy with NGC 6441 where Bellazzini et al. (2012) finds A rot of 12.9, almost a factor of two larger than ours. We attribute this to different membership determinations, Bellazzini et al. (2012) determine rotation using all stars in the sample while we use only stars within the tidal radius with membership probabilities greater than 0.5. We also note that our errors include the effects of resampling, while those in Bellazzini et al. (2012) do not, and thus our errors are typically larger.
4. RESULTS AND COMPARISON TO PREVIOUS WORK The results of King model fits to our kinematic data are given in Table 4 for each cluster. The number of members in each cluster ranges from 15 to 2660, and this data yields typical errors on the M/L V and mass determinations of 15%. In this section we compare the results of Columns from left to right.
(1) Cluster name, (2) rotation determined by method described in Bellazzini et al. (2012) , (3) innermost radii of star over the effective radius, (4) outermost radii of star over the effective radius, (5) the average of the radii over the effective radius, (6) source -H stands for Hectochelle, C stands for combined, and all other sources can be found in Table 2 . In combined datasets section, bold face indicates the best fit for each cluster.
clusters with more than one data set, and describe our combination of these data sets. We then compare our results to previous work on determining clusters masses and mass-to-light ratios. We discuss systematic errors and modeling differences in Sec. 4.3.
Clusters with Multiple Data Sets
For seven of our Hectochelle clusters, at least one additional data set is available; multiple data sets also exist for three clusters without Hectochelle data. We start by comparing these data sets to each other to ensure that they are consistent. Where consistency is found, we combine the data sets to provide the best possible kinematic sample. Fig. 4 shows the comparison of the best fits to K66 models for M 92. This is a case where good consistency is seen in both the best fit velocity and central velocity dispersion between the Hectochelle and Drukier et al. (2007) data sets. The agreement is at the 1σ level in both quantities. Good agreement is also seen in M 12, M 15, and M 53; for each of these we fit combined data Table 4 . Data points represent the binned dispersion profile, Hectochelle data are shown in blue. The red line shows the best fit K66 profile. In the upper right we label the cluster and data source (from Table 4 ) as well as the reduced χ 2 value. Binned dispersions are determined for stars with memberships > 0.5, and the maximum number of bins is limited to 20. Columns from left to right. (1) Cluster name, (2) metallicity reported by Harris (1996) (2010 edition), (3) average velocity, (4) central dispersion, (5) mass to light ratio, (6) log of the K66 mass in solar units, (7) chi squared value for the fit, (8) number of stars within the tidal radius, (9) number of members stars (P M ≥ 0.5), (10) source -H stands for Hectochelle, C stands for combined, and all other sources can be found in Table 2 . In combined datasets section, bold face indicates the best fit for each cluster. sets to obtain our best parameter estimates; these are shown in bold in Table 4 .
TABLE 4 Velocity and Dispersion Information
However, for 47 Tuc and M 5, the agreement between data sets is less good. In 47 Tuc, the mean velocity estimates between the Gratton et al. (2013) and Lane et al. (2011) are almost 3 km/s apart, >3σ. In M 5, both the velocity and dispersion measurements are inconsistent between the Hectochelle and Gratton et al. (2013) data at the ∼3σ level. Both cases involve the Gratton et al. (2013) data, where errors are not given for each individual velocity. Given the importance of correct error estimates for dispersion determinations, we assume these data sets are less reliable, and thus we prefer the Lane et al. (2011) data for 47 Tuc and the Hectochelle data for M 5. These preferred data sets are shown in bold in Table 4 .
Comparison with Previous Work
Central dispersion estimates have previously been obtained for all clusters in our sample apart from M 14. In 2 cases (NGC 6441 and NGC 2808), these previous estimates are single integrated central dispersion measurements. For the remaining clusters, they result from modeling of individual stellar velocity data similar to that presented here, but often with different modeling assumptions. Here we compare our derived masses to these previous mass estimates and discuss differences in modeling approaches.
We first describe the measurements and modeling methods of the studies to which we compare our data. The kinematics are either integrated measurements (Dubath et al. 1997) or individual stellar velocities (Lane et al. 2010b; Bellazzini et al. 2012) , or both (Pryor & Meylan 1993; Mandushev et al. 1991; McLaughlin & van der Marel 2005) . These measurements were modeled to derive central velocity dispersions, mass-to-light ratios and masses. Multi-mass king models were used by Pryor & Meylan (1993) , while single mass King models were used by Mandushev et al. (1991) , McLaughlin & van der Marel (2005) , and Bellazzini et al. (2012) . Plummer model fits using a Markov Chain Monte Carlo method were performed by Lane et al. (2010b) to derive velocity dispersions and masses; these models don't incorporate surface brightness profile information as the authors were interested in deriving radial M/L variations. Thus our comparisons of all quantities are to somewhat heterogeneous data; we expect to see variations between our findings and previous work due to the data quality, sample size and methods. Figure 7 shows the central dispersions derived in this study against those derived in previous work. Overall, the dispersion estimates agree quite well, within 1σ for ∼50% of the Lane et al. (2010b) and Bellazzini et al. (2012) values. We see the largest discrepancies between bf our data and the work of Pryor & Meylan (1993) and Dubath et al. (1997) where only ∼30% and ∼12% of the values compared are within 1σ. There does appear to be a slight bias towards higher central dispersion estimates in our data, especially when comparing the multi-mass King model fits of Pryor & Meylan (1993) and the integrated central dispersions of Dubath et al. (1997) . We discuss these differences in the next subsection.
In Figure 8 we show the difference between our luminosity and the luminosities found by Pryor & Meylan (1993) and Lane et al. (2010b) . We see large discrepancies. With the goal of trying to use the most accurate parameters, we have chosen to use the Harris (1996) (2010 edition) catalogue as our source for luminosities. The luminosities are dependent on horizontal branch distance estimates from a variety of sources; of these two thirds have been updated since Pryor & Meylan (1993) . On the other hand, the luminosities in Lane et al. (2010b) come from their own Plummer (1911) model fits to surface brightness profiles. These improved distance estimates suggest that the luminosity data represents an improvement in data quality and uniformity over previous large compilations of mass-to-light ratios by Pryor & Meylan (1993) and Mandushev et al. (1991) .
A comparison of our derived masses to those in previous work are shown in Figure 9 . As with the dispersions, the masses are broadly consistent. The agreement is best with the Lane et al. (2010b) masses and single mass King model estimates of Mandushev et al. (1991) showing agreement on the 1σ level for ∼70% of the clusters compared. We don't expect our masses to differ greatly with Lane et al. (2010b) as we are using the same kinematic data in our mass determinations. Our mass estimates are systematically ∼36% lower than the multimass King model estimates of Pryor & Meylan (1993) . We discuss this discrepancy in the next subsection.
Finally, Figure 10 compares the M/L V s derived in this study to previous work. In general, we find good agreement (∼ 80% within 1σ) for the majority of the clusters when looking at Mandushev et al. (1991) and McLaughlin & van der Marel (2005) , who both use K66 models, while the Pryor & Meylan (1993) values are typically 40% higher. We see large disagreements with the M/L values of Lane et al. (2010b) . Given the general agreement of masses, this is likely due to differences in the luminosity estimates. The largest discrepancy is for M 53, where they derive a M/L v of 6.7, while our M/L V is 
Systematic Errors and the Validity of Modeling
Assumptions We model our kinematic data with K66 models to facilitate comparison between Galactic and extragalactic globular cluster M/L estimates (e.g. Strader et al. 2011) . In this section we first examine how well the K66 models match the data, estimate the systematic errors in our mass determinations, and then discuss the differences between our modeling approach and other previous work.
The K66 models provide remarkably good fits to our kinematic data. Fig. 5 shows the best fit King models for each data set and the agreement between these and the binned dispersions is very good for most clusters. For 18/25 clusters fit, the reduced χ 2 values are less than 2. In fact, for the Hectochelle data where we have verified our velocity errors with repeat measurements (Fig. 2) , the highest χ 2 value is 2.19 in M92. Thus King models seem to be quite good fits to these data sets. We discuss the two clusters with the poorest fits (M 15 and NGC 6752) below. We note that none of the errors in the archival data are verified with repeat measurements, and thus the high χ 2 values may be in part due to an underestimation of the velocity errors in this archival data.
To quantify how deviations from a K66 profile may affect our mass estimates we experimented with fitting restricted radial subsets of our data. Specifically, in each cluster we fit half the stellar velocities to K66 profiles in three radial bins, an inner bin (the inner 50%ile of radii), a middle bin (25%ile to 75%ile) and an outer bin (50%ile to 100%ile). This approach tests for several possible systematic errors: (1) mismatches of the data to the K66 profile, (2) observational effects such as blending of stars near the center, and (3) the possible enhancement of dispersion due to binary stars in the outer parts of the cluster. Figure 11 shows the difference between the central dispersions determined from the full data set and the radially binned subsets. In general, no large systematic errors are found, with 85% of the data agreeing within 1σ. Clusters which were discrepant at the 2σ level are M 15, NGC 6752 (both core collapse clusters), as well as M 68 and M 22. M 22 has a clear dip in dispersion near the center (Fig. 5) , this suggests possible effects of confusion. The cause of the discrepancies in M 68 is unclear.
The two core collapse objects in our sample, M 15 and NGC 6752 show clear systematic deviations from the K66 model and have the two highest reduced χ 2 values (19.3 in M 15, 6.46 in NGC 6752) . This is to be expected; core collapsed clusters show very strong variations in radial M/L ratio and thus are quite different from our assumed constant M/L. In M 15, detailed dynamical modeling of discrete data performed by den Brok et al. (2014) shows that the M/L varies by factor of ∼4, with the highest values found at the center, a minimum (M/L V ∼ 1) at intermediate radii, and then an increase at large radii to M/L V ∼ 2. These changes in M/L are clearly seen from the deviations to the K66 model in Fig. 5 , where the dispersion is higher than the K66 model in the center, lower at intermediate radii and somewhat higher again at large radii. The total mass found from dynamical modeling and luminosity function estimations vary from 4.4 × 10 5 to 5.4 × 10 5 M (Pasquali et al. 2004; van den Bosch et al. 2006; den Brok et al. 2014 ); our K66 model fit agrees within 1σ of all these measurements. Thus, despite the model mismatch, the total mass estimates may be correct even in the core collapsed clusters.
Another possible source of systematic error is a misestimation of King structural parameters (e.g. Fig. 8 ).
We have used the best estimates available (Harris (1996) (2010 edition)). However, to understand the systematic errors due to the use of King model radii, we compared our mass estimates to those derived with an older catalogue of cluster parameters (Trager et al. 1993) . We found that the deviation in log mass from the masses de- termined with Harris (1996) (2010 edition) parameters was ∼0.05 dex, which is smaller than the typical error on the K66 mass derived from the dispersion errors alone.
Because the K66 models are single-mass models, they ignore the effects of energy equipartition and mass segregation. These effects are incorporated explicitly into the multi-mass models used by e.g. Pryor & Meylan (1993) . Mandushev et al. (1991) found that masses determined from multi-mass models can be as high as a factor of two larger than masses derived from single-mass models. This difference is due to the lower central dispersions predicted by multi-mass King models relative to single-mass King models. This lower central dispersion results from a combination of higher mass stars at the center due to mass segregation, and slower velocities for those stars due to energy equipartition. Thus, to fit a measured central dispersion requires a higher overall mass for a multi-mass King model than for a K66 model. Mass segregation has been found in many globular clusters (Koch et al. 2004; Frank et al. 2012; Martinazzi et al. 2014; Frank et al. 2014) . However, recent work by Trenti & van der Marel (2013) found that energy equipartition is rarely seen in GCs. Thus both multi-mass and singlemass King models provide only approximations to real clusters. The good fits of K66 models to the dispersion profiles of most of our data suggest that our mass estimates are likely accurate and do not have significant systematic biases. Furthermore, our mass estimates enable a direct comparison with studies of extra-galatic cluster masses and M/Ls compare trends in our data with a much larger data set of GC mass and M/Ls (e.g. Strader et al. 2011 ).
5. DISCUSSION: TRENDS WITH M/L AND ROTATION In this section we examine the trends of M/L ratio and rotation with cluster mass and metallicity. These trends provide insight into GC formation and evolution.
M/L vs. Cluster Mass
As discussed in the introduction, a positive correlation of M/L increasing with increasing cluster mass has been seen from dynamical M/L measurements (Mandushev et al. 1991; Strader et al. 2011) . Kruijssen (2008) provided an explanation of the increasing M/L values with cluster mass, suggesting that it resulted from mass loss in the cluster. Two body relaxation is expected to preferentially eject low mass (high M/L) stars from the cluster, thus lowering the clusters M/L over time. Because the relaxation time increases with cluster mass, lower mass clusters have undergone more mass loss and thus have reduced M/Ls relative to higher mass clusters. This trend is not included in simple stellar population (SSP) models (e.g. Bruzual & Charlot 2003) , and thus GCs would be expected to typically have lower M/L values than predicted by the models. In the specific models used by Kruijssen (2008) , the speed of dynamical evolution is quantified by a dissolution timescale which varies with cluster mass and environment. By accounting for dynamical evolution in combination with the SSP models, Kruijssen (2008) found that they could explain more than 90% of available M/L V measurements with their models.
In follow up work on Galactic globular clusters, Kruijssen & Mieske (2009) found that the models are broadly consistent but slightly overpredict the observed M/L values. More recently, with observations of 163 GCs in M 31, Strader et al. (2011) found that a Kruijssen (2008) model with a dissolution timescale of 1 Myr described the general trend seen with mass and M/L very well.
In Figure 12 we show our data (black points) plotted over the Strader et al. (2011) data (gray points) in the mass-M/L plane. Our data show the same trend of increasing M/L with mass as seen in previous work (Mandushev et al. 1991; Strader et al. 2011) . We have also included a dynamical evolution model curve at an [Fe/H]= −1.3, an age of 12.4 Gyr and a dissolution time of 1 Myr (Kruijssen 2008 ); the same model was found to qualitatively agree with the M31 GC data (Strader et al. 2011) .
M/L vs. [Fe/H]
Due to line blanketing, SSP models with constant IMFs predict higher M/Ls with increasing metallicity(e.g. Bruzual & Charlot 2003; Maraston 2005) . However, with their large sample of GCs in M 31 Strader et al. (2011) found the opposite trend, with lower M/L values at higher metallicity in both V-and K-band. Strader et al. (2011) suggests that the trend may result from a systematic change in the IMF with metallicity. Specifically, metal-rich clusters would need to have fewer lowmass stars than metal-poor clusters. The best way to see this would be direct counting of low mass stars in MW GCs. Spectroscopic measurements to measure dwarf-togiant ratios may also be a possible way to verify this result, however, the predicted differences between normal IMFs and the bottom-light IMFs needed to account for the M/Ls seen in GCs are very small (van Dokkum & Conroy 2011) .
In Figure 13 we show the M/L vs. metallicity for the clusters in our sample in black points. We show the M 31 (Strader et al. 2011) . The point size is inversely proportional to the M/Lv error, as indicated in the legend. The black line is the cluster dynamical evolution curve from discussed in Kruijssen & Mieske (2009) , Kruijssen (2008) and Kruijssen (2009) 
Rotation vs. [Fe/H]
Previous work has shown a trend of increasing rotation with increasing metallicity and more extented horizontal branches (Bellazzini et al. 2012 ). An important consideration when looking for these trends is the radial distribution of the data. Rotation in GCs typically peaks at 1-2 r h (Fiestas et al. 2006; Bianchini et al. 2013) , therefore a GC with high concentrations of data at large radii is less likely to capture the rotational signature that would be seen if the GC was centrally targeted. To characterize the radial coverage of each dataset we included the average of the radius over the effective radius in column 5 of Tab. 3 (< r/r h >). In Figure 14 we show the maximum rotation amplitude divided by the central dispersion (A rot /σ 0 ) versus metallicity for the GCs in our sample. Due to the radial effect on rotation mentioned above we have scaled the size of points in Fig. 14 by < r/r h > −1 . Our rotation strengths do not correlate strongly with Gray points correspond to the GCs in M 31 (Strader et al. 2011) . The point size is inversely proportional to the M/Lv error, as indicated in the legend. A stellar population model curve from Mieske et al. (2013) for an age of 13 Gyr is overplotted. Right -The ratio of the derived dynamical M/L V (M/L dyn ) to the population model M/Lpop curve from Mieske et al. (2013) vs. metallicity. The points in this panel are proportional to cluster mass, with the sizes given in the legend. This plot clearly shows that the high metallicity clusters have significantly lower masses than predicted by stellar population models. metallicity like those in Bellazzini et al. (2012) . However, the large average radius of stars in both our data and that of Bellazzini et al. (2012) suggest that we are not accurately assessing the strength of rotational support in each cluster. For clusters in our sample with centrally concentrated data we derive significatnt rotations, e.g. in NGC 5466 we find an A rot /σ ∼ 0.75. The velocity gradient seen at the center of cluster may provide a more accurate quantification of the strength of rotation in a cluster (Fabricius et al. 2014) . The velocity gradient can be used as a proxy for the maximum rotation amplitude (A rot ) when multiplied by the effective radius (Fabricius et al. 2014) . Therefore, we include the values from Fabricius et al. (2014) in Figure 14 , by multiplying each velocity gradient by effective radius from Harris (1996) (2010 edition) and divided by the central dispersion (using our values, where available, or otherwise using data from Harris (1996) (2010 edition)). We see in Fig. 14 that the red points (Fabricius et al. 2014) show a larger spread in the rotation strengths for metalrich GCs than for metal-poor GCs. Overall, we do not see strong evidence for a correlation of metallicity and rotation as seen by Bellazzini et al. (2012) .
6. CONCLUSIONS In this paper we use kinematic data to derive the dispersions, rotations, masses and mass-to-light ratios for a sample of 25 galactic GCs in a consisten manner. Below we summarize our primary results.
• We present velocity measurements with accurate errors for 1951 stars in 12 northern Milky Way GCs from new data taken with the multi-object spectrograph Hectochelle on the MMT (Szentgyorgyi et al. 2011) . These data are made available in Table 5 .
• We fit single-mass King model dispersion profiles to individual stellar velocities in each cluster using a Table 4 in the Hectochelle, archival data sections, highlighted in the combined data section with black circle. Light gray circles represent the values published in Bellazzini et al. (2012) . Red triangles represent data from Fabricius et al. (2014) . maximum likelihood method that includes a membership determination based on velocity and radial distance. The binned dispersion profiles of the clusters are remarkably consistent with the King model predictions except for in core-collapsed clusters.
• From the best-fit central dispersions we derive M/Ls and masses for each cluster; this is the largest consistent derivation of these quantities derived solely from resolved stellar data. Overall, we find good agreement between our measurements and previous measurements.
• We confirm the previously observed trend of increasing M/L with cluster mass (Mandushev et al. 1991; Strader et al. 2011 ). This likely results from dynamical evolution (Kruijssen 2008 ).
• We find that M/Ls do not increase with metallicity as expected from SSP models. This agrees with results previously found in M 31 GCs by (Strader et al. 2011) . More specifically, the M/Ls of metalrich clusters are ∼2× lower than expected from stellar population models.
• We do not find any significant trend of increasing rotation with increasing metallicity as had been previously found by Bellazzini et al. (2012) . 
APPENDIX

HECTOCHELLE VELOCITIES
Here we present all of the velocities derived and used in this study from the multi-object spectrograph Hectochelle.
