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Abstract
The subject matter of this paper concerns the existence of permanent regimes
(i.e., stationary or time periodic solutions) for the Vlasov-Maxwell system in
a bounded domain. We are looking for equilibrium configurations by impos-
ing specular boundary conditions. The main difficulty is the treatment of such
boundary conditions. Our analysis relies on perturbative techniques, based on
uniform a priori estimates.
Keywords: Vlasov-Maxwell equations, Specular boundary conditions, Permanent
regimes.
AMS classification: 35F30, 35L40.
1 Introduction
In this paper we construct weak solutions for the Vlasov-Maxwell equations in a
bounded domain. Our main interest focus on permanent regimes: stationary or time
periodic solutions satisfying specular boundary conditions.
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The Vlasov equation describes the dynamics of a population of charged particles,
in terms of a particle density f = f(t, x, p) ≥ 0 depending on time t ∈ R, position
x ∈ Ω and momentum p ∈ R3. Here Ω is a bounded open subset of R3 with regular
boundary ∂Ω. We introduce the standard notations
Σ = ∂Ω × R3, Σ± = {(x, p) ∈ Σ : ±(v(p) · n(x)) > 0}
where n(x) is the unit outward normal to ∂Ω at x and v(p) is the velocity function
associated to the kinetic energy function E(p) by v(p) = ∇pE(p), p ∈ R
3. These
functions are given in the classical case by
E(p) =
|p|2
2m
, v(p) =
p
m
(1)
and in the relativistic case by
E(p) = mc2
(
(
1 +
|p|2
m2c2
)1/2
− 1
)
, v(p) =
p
m
(
1 +
|p|2
m2c2
)−1/2
(2)
where m is the particle mass, c is the light speed in the vacuum. The motion of
the particle population, with charge q and number density f , under the action of the
electro-magnetic field (E(t, x), B(t, x)) is given by the Vlasov equation
∂tf + v(p) · ∇xf + q(E(t, x) + v(p) ∧B(t, x)) · ∇pf = 0, (t, x, p) ∈ R × Ω × R
3. (3)
We are looking for densities f satisfying specular boundary conditions
f(t, x, p) = f(t, x, R(x)p), (t, x, p) ∈ R × Σ− (4)
where R(x) = I − 2n(x) ⊗ n(x) is the symmetry with respect to the plane orthogonal
to n(x)
R(x)p = p− 2(p · n(x)) n(x), (x, p) ∈ Σ.
The evolution of the self-consistent electro-magnetic field is given by the Maxwell equa-
tions
∂tE − c
2curlxB = −
j
ε0
, ∂tB + curlxE = 0, (t, x) ∈ R × Ω (5)
divxE =
ρ
ε0
, divxB = 0, (t, x) ∈ R × Ω (6)
with the Silver-Müler boundary condition
n(x) ∧ E(t, x) + c n(x) ∧ (n(x) ∧B(t, x)) = h(x), (t, x) ∈ R × ∂Ω (7)
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where ε0 is the permittivity of the vacuum, ρ(t, x) = q
∫
R3
f(t, x, p) dp is the charge
density, j(t, x) = q
∫
R3
v(p)f(t, x, p) dp is the current density and h is a given tan-
gential field on the boundary ∂Ω i.e., (n(x) · h(x)) = 0, x ∈ ∂Ω, such that H =
∫
∂Ω
|h(x)|2 dσ < +∞. The system (3), (4), (5), (6), (7) is called the Vlasov-Maxwell
problem. By weak solution we understand solution in the distribution sense.
Definition 1.1 Assume that h ∈ L2(∂Ω)3, (n · h)|∂Ω = 0. We say that (f, E,B) ∈
L1loc(R;L
1(Ω × R3)) × L1loc(R;L
2(Ω)3)2 is a T periodic weak solution for the Vlasov-
Maxwell problem iff
∫ T
0
∫
Ω
∫
R3
f(t, x, p)(∂tθ + v(p) · ∇xθ + q(E(t, x) + v(p) ∧ B(t, x)) · ∇pθ) dpdxdt = 0
for any T periodic function θ ∈ C1(R × Ω × R3) satisfying θ(t, x, p) = θ(t, x, R(x)p),
(t, x, p) ∈ R × Σ+ and
∫ T
0
∫
Ω
{E(t, x) · ∂tϕ+ c
2B(t, x) · ∂tψ + c
2(B(t, x) · curlxϕ−E(t, x) · curlxψ)} dxdt
+ c
∫ T
0
∫
∂Ω
(n(x) ∧ ϕ) · h(x) dσdt−
1
ε0
∫ T
0
∫
Ω
∫
R3
(v(p) · ϕ)f(t, x, p) dpdxdt = 0 (8)
for all T periodic fields ϕ, ψ ∈ C1(R × Ω)3 satisfying n(x) ∧ ϕ(t, x) − c n(x) ∧ (n(x) ∧
ψ(t, x)) = 0, (t, x) ∈ R × ∂Ω.
Remark 1.1 In order to also satisfy the divergence constraint (6) it is convenient
to solve the perturbed periodic problem (which is obtained by replacing all the time
derivatives ∂t by α + ∂t)









α f(t, x, p) + ∂tf + v(p) · ∇xf + q(E(t, x) + v(p) ∧B(t, x)) · ∇pf = 0
α E(t, x) + ∂tE − c
2curlxB = −
j(t, x)
ε0
α B(t, x) + ∂tB + curlxE = 0
(9)
for any α > 0 and then to pass to the limit when α goes to 0. Indeed, in this case it is
easily seen that
α divxB + ∂tdivxB = 0
and therefore, by time periodicity one gets divxB = 0. Similarly, using the continuity
equation
α ρ(t, x) + ∂tρ+ divxj = 0
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we deduce that
α
(
divxE −
ρ
ε0
)
+ ∂t
(
divxE −
ρ
ε0
)
= 0
which implies by time periodicity that divxE =
ρ
ε0
. For simplifying our computations
we skip these details: we perform the computations with α = 0, assuming that the
divergence constraints hold true (the reader can convince himself that similar results
hold when keeping α > 0 in the equations).
The existence of global weak solution for the Vlasov-Maxwell system in three dimen-
sions was obtained by DiPerna and Lions [9]. The global existence of strong solutions
is still an open problem. Results for the relativistic case were obtained by Glassey
and Schaeffer [11], [12], Glassey and Strauss [13], [14], Klainerman and Staffilani [18],
Bouchut, Golse and Pallard [7].
Neglecting the relativistic corrections and the magnetic field leads to the Vlasov-
Poisson problem. This model is justified by studying the asymptotic behaviour of the
relativistic Vlasov-Maxwell problem when the particle velocities are small with respect
to the light speed [8], [24], [19], [5].
The Cauchy problem for the free space Vlasov-Poisson system is now well under-
stood, see Arseneev [1], Horst and Hunze [17] for weak solutions, Ukai and Okabe [26],
Pfaffelmoser [22], Bardos and Degond [2], Schaeffer [25], Lions and Perthame [20] for
strong solutions.
For applications (vacuum diodes, tube discharges, satellite ionization, thrusters,
etc.) the boundary conditions need to be considered [3], [16]. The stationary problems
were studied by Greengard and Raviart [15], Poupaud [23]. Results for the time periodic
case can be found in [4], [6].
Our main result is the following
Theorem 1.1 Assume that Ω is a bounded open set of R3 with smooth boundary,
strictly star-shaped. Let g = g(t, x, p) be a T periodic non negative bounded function
on R × Σ− and h = h(x) be a tangential field on ∂Ω verifying
M− =
∫ T
0
∫
Σ−
|(v(p) · n(x))| g(t, x, p) dpdσdt < +∞
K− =
∫ T
0
∫
Σ−
|(v(p) · n(x))| E(p)g(t, x, p) dpdσdt < +∞
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H =
∫
∂Ω
|h(x)|2 dσ < +∞.
Then there is a weak T periodic solution (f, E,B) for the Vlasov-Maxwell problem (3),
(4), (5), (6), (7), with traces γ±f on R × Σ±, tangential traces (n ∧ E, n ∧ B) and
normal traces (n · E, n · B) on R × ∂Ω satisfying
∫ T
0
∫
Σ±
|(v(p) · n(x))|γ±f dpdσdt =
∫ T
0
∫
Σ−
|(v(p) · n(x))|g dpdσdt = M− (10)
∫ T
0
∫
Ω
∫
R3
E(p)f(t, x, p) dpdxdt+
ε0
2
∫ T
0
∫
Ω
(|E|2 + c2|B|2) dxdt ≤ C1
∫ T
0
∫
Σ
|(v(p) · n(x))| E(p)γf(t, x, p) dpdσdt ≤ C1
ε0
2
∫ T
0
∫
∂Ω
(|n ∧ E|2 + c2|n ∧B|2) dσdt+
ε0
2
∫ T
0
∫
∂Ω
(n · E)2 + c2(n · B)2 dσdt ≤ C1
for some constant C1 depending on Ω, T,H, ‖g‖L∞(R×Σ−),M
−, K−.
We also study the Vlasov-Maxwell problem with perfect conducting boundary condi-
tions
n ∧E = 0, n · B = 0, (t, x) ∈ R × ∂Ω. (11)
The second perfect conducting boundary condition in (11) is a consequence of the first
perfect conducting boundary condition in (11) and the time periodicity. Indeed, as
before, replacing ∂t by α + ∂t leads to
αB + ∂tB + curlxE = 0, (t, x) ∈ R × Ω.
Multiplying by ∇xϕ, where ϕ ∈ C
1(Ω) and taking into account that divxB = 0, n∧E =
0 yield after integration by parts
α
∫
∂Ω
(n(x) · B(t, x))ϕ dσ +
d
dt
∫
∂Ω
(n(x) · B(t, x))ϕ dσ = 0.
Therefore, since t→
∫
∂Ω
(n(x)·B(t, x))ϕ dσ is T periodic, one gets
∫
∂Ω
(n(x)·B(t, x))ϕ(x) dσ =
0, t ∈ R, for any ϕ ∈ C1(Ω), saying that n ·B = 0 on R × ∂Ω. As said before, we per-
form our computations only for α = 0, assuming that the perfect conducting boundary
condition n ·B = 0 holds true. We establish the existence result
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Theorem 1.2 Assume that Ω is a bounded open set of R3 with smooth boundary,
strictly star-shaped. Let g = g(t, x, p) be a T periodic non negative bounded function
on R × Σ− verifying
M− =
∫ T
0
∫
Σ−
|(v(p) · n(x))| g(t, x, p) dpdσdt < +∞
K− =
∫ T
0
∫
Σ−
|(v(p) · n(x))| E(p)g(t, x, p) dpdσdt < +∞.
Then there is a weak T periodic solution (f, E,B) for the Vlasov-Maxwell problem (3),
(4), (5), (6), (11) satisfying
∫ T
0
∫
Σ±
|(v(p) · n(x))|γ±f dpdσdt =
∫ T
0
∫
Σ−
|(v(p) · n(x))|g dpdσdt = M−
∫ T
0
∫
Ω
∫
R3
E(p)f(t, x, p) dpdxdt+
ε0
2
∫ T
0
∫
Ω
(|E|2 + c2|B|2) dxdt ≤ C2
∫ T
0
∫
Σ
|(v(p) · n(x))| E(p)γf(t, x, p) dpdσdt ≤ C2
ε0
2
∫ T
0
∫
∂Ω
(c2|n ∧ B|2 + (n · E)2) dσdt ≤ C2
for some constant C2 depending on Ω, T, ‖g‖L∞(R×Σ−),M
−, K−.
Our paper is organized as follows. We start by constructing T periodic solutions
(fε, Eε, Bε) for the Vlasov-Maxwell system with the boundary condition (4) replaced
by
f(t, x, p) = εg(t, x, p) + (1 − ε)f(t, x, R(x)p), (t, x, p) ∈ R × Σ− (12)
where ε ∈]0, 1] is a small parameter and g is a T periodic bounded non negative function
on R×Σ− such that M−(g) < +∞, K−(g) < +∞. The existence of such solutions has
been established in [6], pp. 660. The key point here is that the boundary condition
(12) is of the form
f(t, x, p) = g̃(t, x, p) + af(t, x, R(x)p), (t, x, p) ∈ R × Σ−
where 0 ≤ a < 1. Section 2 is devoted to uniform estimates with respect to the small
parameter ε. In the last section we appeal to compactness arguments, in order to con-
struct T periodic weak solutions for the Vlasov-Maxwell system with specular boundary
condition for particles and Silver-Müler or perfect conducting boundary condition for
the electro-magnetic field.
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2 A priori estimates
In this section we establish uniform estimates with respect to ε ∈]0, 1] for the peri-
odic solutions (fε, Eε, Bε)ε>0 of (3), (12), (5), (6), (7). We perform these computations
only for smooth solutions, compactly supported in momentum. The general case fol-
lows by standard arguments using regularization and weak stability, see [6]. We skip
these details. We appeal to the conservation of the mass, momentum and total energy.
We need the following easy lemma.
Lemma 2.1 Let f = f(x, p), g = g(x, p), (x, p) ∈ Σ be non negative functions satisfy-
ing
f(x, p) = εg(x, p) + (1 − ε)f(x,R(x)p), (x, p) ∈ Σ−.
We assume that F = F (x, |p|) is a non negative function such that
∫
∂Ω
∫
R3
|(v(p) · n(x))|F (x, |p|)f(x, p) dpdσ < +∞
∫
∂Ω
∫
R3
(v(p) · n(x))− F (x, |p|)g(x, p) dpdσ < +∞.
Then for a.a. x ∈ ∂Ω we have
∫
R3
(v(p) · n(x))F (x, |p|)f(x, p) dp = ε
∫
R3
(v(p) · n(x))+ F (x, |p|)f(x, p) dp
− ε
∫
R3
(v(p) · n(x))− F (x, |p|)g(x, p) dp
where (·)± stands for the positive/negative part.
Proof. Pick any function ϕ ∈ C(∂Ω) and observe that
∫
∂Ω
∫
R3
(v · n)ϕFf dpdσ =
∫
∂Ω
∫
R3
(v(p) · n(x))+ ϕ(x)F (x, |p|)f dpdσ
−
∫
∂Ω
∫
R3
(v(p) · n(x))− ϕ(x)F (x, |p|)f dpdσ
=
∫
∂Ω
∫
R3
(v(p) · n(x))+ ϕ(x)F (x, |p|)f dpdσ
− ε
∫
∂Ω
∫
R3
(v(p) · n(x))− ϕ(x)F (x, |p|)g dpdσ
− (1 − ε)
∫
∂Ω
∫
R3
(v(p) · n(x))− ϕFf(x,R(x)p) dpdσ.(13)
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Notice that we have |R(x)p| = |p|, (v(p) · n(x)) = −(v(R(x)p) · n(x)) implying that
(v(p) · n(x))− = (v(R(x)p) · n(x))+.
Performing the change of variable q = R(x)p yields the equality
∫
∂Ω
∫
R3
(v(p) · n(x))− ϕ(x)F (x, |p|)f(x,R(x)p) dpdσ
=
∫
∂Ω
∫
R3
(v(q) · n(x))+ ϕ(x)F (x, |q|)f(x, q) dqdσ. (14)
Combining (13), (14) implies
∫
∂Ω
∫
R3
(v · n)ϕFf dpdσ = ε
∫
∂Ω
∫
R3
(v(p) · n(x))+ ϕ(x)F (x, |p|)f(x, p) dpdσ
− ε
∫
∂Ω
∫
R3
(v(p) · n(x))− ϕ(x)F (x, |p|)g(x, p) dpdσ (15)
and therefore one gets for a.a. x ∈ ∂Ω
∫
R3
(v(p) · n(x))F (x, |p|)f(x, p) dp = ε
∫
R3
(v(p) · n(x))+ F (x, |p|)f(x, p) dp
− ε
∫
R3
(v(p) · n(x))− F (x, |p|)g(x, p) dp. (16)
The first uniform estimate comes by the mass conservation.
Proposition 2.1 For any ε ∈]0, 1], the T periodic particle density fε satisfies
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))± fε(t, x, p) dpdσdt = M
−.
Proof. Integrating the Vlasov equation (3) on [0, T ] × Ω × R3 yields
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))fε(t, x, p) dpdσdt = 0.
Applying Lemma 2.1 with F = 1 implies
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))fε(t, x, p) dpdσdt = ε
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))+ fε(t, x, p) dpdσdt
− ε
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))− g(t, x, p) dpdσdt.
We deduce that
∫ T
0
∫
∂Ω
∫
R3
(v(p)·n(x))+ fε(t, x, p) dpdσdt =
∫ T
0
∫
∂Ω
∫
R3
(v(p)·n(x))− g(t, x, p) dpdσdt = M
−.
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Using the boundary condition (12) we obtain also
∫ T
0
∫
∂Ω
∫
R3
(v · n)− fε dpdσdt =
∫ T
0
∫
∂Ω
∫
R3
(v · n)− (εg + (1 − ε)fε(t, x, R(x)p) dpdσdt
= εM− + (1 − ε)
∫ T
0
∫
∂Ω
∫
R3
(v(q) · n(x))+ fε(t, x, q) dqdσdt
= M−.
The second uniform estimate is obtained by the conservation of the total energy
W (t) =
1
2
∫
Ω
∫
R3
E(p)fε(t, x, p) dpdx+
ε0
2
∫
Ω
(|Eε(t, x)|
2 + c2|Bε(t, x)|
2) dx.
Since we intend to impose the Silver-Müler boundary condition (7) or the perfect
conducting boundary condition (11) we perform the total energy balance for solutions
satisfying the boundary condition
n ∧Eε + δc n ∧ (n ∧ Bε) = h(x), (t, x) ∈ R × ∂Ω. (17)
Thus, when analyzing the Vlasov-Maxwell problem with the Silver-Müler boundary
condition (7) we take δ = 1 and when studying the Vlasov-Maxwell problem with
perfect conducting boundary condition (11) we assume that h = 0 and let δ ց 0.
Proposition 2.2 For any ε ∈]0, 1] the T periodic solution (fε, Eε, Bε) satisfies
ε
∫ T
0
∫
∂Ω
∫
R3
(v · n)+ Efε dpdσdt+
ε0c
2δ
∫ T
0
∫
∂Ω
(|n ∧ Eε|
2 + δ2c2|n ∧Bε|
2) dσdt = εK− +
ε0c
2δ
TH.
In particular we have for any ε ∈]0, 1]
ε0c
2δ
∫ T
0
∫
∂Ω
(|n ∧ Eε|
2 + δ2c2|n ∧Bε|
2) dσdt ≤ K− +
ε0c
2δ
TH.
Proof. Multiplying (3) by E(p), (5) by (Eε(t, x), c
2Bε(t, x)) yields after integration
d
dt
∫
Ω
∫
R3
E(p)fε dpdx+
∫
∂Ω
∫
R3
(v(p) · n(x))E(p)fε dpdσ − q
∫
Ω
∫
R3
(v(p) · Eε)fε dpdx = 0
and
d
dt
1
2
∫
Ω
(|Eε|
2 + c2|Bε|
2) dx − c2
∫
∂Ω
(n(x) ∧ Bε) ·Eε dσ
= −
q
ε0
∫
Ω
∫
R3
(v(p) · Eε)fε dpdx.
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Putting together the balances for the kinetic and electro-magnetic energies implies
d
dt
∫
Ω
∫
R3
E(p)fε dpdx +
ε0
2
d
dt
∫
Ω
(|Eε|
2 + c2|Bε|
2) dx+
∫
∂Ω
∫
R3
(v · n)E(p)fε dpdσ
− c2ε0
∫
∂Ω
(n ∧Bε) · Eε dσ = 0.
After integration with respect to t ∈ [0, T ] one gets by time periodicity
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))E(p)fε dpdσdt− ε0c
2
∫ T
0
∫
∂Ω
(n ∧Bε) · Eε dσdt = 0 (18)
By the Silver-Müler boundary condition (17) we deduce
δc
∫ T
0
∫
∂Ω
(n ∧ Bε) ·Eε dσdt = δc
∫ T
0
∫
∂Ω
(n ∧ (n ∧Bε)) · (n ∧ Eε) dσdt (19)
=
1
2
∫ T
0
∫
∂Ω
(|h|2 − |n ∧Eε|
2 − δ2c2|n ∧ (n ∧ Bε)|
2) dσdt.
Using now Lemma 2.1 with the function F = E we obtain
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))Efε dpdσdt = ε
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))+ E(p)fε dpdσdt
− ε
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))−E(p)g dpdσdt. (20)
Finally combining (18), (19), (20) yields
ε
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))+ E(p)fε dpdσdt +
ε0c
2δ
∫ T
0
∫
∂Ω
(|n ∧ Eε|
2 + δ2c2|n ∧Bε|
2) dσdt
= ε
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))− E(p)g dpdσdt
+
ε0c
2δ
∫ T
0
∫
∂Ω
|h|2 dσdt
= εK− +
ε0c
2δ
TH (21)
saying that the tangential traces of the electro-magnetic field are uniformly bounded
in L2loc(R;L
2(∂Ω)3) with respect to ε ∈]0, 1].
We need also a uniform bound for the outgoing kinetic energy
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))+ E(p)fε dpdσdt.
Notice that, for the moment, the equality (21) gives only a bound in 1/ε (if δ > 0 is
kept fixed). Actually we will see that (21) provides a uniform bound for the outgoing
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kinetic energy, but this requires the orthogonal decomposition of the tangential field
h ∈ L2(∂Ω)3 into irrotational and rotational parts. These result is analogous to the
well-known orthogonal decompsition result for fields of L2(Ω)3 (see [10] pp. 22). For
the sake of the presentation we give here some details cf. [5]. We assume that Ω is
bounded and smooth (generally C1). For any function u ∈ C1(∂Ω) we denote by ∇τu
the tangential gradient of u. We also define curlτu := n ∧ ∇τu if u ∈ C
1(∂Ω). It is
easily seen that n · ∇τu = 0, n · curlτu = 0 and a direct computation shows that ∇τ
and curlτ are orthogonal in L
2(∂Ω)3
∫
∂Ω
∇τu · (n ∧ ∇τv) dσ = 0, u, v ∈ C
1(∂Ω).
Moreover, by density we have
∫
∂Ω
∇τϕ · (n ∧ ∇τψ) dσ = 0, ϕ, ψ ∈ H
1(∂Ω).
For the definition of Sobolev spaces on ∂Ω the reader can refer to [21]. We introduce the
notations : X = {u ∈ L2(∂Ω)
3
| n · u(x) = 0 a.e. x ∈ ∂Ω}, Y = {∇τ ϕ | ϕ ∈ H
1(∂Ω)},
Z = {n ∧ ∇τ ψ | ψ ∈ H
1(∂Ω)}.
Proposition 2.3 (cf. [5], Proposition A.5, pp. 487) Assume that ∂Ω is bounded,
simply connected and regular (C1). Then Y and Z are closed orthogonal subspaces of
X and we have the decomposition
X = Y + Z. (22)
By the previous result we deduce that there are h1, h2 ∈ H
1(∂Ω) such that
h = ∇τ h1 + n ∧∇τ h2.
Actually the functions h1, h2 are unique up to a constant. Without loss of generality
we assume that
∫
∂Ω
h1 dσ =
∫
∂Ω
h2 dσ = 0. By the orthogonality we have
∫
∂Ω
|h|2 dσ =
∫
∂Ω
|∇τ h1|
2 dσ+
∫
∂Ω
|n∧∇τ h2|
2 dσ =
∫
∂Ω
|∇τ h1|
2 dσ+
∫
∂Ω
|∇τ h2|
2 dσ
and by Poincaré inequality one gets
‖h1‖H1(∂Ω) + ‖h2‖H1(∂Ω) ≤ C(Ω)‖h‖L2(∂Ω) .
We recall now the divergence equations verified on the boundary R×∂Ω by T periodic
solutions of the Maxwell equations cf. [5]. We denote by ∇(t,τ) , div(t,τ) the gradient
and divergence operators on R × ∂Ω.
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Proposition 2.4 Assume that Ω is regular and consider (E,B) ∈ L2loc(R;L
2(Ω)
3
)2 a
T periodic weak solution for the Maxwell equations
∂tE − c
2curlxB = −
j(t, x)
ε0
, ∂tB + curlxE = 0, divxE =
ρ(t, x)
ε0
, divxB = 0 (23)
with tangential and normal traces (n ∧ E, n ∧ B) ∈ L2loc(R;L
2(∂Ω)
3
)2, respectively
((n ·E), (n ·B)) ∈ L2loc(R;L
2(∂Ω))2. We assume also that the charge density ρ belongs
to L1loc(R;L
1(Ω)), the current density belongs to L1loc(R;L
1(Ω)
3
) and that the continuity
equation ∂tρ+ divxj = 0 holds true in D
′
per(R × Ω)
∫ T
0
∫
Ω
ρ∂tϕ dxdt+
∫ T
0
∫
Ω
j ·∇xϕ dxdt =
∫ T
0
∫
∂Ω
(n·j)ϕ dσdt, ∀ϕ ∈ C1(R×Ω), T periodic
for some function (n · j) ∈ L1loc(R;L
1(∂Ω)). Then the traces of the electro-magnetic
field verify the following divergence equations in D′per(R × ∂Ω)
div(t,τ) ((n · E), c
2(n ∧ B)) = −
(n · j)
ε0
, div(t,τ) ((n · B),−(n ∧E)) = 0
i.e.,
−
∫ T
0
∫
∂Ω
(n · E)∂tψ dσdt− c
2
∫ T
0
∫
∂Ω
(n ∧ B) · ∇τψ dσdt = −
1
ε0
∫ T
0
∫
∂Ω
(n · j)ψ dσdt
and
−
∫ T
0
∫
∂Ω
(n ·B)∂tψ dσdt+
∫ T
0
∫
∂Ω
(n ∧E) · ∇τψ dσdt = 0,
for all function ψ ∈ C1(R × ∂Ω), T periodic.
Proof. Consider the test function η(t)∇xϕ, where η ∈ C
1(R) is T periodic and
ϕ ∈ C1(Ω). By using the first equation of (23) with this test function, we deduce
−
∫ T
0
∫
Ω
η′(t)E(t, x)·∇xϕ dxdt−c
2
∫ T
0
∫
∂Ω
η(t)(n∧B)·∇xϕ dσdt = −
1
ε0
∫ T
0
∫
Ω
η(t)j·∇xϕ dxdt.
(24)
By using now the third equation of (23) with the test function −η′(t)ϕ(x) we deduce
that
−
∫ T
0
∫
∂Ω
η′(t)(n·E)ϕ(x) dσdt+
∫ T
0
∫
Ω
η′(t)E(t, x)·∇xϕ dxdt = −
1
ε0
∫ T
0
∫
Ω
ρ(t, x)η′(t)ϕ(x) dxdt.
(25)
By adding the equations (24), (25), by observing that (n ∧ B) · ∇xϕ = (n ∧ B) · ∇τϕ
and by using the continuity equation finally we obtain that
−
∫ T
0
∫
∂Ω
(n · E)∂tψ dσdt− c
2
∫ T
0
∫
∂Ω
(n ∧ B) · ∇τψ dσdt = −
1
ε0
∫ T
0
∫
∂Ω
(n · j)ψ dσdt,
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for all ψ(t, x) = η(t)ϕ(x). By density we deduce that the previous equality holds for
all test function ψ ∈ C1(R× ∂Ω), T periodic, or div(t,τ) ((n ·E), c
2(n∧B)) = − (n·j)
ε0
in
D′per(R × ∂Ω). In order to establish the second divergence equation on the boundary
we use the second equation of (23) with the test function η(t)∇xϕ which gives
−
∫ T
0
∫
Ω
η′(t)B(t, x) · ∇xϕ dxdt+
∫ T
0
∫
∂Ω
η(t)(n ∧ E) · ∇xϕ dσdt = 0.
By using also the fourth equation of (23) one gets finally :
−
∫ T
0
∫
∂Ω
(n ·B)∂tψ dσdt+
∫ T
0
∫
∂Ω
(n ∧E) · ∇τψ dσdt = 0,
or div(t,τ) ((n · B),−(n ∧ E)) = 0 in D
′
per(R × ∂Ω).
Based on the previous divergence equations satisfied by the electro-magnetic traces, we
derive the following representation for the electro-magnetic energy flux ε0c
2
∫ T
0
∫
∂Ω
(n ∧
Bε) · Eε dσdt
Lemma 2.2 For any ε ∈]0, 1] the T periodic solution (fε, Eε, Bε) satisfies
−
∫ T
0
∫
∂Ω
δc (n ∧ Bε) · Eε dσdt =
1
2
∫ T
0
∫
∂Ω
|n ∧Eε − n ∧ ∇τ h2|
2 dσdt
+
1
2
∫ T
0
∫
∂Ω
|δc n ∧ (n ∧ Bε) −∇τ h1|
2 dσdt
−
δ
ε0c
∫ T
0
∫
∂Ω
(n · jε)h2 dσdt (26)
where h = ∇τ h1 + n ∧ ∇τ h2 is the orthogonal decomposition of the tangential field
h ∈ L2(∂Ω)
3
into irrotational and rotational parts.
Proof. By the Silver-Müler boundary condition (17)
n ∧ Eε + δc n ∧ (n ∧ Bε) = h = ∇τ h1 + n ∧∇τ h2
we have
n ∧Eε − n ∧∇τ h2 = −(δc n ∧ (n ∧Bε) −∇τ h1)
13
and therefore we can write
−δc (n ∧ (n ∧ Bε)) · (n ∧Eε) = −(δc (n ∧ (n ∧ Bε)) −∇τ h1 + ∇τ h1)
· (n ∧ Eε − n ∧∇τ h2 + n ∧ ∇τ h2)
=
1
2
|n ∧Eε − n ∧ ∇τ h2|
2 +
1
2
|δc n ∧ (n ∧Bε) −∇τ h1|
2
− ∇τ h1 · (n ∧ ∇τ h2) − (n ∧ Eε − n ∧∇τ h2) · ∇τ h1
− (δc n ∧ (n ∧Bε) −∇τ h1) · (n ∧ ∇τ h2). (27)
We will transform the last three terms. By the orthogonality of ∇τ and n ∧ ∇τ we
have
∫
∂Ω
∇τ h1 · (n ∧ ∇τ h2) dσ = 0
∫
∂Ω
(n ∧ Eε − n ∧∇τ h2) · ∇τ h1 dσ =
∫
∂Ω
(n ∧Eε) · ∇τ h1 dσ
∫
∂Ω
(δc n ∧ (n ∧ Bε) −∇τ h1) · (n ∧ ∇τ h2) dσ =
∫
∂Ω
δc (n ∧ (n ∧ Bε)) · (n ∧ ∇τ h2) dσ
=
∫
∂Ω
δc (n ∧Bε) · ∇τ h2 dσ
implying that
−δc
∫ T
0
∫
∂Ω
(n ∧ Bε) · Eε dσdt =
1
2
∫ T
0
∫
∂Ω
|n ∧Eε − n ∧ ∇τ h2|
2 dσdt
+
1
2
∫ T
0
∫
∂Ω
|δc n ∧ (n ∧ Bε) −∇τ h1|
2 dσdt
−
∫ T
0
∫
∂Ω
(n ∧ Eε) · ∇τ h1 dσdt
− δc
∫ T
0
∫
∂Ω
(n ∧Bε) · ∇τ h2 dσdt. (28)
Applying now the divergence equations in the conclusion of Proposition 2.4 with the
test function h2(x), h1(x) yields
−c2
∫ T
0
∫
∂Ω
(n ∧ Bε) · ∇τ h2 dσdt = −
1
ε0
∫ T
0
∫
∂Ω
(n · jε)h2 dσdt
and
∫ T
0
∫
∂Ω
(n ∧Eε) · ∇τ h1 dσdt = 0.
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Finally one gets by (28)
−δc
∫ T
0
∫
∂Ω
(n ∧ Bε) · Eε dσdt =
1
2
∫ T
0
∫
∂Ω
|n ∧Eε − n ∧ ∇τ h2|
2 dσdt
+
1
2
∫ T
0
∫
∂Ω
|δc n ∧ (n ∧ Bε) −∇τ h1|
2 dσdt
−
δ
ε0c
∫ T
0
∫
∂Ω
(n · jε)h2 dσdt.
We derive now a uniform estimate for the outgoing/incoming kinetic energy fluxes
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))± E(p)fε dpdσdt. This bound is a consequence of the total energy
balance in Proposition 2.2 and the representation formula in Lemma 2.2. First we
establish a uniform L∞ bound for (fε)ε.
Proposition 2.5 Assume that g ∈ L∞(R × Σ−) is non negative. Then we have for
any ε ∈]0, 1]
max{‖fε‖L∞(R×Ω×R3), ‖fε‖L∞(R×Σ±)} ≤ ‖g‖L∞(R×Σ−).
Proof. For any fixed α > 0, ε ∈]0, 1] and given electro-magnetic field (Eε, Bε) the
solution of the Vlasov equation in (9) with the boundary condition (12) is obtained by
the iterative scheme



αf (0) + ∂tf
(0) + v(p) · ∇xf
(0) + q(Eε + v(p) ∧Bε) · ∇pf
(0) = 0, (t, x, p) ∈ R × Ω × R3
f (0)(t, x, p) = εg(t, x, p), (t, x, p) ∈ R × Σ−
and for any n ∈ N



αf (n+1) + ∂tf
(n+1) + v · ∇xf
(n+1) + q(Eε + v ∧ Bε) · ∇pf
(n+1) = 0, (t, x, p) ∈ R × Ω × R3
f (n+1)(t, x, p) = εg(t, x, p) + (1 − ε)f (n)(t, x, R(x)p), (t, x, p) ∈ R × Σ−.
Indeed, we have 0 ≤ f (0) ≤ f (1) on R × Σ− and thus, by comparison principle (which
holds true for time periodic solutions and any α > 0) one gets 0 ≤ f (0) ≤ f (1) on
R×Ω×R3 and on R×Σ+. Assuming that 0 ≤ f (n) ≤ f (n+1) on R×Ω×R3 and R×Σ+
we deduce that f (n+1) ≤ f (n+2) on R × Σ−, which implies by comparison principle
that f (n+1) ≤ f (n+2) on R × Ω × R3 and on R × Σ+. Finally we check easily that
the monotonous sequence (f (n))n converges to a T periodic solution fε,α of the Vlasov
equation in (9) satisfying the boundary condition
fε,α(t, x, p) = εg(t, x, p) + (1 − ε)fε,α(t, x, R(x)p), (t, x, p) ∈ R × Σ
−.
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Obviously we have
max{‖f (0)‖L∞(R×Ω×R3), ‖f
(0)‖L∞(R×Σ±)} ≤ ‖g‖L∞(R×Σ−).
Assuming that
max{‖f (n)‖L∞(R×Ω×R3), ‖f
(n)‖L∞(R×Σ±)} ≤ ‖g‖L∞(R×Σ−)
implies that ‖f (n+1)‖L∞(R×Σ−) ≤ ‖g‖L∞(R×Σ−) and therefore
max{‖f (n+1)‖L∞(R×Ω×R3), ‖f
(n+1)‖L∞(R×Σ+)} ≤ ‖g‖L∞(R×Σ−).
Passing to the limit with respect to n one gets
max{‖fε,α‖L∞(R×Ω×R3), ‖fε,α‖L∞(R×Σ±)} ≤ ‖g‖L∞(R×Σ−).
In order to pass to the limit for α ց 0 observe that if 0 < α ≤ β then fε,α ≥ fε,β
(actually this inequality holds true for any elements f
(n)
α , f
(n)
β in the iterative schemes
associated to the parameters α, β). Finally it is easily seen that for any ε ∈]0, 1] the
function fε = limαց0 fε,α solves the problem (3), (12) and satisfies
max{‖fε‖L∞(R×Ω×R3), ‖fε‖L∞(R×Σ±)} ≤ ‖g‖L∞(R×Σ−).
Proposition 2.6 There is a constant C depending on T , Ω, ‖h‖L2(∂Ω), ‖g‖L∞(R×Σ−),
M−, K− such that for any ε ∈]0, 1] the T periodic solution (fε, Eε, Bε) satisfies
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))± E(p)fε(t, x, p) dpdσdt ≤ C
ε0c
2δ
∫ T
0
∫
∂Ω
|n ∧Eε − n ∧ ∇τ h2|
2 + |δc (n ∧ (n ∧ Bε)) −∇τ h1|
2 dσdt ≤ Cε.
Proof. Combining (18), (20), (26) yields
ε
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))+ E(p)fε dpdσdt +
ε0c
2δ
∫ T
0
∫
∂Ω
|n ∧Eε − n ∧ ∇τ h2|
2 dσdt
+
ε0c
2δ
∫ T
0
∫
∂Ω
|δc (n ∧ (n ∧ Bε)) −∇τ h1|
2 dσdt
= ε
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))− E(p)g dpdσdt
+
∫ T
0
∫
∂Ω
(n · jε)h2 dσdt. (29)
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Using now Lemma 2.1 with F = 1 implies
n(x) · jε(t, x) =
∫
R3
(v(p) · n(x))fε dp = ε
∫
R3
(v(p) · n(x))+ fε dp
− ε
∫
R3
(v(p) · n(x))− g dp (30)
and therefore
∫ T
0
∫
∂Ω
(n · jε)h2 dσdt = ε
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))+ h2fε dpdσdt
− ε
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))− h2g dpdσdt. (31)
Putting together (29), (31) one gets
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))+ E(p)fε dpdσdt +
ε0c
2εδ
∫ T
0
∫
∂Ω
|n ∧Eε − n ∧ ∇τ h2|
2 dσdt
+
ε0c
2εδ
∫ T
0
∫
∂Ω
|δc (n ∧ (n ∧ Bε)) −∇τ h1|
2 dσdt
=
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))− (E(p) − h2(x))g dpdσdt
+
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))+ h2fε dpdσdt. (32)
We estimate now
∫ T
0
∫
∂Ω
∫
R3
(v(p)·n(x))+ h2fε dpdσdt and
∫ T
0
∫
∂Ω
∫
R3
(v(p)·n(x))− h2g dpdσdt
by using Sobolev and interpolation inequalities. Since (fε)0<ε≤1 is uniformly bounded
we have for a.a. (t, x) ∈ [0, T ] × ∂Ω
∫
R3
(v(p) · n(x))+ fε dp =
∫
R3
(v(p) · n(x))+ fε1{|p|<R} dp
+
∫
R3
(v(p) · n(x))+ fε1{|p|≥R} dp
≤ CR4‖g‖L∞ +
1
CR
∫
R3
(v(p) · n(x))+ (1 + E(p))fε dp.
By taking the optimal value for R one gets
∫
R3
(v(p) · n(x))+ fε dp ≤ C‖g‖
1/5
L∞
(
∫
R3
(v(p) · n(x))+ (1 + E(p))fε dp
)4/5
implying that
∥
∥
∥
∥
∫
R3
(v · n)+ fε(·, ·, p) dp
∥
∥
∥
∥
L
5
4 (]0,T [×∂Ω)
≤C‖g‖
1/5
L∞
(
∫ T
0
∫
∂Ω
∫
R3
(v · n)+ (1 + E)fε dpdσdt
)4/5
≤C‖g‖
1/5
L∞
(
∫ T
0
∫
∂Ω
∫
R3
(v · n)+ Efε dpdσdt+M
−
)4/5
.(33)
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Notice that in the last inequality we have used Proposition 2.1. Similarly one gets
∥
∥
∥
∥
∫
R3
(v · n)− g(·, ·, p) dp
∥
∥
∥
∥
L
5
4 (]0,T [×∂Ω)
≤C‖g‖
1/5
L∞
(
∫ T
0
∫
∂Ω
∫
R3
(v · n)− (1 + E)g dpdσdt
)4/5
≤C‖g‖
1/5
L∞(M
− +K−)4/5. (34)
Using now the Sobolev inclusion H1(∂Ω) → L5(∂Ω) and the Hölder inequality we
obtain
∣
∣
∣
∣
∫ T
0
∫
∂Ω
∫
R3
(v · n)+ h2fε dpdσdt
∣
∣
∣
∣
≤ ‖h2‖L5(]0,T [×∂Ω)
∥
∥
∥
∥
∫
R3
(v · n)+ fε dp
∥
∥
∥
∥
L
5
4 (]0,T [×∂Ω)
≤ C(Ω, T )‖h2‖H1(∂Ω)
∥
∥
∥
∥
∫
R3
(v · n)+ fε dp
∥
∥
∥
∥
L
5
4 (]0,T [×∂Ω)
≤ C(Ω, T )‖h‖L2(∂Ω)‖g‖
1/5
L∞
×
(
M− +
∫ T
0
∫
∂Ω
∫
R3
(v · n)+ E(p)fε dpdσdt
)4/5
.(35)
In the same manner we have
∣
∣
∣
∣
∫ T
0
∫
∂Ω
∫
R3
(v · n)− h2g dpdσdt
∣
∣
∣
∣
≤ C(Ω, T )‖h‖L2(∂Ω)‖g‖
1/5
L∞(M
− +K−)4/5. (36)
Combining (32), (35), (36) clearly gives a uniform bound for the outgoing kinetic
energies
sup
0<ε≤1
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))+ E(p)fε dpdσdt ≤ C(Ω, T, ‖h‖L2 , ‖g‖L∞,M
−, K−).
Using now the boundary condition fε = εg + (1 − ε)fε(t, x, R(x)p), (t, x, p) ∈ R × Σ
−
also gives a uniform bound for the incoming kinetic energies on R × Σ−. Notice also
that (32) implies
ε0c
2δ
∫ T
0
∫
∂Ω
|n ∧Eε − n ∧ ∇τ h2|
2 + |δc n ∧ (n ∧ Bε) −∇τ h1|
2 dσdt ≤ Cε, 0 < ε ≤ 1.
Once we have estimated the tangential traces of the electro-magnetic field, cf. Proposi-
tion 2.2 and the kinetic energy flux, cf. Proposition 2.6 it is possible to obtain uniform
bounds for the total kinetic and electro-magnetic energy by appealing to the multiplier
method [4], [5]. Using the momentum conservation yields
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Proposition 2.7 Assume that Ω is bounded and strictly star-shaped. Then for any
ε ∈]0, 1] we have
∫ T
0
∫
Ω
∫
R3
Efε dpdxdt +
ε0
2
∫ T
0
∫
Ω
(|Eε|
2 + c2|Bε|
2) dxdt+
ε0
2
∫ T
0
∫
∂Ω
(n · Eε)
2 + c2(n ·Bε)
2 dσdt
≤ C(Ω)
{
∫ T
0
∫
∂Ω
∫
R3
|(v(p) · n(x))| |p|fε dpdσdt+
ε0
2
∫ T
0
∫
∂Ω
|n ∧ Eε|
2 + c2|n ∧Bε|
2 dσdt
}
.
(37)
Moreover, if δ = 1, then there is a constant C depending on Ω, T, ‖h‖L2, ‖g‖L∞,
M−, K− such that
∫ T
0
∫
Ω
∫
R3
E(p)fε dpdxdt +
ε0
2
∫ T
0
∫
Ω
(|Eε|
2 + c2|Bε|
2) dxdt ≤ C (38)
ε0
2
∫ T
0
∫
∂Ω
(n · Eε)
2 + c2(n · Bε)
2 dσdt ≤ C. (39)
Proof. Without loss of generality we assume that ∂Ω is strictly star-shaped with
respect to the origin 0 ∈ Ω
∃ r > 0 : r ≤ (x · n(x)), x ∈ ∂Ω.
We consider R > 0 such that Ω ⊂ B(0, R). The momentum conservation reads
∂t
∫
R3
pfε dp + divx
∫
R3
p⊗ v(p)fε dp− (ρεEε + jε ∧Bε) = 0 (40)
and direct computations with the Maxwell equations yield
ρεEε + jε ∧Bε = ε0(EεdivxEε −Eε ∧ curlxEε) + ε0c
2(BεdivxBε −Bε ∧ curlxBε)
− ε0∂t(Eε ∧ Bε). (41)
Using the identity
uidivxu− (u ∧ curlxu)i =
3
∑
j=1
∂
∂xj
(uiuj) −
1
2
∂
∂xi
|u|2, 1 ≤ i ≤ 3
and the decomposition
(Eε, Bε) = ((n · Eε)n− n ∧ (n ∧Eε), (n · Bε)n− n ∧ (n ∧ Bε))
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one gets after integration by parts
∫ T
0
∫
Ω
(ρεEε + jε ∧ Bε) · x = −ε0
∫ T
0
∫
∂Ω
{(n · Eε)(n ∧ (n ∧ Eε)) + c
2(n · Bε)(n ∧ (n ∧ Bε))} · x
+
ε0
2
∫ T
0
∫
∂Ω
{(n ·Eε)
2 + c2(n ·Bε)
2}(n · x) dσdt−
ε0
2
∫ T
0
∫
∂Ω
{|n ∧Eε|
2 + c2|n ∧ Bε|
2}(n · x) dσdt
+
ε0
2
∫ T
0
∫
Ω
{|Eε|
2 + c2|Bε|
2} dxdt. (42)
Multiplying the momentum conservation (40) by x and integrating over [0, T ] × Ω we
obtain
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))(p · x)fε dpdσdt =
∫ T
0
∫
Ω
∫
R3
(v(p) · p)fε dpdxdt
+
∫ T
0
∫
Ω
(ρεEε + jε ∧ Bε) · x dxdt (43)
Combining (42), (43) and observing that E(p) ≤ (v(p) · p) yields
∫ T
0
∫
Ω
∫
R3
E(p)fε dpdxdt+
ε0
2
∫ T
0
∫
Ω
|Eε|
2 + c2|Bε|
2 dxdt +
rε0
2
∫ T
0
∫
∂Ω
(n · Eε)
2 + c2(n · Bε)
2 dσdt
≤ R
∫ T
0
∫
Σ
|(v(p) · n(x))| |p|fε dpdσdt+
Rε0
2
∫ T
0
∫
∂Ω
{|n ∧Eε|
2 + c2|n ∧ Bε|
2} dσdt
+ Rε0
∫ T
0
∫
∂Ω
{|(n ·Eε)| · |n ∧ Eε| + c
2|(n · Bε)| · |n ∧ Bε|} dσdt. (44)
We obtain (37) by writing
ε0
∫ T
0
∫
∂Ω
|(n · Eε)| |n ∧ Eε| dσdt ≤
µε0
2
∫ T
0
∫
∂Ω
(n ·Eε)
2 dσdt+
ε0
2µ
∫ T
0
∫
∂Ω
|n ∧ Eε|
2 dσdt
ε0
∫ T
0
∫
∂Ω
c2 |(n·Bε)| |n∧Bε| dσdt ≤
µε0
2
∫ T
0
∫
∂Ω
c2 (n·Bε)
2 dσdt+
ε0
2µ
∫ T
0
∫
∂Ω
c2 |n∧Bε|
2 dσdt
with µ > 0 small enough. The estimates (38), (39) follow easily since by Propositions
2.1, 2.6 we have
∫ T
0
∫
∂Ω
∫
R3
|(v(p)·n(x))| |p|fε dpdσdt ≤ C
∫ T
0
∫
∂Ω
∫
R3
|(v(p)·n(x))|(1+E(p))fε dpdσdt ≤ C
and by Proposition 2.2 we know that
ε0c
2
∫ T
0
∫
∂Ω
|n ∧Eε|
2 + c2|n ∧Bε|
2 dσdt ≤ K− +
ε0c
2
TH.
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3 Existence results
We are ready now to prove the existence of T periodic weak solutions for the
Vlasov-Maxwell problem (3), (4), (5), (6), (7): it is a straightforward consequence of
the uniform estimates for T periodic solutions (fε, Eε, Bε)0<ε≤1 with δ = 1.
Proof. (of Theorem 1.1) The arguments are standard and are left to the reader. We
construct our T periodic solution by taking a weak limit point of (fε, Eε, Bε)0<ε≤1. We
only justify that the limit solution satisfies the specular boundary condition (4) and the
mass constraints (10). Take (εk)k a sequence of positive numbers converging towards
0 such that
fεk ⇀ f weakly ⋆ in L
∞(R × Ω × R3)
(Eεk , Bεk) ⇀ (E,B) weakly in L
2
loc(R;L
2(Ω)6)
(n ∧Eεk , n ∧ Bεk) ⇀ (n ∧ E, n ∧B) weakly in L
2
loc(R;L
2(∂Ω)6)
(n ·Eεk , n ·Bεk) ⇀ (n · E, n · B) weakly in L
2
loc(R;L
2(∂Ω)2).
Here n∧ is the tangential trace and n · is the normal trace over ∂Ω. For any T periodic
function θ ∈ C1(R×Ω×R3) satisfying θ(t, x, p) = θ(t, x, R(x)p), (t, x, p) ∈ R×Σ+ we
have
∫ T
0
∫
Ω
∫
R3
(∂tθ + v · ∇xθ + q(Eεk + v ∧ Bεk) · ∇pθ)fεk dpdxdt =
∫ T
0
∫
∂Ω
∫
R3
(v · n)θfεk dpdσdt.(45)
But as in the proof of Lemma 2.1 we can write
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))θfεk dpdσdt = εk
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))+ θfεk dpdσdt
− εk
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))− θg dpdσdt
and therefore
lim
k→+∞
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))θfεk dpdσdt = 0.
We intend to pass to the limit for k → +∞ in (45). As usual we use the compactness
average result of DiPerna and Lions [9] (which adapts easily in the time periodic case
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and for bounded domains) in order to treat the non linear terms fεk(Eεk +v∧Bεk)·∇pθ.
Finally one gets
∫ T
0
∫
Ω
∫
R3
(∂tθ + v(p) · ∇xθ + q(E + v(p) ∧B) · ∇pθ)f dpdxdt = 0
for any T periodic function θ ∈ C1(R × Ω × R3) satisfying θ(t, x, p) = θ(t, x, R(x)p),
(t, x, p) ∈ R × Σ+. We have by Propositions 2.1, 2.6
∫ T
0
∫
Σ±
|(v(p) · n(x))|γ±fεk dpdσdt = M
−
and
sup
k∈N
∫ T
0
∫
Σ±
|(v(p) · n(x))|E(p)γ±fεk dpdσdt < +∞.
After extraction eventually, we can assume that
γ±fεk ⇀ γ
±f weakly ⋆ in L∞(R × Σ±)
and we obtain easily that
∫ T
0
∫
Σ±
|(v(p) · n(x))|γ±f dpdσdt = M−.
Corollary 3.1 Under the hypotheses of Theorem 1.1 (with δ = 1), the tangential traces
of the electro-magnetic field (E,B) satisfies
n ∧E = n ∧∇τ h2, c n ∧ (n ∧B) = ∇τ h1
where h = ∇τ h1 + n ∧∇τ h2,
Proof. With the notations in the proof of Theorem 1.1 we know by Proposition 2.6
that
sup
k∈N
1
εk
∫ T
0
∫
∂Ω
|n ∧Eεk − n ∧ ∇τ h2|
2 + |c n ∧ (n ∧Bεk) −∇τ h1|
2 dσdt < +∞
which implies that
lim
k→+∞
(n ∧Eεk , c n ∧ (n ∧Bεk)) = (n ∧∇τ h2,∇τ h1) strongly in L
2
loc(R;L
2(∂Ω)
6
).
Therefore we have (n ∧E, c n ∧ (n ∧B)) = (n ∧∇τ h2,∇τ h1).
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We investigate now the Vlasov-Maxwell problem (3), (4), (5), (6) with the perfect
conducting boundary condition (11). In order to construct T periodic solutions for this
problem we replace (4) by (12) and (11) by (17) with δ = ε ∈]0, 1] and h = 0
n ∧E + εc n ∧ (n ∧ B) = 0, (t, x) ∈ R × ∂Ω. (46)
Proof. (of Theorem 1.2) For any ε ∈]0, 1] we denote by (fε, Eε, Bε) a T periodic weak
solution for (3), (12), (5), (6), (46). By Proposition 2.1 we know that
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))± fε(t, x, p) dpdσdt = M
−, ε ∈]0, 1]. (47)
Notice also that by Proposition 2.2 we have
ε
∫ T
0
∫
∂Ω
∫
R3
(v(p)·n(x))+ E(p)fε dpdσdt+
ε0c
2ε
∫ T
0
∫
∂Ω
|n∧Eε|
2+ε2c2|n∧Bε|
2 dσdt = εK−
implying that
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))+ E(p)fε dpdσdt ≤ K
− (48)
and
ε0c
2
∫ T
0
∫
∂Ω
|n ∧ Eε|
2 + ε2c2|n ∧ Bε|
2 dσdt ≤ ε2K−. (49)
From the above inequality we deduce that (n∧Eε)ε converges towards 0 in L
2
loc(R;L
2(∂Ω)3).
Combining (12) and (48) yields for any ε ∈]0, 1]
∫ T
0
∫
∂Ω
∫
R3
(v · n)− Efε dpdσdt =
∫ T
0
∫
∂Ω
∫
R3
(v · n)− E(εg + (1 − ε)fε(t, x, R(x)p)) dpdσdt
≤ ε
∫ T
0
∫
∂Ω
∫
R3
(v · n)− E(p)g dpdσdt+ (1 − ε)K
−
= K−. (50)
At this stage let us mention that (38), (39) still hold true uniformly with respect to
ε ∈]0, 1]. Indeed, this is a direct consequence of (37) (which is valid for any δ = ε ∈]0, 1])
since we already know that
∫ T
0
∫
∂Ω
∫
R3
((v(p) · n(x)))±|p|fε dpdσdt ≤ C
∫ T
0
∫
∂Ω
∫
R3
(v(p) · n(x))± (1 + E(p))fε dpdσdt
≤ C(M− +K−)
and
ε0c
2
∫ T
0
∫
∂Ω
|n ∧Eε|
2 + c2|n ∧Bε|
2 dσdt ≤ 2K−.
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Therefore we obtain uniform bounds for the total energy and the normal traces of the
electro-magnetic field. From now on the arguments are similar to those in the proof of
Theorem 1.1. Taking (εk)k a sequence of positive numbers converging towards 0 such
that
fεk ⇀ f weakly ⋆ in L
∞(R × Ω × R3)
(Eεk , Bεk) ⇀ (E,B) weakly in L
2
loc(R;L
2(Ω)6)
(n ∧Eεk , n ∧ Bεk) ⇀ (n ∧ E, n ∧B) weakly in L
2
loc(R;L
2(∂Ω)6)
(n ·Eεk , n ·Bεk) ⇀ (n · E, n · B) weakly in L
2
loc(R;L
2(∂Ω)2).
it is easily seen that (f, E,B) is a T periodic weak solution of (3), (4), (5), (6). Notice
also that by (49) we have limk→+∞ n ∧ Eεk = 0 strongly in L
2
loc(R;L
2(∂Ω)3), saying
that the electric field E satisfies the perfect conducting boundary condition n∧E = 0
on R × ∂Ω.
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