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Abstract
Submerged aquatic vegetation (SAV) plays a significant role in many aquatic systems, and
impacts both physical and ecological quantities. It can baffle currents, attenuate waves, recycle nitrogen
and phosphorus from the sediment bed, perform ecosystem function as a primary producer, and provide
critical habitat for many aquatic species. Conversely, the invasive SAV, Egeria densa (Brazilian
waterweed), in the San Francisco Bay & Delta has been a nuisance since its introduction into the system
in the 1960s. It has displaced most of the native submersed aquatic plant species in the Delta and
restructured the ecosystem, thus threatening the survival of several endangered native fishes such as Delta
Smelt. Its impacts on the ecological system remain largely unknown and the need for assessment is
growing.
This multi-interdisciplinary study, incorporating biogeochemistry, hydrodynamics, and numerical
computing and field survey data, accomplishes two main goals. The first goal is to develop a new SAV
model imbedded into the unstructured-grid SCHISM-ICM framework. In addition to the advantages of
directly simulating the SAV impact on hydrodynamics using high-resolution unstructured grids, this new
SAV model can also simulate the competition between SAV and phytoplankton for light and nutrient
supplies. The second goal is to apply the new model to Cache Slough Complex, Sacramento-San Joaquin
Delta, to estimate the impact on the water quality from intervening SAV removal. Removal of SAV is
already being studied in Little Hastings Tract and this study can serve to develop hypotheses for
monitoring and ultimately guidance for managing SAV removal in the Bay-Delta region.
We benchmark the new SAV model with the tests on the SAV biomass, growth and impacts on
light supply and nutrient budget in the water column and sediment bed, respectively. Starting from a
uniform biomass distribution, we simulate the evolution of biomass over seasonal scales and validate the
calculated distribution with the observed distribution. The model is able to successfully simulate the SAV
die-off process in areas where it is known to be unable to colonize.
By applying the fully coupled SCHISM-ICM-SAV model in the Cache Slough Complex area, the
changes of the water quality state variables due to SAV are estimated over spatial and seasonal scales.
Generally, SAV increases the accumulation of phytoplankton by locally reducing flushing and thus
increasing the residence time, but in the meantime, reduces its local growth rate due to light shading and
nutrient competition. A combination of direct impact from SAV and indirect impact through changed
phytoplankton results in changes in other water quality variables: dissolved oxygen and nutrients. SAV
tends to increase oxygen and organic nutrients while decreasing inorganic nutrients. For this system, the
feedback loop from SAV to the hydrodynamics plays the most important role in the water quality
variables among all feedback loops.

xi

Impact of Submerged Aquatic Vegetation on Water Quality in Cache Slough Complex,
Sacramento-San Joaquin Delta: A Numerical Modeling Study

Chapter 1 Introduction
1.1. Background
1.1.1 SAV Effects on the Aquatic System
SAV (submerged aquatic vegetation) is a term used to describe rooted vascular plants that grow
completely under the water surface (Thayer and Fonseca, 1984). It is defined as any combination of
seagrasses, oligohaline grasses, attached macroalgae and drift algae that cover 10 to 100 percent of a
substrate (Maglio and Hershorin, 2013). SAV has a large influence on physical and ecological
environments (Carpenter and Lodge, 1986). It can affect the basic physical parameters， such as light and
temperature, as the SAV canopy attenuates light exponentially with depth, making the temperature
gradient underneath 20 times greater than outside (Westlake, 1964; Owens et al., 1967; Dale and
Gillespie, 1977). More importantly, SAV affects the hydrodynamics in aquatic systems, including
changes in flow structure, wave attenuation, and additional turbulence production, and thus alters the
circulation pattern and sediment transport (Darby, 1999; Mendez and Losada, 2004). The magnitude of
wave orbital velocity is reduced throughout the depth (Tsujimoto and Kitamura, 1995). A reduction of
almost 40% of wave height was measured in emergent wetland plants in Lake Ontario, Canada (Tschirky
et al., 2001). Additional production and increase of three-dimensional coherent large eddies occur on the
top and lateral boundary of the emergent vegetation (Ikeda and Kanazawa, 1996; Tsujimoto and
Kitamura, 1995). As the established SAV beds slow down the water flow and decrease shear stress,
sedimentation and retention of the bed material are increased, which in turn decreases turbidity caused by
suspended sediments and increases water clarity (De Boer, 2007). SAV is documented to be one of the
important factors in turbidity decline; for example, 21-70% turbidity decline trend is attributed to the
SAV expansion in the Sacramento-San Joaquin Delta (Hestir et al., 2016). Because of the influence on
hydrodynamics, abundance of SAV tends to trap the sediments and thus modifies the river beds into
shallower environments (Yarrow et al., 2009).
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SAV beds, usually ranked among the most productive habitats in marine and estuarine
environments, act as “ecosystem engineer” (Latta et al., 2012; Moore, 2004). SAV can have a larger
oxygenate rate in water than phytoplankton and the rhizospheres (Pokorný and Rejmánková, 1983;
Oremland and Taylor, 1977). Also, SAV serves as a huge nutrient recycler in the water; for example, it
removes inorganic carbon, nitrogen and phosphorus through assimilation into organic matter and
precipitation as carbonate salts and pH-mediated P co-precipitation on the leaves, (Wetzel, 1960;
Dierberg et al., 2002). SAV-dominated lakes and rivers can have a mean total phosphorus mass removal
of 1.2 g/m2 per year (Knight et al., 2003). Furthermore, SAV, accounting for 4 to 93% of host macrophyte
productivity, provides habitat to a rich array of microbes, algae and fishes, and plays an important role in
biotic interaction in the ecosystem (Allanson, 1973; Howard-Williams and Allanson, 1981). On the other
hand, it is also a nuisance species that clogs the waterways in the Sacramento-San Joaquin Delta, as we
will discuss in Section 1.1.3.

1.1.2 San Francisco Bay and Delta
The system of interest in this study is the San Francisco Bay and Delta (‘Bay-Delta’ hereafter).
San Francisco Bay is located at northern California coast and is the second largest estuary in the US west
coast, while the Sacramento-San Joaquin Delta (‘Delta’ hereafter) is a web of channels and reclaimed
islands by the confluence of the Sacramento and San Joaquin Rivers, lying east of the Suisun Bay
(Nichols et al., 1986; Lund et al., 2007). The Bay-Delta system is a typical shallow and coastal plain
estuary (Nichols et al., 1986; Cloern, 1987). The central channel is 10-20 m while the subtidal shoals are
less than 3 m in depth (Nichols et al., 1986). It is dominated by semidiurnal tide and the tidal range of
nearly ~2m at the Golden Gate (http://tidesandcurrents.noaa.gov). The averaged maximum temperature
is 34.6℃, and the minimum temperature is 3.4℃(Center, 2010).
The Delta contributes about 90 percent of the freshwater inflow into Suisun Bay that goes
through San Pablo Bay and San Francisco Bay to the Pacific (Smith, 1987). Annual discharge is
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characterized with a high winter runoff and low summer runoff (Jassby and Cloern, 2000). The annual
variability in the freshwater inflow plays an important role on the Bay-Delta system; for example,
doubling freshwater outflow from the Delta would move the salinity gradient about 8 km seaward (Latta
et al., 2012). The seasonal freshwater discharge from Delta mostly influences the northern reach, while
the south bay receives negligible amount of freshwater inflow and is controlled by tide and wind (Smith,
1987; Peterson et al., 1975). Due to the annual freshwater discharge, the northern reach exhibits a clear
gravitational circulation pattern, while the south bay is lagoon-like and generally well-mixed (Cloern,
1987; Latta et al., 2012). The northern reach generally has a turbidity maximum in summer, while the
south bay has substantially lower suspended particulate matter concentration (Conomos and Peterson,
1977). The seasonal riverine input of suspended sediments, with maxima during winter storms, is
composed of lithogenous materials (Conomos and Peterson, 1977). A large spatial gradient in turbidity
occurs in the Bay, with highest suspended particulate matter concentrations in the upper estuary, and
lowest at the estuary mouth (Cloern, 1987).
The Bay-Delta is commonly characterized as an estuary of exceptionally low productivity as
compared to many estuaries in the world (Boynton et al., 1982). Historically, the Bay-Delta is
characteristic of a high nutrient, low primary production -- phytoplankton growth is considered to be
limited primarily by light, and its biomass accumulation is controlled by grazing while also affected by
hydrodynamic entrapment and tidal stirring (Alpine and Cloern, 1992; Dugdale et al., 2007; Kimmerer,
2004; Cloern et al., 1985; Cloern, 1987). Over the past decades, the role of nutrients has been received
renewed attention, due to the increase of nutrient loading, the change in phytoplankton species and the
change in the food-web (Glibert, 2010; Glibert et al., 2011; Glibert et al., 2014). A major source of
nutrients to the Bay-Delta come from the sewage effluents from wastewater treatment plants (WWTP) on
the upper Sacramento River, with nitrogen (NH4+) discharges at the rate of 14 - 15 tons per day, and at the
concentration of more than 20 mg/L in the 2000s, compared to ~ 10 mg/L in the 1980s (Glibert, 2010;
Glibert et al., 2011). Approximately 90% of the total N in the northern Bay originates from this single
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point source under average flow conditions (Jassby, 2008). Increasing clarity of waters, which may be
stimulated by the proliferation of aquatic water weeds, as well as the emergence of harmful algal blooms
and altered food webs has brought the issue of nutrient dynamics to the forefront in the Delta (Dahm,
2016). There are other lesser known Delta nutrient sources of nutrients than the loadings from the river
input, such as agricultural drainage from farms within the Delta, or what might be coming from the
sediments within the Delta’s aquatic ecosystems (Dahm, 2016).

1.1.3 SAV in the Sacramento-San Joaquin Delta
In the Sacramento-San Joaquin Delta invasive freshwater species Egeria densa (Brazilian
waterweed) has been reported to have displaced most of the native submersed aquatic plant species within
the Delta (Lund et al., 2007; Schaeffer et al., 2007).
Egeria densa is native to southeastern Brazil, Uruguay, Argentina, and possibly Paraguay, whose
stem can easily fragment roots and develop into new shoots, so rapidly that the species often outgrows a
suitable aquatic system (Haynes, 1988). Stems are approximately 3 mm thick and commonly less than 1
m in height, but can reach up to 1.8 m to 3 m (Qbank, 2014). Slow-flowing or still water in ditches,
sloughs, canals, rivers, ponds, lakes, and reservoirs, especially rich-nutrient substrates, are ideal habitats
for Egeria densa (Branquart et al., 2013). Experiments suggest that Egeria densa has a low light
compensation point (7.5–16.2 μmol m-2 s-1), thus allowing it to grow in turbid water and to compete in
various habitats (Rodrigues and Thomaz, 2010). Canopies of Egeria densa on the water surface favor the
twice daily tidal changes in water level in Delta, and the dense canopies can provide shade, allowing
Egeria densa to thrive even under intense summer insolation (Santos et al., 2011). In summary, Delta
provides a favorable environment for Egeria densa to grow and spread.
Egeria densa has been one of the typical nuisance species in the Bay-Delta. Especially in the
Delta, a heavy infestation of this kind of invasive freshwater SAV has the potential to increase flow
impediment in waterways, cause unintended flooding, clog pumps and boat propellers, and do harm to the
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watershed system (Feijoó et al., 1996). When Egeria densa aggressively invade new aquatic
environments, its dense subsurface canopies displace the native aquatic vegetation by blocking the light
penetration, while benefiting species with tolerance for low light or less sensitivity to light (Yarrow et al.,
2009). Egeria densa is reported to have altered aquatic plant community structure and composition in
Delta as it supports the persistence of some species, but reduces the likelihood of establishment of some
other species (Santos et al., 2011). Secondly, the change in light and nutrients caused by Egeria densa
may also affect the plankton community (Darrin, 2009). Chlorophyll-a is found to be lower in some
Egeria densa beds, as the canopy tends to shade out phytoplankton lower in the water column (Mazzeo et
al., 2003; Yarrow et al., 2009). For zooplankton, Egeria densa beds may act as a refuge against the
abundance of planktivorous fish and as a feeding zone (Mazzeo et al., 2003). Egeria densa has been
reported to negatively affect fish populations and communities, as heavy infestations confer no oxygen
benefit to fish or other animals (Yarrow et al., 2009).
Several types of SAV research have been conducted in the Bay-Delta, to study SAV transplant, to
quantify SAV influence on turbidity, and to include SAV as parts of some conceptual ecosystem model.
Zimmerman et al. (1995) examined the survival, metabolism and growth of Zostera marina transplants
along depth gradients in Keil Cove and Paradise Cove in the extremely turbid San Francisco Bay estuary.
They found that while light availability is the key limiting factor for eelgrass transplants in San Francisco
Bay, the role of carbon reserves and transplant timing may also influence transplant survival.
Schoellhamer et al. (2012) developed a conceptual model of sedimentation in the Delta, involving SAV as
ecosystem engineers that can create a positive feedback loop by decreasing suspended sediment,
increasing water column light, which in turn enables more vegetation. As for the plant Egeria densa,
which invaded some of the open waters of the Delta in the early1960s (Jassby and Cloern 2000), the
conceptual model demonstrates how Egeria densa can successfully invade the Delta and reduce turbidity,
because in the open water where SAV successfully colonizes, hydrodynamic energy and bed shear stress
are reduced. The conceptual model is used to identify information gaps that needed to be resolved in an
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accurate sediment transport model. Hestir et al. (2015) investigated the effect of primarily invasive SAV
expansion on a concomitant decline in turbidity in the Delta, isolating the effects of decreasing sediment
supply from the watershed from increasing SAV coverage. Airborne hyperspectral remote sensing and
long-term monitoring turbidity data were used to determine SAV cover and correct the influence from
decreasing sediment supply. The conclusion of this study is that SAV is an important factor in the
turbidity decline, and contributes to 21–70 % of the total declining turbidity trend and has negative impact
on juvenile delta smelt feeding.
Note that in the last couple of years, there is more diversity among the freshwater SAV species.
Still we can use Egeria densa here as one of the representatives in this research; other species can be
incorporated in future work with different parametrization.

1.2. Observation
1.2.1 Available Data from San Francisco Bay and Delta
A plethora of in situ data is available for model setup, calibration and evaluation in Bay-Delta.
Notably, California Department of Water Resources (DWR) and the United States Geological Survey
(USGS) operate a maintain on extensive hydrologic and water quality network including stations in the
study region. It was possible to obtain some water quality data such as chlorophyll-a and dissolved
oxygen through the California Data Exchange Center, a real-time data warehouse operated by DWR that
includes contributed data from many agencies (http://cdec.water.ca.gov/cdecstation2/). In addition, we
were able to obtain some nutrient data at some stations of Delta from the Water Data Library (WDL), the
main data archive for the DWR North Central Regional Office (http://wdl.water.ca.gov/waterdatalibrary/).
Besides DWR, USGS also provides temperature, salinity, chlorophyll-a, dissolved oxygen and nutrient
data for several stations in the region.
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For the setup of Cache Slough Complex domain presented in chapter 3, most of the boundary
hydrodynamic forcings of water level, flow velocity, and temperature are taken from the CDEC data (LIS,
BKS, RYI, HWB) from 2015 to 2016. The nutrients loading for both boundary and point/non-point
sources is taken from WDL and USGS (WDL 145
(http://wdl.water.ca.gov/waterdatalibrary/includes/include_wqstation_details.cfm?qst_id=145), USGS
11455315 (https://waterdata.usgs.gov/ca/nwis/uv?site_no=11455315), USGS 11455350
(https://waterdata.usgs.gov/ca/nwis/uv/?site_no=11455350&PARAmeter_cd=00065,00060)). UC Davis
CSTARS estimated coverage for SAV distribution from DWR report (2017) is used for SAV model setup
and model validation.

1.2.2 Data Analysis
Before developing and applying the SAV model, the open water method using high-frequency
dissolved oxygen data is used to estimate gross primary production of the entire ecosystem (Staehr et al.,
2012). In addition, the phytoplankton primary production can be estimated from available high-frequent
chlorophyll-a using a similar method (Qin and Shen, 2017). The advection effect is assumed to be small
in both methods. With the gross primary production and phytoplankton primary production known, SAV
primary production can be estimated from the difference between these two productions.

1.2.3 Preliminary results from Data Analysis
We examine data at two Delta stations where high-frequency data are available. Station LIS is
located on the upper riverside of Yolo Bypass at Lisbon Weir and is a typical upper estuary station in a
channel. Station FRK is located at the middle of Franks Tract in the Central Delta, and is known for the
luxuriant vegetation (Durand, 2017). Besides the overall annual variation of primary production, higher in
summer and lower in winter for both total production and phytoplankton production, we can see from
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Figure 1-1 that the phytoplankton contributes to less than 30% of the total primary production at both
stations. As both SAV and FAV (Floating Aquatic Vegetation) are found in the Delta, even with a
conservative assumption that SAV only accounts for half of the vegetation, the contribution of SAV to the
total primary production may be over 35%. In addition, at both stations, phytoplankton contribution tends
to be higher during winter-spring time but lower during summer. Therefore we hypothesize that during
summer-fall time, SAV competes with phytoplankton and is dominant in those areas, whereas during
winter-spring time, SAV declines and so phytoplankton may account for a bigger proportion of the
ecosystem.
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Figure 1-1: Monthly averaged (a) total primary production and (b) phytoplankton production from the
open water methods (note that FRK data starts from Nov. 2015). (c) Ratio of phytoplankton primary
production to the total production. Blue bar represents the results of station LIS (cf. Figure 3-2) while the
yellow bar represents the station FRK (in Franks Tract in the central Delta).

1.3. Conclusion and Preview of this Thesis
SAV affects the aquatic system both physically and ecologically. It changes the hydrodynamics
by attenuating wave, reducing flow velocity and bottom shear stress, as well as increasing sedimentation.
On the ecological side, it is an important primary producer, generating oxygen and altering the nutrient
budget. It can also provide habitat for many organisms and juvenile fish.
The Bay-Delta has seen large impacts from human activities. As a result, invasive plants and
fishes have become a bigger issue in the recent years. In particular, invasive species Egeria densa has
displaced most of the native species. Egeria densa can form huge canopies in slow-flowing or still water.
It has dominated certain areas in Delta and threatened the endangered Delta smelt population.
By analyzing the high-frequency dissolved oxygen and chlorophyll-a data with the open water
method, the contribution of phytoplankton to the total primary production in two Delta regions is found to
be lower than 30% overall, and even lower in summer-fall seasons. This further demonstrates the
significance of SAV in the aquatic system as a primary producer, and its ability to alter the ecosystem as
an invasive species. We hypothesize that during summer-fall time, SAV competes with phytoplankton
and is dominant in those areas, whereas during winter-spring time, SAV declines and so phytoplankton
may account for a relatively larger proportion of the ecosystem. This hypothesis will be tested in Chapter
3.
The overarching goal of this thesis is two-fold: (1) to develop a new version of SAV model
imbedded into the fully coupled hydrodynamic-water quality modeling framework of SCHISM-ICM; (2)
to apply this SAV model to Cache Slough Complex in the Delta for demonstration purpose first before we
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apply it to the entire system in the future. Through simulation experiments we will estimate the impact of
SAV removal on the hydrodynamic and water quality conditions.
Chapter 2 introduces the development of this new version of SAV model. It also shows the
benchmark tests results concerning the biomass dynamics, growth and impacts of SAV. Chapter 3 applies
the new SAV model to Cache Slough Complex. The model is validated with comparisons with field data
and estimates. In particular, the distribution of SAV biomass is shown to qualitatively match the observed
SAV distribution. We then conduct several sensitivity experiments to understand the feedback from SAV
to the hydrodynamic and water quality variables. We will examine (a) the spatial variabilities of the water
quality state variables, (b) spatial variabilities of the annually-averaged differences with and without
SAV, (c) seasonal patterns of SAV-phytoplankton interactions, (d) SAV-induced local kinetic changes on
the nutrients and dissolved oxygen, and (e) the feedback of SAV canopy heights to the hydrodynamics.
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Chapter 2 Development of SAV Model
2.1. Introduction
2.1.1 Background of SAV Modeling
Much progress has been made in the recent 30 years in simulating the impact of vegetation on
flow, wave transformation and turbulence, starting from a simple empirical relationship on Manning’s
Law to model flow resistance, which has little impact on the flow structure above and within the canopies
(Chow, 1959). More recently, vegetation is idealized as vertical round rods, and the SAV bed is
considered as clusters of cylinders (Shimizu and Tsujimoto, 1994; Naot et al., 1996; Lopez and Garcia
2001; Wu et al., 2007). The assumption for the model is that the introduced vegetation in the turbulent
channel flow will lead to an additional drag force and production of turbulence energy (Shimizu and
Tsujimoto, 1993). In this way, the model introduces an external drag force term in the mean flow
momentum equation, and include the additional production of turbulence into the turbulence closure
scheme (Shimizu and Tsujimoto, 1993; Naot et al., 1996; Wu et al., 2007).
Shimuzu and Tsujimoto (1994) modified the steady Reynolds-averaged Navier-Stokes (RANS)
equations using a k − ε model for turbulence closure (where k is the turbulent kinetic energy and ε is the
dissipation rate of turbulent kinetic energy). Naot et al. (1996) developed a phenomenological model with
an algebraic stress model (ASM) of turbulence to study the turbulent flow in a compound wide
rectangular open channel with vegetated domain, with the vegetation modeled as an internal resistance
that exerts drag force and produces turbulence energy. The characteristics of flow and free shear layers at
the edge of the vegetated domain were modeled, and the importance of the pattern of vegetation
placement on the shading factors was highlighted. However, as a steady flow model, it is unable to
simulate the dynamic evolution of large-scale horizontal eddies. Nadaoka and Yagi (1998) developed a
two-dimensional depth-integrated model (SDS-2DH) to compute shallow water turbulence for flow in a
channel with vegetation bank. A so-called sub-depth scale and a large-scale was introduced to
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respectively model turbulence in both vertical and horizontal directions. The sub-depth scale turbulence
was modeled by a k − l type parameterization, including the turbulence generated by the vegetation, while
the large-scale horizontal turbulence was calculated explicitly using the technique of large eddy
simulation (LES). The model reasonably captured a series of large horizontal eddies, important
momentum exchanges across the lateral boundary of vegetation zone and the effects of flow geometry on
the large-scale eddy development, with a better performance than the depth-integrated k − ε model.
However, the two-dimensional depth-integrated LES model is only applicable to a shallow water
environment with emergent vegetation. Su and Li (2002) developed an LES model based on 3D equations
to simulate the hydrodynamic behavior of turbulent flow in an open channel with a domain of vegetation
that produces transversal shear. The LES results successfully simulate the dynamic development of large
eddies and the associated intermittent turbulence.
In conclusion, several approaches have been proposed to simulate the impact of submerged or
emergent vegetation on the flows: steady or unsteady 1D RANS equations for uniform flows, 2D depthintegrated RANS, and momentum equations with a hydrostatic or non-hydrostatic pressure in the vertical
direction, with considerably different computational costs (Shimizu and Tsujimoto 1994; Naot et al.,
1996; Nadaoka and Yagi 1998; Su and Li 2002; Wu et al., 2007). A key seems to be to improve the
turbulence closure to better capture the vegetated flow structure and transport processes.
Besides modeling the impact of SAV on the flow and waves, efforts have also been made on
simulating SAV biomass, distribution and its interaction and feedback to the nutrient cycle and sediments.
A computer model was developed to simulate photosynthesis and growth of eelgrass by Wetzel
and Neckles (1986) in the lower Chesapeake Bay, and this model simulated the biologically controlled
processes with theoretical non-linear functions and incorporated the physical-chemical interactions with
empirical or statistical relationships. Bach (1993) combined an eelgrass sub-model and a phytoplankton
sub-model in a modeling system, where both sub-models interact with each other since the water
transparency depends on the phytoplankton concentration and also affects the eelgrass biomass. This
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model was able to simulate the seasonal and regional variations in eelgrass production and its biomasses
above and below ground.
Initial efforts to evaluate the nutrient controls from SAV relied on living-resources habitat criteria
(Dennison et al., 1993; Cerco and Cole, 1993). This approach had two shortcomings: (1) the model can
only make qualitative, not quantitative improvements; (2) the model is unable to account for the feedback
between the improved SAV abundance and the surrounding environment. Cerco and Moore (2001)
incorporated an SAV sub-model into an eutrophication model, which directly simulates SAV abundance,
distribution, and the interactions between SAV and the environment. This model can simulate
environmental variables that affect SAV abundance, especially light attenuation, and provides a first
approximation of feedback between SAV biomass and suspended solids concentrations with an empirical
function of SAV biomass and settling velocity. However, the model does not perform well in reproducing
inter-annual variations in abundance, because it is not able to robustly simulate event-scale processes,
such as storm surge, or include aging, reproduction, and propagation in the population dynamics. Jin et al.
(2007) applied the SAV model of Cerco et al. (2002) to the Lake Okeechobee Environment Model
(LOEM), with only three state variables: shoots (aboveground biomass), roots (belowground biomass),
and epiphytes (attached growth). The model was shown to represent the spatial and temporal variations of
SAV in the lake well.

2.1.2 SCHISM Modeling System
2.1.2.1 Features of SCHISM
The SCHISM (Semi-implicit Cross-scale Hydroscience Integrated System Model) is a derivative
product of the original SELFE (Semi-implicit Eulerian Lagrangian Finite Element) model (Zhang and
Baptista, 2008) and has been implemented by Dr. Y. Joseph Zhang and other developers across the world.
It is an open-source community-supported modeling system based on unstructured grids, designed for
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seamless simulation of 3D baroclinic circulation across creek-lake-river-estuary-shelf-ocean scales. Main
features of SCHISM include a semi-implicit time stepping scheme applied in a hybrid finite-element and
finite-volume framework to solve the Navier-Stokes equations in hydrostatic form, and as a result, the
time step is not restricted by the CFL (Courant-Friedrichs-Lewy) condition, thus improving numerical
efficiency. The Eulerian-Lagrangian method is used to treat the momentum advection to further boost
numerical efficiency and stability.
As a finite-element model, SCHISM uses flexible unstructured grids in the horizontal and flexible
coordinate systems in the vertical dimension (Zhang et al., 2015). Hybrid triangular-quad elements are
used in the horizontal to take advantage of the superior boundary-fitting capability of triangles and
efficiency/accuracy of quads in representing certain features such as channels. The setup of the vertical
grid structure in SCHISM allows two options: (1) hybrid SZ grid (terrain-following generalized Scoordinates and Z-coordinates), or (2) a spatially varying LSC2 vertical grid based on local water depths
(Zhang et al., 2015), which further enhances SCHISM's efficiency in cross-scale applications. The recent
extension to large-scale eddying regime enables a seamless cross-scale capability from creek to ocean on
a single grid (Zhang et al., 2016).
SCHISM has been widely tested against standard oceanic and coastal benchmarks and applied to
many estuarine and coastal systems around the globe, in the context of general circulation, tsunami,
storm-surge inundation, water quality, oil spill, sediment transport, coastal ecology, and wave-current
interaction. The whole modeling system is parallelized via domain decomposition and MPI (Message
Passing Interface). Examples of unique features of SCHISM relevant to this study are:
•

Finite element/volume formulation

•

Unstructured mixed triangular/quadrangular grid in the horizontal dimension

•

Hybrid SZ coordinates or new LSC2 in the vertical dimension

•

Semi-implicit time stepping with no CFL stability constraints to enhance numerical efficiency

•

Natural treatment of wetting and drying suitable for inundation studies
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•

Mass conservative, monotone, higher-order transport solvers

•

No bathymetry smoothing necessary

•

Very tolerant of bad-quality meshes in the non-eddying regime
SAV impact on hydrodynamic is simulated in the SCHISM hydrodynamics part (Zhang et al.,

submitted). The new vegetation-related terms are treated implicitly, which greatly enhances the stability.
The model has gone through the benchmark tests with lab data and has been applied to the Delta system
with SAV beds in the Franks Tract Area (Zhang et al., submitted).

2.1.2.2 SAV Impacts on Hydrodynamics in SCHISM
SAV impact on hydrodynamic is incorporated into the SCHISM hydrodynamics part by Zhang et
al. (submitted). The SAV-induced drag force is included in the momentum equations. With the SAVinduced drag force, the impact on flow velocity and settling of suspended solids can be simulated. The
Reynolds averaged equations are expressed as:
Continuity equation: 𝛻𝛻 ∙ 𝐮𝐮 +
Transport equation:

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

Momentum equation:
𝜕𝜕 𝜕𝜕
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𝜕𝜕𝜕𝜕
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− 𝑔𝑔 ∙ 𝛻𝛻𝛻𝛻(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) + 𝐟𝐟

(2-1)

(2-2)
(2-3)

is material derivative.

(𝑥𝑥, 𝑦𝑦) is horizontal Cartesian coordinates, 𝑧𝑧 is vertical coordinate, positive upward (with z=0 at

undisturbed surface), and 𝑡𝑡 is time.
(m/s).

𝐮𝐮(𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑡𝑡) is horizontal velocity with Cartesian components (𝑢𝑢, 𝑣𝑣) (m/s), w is vertical velocity
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𝐶𝐶 is tracer concentration (e.e., salinity, temperature etc), 𝜅𝜅 is vertical eddy diffusivity for tracers

(m2 /s), and 𝐹𝐹ℎ includes horizontal diffusion and mass sources/sinks (m2 /s).

𝜈𝜈 is vertical eddy viscosity (m2 /s), which is determined by the turbulence closure below.

𝜂𝜂(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) is free surface elevation (m), and ℎ(𝑥𝑥, 𝑦𝑦) is bathymetric depth measured from a fixed

datum (m).

𝐟𝐟 represents forcing terms in momentum treated explicitly in the numerical formulation – Coriolis

force, baroclinic gradient, atmospheric pressure, earth tidal potential, horizontal viscosity and vegetationinduced drag force:
𝐟𝐟 = 𝑓𝑓(𝑣𝑣, −𝑢𝑢) −

𝑔𝑔 𝜂𝜂
∫ 𝛻𝛻𝛻𝛻𝛻𝛻𝛻𝛻
𝜌𝜌0 𝑧𝑧

−

𝛻𝛻𝑝𝑝𝐴𝐴
𝜌𝜌0

+ 𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼 + 𝐅𝐅𝐦𝐦 −

𝐅𝐅𝐯𝐯𝐯𝐯𝐯𝐯
𝜌𝜌0

+ 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒

(2-4)

𝑝𝑝 is hydrostatic pressure (Pa), and 𝑝𝑝𝐴𝐴 is atmospheric pressure reduced to mean sea level (Pa).

(m/s2 ).

𝜌𝜌 is water density (kg/m3 ), 𝑔𝑔 is acceleration of gravity (m/s 2), 𝐅𝐅𝐦𝐦 is horizontal viscosity
𝐅𝐅𝐯𝐯𝐯𝐯𝐯𝐯 is horizontal vegetation-induced drag force in (𝑥𝑥, 𝑦𝑦) direction. It is expressed as:

𝐅𝐅𝐯𝐯𝐯𝐯𝐯𝐯 = 𝜌𝜌0 ∙ 𝛼𝛼 ∙ 𝐮𝐮|𝐮𝐮| ∙ 𝐿𝐿(𝑥𝑥, 𝑦𝑦, 𝑧𝑧)

(2-5)

𝛼𝛼(𝑥𝑥, 𝑦𝑦) = 0.5 ∙ 𝐷𝐷𝑣𝑣 ∙ 𝑁𝑁𝑣𝑣 ∙ 𝐶𝐶𝐷𝐷𝑣𝑣

(2-6)

𝛼𝛼(𝑥𝑥, 𝑦𝑦) is a vegetation related density variable (m−1):

where Dv is the stem diameter (m), Nv is vegetation density (number stems per m2), CDv is a bulk

drag coefficient with a typical value of 1.13 (Garcia et al., 2004; Nepf and Vivoni, 2000).

As SCHISM has the feature of ‘polymorphism’ with mixed 1D, 2D and 3D cells in a single grid
(Zhang et al., 2016), it has different forms for the vegetation term in 2/3D:
ℋ(𝑧𝑧𝑣𝑣 − 𝑧𝑧), 3𝐷𝐷
𝐿𝐿(𝑥𝑥, 𝑦𝑦, 𝑧𝑧) = �
1, 2𝐷𝐷

(2-7)
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where 𝑧𝑧𝑣𝑣 is the z-coordinate of the canopy and ℋ(𝑥𝑥) is the Heaviside step function:

1, 𝑥𝑥 ≥ 0
ℋ(𝑥𝑥) = �
0, 𝑥𝑥 < 0

(2-8)

SAV impact is also taken into account in the turbulence closure equations for turbulent kinetic
energy 𝐾𝐾 and a generic length-scale variable 𝜓𝜓:
𝐷𝐷𝐷𝐷
𝐷𝐷𝐷𝐷
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𝐷𝐷𝐷𝐷
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𝜕𝜕𝜕𝜕
𝐾𝐾

+ 𝑐𝑐𝜓𝜓2 𝜇𝜇𝑁𝑁 2 − 𝑐𝑐𝜓𝜓3 𝐹𝐹𝑤𝑤 𝜀𝜀 + 𝑐𝑐𝑓𝑓𝑓𝑓 𝛼𝛼|𝐮𝐮|3 ℋ(𝑧𝑧𝑣𝑣 − 𝑧𝑧))

(2-9)
(2-10)

The generic length-scale is defined as:
𝜓𝜓 = (𝑐𝑐𝜇𝜇0 )𝑝𝑝 𝐾𝐾 𝑚𝑚 ℓ𝑛𝑛

(2-11)

where ℓ is the turbulence mixing length, 𝑐𝑐𝜇𝜇0 = 0.31/2. 𝑝𝑝, 𝑚𝑚 and 𝑛𝑛 are specific constants leading to
𝜓𝜓

different closure models, and 𝜈𝜈𝑘𝑘 and 𝜈𝜈𝜓𝜓 are vertical turbulent diffusivities:
𝜓𝜓

𝜈𝜈𝑘𝑘 =
𝜈𝜈𝜓𝜓 =

𝜈𝜈

𝜓𝜓

𝜎𝜎𝑘𝑘

𝜈𝜈
𝜎𝜎𝜓𝜓

(2-12)
(2-13)

𝜓𝜓

where the Schmidt numbers 𝜎𝜎𝑘𝑘 and 𝜎𝜎𝜓𝜓 are model-specific constants, and the vertical eddy

viscosities and diffusivities are:
𝜈𝜈 = √2𝑠𝑠𝑚𝑚 𝐾𝐾 1/2 ℓ

(2-14)

𝜇𝜇 = √2𝑠𝑠ℎ 𝐾𝐾 1/2 ℓ

where the stability functions 𝑆𝑆𝑚𝑚 and 𝑆𝑆𝑛𝑛 are given by an Algebraic Stress Model.
𝑐𝑐𝜓𝜓1 , 𝑐𝑐𝜓𝜓2 and 𝑐𝑐𝜓𝜓3 are model-specific constants (Umlauf and Burchard, 2003).

𝐹𝐹𝑤𝑤 is a wall proximity function.
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(2-15)

𝑀𝑀, 𝑁𝑁 and 𝜀𝜀 are shear production, buoyancy production and dissipation rate of 𝐾𝐾.
𝑐𝑐𝑓𝑓𝑓𝑓 and 𝑐𝑐𝑓𝑓𝑓𝑓 are parameters with specific value for different turbulence schemes.

Boundary conditions are required for these governing equations. The kinetic boundary conditions
at the free surface and the bottom are expressed as:
𝑤𝑤 =

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝑢𝑢

𝑤𝑤 = −𝑢𝑢

𝜕𝜕ℎ
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝑣𝑣

− 𝑣𝑣

𝜕𝜕ℎ
,
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
,
𝜕𝜕𝜕𝜕

𝑧𝑧 = 𝜂𝜂

(2-16)

𝑧𝑧 = −ℎ

(2-17)

Where 𝜂𝜂 is the free-surface elevation relative to the undisturbed free surface, where 𝑧𝑧 = 0. ℎ is the

water depth.

At the sea surface, SCHISM enforces the balance between the internal Reynolds stress and the
applied shear stress:
𝜈𝜈

𝜕𝜕𝐮𝐮
𝜕𝜕𝜕𝜕

= 𝝉𝝉𝒘𝒘 , 𝑧𝑧 = 𝜂𝜂

where 𝜏𝜏𝑤𝑤 is wind shear stress on free surface.

(2-18)

The no-slip condition at the sea or river bottom is replaced by a balance between the internal
Reynolds stress and the bottom friction stress:
𝜈𝜈

𝜕𝜕𝐮𝐮
𝜕𝜕𝜕𝜕

= 𝝉𝝉𝒃𝒃 , 𝑧𝑧 = −ℎ

(2-19)

𝝉𝝉𝒃𝒃 = 𝐶𝐶𝑑𝑑𝑑𝑑 ∙ |𝐮𝐮𝐛𝐛 | ∙ 𝐮𝐮𝐛𝐛

(2-20)

The specific form of the bottom stress 𝜏𝜏𝑏𝑏 in the turbulent boundary layer is:

Where 𝐮𝐮𝑏𝑏 is the velocity (𝑢𝑢𝑏𝑏 , 𝑣𝑣𝑏𝑏 ) measured at the top of the bottom computational cell. The

details of numerical method used to solve the differential equations (2-2) with vegetation effects can be
found in Zhang et al. (submitted).
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2.2. The New SAV Model
2.2.1 ICM (Integrated Compartment Model) with SCHISM
ICM, which was originally developed by U.S. Army Corps of Engineering (ASCE) Research and
Development Center as one of the components of the water quality model package to study the
eutrophication processes in the Chesapeake Bay, is a flexible, widely-applicable eutrophication model
(Cerco and Cole, 1994). The fully coupled SCHISM-ICM represents a 3D hydrodynamic and
eutrophication model, where SCHISM provides physical information and ICM simulates the spatial and
temporal distribution of water quality parameters (Park et al., 1995). In the following we will briefly
review the ICM first.

2.2.1.1 The Eutrophication Model
The ICM eutrophication model computes 23 state variables including physical parameters:
salinity, temperature, total suspended sediment and multiple forms of algae, carbon, nitrogen, phosphorus,
and silica, and each state variable can be individually activated or deactivated (Figure 2-1).
The governing mass-balance equation for each of the water quality state variables consists of
physical transport of both advection and diffusion, and kinetic process:
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+

𝜕𝜕(𝑢𝑢𝑢𝑢)
𝜕𝜕𝜕𝜕

+

𝜕𝜕(𝑣𝑣𝑣𝑣)
𝜕𝜕𝜕𝜕

+

𝜕𝜕(𝑤𝑤𝑤𝑤)
𝜕𝜕𝜕𝜕

=

𝜕𝜕

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

𝜕𝜕

𝜕𝜕𝜕𝜕

𝜕𝜕

𝜕𝜕𝜕𝜕

�𝐾𝐾𝑥𝑥 𝜕𝜕𝜕𝜕 � + 𝜕𝜕𝜕𝜕 �𝐾𝐾𝑦𝑦 𝜕𝜕𝜕𝜕� + 𝜕𝜕𝜕𝜕 �𝐾𝐾𝑧𝑧 𝜕𝜕𝜕𝜕 � + 𝐾𝐾 ∙ 𝐶𝐶 + 𝑅𝑅

𝐶𝐶 is the concentration of a water quality state variable.

𝑢𝑢, 𝑣𝑣, 𝑤𝑤 are velocity components in the X, Y and Z directions respectively.

𝐾𝐾𝑥𝑥 , 𝐾𝐾𝑦𝑦 , 𝐾𝐾𝑧𝑧 are turbulent diffusivities in the X, Y and Z directions respectively, (𝐾𝐾𝑧𝑧 = 𝜅𝜅 in

equation 2-2).

𝐾𝐾 is kinetic rate (time−1) of a water quality state variable.
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(2-21)

𝑅𝑅 is source and sink (mass ∙ volume−1 ∙ time−1 ) of a water quality state variable.

The last three terms on the left-hand side and first three terms on the right-hand side account for

the advection and diffusion, respectively, which are calculated using the advection-diffusion solver in
SCHISM. The last two terms on the right-hand side represent the kinetic processes and external loads.
The kinetic formulations vary for different state variables, and may also interact with the sediment
processes.

2.2.1.2 The Sediment Flux Model
The sediment flux model developed by DiToro and Fitzpatrick (1993) was incorporated into the
water quality model (Figure 2-1). The sediment model is driven by net settling of particulate organic
carbon, nitrogen, phosphorus and silica from the overlying water and outputs the production of oxygen
demand and inorganic nutrients flux to the water column. In the sediment flux model, benthic sediments
are represented as two layers: a thin upper layer and a permanently anoxic lower layer. The upper layer
can be anoxic or otherwise depending on the oxygen concentration in the overlying water. The depth of
the upper layer is determined by the penetration of oxygen into the sediments and is only a small fraction
of the total sediment bed. The anoxic lower layer occupies most of the bed and connects to a burial
output. The model incorporates three basic processes: depositional flux of POM, diagenesis flux and
sediment flux. The coupling of the sediment process model with the water quality model not only
increases the predictive capability of the water quality parameters but also enables long-term simulation
of changes in water quality conditions in response to the changes of nutrient loadings or SAV growth.
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Figure 2-1: ICM eutrophication model schematic

2.2.2 SAV Model and Coupling
The SAV model used here largely follows the work of Cerco and Moore (2001) and Cerco et al.
(2002), who first introduced this component into ICM during the tributary refinements phase of the
Chesapeake Bay study.
Besides the biomass dynamics, the competition between SAV and phytoplankton for light and
nutrient supply is also fully implemented in the new ICM-SAV. The canopy height as a function of
biomass simulated by ICM-SAV is then sent back to the SCHISM hydro part.
Three state variables of the SAV model are leaves, stems, and roots, which represent the three
major components of freshwater plants. Definition of these three parameters are:

22

•

Leaves – the photosynthetic portions of the above-ground plant biomass

•

Stems – the structural, non-photosynthetic portions of the above-ground plant biomass

•

Roots – the below-ground portions of the plant biomass associated with anchoring the plant and
with nutrient uptake

The kinetic mass balance equations for these variables are expressed as:
𝑑𝑑 𝐿𝐿𝐿𝐿
𝑑𝑑𝑑𝑑
𝑑𝑑 𝑆𝑆𝑆𝑆
𝑑𝑑𝑑𝑑

𝑑𝑑 𝑅𝑅𝑅𝑅
𝑑𝑑𝑑𝑑

= 𝑃𝑃𝑃𝑃𝑃𝑃 ∙ (1 − 𝐹𝐹𝐹𝐹𝐹𝐹) ∙ 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 ∙ 𝐿𝐿𝐿𝐿 − 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 ∙ 𝐿𝐿𝐿𝐿
= 𝑃𝑃𝑃𝑃𝑃𝑃 ∙ (1 − 𝐹𝐹𝐹𝐹𝐹𝐹) ∙ 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 ∙ 𝐿𝐿𝐿𝐿 − 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 ∙ 𝑆𝑆𝑆𝑆

= 𝑃𝑃𝑃𝑃𝑃𝑃 ∙ (1 − 𝐹𝐹𝐹𝐹𝐹𝐹) ∙ 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 ∙ 𝐿𝐿𝐿𝐿 − 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 ∙ 𝑅𝑅𝑅𝑅

And the canopy height is expressed as a function of the biomass:

𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 = 𝑟𝑟𝑟𝑟𝑟𝑟 ∙ 𝐿𝐿𝐿𝐿 + 𝑟𝑟𝑟𝑟𝑟𝑟 ∙ 𝑆𝑆𝑆𝑆 + 𝑟𝑟𝑟𝑟𝑟𝑟 ∙ 𝑅𝑅𝑅𝑅 + ℎ𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐0

(2-22)
(2-23)
(2-24)
(2-25)

where 𝐿𝐿𝐿𝐿, 𝑆𝑆𝑆𝑆, 𝑅𝑅𝑅𝑅 are biomass of leaves, stems, and roots (g C m−2), and the production of stems

and roots is expressed as a fraction of leave production.

𝑃𝑃𝑃𝑃𝑃𝑃 is leaf specific primary production rate (d−1 ). 𝐹𝐹𝐹𝐹𝐹𝐹 is fraction of leaf production devoted to

active metabolism.

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹, 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹, 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 are fractions of leaf production routed to leaf, stem and root biomass.
𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵, 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵, 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 are basal metabolism of leaf, stem and root biomass (d−1 ).

𝑟𝑟𝑟𝑟𝑟𝑟, 𝑟𝑟𝑟𝑟𝑟𝑟, 𝑟𝑟𝑟𝑟𝑟𝑟, ℎ𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐0 are coefficients to transfer SAV biomass to canopy height.
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Figure 2-2: SAV model schematic

At the moment, multiple species can be modeled with multiple parameter sets for different
regions, but no more than one species can be assigned to a model cell. Also, competitions between plant
species are not considered in the current model. Epiphytes are neglected in this model because epiphytes
are low in the freshwater environments of Delta. Interactions or competitions between deferent primary
producers (SAV and phytoplankton) are modeled through the light and nutrient supply. Specifically, for
the light supply, a long-established conceptual model suggests that light reaching SAV shoots is first
attenuated by the dissolved and particulate matter, including suspended sediment, CDOM, chlorophyll-a
in the water column, and the effects of self-shading (Kemp et al., 1983). However, the canopy of Egeria
densa can often grow up to the water surface, so the impacts of phytoplankton on light limitation for SAV
is minor in this case. Conversely, the canopy of SAV can block the light supply to phytoplankton, which
will be incorporated to the light attenuation formula for phytoplankton simulation.
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2.2.2.1 Plant Production
The production rate is computed using a temperature-dependent maximum rate and several
limiting factors that are independently evaluated with light, nitrogen and phosphorus.
𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑃𝑃𝑃𝑃(𝑇𝑇) ∙ 𝑚𝑚𝑚𝑚𝑚𝑚(𝑓𝑓(𝐼𝐼), 𝑓𝑓(𝑁𝑁), 𝑓𝑓(𝑃𝑃))/𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴

𝑃𝑃𝑃𝑃(𝑇𝑇) is maximum production at temperature T (g C g −1 DW d−1).

(2-26)

𝑓𝑓(𝐼𝐼), 𝑓𝑓(𝑁𝑁), 𝑓𝑓(𝑃𝑃) are light limitation, nitrogen limitation, phosphorus limitation (0 ≤

𝑓𝑓(𝐼𝐼), 𝑓𝑓(𝑁𝑁), 𝑓𝑓(𝑃𝑃) ≤ 1).

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 is plant carbon-to-dry-weight ratio (g C g −1 DW).

2.2.2.1.1 Maximum Production Function
2

𝑃𝑃𝑃𝑃(𝑇𝑇) = 𝑒𝑒 −𝐾𝐾𝐾𝐾𝐾𝐾1∙(𝑇𝑇−𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇) , 𝑤𝑤ℎ𝑒𝑒𝑒𝑒 𝑇𝑇 ≤ 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇
2

𝑃𝑃𝑃𝑃(𝑇𝑇) = 𝑒𝑒 −𝐾𝐾𝐾𝐾𝐾𝐾2∙(𝑇𝑇−𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇) , 𝑤𝑤ℎ𝑒𝑒𝑒𝑒 𝑇𝑇 > 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇
𝑇𝑇 is temperature (℃).

(2-27)
(2-28)

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 is optimal temperature for SAV production (℃).

𝐾𝐾𝐾𝐾𝐾𝐾1, 𝐾𝐾𝐾𝐾𝐾𝐾2 are coefficient of temperature effects below/above 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 on production (℃−2 ).

2.2.2.1.2 Light Limitation Function

Light limitation is based on the function of Jassby and Platt (1976) with consideration of
attenuations due to dissolved and particulate matter, and the self-shading effect. Light reaching SAV
shoots is first attenuated by dissolved and particulate matter, including total suspended solid and
phytoplankton in the water column and SAV self-shading. Through the use of fine local resolution, the
SAV leaf and stem are distributed into different vertical layers k=0,1,2, … Nv, where k=0 corresponds to
the surface layer as shown in Figure 2-3. This SAV model is able to simulate the competition of
phytoplankton and SAV on light supplies in each layer.
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The light function 𝑓𝑓(𝐼𝐼) for leaf growth is expressed as:
𝑓𝑓(𝐼𝐼) =

𝐼𝐼𝐼𝐼𝐼𝐼

√𝐼𝐼𝐼𝐼𝐼𝐼 2 +𝐼𝐼𝐼𝐼 2

where 𝐼𝐼𝐼𝐼 =

𝑃𝑃𝑃𝑃(𝑇𝑇)
𝛼𝛼

(2-29)

is derived from maximum production (E m−2 d−1). 𝛼𝛼 is the initial slope of

production versus irradiance curve (E −1 m2 ).
The light intensity is given by:
𝐼𝐼𝐼𝐼𝐼𝐼 = 𝐼𝐼𝑛𝑛−1 ∙ 𝑒𝑒 −𝐾𝐾𝐾𝐾∙𝑑𝑑𝑑𝑑𝑑𝑑𝑛𝑛

(2-30)

𝐼𝐼𝑛𝑛 = 𝐼𝐼𝑛𝑛−1 𝑒𝑒 −𝐾𝐾𝐾𝐾∙2𝑑𝑑𝑑𝑑𝑑𝑑𝑛𝑛

(2-31)

where 𝐼𝐼𝐼𝐼𝐼𝐼 is the irradiance at a certain layer (E m−2 d−1), 𝐼𝐼𝑛𝑛−1 is irradiance at the bottom of

layer n-1 (E m−2 d−1 ), 𝐼𝐼𝑛𝑛 is irradiance on the bottom of this layer n (E m−2 d−1), and 𝑑𝑑𝑑𝑑𝑑𝑑𝑛𝑛 is half of the

layer thickness in this layer (m). 𝐾𝐾𝐾𝐾ℎ is light attenuation by SAV absorption (m2 g −1 C). The water

column attenuation in layers occupied by SAV is expresses as:

(2-32)

𝐾𝐾𝐾𝐾 = 𝐾𝐾𝐾𝐾 + 𝐾𝐾𝐾𝐾ℎ ∙ (𝐿𝐿𝐿𝐿 + 𝑆𝑆𝑆𝑆)

where 𝐾𝐾𝐾𝐾 is diffuse light attenuation within the water column (m−1), which accounts for the

attenuation from chlorophyll-a, total suspended solids and background attenuation.
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Figure 2-3: Light supply and attenuation over multiple vertical layers in SCHISM.

2.2.2.1.3 Nutrient Limitation Function
Nutrient limitation is evaluated from a formula that combines individual Monod-like functions for
roots and shoots (Madden and Kemp, 1996). The limiting functions for nitrogen and phosphorus are:
f(N) =

KHNw
∙NH4s
KHNs
KHNw
∙NH4s
KHNw+NH4w+NO3w+
KHNs

(2-33)

f(P) =

KHPw
∙PO4s
KHPs
KHPw
∙PO4s
KHPw+PO4w+
KHPs

(2-34)

NH4w+NO3w+

PO4w+

NH4w, NO3w, PO4w NH4s, PO4s are nutrient concentrations in water column and in sediments,

respectively (g m−3) respectively. KHNw, KHNs, KHPw, KHPs are half-saturation concentrations for
nitrogen and phosphorus uptake from water column and sediments respectively (g m−3 ).
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2.2.2.2 Basal Metabolism
Basal metabolism is a function of temperature.
BM = BMr ∙ eKTb∙(T−Tr)

(2-35)

BMr is metabolic rate at temperature Tr (d−1 ).

Tr is reference temperature for metabolism (℃).

KTb is effect of temperature on metabolism (℃−1 ).

Equation 2-35 is applicable to leaf, stem, and root with different constants.

2.2.2.3 SAV Interaction with Water Quality Parameters in Water Column
For SAV to interact with the water column nutrients, a fundamental assumption is made that
plants have a uniform, constant composition, i.e. nitrogen and phosphorus in plant biomass are quantified
as fractions of the carbonaceous biomass, so nutrients are taken up in stoichiometric relation to net
production. Proportions of nutrients removed from the water column and sediments are determined by the
relative nutrient limits in each pool. Active and basal metabolism returns some portion of nutrients to the
sediments and water column.
Nitrogen, phosphorus, dissolved oxygen, and carbon are affected by the SAV interaction with the
water column.
2.2.2.3.1 Nitrogen
The source/sink terms for ammonium, nitrate and organic nitrogen by SAV (use dissolved
nitrogen as an example, and the rest have the same form) in water column where SAV occurs are
expressed as (here we use dissolved nitrogen as an example, and the remainder have similar forms for
labile and refractory particulate organic nitrogen):
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𝑑𝑑𝑁𝑁𝑁𝑁4
𝑑𝑑𝑑𝑑

= 𝐴𝐴𝐴𝐴𝐴𝐴 ∙ 𝐹𝐹𝐹𝐹𝐹𝐹 ∙ [(𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 + 𝑃𝑃𝑃𝑃𝑃𝑃 ∙ 𝐹𝐹𝐹𝐹𝐹𝐹) ∙ 𝐿𝐿𝐿𝐿 + 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 ∙ 𝑆𝑆𝑆𝑆] − 𝐴𝐴𝐴𝐴𝐴𝐴 ∙ (1 − 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹) ∙ 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 ∙ 𝑃𝑃𝑃𝑃𝑃𝑃 ∙ 𝐿𝐿𝐿𝐿

𝑑𝑑𝑁𝑁𝑁𝑁3
𝑑𝑑𝑑𝑑

= −𝐴𝐴𝐴𝐴𝐴𝐴 ∙ (1 − 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹) ∙ (1 − 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁) ∙ 𝑃𝑃𝑃𝑃𝑃𝑃 ∙ 𝐿𝐿𝐿𝐿

𝑑𝑑𝑑𝑑

= 𝐴𝐴𝐴𝐴𝐴𝐴 ∙ 𝐹𝐹𝐹𝐹𝐹𝐹 ∙ [(𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 + 𝑃𝑃𝑃𝑃𝑃𝑃 ∙ 𝐹𝐹𝐹𝐹𝐹𝐹) ∙ 𝐿𝐿𝐿𝐿 + 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 ∙ 𝑆𝑆𝑆𝑆]

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

𝐴𝐴𝐴𝐴𝐴𝐴 is SAV nitrogen to carbon ratio (g N g −1 C).

(2-36)

(2-37)
(2-38)

𝐹𝐹𝐹𝐹𝐹𝐹, 𝐹𝐹𝐹𝐹𝐹𝐹 are ammonium and dissolved organic nitrogen fraction of metabolic nitrogen release

(0 ≤ 𝐹𝐹𝐹𝐹𝐹𝐹, 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 ≤ 1).

For ammonium and nitrate, both of which are available as nitrogenous nutrients, there is an

empirical preference function (𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁) to determine the fraction of plant nitrogenous nutrients from

each pool:

𝑁𝑁𝑁𝑁

𝑁𝑁𝑁𝑁

4
3
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 = 𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾+𝑁𝑁𝑁𝑁
∙ [𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾+𝑁𝑁𝑁𝑁
+
3

4

𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾
𝑁𝑁𝑁𝑁4 +𝑁𝑁𝑁𝑁3

]

(2-39)

where 𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 is the ammonium concentration at which half the SAV nitrogen uptake is

ammonium (g N m−3).

While ammonium and nitrate are also available from the sediment, the sediment concentration of

ammonium is much larger than that of nitrate, so the preference for sediment nitrate is assumed to be
zero. The nitrogenous nutrient fraction obtained from sediment is determined by the function:
𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 =

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁+

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

(2-40)

𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾
∙(𝑁𝑁𝑁𝑁4+𝑁𝑁𝑁𝑁3)
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾

where 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 is the bulk ammonium concentration in sediments (g N m−3).

Nitrogen is utilized by SAV for its photosynthesis on leaf in the form of ammonia and nitrate. It
is released to the water column by active and basal metabolism on leaf and basal metabolism on stem in
the form of ammonium and three types of organic nitrogen – dissolved, labile particulate and refractory
particulate. The factions of these four pools are specified as model parameters -𝐹𝐹𝐹𝐹𝐹𝐹, 𝐹𝐹𝐹𝐹𝐹𝐹, 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹, 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹.
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2.2.2.3.2 Phosphorus
Phosphate is the only available inorganic phosphorus form in the water column, and its
source/sink terms are analogous to the equation for nitrogen, except that there is no preference function in
the inorganic nutrient formula.
𝑑𝑑𝑃𝑃𝑃𝑃4
𝑑𝑑𝑑𝑑

= 𝐴𝐴𝐴𝐴𝐴𝐴 ∙ 𝐹𝐹𝐹𝐹𝐹𝐹 ∙ [(𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 + 𝑃𝑃𝑃𝑃𝑃𝑃 ∙ 𝐹𝐹𝐹𝐹𝐹𝐹) ∙ 𝐿𝐿𝐿𝐿 + 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 ∙ 𝑆𝑆𝑆𝑆] − 𝐴𝐴𝐴𝐴𝐴𝐴 ∙ (1 − 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹) ∙ 𝑃𝑃𝑃𝑃𝑃𝑃 ∙ 𝐿𝐿𝐿𝐿

where 𝐴𝐴𝐴𝐴𝐴𝐴 is SAV phosphorus to carbon ratio (g P g −1 C).

(2-41)

2.2.2.3.3 Dissolved Oxygen and Organic Carbon

Plant photosynthesis produces dissolved oxygen, while active and basal metabolism consume
oxygen and releases three types of organic carbon (similarly for organic nitrogen). Metabolic fractions of
oxygen consumption and organic carbon release are specified parameters analogous to nitrogen fractions.
The source/sink terms for dissolved oxygen, and three types of organic carbon (take dissolved
organic carbon as an example) are expressed as:
𝑑𝑑 𝐷𝐷𝐷𝐷
𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ∙ 𝑃𝑃𝑃𝑃𝑃𝑃 ∙ 𝐿𝐿𝐿𝐿 − 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ∙ 𝐹𝐹𝐹𝐹𝐹𝐹 ∙ [(𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 + 𝑃𝑃𝑃𝑃𝑃𝑃 ∙ 𝐹𝐹𝐹𝐹𝐹𝐹) ∙ 𝐿𝐿𝐿𝐿 + 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 ∙ 𝑆𝑆𝑆𝑆]
= 𝐹𝐹𝐹𝐹𝐹𝐹 ∙ [(𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 + 𝑃𝑃𝑃𝑃𝑃𝑃 ∙ 𝐹𝐹𝐹𝐹𝐹𝐹) ∙ 𝐿𝐿𝐿𝐿 + 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 ∙ 𝑆𝑆𝑆𝑆]

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 is the mass ratio of oxygen to carbon produced in photosynthesis (g DO g −1 C).

(2-42)
(2-43)

𝐹𝐹𝐹𝐹𝐹𝐹, 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 are fractions of metabolism expressed as oxygen consumption and released as

dissolved organic carbon (0 ≤ 𝐹𝐹𝐹𝐹𝐹𝐹, 𝐹𝐹𝐹𝐹𝐹𝐹 ≤ 1).

2.2.2.4 SAV Interaction with Nutrients and Dissolved Oxygen in Sediments
In the sediment bed, SAV production removes nutrients, in the form of ammonium and
phosphate, while metabolism in the roots and tubers returns nutrients in organic form. Basal metabolism
by roots and tubers consumes dissolved oxygen and releases organic carbon to the sediments.

30

Nitrogen, phosphorus, dissolved oxygen, and carbon are involved in the SAV interaction with the
sediment.
2.2.2.4.1 Nitrogen
The source/sink term for ammonium uptake from the sediments is expressed as:
𝑑𝑑𝑁𝑁𝑁𝑁4

= −𝐴𝐴𝐴𝐴𝐴𝐴 ∙ 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 ∙ 𝑃𝑃𝑃𝑃𝑃𝑃 ∙ 𝐿𝐿𝐿𝐿

𝑑𝑑𝑑𝑑

The source/sink term for organic nitrogen released into the sediments is expressed as:
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝐴𝐴𝐴𝐴𝐴𝐴 ∙ 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 ∙ 𝑅𝑅𝑅𝑅

where 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 is sediment organic nitrogen (g N m−3).

(2-44)

(2-45)

2.2.2.4.2 Phosphorus

The source/sink term for phosphate uptake from the sediments is expressed as:
𝑑𝑑𝑃𝑃𝑃𝑃4
𝑑𝑑𝑑𝑑

= −𝐴𝐴𝐴𝐴𝐴𝐴 ∙ 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 ∙ 𝑃𝑃𝑃𝑃𝑃𝑃 ∙ 𝐿𝐿𝐿𝐿

The source/sink term for organic phosphorus released into the sediments is expressed as:
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝐴𝐴𝐴𝐴𝐴𝐴 ∙ 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 ∙ 𝑅𝑅𝑅𝑅

where 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 is sediment organic phosphorus (g P m−3).

(2-46)

(2-47)

2.2.2.4.3 Dissolved Oxygen and Organic Carbon

The source/sink term for oxygen consumption in the sediments is expressed as:
𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

(2-48)

= −𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ∙ 𝐹𝐹𝐹𝐹𝐹𝐹 ∙ 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 ∙ 𝑅𝑅𝑅𝑅

The source/sink term for organic carbon produced in the basal metabolism in the sediments is
expressed as:
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

(2-49)

= (1 − 𝐹𝐹𝐹𝐹𝐹𝐹) ∙ 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 ∙ 𝑅𝑅𝑅𝑅
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where 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 is sediment organic carbon (g C m−3).

All the parameters related to the SAV model can be found in Table 3-1.

Figure 2-4: Coupled ICM-SAV model schematic

2.2.2.5 Numerical Scheme of SAV model
Since the equations for the stem and root take similar forms, here we only show stem as an
illustration. The biomass function of leaf can be written as:
𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 ∙ 𝐿𝐿𝐿𝐿

where Ksav is the net growth rate. Integrating this equation from step n to n+1 gives:
𝐿𝐿𝐿𝐿 𝑛𝑛+1 = 𝐿𝐿𝐿𝐿 𝑛𝑛 ∙ 𝑒𝑒 𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾

𝑛𝑛 ∙∆𝑡𝑡

(2-50)

(2-51)
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The dynamic formulation of stem can be formally written as:
𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑇𝑇 ∙ 𝐿𝐿𝐿𝐿 + 𝐵𝐵 ∙ 𝑆𝑆𝑆𝑆

We use an implicit scheme to solve the kinetic equation as:
𝑆𝑆𝑆𝑆 𝑛𝑛+1 −𝑆𝑆𝑆𝑆 𝑛𝑛
∆𝑡𝑡

= 𝑇𝑇 𝑛𝑛 ∙ 𝐿𝐿𝐿𝐿 𝑛𝑛+1 + 𝐵𝐵𝑛𝑛 ∙ 𝑆𝑆𝑆𝑆 𝑛𝑛+1

(2-53)

and therefore:
𝑆𝑆𝑆𝑆 𝑛𝑛+1 =

𝑇𝑇 𝑛𝑛 ∙∆𝑡𝑡
1−𝐵𝐵𝑛𝑛 ∙∆𝑡𝑡

∙ 𝐿𝐿𝐿𝐿 𝑛𝑛+1 +

(2-52)

𝑆𝑆𝑆𝑆 𝑛𝑛
1−𝐵𝐵𝑛𝑛 ∙∆𝑡𝑡

(2-54)

2.3. Model Tests
In this section, we set up a toy model with small domain of ~1km, extracted from the Cache
Slough Complex domain in Chapter 3. It uses two boundaries: Lisbon Weir and Cache Slough at Ryer
Island with the same boundary conditions as the real domain as described in section 3.2.1.

2.3.1 Benchmark Test about SAV Biomass Dynamics
To test the calculation of SAV biomass dynamics, a benchmark test with some simplified
assumptions is conducted. We recall that the original kinetic formula for leaf biomass dynamics is:
𝑑𝑑 𝐿𝐿𝐿𝐿
𝑑𝑑𝑑𝑑

= 𝑃𝑃𝑃𝑃𝑃𝑃 ∙ (1 − 𝐹𝐹𝐹𝐹𝐹𝐹) ∙ 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 ∙ 𝐿𝐿𝐿𝐿 − 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 ∙ 𝐿𝐿𝐿𝐿

(2-55)

In this test, the limitation for growth from light or nutrients are all deactivated, so the growth rate
𝑃𝑃𝑃𝑃𝑃𝑃 is an exponential function of temperature. Temperature is assumed to be constant at 25℃. The sunrise

and sunset times determine the start and end of photosynthesis, which are assumed to be 7 am and 7 pm,
respectively. In other words, outside this period, 𝑃𝑃𝑃𝑃𝑃𝑃 = 0.
2

2

𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑃𝑃𝑃𝑃(𝑇𝑇) = 𝑒𝑒 −𝐾𝐾𝐾𝐾𝐾𝐾1∙(𝑇𝑇−𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇) = 𝑒𝑒 −0.003∙(25−32)
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(2-56)

And the metabolism rate is:
𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 = 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 ∙ 𝑒𝑒 𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾∙(𝑇𝑇−𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇) = 0.02 ∙ 𝑒𝑒 0.069∙(25−32)

(2-57)

𝑑𝑑 𝐿𝐿𝐿𝐿
𝑑𝑑𝑑𝑑

= (𝑒𝑒 −0.003∙(25−32) ∙ (1 − 0.2) ∙ 0.6 − 0.02 ∙ 𝑒𝑒 0.069∙(25−32) ) ∙ 𝐿𝐿𝐿𝐿

(2-58)

𝑑𝑑 𝐿𝐿𝐿𝐿
𝑑𝑑𝑑𝑑

= (−0.02 ∙ 𝑒𝑒 0.069∙(25−32) ) ∙ 𝐿𝐿𝐿𝐿

(2-59)

So that equation 2-55 for the daytime is:
2

and for the nighttime is:

If we assume that the initial biomass of leaf, stem, and root are all set to be 0.1 g/m2 at t=0, then
the solution for the first day from 12:00am to 7am is:
𝐿𝐿𝐿𝐿𝑁𝑁1 = 0.1 ∙ 𝑒𝑒 −0.0123∙𝑡𝑡

(2-60)

𝐿𝐿𝐿𝐿𝐷𝐷1 = 𝐿𝐿𝐿𝐿𝑁𝑁1 (𝑡𝑡 = 7𝑎𝑎𝑎𝑎) ∙ 𝑒𝑒 0.402∙𝑡𝑡

(2-61)

𝐿𝐿𝐿𝐿𝑁𝑁𝑁𝑁 = 𝐿𝐿𝐿𝐿𝐷𝐷(𝑛𝑛−1) ∙ 𝑒𝑒 −0.0123∙𝑡𝑡

(2-62)

and from 7am until 7pm, the solution for daytime is:

So in conclusion, the solution for leaf is:

𝐿𝐿𝐿𝐿𝐷𝐷𝐷𝐷 = 𝐿𝐿𝐿𝐿𝑁𝑁𝑁𝑁 ∙ 𝑒𝑒 0.402∙𝑡𝑡

The equations for stem and root are similar, so we use stem as an example.
𝑑𝑑 𝑆𝑆𝑆𝑆
𝑑𝑑𝑑𝑑

= 𝑃𝑃𝑃𝑃𝑃𝑃 ∙ (1 − 𝐹𝐹𝐹𝐹𝐹𝐹) ∙ 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 ∙ 𝐿𝐿𝐿𝐿 − 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 ∙ 𝑆𝑆𝑆𝑆

where the stem metabolism rate is

(2-63)

(2-64)

𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 = 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 ∙ 𝑒𝑒 𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾∙(𝑇𝑇−𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇) = 0.02 ∙ 𝑒𝑒 0.069∙(25−32)

(2-62)

𝑑𝑑 𝑆𝑆𝑆𝑆
𝑑𝑑𝑑𝑑

(2-63)

So the equation can be rewritten as following during daytime:
2

== �𝑒𝑒 −0.003∙(25−32) ∙ (1 − 0.2) ∙ 0.3� ∙ 𝐿𝐿𝐿𝐿 − 0.02 ∙ 𝑒𝑒 0.069∙(25−32) ∙ 𝑆𝑆𝑆𝑆
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The implicit scheme reads:
𝑆𝑆𝑆𝑆 𝑛𝑛+1 −𝑆𝑆𝑆𝑆 𝑛𝑛
∆𝑡𝑡

= 0.2072 ∙ 𝐿𝐿𝐿𝐿 𝑛𝑛+1 − 0.0123 ∙ 𝑆𝑆𝑆𝑆 𝑛𝑛+1

(2-64)

= −0.0123 ∙ 𝑆𝑆𝑆𝑆 𝑛𝑛+1

(2-65)

And for nighttime, it is:
𝑆𝑆𝑆𝑆 𝑛𝑛+1 −𝑆𝑆𝑆𝑆 𝑛𝑛
∆𝑡𝑡

With leaf biomass calculated at each time step and the initial stem biomass known, we can get the
‘analytical’ stem biomass at each time step, using ∆𝑡𝑡 = 120𝑠𝑠 = 0.0014𝑑𝑑𝑑𝑑𝑑𝑑.

Comparison of the model results with the analytical solutions in Figure 2-5 indicates that these

two agree with each other well in terms of the growth and metabolism on each day. The errors are largely
attributed to the differences in the assumed photosynthesis periods in the analytical solutions and the
model. As Cerco and Moore (2001) indicated, the ratio between the net primary production of leaf, stem
and root should be close to 6:3:1, and therefore the root biomass exhibits a non-monotonic behavior
(Figure 2-5), as its biomass tries to adjust from its initial value to this canonical ratio.
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Figure 2-5: Comparison between modeled SAV biomass with analytical solution.

2.3.2 SAV Growth
2.3.2.1 Light Limitation on SAV Growth
In this test, the model simulation starts with an initial condition of biomass of 100 g/m2 for each
of the three tissues to test the effect of light attenuation at different depth (layers). To estimate the impact
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of light supply on SAV growth, other limitations on SAV growth are deactivated except for temperature
and light.
Figure 2-6(a) shows the light intensity (𝐼𝐼𝐼𝐼𝐼𝐼) at each vertical layer of SAV, where Layer 1 and
Layer 7 denote surface and bottom respectively. The results indicate that the light intensities at Layer 5, 6
and 7, which are under the canopy, follow diurnal pattern of sunlight. These features suggest that the light
attenuation is qualitatively captured. The sudden decline of light intensity at Layer 5 at certain times is
because SAV canopy changes from Layer 5 to Layer 6 by water level change in this case. Figure 2-6(b)
shows the light limitation function (fisav) from the surface to the bottom. The light near the bottom varies
from 40% to 75% of the light available near the surface.
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Figure 2-6: (a) The light intensity to leaf in each layer; (b) the light limitation function (range from 0 to 1)
at each layer. Layers 1 to 7 are from surface to bottom, and there are seven lines in (a) and (b), but since
SAV only occupies layers 5, 6, 7, non-zero values only occur in these three layers.

2.3.2.2 Nutrient Limitation on SAV Growth
In this test, the model simulation starts with an initial condition of biomass of 0.01 g/m2 for each
of the three tissues. To estimate the impact of nutrients on SAV growth, other limitations for SAV growth
are deactivated, except for temperature and nutrients.
For a typical estuary, the nutrient concentration within the bottom sediment layer is much larger
than that in the water column. Therefore, we expect that the nutrient limitation for SAV growth is minor
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because SAV is able to uptake nutrients from sediment directly. Indeed, Figure 2-7 shows that nutrient
limiting factor has a minor impact on SAV growth as it is close to saturation rate 1. The limitation
functions for nitrogen and phosphorus (denoted by fnsav and fpsav) are plotted in the last two panels,
where the blue line shows the limitation is very close to 1, as seen in Figure 2-7(e-f).

Figure 2-7: Concentration of (a) ammonia & nitrate and (c) phosphate in water column; and concentration
of (b) ammonia and (d) phosphate in the sediment. (e) and (f): the activated nutrient limitation functions
of nitrogen and phosphorus, which are close to the saturation value of 1.
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2.3.3 SAV Impact
2.3.3.1 SAV Impact on Light Supply
In this test, the model simulation starts with an initial condition of biomass of 0.01 g/m2 for each
of the three tissues. To estimate the impact of SAV on light supply in the water column, other impacts
from SAV are deactivated, except for light supply.
Figure 2-8 compares the light attenuation rates: background attenuation 𝐾𝐾𝐾𝐾 and total attenuation

𝐾𝐾𝐾𝐾 with or without SAV. It’s clear that adding SAV will increase the light attenuation 𝐾𝐾𝐾𝐾 inside canopy
through shading compared with the background attenuation 𝐾𝐾𝐾𝐾. Without SAV, background attenuation
and total attenuation are the same by definition, so the red line overlaps the blue line. The inset Figure
shows that the background attenuation 𝐾𝐾𝐾𝐾 with SAV (the orange line) is slightly smaller than that
without SAV (the blue and red lines), because SAV shading leads to a lower concentration of

phytoplankton below the canopy. Note that this benchmark test used a small initial biomass (0.01 g/m2),
and, therefore, the impact from SAV on light supply is relatively minor; in reality, this impact may be
much larger as will be shown in Figure 3-10(a-b).
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Figure 2-8: Comparison of light attenuation rates with and without SAV in bottom layer.

2.3.3.2 SAV Impact on Nutrient Budget
In this group of benchmark tests, we test the SAV impact on organic nutrient or inorganic nutrient
in the water column and sediment separately. Main processes considered here include uptake of inorganic
nutrients from water column and sediment to SAV, release of nutrients in water column and sediment
from SAV, interaction between phytoplankton and nutrients, remineralization of organic matter to
inorganic matter, and exchange of nutrients between water column and sediment due to the concentration
gradients. The initial biomass concentrations for the three tissues are all set to be 100 g/m2.
2.3.3.2.1 SAV Impact on Nitrogen and Phosphorus in Water Column
In this case, we deactivate the SAV impact on sediment nutrients, and activate/deactivate the
SAV impact on water column nutrients. All other feedback loops are active. The light supply is kept as
unlimited so as to exclude this factor in the following discussion.
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SAV releases inorganic ammonia and phosphorus through metabolism, and uptakes them for
growth. The diurnal pattern of nitrogen is obvious in Figure 2-9 due to the daily variability of
photosynthesis and metabolism. As the half-saturation rate of phosphorus is 1/10 of nitrogen, the diurnal
pattern of phosphate is not as obvious as ammonia and nitrate.

Figure 2-9: Differences of (a) ammonia, (b) nitrate and (c) phosphate concentrations in the water column
when the effect of SAV on the nutrients in water column is activated/deactivated.
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2.3.3.2.2 SAV Impact on Nutrients and Oxygen in Sediment
In this test, we deactivate the SAV impact on the water column nutrients, and activate/deactivate
the SAV impact on the sediment. If deactivated, all the fluxes are zero. Again the light supply is kept
unlimited.
In Figure 2-10, the total flux of inorganic N/P to leaf from the sediment follows a diurnal pattern.
As SAV uptakes nutrients directly from bottom sediment during the growing season, the decreasing rate
of DIN and DIP concentrations in the sediment is much faster than the accumulating rate of organic
matter in sediment by SAV metabolism, as seen by comparing Figure 2-10(a-b) with (c-d) after the initial
ramp-up period. In addition, the recycle of organic nutrients to the inorganic budget is slow, as diagenesis
process is a slow process. Therefore SAV effectively slows down the sediment fluxes of nutrients.
SAV root deposits POC in the sediment, and the decay of organics increases sediment oxygen
demand (SOD). In addition, SAV roots can directly uptake oxygen for metabolism. Overall, the
magnitude of SAV-induced SOD is found to be in range of 1 to 1.5 g/(m2 day) with SAV root biomass of
~100 g/m3 (Figure 2-10(f)), which is confirmed by a simple estimate from equation 2-48. In other words,
decay of SAV in the sediment can be a significant part of bottom oxygen consumption.
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Figure 2-10: SAV sinks from nutrients in sediment and sources for the sediment depositional fluxes. (a) &
(b): uptake of inorganic nitrogen and phosphorus, which are required by photosynthesis; (c) (d) (e):
release of organic nitrogen, phosphorus and carbon; (f): oxygen demand required by SAV root
metabolism in the sediment. (g): leaf growth rate; (h): root metabolism rate.

2.4. Conclusion
An SAV model is developed which is directly coupled within the SCHISM-ICM framework to
account for feedback of SAV to the water quality variables. The new SAV model is developed based on
the Chesapeake Bay water quality model (Cerco and Moore 2001; Cerco et al., 2002). Because we only
need to simulate the freshwater species to simulate, only three state variables are simulated which
represent leaf, root and stem components of SAV.
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Compared with the Chesapeake Bay SAV model, the coupled SCHISM-ICM-SAV is
characterized by several new features. Firstly, the effects from SAV on hydrodynamics are directly
simulated and the SAV-induced drag force is incorporated in the momentum and turbulence equations. In
the Chesapeake version, only the effects from SAV on sedimentation is simulated with an additional term
as a function of SAV biomass added to the original settling velocity. Secondly, SCHISM can locally
refine grid resolution with multiple vertical layers at each grid cell, which allows SAV to grow to
different layers in the vertical. Therefore, the local horizontal and vertical sub-grid is no longer needed.
Instead, the SAV biomass is distributed to multiple vertical layers, which allows for a more accurate
simulation of the interactions between SAV and the surrounding environment. In addition, the light
attenuation depends on the height of SAV and therefore the shading effect on itself and phytoplankton at
different layers can be more adequately captured. In other words, this new version of the SAV model is
able to simulate the competition for light supply between SAV and phytoplankton. Furthermore, the
nutrient exchange between SAV and water column can be distributed into each layer based on the
changing height of the SAV, and therefore the SAV impact on the vertical nutrient distribution is more
accurately accounted for.
A series of benchmark tests on SAV biomass dynamics were conducted to validate numerical
schemes used to simulate SAV growth and SAV impacts on both water column and bottom sediment
nutrient budgets. The modeled SAV biomass matched the analytical solution, and gave reasonable
distribution of light supply from upper to lower layers. The increased light attenuation by SAV is
captured. The impact of SAV on nutrients in the water column was found to follow a diurnal pattern due
to photosynthesis and respiration. Furthermore, the estimates of the magnitude of nutrient flux from/to
sediment with SAV were consistent with other estimates, and demonstrated a much-reduced nutrient
recycling from sediment to water column with the presence of SAV. The SAV root component was found
to be a significant source of sediment oxygen demand.
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Chapter 3 Application of SAV Model to Cache Slough Complex, SacramentoSan Joaquin Delta
3.1. Introduction
Liberty Island in Cache Slough Complex is an inundated and naturally restored island created by
a levee failure in 1998, in the southern part of the Yolo Bypass (Lehman et al., 2010). Both tidal exposure
and seasonal stream flow play a role in this area for its restoration (Marchetti and Moyle, 2001). It is an
important source and sink of inorganic and organic material in the Delta, where tidal flow accounts for
more than 90% of the material flux (Lehman et al., 2010).
Endemic species such as Delta Smelt use the flooded Liberty Island as dominant habitat (Whitley
and Bollens, 2014). Liberty Island is also estimated to have a high aquatic habitat potential for abundant
native species (Durand, 2017). However, the invasive SAV Egeria densa has the potential to damage the
value of Liberty Island as a habitat for Delta Smelt (Brown and Michniuk, 2007). The SAV can colonize
the shallow open-water areas, making it become structurally more complex habitat, which is not desirable
for Delta Smelt, because such habitat make them vulnerable to predation (Brown, 2003). In addition, the
SAV canopy is also favorable to certain fish species, and some of them are also predators for Delta Smelt
(Durand, 2017). Therefore the state and federal agencies adopted the California Natural Resources
Agency’s Delta Smelt Resiliency Strategy to improve and expand habitat for Delta Smelt since 2016,
including a proposal for chemical control on SAV in Cache Slough Complex. A pilot study of this
proposal has already begun on two local flooded islands comparing a treatment site (Little Hastings Tract)
to a non-treatment site (French Tract, excluded from the domain in this study).
Although SAV habitat is trophically decoupled from pelagic food webs, it has introduced higher
phytoplankton and zooplankton levels in some minor channels by increasing the residence time
(Grimaldo et al., 2009; Sommer and Mejia, 2013). In this sense, it is also important to estimate the
impacts of SAV on the phytoplankton community, which is favorable for the entire food web.
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Figure 3-1: Map of Cache Slough Complex, Sacramento-San Joaquin Delta

3.2. Methods
3.2.1 Model Setup and Inputs
The Cache Slough Complex domain is cut from a larger domain encompassing the entire BayDelta (Zhang et al., submitted). This small grid contains 20226 triangular and quadratic elements. The
horizontal resolution varies from 2.7m in some small narrow channels to 35m in some open water areas.
This small domain uses a simper S vertical grid, with 8 levels covering a maximum 16m water depth in
deep channels. The boundaries for the Cache Slough Complex domain are Lisbon Weir, Barker Slough
Pumping Plant, Cache Slough at Ryer Island and Miner Slough at Hood (Figure 3-2). The boundary
hydrodynamic forcing of water level, flow velocity and temperature are all taken from the boundary
station observations (LIS, BKS, RYI, HWB) from 2015 to 2016. The water quality loading of nutrients
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for both boundary and point/non-point sources are from available observation stations (WDL 145, USGS
11455315, USGS 11455350). Because this region is typically tidal fresh, cyanobacteria is not often
observed and it is not simulated. The algal assemblage group, diatom (PB1) and green algae (PB2) are
simulated in the model.
In the water quality model, the CN ratio is set to be 11.1 for SAV and 6.1 for phytoplankton
(Cloern et al., 2002). The ratio of carbon to SAV dry weight is 0.38 and carbon to chlorophyll-a ratio is
32 (Cloern et al., 1995). The optimal temperature for SAV growth is 32oC. The root half-saturation rates
of nitrogen and phosphorus from sediment are 0.1 and 0.01. The initial biomass of SAV is 100 gm-2 for
both leaf and stem, and 30 g m-2 for root, according to the estimated biomass fraction from Section 2.3.1.
For the setup of static SAV feedback in the hydrodynamic model (i.e., the hydrodynamics sees a static,
non-growing SAV), the diameter is 0.04 m, density is 20 (stem m-2) and height is 0.8 m. The areas with
static SAV feedback in hydrodynamics in Figure 3-2(b) follows the distribution of SAV observation
reported by DWR (2017).
Due to the lack of observations in most areas of this domain, prior to conducting model
experiments, the model with constant initial conditions of SAV and water quality variables was simulated
for five years with the same boundary conditions before the ecosystem reaches a dynamic equilibrium.
Small-scale processes are found to be important in this system. However, due to the lack of
supporting information required to refine the model for those processes, in this study we will focus mostly
on system-wide dynamics using relatively simple assumptions on loadings, and leave the details of more
localized dynamics to future study.
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Figure 3-2: (a) UC Davis CSTARS estimated coverage for SAV, Water Hyacinth, and Water Primrose.
(DWR et al., 2017). (b) Initial SAV distribution (in dark blue) used in static feedback experiment, based
on the observation. (c) Cache Slough Complex domain with stations.
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Table 3-1: Parameters for SAV model
Parameters in SAV Model
Parameter

Definition

Value

Unit
[−]

𝐹𝐹𝐹𝐹𝐹𝐹

fraction of production devoted to active metabolism

0.2

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹

fraction of production routed to leaf biomass

0.6

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹

fraction of production routed to stem biomass

0.3

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹

fraction of production routed to root biomass

0.1

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴

plant carbon-to-dry-weight ratio

0.38

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

coefficient for maximum growth rate function

0.1

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇

optimal temperature for SAV production

32

𝐾𝐾𝐾𝐾𝐾𝐾1

0.003

𝐾𝐾𝐾𝐾𝐾𝐾2

effect of temperature below 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 on production
effect of temperature above 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 on production

initial slope of production versus irradiance curve

0.006

𝐾𝐾𝐾𝐾ℎ

light attenuation by SAV

0.045

𝛼𝛼

0.005

𝑇𝑇𝑇𝑇

reference temperature for metabolism

20

𝐾𝐾𝐾𝐾𝐾𝐾

effect of temperature on metabolism

0.069

𝑟𝑟𝑟𝑟𝑟𝑟

coefficients to transfer SAV biomass to canopy height

0.0036

𝑟𝑟𝑟𝑟𝑟𝑟

coefficients to transfer SAV biomass to canopy height

0.0036

𝑟𝑟𝑟𝑟𝑟𝑟

coefficients to transfer SAV biomass to canopy height

0

ℎ𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐0

coefficients to transfer SAV biomass to canopy height

0.054

𝐴𝐴𝐴𝐴𝐴𝐴

SAV nitrogen to carbon ratio

0.09

𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾

half-saturation concentration of water column for nitrogen uptake

0.01

half-saturation concentration of sediments for nitrogen uptake

0.1

𝐹𝐹𝐹𝐹𝐹𝐹

ammonium fraction of metabolic nitrogen release in water column

0.5

𝐹𝐹𝐹𝐹𝐹𝐹

𝐷𝐷𝐷𝐷𝐷𝐷 fraction of metabolic nitrogen release in water column

0.3

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹

𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 fraction of metabolic nitrogen release in water column

0.05

𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 fraction of metabolic nitrogen release in water column

0.15

SAV phosphorus to carbon ratio

0.01

half-saturation concentration of water column for phosphorus uptake

0.001

𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾

half-saturation concentration of sediments for phosphorus uptake

0.01

𝐹𝐹𝐹𝐹𝐹𝐹

phosphate fraction of metabolic nitrogen release in water column

0.5

𝐹𝐹𝐹𝐹𝐹𝐹

0.35

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 fraction of metabolic phosphorus release in water column

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 fraction of metabolic phosphorus release in water column
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 fraction of metabolic phosphorus release in water column

0.05

mass ratio of oxygen to carbon produced in photosynthesis

2.67

𝐹𝐹𝐹𝐹𝐹𝐹

fraction of metabolism expressed as oxygen consumption

0.5

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹
𝐴𝐴𝐴𝐴𝐴𝐴

𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴

0.1

𝐹𝐹𝐹𝐹𝐹𝐹

fraction of metabolism expressed as dissolved organic carbon

0.3

fraction of metabolism expressed as labile particulate organic carbon

0.15

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹

fraction of metabolism expressed as refractory particulate organic carbon

0.05
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[−]
[−]
[−]

g C m−2 day −1
g C g −1 DW
℃

℃−2
℃−2

g C g −1 DW ∙ (E m−2 )−1
m2 g −1 C
℃

℃−1

m g −1
m g −1
m g −1
m

g N g −1 C
g N m−3
g N m−3
[−]
[−]
[−]
[−]

g P g −1 C
g P m−3
g P m−3
[−]
[−]
[−]
[−]

g DO g −1 C
[−]
[−]
[−]
[−]

3.2.2 Model Experiments: Reference Run and Experimental Scenarios
Basically, two groups of model experiments were conducted to investigate the effect of SAV
removal: one with SAV and the other without SAV. For the experiments with SAV, there are three
different tests – a) without feedback to hydrodynamics (i.e., the latter sees no SAV-induced friction
feedback to hydrodynamics), b) with static feedback to hydrodynamics (i.e. the latter sees the effects of a
non-growing SAV with constant height impacts hydrodynamics), c) with dynamic feedback to
hydrodynamics (i.e. SAV growth (varying heights) directly impacts hydrodynamics). In this thesis,
scenario run with static feedbacks is set to be reference run. All model simulations were conducted from
January 2015 to November 2016 for Cache Slough Complex domain. These two years were chosen
because water quality observations are relatively abundant since 2015. Model simulations incorporate
both chlorophyll-a and SAV, as well as DO and nutrient dynamics. By comparing the results of these two
groups of model experiments, the relative impact of SAV on chlorophyll-a, dissolved oxygen and nutrient
budgets can be assessed. Because there is insufficient data for the spatial-temporal distributions of SAV
biomass, the simulation of SAV biomass is started with a constant value largely consistent with the
observation in the polygon shown in Figure 3-4(a), which contains the channels. The reason for
containing the channels is to test the capability of the SAV model to simulate a reasonable SAV
distribution as shown in Figure 3-4. However, the setup area for the static feedbacks to hydrodynamics
excludes the channels to fit the reality. The model was further validated based on available observation
data from the area shown in Figure 3-2(c) as well as station time series.
To quantify the impacts from the removal of SAV beds, besides the direct comparison between
each selected state variable, differences with and without SAV for each water quality state variables were
computed.
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3.3. Model Validations
3.3.1 Comparison with Observations
The reference model (with static feedback) is calibrated to a normal performance with validation
from the observations in this system (Figure 3-3). The elevation is mainly controlled by the boundary
condition and fits the observation in Cache Slough. Salinity is minor in this area and the model simulation
matches the observed temporal variations. The modelled temperature agrees with the observations.
Overall, the model catches the magnitude of the chlorophyll-a concentration. It matches both the
pattern and magnitude of the dissolved oxygen. The nutrient concentrations agree with the observations
well at each station with data available in terms of temporal variations and values. Unsurprisingly, the
model skill is generally higher for physical variables than for biological variables, but the correlation
coefficients for the latter are still above 0.7 at all stations except two (Figure 3-3), one of which
(WDL145) has too few data points to make the statistics meaningful.
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Figure 3-3: Comparison between model results and observation for physical and water quality variables.
Errors statistics are shown in each panel (‘cc’ stands for correlation coefficient).

3.3.2 Evolution and Distribution of SAV
SAV growth is highly regulated by the available light but depends less on the nutrients in the
water column as it can uptake the abundant nutrients from the bottom sediment. Light is unable to reach
the bottom if water is too depth. Although the initial biomass of SAV is assumed to be constant within the
polygon area (Figure 3-4(a)), the distribution of SAV will be dependent on the depth. The model results
demonstrate that the model is able to adequately simulate the die-off process of SAV in the deep
channels; Figure 3-4(a-f) shows the biomass, which presents the sequence of change of SAV throughout
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the Delta system. The initial biomass in channels declines by half in 60 days and almost completely
disappears in 180 days. The distribution of SAV after a one-year simulation (Figure 3-4(f)) is consistent
with the observed distribution based on observation; the latter shows that SAV is abundant in shallow
regions and spares in deep channel.

Figure 3-4: Biomass distribution every 60 days of SAV after an initiation of constant biomass inside the
polygon shown in (a). (f): Highlights on matched SAV distribution with observations. (g) CSTARS
estimated coverage for SAV (cf. Figure 3-2(c)).

3.4. Discussions
3.4.1 Spatial Variability of SAV Impacts
3.4.1.1 Overall Spatial Variabilities of SAV Biomass
After the model with same kinetic parameters and boundary conditions was repeatedly run for 5
years until it reaches dynamic equilibrium, the seasonal and spatial pattern of SAV biomass were
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investigated from the results in the 5th year. The canopy height shown in Figure 3-5 illustrates the spatialtemporal variability of SAV. The canopy height increases a high level from spring to summer before
going down in fall and winter. A large biomass of SAV is located in Hastings Tract to the west of the
channel, which is an open body of water connected to the surrounding water through two main breaches
and a number of sieve-like smaller ones, some of which are too small or poorly captured in elevation
maps to include here – an omission that is becoming less tenable year by year. The northern part of this
‘lake’ has the highest biomass, while very little or no SAV is found in deep channel; low SAV biomass is
also found in the middle of the areas in the east region of the channel, where the water depth is larger.
Different levels of SAV biomass are largely correlated with bathymetry (Figure 3-6), and therefore we’ll
discuss the processes in 3 areas: shoal area (water depth <2m), median depth area (2~4m), and deep
channels (>4m).
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Figure 3-5: Canopy height (m) distribution over the four seasons: (a) Spring – Mar to May; (b) Summer –
Jun to Aug; (c) Fall – Sep to Nov; (d) Winter – Dec to Feb.
To further investigate the change of SAV in these three regions, local transects and stations in the
Cache Slough Complex Domain are selected (Figure 3-6) to examine the variation of SAV with respect to
temperature and salinity, and changes in chlorophyll-a, dissolved oxygen and nutrients. The transects
straddle two sides of Shag Slough (the deep part), one median depth section in Liberty Island and one in
Little Hastings Tract and a shoal area in Little Hastings Tract. The average, minimum and maximum
values of state variables are summarized in Tables 3-2, 3-3, and 3-4, and shed lights on the SAV
dynamics in shoal, median depth and deep channel areas.
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Figure 3-6: Three groups of stations along the SAV bed.

3.4.1.2 Shoal Area
As shown in Table 3-2, SAV leave biomass can reach over 455 g/m2 in summer and drops to
about 170 g/m2 in winter. Stem has a peak biomass of 228 g/m2 in summer and 85 g/m2 through the
winter. The peak biomass of root is around 76 g/m2 in summer while it drops down to 28 g/m2 in winter.
The canopy can reach the water surface and float up and down along with the free surface. The canopy
height can reach about 2 m at high tide.
With SAV slowing down the flow, the salinity in this area decreases slightly from 0.27ppt to
0.26ppt on average. The temperature decreases from 17.44℃ to 17.29℃ on average with SAV. The peak
value of chlorophyll-a is smaller with SAV, but the average value is higher. Considering the shallow
water depth and air reaeration, the DO concentration stays at a stable range around saturation value of 10
g/m3, and therefore there is little difference in DO concentration with or without SAV. With large SAV
biomass, especially large root biomass in the sediment, the metabolism of SAV consumes a large amount
of oxygen. Therefore without SAV, the SOD produced by the diagenesis flux and other chemical
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reactions is stable in a range of 0.5 to 1.8 g/(m2 day), whereas with SAV growth (with static feedback to
hydrodynamics), SOD can reach 3.57 g/(m2 day) during bloom season and implicate on water column.
On average, ammonia decreases 11.8% with SAV. The range of ammonia concentration is 0.0085
to 0.39 g/m3 without SAV, while with SAV, the range is 0.007 to 0.4 g/m3. SAV plays an important role
on blocking the nutrient recycling from the sediment. With SAV, the nutrient flux may be reversed from
water column to the sediment because of the reversed nutrient concentration gradient. Without SAV, there
is abundant ammonia flux from sediment into water column that peaked at the range of 0.1125 g/(m2 day).
A similar pattern can be concluded for other nutrients.

3.4.1.3 Median Depth Areas
For the run with SAV, the biomass magnitude of SAV is smaller than shoal area. SAV leave
biomass can reach 112 g/m2, with a drop of more than 100 g/m2 in winter time. Peak stem biomass in
summer is about 56 g/m2, while in winter, the stem biomass on average is about 25 g/m2. Concerning the
root biomass, it is about 18 g/m2 in summer bloom, while decreasing to 1.8 g/m2 in winter. The canopy
stays on a height of 0.35 to 0.5m under the water surface stably.
There is also a decrease of salinity as in shoal area, but the temperature slightly increases as
shown in Table 3-3. Chlorophyll-a has a significant increase on average of 27.9% with SAV. The
difference of dissolved oxygen is still slight. SOD slightly increased 0.3% on average with SAV in this
area. With SAV, average SOD is 1.1269 g/(m2 day).
On average, ammonia decreases by 55.58% with SAV. The range of ammonia concentration is
0.007 to 0.4277 g/m3 without SAV, while with SAV, the range is 0.0016 to 0.381 g/m3. Like in the shoal
area, SAV plays an important role on blocking the nutrient recycling from the sediment: with SAV, the
ammonia flux decreases from 0.029 to 0.0077 g/(m2 day). Similar patterns can be found for other
nutrients.
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3.4.1.4 Deep Channel Areas
SAV does not survive in deep channels, as shown in Table 3-4. The changes in chlorophyll-a,
DO, nutrient concentration and nutrient fluxes from sediment are all minor.
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Table 3-2: Averaged, maximum and minimum values for each water quality state variable in scenarios of no SAV and with SAV in shoal area.
Shoal Area
Averaged

Maximum

Minimum
Diff = [SAV]-[no SAV]; Rat = ([SAV]-[no SAV])/[SAV] (%)

With SAV

No SAV

Diff

Rat (%)

With SAV

No SAV

Diff

Rat (%)

With SAV

No SAV

Diff

Rat (%)

(𝐠𝐠/𝐦𝐦𝟐𝟐 )

315.1805

0

--

--

455.996

0

--

--

169.194

0

--

--

SAV Stem (𝐠𝐠/𝐦𝐦𝟐𝟐 )

157.5927

0

--

--

228.001

0

--

--

84.5984

0

--

--

SAV Root (𝐠𝐠/𝐦𝐦𝟐𝟐 )

52.5309

0

--

--

76.0005

0

--

--

28.1995

0

--

--

Canopy height (𝐦𝐦)

1.3312

0

--

--

2

0

--

--

0.3932

0

--

--

Salinity (𝐩𝐩𝐩𝐩𝐩𝐩)

0.2674

0.2709

-0.0035

-1.3083

0.3029

0.3092

-0.0063

-2.0922

0.215

0.2185

-0.0035

-1.6169

Temperature (℃)

17.299

17.4436

-0.1446

-0.8358

27.079

27.0245

0.0546

0.2016

3.8739

3.5561

0.3178

8.2029

Chlorophyll-a (𝝁𝝁𝐠𝐠/𝐋𝐋)

21.2274

18.8365

2.3909

11.2631

57.4338

63.7229

-6.2891

-10.9501

0.0255

0.0144

0.0111

43.6478

DO (𝐠𝐠/𝐦𝐦𝟑𝟑 )

10.1006

10.241

-0.1404

-1.3898

13.6911

14.0543

-0.3632

-2.6529

7.8685

7.8967

-0.0282

-0.3585

-1.8538

-1.1094

-0.7444

40.1548

-0.8123

-0.5385

-0.2738

33.7049

-3.573

-1.7145

-1.8584

52.0135

NH4(𝐠𝐠/𝐦𝐦𝟑𝟑 )

0.1231

0.1377

-0.0146

-11.8488

0.4043

0.3909

0.0134

3.3207

0.0077

0.0085

-0.0008

-10.0427

NH4 Flux (𝐠𝐠/(𝐦𝐦𝟐𝟐 𝐝𝐝𝐝𝐝𝐝𝐝))

-0.0059

0.0322

-0.0381

645.576

0.0341

0.1125

-0.0784

-229.5406

-0.0231

-0.0086

-0.0145

62.8938

0.2442

0.2923

-0.0481

-19.7022

0.7296

0.7401

-0.0105

-1.4402

0.0013

0.0131

-0.0118

-931.8361

NO3 Flux (𝐠𝐠/(𝐦𝐦𝟐𝟐 𝐝𝐝𝐝𝐝𝐝𝐝))

-0.0217

-0.0134

-0.0082

37.9954

0.0043

0.0116

-0.0072

-167.861

-0.0592

-0.0416

-0.0175

29.6519

0.0633

0.0678

-0.0045

-7.067

0.1551

0.1575

-0.0024

-1.5758

0.0091

0.0079

0.0012

13.5043

PO4 Flux (𝐠𝐠/(𝐦𝐦𝟐𝟐 𝐝𝐝𝐝𝐝𝐝𝐝))

-0.0093

-0.0062

-0.0031

32.9953

-0.002

-0.0008

-0.0012

61.5169

-0.0245

-0.0158

-0.0088

35.7589

Variables
SAV Leaf

SOD

(𝐠𝐠/(𝐦𝐦𝟐𝟐 𝐝𝐝𝐝𝐝𝐝𝐝))

NO3 (𝐠𝐠/𝐦𝐦𝟑𝟑 )
PO4 (𝐠𝐠/𝐦𝐦𝟑𝟑 )
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Table 3-3: Averaged, maximum and minimum values for each water quality state variable in scenarios of no SAV and with SAV in median depth
area.
Median Depth Area
Averaged

Maximum

Minimum
Diff = [SAV]-[no SAV]; Rat = ([SAV]-[no SAV])/[SAV] (%)

With SAV

No SAV

Diff

Rat (%)

With SAV

No SAV

Diff

Rat (%)

With SAV

No SAV

Diff

Rat (%)

51.0169

0

--

--

112.263

0

--

--

10.9177

0

--

--

SAV Stem (𝐠𝐠/𝐦𝐦𝟐𝟐 )

25.5089

0

--

--

56.1327

0

--

--

5.4589

0

--

--

8.503

0

--

--

18.7109

0

--

--

1.8197

0

--

--

Canopy height (𝐦𝐦)

0.3295

0

--

--

0.6602

0

--

--

0.113

0

--

--

Salinity (𝐩𝐩𝐩𝐩𝐩𝐩)

0.2657

0.2689

-0.0033

-1.2278

0.2992

0.3031

-0.0039

-1.304

0.1692

0.1874

-0.0182

-10.7804

Temperature (℃)

17.3568

17.267

0.0898

0.5174

27.8309

26.9998

0.831

2.986

2.1555

2.8269

-0.6714

-31.1478

Chlorophyll-a (𝝁𝝁𝐠𝐠/𝐋𝐋)

28.9913

20.9001

8.0912

27.9092

99.3882

94.7808

4.6074

4.6358

0.0117

0.0126

-0.0009

-7.9452

DO (𝐠𝐠/𝐦𝐦𝟑𝟑 )

10.3256

10.3643

-0.0387

-0.3744

16.8759

14.095

2.7809

16.4787

7.5991

8.0847

-0.4857

-6.3912

-1.1269

-1.1229

-0.004

0.3513

-0.4826

-0.5259

0.0433

-8.9694

-1.9721

-1.7917

-0.1804

9.1487

NH4(𝐠𝐠/𝐦𝐦𝟑𝟑 )

0.0923

0.1464

-0.0541

-58.5825

0.381

0.4277

-0.0467

-12.2439

0.0016

0.007

-0.0054

-328.9828

NH4 Flux (𝐠𝐠/(𝐦𝐦𝟐𝟐 𝐝𝐝𝐝𝐝𝐝𝐝))

0.0077

0.029

-0.0213

-276.7177

0.0941

0.1147

-0.0206

-21.8724

-0.0152

-0.01

-0.0052

34.2746

NO3 (𝐠𝐠/𝐦𝐦𝟑𝟑 )

0.1887

0.3129

-0.1242

-65.8069

0.6932

0.7871

-0.094

-13.5541

0

0.0059

-0.0059

--

NO3 Flux (𝐠𝐠/(𝐦𝐦𝟐𝟐 𝐝𝐝𝐝𝐝𝐝𝐝))

-0.0087

-0.0149

0.0063

-72.3123

0.0166

0.0113

0.0052

31.629

-0.0454

-0.0483

0.0028

-6.2643

0.0534

0.0689

-0.0155

-28.9416

0.1628

0.1639

-0.0011

-0.6833

0.0056

0.005

0.0006

10.7982

PO4 Flux (𝐠𝐠/(𝐦𝐦𝟐𝟐 𝐝𝐝𝐝𝐝𝐝𝐝))

-0.0045

-0.0061

0.0016

-35.1005

-0.0006

-0.0003

-0.0003

51.5192

-0.0161

-0.0149

-0.0012

7.2169

Variables
SAV Leaf

(𝐠𝐠/𝐦𝐦𝟐𝟐 )

SAV Root (𝐠𝐠/𝐦𝐦𝟐𝟐 )

SOD

(𝐠𝐠/(𝐦𝐦𝟐𝟐 𝐝𝐝𝐝𝐝𝐝𝐝))

PO4 (𝐠𝐠/𝐦𝐦𝟑𝟑 )
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Table 3-4: Averaged, maximum and minimum values for each water quality state variable in scenarios of no SAV and with SAV in deep channel
area.
Deep Channel Area
Averaged

Maximum

Minimum
Diff = [SAV]-[no SAV]; Rat = ([SAV]-[no SAV])/[SAV] (%)

With SAV

No SAV

Diff

Rat (%)

With SAV

No SAV

Diff

Rat (%)

With SAV

No SAV

Diff

Rat (%)

(𝐠𝐠/𝐦𝐦𝟐𝟐 )

0

0

--

--

0

0

--

--

0

0

--

--

SAV Stem (𝐠𝐠/𝐦𝐦𝟐𝟐 )

0

0

--

--

0

0

--

--

0

0

--

--

SAV Root (𝐠𝐠/𝐦𝐦𝟐𝟐 )

0

0

--

--

0

0

--

--

0

0

--

--

Canopy height (𝐦𝐦)

0

0

--

0

0

0

--

--

0

0

--

--

Salinity (𝐩𝐩𝐩𝐩𝐩𝐩)

0.2676

0.2701

-0.0025

-0.9411

0.3003

0.3016

-0.0013

-0.4342

0.2164

0.2203

-0.004

-1.8311

Temperature (℃)

17.6186

17.5874

0.0312

0.1771

27.1038

27.1497

-0.0459

-0.1693

3.8142

3.6603

0.1539

4.0348

Chlorophyll-a (𝝁𝝁𝐠𝐠/𝐋𝐋)

18.9528

18.4461

0.5067

2.6736

56.3714

63.5894

-7.2179

-12.8042

0.0205

0.0168

0.0038

18.4087

DO (𝐠𝐠/𝐦𝐦𝟑𝟑 )

10.4319

10.4226

0.0093

0.0889

15.3814

14.9822

0.3993

2.5958

7.8386

7.8499

-0.0113

-0.1447

-1.3477

-1.3582

0.0105

-0.776

-0.6903

-0.6966

0.0063

-0.9146

-2.0054

-2.0321

0.0266

-1.3284

NH4(𝐠𝐠/𝐦𝐦𝟑𝟑 )

0.1184

0.1326

-0.0142

-11.9529

0.3867

0.3894

-0.0026

-0.6813

0.004

0.0058

-0.0018

-44.683

NH4 Flux (𝐠𝐠/(𝐦𝐦𝟐𝟐 𝐝𝐝𝐝𝐝𝐝𝐝))

0.0429

0.0461

-0.0032

-7.4621

0.1345

0.1441

-0.0096

-7.1413

-0.0061

-0.0058

-0.0003

5.4245

NO3 (𝐠𝐠/𝐦𝐦𝟑𝟑 )

0.2564

0.2875

-0.0311

-12.1468

0.7181

0.7327

-0.0147

-2.0409

0.0065

0.0125

-0.006

-92.6848

NO3 Flux (𝐠𝐠/(𝐦𝐦𝟐𝟐 𝐝𝐝𝐝𝐝𝐝𝐝))

-0.0131

-0.0159

0.0028

-21.109

0.0122

0.011

0.0012

9.5328

-0.0434

-0.0443

0.0009

-2.0364

0.0673

0.0687

-0.0013

-1.9696

0.1653

0.1584

0.0069

4.2028

0.0102

0.008

0.0022

21.4089

PO4 Flux (𝐠𝐠/(𝐦𝐦𝟐𝟐 𝐝𝐝𝐝𝐝𝐝𝐝))

-0.0076

-0.0079

0.0003

-4.4628

-0.0017

-0.0015

-0.0002

12.6674

-0.0188

-0.019

0.0001

-0.7214

Variables
SAV Leaf

SOD

(𝐠𝐠/(𝐦𝐦𝟐𝟐 𝐝𝐝𝐝𝐝𝐝𝐝))

PO4 (𝐠𝐠/𝐦𝐦𝟑𝟑 )
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3.4.1.5 Annually Averaged Differences
To investigate the change of water quality condition with and without SAV, the difference of
model results with and without SAV for each state variable was computed and averaged for the 5th year.
The spatial differences are analyzed over the entire domain to estimate the impacts.
The annually averaged difference is shown in Figure 3-7 for some state variables. This
distribution pattern shows an overall influence of SAV on phytoplankton accumulation. The
phytoplankton pattern appears to agree with the findings from previous studies that the SAV can increase
the residence time and encourage accumulation of phytoplankton (Grimaldo et al., 2009; Sommer and
Mejia, 2013). Large differences occur in the shallow area with high SAV growth. A detailed analysis of
interactions between SAV and phytoplankton will be discussed in the next section. As a significant
primary producer, SAV beds tend to have higher dissolved oxygen concentration. Dissolved organic
nitrogen, as a product of the metabolism of phytoplankton and SAV, are found to be larger in the SAV
beds area associated with high phytoplankton concentration. An overall decrease of inorganic nutrients
near the SAV beds are observed, which are due to increased uptake by SAV and phytoplankton there.
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Figure 3-7: Spatial distributions of averaged differences of selected state variables ([SAV]-[No_SAV])
caused by SAV.
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3.4.2 Seasonal Variabilities of SAV-Phytoplankton Interactions
SAV and phytoplankton are the main primary producers in the Delta region. And they interact
with each other locally in several ways. Firstly, they compete for the nutrients in the water column, but
only SAV can uptake nutrients directly from the sediment. Regarding the light supply, high concentration
of phytoplankton increases the light attenuation in the water column when SAV has not reached to the
surface, and it decreases the light supply to the SAV leaves; on the other hand, once SAV forms canopy,
the shading of SAV will block the light supply to phytoplankton growth below the canopy. Besides these
ecological interactions, the existence of SAV will increase friction for both the bottom and the water
column that will feedback to the flow fields. It finally alters the dynamic conditions and local residence
time. An increase of residence can result in accumulation of phytoplankton and increase of bloom in
many areas (Figure 3-8).
To analyze the SAV-phytoplankton dynamics, rates of changes in the phytoplankton biomass are
examined. The plots in this section show variables at 1m depth below surface at representative stations.
Based on the model results along the transect of Cache Slough Complex domain (Figure 3-6), three
distinctive patterns of SAV-phytoplankton interactions can be observed, which are related to the
bathymetry– bloom coexistence in the shallows, SAV bloom in seasonal succession with phytoplankton
decline at intermediate depths and no SAV in deep channels.
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Figure 3-8: Local interactions between SAV and phytoplankton.

3.4.2.1 Pattern I: Bloom Coexistence in Shoal Area
As shown in Figure 3-9(a-j), in shoal areas, the SAV and phytoplankton tend to co-exist and
bloom together. The biomasses are generally large for both. The canopy is right near the water surface,
rising and falling along with elevation. In the presence of SAV, fluctuation of phytoplankton
concentration due to tidal flushing is greatly reduced (Figure 3-9(c)). Figure 3-9(d) indicates that SAV
slows down the tidal flow, which is favorable for phytoplankton accumulation. Figure 3-9(e) shows the
surface elevation variation with clear spring-neap variation, which is mainly controlled by the boundary
condition and does not depend on the presence of SAV. This indicates that the change of phytoplankton is
mainly controlled by horizontal biomass transport. Figures 3-9(f-h) suggest that the nutrients are not
limited for the growth of either SAV or phytoplankton. Referring to the bottom nutrient flux, SAV plays a
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significant role on blocking the recycling of inorganic nutrients. In summary, emergent vegetation is
dominant in this area with both SAV and phytoplankton blooming in summer.
To demonstrate the tidal scale variability, we plot out the hourly time series in a 15-day period
from Aug 1 to Aug 16 in Figure 3-9(k-t). The tides in this area are predominantly semi-diurnal (Figure 39(o)). The presence of SAV induces large drag that not only slows down the flow but also causes a phase
lag compared to the case without SAV (Figure 3-9(n)). For the case with SAV, the tidal fluctuation in
Chlorophyll-a decreases because of smaller tidal flushing (Figure 3-9(m)). The decreased fluctuations of
nutrients are results of both changed flow pattern and phytoplankton dynamics (Figure 3-9(p-r)). The
changes in the nutrient concentrations further influence the bottom nutrient fluxes (Figure 3-9(s-t)). At the
tidal scale, the variability of biological variables is intimately connected to that in the physical variables
(in particular the flow), e.g., with a similar phase lag (Figure 3-9(k-t)).
Although the peak algal concentration is similar with and without SAV, it is still essential to
compare algal growth rate under two different environments, with SAV and without SAV. The local
growth rate of diatom and green algae is shown in Figure 3-10(a-b). The growth rates are much lower
with SAV, which is mainly due to the decrease of light supply through the shades of SAV canopies (note
that the nutrient is still unlimited; Figure 3-9). To reach a high concentration, phytoplankton requires a
much longer residence time. Therefore, the lower flushing rate due to SAV is the main driver for the
phytoplankton accumulation, even though the local growth rate is low. The accumulation of
phytoplankton with SAV plays an important role on the phytoplankton blooms. In summary, both SAV
and phytoplankton can coexist in the shallow water and bloom together in summer. However, the
phytoplankton dynamics is different. To reach phytoplankton bloom, a high growth rate is needed to
balance the high flushing without SAV. In contract, accumulation of phytoplankton due to reduced
flushing plays the dominant role for phytoplankton bloom with SAV (with static feedback).
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Figure 3-9: (a-j): Differences in water quality variables with and without SAV at the shoal station 10 (cf.
Figure 3-6) over a year. (a-b): time series of SAV leaf biomass (stem and root biomasses are similar) and
canopy height (note that the biomass is 0 without SAV). The elevation difference in (e) is very minor. (kt): exemplary hourly time series of (a-j) for 15 days in summer.
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Figure 3-10: (a-b): Local growth rate of 2 groups of phytoplankton at the shoal station 10. (c-d): Local
metabolism rate. (e-f): Settling source in 1m surface layer.

3.4.2.2 Pattern II: SAV Bloom in Seasonal Succession with Phytoplankton Decline in Median
Depth Areas
As noted before, the biomass of SAV tends to be smaller in the median depth areas, which is
confirmed by Figure 3-11(a-b). The canopy stays at a submerged level of less than 0.5m in height. In this
case, SAV does not limit the light supply to the phytoplankton in the water column above the canopy. The
biomass of phytoplankton tends to have different trends with or without SAV. In the presence of SAV,
the phytoplankton has a higher bloom in the winter, while its concentration is lower in summer. With
SAV the nutrient level is lower from winter to early spring but still unlimited for the phytoplankton
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bloom, while in summer, the nutrients are used up and chlorophyll-a concentration decreases, suggesting
that nutrient supply limits the growth of both SAV and phytoplankton. When nutrients are not limiting in
winter, phytoplankton has a higher winter-spring bloom with SAV. The reason is the same as in the
shallow water area as, i.e. due to SAV-induced accumulation, which is evidenced by the reduced velocity
with SAV (Figure 3-11(d)). However, phytoplankton cannot reach its summer bloom when there is SAV
due to nutrient limitation. Since SAV can uptake the nutrients directly from the sediment, the sediment
flux of nutrients, which is the main mechanism for recycling inorganic nutrients in summer, decreases
with the presence of SAV in these areas. As a result, SAV tends to have advantage in the competition for
nutrient supplies. During fall and early winter, phytoplankton blooms again when nutrient become
available with SAV included in the simulation, which is likely to be a result of the recycling of nutrients
as SAV decreases.
On the tidal cycle scale, the phase lag and the reduction of flow magnitude are similar to the shoal
case (Figure 3-11(n-o)). Nutrient limits the phytoplankton growth in this area as analyzed in last
paragraph; however, during each diurnal cycle, there is recycling of inorganic nutrients (ammonia and
phosphate) at nighttime by phytoplankton, SAV and bottom flux (Figure 3-11(p,r)). And in daytime, these
recycled nutrients will be quickly used up by phytoplankton.
The differences in local kinetic processes of phytoplankton between environments with and
without SAV are investigated as shown in Figure 3-12. In early Spring, the phytoplankton has a similar
local growth rate with or without SAV because there is not much light or nutrient limitation caused by
SAV during that period, which indicates the growth rates in both scenarios are mainly controlled by due
to SAV. In summer, the growth rate of phytoplankton is much lower with SAV because of nutrient
competition; while shading should not be a major factor because the canopy does not reach the surface.
SAV has little influence on the metabolism rate of phytoplankton. Settling gain, which means the settling
source from surface to this layer, largely correlates with the phytoplankton biomass dynamics, so there is
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relatively higher settling gain during winter-spring time while it is lower during summer-fall time with
SAV (Figure 3-12(e-f)).
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Figure 3-11: (a-j): differences in water quality variables with and without SAV at the median depth
station 1 (cf. Figure 3-6). (a-b): time series of SAV leaf biomass (stem and root biomasses are similar)
and canopy height (note that the biomass is 0 without SAV). (k-t): hourly time series of (a-j) for 15 days
in summer.
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Figure 3-12: (a-b): Local growth rate of 2 groups of phytoplankton at the median depth station 1. (c-d):
Local metabolism rate. (e-f): Settling source in 1m surface layer.

3.4.2.3 Pattern III: Non SAV Survival in Deep Channel Areas
Overall the SAV impact is rather minor in this area because SAV cannot survive in deep channels
due to light limitation (Figure 3-13(a-b)). There is a small decrease in the phytoplankton concentration.
The flow velocity, on the other hand, is larger in channels with SAV, as the presence of SAV in other
areas effectively channelizes the flow (Zhang et al., submitted). Larger tidal flushing with SAV, as well as
horizontal advection, is responsible for the minor decrease in the phytoplankton biomass. There is a slight
increase of nutrients when SAV is removed because the SAV in surrounding areas consumes the
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nutrients. The changes are much smaller than those at the other 2 areas, at either seasonal or tidal cycle
scales (Figure 3-13(k-t)).
Not surprisingly, phytoplankton has similar growth/decay rates in cases with or without SAV
because locally there is little or no SAV (Figure 3-14). SAV exerts its impact on these variables mainly
through its effects on the hydrodynamics or through an indirect effect in the neighboring areas. For
example, the local net growth rates show some differences in the case with SAV because of changes in
the flow pattern, which in turn changes the light and nutrient supplies.

75

76

Figure 3-13: (a-j): differences in water quality variables with and without SAV at the channel station 13
(cf. Figure 3-6). (a-b): time series of SAV leaf biomass (stem and root biomasses are similar) and canopy
height (note that the biomass is 0 without SAV). (k-t): hourly time series of (a-j) for 15 days in summer.
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Figure 3-14: (a-b): Local growth rate of 2 groups of phytoplankton at the channel station 13. (c-d): Local
metabolism rate. (e-f): Settling source in 1m surface layer.

3.4.3 SAV-Driven Effects on Biological Processes of Dissolved Oxygen and Nutrients
The biological impact of SAV on the nutrients and oxygen is not only from direct photosynthesis
and respiration of SAV itself, but also from indirect effects on phytoplankton dynamics. Both change the
oxygen concentration and the nutrient budget through photosynthesis and respiration (Figure 3-15). Also,
changes in dissolved oxygen can affect some kinetic processes of nutrients, such as nitrification, but this
effect is expected to be minor. Overall, DO budget is relatively stable because of the reaeration and
vertical mixing in this relatively shallow water system. The removal of SAV does not result in a decrease
or increase of DO or nutrient budgets everywhere during the simulation period because both biological
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processes and physical advection effect the budgets. By comparing the simulation results with and
without SAV for each biological process and its contribution to nutrient and DO budget, we can diagnose
processes that receive the most impact from SAV. As in Section 3.4.2, this analysis is also conducted at
selected representative stations in each of the three areas. Both DO and ammonia are chosen for the
analysis. We plot the components of each process and compare the difference between the model results
with and without SAV. As there is no SAV survival in the deep channel area (Figure 3-13), the changes in
DO and nutrient budgets are minor, therefore, changes in the deep channel are not discussed further.

Figure 3-15: Local biological processes of nutrient budget.

3.4.3.1 Shoal Area
Because of high primary production of SAV, DO is supersaturated in this area for most of the
time as shown in Figure 3-16(a). Among the kinetic components of DO, SAV is a large producer of
oxygen, and the magnitude of its net oxygen production (Figure 3-16(f)) is three times larger than the
phytoplankton production without SAV (Figure 3-16(b)). Net oxygen production by phytoplankton with
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SAV is almost negligible due to its lower local growth rate. There is more oxygen consumption used for
DOC mineralization as there is more DOC produced with SAV. Although SAV is a net producer of
oxygen, it also induces large SOD via its root metabolism. However, there is no large change in DO level,
which is dominated by aeration.
Using ammonia budget as an example of nutrient dynamics, we see that SAV alters the source or
sink for the budget (Figure 3-17). SAV does not change the ammonia source from predation much as in
Figure 3-17(b). The direct impact from SAV photosynthesis and metabolism can give ammonia a net
positive/increasing rate in the water column, i.e. SAV transfers ammonia from sediment to the water
column (Figure 3-17(f)). The reduction of sediment flux by SAV is one of the most important pathways
through which SAV effects the nutrient budget; it generally blocks the source of ammonia from the
sediment flux. Because SAV changes the phytoplankton growth dynamics through the shading effect, the
net uptake rate of ammonia by phytoplankton is reduced. Overall, the amount of ammonia is on the same
order in the water column with or without SAV, but the amplitude of variation is reduced with SAV.
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Figure 3-16: Impact of SAV on total DO and individual process for oxygen budget at the shoal station 10.
(a): Time series of dissolved oxygen concentration. (b, f): Local net oxygen source from phytoplankton
and SAV, where the DO production of photosynthesis minus the consumption of metabolism. (c, d): local
DO consumption on nitrification and DOC decay. (e): local DO consumption rate on the transfer to
sediment oxygen demand.
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Figure 3-17: Impact of SAV on ammonia and individual processes of ammonia budget at the shoal station
10. (a): Time series of ammonia concentration. (b, d, e): Local ammonia source from predation,
remineralization and surface/bottom flux. (c, f): Local net ammonia source/sink from phytoplankton and
SAV, where the ammonia release of metabolisms minus the consumption of photosynthesis.

3.4.3.2 Median Depth Area
At 1m below the surface, even though SAV produces a large portion of oxygen, the oxygen
concentration decreases in summer because the net oxygen production from phytoplankton is lower with
SAV (Figure 3-18). The decrease of DO consumption due to the nitrification process is consistent with
the reduced available ammonia in the water column (Figure 3-19(c)). In addition, as SAV produces more
organic matter, the oxygen consumption due to DOC decay increases a little with SAV. However, there is
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not a large change of SOD compared to shallow areas. The winter dissolved oxygen concentration
becomes higher with SAV along with the high phytoplankton bloom when nutrient is available.
Besides the net release of ammonia from SAV in the water column (Figure 3-19(f)), SAV reduces
sediment flux of ammonia through direct uptake of ammonia in the sediment (Figure 3-19(e)). The lower
phytoplankton biomass and decreased local growth in summer reduces the ammonia uptake by
phytoplankton. The mineralization of increasing organic nitrogen results in an increase of ammonia in
water column with SAV (Figure 3-19(d)). Overall, the ammonia is limited in spring to fall with SAV
(Figure 3-19(a)). The ammonia concentration in water column drops to almost zero in spring, it limits the
local growth of phytoplankton. Although SAV transfers ammonia from bottom sediment to water column
due to decay, the recycled ammonia will be consumed by phytoplankton immediately, resulting in almost
zero concentration starting in late spring.
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Figure 3-18: Impact of SAV on total DO and individual process for oxygen budget at the median depth
station 1. (a): Time series of dissolved oxygen concentration. (b, f): Local net oxygen source from
phytoplankton and SAV, where the DO production of photosynthesis minus the consumption of
metabolism. (c, d): local DO consumption on nitrification and DOC decay. (e): local DO consumption
rate on the transfer to sediment oxygen demand.
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Figure 3-19: Impact of SAV on ammonia and individual processes of ammonia budget at the median
depth station 1. (a): Time series of ammonia concentration. (b, d, e): Local ammonia source from
predation, remineralization and surface/bottom flux. (c, f): Local net ammonia source/sink from
phytoplankton and SAV, where the ammonia release of metabolisms minus the consumption of
photosynthesis.

3.4.4 SAV Feedback to Hydrodynamics and Subsequent Feedback to Water Quality
3.4.4.1 SAV Impacts on Flow Patterns
Previous SAV modeling work did not consider the impact of SAV and SAV density on
hydrodynamics. As SAV density increases and becomes taller, the increase of friction can alter the
dynamic field and change local flushing and residence time. During model development, the SAV module
was developed individually: SAV impacts on hydrodynamics and water quality through ecological
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interactions are considered separately first. Then changes of SAV biomass and canopy height are coupled
to the hydrodynamic model to account for the feedback of SAV to the hydrodynamics and feedback of
resultant flow on the ecological model. Two sensitivity tests of feedbacks were conducted: one is a static
feedback and the other is dynamic feedback. With the static feedback, the canopy height, SAV stem
diameter and density are fixed in the hydrodynamics calculation. With the dynamic feedback, the canopy
height simulated in the SAV model is passed on to the hydrodynamic model (SAV density remains
unchanged), which could further improve the simulation on the seasonal scale.
Up until now, the data support for the calibration of SAV biomass simulation or the feedback
function is not sufficient and difficult to get, but comparing simulation results with and without including
feedback can shed light on the underlying mechanisms and inspire future monitoring.
Four model simulations were conducted: (a) the baseline simulation without SAV, (b) simulation
with SAV with no feedback on hydrodynamics, (c) simulation with SAV with static feedback, and (d)
simulation with SAV and dynamic feedback. Figure 3-20 shows the depth-averaged horizontal velocity
magnitude and directions for both flood tide and ebb tide for scenarios (a,c,d); note that (a) and (b) have
the same flow patterns as SAV has no impact on hydrodynamics. It is obvious that in both runs with
SAV, the SAV alter flow distribution. Strong currents are focused into a narrow region and velocities
decrease in shallow area. But the current with dynamic feedback is slightly weaker than that with static
feedback. With static feedback, the canopy height (a constant 0.8m) increases friction in the
hydrodynamics part, and the impact of feedback is higher than most areas in the SAV beds for the
dynamic feedback except for the northern part of the region located on the western side of the channel
according to the simulation. The dynamic feedback results in a weaker channelized flow on the eastern
side of the channel whereas distinguished low flow region is formed on the western side because of the
huge SAV biomass there.
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Figure 3-20: Flood (a, c, e) and ebb (b, d, f) patterns from results of no-SAV, with SAV static feedback,
with SAV dynamic feedback at 12 a.m. on Jun 30, 2015 and Jul 5, 2015. (g, h): flow magnitude
difference between (c, d) and (a, b), etc. c-a and d-b. (i, j): flow magnitude difference between (e, f) and
(a, b)

3.4.4.2 SAV Biomass Response to SAV with Feedback to Hydrodynamics
As the dynamic feedback of SAV heights to hydrodynamics changes the flow pattern, it made
some difference to the entire aquatic system. Comparing the SAV biomass distribution in the middle of
the year, SAV biomass was larger overall when feedback to hydrodynamics was considered in Figure 3-
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21. This was found to be caused by a number of factors; for example, the different flow patterns changed
the nutrient distribution and this in turn changed the growth patterns of SAV in ways that depended on
water depth. More discussion will be conducted in the following sections.

Figure 3-21: SAV biomass distributions on Jun 29, 2015 during summer bloom from the results of no
SAV impact on hydrodynamics, with SAV static feedback, and with SAV dynamic feedback.
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3.4.4.3 Importance of SAV Feedback to Hydrodynamics for Ecosystem Components
To study the importance of SAV feedback to hydrodynamic and its impacts to water quality, two
scenarios are investigated. The first is that of no feedback from SAV to hydrodynamics (Figure 3-22) and
the second has a static feedback with constant SAV height, density transferred to hydrodynamics.

Figure 3-22: Local system with and without feedback from SAV to hydrodynamics. In the case of no
feedback, the left subsystem with gray hatching is turned off.

The annually averaged differences made by SAV to chlorophyll-a, dissolved oxygen, and
ammonia in the two scenarios are shown in the difference maps of Figure 3-23. Without feedback, SAV
tends to decrease the chlorophyll-a concentration almost everywhere relative to the no-SAV case.
However, the difference caused by SAV in the no feedback case is still less than 18.5% of the difference
caused by SAV in the static feedback scenario (Figure 3-23(a)). In other words, the feedback effects
through hydrodynamics accounts for more than 81.5% of the changes of phytoplankton. Without the
accumulation caused by weak tidal flushing, the phytoplankton tends to be lower because of competition
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from SAV on nutrient or light supplies, which is further analyzed in the following paragraphs. Referring
to Section 3.4.2, it can be concluded that feedback effects of SAV to hydrodynamic model reduce fluxes
in dense SAV region and promote phytoplankton accumulation.
In Figure 3-23(c), there tends to be an overall decrease of dissolved oxygen in most areas, but the
difference is still minor – less than 21.6% of the DO difference in the static feedback scenario. The SAV
beds have an even larger decrease of dissolved oxygen because of its metabolism and decay. The
difference in ammonia caused by SAV in the no feedback scenario is less than 6.4% of the difference in
static feedback scenario (Figure 3-23(e-f)). SAV beds tends to provide more ammonia in the no feedback
run, while in the static feedback scenario, ammonia has a net decrease in the SAV beds. In conclusion, the
feedback of SAV to hydrodynamics accounts for about 80% of the changes in water quality, and it can
reach up to more than 90% for certain variables.
Detailed analysis on time series of the water quality state variables is presented in the following
sections, and discussions focus on shoal area and median depth area. As there is no SAV in deep
channels, the impact on this area is negligible. As the DO budget is dominated by reaeration for each
scenario, further discussions on DO budget is also omitted.
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Figure 3-23: (a, c, e): Spatial distribution of averaged differences ([SAV]-[No_SAV]) caused by SAV in
scenario of static feedback, (cf. Figure 3-7- (a, b, d)). (b, d, f): Spatial distribution of averaged differences
([SAV]-[No_SAV]) caused by SAV in scenario of no feedback to hydrodynamic.
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In the shoal area, without SAV feedback to hydrodynamics the SAV biomass is similar to the
biomass for the case with static feedback (Figure 3-24(a)). Phytoplankton biomass is similar between no
SAV and with SAV but no feedback but is very different from the case of SAV with static feedback
(Figure 3-24(c)); the static feedback effects on hydrodynamics directly influence the phytoplankton
biomass.
The nutrients in the water column are similar between the cases of no feedback to hydrodynamics
and without SAV, even though SAV decreases the bottom nutrient fluxes (Figure 3-24(i-j)). In the case of
static feedback, inclusion of feedback affects the flow field so much so that it has a large impact on
nutrient dynamics; the altered tidal flow tends to reduce nutrient supply resulting in decrease of nutrient
concentration (Figure 3-24(f-h)).
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Figure 3-24: Differences in water quality variables without SAV, with SAV but no feedback and with
static SAV feedback at the shoal station 10 (cf. Figure 3-6). (a-b): Time series of SAV leaf biomass (stem
and root biomasses are similar) and canopy height (note that the biomass is 0 without SAV).

In median depth area, it is more complex to describe simply the effect of feedback on water
quality time series. As shown in Figure 3-25, phytoplankton has a very different distribution for the
scenarios with and without feedback (3-25(c)). With the static feedback, phytoplankton has a large bloom
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during winter-spring period when nutrients are available while SAV biomass is still low. The reduced
flushing enables the bloom to accumulate. As SAV becomes more abundant, phytoplankton has to
compete with SAV nutrients, which makes the phytoplankton bloom crash in summer. As SAV biomass
decreases in fall and nutrients again become available, a second phytoplankton bloom occurs. For the
scenario without feedback, SAV gains more biomass and phytoplankton bloom can sustain in summer
because flushing transfer more nutrient supply through advection. For both no feedback and static
feedback scenarios, SAV decreased the local bottom nutrient flux to different degrees. However, different
nutrient levels drive the different bloom patterns in these two scenarios.
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Figure 3-25: Differences in water quality variables without SAV, with SAV but no feedback and with
static SAV feedback at the shoal station 10 (cf. Figure 3-6). (a-b): Time series of SAV leaf biomass (stem
and root biomasses are similar) and canopy height (note that the biomass is 0 without SAV).
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3.4.4.4 Sensitivity Tests for Static feedback and Dynamic Feedback
The distribution and concentration of the phytoplankton, dissolved oxygen and nutrient budgets
are also different under these two scenarios – static feedback and dynamic feedback. Overall a lower
impact can be seen with the dynamic feedback (Figure 3-26).
As far as the phytoplankton is concerned, increase in the phytoplankton concentration is lower on
the SAV beds with the dynamic feedback than static feedback. As most of the canopy height calculated in
the dynamic feedback scenario is lower than the constant 0.8m used in the static feedback scenario, the
accumulation of phytoplankton due to reduced advection by tidal flushing is lower. For the dynamic
feedback scenario, lower SAV and phytoplankton biomass both contributed to the lower production of
dissolved oxygen and lower uptake of nutrients. Therefore, the increase in the dissolved oxygen
concentration and decrease in the ammonia concentration are less over the SAV bed with the dynamic
feedback than with the static feedback.
With the dynamic feedback, areas with changes of DO and nutrients are less confined. The reason
for this is that, with the static feedback, the more channelization of flow makes the SAV beds more
isolated to the surrounding area, while with dynamic feedback, the effect from the SAV beds tends to
spread out (Figure 3-26).
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Figure 3-26: (a, c, e): Spatial distribution of averaged differences ([SAV]-[No_SAV]) caused by SAV in
scenario of static feedback (cf. Figure 3-7- (a, b, d)). (b, d, f): Spatial distribution of averaged differences
([SAV]-[No_SAV]) caused by SAV in scenario of dynamic feedback to hydrodynamic.
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3.5. Conclusion
We applied the new SAV model to the study of Cache Slough Complex in the Delta region of the
San Francisco Bay, and validated it with observational data. The overall pattern and magnitude of
chlorophyll-a, dissolved oxygen, and nutrient concentrations matched the observations reasonably well.
The modeled SAV distribution was also in agreement with the observed SAV distribution, and
successfully captured the uneven distribution of SAV among shoal and channel areas.
The annually averaged differences were used to study the SAV impacts on the water quality state
variables (chlorophyll-a, dissolved oxygen, and nutrients). The overall pattern of differences suggests that
there is an increase of phytoplankton, dissolved oxygen and organic nutrients, and a decrease of inorganic
nutrients over the SAV beds. This difference was found to be due to the presence of SAV itself and the
SAV-induced changes in phytoplankton biomass.
The SAV biomass tends to vary with bathymetric depth. To study the seasonal patterns of the
SAV impact on the whole system, detailed analysis was conducted at representative stations along
different transects associated with different depths across the SAV beds. Time series of these stations
were analyzed to study the interaction between SAV and phytoplankton. The overall pattern in each area
is summarized in Figure 3-27. In the shoal area, the local growth rate of phytoplankton is lower with SAV
because of the shading and to a lesser extent, competition for nutrients; on the other hand, the
phytoplankton biomass increases locally because of the prolonged residence time, which is caused by the
reduced flow due to frictional effects of SAV as a result of feedback to hydrodynamic fields. In the
median depth area, SAV outcompetes the phytoplankton for both light and nutrient supplies in summerfall time and thus suppresses the phytoplankton growth, while during winter-spring and fall-winter, SAV
enhances phytoplankton bloom due to the reduced flow with SAV and available nutrients with SAV
decay. A double bloom of phytoplankton was found that exhibits a seasonal succession pattern. In deep
channels, the impact on the phytoplankton is minor as SAV cannot survive there.
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Figure 3-27: Summary of SAV-phytoplankton interaction in different water depths

Among the local kinetic processes of DO and nutrient budgets, the changes of these state
variables can be directly induced by SAV or indirectly induced by phytoplankton, which is under the
impact of SAV. The net production of oxygen from SAV photosynthesis and metabolism contribute a
significant source to the DO budget. But DO concentration stays stable due to air-sea exchange and
advection. The SAV contributes to transfer certain amount of inorganic matter to the water column as a
net result of its photosynthesis and metabolism, but the magnitude of this value is at a low level. Instead,
SAV changes the nutrient budgets mostly by reducing the sediment fluxes due to its advantage of taking
up nutrients directly from the sediment.
The SAV impact on hydrodynamics accounts for more than 80% of the differences for the water
quality state variables, including nutrients and phytoplankton. Comparing model results for scenarios
without feedback and with feedbacks to the hydrodynamics, the flow pattern changes significantly. The
flow is more channelized in the with-feedback scenario, while the flow velocity is reduced significantly
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over the SAV bed, thus suppressing the tidal flushing. The overall SAV biomass increases with the SAV
feedbacks to hydrodynamics, at the same time, it encourages the accumulation of phytoplankton biomass.
However, in certain areas where water depth is relatively large, SAV can suppress the summer
phytoplankton bloom by reducing nutrient source from advection and bottom flux at the same time.
Furthermore, the presence and growth of SAV alters the flow pattern, which in turn can have a wide range
of impacts on biochemical processes of the habitat through several complex nonlinear feedback loops.
Our results highlight the importance of incorporating all of these feedback loops in a model in order to
correctly account for these complex hydrodynamic and biogeochemical processes.
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Chapter 4 Summary and Future Work
The major contribution of this thesis includes two parts. The first is to develop a new version of
SAV model and incorporate it into the fully coupled hydrodynamic-water quality framework of SCHISMICM. The second part is to apply the new SAV model to the Cache Slough Complex located in the
Sacramento-San Joaquin Delta in California to study potential impacts of removal of SAV on the aquatic
system.
Compared with the previous efforts, the coupled SCHISM-ICM-SAV is able to directly simulate
the effects of SAV on hydrodynamics by incorporating SAV-induced drag force in the momentum and
turbulence equations. In addition, the new SAV model can simulate the competition between SAV and
phytoplankton for light and nutrient supplies.
The new SAV model is first validated with a series of benchmark tests for SAV dynamics and
impacts of SAV growth on the surrounding environment. The simulated biomass matches analytical
solution well. The model can successfully simulate the die-off process of SAV where habitat is not
favorable. Magnitudes of SAV-induced nutrient flux and oxygen budget agree with the change of SAV
biomass, suggesting that mass conservation is achieved.
We applied the SAV model to the Cache Slough Complex domain to study the impacts of SAV
removal on the ecosystem through numerical experiments. The model is validated by the comparisons
with available observations. In particular, the distribution of SAV biomass matches observation well. A
series of model experiments were then conducted to study the scenarios with and without SAV. Through
the analysis of these model results, we can diagnose the potential influences of SAV on the ecosystem.
The SAV biomass is in different magnitude in areas with different water depth. Overall, the annually
averaged differences caused by SAV indicate that SAV tends to increase the concentration of
phytoplankton, dissolved oxygen and organic nutrients, while decrease the inorganic nutrients over the
SAV bed. SAV tends to encourage the phytoplankton accumulation by prolonging the residence time
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while suppressing local primary production of the phytoplankton through competition for light and
nutrient supply. The local kinetic changes on dissolved oxygen and nutrients can be directly induced by
SAV itself or indirectly affected through phytoplankton. Overall, SAV is a significant oxygen producer.
The blocking of sediment flux to the water column caused by SAV accounts for an important change of
the nutrient budgets, which reduces the nutrient supply for phytoplankton to grow.
The SAV feedback to hydrodynamics is significant as it accounts for more than 80% of the
changes of water quality state variables. Without feedback to the hydrodynamics, the difference made by
SAV directly or indirectly to the water quality is mostly minor. In some cases, SAV helps to reduce the
summer algae bloom to a healthier level through competition on the ecological side and also by its impact
on hydrodynamics. Furthermore, the presence and growth of SAV alters the flow pattern, which in turn
can have a wide range of impacts on biochemical processes of the habitat through complex nonlinear
feedback loops. Our results therefore suggest the importance of incorporating all of these feedback loops
in a model in order to correctly account for these complex hydrodynamic and biogeochemical processes.
In this study the feedback from SAV to hydrodynamics is primarily through the canopy height,
with SAV diameter and density unchanged. Competition between plant species is not included in the
model. To further improve this model, we plan to add new capability to simulate the SAV propagation
and also possibly competition between plant species if ongoing monitoring work by CADWR and USGS
suggests niches are identifiable (say, between the median depth and shoal regimes identified in this
thesis). The verification of the current model is limited by complexity of the system we envision and the
availability of observation, and so more data support for the model development would further improve
the model. At the same time, the hypotheses and ambiguities of the present work should help inform
further monitoring work.
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