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Resumen
El objetivo de esta tesis doctoral es proponer métodos numéricos eficientes
para la resolución de modelos que describen la dinámica de los portadores en
dos tipo de dispositivos semiconductores: una estructura de múltiples pozos
cuánticos (MQW) y un transistor de efecto de campo (MESFET).
Para estudiar los procesos dinámicos en un dispositivo de MQW, con-
sideramos un modelo hidrodinámico bidimensional propuesto por Sherman,
Abrarov y Sipe [1], el cual describe la dinámica de las cargas producida me-
diante inyección óptica. Dicho modelo está descrito por un sistema de ecuacio-
nes diferenciales en derivadas parciales hiperbólicas acopladas y fuertemente
no lineales. Para resolver numéricamente este modelo, usamos métodos es-
pectrales, los cuales han demostrado una alta eficacia en la resolución de este
tipo de ecuaciones diferenciales que involucran fenómenos ondulatorios.
El esquema numérico que hemos desarrollado es estable, robusto y permi-
te calcular soluciones para tiempos largos. De hecho, la solución del modelo
hidrodinámico bidimensional nos permite observar que la dinámica de las
cargas tiene un comportamiento predominantemente unidimensional. Este
hecho nos ha motivado a formular una versión unidimensional del modelo,
en principio más sencilla, pero que conserva las propiedades físicas esencia-
les del modelo original. Con este modelo unidimensional hemos reproducido,
fielmente, los resultados obtenidos por el modelo bidimensional completo.
Además, para tiempos largos, hemos derivado una solución asintótica que
concuerda con los resultados numéricos.
Por otro lado, hemos extendido el modelo analizado incluyendo los efectos
de la aplicación de un campo magnético y lo hemos resuelto numéricamente
con nuestro algoritmo.
Para estudiar la dinámica de las cargas en un dispostivo MESFET, consi-
deramos un modelo de Drift-Diffusion (DD) [43, 74]. La geometría y las con-
diciones de contorno discontinuas, típicas de estos dispositivos, hacen muy
difícil su solución numérica usando métodos numéricos tradicionales. Una al-
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ternativa eficiente para la solución de este tipo de problemas es el método sin
malla de Funciones de Base Radial (RBF). El método RBF global posee pre-
cisión espectral, pero tiene la desventaja de que el sistema lineal resultante
se convierte en mal condicionado cuando se incrementa el número de nodos o
disminuye el parámetro de forma. El esquema numérico que proponemos en
esta tesis se basa en el uso de aproximaciones con RBF locales en lugar de
las globales. El método RBF local carece de la precisión espectral del méto-
do RBF global, pero permite eludir los problemas de mal condicionamiento.
Los resultados obtenidos usando RBF locales son muy acordes con los que
se obtienen con el método global.
Abstract
The aim of this Ph.D. thesis is to propose efficient numerical methods for
solving the models that describe the dynamics of the carriers in two kinds
of semiconductor devices: a multiple quantum wells structure (MQW) and a
field effect transistor (MESFET).
To study the dynamic processes in a MQW device, we consider a 2D
hydrodynamic model proposed by Sherman, Abrarov and Sipe [1], which
describes the dynamics of the charges produced by optical injection. The
model consist of nonlinear hyperbolic partial differential equations strongly
coupled. To numerically solve this model, we use spectral methods, which ha-
ve shown a high efficiency in the solution of this type of differential equations
involving wave phenomena.
The numerical scheme based in spectral methods is stable and robust.
Furthermore, it can be used to compute the solutions for long times, and it
can be extended to analyze the effect of applying a magnetic field. The solu-
tion of the 2D hydrodynamic model allows us to observe that the dynamics
of charges have a predominantly unidimensional behavior. This fact motiva-
tes us to formulate a one-dimensional version of it, which is simple enough,
but contains the main physics of the original one. With this 1D model we
reproduce, closely, the results obtained from the solution of the 2D model.
For long times, we derive an asymptotic solution which is in close agreement
with the numerical results.
To study the dynamics of the charges in a MESFET device, we consi-
der the Drift-Diffusion Model (DD) [43, 74]. The discontinuous boundary
conditions and the complex geometry typical of these devices, makes very
challenging its numerical solution using traditional numerical methods. An
efficient alternative for the solution of this type of problems is the use of Ra-
dial Basis Functions (RBF) meshless method. The global RBF method has
spectral accuracy but has the disadvantage that the resulting linear system
becomes ill-conditioned when the number of nodes increases or the shape
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parameter decreases. The numerical scheme that we propose in this thesis is
based on using the local RBF approximation instead of the global version.
The local RBF method lacks the spectral accuracy of the global RBF met-
hod, but avoids the ill-conditioning problem. The results obtained using local
RBF are very consistent with those obtained with the global method.
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Capítulo 1
Introducción
La investigación de la dinámica de las cargas y de los procesos eléctricos
y físicos que ocurren en los materiales semiconductores es importante para
el desarrollo y contrucción de dispositivos semiconductores. Dichos disposi-
tivos son sistemas estructurados cuyas propiedades eléctricas y ópticas están
gobernadas por una amplia variedad de procesos dinámicos no lineales.
Aunque las características de los semiconductores son conocidas desde
hace tiempo, el enfoque como sistemas dinámicos no lineales es bastante
reciente [14, 17, 19]. A través del modelado y la simulación numérica de
estos dispositivos es posible reproducir las complejas dinámicas que ocurren
en los mismos. Sin embargo, la resolución numérica de los modelos requiere
un esfuerzo computacional bastante exigente si se usan métodos numéricos
tradicionales, tales como las diferencias finitas.
El objetivo de esta tesis es proponer métodos numéricos más eficientes
para la resolución de modelos que describen las dinámicas de los portado-
res en dos tipos concretos de dispositivos semiconductores: una estructura
de múltiples pozos cuánticos (MQW) y un transistor de efecto de campo
(MESFET).
Los modelos que estudiamos en esta tesis pertenecen a una aproxima-
ción semi-clásica del transporte de carga de los portadores, con lo cual las
ecuaciones que definen dichos modelos son de tipo hidrodinámico. Para la si-
mulación de los procesos dinámicos en un dispositivo de MQW, estudiaremos
un modelo hidrodinámico bidimensional propuesto por Sherman, Abrarov y
Sipe [1], mientras que, para modelar la dinámica de las cargas en un dispos-
tivo MESFET, usaremos el modelo de Drift-Diffusion (DD), el cual se puede
derivar de la ecuación de Boltzmann [43, 74].
El modelo hidrodinámico propuesto por Sherman, Abrarov y Sipe es-
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tá descrito por ecuaciones diferenciales en derivadas parciales hiperbólicas
acopladas y fuertemente no lineales. Cuando se usan métodos numéricos tra-
dicionales, como por ejemplo diferencias finitas, para resolver este tipo de
ecuaciones diferenciales, el coste computacional es muy alto, pese a que el
grado de precisión alcanzado no es muy elevado. Los mencionados autores
han resuelto numéricamente su modelo usando una aproximación mediante
una base finita del tipo Hermite-Gauss, y han obtenido resultados razonables
para tiempos cortos. Sin embargo, para tiempos largos, los complejos patro-
nes que se forman en las soluciones hacen que tal aproximación deje de ser
eficiente.
En esta tesis investigamos y resolvemos numéricamente, las ecuaciones del
modelo propuesto por Sherman et al. [1], mediante la aplicación de métodos
espectrales, los cuales han demostrado tener una alta eficacia en la resolución
de este tipo de ecuaciones, que involucran fenómenos ondulatorios [23, 38, 92].
Los métodos espectrales se basan en la aproximación de funciones me-
diante su expansión en términos de una determinada base. Por ejemplo, ex-
ponenciales complejas en el caso de una serie de Fourier. Desde que en 1965
Cooley y Tukey [27] propusieron el algoritmo de la Transformada Rápida de
Fourier (FFT), los métodos espectrales de Fourier se han convertido en una
poderosa herramienta para la solución de ecuaciones diferenciales, sobre todo
por la precisión espectral que se obtiene en las soluciones numéricas y por el,
relativamente, bajo coste computacional asociado.
Un aspecto clave a la hora de resolver el modelo hidrodinámico propuesto
por Sherman et al. está vinculado a las integrales que definen el campo eléc-
trico. Estas integrales tienen integrandos constituidos por núcleos singulares
que, además, decrecen muy lentamente en el infinito, lo cual hace muy difícil
su computación numérica empleando métodos de cuadratura. Sin embargo,
aprovechando las propiedades de la Transformada de Fourier y de la con-
volución de funciones, hemos calculado dichas integrales, logrando de esta
manera una aproximación espectral de las mismas.
El problema de la integración temporal también es un aspecto importante
a la hora de obtener la solución de las ecuaciones diferenciales hiperbólicas,
como las que resolvemos en esta tesis, sobre todo porque la alta precisión
obtenida con los métodos espectrales requiere también un método acorde
en la variable temporal. Es por ello que hemos implementado un método
semi-implícito que contempla la condición de estabilidad de las leyes de con-
servación, separando la parte lineal de la no lineal en las ecuaciones. Como
consecuencia, hemos podido hacer tratable el tiempo de cómputo, ya que he-
mos podido tomar incrementos de tiempo mayores que los usados típicamente
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El esquema numérico que usamos, basado en métodos espectrales, es muy
robusto y nos ha permitido ampliar el modelo incluyendo los efectos de la
aplicación de un campo magnético. Además, al resolver el modelo hidrodiná-
mico bidimensional hemos observado que la dinámica de la distribución de
los electrones sigue un patrón de comportamiento predominantemente unidi-
mensional. Esta observación nos ha motivado a formular una aproximación
mediante ondas planas con objeto de reproducir los resultados del modelo
bidimensional, pero utilizando un modelo unidimensional que, aunque es más
sencillo, conserva las propiedades físicas esenciales del modelo original. De
hecho, con el modelo unidimensional hemos reproducido cualitativamente y
con gran precisión cuantitativa los resultados obtenidos con el modelo com-
pleto. Además hemos podido expresar las integrales del modelo vinculadas al
campo eléctrico en términos de la transformada de Hilbert. Gracias a ello he-
mos derivado la solución asintótica de las ecuaciones cuando el tiempo tiende
a infinito y solamente se considera el efecto del campo eléctrico debido a los
electrones.
Por otro lado, debido a la eficiencia y precisión de los algorítmos que
hemos desarrollado, en esta tesis analizamos y resolvemos numéricamente por
primera vez la aplicación de un campo magnético en un modelo de inyección
óptica, siendo los trabajos recientes de Rao y Sipe en 2011 [66], las referencias
teóricas más relevantes al respecto.
El segundo problema que abordamos en esta tesis es la resolución numéri-
ca del modelo de Drift-Diffusion (DD) para dispositivos MESFET. Aunque el
uso de métodos numéricos para el estudio de este tipo de modelos se conoce
desde hace tiempo, la geometría y las condiciones de contorno discontinuas
típicas de estos dispositivos hacen muy compleja su resolución usando méto-
dos tradicionales tales como los esquemas de diferencias finitas o de elementos
finitos. Recientemente, los métodos sin malla han cobrado un gran auge en
la resolución de dichos modelos. Tal es el caso del uso de las Funciones de
Base Radial (RBF) globales [57, 63, 64], cuyas principales ventajas son la
convergencia espectral con geometrías irregulares y distribución de nodos
no equiespaciados, así como la facilidad de implementación en cualquier di-
mensión. Pero su principal desventaja, sin embargo, es que el sistema lineal
resultante se hace mal condicionado cuando se aumenta el número de nodos
o se disminuye el parámetro de forma. Para evitar estos problemas, en esta
tesis proponemos una forma alternativa de resolución basada en la utilización
de aproximaciones con RBF locales. Los resultados obtenidos usando RBF
locales son muy acordes a los que se obtienen con el método global.
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1.1. Contenido de la Tesis.
La presente tesis está organizada de la siguiente manera:
Al inicio de cada capítulo se incluye una breve introducción acerca de los
conceptos y procesos que se desarrollan en el mismo. Al final incluimos las
principales conclusiones.
El capítulo 2 hace una revisión de los conceptos generales necesarios para
entender el contenido de la tesis y en particular describe los métodos numé-
ricos que utilizamos en la misma.
En el capítulo 3 se resuelve el modelo hidrodinámico propuesto por Sher-
man, Abrarov y Sipe [1], para modelar las corrientes generadas en un dispo-
sitivo con múltiples pozos cuánticos mediante inyección óptica. Los esquemas
numéricos que hemos utilizado para resolver el problema, están basados en
métodos espectrales, que usamos para calcular tanto las derivadas espaciales
como las integrales que definen el campo eléctrico. Para comprobar la efi-
cacia de los métodos espectrales hacemos comparaciones con los resultados
obtenidos en [1].
En el capítulo 4 analizamos por primera vez la influencia de un campo
magnético en un modelo de inyección óptica. Para ello añadimos un término
adicional (la fuerza de Lorentz ) a la ecuación de la velocidad del modelo ex-
puesto en el capítulo 3 y resolvemos numéricamente las ecuaciones mediante
métodos espectrales. Dado que no hay resultados experimentales sobre la
influencia de un campo magnético en la inyección óptica de dispositivos de
pozos cuánticos, siendo la referencia más reciente el trabajo teórico de Rao
y Sipe en 2011 [66], para calibrar que las soluciones numéricas obtenidas se
ajustan a la física del dispositivo comprobamos que nuestro modelo reprodu-
ce cuantitativamente la frecuencia y el radio de ciclotrón que describen las
partículas cargadas en presencia de un campo magnético perpendicular a la
dirección de movimiento de dichas partículas.
En el capítulo 5 formulamos, mediante una aproximación de ondas planas,
la versión unidimensional del modelo hidrodinámico resuelto en el capítulo
3. Comprobamos que esta aproximación reproduce los resultados obtenidos
con el modelo bidimensional completo. Además resolvemos analíticamente el
modelo de ondas planas cuando el tiempo tiende a infinito y solamente se
considera el efecto del campo eléctrico debido a los electrones.
En el capítulo 6 resolvemos el modelo de ondas planas formulado en el
capítulo 5 mediante un método de partículas. El objetivo es verificar que en
ausencia del término de la convolución, se puede producir “wave breaking” en
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la solución de las ecuaciones, mientras que con la inclusión de éste término
se logra detener el desarrollo de dichas ondas de choque.
En el capítulo 7 resolvemos numéricamente el modelo de Drift-Diffusion
para un dispositivo MESFET, utilizando métodos RBF globales y también
mediante RBF-FD locales, haciendo una comparación de los resultados de
ambos métodos.
El capítulo 8 contiene las conclusiones generales a las que hemos llegado
en esta tesis.
El apéndice A contiene la derivación del campo eléctrico unidimensional
para el modelo de ondas planas que formulamos en el capítulo 5.
El apéndice B contiene la deducción de la fórmula de la convolución exacta
utilizada en la solución para tiempos largos que calculamos en el capítulo 5.
Finalmente el apéndice C contiene el cálculo de algunas variables físicas
que se utilizan en la resolución numérica del modelo de Drift-Diffusion en el
capítulo 7.

Capítulo 2
Conceptos generales.
2.1. Introducción.
Este capítulo pretende ofrecer un panorama general acerca de la simula-
ción numérica de dispositivos semiconductores, centrándonos en la descrip-
ción de los dos dispositivos que estudiaremos y en los modelos usados para
su simulación. Además, haremos una revisión de los conceptos generales de
los métodos numéricos que utilizaremos para su resolución a lo largo de esta
tesis.
2.1.1. Organización del capítulo.
En la sección 2.2 describimos las características básicas de los dispositivos
semiconductores objeto de estudio en esta tesis y nos referimos brevemente
a los modelos que describen los problemas de transporte de carga. En la
sección 2.3 se explica detalladamente los métodos numéricos que usaremos
para resolver problemas de transporte de carga en dispositivos de múltiples
pozos cuánticos y MESFET. Se describen los métodos espectrales utilizados
en los capítulos 3, 4 y 5 y los métodos sin malla aplicados en los capítulos 6
y 7. También se exponen en esta sección, los métodos para la integración de
la variable temporal, que son utilizados en los capítulos 3 al 6.
7
8 Capítulo 2. Conceptos generales.
2.2. Problemas de transporte de carga en dis-
positivos semiconductores.
Desde los inicios de la electrónica moderna, los dispositivos semiconduc-
tores han cobrado una gran reelevancia, sobre todo por la amplia variedad
de campos de aplicación. Desde componentes de ordenadores portátiles hasta
partes de satélites de comunicación, hoy día es posible explotar las propie-
dades físicas que poseen los materiales semiconductores en la fabricación de
una amplia variedad de dispositivos, dentro de los cuales los más conoci-
dos son los transistores, diodos, triac, etc. El material comunmente usado
en la fabricación de los dispositivos semiconductores es el Silicio (Si), debido
a su abundancia en la naturaleza, sin embargo, también se usan materia-
les compuestos tales como el Arseniuro de Galio (GaAs) o el Arseniuro de
Galio-Alumnio (AsGaAl), debido a sus carácteristicas físicas y químicas. Por
ejemplo, su baja masa efectiva comparada con la del Silicio le dan la ventaja
de que los electrones se aceleran a mayor velocidad, lo cual los hace útiles y
atractivos en aplicaciones de alta frecuencia como por ejemplo las redes de
área local (WLAN) o los sistemas de posicionamiento global (GPS).
Dos hechos en la historia del desarrollo y construcción de los dispositivos
semiconductores han sido relevantes:
En primer lugar, las modernas técnicas de crecimiento [7, 29] han per-
mitido la miniaturización de estos dispositivos a escalas nanométricas,
así también como la construcción de estructuras compuestas por varias
capas de diferentes materiales semiconductores llamadas heteroestruc-
turas de baja dimensionalidad [71]. En estas estructuras los fenómenos
físicos relevantes ocurren a niveles cuánticos.
En segundo lugar, en 1969-1970 Esaki y Tsu [13] proponen la cons-
trucción de un tipo de estructuras cristalinas artificiales llamadas su-
perredes. Este hecho dio un gran impulso no solo a la fabricación de
otras estructuras microscópicas, como los pozos cuánticos, sino tam-
bién cambió la forma en que se estudia la dinámica que ocurre en la
superficie de los mismos.
En esta tesis estudiamos la dinámica de dos dispositivos semiconducto-
res: un dispositivo de Múltiples Pozos Cuánticos (MQW) y un Transistor de
Efecto de Campo Metal Semiconductor (MESFET). En esta sección descri-
biremos las características básicas de cada uno, así como los modelos usados
para la simulación de estos dispositivos.
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2.2.1. Estructuras de múltiples pozos cuánticos (MQW).
Una estructura de pozos cuánticos (Quantum Well QW) es un tipo par-
ticular de heteroestructura de baja dimensionalidad [7, 29] compuesta por
dos tipos diferentes de semiconductores en la que una delgada capa llamada
pozo es rodeada por dos capas llamadas barreras [56, 65]. Esta capa, en la
que tanto los electrones como los huecos están confinados es muy delgada
(típicamente su ancho es de 10A˚). Existen estructuras mucho más complejas
que constan de varias capas de pozos cuánticos conocidas como múltiples
pozos cuánticos (MQW).
La mayor parte de las estructuras de MQW utilizan interfaces entre GaAs
y AlxGa1−xAs, donde x varía típicamente entre 0.1 y 0.4 [7] (figura 2.1). Los
electrones y los huecos están confinados en las capas de GaAs debido a las
barreras de potencial que encuentran en la interface GaAs-AlGaAs.
Figura 2.1: Estructura de un dispositivo de pozos cuánticos (QW).
2.2.1.1. Inyección óptica de portadores de carga en estructuras de
MQW.
En este trabajo nos interesa la dinámica de las cargas en los dispositivos
de MQW a partir de su inyección óptica, es por esto que en este apartado
incluimos una descripción breve del proceso y destacamos algunos estudios
recientes que se han realizado en este campo.
Cuando un semiconductor está en el equilibrio térmico, la tasa de recom-
binación de los portadores está siempre compensada por la de generación,
manteniéndose constantes las concentraciones [25]. Sin embargo, no siempre
se tienen situaciones de equilibrio, pues existen muchos procesos de genera-
ción de portadores distintos al térmico, como por ejemplo, los debidos a la
excitación de portadores cuando el material se ilumina con radiación electro-
magnética. En estos casos, por cada fotón absorvido se rompe un enlace y se
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crea un par electrón-hueco. También se puede crear un exceso de portadores
sobre el valor de equilibrio cuando se ponen en contacto dos semiconductores
de signo opuesto. A todos estos procesos que originan exceso de portadores
sobre los valores de equilibrio se les denomina procesos de inyección [3] (figu-
ra 2.2). Es posible inyectar portadores usando otros métodos, dentro de los
cuales el que nos interesa es la inyección óptica [54], que consiste en hacer
incidir un haz de luz sobre un semiconductor. Si la energía del fotón de luz
E = ~ω es mayor que la energía de la banda prohibida (“band gap”) Eg del
semiconductor, donde ~ es la constante de Planck y ω es la frecuencia óptica,
el fotón es absorvido por el semiconductor y se genera un par electrón-hueco
[82]. La excitación óptica aumenta la concentración de los portadores por
encima de su equilibrio térmico.
Figura 2.2: Esquema de la inyección óptica de portadores.
La inyección óptica de portadores en semiconductores y particularmente
en heteroestructuras de semiconductores mediante secuencias de pulsos de
láser óptico es objeto de estudio actualmente [4, 33, 44]. El interés por la
inyección óptica se debe a que permite generar plasmas con una densidad
de carga y una densidad de corriente que se controla de forma óptica. En
efecto, se ha comprobado experimentalmente [31, 32, 80, 81], que es posible
generar balísticamente una corriente en los portadores haciendo incidir dos
haces de luz láser con frecuencias ω y 2ω, que satisfacen 2~ω > Eg > ~ω. En
este esquema, la interferencia de los dos haces del láser es usada para excitar
la corriente de los portadores. En particular, J. E. Sipe et al. [60] y M. J.
Stevens et al. [80] prueban experimentalmente que es posible inyectar balís-
ticamente una corriente en un dispositivo MQW de GaAs/AlGaAs (figura
2.3). Los dos pulsos ópticos se hacen incidir directamente sobre la superficie
de la estructura provocando el movimiento de los portadores a lo largo de
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la dirección rˆ, que está en el plano del pozo cuántico (el plano x − y). El
control de la densidad inicial de corriente se consigue mediante la interfe-
rencia cuántica de la transición de un fotón (frecuencia 2ω y fase φ2ω) y de
la transición de dos fotones (frecuencia ω y fase φω), a través de la banda
prohibida fundamental (“band gap”) Eg. Cuando ∆φ ≡ φ2ω−2φω es no nulo,
se rompe la simetría de la distribución inyectada en el espacio de momentos
y se genera una corriente macroscópica con velocidad U0 = ve | sin ∆φ | en la
dirección paralela a la superficie. La velocidad máxima ve, de los electrones
inyectados, es función de ω y Eg y alcanza los 103 km/s para 2~ω − Eg del
orden de 100 meV [76]. Esta corriente inyectada genera una separación en
los electrones y los huecos que origina fuerzas de Coulomb con elevada no
uniformidad. La distribución de las densidades de los electrones y huecos y
su correspondiente velocidad evolucionan en tiempo y espacio en un plano
debido al confinamiento producido por las barreras formadas con las capas
de AlGaAs.
Los estudios, tanto teóricos como experimentales, sobre la dinámica de
los portadores en estructuras de baja dimensionalidad se han enfocado prin-
cipalmente al transporte vertical en superredes y en otras estructuras donde
el movimiento vertical es posible [14, 17, 19]. Dichos estudios han jugado un
papel muy importante en la descripción de las complejas dinámicas no linea-
les que pueden ocurrir en estas estructuras semiconductoras. Sin embargo,
en las investigaciones sobre la inyección óptica en las estructuras de MQW
sólo se considera el transporte lateral ya que el correspondiente transpor-
te vertical es probabilísticamente despreciable debido a que los pozos están
suficientemente separados.
Figura 2.3: Esquema de la inyección óptica de un dispositivo de MQW.
Aún así, el análisis de la dinámica lateral de los portadores sigue siendo
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muy complejo debido a la no linealidad de las ecuaciones de los modelos que
describen dicha dinámica.
2.2.2. El transistor de efecto de campo (MESFET).
El segundo tipo de dispositivo, que estudiamos en el capítulo 7, es un
transistor de efecto de campo, específicamente un MESFET.
Un transistor de efecto de campo (Field-Effect Transistor FET) es bá-
sicamente un transistor controlado mediante la aplicación de un voltaje. La
mayoría de los transistores de efecto de campo están fabricados con Silicio,
por las excelentes propiedades de este material y por su abundancia en la
naturaleza. Sin embargo, el GaAs y otros materiales compuestos presentan
ciertas ventajas sobre el Silicio, como por ejemplo la mayor movilidad de
sus electrones. El transistor de efecto campo más importante es el transistor
de efecto de campo metal semiconductor (Metal Semiconductor Field Effect
Transistor MESFET) [21]. El MESFET de GaAs (Figura 2.4) consta de un
sustrato semiaislante o ligeramente dopado tipo P . Encima de este semicon-
ductor hay otra capa conductora tipo N (canal) en la que se conectan tres
terminales: los contactos óhmicos de fuente S y drenador D y un contacto
Schottky que actúa como puerta G. Entre fuente y drenador se hace circular
una corriente mediante una tensión aplicada entre estos terminales. Esta co-
rriente se puede controlar a su vez mediante una tensión aplicada al terminal
de puerta. El control de esta corriente se realiza gracias a la variación de la
zona de carga espacial que aparece en el canal debajo de la puerta [72].
Figura 2.4: Estructura de un dispositivo MESFET.
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2.2.3. Modelos para el transporte electrónico en dispo-
sitivos semiconductores.
Los modelos matemáticos que estudiamos en esta tesis tienen como ob-
jetivo describir los procesos dinámicos de los portadores de corriente en los
dos dispositivos semiconductores descritos anteriormente, que por lo general
tienen naturaleza no lineal. La teoría del transporte eléctrico en semiconduc-
tores describe cómo los portadores de carga interactúan bajo la influencia de
campos eléctricos y magnéticos.
Hay varios niveles en los que el transporte en semiconductores se puede
modelar, dependiendo de la estructura específica bajo consideración [15, 16,
17, 71]. El estudio del transporte electrónico en dispositivos semiconductores
exige la aplicación de la mecánica cuántica. Asimismo la complejidad de la fí-
sica puesta en juego hace necesario el uso de códigos de tipo Monte Carlo que
resuelven, de manera estocástica, la ecuación de transporte de Boltzmann y la
ecuación de Schrödinger, tomando en cuenta los diferentes efectos cuánticos
para explicar el comportamiento de dispositivos con dimensiones nanomé-
tricas. Sin embargo, existen otras aproximaciones de tipo semi-clásicas [85]
tales como los modelos hidrodinámicos derivados de la ecuación de Boltz-
mann o los modelos hidrodinámicos clásicos en los que la distribución de las
densidades de los portadores son considerados como un gas compresible y
que por lo tanto se puede modelar usando las ecuaciones de la mecánica de
fluidos, pero usando la información que brinda el modelo cuántico [18, 40].
Los modelos hidrodinámicos clásicos se han convertido en una herramien-
ta estandar de la industria de la simulación [40], que incorporan importantes
fenómenos de electrones calientes en los dispositivos semiconductores submi-
crométricos. Los modelos hidrodinámicos tratan la propagación de los elec-
trones y/o de los huecos en un dispositivo semiconductor como el flujo de un
fluido compresible cargado. De esta manera, los modelos hidrodinámicos son
equivalentes a las ecuaciones de la dinámica electrón-gas.
La simulación hidrodinámica, usando no solo la densidad de los porta-
dores sino también el momento promedio y la energía como variables diná-
micas, ha sido satisfactoriamente aplicada incluso en complejas estructuras
tridimensionales y geometrías realistas.
El modelo hidrodinámico para las corrientes inyectadas ópticamente en
los dispositivos de MQW, que estudiaremos a lo largo de los capítulos 3 al
6, pertenece a este tipo de modelos, donde se toman conceptos de la mecá-
nica cuántica, pero la nube de electrones se considera que sigue los procesos
propios de un fluido.
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Por otra parte, para modelar la dinámica de las cargas en un dispositivo
MESFET, utilizaremos el modelo de Drift-Diffusion (DD), el cual es el más
simple que se puede derivar a partir de la ecuación de transporte de Boltz-
mann [43]. Durante muchos años, este modelo ha sido la columna vertebral
de la simulación de dispositivos semiconductores. En dicho modelo, la den-
sidad de corriente es fenomenológicamente expresada por dos componentes:
la corriente de deriva (drift) o de arrastre, conducida por el campo eléctrico
que acelera los electrones y los huecos, y la corriente de difusión (diffusion),
debida al gradiente de la densidad de los portadores.
Las ecuaciones que describen cada uno de estos modelos se expondrán en
los correspondientes capítulos.
2.3. Métodos numéricos para la resolución de
modelos hidrodinámicos.
En esta sección describiremos los métodos que usaremos para resolver
numéricamente los modelos hidrodinámicos estudiados en esta tesis. Para la
solución del modelo hidrodinámico para las corrientes generadas mediante
inyección óptica en dispositivos MQW, usamos métodos espectrales (capí-
tulos 3 al 5) y los métodos de partículas (capítulo 6). Mientras que para el
modelo de Drift-Diffusion, que resolvemos en el capítulo 7, usaremos métodos
de funciones de base radial (RBF).
2.3.1. Métodos espectrales.
Los métodos espectrales fueron propuestos inicialmente en 1944 por Bli-
nova [23], como una herramienta para simulaciones a gran escala de dinámica
de fluidos. Sin embargo su uso se abandonó y no fue hasta la década de los
70 cuando Orszag [42] y Eliason [23] los hicieron resurgir. Con el trabajo
de Gottlieb y Orszag [42], en 1977, se presentaron los primeros fundamentos
matemáticos, después de los cuales el uso de los métodos espectrales alcanzó
otras áreas de aplicación en los años 80 y entraron en la corriente principal
de la computación científica en los años 90.
Una de las principales contribuciones al desarrollo de los métodos espec-
trales fue el algoritmo de la Transformada Rápida de Fourier (FFT) ideado
por Cooley y Tuckey [27] en 1965, el cual despertó el interés por su aplica-
ción a la solución de ecuaciones diferenciales [46]. Los métodos espectrales
demostraron ser particularmente útiles en estudios numéricos de la dinámica
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de fluidos. Se utilizaron códigos espectrales en estudios de turbulencia, mo-
delaje global del comportamiento climático y en la dinámica de los océanos
e incluso en mecánica cuántica. Hoy en día son una de las herramientas más
potentes, a la par que los métodos de diferencias finitas y de los elementos
finitos, para la solución numérica de ecuaciones diferenciales en derivadas
parciales (EDPs) [93].
Una de las razones por las que se usan los métodos espectrales para la
solución numérica de EDPs es su mayor grado de precisión con respecto
a otros métodos, sobre todo en problemas que realmente requieren mucha
precisión, tales como problemas de aerodinámica, inestabilidades hidrodiná-
micas y transición a turbulencias. Esta alta precisión se llama convergencia
exponencial [20, 93]. Si aproximamos la derivada de una función suave con
diferencias finitas de orden p, sobre una discretización con N puntos equies-
paciados, al aumentar N el error del esquema de diferencias finitas decrece
como O(N−p). Pero en los métodos espectrales la velocidad de convergencia
es mucho más elevada. En particular, si la función es infinitamente diferen-
ciable, el error en el método espectral será O(N−α), para todo α, y si la
función es analítica, la convergencia es aún más rápida O(cN) (0 < c < 1).
Esto es lo que se denomina convergencia exponencial [84].
Por otro lado, los métodos espectrales son útiles no solamente por su elevada
precisión, sino también porque minimizan el uso de memoria debido a la eco-
nomía del número de grados de libertad en comparación con, por ejemplo,
los métodos de diferencias finitas.
El concepto básico para todo método espectral es aproximar la solución
de una ecuación diferencial como una suma finita (truncada) en términos de
una base ortogonal de funciones infinitamente diferenciables [49]. La idea es
asumir que la incógnita u(x) pueden ser aproximada mediante una suma de
N funciones base φk(x) tal que [20]
u(x) ≈ uN(x) =
N∑
k=1
akφk(x) (2.1)
Diferentes funciones base dan lugar a diferentes aproximaciones espectrales.
Si φk(x) = eikx, las aproximaciones espectrales se denominan de Fourier.
Si φk(x) = Tk(x) (Polinomios de Chebyshev), la aproximación se llama de
Chebyshev [38]. Existen también otras funciones base que producen otros
tipos de aproximaciones espectrales, como por ejemplo φk(x) = Lk(x) (Poli-
nomios de Laguerre) y φk(x) = Lk(x) (Polinomios de Legendre) [75]. El reto
consiste en encontrar los coeficientes ak correspondientes a la aproximación
uN .
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2.3.1.1. Métodos espectrales de Fourier.
Para problemas periódicos [38], usamos una expansión en una base finita
de funciones de Fourier, que son las exponenciales complejas, esto es φk(x) =
eikx, k = 1, ..., N, x ∈ R. De esta manera la expansión en esta base tiene la
forma
uN(x) =
N∑
k=1
ake
ikx (2.2)
El método espectral de Fourier consiste en encontrar los coeficientes ak corres-
pondientes a la expansión de la función uN en esta base. Dichos coeficientes
se calculan fácilmente aprovechando la ortogonalidad de las funciones base.
Esto es
ak =
1
2pi
∫ pi
−pi
e−ikxuN(x)dx (2.3)
Los coeficientes ak se denominan coeficientes de Fourier de uN(x).
En un método espectral, la aproximación se mejora incrementando el número
de funciones de la base, de manera que si tomamos ahora un conjunto infinito
{φk(x)}∞k=−∞ de funciones base, la expansión de una función u(x), x ∈ R
será:
u(x) =
∞∑
k=−∞
uˆke
ikx (2.4)
donde
uˆk =
1
2pi
∫ pi
−pi
e−ikxu(x)dx, (2.5)
son los coeficientes de Fourier de la función u y k es el número de onda.
2.3.1.2. La transformada discreta de Fourier.
En la práctica, cuando se resuelve numéricamente una ecuación diferen-
cial empleando métodos espectrales, lo que se tiene es un número finito de
valores de una función definida sobre un intervalo acotado, por lo que es ne-
cesario truncar la serie infinita. Así que la discretización de los nodos se toma
periódica. En muchos problemas de computación científica el fenómeno de
interés no está relacionado con las fronteras (como los problemas que quere-
mos abordar en los capítulos 3 a 5, por ejemplo), en tales casos, es útil usar
una malla periódica, aunque el fenómeno físico no lo sea [84].
A la serie truncada se le conoce como la transformada discreta de fourier
(DFT). Así, nuestra red periódica será un subconjunto del intervalo [0, 2pi] (es
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posible extender la longitud de este intervalo a otro diferente a 2pi, mediante
el uso de un apropiado factor de escala).
Dado un conjunto de N pares de puntos (xj, vj), correspondientes a la
función v(x), con vj = v(xj), tal que xj ∈ [0, 2pi], la fórmula para la trans-
formada discreta de Fourier (DFT)[78, 84] de v(x) es:
vˆk = h
N∑
j=1
e−ikxjvj, k = −N
2
+ 1, . . . ,
N
2
, h =
2pi
N
, (2.6)
Esta es la versión discreta de la fórmula (2.5).
Mientras que la transformada discreta de Fourier inversa está dada por
vj =
1
2pi
N/2∑
k=−N/2+1
eikxj vˆk j = 1, . . . , N (2.7)
que es equivalente a su versión infinita (2.4), donde N tiene que ser un núme-
ro par [84] para garantizar la validez de las fórmulas (2.6) y (2.7), de modo
que el número de onda k toma sólo valores enteros.
2.3.1.3. La transformada rápida de Fourier.
Aunque la fórmula para la DFT nos permite calcular la transformada
de Fourier de un conjunto de N datos de una función, la evaluación directa
requiere cerca de O(N2) operaciones aritméticas [67]. Cada operación arit-
mética implica una multiplicación y una adición, lo cual es una considerable
cantidad cuando se trata de algoritmos numéricos. Esta complejidad, sin em-
bargo, puede reducirse significativamente desarrollando algoritmos eficientes
para la DFT, en este caso a través de la Transformada Rápida de Fourier
(FFT) [27]. Si N es una potencia de 2, entonces la FFT permite calcular
la DFT de una manera eficiente, reduciendo el número de operaciones a
O(Nlog2N)[67, 84].
Una definición para la FFT, y su inversa (IFFT), es la siguiente [53]
vˆk =
N∑
j=1
vjW
(j−1)(k−1)
N , (2.8)
vj =
1
N
N∑
k=1
vˆ(k)W
−(j−1)(k−1)
N , (2.9)
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donde WN = e−i
2pi
N y N = 2n, siendo n un entero positivo [22].
2.3.1.4. Derivada espectral y convolución.
Las fórmulas para calcular la derivada espectral de una función (usando
la FFT) y la convolución de dos funciones, se derivan de las propiedades
de la transformada de Fourier. Así, dadas dos funciones reales f(x) y g(x)
continuas y suaves a trozos, tal que f, f ′, g ∈ L2(R), la transformada de
Fourier (F ) de la derivada de f y la transformada de la convolución de f
con g son, respectivamente [37]
F{f ′}(k) = ikfˆ(k) (2.10)
y
F{f ∗ g} = fˆ(k)gˆ(k) (2.11)
donde F{f(x)} = fˆ(k) = ∫∞−∞ e−ikxf(x)dx.
Como fˆ → 0 cuando k → ±∞, entonces, si F es la transformada rápida de
Fourier, se tiene que
F{f(x)} ≈ F{f(x)} y (2.12)
F{g(x)} ≈ F{g(x)} (2.13)
Con lo cual la derivada espectral de f y la convolución de f con g en
términos de su correspondiente transformada inversa de Fourier (F−1) son
df
dx
= < [F−1{ikF(f)}] (2.14)
y
f(x) ∗ g(x) = F−1{F(f)F(g)} (2.15)
donde < indica la parte real.
Las fórmulas (2.14) y (2.15) las usaremos en los capítulos 3, 4 y 5 pa-
ra calcular las derivadas y la convolución que aparecen en las ecuaciónes
diferenciales que se resuelven.
A manera de ejemplo, en la figura 2.5 se puede apreciar la convergencia
exponencial del error (rojo) de la derivada de la función f(x) = e−x2/2, calcu-
lada mediante diferenciación espectral con FFT (fórmula (2.14)) y también
la convergencia lineal del error que se obtiene usando diferencias finitas de
segundo orden (azul). Nótese que, para una cantidad de puntos relativamente
pequeña (N = 40), el error que se obtiene al usar la derivación espectral es
del orden de O(10−13).
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Figura 2.5: Comparación del error de la derivada de la función f(x) = e−x2/2,
calculada usando derivación espectral con FFT (rojo) y diferencias finitas de
segundo orden (azul). El eje vertical de esta figura está en escala logarítmica.
2.3.1.5. Derivación espectral de Chebyshev.
La aproximación de la derivada usando la fórmula (2.14) mediante FFT es
muy precisa si las funciones son periódicas o convergen rápidamente a cero en
los extremos del intervalo donde se han discretizado sus valores. En el caso
de que no ocurra esto, existen varias alternativas, una de ellas es utilizar
como base para la expansión los polinomios de Chebyshev y aprovechar las
propiedades que los relacionan con las series de Fourier. Por ejemplo el hecho
de que los coeficientes de una expansión usando polinomios de Chebyshev
son los mismos coeficientes de la expansión en series de cosenos de Fourier
[20].
Los polinomios de Chebyshev se definen en términos de cosenos como [20, 84]
Tn(cos θ) = cos(nθ) (2.16)
Dada una función f(x), una expansión en polinomios de Chebyshev viene
dada por:
f(x) =
∞∑
n=0
anTn(x) (2.17)
haciendo x = cos θ y usando la definición (2.16) obtenemos que:
f(cos θ) =
∞∑
n=0
an cos(nθ) (2.18)
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que no es más que la expansión de la función f en una serie de Fourier
de cosenos. El resultado anterior implica dos cosas: en primer lugar que al
evaluar una función f no periódica en f(cos(kθ)) la convertimos en periódica
y segundo, como consecuencia de lo anterior, podemos usar la FFT para
calcular sus coeficientes. Sin embargo, al igual que en la tranformada discreta
de Fourier, dado que en la práctica lo que se tiene es un conjunto finito de
valores de una función, la versión truncada de la aproximación de la función
f sobre polinomios de Chebyshev es
fN(cos θ) =
N∑
n=0
an cos(nθ) (2.19)
y la derivada de esta aproximación es
dfN
dx
=
dfN
dθ
dθ
dx
=
∑N
n=0 n an sin(nθ)√
1− x2 (2.20)
ya que θ = arc cos(x).
Luego el algoritmo de la derivación espectral de Chebyshev vía FFT consiste
en:
1. Discretizar las funciones sobre nodos Chebyshev (no equiespaciados)
[84], esto es
xj = cos(jpi/N), j = 0, 1, ..., N (2.21)
de modo que xj ∈ [−1, 1].
2. Utilizar la FFT igual que en la fórmula (2.14) para calcular el numera-
dor de la fórmula (2.20) como sigue:
−
N∑
n=0
n an sin(nθ) = <
[
F−1{i kF(f˜(x))}
]
k = −N + 1, ..., N
(2.22)
donde f˜ es la función fN(x) extendida periódicamente, con periodo 2pi.
Por lo tanto
dfN(xj)
dx
= −
<
[
F−1{ikF(f˜j)}
]
√
1− x2j
j = 1, ..., N − 1 (2.23)
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Para calcular las derivadas de f en los puntos x0 = −1 y xN = 1, se tienen
fórmulas especiales que se pueden obtener de (2.20) aplicando la regla de
L’Hôpital. Estas fórmulas son
dfN(x0)
dx
=
N∑
j=0
j2F(f˜j) y dfN(xN)
dx
=
N∑
j=0
(−1)j+1 j2F(f˜j) (2.24)
En la figura 2.6 se aprecia, del lado izquierdo, la aparición de oscilaciones
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Figura 2.6: (Izquierda) aproximación de la derivada de la función f(x) =
−xe−x2/2 usando derivación espectral sobre nodos equiespaciados y (derecha),
usando derivación espectral de Chebyshev.
conocidas como “fenómeno de Gibbs” [84] producto de calcular la derivada
de la función f(x) = −xe−x2/2, cuya derivada exacta es df
dx
= (x2 − 1)e−x2/2,
usando la fórmula (2.14). Esto se debe a que, en el intervalo donde se ha
discretizado la función ([−pi, pi]), ésta no converge lo suficientemente rápido
a cero. En el lado derecho de esta figura se puede ver la derivada de la misma
función calculada mediante la derivación espectral de Chebyshev. Nótese
cómo al usar nodos Chebyshev ya no aparecen oscilaciones en los extremos
de la aproximación de la derivada.
2.3.2. Métodos sin malla.
Otro de los métodos usados en la solución numérica de modelos hidrodi-
námicos son los métodos sin malla. Estos métodos, como su nombre indica,
se diferencian de los métodos de diferencias finitas y los métodos espectrales
en que no necesitan una malla estructurada, ni una discretización esquies-
paciada que dé soporte a la solución numérica, lo cual reduce el tiempo de
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cómputo, ya que se elimina el coste computacional requerido para construir
la malla. Estos métodos son especialmente útiles en la solución de problemas
con dominios complejos, que tengan condiciones de contorno mixtas o cuyas
condiciones iniciales sean discontinuas. En esta sección haremos un breve
repaso de los conceptos generales de dos métodos sin malla: el método de
partículas y el método de funciones de base radial (RBF), que se utilizarán
en los capítulos 6 y 7, respectivamente.
2.3.2.1. Funciones de base radial.
Los métodos de Funciones de Base Radial (RBF) fueron estudiados por
primera vez en 1968 por Ronald Hardy, un especialista en geodesia de la
universidad de Iowa State, el cual desarrolló uno de los primeros métodos
efectivos para la interpolación de datos no estructurados [69]. Posteriormente,
en 1979, Richard Franke [39] publicó un estudio sobre todos los métodos de
interpolación de datos no estructurados conocidos por entonces. Luego, en
1986 Charles Micchelli, un matemático de IBM, desarrolló la teoría de los
métodos con RBF multicuádricas. Cuatro años más tarde, el físico Edward
Kansa usa por primera vez las RBF multicuádricas para resolver EDPs. A
partir de los trabajos de Kansa los métodos de solución de EDPs con RBF
consiguen un rápido desarrollo. En la actualidad, las RBF son consideradas
herramientas efectivas para resolver EDPs.
La idea básica de los métodos de interpolación con RBF consiste en apro-
ximar una función f(x) mediante su expansión en un conjunto de funciones
de base radial. Esto es, dado un conjunto de N puntos llamados centros
{xj}Nj=1, xj ∈ Rd, donde d es la dimensión del espacio, y los correspondientes
valores {fj}Nj=1. Se aproxima la función f(x) por
S(x) =
N∑
j=1
λjφ(rj(x)), (2.25)
donde φ(rj) es la función RBF, rj(x) = ‖x− xj‖ es la distancia euclidea de
un punto x al centro xj y {λj}Nj=1 son los coeficientes.
Por tanto, resolver (2.25) equivale a encontrar los coeficientes λj imponiendo
la condición
S(xi) = f(xi)
sobre un conjunto de centros.
Si la condición anterior se impone sobre los N centros, lo que se obtiene es
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un sistema N ×N de ecuaciones lineales.
Aλ = f (2.26)
donde la matriz A es llamada matriz de interpolación mientras que λ y f son
vectores de dimensión N × 1.
Los elementos de la matriz de interpolación tienen la forma
Aij = φ(‖xi − xj‖), i, j = 1, ..., N (2.27)
Una vez que hemos encontrado los valores de los coeficientes λj resolviendo
(2.26), para calcular la aproximación de f en un punto x, basta con evaluar
la expansión (2.25) en dicho punto.
Es obvio que la solución única del sistema (2.26) existe si y sólo si la matriz
A es invertible. Al respecto, S. Sarra en [69] expone una versión simplificada
del teorema de Micchelli que dice que si las funciones de base radial φ(r)
son completamente monótonas y no constante en el intervalo (0,∞), enton-
ces para un conjunto de N centros distintos {xj}Nj=1, la matriz A es invertible.
Aproximación de funciones mediante RBF globales.
Los métodos de aproximación mediante RBF pueden ser globales o locales. El
enfoque global usa información de cada uno de los centros del dominio para
aproximar el valor de una función o su derivada en un solo punto. En cambio,
el método local sólo usa un pequeño subconjunto de centros disponibles.
Tabla 2.1: Funciones de Base Radial (RBF).
Nombre de la RBF Función radial
Gaussianas (GA) φ(r, ε) = eε2r2
Inv. Cuádrica (IQ) φ(r, ε) = 1/(1 + ε2r2)
Inv. Multicuádrica (IMQ) φ(r, ε) = 1/(
√
1 + ε2r2)
Multicuádrica (MQ) φ(r, ε) =
√
1 + ε2r2
Las RBF más comunmente usadas son las cuatro que aparecen en la tabla
2.1, ya que con ellas se logra una precisión espectral.
En la década de los años 80, R. Franke [39] presentó un trabajo donde
compara todos los métodos de interpolación. En este trabajo concluye que,
las RBF multicuádicas (RBF-MQ), son las más eficientes funciones radiales
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disponibles hasta esa fecha y, actualmente, se puede considerar que son las
RBF más populares. Por otro lado, las RBF - MQ poseen una serie de carac-
terísticas que las distinguen, como por ejemplo, son funciones infinitamente
diferenciables (C∞[0,∞)) y condicionalmente positivas de orden uno [70].
Nótese que todas las RBF listadas en la tabla 2.1 contienen una varia-
ble libre conocida como parámetro de forma, que en esta tesis, siguiendo
la notación de Sarra [69], denotaremos como ε. Sin embargo en la litera-
tura clásica sobre RBF, las multicuádricas son definidas comunmente como
φ(r, c) =
√
r2 + c2, que es equivalente a la que aparece definida en la tabla
con c = 1
ε
, e ignorando el factor de escala ε.
Este parámetro afecta tanto al condicionamiento de la matriz del sistema,
A, como a la precisión del método RBF. El condicionamiento de la matriz A
se mide mediante el número de condición [69], definido como
κ(A) = ‖A‖ ‖A−1‖ = σma´x
σmı´n
(2.28)
donde σ son los valores singulares de A. Una matriz bien condicionada tendrá
un número de condición bajo mientras que una matriz mal condicionada
tendrá un número de condición alto.
En las RBF si escogemos un parámetro de forma ε pequeño, se obtiene
una buena precisión para el método, sin embargo, esto hace que la matriz del
sistema se vuelva mal condicionada. Así que, con el propósito de que la matriz
del sistema esté bien condicionada, el parámetro de forma no debe ser muy
pequeño. Es decir, no es posible tener una buena precisión y un buen condi-
cionamiento a la vez. Esto se conoce como el Principio de Incertidumbre [69].
Aproximación de las derivadas.
La expansión con RBF (2.25) se puede usar para aproximar la derivada de
una función f = f(x) de la siguiente manera
∂
∂xi
S(x) =
N∑
j=1
λj
∂
∂xi
φ(rj(x)) (2.29)
Cuando evaluamos (2.29) en los N centros {xj}Nj=1, esta expresión se puede
escribir como
∂
∂xi
S(x) = Hλ (2.30)
donde la matriz de evaluación H de tamaño N × N tiene elementos de la
forma
Hij =
∂
∂xi
φ(‖xi − xj‖), i, j = 1, ..., N (2.31)
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Luego de (2.26) se tiene que λ = A−1f , asi que sustituyendo esta expresión
en la ecuación (2.30) obtenemos la matriz de diferenciación
D = HA−1 (2.32)
Por lo tanto la derivada de f se aproxima como
∂
∂xi
≈ ∂
∂xi
S(x) = Df (2.33)
Para derivar la RBF φ(r(x)) se utiliza la regla de la cadena, obteniendo las
fórmulas correspondientes a la primera y segunda derivada como sigue
∂φ
∂xi
=
dφ
dr
∂r
∂xi
(2.34)
∂2φ
∂x2i
=
dφ
dr
∂2r
∂x2i
+
d2φ
dr2
(
∂r
∂xi
)2
(2.35)
donde
∂r
∂xi
=
xi
r
y
∂2r
∂x2i
=
1−
[
∂r
∂xi
]2
r
en particular para las RBF - MQ de la forma
φ(r, ε) =
√
1 + ε2r2,
se tiene que
dφ
dr
=
ε2r√
1 + ε2r2
(2.36)
y
d2φ
dr2
=
ε2
[1 + ε2r2]3/2
(2.37)
Aproximación de funciones mediante RBF locales.
Si en lugar de aproximar el valor de una función mediante la información de
cada uno de sus centros, usamos solamente un pequeño subconjunto de éstos,
se dice que la aproximación se hace con RBF locales. Esto se debe a que, en
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muchos casos, el método local puede ser tan preciso como el global. A pesar
de que el método global es más fácil de programar, tiene la desventaja de
que requiere resolver sistemas lineales cuyas matrices pueden convertirse en
mal condicionadas al aumentar el número de nodos. Por otro lado, el método
local requiere una menor cantidad de espacio de almacenamiento y de opera-
ciones de coma flotante, además de que se logra un mejor condicionamiento
de las matrices. Otra ventaja también es su flexibilidad en problemas con
condiciones de contorno discontinuas.
La aproximación de funciones mediante RBF locales es análoga al método
global.
Nuevamente, si f es la función que queremos aproximar, el problema se
discretiza en un conjunto de N puntos {xi}Ni=1, xj ∈ Rd, llamados centros.
En cada uno de los N centros, consideramos una interpolante local con RBF
de la forma
f(x) =
n∑
j=1
λiφ(ri(x)) (2.38)
donde rj(x) = ‖x−xj‖, {λj}nj=1 son los coeficientes de expansión local , φ es
la RBF y n es el número de elementos de la molécula computacional formada
por el centro y los n− 1 vecinos (n ≤ N).
Luego, imponiendo la condición
f(xi) = fi, i = 1, ..., n (2.39)
sobre cada molécula obtenemos un sistema lineal n× n de la forma
Bλ = f (2.40)
que, al igual que el método global, es necesario resolver para encontrar el
vector de coeficientes λ. A la matriz B se le llama matriz de interpolación
local y sus elementos tienen la forma
Bij = φ(‖xi − xj‖), i, j = 1, ..., n. (2.41)
Solución de EDPs con RBF globales.
Consideremos el siguiente problema de valor de frontera general sobre un
dominio Ω con frontera ∂Ω,
Lu(x) = f(x) si x ∈ Ω,
Bu(x) = g(x) si x ∈ ∂Ω (2.42)
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donde L y B son los operadores sobre el interior y la frontera de Ω, respec-
tivamente.
Si S(x) es una aproximación de la solución de (2.42), de acuerdo a (2.25)
se tiene que
Lu(x) ≈ LS(x) =
N∑
j=1
λjLφ(rj(x)) = f(x) ,x ∈ Ω
Bu(x) ≈ BS(x) =
N∑
j=1
λjBφ(rj(x)) = g(x) ,x ∈ ∂Ω
que en notación vectorial equivale a
[LΦ]NI×N λ = f
[BΦ]NB×N λ = g
donde Φij = φ(rj(xi)) y NI , NB son el número de nodos del interior y de la
frontera, respectivamente.
El valor de los coeficientes λj, se calculan resolviendo el sistema aumen-
tado [ LΦ
BΦ
]
N×N
λ =
[
f
g
]
(2.43)
Finalmente la aproximación de la función se obtiene reemplazando el va-
lor de estos coeficientes en la fórmula (2.25).
Solución de EDPs usando RBF-FD locales.
El método de RBF local puede ser considerado también como una generaliza-
ción del método de diferencias finitas (FD) [9]. En las fórmulas de diferencias
finitas, las derivadas de una función f en un punto dado, son aproximadas
mediante una combinación lineal de valores de f en algunos nodos cercanos.
El cálculo de las derivadas con diferencias finitas requiere encontrar unos
pesos que son calculados usando polinomios de interpolación. Sin embargo,
los nodos definidos en las moléculas computacionales de las fórmulas de di-
ferencias finitas son ubicados sobre una malla estructurada, lo cual limita
en forma considerable el método, sobre todo para problemas con geometrías
complejas. Esta restricción no existe en las fórmulas de diferencias finitas
RBF (RBF-FD), ya que estos pesos se pueden calcular exactamente median-
te la interpolación sobre el conjunto de nodos vecinos. El procedimiento para
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calcular dichos pesos es el siguiente [11]:
Consideremos una molécula computacional formada por un conjunto de no-
dos no estructurados x1, ...,xn, vecinos a un nodo dado x0 y un operador
diferencial L. Para aproximar Lf(x0) como una combinación lineal de valo-
res de f en los n nodos no estructurados, se tiene
L [f(x0)] ≈
n∑
j=1
αjf(xj) (2.44)
donde los coeficientes de esta aproximación αj son los pesos que queremos
calcular. Para calcular dichos pesos, sustituimos en la expresión anterior la
interpolación de la función f mediante RBF locales que definimos en (2.38)
y obtenemos el siguiente sistema de ecuaciones lineales
L [φ(ri(x0))] =
n∑
j=1
αjφ(ri(xj)) i = 1, 2, ..., n. (2.45)
Resolviendo este sistema obtenemos los valores de los pesos αj.
La fórmula (2.45) se puede aplicar a la solución de un problema de valor de
frontera (2.42), solo que, a diferencia del método global, en lugar de calcular
los coeficientes de las RBF, lo que se calcula son los pesos de cada uno de los
elementos de la molécula computacional. Esto es
L [φ(ri(xI))] =
n∑
j=1
αjφ(ri(xj)) i = 1, 2, ..., n., (2.46)
B [φ(ri(xB))] =
n∑
j=1
αjφ(ri(xj)) i = 1, 2, ..., n., (2.47)
donde xI y xB son los nodos correspondientes a los puntos interiores y la
frontera, respectivamente. Con lo cual para resolver el problema es necesario
calcular NI sistemas de tamaño n× n para calcular el valor de la función en
cada nodo interior y NB sistemas de tamaño n × n para los nodos sobre la
frontera.
Fórmulas para derivadas RBF-FD.
En ciertos casos, es posible calcular los pesos de cada elemento de la
molécula computacional mediante fórmulas exactas. En las referencias [9,
10, 11] se han desarrollado fórmulas exactas para los pesos de las RBF-FD
usando las RBF multicuádricas
φ(‖x− xj‖, c) =
√
c2 + ‖x− xj‖2 (2.48)
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donde c = 1
ε
es el parámetro de forma usado en las fórmulas. Por ejemplo,
si aproximamos la primera derivada de una función f mediante RBF-FD
usando n = 3 nodos equiespaciados, se tienen
f ′(x0) ≈ α−1f(x1 − h) + α0f(x0) + α1f(x0 + h) (2.49)
donde h = x1 − x0. Entonces, sustituyendo la función f por las RBF multi-
cuádricas centradas en x0−h, x0 y x0 +h, se obtiene un sistema de ecuaciones
lineales. Luego los pesos se encuentran resolviende este sistema
A continuación presentamos un resumen de cada una de estas fórmulas
tanto para las derivadas de primer orden como las de segundo orden, el Lapla-
ciano y las condiciones de contorno, utilizando nodos equiespaciados. Estas
fórmulas las usaremos en la solución numérica del modelo de Drift-Diffusion
para un dispositivo MESFET mediante RBF-FD locales en el capítulo 7 de
esta tesis.
Pesos para la primera derivada.
Para una molécula computacional formada por n = 3 nodos estructurados
equiespaciadamente x−1, x0, x1 , la fórmula exacta para los correspondientes
pesos [α−1, α0, α1], de la primera derivada son
α0 = 0, α−1 = −α1 = h√
c2 + h2(c−√c2 + 4h2) (2.50)
donde h = x1 − x0.
Pesos para la segunda derivada.
Para una molécula computacional formada por n = 3 nodos estructurados
equiespaciadamente x−1, x0, x1, la fórmula exacta para los correspondientes
pesos [α−1, α0, α1], de la segunda derivada son
α0 = −2c3+2c2
√
c2+4h2+h2
√
c2+4h2+3ch2
2c3h2+3ch4
, (2.51)
α−1 = −α1 = h2(2c2+h2)(c−
√
c2+4h2)
2c(c2+h2)3/2(c3−c2√c2+4h2−h2√c2+4h2+3ch2) (2.52)
Pesos para el Laplaciano.
Los pesos del operador Laplaciano ∇2 = ∂xx + ∂yy en dos dimensiones sobre
una molécula computacional de 5 nodos {(xi, yi)}5i=1 estructurados equies-
paciadamente [α1, α2, α3, α4, α5], siguiendo en orden convencional usado en
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[8, 91], se pueden calcular usando las siguientes fórmulas
α1 = −2+(ch2+2)
√
1+4ch2+3ch2
2h2(1+ch2)
(2.53)
α2,3,4,5 =
2+(ch2+2)
√
1+4ch2+5ch2+3ch4
4h2(1+ch2)3/2
(2.54)
Si la discretización en la componente x no es la misma que la componente
y, basta con sustituir h = hy en la fórmula para los pesos α2,4 y h = hy en
la fórmula de los pesos α3,5. Donde hy = yi − yi−1 y hx = xi − xi−1.
Pesos para condiciones de contorno de tipo Neumann y Dirichlet.
El modelo de Drift-Diffusion que resolveremos en el capítulo 7, contiene ecua-
ciones diferenciales en derivadas parciales que poseen condiciones de contorno
de tipo Neumann y Dirichlet.
Siguiendo el mismo procedimiento usado en [9], es posible obtener fórmu-
las para las condiciones de contorno de tipo Neumann. Las fórmulas corres-
pondientes a los pesos para n = 3 nodos son las siguientes:
α1 =
3c√
c2+4h2+3
4h
(2.55)
α2 =
c(c+
√
c2+4h2)+h2
h∗√c2+4h2√c2+h2 (2.56)
α3 =
1
3
α1 (2.57)
donde α1 es el nodo frontera y α2,3 son nodos interiores.
Finalmente, los pesos para las condiciones de contorno de tipo Dirichlet
consiste simplemente en colocar α1 = 1 en el nodo frontera y α2,3 = 0 en los
demás nodos.
2.3.2.2. Método de partículas.
En los modelos hidrodinámicos, por lo general las variables que describen
la evolución del sistema, lo hacen mirando desde un marco fijo en el espacio,
esto es lo que se conoce como representación Euleriana de la hidrodinámi-
ca [5]. Sin embargo, para muchos problemas, es más conveniente escoger
coordenadas que se muevan con el material y observar los elementos fluidos
individuales en lugar de puntos fijos en el espacio. Esto conduce a lo que se
denomina representación hidrodinámica Lagrangiana. Esta representación es
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particularmente útil para problemas 1D donde las variables fluidas depen-
den de una coordenada espacial x. Es por ello que este método nos resultará
muy útil para resolver numéricamente el problema 1D que se plantea en el
capítulo 6.
En una representación Lagrangiana, el movimiento de la partícula fluida
es descrito mediante la especificación de sus coordenadas como función del
tiempo, esto es x = x(t). La línea que conecta todos los puntos se llama tra-
yectoria de la partícula [50]. Para una partícula que se mueve con el tiempo,
la trayectoria comienza en el tiempo t = t0 en un punto x0(t0).
El movimiento del fluido está completamente descrito si se conoce el vec-
tor de posición x como una función del tiempo, esto es
x = f(x0, t) (2.58)
La velocidad se obtiene derivando el vector de posición con respecto al
tiempo
dx
dt
= v(x, t) (2.59)
Esta aproximación Lagrangiana del movimiento es el punto de partida de
los métodos de partículas. Los métodos de partículas aproximan la solución
de las ecuaciones del flujo usando una nube de puntos que se mueve con el
flujo. Como por ejemplo los métodos de vórtices, y el método SPH Smoothed
Particle Hydrodinamics [52, 73]. Este último, fue uno de los primeros métodos
sin malla utilizados, sobre todo, en la solución de problemas de astrofísica. Los
primeros trabajos sobre este método fueron presentados por Lucy, Gingold
y Monaghan en 1977 [41, 55].
Los métodos de partículas han sido estudiados extensivamente y exten-
dida su aplicación tanto a problemas de resistencia de materiales como a la
dinámica de fluidos de flujos con grandes deformaciones. Como la velocidad
no depende del espaciado de las partículas sino de su posición, esta propie-
dad le concede una ventaja especial sobre los métodos con malla fija. Esta
ventaja es su adaptabilidad a la distribución que tengan las partículas. Es
decir, la formulación del método de partículas no se ve afectada por la forma
en que se distribuyen las particulas, lo cual hace del método una muy buena
herramienta para el estudio de problemas en los que la distribución de los
puntos presentan fuertes discontinuidades.
En un método de partículas las ecuaciones se describen la dinámica se
discretizan desde un punto de vista Lagrangiano. De esta manera, la derivada
material D
Dt
= ∂
∂t
+ v · ∇ se convierte en una simple derivada temporal.
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Por tanto, las partículas transportan los valores de la función y se mueven
con sus velocidades características. Esto proporciona un método de solución
simple y preciso para leyes de conservación, sin tener que aproximar derivadas
espaciales [35, 36].
Tomemos como ejemplo la forma más simple de una ley de conservación
escalar unidimensional
ut + f(u)x = 0, u(x, 0) = u0(x) (2.60)
con f ′ continua. El sistema correspondiente desde un punto de vista Lagran-
giano será 
dx
dt
= f ′(u)
du
dt
= 0
(2.61)
El primer paso del método de partícula es aproximar la función inicial u0
mediante un número finito de puntos x1 ≤ ... ≤ xm con los correspondientes
valores de la función u1, ..., um. La evolución de la solución se encuentra
moviendo cada partícula xi con velocidad f ′(ui). Esto es posible mientras
que no ocurra una “colisión” entre las partículas. Para seguir adelante, es
necesario una gestión de las partículas [36], es decir cuando dos partículas
choquen fusionarlas en una sola, mientras que cuando la distancia entre ellas
sea muy grande insertar nuevas partículas en el espacio que hay entre ambas.
Esto es posible en el método de partículas, debido a que la posición de cada
partícula no depende de la distancia a cual se encuentra de las partículas
vecinas.
Sin embargo, las ventajas que brinda el método de partículas tienen su
precio:
Como el movimiento de la partícula es determinado por el flujo, el
control del movimiento de las mismas se pierde. Por lo que, como ya
vimos, se requiere un procedimiento de administración de partículas.
Los operadores diferenciales tiene que ser aproximados sobre una nube
de puntos no estructurados.
2.3.3. Métodos para la integración de la variable tem-
poral.
El modelo hidrodinámico que resolveremos numéricamente en los capí-
tulos 3 al 6 está descrito mediante un conjunto de ecuaciones diferenciales
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en derivadas parciales dependientes del tiempo. Al resolver la parte espacial
del problema empleando métodos espectrales, el mismo queda reducido a
un sistema de ecuaciones diferenciales ordinarias para la variable temporal,
que se resuelve generalmente empleando métodos de diferencias finitas. En
esta sección presentamos una breve descripción de los métodos que hemos
empleado, conjuntamente con los métodos espectrales, en la solución de los
modelos planteados.
Consideremos una ecuación de evolución [23]
∂u
∂t
= f(u, t), t > 0
u(x, 0) = u0,
(2.62)
Si empleamos métodos espectrales para aproximar f , el resultado da lugar a
un sistema de ecuaciones diferenciales ordinarias (EDOs) de la forma
ut = F(u, t), t > 0,
u(0) = u0
(2.63)
donde u y F son vectores que contienen las incóngnitas y las aproximaciones
espectrales de los operadores espaciales, respectivamente.
La elección de un método para la integración de la variable temporal está
determinado por varios factores tales como la precisión que se desea, el coste
computacional, la memoria disponible y la no linealidad de las ecuaciones.
Para la integración de la variable temporal del modelo hidrodinámico ob-
jeto de estudio de esta tesis, hemos empleado métodos explícitos e implícitos
para contruir un esquema acorde con la complejidad de las ecuaciones.
2.3.3.1. Métodos explícitos.
De acuerdo con Boyd [20], los métodos explícitos para el avance del tiem-
po de ecuaciones hiperbólicas, están inevitablemente limitados a la condición
de CFL (Courant-Friedrich Lewy). Esto es, todo método explícito tiene un
tiempo límite τmax para el paso de tiempo ∆t, de modo que cuando se excede
este límite, el error de aproximación crece exponencialmente. Todos los méto-
dos explícitos tienen un τmax finito. Para obtener un valor preciso para τmax,
es necesario analizar individualmente cada combinación de discretización es-
pacial y temporal para cada problema específico. Sin embargo, es posible
ofrecer una estimación. En problemas de difusión y de propagación de ondas
[20], los límites son
τmax = d
h
cmax
(Ondas) τmax = d′νh2 (Difusión) (2.64)
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donde d y d′ son costantes de O(1), cmax es la velocidad de la onda más
rápida, ν es el coeficiente de viscocidad o de difusión y h ≡ minj |xj − xj+1|.
Los métodos explícitos más populares para la integración del tiempo,
usando métodos espectrales, son el esquema de Runge-Kutta de cuarto orden
(RK4) y el método de Adams-Bashforth de tercer orden (AB3).
A continuación presentamos los esquemas correspondientes a cada méto-
do.
Esquema de Runge-Kutta de Cuarto Orden
K1 = F(u
n, tn),
K2 = F
(
un +
1
2
∆tK1, tn +
1
2
∆t
)
,
K3 = F
(
un +
1
2
∆tK2, tn +
1
2
∆t
)
, (2.65)
K4 = F
(
un +
1
2
∆tK3, tn +
1
2
∆t
)
,
un+1 = un +
1
6
∆t [K1 + 2K2 + 2K3 +K4]
Esquema de Adams-Bashforth de Tercer Orden
un+1 = un + ∆t
[
23
12
F(un, tn)− 4
3
F(un−1, tn−1)+
+
5
12
F(un−2, tn−2)
]
(2.66)
De acuerdo con Gottieb y Orszag [42], las condiciones de estabilidad para
estos métodos son, respectivamente
∆t <
√
2
pi(N − 1) (RK4) y ∆t <
8
N2
(AB3) (2.67)
Nótese que aunque estos métodos son bastante restrictivos en cuanto al límite
para el paso temporal, poseen ciertas características que resultan ventajosas
para los métodos espectrales. Así tenemos que, con el método (RK4) al ser
de cuarto orden no hay que sacrificar tanto la convergencia espectral que se
obtiene con los métodos espectrales en la discretización espacial [47, 92]. Por
otro lado, este método es de “auto-arranque”, es decir no requiere el uso de
otro esquema adicional para calcular el valor de la solución en el primer paso
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de tiempo. Sin embargo, la desventaja que tiene es que se necesita evaluar
cuatro veces el vector F, con lo que el coste computacional es alto.
Por otro lado, el método AB3 requiere una fase de inicialización en la
que u1 y u2 deben ser calculados a partir de la condición inicial u0 mediante
otro esquema, como un RK4 por ejemplo. Sin embargo el AB3 es estable,
robusto y menos costoso en paso de tiempo que el RK4, por esta razón es
usado frecuentemente para los problemas donde se emplean una discretiza-
ción sobre nodos Chebyshev [23, 42]. De modo que una combinación de estos
dos métodos explícitos es frecuentemente usada.
2.3.3.2. Métodos implícitos.
Los métodos implícitos poseen una región de estabilidad mucho más gran-
de que los explícitos. En particular el Método de Crank-Nicholson (CN), que
es uno de los más usados con métodos espectrales, es incodicionalmente es-
table. El esquema correspondiente a este método es
un+1 = un +
1
2
∆t
[
F(un+1, tn+1) + F(un, tn)
]
(2.68)
El método de CN es de segundo orden y se usa en problemas de difusión,
sin embargo en los problemas de ondas tiene la desventaja de que amortigua
los componentes de alta frecuencia muy débilmente, pues, en realidad, estos
componentes decaen muy rápidamente [23]. Por otro lado, como se trata de
un método implícito, para obtener el valor de u en el “siguiente instante de
tiempo”, debe resolverse un sistema de ecuaciones en cada paso de tiempo.
2.3.3.3. Métodos semi-implícitos.
Cuando se resuelven sistemas de ecuaciones hiperbólicas no lineales usan-
do métodos espectrales en la parte espacial, si se usan métodos explícitos para
resolver la integración del tiempo nos encontramos con condiciones de esta-
bilidad muy rigurosas [42], lo cual conlleva un coste computacional muy alto.
Mientras que si se usan en su lugar métodos implícitos tales como el CN,
donde no tendríamos el obstáculo de la condición de estabilidad, el precio a
pagar sería también el tiempo de computo ya que para problemas no linea-
les, es necesario resolver un sistema de ecuaciones no lineal en cada paso de
tiempo.
La solución para este problema, tal y como lo plantean Gottlieb, Orszag
y Boyd [20, 42], es usar un método semi-implícito a fin de relajar la condición
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de estabilidad.
Definición: [20] Si algunos términos en un sistema de ecuaciones diferen-
ciales son aproximados mediante un esquema explícito mientras que otros
son aproximados implícitamente, entonces el algoritmo de avance del tiempo
se dice que es Semi-Implícito.
Por ejemplo, para una EDP no lineal de la forma
ut = F(u, x, t) + L(u, x, t) (2.69)
donde F y L denotan la parte no lineal y lineal de la ecuación diferencial, res-
pectivamente, un esquema semi-implícito muy común es el Adams-Bashforth
3 - Crank-Nicholson (AB3CN)
un+1 +
∆t
2
L(un+1, tn+1) = un + ∆t
[
23
12
F(un, tn)− 4
3
F(un−1, tn−1)+
+
5
12
F(un−2, tn−2)− L(u
n, tn)
2
]
(2.70)
En el esquema AB3CN, como se puede ver, combinamos el método de Adams
- Brashforth de tercer orden explícito sobre la parte no lineal, con el esquema
Crank - Nicholson implícito de segundo orden sobre la parte lineal. La prin-
cipal ventaja de este método es que como el término no lineal es tratado ex-
plícitamente, sólo es necesario resolver un sistema de ecuaciones diferenciales
lineales en cada paso de tiempo, a la vez que no es necesario imponer condi-
ciones tan rigurosas para ∆t. En otras palabras, el algoritmo semi-implícito
estabiliza los términos no lineales del problema. Este Algoritmo es el que
utilizaremos en los capítulos 3 y 4 para resolver el problema de integración
de la variable temporal.
Capítulo 3
Métodos espectrales aplicados a
la dinámica de corrientes 2D
inyectadas ópticamente.
3.1. Introducción.
En la sección 2.2.1 del capítulo 2 hablamos en forma general de los pro-
cesos de inyección óptica de portadores. Como ya mencionamos entonces,
estudios recientes han comprobado experimentalmente [31, 32, 80, 81], que
es posible generar balísticamente una corriente en los portadores haciendo
incidir dos haces de luz láser [68]. La investigación de la dinámica que se pro-
duce en los portadores mediante los fenómenos de inyección óptica, permite
determinar la distancia a la que dichos portadores pueden propagarse y los
patrones de densidad de carga que pueden formarse. Esto es importante para
el diseño de dispositivos semiconductores tales como transistores, detectores
de luz de carga acoplada, láseres de cascada y diodos emisores de luz [1].
Comunmente, el análisis de la dinámica completa de sistemas fuera del equi-
librio requiere un esfuerzo computacional intensivo basado en simulaciones
Monte Carlo [61]. En particular, para sistemas bidimensionales este análisis
se basa en enfoques de cinética cuántica que son numéricamente muy exigen-
tes y a menudo poco factibles. En ese sentido Abrarov, Sherman y Sipe [1],
han propuesto un modelo hidrodinámico bidimensional que describe la di-
námica de estas corrientes inyectadas ópticamente asumiendo que los huecos
son infinitamente pesados, lo cual significa que la distribución de la densidad
de los mismos no cambia con el tiempo. Las colisiones entre los portadores
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y su interacción con el entorno son modelados por un conjunto de tiempos
característicos cuyos valores se han determinado mediante las condiciones
experimentales.
El esquema geométrico del problema lo constituye un dispositivo formado
por un conjunto de pozos cuánticos (MQW) espaciados en el eje z, tal y como
se puede ver en la figura 3.1. En este dispositivo la corriente es generada
mediante la interferencia cuántica de la transición de un fotón (con frecuencia
2ω y fase φ2ω) y de la transición de dos fotones (con frecuencia ω y fase
φω), a través de la banda prohibida (“band gap”) Eg [1]. El control de la
magnitud y la dirección de la corriente se logra variando el parámetro de
control ∆φ ≡ φ2ω−2φω, que depende de las fases φ2ω y φω de los componentes
del pulso láser. Para un valor no nulo de ∆φ se rompe la simetría en el espacio
de momentos y se genera una corriente macroscópica con velocidad U0 = ve |
sin ∆φ | en dirección paralela a la superficie. La velocidad máxima ve, de los
electrones inyectados, es función de ω y Eg y alcanza los 103 km/s para 2~ω−
Eg del orden de 100 meV [76]. Esta corriente inyectada genera una separación
en los electrones y los huecos que origina fuerzas de Coulomb con elevada no
uniformidad. Estas fuerzas pueden provocar el desarrollo de patrones de carga
y densidad de corriente que pueden conducir a inestabilidades y posibles no
linealidades [76].
Figura 3.1: Esquema de la inyección óptica de corriente en el dispositivo de
múltiple pozos cuánticos (MQW)[1].
El modelo resultante fue resuelto numéricamente por Sherman et al.
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[1, 2, 76] usando una expansión basada en polinomios de Hermite-Gauss,
reduciendo el problema a un sistema de ecuaciones diferenciales ordinarias
para la evolución temporal de los coeficientes de la expansión. El punto cla-
ve de este enfoque numérico se basa en el análisis con bases finitas. En un
régimen sobreamortiguado, cuando las interacciones de Coulomb no son fuer-
tes, se puede usar una base relativamente pequeña, pero cuando los sistemas
analizados están en un régimen con fuertes interacciones de Coulomb, es ne-
cesario extender la base. Por lo tanto, el número de elementos de la base se
tiene que escoger dependiendo del régimen analizado, lo cual representa una
debilidad de la expansión de Hermite-Gauss usada. Para eludir esta dificul-
tad, en esta tesis proponemos usar, en su lugar, los métodos espectrales. Para
ello usaremos la Transformada Rápida de Fourier (FFT) para aproximar nu-
méricamente la parte espacial de las ecuaciones diferenciales que definen el
modelo hidrodinámico. Al usar métodos espectrales conseguimos no solo una
mejor precisión en la solución del problema, sino también mayor rapidez en
los cálculos.
La no linealidad de las ecuaciones sumada a los complejos patrones que
aparecen en las soluciones, hacen que la integración de la variable temporal
se convierta también en un reto más. Para eludir este problema planteamos
un método semi-implícito, el cual nos permite separar la parte lineal de la no
lineal, logrando así resolver el problema temporal, sin necesidad de considerar
pasos de tiempo demasiado pequeños que retarden el tiempo de cálculo.
Los resultados obtenidos combinando los métodos espectrales para calcu-
lar las derivadas espaciales y las integrales que definen los campos eléctricos
y el método semi-implícito para el problema temporal muestran una alta
concordancia con los obtenidos por Abrarov, Sherman y Sipe, con la ventaja
de que con nuestro método es posible obtener soluciones para tiempos largos
sin que aparezcan inestabilidades en los resultados numéricos, lo cual nos ha
permitido estudiar, además, un caso límite cuya dinámica presenta patrones
muy complejos.
3.1.1. Organización del capítulo.
Este capítulo está organizado de la siguiente manera:
En la seccion 3.2 se presentan las ecuaciones del modelo hidrodinámico
propuesto en [1] por Sherman y sus colaboradores y el proceso de adimen-
sionalización de las ecuaciones. En la sección 3.3 presentamos los métodos
numéricos que hemos empleado en la resolución de este modelo. Explicamos
detalladamente las fórmulas para calcular la derivación espectral, la convo-
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lución y los métodos para la integración de la parte temporal del problema.
La sección 3.4 contiene los resultados de la solución numérica del modelo,
haciendo una comparación con los resultados obtenidos por Sherman et al.
en [1, 76]. También se presenta la solución del modelo para el límite distin-
guido obtenido haciendo crecer el tiempo de relajación de los electrones τe.
Finalmente en la sección 3.5 se presentan las conclusiones de este capítulo.
3.2. Ecuaciones del modelo.
La dinámica de la corriente bidimensional generada mediante inyección
óptica se describe mediante la ecuación de continuidad para la densidad de
electrones y por la ecuación de Euler,
∂Ne
∂t
+∇(Neu) = 0, (3.1)
∂u
∂t
+ (u · ∇)u = −eE
me
− u
τeh
Nh
N0
− u
τe
, (3.2)
donde Ne(r, t) es la distribución de la densidad de los electrones, Nh(r) la
distribución de la densidad de los huecos (asumiremos que es conocida y
estable), y u = u(r, t) = u(r, t)i + v(r, t)j, es la velocidad media local. E =
Ee + Eh es el campo macroscópico de Coulomb producido por electrones y
huecos respectivamente, me es la masa efectiva del electrón, e es la carga
elemental, N0 = qNs es la densidad total inicial, donde q es el número de
pozos cuánticos y Ns es la densidad inicial en cada pozo.
Nótese que en este modelo Ne y u dependen de la variable espacial bidi-
mensional r = (x, y) y del tiempo t, a excepción de la densidad de distribución
de los huecos Nh que es independiente del tiempo, ya que por simplicidad se
considera que los huecos son infinitamente pesados [1].
Por otro lado, existe un conjunto de tiempos característicos que han sido
determinados mediante condiciones experimentales: τeh es el tiempo de arras-
tre producido por las fuerzas de Coulomb en las colisiones electrón-hueco y
τe es el tiempo de relajación para los electrones debido a factores externos
como fonones e impurezas que conduce a la relajación del momento total.
El tiempo característico asociado a las fuerzas de Coulomb está dado por la
inversa de la frecuencia del plasma,
Ωpl =
1
2
√
N0e2pi3/2
εmeΛ
(3.3)
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La distribución inicial de los portadores en un único pozo está dado por
N se,h(r, t = 0) ≡ Ns exp(−r2/2Λ2), donde Λ es el tamaño característico de la
región donde inciden los haces. La concentración total inicial de los portado-
res es Ne,h(r, t) = qN se,h(r, t).
En este modelo también cobra una relevante importancia el campo eléc-
trico de Coulomb producido por electrones y huecos que se define respecti-
vamente como:
Ee(r, t) = −e
ε
∫ ∫
D
Ne(r
′
, t)
r− r′
|r− r′|3d
2r
′
, (3.4)
Eh(r) =
e
ε
∫ ∫
D
Nh(r
′
)
r− r′
|r− r′|3d
2r
′
, (3.5)
donde D es el dominio de integración y ε es la constante dieléctrica.
Los núcleos de las integrales que definen estos campos eléctricos poseen sin-
gularidades que dificultan la resolución numérica del sistema de ecuaciones
(3.1)-(3.2) y las mismas sólo tienen sentido si se consideran como valor prin-
cipal.
3.2.1. Ecuaciones adimensionales.
A continuación presentamos la adimensionalización de las ecuaciones (3.1)-
(3.2). En las tablas 3.1 y 3.2 aparecen las constantes físicas y los valores
característicos que usaremos en la adimensionalización de las mismas.
Usando las variables adimensionales:
xˆ = x/[x]; yˆ = y/[y]; uˆ = u/[u]; vˆ = v/[v]; Nˆe = Ne/[Ne] y
Nˆh = Nh/[Nh], y sustituyéndolas en las ecuaciones (3.1) y (3.2) se obtiene
∂Nˆe
∂tˆ
+ [t]
(
[u]
[x]
∂(Nˆeuˆ)
∂xˆ
+
[v]
[y]
∂(Nˆevˆ)
∂yˆ
)
= 0,
∂uˆ
∂tˆ
+ [t]
(
[u]
[x]
uˆ
∂uˆ
∂xˆ
+
[v]
[y]
vˆ
∂uˆ
∂yˆ
)
=
− e
2[t]
εme[u]
∫ ∫
D
(Nˆh[Nh]− Nˆe[Ne])(xˆ− xˆ′)
((x− x′)2 + (y − y′)2)3/2 dxˆ
′
dyˆ
′ − uˆ( [t]
τehq
[Nh]
Ns
Nˆh +
[t]
τe
),
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Tabla 3.1: Constantes fisicas del modelo.
e 1.602× 10−19 C
τeh 150 fs = 1.5× 10−13 s
τe 80 fs = 8.0× 10−14 s
me 0.067m = 6.1037× 10−32 kg
m 9.1096× 10−31 kg
Ns 10
11cm−2 = 1015 m−2
N0 = qNs 4.0× 1015m−2 ; 1.6× 1016m−2
Λ 1.0µm = 10−6 m
ε0 8.854× 10−12 C2Nm2
ε 12ε0 = 1.0625× 10−10 C2Nm2
Ω−1pl 1.4 ps
Tabla 3.2: Valores característicos para las variables adimensionales.
Variable Valor característico
[x] = [y] Λ
[t] τe
[u] = [v] Λ/τe
[Ne] = [Nh] Ns
∂vˆ
∂tˆ
+ [t]
(
[u]
[x]
uˆ
∂vˆ
∂xˆ
+
[v]
[y]
vˆ
∂vˆ
∂yˆ
)
=
− e
2[t]
εme[u]
∫ ∫
D
(Nˆh[Nh]− Nˆe[Ne])(yˆ − yˆ′)
((x− x′)2 + (y − y′)2)3/2 dxˆ
′
dyˆ
′ − vˆ( [t]
τehq
[Nh]
Ns
Nˆh +
[t]
τe
).
Sustituyendo los valores característicos de la tabla 3.2 y quitando el som-
brero a las variables adimensionales se obtiene
∂Ne
∂t
+
∂(Neu)
∂x
+
∂(Nev)
∂y
= 0 (3.6)
∂u
∂t
+u
∂u
∂x
+v
∂u
∂y
= −a
∫ ∫
D
(Nh −Ne)(x− x′)
((x− x′)2 + (y − y′)2)3/2dx
′
dy
′−u(1+ bNh/q),
(3.7)
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∂v
∂t
+u
∂v
∂x
+ v
∂v
∂y
= −a
∫ ∫
D
(Nh −Ne)(y − y′)
((x− x′)2 + (y − y′)2)3/2dx
′
dy
′− v(1 + bNh/q),
(3.8)
Nótese que aparecen sólo dos parámetros adimensionales en estas ecuaciones,
a =
e2τ 2eNs
εmeΛ
≈ 0.00235, b = τe
τeh
≈ 0.5333 (3.9)
que representan las relaciones entre los tiempos característicos de los tres
términos del lado derecho de la ecuación de Euler (3.2).
Finalmente, las condiciones iniciales para la distribución de la densidad
de los portadores son:
Nh = Nh(x, y) = q exp(−(x2+y2)/2) y Ne(x, y, t = 0) = q exp(−(x2+y2)/2),
y para las velocidades u(x, y, 0) = U0τe/Λ y v(x, y, 0) = 0, siendo U0 la
velocidad inicial de la corriente inyectada (U0 = ve | sin ∆φ | ).
3.3. Esquemas numéricos.
3.3.1. Cálculo del campo eléctrico mediante Transfor-
mada Rápida de Fourier (FFT).
El efecto de las fuerzas de Coulomb da lugar a las integrales que aparecen
en el miembro derecho de las ecuaciones (3.7) y (3.8). Llamando I1 e I2 a
estas integrales, respectivamente, se tiene que
I1(x, y) =
∫ ∫
D
(Nh −Ne)(x− x′)
((x− x′)2 + (y − y′)2)3/2dx
′
dy
′
I2(x, y) =
∫ ∫
D
(Nh −Ne)(y − y′)
((x− x′)2 + (y − y′)2)3/2dx
′
dy
′
Definiendo ahora los núcleos k1 y k2 como
k1(x, y) =
x
(x2 + y2)3/2
(3.10)
k2(x, y) =
y
(x2 + y2)3/2
(3.11)
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estas integrales se pueden escribir como
I1(x¯) =
∫
D
f(x¯′)k1(x¯− x¯′)dx¯′ (3.12)
I2(x¯) =
∫
D
f(x¯′)k2(x¯− x¯′)dx¯′ (3.13)
donde f = Nh −Ne, x¯ = (x, y) y x¯′ = (x′, y′).
Si f decrece suficientemente rápido en ±∞ entonces se tiene que∫
D
f(s¯)k1(x¯− s¯)ds¯ = v.p.
∫ ∞
−∞
f(s¯)k1(x¯− s¯)ds¯ = f ∗ k1
y ∫
D
f(s¯)k1(x¯− s¯)ds¯ = v.p.
∫ ∞
−∞
f(s¯)k2(x¯− s¯)ds¯ = f ∗ k2
Así, las ecuaciones (3.12) y (3.13) se pueden escribir como
I1 = f ∗ k1 y I2 = f ∗ k2 (3.14)
donde f ∗ k1 y f ∗ k2 son las convoluciones de f con k1 y k2 respectivamente.
Estas convoluciones pueden ser calculadas eficientemente en el espacio de las
frecuencias empleando para ello la propiedad de la transformada de Fourier
de la convolución que definimos en (2.15). Esto es
I1 = F−1
{
fˆ · kˆ1
}
(3.15)
I2 = F−1
{
fˆ · kˆ2
}
(3.16)
donde F = FFT (Transformada Rápida de Fourier) y F−1 = IFFT es su
inversa, fˆ = F(f) , kˆ1 = F(k1) y kˆ2 = F(k2)
Nótese que los núcleos k1 y k2 no dependen de la variable temporal, por
lo tanto kˆ1 y kˆ2 solo necesitamos calcularlos una vez. Sin embargo, como se
aprecia en la figura 3.2, dichos núcleos son singulares en el origen a la vez
que decaen muy lentamente a cero conforme nos alejamos de él. Estas carac-
terísticas no permiten calcular su transformada de Fourier de una manera
eficiente (recordemos que la FFT requiere que las funciones sean suaves), y
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Figura 3.2: Gráficas de k1(x, y) = x(x2+y2)3/2 (izquierda) y k2(x, y) =
y
(x2+y2)3/2
(derecha).
obtener valores precisos. Para eludir el problema de la singularidad, calcula-
mos directamente los coeficientes de la tranformada de Fourier de k1 y k2 en
lugar de usar la FFT.
Dada una función g(x, y), los coeficientes de Fourier bidimensionales de
g se calculan mediante la fórmula
Cg(m,n) =
1
(2pi)2
∫ pi
−pi
∫ pi
−pi
g(x, y)e−i(mx+ny)dxdy (3.17)
Por ejemplo, los coeficientes de la transformada de Fourier de k1 (3.10) son
Ck1(m,n) =
1
(2pi)2
∫ pi
−pi
∫ pi
−pi
[
x
(x2 + y2)3/2
]
e−i(mx+ny)dxdy
donde m,n = −N
2
+ 1..., N
2
son los números de ondas discretizados sobre N
nodos a lo largo de cada eje. Como el núcleo es impar y cos(mx+ ny) es par
en x, entonces la parte real de Ck1(m,n) es cero. Por lo tanto
Ck1(m,n) =
−i
(2pi)2
∫ pi
−pi
∫ pi
−pi
x
(x2 + y2)3/2
sin(mx+ ny)dxdy (3.18)
Reemplazando y por x en el integrando de la fórmula (3.18) se obtiene una
fórmula similar para calcular los coeficientes de Fourier de k2 (3.11), esto es
Ck2(m,n) =
−i
(2pi)2
∫ pi
−pi
∫ pi
−pi
y
(x2 + y2)3/2
sin(mx+ ny)dxdy (3.19)
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De esta manera calculamos los coeficientes Ck1 y Ck2 numéricamente usando
las fórmulas (3.18) y (3.19), mediante un método de cuadratura adaptativo.
Como podemos observar, el valor de cada coeficiente depende de los valores
de los vectores de ondas m y n. Cuando estos son muy grandes, aparecen
oscilaciones de alta frecuencia en los integrandos de (3.18) y (3.19). Para
resolver este problema hacemos un cambio de variables de manera que tras-
pasamos los valores de los vectores de onda m y n a los límites de integración
en lugar del argumento de la función seno. Así por ejemplo la fórmula (3.18)
nos queda
Ck1(m,n) =

−im
pi2n
∫ npi
0
∫ mpi
0
X sin(X) cos(Y )
[X2 + (m
n
)2Y 2]3/2
dXdY si m < n
−in2
pi2m2
∫ npi
0
∫ mpi
0
X sin(X) cos(Y )
[( n
m
)2X2 + Y 2]3/2
dXdY si m > n
(3.20)
donde X = mx e Y = ny.
Los coeficientes de la transformada de Fourier de k1 (3.20) sólo es nece-
sario calcularlos una vez. Por ello, dicho cálculo puede realizarse con mucha
precisión utilizando un gran número de puntos en la fórmula de cuadratura,
y los coeficientes obtenidos se almacenan en una matriz para usarlos cada
vez que necesitemos calcular las convoluciones (3.12) y (3.13). Los corres-
pondientes coeficientes Ck2(m,n) se obtienen mediante la traspuesta de esta
matriz.
Otro problema que encontramos al calcular las convoluciones de los nú-
cleos k1 y k2 con la función f = Nh − Ne usando FFT es que, aunque el
teorema de la convolución discreta [62] asume que los datos son periódicos,
en realidad éstos no lo son, así que si aplicamos directamente las fórmulas
(3.15) y (3.16), el resultado se verá “contaminado” debido a un solapamiento
de los datos. Este fenómeno se conoce como “Aliasing” y se soluciona esta-
bleciendo una zona de “amortiguamiento”, aumentando al doble el tamaño
de las matrices que contienen los datos producto de la FFT sobre Ne y Nh,
y rellenando con ceros las tres cuartas partes de dicha matriz [23]. Esto es
N˜e,h =
(
0N×N 0N×N
0N×N Nˆe,h
)
2N×2N
(3.21)
donde NˆeN×N = F(Ne) y NˆhN×N = F(Nh).
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Como consecuencia, también es necesario aumentar a 2N el tamaño de las
matrices que contienen los valores de Ck1 y Ck2 , reordenando, en forma perió-
dica, cada uno de sus elementos. Por ejemplo, si cm,n con m,n = 1, 2, ...N2 son
los valores de los elementos de la matriz Ck1 , la matriz periódica aumentada
que aproxima el valor de kˆ1 es:
kˆ1 =

c1,1 . . . c1,N/2 c1,1 c1,N/2 . . . c1,2
...
...
...
...
...
cN/2,1 . . . cN/2,N/2 cN/2,1 cN/2,,N/2 . . . cN/2,2
c1,1 . . . c1,N/2 c1,1 c1,N/2 . . . c1,2
−cN/2,1 . . . −cN/2,N/2 −cN/2,1 −cN/2,,N/2 . . . −cN/2,2
...
...
...
...
...
−c2,1 . . . −c2,N/2 −c2,1 −c2,,N/2 . . . −c2,2

2N×2N
(3.22)
Volviendo a las fórmulas definidas en (3.14), como f = Nh − Ne y dado
que la convolución es distributiva se sigue que
I1 = Nh ∗ k1 −Ne ∗ k1 y I2 = Nh ∗ k2 −Ne ∗ k2 (3.23)
Finalmente calculamos
B˜e,h = F−1
{
N˜e,h · kˆ1,2
}
(3.24)
y recuperamos los valores que nos interesan de estas convoluciones,
Ne,h ∗ k1,2 = B˜e,h (N + 1, ..., 2N ;N + 1, ..2N) (3.25)
Para el caso de las convoluciones Nh∗k1 y Nh∗k2, como Nh no depende de
la variable temporal, su valor se calcula una sola vez. La figura 3.3 muestra
la distribución espacial de estas dos convoluciones que hemos llamado Eh1 y
Eh2 , respectivamente.
Por otro lado, como la distribución de la densidad de los electrones Ne, sí
depende de la variable temporal, las otras dos convoluciones: Ee1 = Ne ∗ k1
y Ee2 = Ne ∗ k2, es necesario calcularlas en cada paso temporal del método
numérico usado para la integración en el tiempo de las ecuaciones (3.6)-(3.8).
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Figura 3.3: Distribución espacial de Eh1 = Nh∗k1 (izquierda) y Eh2 = Nh∗k2
(derecha).
3.3.2. Derivadas espectrales.
Las derivadas espaciales de primer orden que aparecen en el sistema de
ecuaciones (3.6)-(3.8), las hemos calculado usando la diferenciación espectral
con FFT de acuerdo a la fórmula (2.14).
Dada una función de dos variables g(x, y), la derivada parcial espectral con
respecto a x es [30]
∂g
∂x
= < [F−1{iwF(g)}] (3.26)
donde w = −N/2 + 1, ..., N/2, es el vector de onda.
La aproximación de la derivada usando la FFT de acuerdo a la fórmula ante-
rior es muy precisa si los datos provienen de funciones periódicas, pero como
no es nuestro caso, emplearemos la derivación espectral de Chebyshev vía
FFT usando la fórmula (2.23), que como su nombre indica, usa una discre-
tización espacial sobre nodos Chebyshev. El procedimiento para calcular la
derivada es el siguiente:
1. Dado un conjunto de datos g0, ..., gN de la función g, evaluados sobre
nodos Chebyshev xj = cos(jpi/N), j = 0, ..., N , extendemos g de la
siguiente manera
g˜ = (g0, g1, ..., gN , gN−1, ..., g1)
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2. Calculamos la derivada en los nodos interiores de la discretización usan-
do la fórmula (2.23)
∂gj
∂x
= −< [F
−1{iwF(g˜)j}]√
1− x2j
j = 1, ..., N − 1 (3.27)
3. Calculamos las derivadas de los extremos x0 y xN , usando las fórmulas
∂g0
∂x
=
N∑
j=0
j2F(g˜)j y ∂gN
∂x
=
N∑
j=0
(−1)j+1 j2F(g˜)j (3.28)
Interpolación Baricéntrica
Una vez que se han calculado las derivadas usando la derivación espectral
sobre nodos Chebyshev, es necesario devolver la solución a nodos equiespa-
ciados, ya que las convoluciones requieren que las operaciones se hagan sobre
nodos equiespaciados. En ese sentido L. Trefethen [84] propone un método
mucho más estable para calcular la interpolación con nodos Chebyshev, la
llamada Interpolación Baricéntrica, que es una forma modificada de la in-
terpolación de Lagrange [12, 83], que tiene la ventaja de que preserva la
precisión espectral.
Dado un conjunto de N + 1 nodos de interpolación xj, j = 0, 1..., N y sus
corrrespondientes valores fj = f(xj), la fórmula baricéntrica que interpola
valores a partir de xj y fj, en un punto x es:
p(x) =
N∑
j=0
Wj
x− xj fj
N∑
j=0
Wj
x− xj
(3.29)
donde p(x) es el polinomio de interpolación sobre el punto x, y
Wj =
1∏
k 6=j(xj − xk)
j = 0, ..., N
son los pesos baricéntricos.
Weideman y Reddy [89] han agrupado en A Matlab Differentiation Sui-
te una colección de funciones que implementan de forma optimizada tanto
las derivadas espectrales, ya sea sobre nodos equiespaciados o sobre nodos
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Chebychev, como las interpolaciones necesarias para pasar de una discreti-
zación a otra. En los algoritmos que utilizamos en esta tesis hemos empleado
estas funciones, lo cual nos ha permitido mejorar en gran medida el rendi-
miento de los mismos.
En la figura 3.4 podemos ver las derivadas parciales de primer orden de la con-
dición inicial para la distribución de la densidad de los electrones Ne(x, y, 0)
con q = 1, esto es ∂Ne
∂x
y ∂Ne
∂y
.
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Figura 3.4: Distribución espacial de ∂Ne(x,y,0)
∂x
(izquierda) y ∂Ne(x,y,0)
∂y
(derecha)
usando la diferenciación espectral de Chebyshev via FFT.
3.3.3. Esquemas numéricos para la integración de la va-
riable temporal.
Tomando el sistema definido en (3.6)-(3.8) y despejándolo en términos de
la derivada temporal, obtenemos el siguiente sistema de ecuaciones:
∂Ne
∂t
= −Ne
(
∂u
∂x
+
∂v
∂y
)
− u∂Ne
∂x
− v∂Ne
∂y
(3.30)
∂u
∂t
= −u
(
∂u
∂x
+G
)
− v∂u
∂y
− aI1 (3.31)
∂v
∂t
= −v
(
∂v
∂y
+G
)
− u∂v
∂x
− aI2 (3.32)
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donde G = 1 + bNh/q.
En el sistema (3.30)-(3.32), todos los términos del lado derecho involucran
derivadas espaciales y convoluciones, que como ya mencionamos, las hemos
calculado usando métodos espectrales. De este modo, el resultado es un sis-
tema de ecuaciones diferenciales ordinarias (EDO) para la variable temporal
[23], que puede ser expresado en forma algebraica de acuerdo a (2.63), como
zt = F (z, x, y, t) (3.33)
donde
z =
 Neu
v
 (3.34)
y F (z, x, y, t) corresponde al lado derecho del sistema (3.30)-(3.32).
Para resolver este sistema, hemos empleado los métodos de diferencias
finitas que describimos en la sección 2.3.3 del capítulo anterior.
3.3.3.1. Método Runge-Kutta de cuarto orden.
El esquema del método de Runge-Kutta de cuarto orden (RK4) para la
solución de la ecuación (3.33) es el siguiente
K1 = F (z
n, tn),
K2 = F
(
zn +
1
2
∆tK1, tn +
1
2
∆t
)
,
K3 = F
(
zn +
1
2
∆tK2, tn +
1
2
∆t
)
, (3.35)
K4 = F
(
zn +
1
2
∆tK3, tn +
1
2
∆t
)
,
zn+1 = zn +
1
6
∆t [K1 + 2K2 + 2K3 +K4]
Como mencionamos en la sección 2.3.3 del capítulo 2, con este esquema es ne-
cesario evaluar 4 veces el lado derecho de la ecuación (3.33), lo cual se traduce
en un coste computacional grande. Sin embargo, como es de autoarranque
lo usaremos para inicializar el esquema semi-implícito que describiremos a
continuación
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3.3.3.2. Método semi-implícito.
El sistema de ecuaciones (3.33) contiene algunos términos lineales y otros
no lineales. De acuerdo con Gottlieb, Orszag y Boyd [20, 42], cuando usa-
mos un método explícito para resolver la parte temporal de una ecuación de
ondas de este tipo y sobre el que hemos empleado métodos espectrales para
resolver la parte espacial, estamos limitados por la condición CFL (Courant-
Friedrichs-Lewy), la cual establece límites demasido rigurosos incluso para
problemas con pocos términos no lineales. Por ejemplo, para la ecuación de
Burgers se tiene ∆t ≤ O(1/N4).
Para hacer menos rigurosa esta condición, usaremos el método semi -
implícito Adams-Bashford 3 - Crank-Nicholson (AB3CN) que describimos
en (2.70). Para aplicar este método es necesario separar la parte lineal de la
no lineal en la ecuación. El equema correspondiente a (3.33) es [48]
zt + L(z, x, y, t) = H(z, x, y, t), (3.36)
donde L y H denotan la parte lineal y no lineal de la ecuación diferencial,
respectivamente.
Luego, el esquema del método AB3CN correspondiente es [20]
zn+1 +
∆t
2
L(zn+1, tn+1) = zn + ∆t
[
23
12
H(zn, tn)− 4
3
H(zn−1, tn−1)+
+
5
12
H(zn−2, tn−2)− L(z
n, tn)
2
]
(3.37)
En este esquema combinamos el método de Adams - Brashforth de tercer
orden explícito sobre la parte no lineal con el esquema Crank - Nicholson
implícito de segundo orden sobre la parte lineal.
La principal ventaja de este método es que como el término no lineal es trata-
do explícitamente, sólo es necesario resolver un sistema de ecuaciones lineales
en cada paso de tiempo, a la vez que no es necesario imponer condiciones
tan rigurosas para ∆t. Así que llamando a la parte derecha de la ecuación
anterior como RHS, y escribiendo la parte izquierda como
zn+1 +
∆
2
L(zn+1, tn+1) = Azn+1, (3.38)
donde A = I + ∆t
2
L es un operador lineal, se obtiene el siguiente esquema
para el método semi-implícito
zn+1 = A−1 RHS (3.39)
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donde
RHS = zn + ∆t
[
23
12
H(zn, tn)− 4
3
H(zn−1, tn−1) +
5
12
H(zn−2, tn−2)+
+
L(zn, tn)
2
]
.
Para aplicar el esquema semi-implícito a cada una de las ecuaciones del sis-
tema (3.30)-(3.32), las escribimos en la forma (3.36), esto es
Net = −(ux + vy)Ne − uNex − vNey (3.40)
ut +Gu = −uux − vuy + aI1 (3.41)
vt +Gv = −uvx − vvy + aI2 (3.42)
Nótese que ahora todos los términos lineales del sistema están en el lado
izquierdo y los no lineales en el lado derecho. El miembro izquierdo de la
ecuación para Ne no tiene un término lineal L, mientras que para u y v los
términos lineales son Gu y Gv.
Por otro lado, al término no lineal del lado derecho de la ecuación para
Ne lo denominamos HNe = −(ux + vy)Ne − uNex − vNey , mientras que para
u y v podemos escribir su lado derecho también como operadores, esto es
Hu = −uux − vuy + aI1
Hv = −uvx − vvy + aI2
Por lo tanto el sistema (3.40)-(3.42) nos queda
Net = HNe (3.43)
ut +Gu = Hu (3.44)
vt +Gv = Hv (3.45)
El esquema semi-implícito correspondiente a este sistema es:
Nn+1e = N
n
e + ∆t
[
23
12
HNe(N
n
e )−
4
3
HNe(N
n−1
e ) +
5
12
HNe(N
n−2
e )
]
(3.46)
un+1 +
∆
2
Gun+1 = un + ∆t
[
23
12
Hu(u
n)− 4
3
Hu(u
n−1) +
5
12
Hu(u
n−2)− 1
2
Gun
]
(3.47)
vn+1 +
∆
2
Gvn+1 = vn + ∆t
[
23
12
Hv(v
n)− 4
3
Hv(v
n−1) +
5
12
Hv(v
n−2)− 1
2
Gvn
]
(3.48)
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Nótese que dado que la ecuación (3.40) no tiene parte lineal, solo aplicamos
el método de Adams-Bashfoth de tercer orden en el miembro derecho. Luego
de acuerdo a (3.39) se tiene que
un+1 = A−1RHSu (3.49)
vn+1 = A−1RHSv (3.50)
donde
RHSu = u
n + ∆t
[
23
12
Hu(u
n)− 4
3
Hu(u
n−1) +
5
12
Hu(u
n−2)− 1
2
Gun
]
y
RHSv = v
n + ∆t
[
23
12
Hv(v
n)− 4
3
Hv(v
n−1) +
5
12
Hv(v
n−2)− 1
2
Gvn
]
Para calcular la solución del esquema (3.46)-(3.48) en el paso de tiempo n
es necesario conocer la solución en los pasos de tiempo n − 1 y n − 2. Para
inicializar el método hemos usado el esquema de Runge-Kutta de cuarto
orden de acuerdo con (3.35), para calcular estos dos primeros pasos. En ese
sentido obtenemos suficiente precisión al inicio y no perdemos el orden de
convergencia del método.
3.4. Resultados numéricos.
Como un primer experimento numérico, hemos resuelto el caso descrito
en [1]. Usando los parámetros físicos listados en la tabla 3.1, los parámetros
adimensionales (3.9) toman los valores a = 0.00235, b = 0.5333. Como
condiciones iniciales para la distribución de la densidad de electrones y las
componentes de la velocidad hemos tomado, respectivamente: Ne(x, y, 0) =
qe−(x
2+y2)/2, u(x, y, 0) = 0.032 (U0 = 4 × 105 ms−1) y v(x, y, 0) = 0, con
q = 1, 4 y 16 pozos. El tamaño característico de la mancha es Λ = 10−6m y
el dominio de integración en variables adimensionales es D = [−4, 4]×[−4, 4].
También probamos diferentes números de nodos de la discretización espacial
(N = 2n con n = 5, 6, 7).
Método de Euler explícito.
Con objeto de comprobar la eficacia de los métodos espectrales y como
una primera aproximación que nos permita estudiar los patrones de las so-
luciones del sistema, usamos un esquema de Euler explícito. La figura 3.5
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muestra la condición inicial para la distribución de la densidad de electrones
y las correspondientes velocidades u y v. Posteriormente en la figura 3.6 po-
demos observar soluciones para t = 80 fs. Sin embargo, este método requiere
que usemos pasos de tiempo muy pequeños lo cual produce un coste compu-
tacional muy alto, aparte de que el número de iteraciones es muy grande y
el error de truncamiento hace que el sistema se desestabilice. En la figura 3.7
se muestra este comportamiento para t = 1.3 ps, con lo cual esta implemen-
tación no nos permite simular soluciones para tiempos comparables con los
casos resueltos en [1, 2].
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Figura 3.5: Condiciones iniciales del sistema (3.30)-(3.32), Ne(x, y, 0) =
qe−(x
2+y2)/2, u(x, y, 0) = 0.032, v(x, y, 0) = 0, con q = 1
Esquema semi-implícito (3.46)-(3.48).
Con este esquema, aparte de que aumentamos el orden de aproximación,
el coste computacional es significativamente mucho menor debido a que no
es necesario tomar pasos de tiempo ∆t demasiado pequeños. Las figuras 3.8
y 3.9 muestran soluciones del sistema para q = 1 y q = 4 en t = 1.5 ps.
Posteriormente la figura 3.10 muestra la solución con q = 16 para t = 2.0 ps,
que es el tiempo máximo al que se llega en los experimentos numéricos de
[1] y [2]. Usando el método semi-implícito para la integración de la variable
temporal hemos podido llegar incluso a tiempos muy largos (t > 5 ps), en un
tiempo de cómputo relativamente corto (aproximadamente media hora para
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t = 80 fs.
alcanzar t > 5 ps).
Nótese cómo la distribución de la densidad de los electronesNe se conserva
conforme avanza el tiempo, mientras que las componentes de las velocidades
u y v tienden a cero muy lentamente.
Con objeto de verificar la precisión que se obtiene al resolver el sistema de
ecuaciones que describen el modelo (3.1)-(3.2), mediante métodos espectra-
les, hemos reproducido algunas figuras que aparecen en el artículo [1], usando
para ello los datos obtenidos con nuestro método numérico. La figura 3.11
muestra los perfiles de (Ne(x, y, t) − Ne(x, y, 0)) en t = 80 fs (columna iz-
quierda) y en t = 1.5 ps (columna derecha), con q = 1 (primera fila) y q = 16
(segunda fila). Esta figura guarda una alta concordancia, no solo cualitativa
sino también cuantitativa, con la correspondiente figura 2 que aparece en [1].
Incluso, los patrones que se observan en nuestra figura son mucho más suaves
y definidos que los que se pueden ver en dicho artículo.
Nótese que para t = 80 fs (columna izquierda), los patrones que describen
(Ne(x, y, t) − Ne(x, y, 0)) para q = 1 y q = 16 pozos, son relativamente
similares, mientras que para t = 1.5 ps (columna derecha), la forma de dos
gajos que presenta el caso con q = 16 pozos (abajo) es más amplio que su
correspondiente con q = 1 pozo.
Por otro lado, en la figura 3.12 se aprecia el desplazamiento medio de la
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distribución de la densidad de electrones 〈x(t)〉, definido como
〈x(t)〉 = 1
Nt
∫
xNe(r, t)dxdy, Nt =
∫
Ne(r, t)dxdy (3.51)
desde t = 0 hasta t = 2.0 ps, para tres casos:
q = 4; τeh = 50 fs (línea continua negra),
q = 4; τeh = 150 fs (línea continua azul) y
q = 16; τeh = 150 fs (línea continua roja).
También aparecen en esta figura, las correspondientes curvas de la aproxi-
mación de la mancha compacta (rigid spot approximation)
〈xrsa〉 = U0 exp (−γt) sinh (γplt)/γpl, (3.52)
donde 2γ = 1/τe + 1/2τeh y γpl = γ2 − Ω2pl (líneas discontinuas). Esta figura
también guarda una alta concordancia con la correspondiente figura 4 de
[1]. En ella podemos apreciar cómo, para un tiempo corto (t < 0.2 ps),
〈x(t)〉 se mueve muy rápido, mientras que para tiempos largos la velocidad
del desplazamiento tiende a ser constante. Este es el mismo comportamiento
que se puede ver en la figura 4 del artículo [1].
• 
• 
• 
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Una ventaja que tenemos al usar métodos espectrales es poder llegar a
tiempos relativamente largos (t > 2.0 ps). En la figura 3.13 se muestra la
solución del sistema para t = 4.0 ps con q = 1 pozo. Nótese que el patrón
que presenta (Ne(x, y, t) − Ne(x, y, 0)) es muy parecido al caso con q = 16
pozos para t = 1.5 ps de la figura 3.11, lo que indica que ambas soluciones
tienden a un mismo perfil para tiempos largos.
3.4.1. Análisis del modelo sin fricción.
Un límite muy interesante lo constituye el caso en el que el tiempo de
relajación τe tiende a infinito. En este límite sólo hay que tener en cuenta el
término de arrastre y se corresponde al caso de una muestra sin impurezas y
con energías demasiado bajas para la emisión interna de fotones. Este límite
fue analizado por Sherman et al. [76] mediante un desarrollo en funciones
Hermite-Gauss pero sin incluir el término no lineal (u · ∇)u de la ecuación
(3.2). En este caso, la adimensionalización que usamos en la sección (3.2.1)
ya no es válida, puesto que no podemos usar a τe como valor característico.
En su lugar, usamos el inverso de la frecuencia característica del plasma Ω−1pl
que, de acuerdo con [1], su valor es Ω−1pl = 1.4 ps. Por lo tanto los valores
característicos del tiempo y la velocidad serán
[t] = Ω−1pl y [u] = [v] = Λ/Ω
−1
pl = 7.143× 105ms−1
3.4. Resultados numéricos. 59
−4
−2
0
2
4
−4
−2
0
2
4
0
1
2
3
4
 
x/Λ
Distribución de la densidad de electrones en t = 1.5 ps, con q = 4
y/Λ
 
N
e
0.5
1
1.5
2
2.5
3
3.5
−5
0
5
−5
0
5
−4
−2
0
2
4
x 10−4  
x/Λ
Velocidad en x
y/Λ
 
u
−5
0
5
−5
0
5
−2
−1
0
1
2
x 10−4  
x/Λ
Velocidad en y
y/Λ
 
v
−2
−1
0
1
2
x 10−4
−1.5
−1
−0.5
0
0.5
1
1.5
x 10−4
Figura 3.9: N(x, y, t) (arriba), u(x, y, t) (izquierda) y v(x, y, t) (derecha), con
q = 4 en t = 1.5 ps.
Suponiendo ahora que τe → ∞, las ecuaciones adimensionales (3.7) y
(3.8), para las componentes x e y de la velocidad, quedan:
∂u
∂t
+u
∂u
∂x
+v
∂u
∂y
= − 4
pi3/2
∫ ∫
D
(Nh −Ne)(x− x′)
((x− x′)2 + (y − y′)2)3/2dx
′
dy
′−u(b∞Nh/q),
∂v
∂t
+u
∂v
∂x
+v
∂v
∂y
= − 4
pi3/2
∫ ∫
D
(Nh −Ne)(y − y′)
((x− x′)2 + (y − y′)2)3/2dx
′
dy
′−v(b∞Nh/q),
donde
b∞ =
Ω−1pl
τeh
Para resolver este caso también hemos usado el esquema semi-implícito
(3.46)-(3.48), solo que el coeficiente del término lineal ahora es G = bNh/q.
Con esta nueva definición de las variables adimensionales, la velocidad inicial
u0 no aparece en ninguna de las constantes adimensionales. En ese sentido,
podemos usar la velocidad inicial como un parámetro libre para analizar el
comportamiento de la solución.
Por ejemplo, en el caso τeh = 1.5 ps (b∞ = 0.9333) y velocidad inicial
U0 = 4×105ms−1 (u(x, y, 0) = 0.56), la solución numérica crece rápidamente
y se vuelve inestable en un tiempo corto. Mientras que si hacemos decrecer la
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Figura 3.10: N(x, y, t) (arriba), u(x, y, t) (izquierda) y v(x, y, t) (derecha), con
q = 16 en t = 2.0 ps.
velocidad inicial en un orden de magnitud (0.1u(x, y, 0)), podemos obtener
soluciones numéricas estables para tiempos superiores a 6.27 ps. La figura
3.14 muestra un patrón muy parecido al que se puede ver en la figura 2 del
artículo de Sherman et al. del 2009 [76], para t = 6.27 ps. En la figura 3.15
se puede observar el patrón correspondiente a la componente de la velocidad
u. De hecho, si utilizamos los mismos parámetros que en [76] (b∞ = 4 y
b∞ = 1/16) la solución para t = 0.45 ps coincide con la que se muestra en la
figura 2 de dicho artículo, tal y como se aprecia en la figura 3.16.
Disminuyendo aún más la velocidad inicial e incrementando el número
de puntos en la discretización espacial (N = 27), es posible llegar a tiempos
más largos (t > 14 ps). Las figuras 3.17 y 3.18 muestran los patrones de
Ne(x, y, t) − Nh(x, y) y u, respectivamente, para t = 14 ps, tomando como
velocidad inicial adimensional 0.01u(x, y, 0).
Un hecho interesante que observamos en [76] es la proporcionalidad del
desplazamiento medio de la distribución de la densidad de electrones< x(t) >
en U0, no solo para tiempos cortos, cuando < x(t) >= U0t, sino también para
tiempos posteriores. La figura 3.19 corrobora esta observación sobre la univer-
salidad del desplazamiento medio. Esta figura muestra que < x(t) > Ωpl/U0
es independiente del valor de la velocidad inicial U0 para todos los tiempos.
También hemos observado que esta universalidad es aplicable incluso a la so-
lución del modelo completo (3.30)-(3.32), cuando se supone que τe es finito.
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Figura 3.11: Cambio en la distribución de la densidad de electrones
Ne(x, y, t) − Ne(x, y, 0) en t = 80 fs (columna izquierda) y en t = 1.5 ps
(columna derecha), con q = 1 (primera fila) y q = 16 (segunda fila). Esta
figura es comparable con la figura 2 de [1].
3.5. Conclusiones.
En este capítulos hemos resuelto el modelo hidrodinámico bidimensio-
nal que describe la dinámica de las corrientes generadas en los dispositivos
MQW mediante inyección óptica, usando métodos espectrales para calcular
las derivadas espaciales y para resolver las convoluciones resultantes de las
integrales que definen el campo eléctrico de Coulomb.
El uso de métodos espectrales para la resolución del problema espacial del
modelo, proporciona una alta precisión en las soluciones y un coste compu-
tacional bajo.
Para resolver las convoluciones, debido a que las mismas poseen núcleos
singulares y que decaen muy lentamente, calculamos los coeficientes de la
transformada de Fourier de una forma muy precisa, eludiendo de esta manera
la singularidad de las mismas y ahorrando tiempo de cómputo. Para calcular
las convoluciones hemos completado con ceros las matrices que contienen las
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Figura 3.12: Desplazamiento medio de la distribución de la densidad de elec-
trones < x(t) >, definido en (3.51), con q = 4; τeh = 50fs, q = 4; τeh =
150fs y q = 16; τeh = 150fs. Esta figura es comparable con la figura 4 de
[1].
transformadas de Fourier discretas, a fin de crear una zona de amortigua-
miento que nos permitiera evitar el solapamiento de los datos debido a que
los núcleos de las convoluciones no son periódicos.
Para la integración temporal hemos usado el método semi-implícito AB3CN,
en el que la parte lineal del problema es tratada con un método implícito
mientras que la parte no lineal se resuelve explícitamente, logrando así evi-
tar los problemas que causan este tipo de modelos que contienen términos
altamente no lineales y que obligan a imponer pasos de tiempo demasiado
pequeños.
Los resultados obtenidos son muy acordes con los obtenidos por Sherman
et al. mediante su aproximación sobre una base finita de tipo Hermite-Gauss.
El método de resolución que planteamos es suficientemente estable y robusto,
pemitiéndonos no solo calcular soluciones para tiempos largos, sino también
estudiar casos de límites distiguidos tales como el que presentamos haciendo
crecer el tiempo de relajación de los electrones τe → ∞ y también los que
analizaremos en el próximo capítulo.
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Figura 3.14: Ne(x, y, t) − Nh(x, y) en t = 6.27 ps con velocidad inicial
0.1u(x, y, 0). Esta figura es comparable con la figura 2 de [76].
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Figura 3.15: u(x, y, t) en t = 6.27 ps con velocidad inicial 0.1u(x, y, 0). Esta
figura es comparable con la figura 2 de [76].
Figura 3.16: Ne(x, y, t)−Nh(x, y) (primera fila) y u(x, y, t) (segunda fila) para
b∞ = 4 (columna izquierda) y b∞ = 1/16 (columna derecha) en t = 0.45 ps.
Esta figura es comparable con la figura 2 de [76].
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Figura 3.17: Gráfica de Ne(x, y, t) − Nh(x, y) en t = 14 ps con velocidad
inicial 0.01u(x, y, 0).
Figura 3.18: u(x, y, t) en t = 14 ps con velocidad inicial 0.01u(x, y, 0).
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Figura 3.19: Desplazamiento medio de la distribución de la densidad de elec-
trones < x(t) > definido en (3.51) para el caso τeh = 1.5 ps (b∞ = 0.9333).
Capítulo 4
Efectos del campo magnético en
la dinámica de corrientes
inyectadas ópticamente.
4.1. Introducción.
En este capítulo extendemos el modelo (3.1)-(3.2) asumiendo que existe
un campo magnético adicional H a lo largo del eje z. La influencia de este
campo magnético se representa mediante la adición de la Fuerza de Lorentz
en el lado derecho de la ecuación de la velocidad (3.2). El único estudio
conocido sobre la influencia de un campo magnético en la inyección óptica
de dispositivos de pozos cuánticos es el realizado por K.M. Rao y J.E. Sipe
[66], de manera que ésta será la primera vez que se hace una simulación
numérica de éste fenómeno.
En presencia de un campo magnético perpendicular a la dirección de mo-
vimiento de las partículas cargadas, éstas describen un movimiento circular.
La frecuencia a la cual se mueven las mismas se conoce como Frecuencia del
Ciclotrón, mientras que el radio de la circunferencia que describen se conoce
como Radio del Ciclotrón.
Una forma de verificar si la solución numérica del modelo bidimensional
de la dinámica de las corrientes ópticamente inyectadas, bajo la influencia
de un campo magnético, sigue el comportamiento típico del fenómeno físico,
es calculando el radio y la frecuencia de dicho ciclotrón a partir de los datos
obtenidos de las simulaciones numéricas. En este capítulo comprobaremos
que, efectivamente, los resultados numéricos concuerdan con los teóricos.
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Para lograr esto, al igual que en el capítulo anterior, resolvemos numé-
ricamente el modelo (3.1)-(3.2) usando métodos espectrales para resolver la
parte espacial del problema y el método semi-implícito (AB3CN) para la
integración de la variable temporal.
Para estudiar la influencia del campo magnético sobre el modelo, analiza-
mos tres casos: el primer caso consiste en hacer crecer los tiempos de relaja-
ción a la vez que quitamos la fuerza de Coulomb. De esta forma analizamos
el efecto de aplicar únicamente el campo magnético. Los datos obtenidos de
la solución numérica de este caso, nos permitirán calcular la frecuencia y el
radio del ciclotrón. En el segundo caso analizamos la dinámica que se ob-
tiene de la interacción de la fuerza de Coulomb con el campo magnético y
finalmente en el tercer caso estudiamos los patrones que se obtienen de la
solución del modelo completo bajo la influencia del campo magnético.
Al quitarle términos al modelo, las soluciones presentan patrones comple-
jos que provocan que el esquema numérico se vuelva inestable. Sin embargo,
hemos podido modificar los esquemas numéricos para poder obtener solucio-
nes para tiempos largos, en todos los casos. Los resultados que obtenemos
en cada caso están determinados por la intensidad del campo magnético y la
velocidad inicial aplicada.
El estudio del modelo, que contiene la influencia del campo magnético, lo
completamos incluyendo un análisis espectral del desplazamiento medio de
los electrones en las direcciones horizontal y vertical.
4.1.1. Organización del capítulo.
Este capítulo está organizado del siguiente modo:
En la sección 4.2 se presentan las ecuaciones del modelo 2D extendido
mediante la incorporación del campo magnético a la ecuación de la veloci-
dad y la deducción de las ecuaciones adimensionales correspondientes. En
la sección 4.3 se explican brevemente los métodos numéricos utilizados en
la resolución del modelo. En la sección 4.4 se hace un análisis de tres casos
para estudiar el efecto que provoca el campo magnético en la dinámica del
sistema. Asimismo comprobamos, usando los datos de la solución numérica
del caso más simple, que la frecuencia y el radio del ciclotrón concuerdan con
los valores teóricos. En la sección 4.5 se hace un análisis espectral del despla-
zamiento medio de los electrones. Finalmente en la sección 4.6 se exponen
las conclusiones del capítulo.
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4.2. Ecuaciones del modelo con campo magné-
tico.
Tomando como base el modelo bidimensional para las corrientes inyecta-
das (3.1)-(3.2), que resolvimos en el capítulo anterior, añadimos la fuerza de
Lorentz FL al lado derecho de la ecuación (3.2). La Fuerza de Lorentz resul-
tante de aplicar un campo magnético H en la dirección del eje z se define en
el sistema internacional (SI) como [94]
FL = e(u×H), (4.1)
donde la unidad de medida del campo magnético H es el Tesla (T).
Si incorporamos la fuerza de Lorentz a la ecuación de la velocidad para el
modelo hidrodinámico 2D, el modelo extendido de la dinámica de las corrien-
tes ópticamente inyectadas que incorpora la influencia del campo magnético
será
∂Ne
∂t
+∇(Neu) = 0, (4.2)
∂u
∂t
+ (u · ∇)u = −eE
me
− u
τeh
Nh
N0
− u
τe
+
FL
me
. (4.3)
Tomando en cuenta que la velocidad media local u está descrita en tér-
minos de sus componentes x e y, por
u = u(x, y, t) = u(x, y, t)i+ v(x, y, t)j+ 0k,
y el campo magnético es perpendicular a la velocidad, ya que es aplicado a
lo largo del eje z, también se tiene que
H = 0i+ 0j+Hk.
Luego, de acuerdo a la fórmula (4.1) obtenemos
FL = e(vH)i− e(uH)j+ 0k (4.4)
Así que, de acuerdo con (4.3), las componentes de la fuerza de Lorentz
en las direcciones x e y son respectivamente
FL,x
me
=
e
me
vH (4.5)
FL,y
me
= − e
me
uH (4.6)
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4.2.1. Ecuaciones adimensionales.
Usando los mismos valores característicos del modelo 2D de la tabla 3.1,
definimos el correspondiente al campo magnético como
[H] =
me
eτe
(4.7)
Definiendo ahora HSD como la variable adimensional para el campo magné-
tico tenemos que
HSD =
H
[H]
= 0.21H con H ∈ {1, 2, ..., 20}Tesla. (4.8)
Por tanto, de (4.3) se tiene que las ecuaciones adimensionales de las com-
ponentes de las velocidades u y v que incorporan la fuerza de Lorentz son
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
= −a
∫ ∫
D
(Nh −Ne)(x− x′)
((x− x′)2 + (y − y′)2)3/2dx
′
dy
′−
− u(1 + bNh/q) + vHSD,
(4.9)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
= −a
∫ ∫
D
(Nh −Ne)(y − y′)
((x− x′)2 + (y − y′)2)3/2dx
′
dy
′−
− v(1 + bNh/q)− uHSD
(4.10)
En la solución del modelo 2D vimos que las integrales que aparecen en
las dos ecuaciones anteriores se pueden resolver mediante una convolución,
por lo tanto las ecuaciones adimensionales correspondientes al modelo (4.2)-
(4.3) que incluye la influencia del campo magnético se pueden reescribir de
la siguiente manera
∂Ne
∂t
+
∂(Neu)
∂x
+
∂(Nev)
∂y
= 0, (4.11)
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
= −aI1 − u(1 + bNh/q) + vHSD, (4.12)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
= −aI2 − v(1 + bNh/q)− uHSD (4.13)
donde I1 = Nh ∗ k1 − Ne ∗ k1 , I2 = Nh ∗ k2 − Ne ∗ k2 y HSD = 0.21H, con
H ∈ {1, 2, ..., 20} Tesla.
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Al igual que en el capítulo anterior, para resolver el modelo (4.2)-(4.3),
hemos usado métodos espectrales para resolver las derivadas espaciales y las
convoluciones. Como veremos en la siguiente sección, en algunos casos, debi-
do al comportamiento de las soluciones para la velocidad, se han calculado
las derivadas espectrales usando una discretización sobre nodos equiespacia-
dos de acuerdo a la fórmula (2.14), mientras que en otros se ha usado la
derivación espectral de Chebyshev de acuerdo con (2.20). Los métodos para
la integración de la variable temporal también son los mismos que usamos en
el capítulo 3, es decir usamos un método semi-implícito AB3CN y el esquema
de Runge-Kutta de cuarto orden para inicializar el método AB3CN.
4.4. Análisis y resultados.
En esta sección haremos un análisis numérico del comportamiento del
modelo (4.2)-(4.3). Para hacer este análisis, al igual que en el capítulo 3,
calculamos el cambio en la distribución de la densidad de los electrones,
Ne(r, t) − Ne(r, 0) = Ne(r, t) − Nh(r) = Ne − Nh y la velocidad local u =
ui+ vj. En nuestro análisis tenemos en cuenta dos parámetros: la intensidad
del campo magnético y la velocidad inicial.
Analizaremos tres casos para el modelo. En cada caso describimos, en pri-
mer lugar, los ajustes necesarios en la adimensionalización y en los esquemas
numéricos y luego presentamos los perfiles de las soluciones numéricas que se
obtienen variando la intensidad del campo magnético y la velocidad inicial.
4.4.1. Caso solamente con la fuerza de Lorentz.
Este es el caso más sencillo de modelo (4.2)-(4.3). Este caso se obtiene
haciendo crecer los tiempos de relajación τe y τeh y quitando la fuerza de
Coulomb. Por lo tanto, la ecuación (4.3) nos queda
∂u
∂t
+ (u · ∇)u = FL
me
(4.14)
Dado que los tiempos de relajación ya no aparecen en las ecuación (4.14),
es necesario volver a adimensionalizarla. Para ello usamos de nuevo el inver-
so de la frecuencia del plasma Ω−1pl = 1.4 ps [1]. Redefiniendo las variables
adimensionales para el tiempo, la velocidad y el campo magnético como:
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[t] = Ω−1pl , [u] = [v] = Λ/Ω
−1
pl y [H] = me/eΩ
−1
pl (el resto de las variables
adimensionales permanecen iguales al caso general del modelo 2D) y sus-
tituyéndolas en (4.14), obtenemos las ecuaciones sin dimensiones para las
velocidades en las direcciones x e y, esto es
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
= vHSD, (4.15)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
= −uHSD, (4.16)
donde HSD = H/[H] = 3.6745H, H ∈ {1, ..., 20} Tesla.
Reescribiendo las ecuaciones (4.15) y (4.16) en la forma (2.70) se obtiene
ut = −uux − vuy + vHSD, (4.17)
vt = −uvx − vvy − uHSD. (4.18)
En este caso utilizaremos el método AB3 para realizar la integración temporal
del modelo.
En cuanto a la solución de la parte espacial del problema, utilizamos
métodos espectrales. Sin embargo, tal y como se observa en la figura 4.1,
las componentes de la velocidad u y v presentan perfiles que son constantes
espacialmente, por lo que no es necesario usar la derivación espectral sobre
nodos Chebyshev que usabamos en el capítulo 3. Para este caso usamos la
derivación espectral sobre nodos equiespaciados definida en (2.14), con la
que se obtiene igualmente una precisión espectral. Una de las razones que
nos ha motivado el estudio de este caso es calcular la frecuencia y el radio
del ciclotrón a partir de los datos obtenidos de la simulación numérica. y
compararlo con los resultados teóricos. Esto nos dará un buen indicio de la
precisión del método.
Tomando un campo magnético fijo de H = 1 T y un número de nodos
de la discretización espacial N = 27, hemos podido observar que el radio de
rotación de la distribución de la densidad de los electrones Ne, depende de la
velocidad inicial aplicada. Para una velocidad inicial u0 = 104 ms−1, el radio
es muy pequeño, mientas que para una velocidad inicial mayor u0 = 106 ms−1,
el radio de rotación es mucho mayor. Esto se puede apreciar comparando los
contornos de Ne en las figuras 4.1 y 4.2 (gráfica superior izquierda). En la
figura 4.1, el contorno de Ne está centrado muy cerca del origen, mientras
que en la figura 4.2 las circunferencias que conforman el contorno están des-
plazadas hacia abajo. En todos los casos, las componentes de la velocidad en
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las direcciones x e y oscilan en el tiempo con valores en el intervalo [−u0, u0]
y son constantes espacialmente.
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Figura 4.1: (arriba izquierda) Patrón de la distribución de la densidad de
electrones (Ne−Nh), (arriba derecha) contorno de Ne, (abajo ) componentes
de la velocidad: u (izquierda) y v (derecha) para H = 1 T, u0 = 104 ms−1 en
t = 4.82 ps.
Para verificar si la distribución de las cargas y velocidades de la solución
numérica del modelo, muestran la dinámica típica de partículas en presen-
cia de un campo magnético, podemos calcular la frecuencia y el radio de
ciclotrón, definidas mediante las siguientes fórmulas [86], respectivamente
ωc =
|e|H
me
(4.19)
Rc =
u0
ωc
(4.20)
donde e, me y u0 son la carga del electrón, la masa efectiva del electrón y la
velocidad inicial local, respectivamente. Usando los valores de las constantes
físicas en la tabla 3.1, para un campo magnético de H = 1 T, la frecuencia
del ciclotrón es ωc = 2.6× 1012 s−1. Mientras que para una velocidad inicial
de u0 = 106 ms−1, el radio del ciclotrón es Rc = 0.38µm.
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Figura 4.2: (arriba izquierda) Patrón de la distribución de la densidad de
electrones (Ne−Nh), (arriba derecha) contorno de Ne, (abajo ) componentes
de la velocidad: u (izquierda) y v (derecha) para H = 1 T, u0 = 106 ms−1 en
t = 1.20 ps.
Con objeto de probar que las partículas del sistema rotan con frecuencia
ωc y radio Rc resolvemos numéricamente el sistema (4.2)-(4.14) para H = 1
T y u0 = 106 ms−1. Observando la trayectoria seguida por el valor máximo de
la densidad de electrones Ne, encontramos que ésta describe una trayectoria
circular cerrada con periodo P = 2.42 × 10−12 s, por lo tanto, la frecuencia
correspondiente es
Ω =
2pi
P
=
2pi
2.42× 10−12s = 2.6× 10
12s−1 = ωc,
lo cual significa que, efectivamente, la frecuencia calculada a partir de los
datos de la simulación (Ω), concuerda con el valor de ωc, dado por la fórmula
(4.19) a partir de las constantes físicas del problema.
Por otra parte, para calcular el radio de rotación r, centramos nuestra aten-
ción en el máximo de Ne para t = 0, el cual se alcanza en el origen Q1 = (0, 0)
y calculamos la trayectoria seguida por este máximo durante medio periodo,
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esto es, 0 ≤ t ≤ P/2. Para t = P/2 el máximo se colocará en la posición
Q2 = (xP/2, yP/2) = (0,−0.75). Por lo tanto, el radio de la trayectoria cerrada
descrita por el máximo de Ne es la mitad de la distancia entre Q1 y Q2. Eso
es
r =
1
2
√
x2P/2 + y
2
P/2 = 3.8× 10−7m = 0.38µm = Rc
es decir también concuerda con el valor teórico dado por la fórmula (4.20).
Para comprobar que efectivamente el radio y la frecuencia son los espe-
rados de acuerdo a las fórmulas (4.19) y (4.20), hemos hecho además varios
experimentos numéricos para H = 1 y diferentes valores de u0. En todos los
casos siempre hemos encontrado que las partículas giran a la frecuencia del
ciclotrón y describen círculos cuyos radios coinciden con el valor del radio de
ciclotrón correspondiente.
4.4.2. Caso sin fricción.
En esta sección consideramos el caso en el que los tiempos de relajación
también se han hecho tender a infinito, pero la interacción de la fuerza de
Coulomb coexiste junto con el campo magnético. En ese caso, la ecuación
(4.3) toma la forma
∂u
∂t
+ (u · ∇)u = −eE
me
+
FL
me
(4.21)
Los valores característicos son los mismos que en el caso anterior, luego
las correspondientes ecuaciones adimensionales son
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
= −aI1 + vHSD, (4.22)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
= −aI2 − uHSD (4.23)
donde a =
e2 Ω−1pl Ns
emeΛ
= 0.7186.
Al igual que en el caso anterior, para resolver numéricamente el sistema
de ecuaciones (4.22)-(4.23) utilizamos el esquema AB3 para evolucionar en
el tiempo el sistema. En este caso los campos eléctrico y magnético compiten
y las velocidades dejan de ser uniformes en el espacio pero se mantiene la
oscilación con el tiempo. Para ciertos valores de la velocidad inicial y del
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campo magnético, como por ejemplo u0 = 1×104 ms−1 y H = 3 T, las fuerzas
se compensan y el esquema numérico es estable como se observa en la figura
4.3. Sin embargo, para velocidades iniciales más altas (u0 = 1×106 ms−1) y un
campo magnético de H = 1 T, el esquema se vuelve inestable. Para evitarlo
usamos el esquema semi-implícito AB3CN. Como ya vimos anteriormente,
para utilizar este esquema las ecuaciones diferenciales deben tener la forma
(2.70), así que el sistema de ecuaciones (4.22)-(4.23) se puede reescribir como
∂u
∂t
+
(
0 −HSD
HSD 0
)
u = −(u · ∇)u + I (4.24)
donde
L(u) =
(
0 −HSD
HSD 0
)
, H(u) = −(u · ∇)u + I
con I =
( −aI1
−aI2
)
.
Nótese que el operador diferencial lineal no es diagonal, pero bajo el
cambio de base
u = AZ (4.25)
donde Z =
(
z
w
)
y A =
(
1 1
i −i
)
es la matriz de cambio de base, el
sistema de ecuaciones diferenciales (4.22)-(4.23) se transforma en
∂Z
∂t
+
( −iHSD 0
0 iHSD
)
Z = − [(Z tAt) · ∇]Z + A−1I (4.26)
Como se puede observar, el término lineal de las ecuaciones en esta nueva
base es diagonal y ahora sí podemos aplicar el esquema AB3CN sobre estas
ecuaciones definidas en un nuevo conjunto de variables z y w. Luego para
obtener los correspondientes resultados en las variables originales, basta usar
la fórmula (4.25). Con este cambio de base hemos logrado tomar velocidades
más altas sin tener que aumentar el campo magnético.
Para esta simulación usamos una discretización espacial conN = 27 nodos
equiespaciados y la correspondiente diferenciación espectral. En la figura 4.3
se pueden observar las soluciones para u0 = 1 × 105 ms−1 y H = 3T en t =
1.20 ps. Se puede apreciar que la distribución de la densidad de electrones, al
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Figura 4.3: (arriba izquierda) Patrón de la distribución de la densidad de
electrones (Ne−Nh), (arriba derecha) contorno de Ne, (abajo ) componentes
de la velocidad: u (izquierda) y v (derecha) para H = 3 T, u0 = 105 ms−1 en
t = 1.20 ps.
igual que el caso anterior también rota, pero con estos valores de la velocidad
y el campo magnético el radio de rotación es pequeño, mientras que las
componentes de la velocidad en las direcciones x e y oscilan con valores en
el intervalo [−u0, u0], pero ya no son espacialmente uniformes.
Por otro lado, en la figura 4.4 vemos que para velocidades más altas
(u0 = 1 × 106 ms−1) y un campo magnético de H = 1T , en t = 1.20 ps,
existe un comportamiento similar al caso previo, pero ahora los patrones de
la distribución de la densidad de electrones y las componentes de la velocidad
son más complejos. En particular, las líneas de contorno de Ne cambian de
forma circular a elíptica y su eje se deforma ligeramente, como se puede ver
en la figura 4.5, que presenta soluciones en t = 1.82 ps.
Podemos concluir que para un campo magnético aplicado con intensidad
H ≥ 1, la evolución temporal de la distribución de la densidad de electro-
nes conduce a patrones más complejos cuando incrementamos el valor de la
primera componente de la velocidad inicial.
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Figura 4.4: (arriba izquierda) Patrón de la distribución de la densidad de
electrones (Ne−Nh), (arriba derecha) contorno de Ne, (abajo ) componentes
de la velocidad: u (izquierda) y v (derecha) para H = 1 T, u0 = 106 ms−1 en
t = 1.20 ps.
4.4.3. Modelo completo.
Finalmente, consideramos el modelo completo dado por las ecuaciones
(4.2)-(4.3), cuyas ecuaciones adimensionales son (4.11)-(4.13).
Para resolver numéricamente el modelo 2D con la fuerza de Lorentz hemos
usado el esquema semi -implícito AB3CN. Para esto debemos reescribir este
sistema en la forma
ut + L(u) = H(u), (4.27)
donde L y H son operadores diferenciales lineal y no lineal, respectivamente.
Reescribiendo (4.12) y (4.13) de esta forma e incorporando la ecuación para
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Figura 4.5: (arriba izquierda) Patrón de la distribución de la densidad de
electrones (Ne−Nh), (arriba derecha) contorno de Ne, (abajo ) componentes
de la velocidad: u (izquierda) y v (derecha) para H = 1 T, u0 = 106 ms−1 en
t = 1.82 ps.
la densidad Ne (4.11), se tiene
Net = −(ux + vy)Ne− uNex − vNey (4.28)
ut +Gu = −uux − vuy − aI1 + vHSD (4.29)
vt +Gv = −uvx − vvy − aI2 − uHSD (4.30)
donde G = 1 + bNh/q.
Con objeto de analizar el patrón de la distribución de la densidad de
electrones Ne − Nh y de las componentes de las velocidades u y v, hemos
ejecutado simulaciones usando una discretización espacial con N = 26 nodos
Chebyshev, para diferentes valores del campo magnético y de la velocidad
inicial en x (la condición inicial para la componentes v de la velocidad en la
dirección y siempre es nula de acuerdo con [1]).
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Figura 4.6: (arriba) Patrón de la distribución de la densidad de electrones
(Ne−Nh), (abajo) componentes de la velocidad: u (izquierda) y v (derecha)
para H = 1 T, u0 = 4× 105 ms−1 en t = 0.18 ps.
Para hacer el análisis, tomamos como condición inicial la velocidad u0 =
(u0, v0), donde u0 = 4×105 ms−1 y v0 = 0 ms−1. Las figuras 4.6 y 4.7 muestran
el patrón de la distribución de la densidad de los electrones Ne − Nh y los
perfiles de las componentes de la velocidad u y v en el tiempo t = 0.18 ps, para
intensidades del campo magnético H = 1 T y H = 20 T, respectivamente.
Para el caso H = 1 T, la evolución en el tiempo es la siguiente: al prin-
cipio, durante un corto periodo de tiempo, los patrones de la distribución
de la densidad de los electrones rotan suavemente. Al mismo tiempo, las
componentes de la velocidad local oscilan de forma opuesta. Para tiempos
largos, la solución numérica de (4.2)-(4.3) se acerca a un estado de equilibrio
estacionario.
Para el casoH = 20 T, el perfil de la evolución en el tiempo es similar pero
la rotación y la oscilación son más rápidas. La figura 4.8 muestra la evolución
temporal del valor máximo de la primera componente de la velocidad local
cuando la velocidad inicial es u0 = (u0, v0) = (4 × 105 ms−1, 0ms−1). El
amortiguamiento de u depende del valor de esta velocidad inicial. Cuanto
mayor sea la velocidad inicial, más rápido será el amortiguamiento. Hemos
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Figura 4.7: (arriba) Patrón de la distribución de la densidad de electrones
(Ne−Nh), (abajo) componentes de la velocidad: u (izquierda) y v (derecha)
para H = 20 T, u0 = 4× 105 ms−1 en t = 0.18 ps.
hecho varios experimentos numéricos variando H entre 1 y 20 T, y u0 de 104
ms−1 a 106 ms−1. Para tiempos largos, encontramos que la solución numérica
del modelo alcanza un estado de equilibrio estacionario. En particular, la
velocidad siempre tiende a cero (véase la figura 4.9).
4.5. Análisis del desplazamiento medio de la
distribución de la densidad de electrones.
De acuerdo con [1], el desplazamiento medio de la mancha de electrones
en la dirección horizontal está dado por
〈x(t)〉 = 1
Nt
∫
xNe(r, t)dxdy, (4.31)
Analogamente, el desplazamiento medio de la mancha en la dirección vertical
es
〈y(t)〉 = 1
Nt
∫
yNe(r, t)dxdy, (4.32)
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Figura 4.8: Evolución temporal del valor máximo de la primera componente
de la velocidad local, u, cuando la velocidad inicial es u0 = 4 × 105 ms−1,
para H = 20 T.
donde Nt =
∫
Ne(r, t)dxdy .
El movimiento de la mancha generará un momento eléctrico dipolar, pro-
porcional a 〈x(t)〉 e 〈y(t)〉, y la correspondiente radiación con intensidad
proporcional a [
d2〈x(t)〉
dt2
]2
y
[
d2〈y(t)〉
dt2
]2
, (4.33)
respectivamente.
En nuestro estudio, analizamos el espectro de estas radiaciones calculando
Ix(ω) =
[∫ ∞
0
d2〈x(t)〉
dt2
eiωtdt
]2
; e Iy(ω) =
[∫ ∞
0
d2〈y(t)〉
dt2
eiωtdt
]2
(4.34)
A fin de comparar los resultados de los casos analizados en las secciones 4.4.1,
4.4.2 y 4.4.3, hemos calculado gráficas para el desplazamiento medio de la
mancha (4.31)-(4.32), las radiaciones (4.33) y el espectro (4.34), para cada
uno de los casos en las direcciones x e y respectivamente.
Para el caso sin la interacción de la fuerza de Coulomb, estudiado en la
sección 4.4.1, las figuras 4.10 y 4.11 muestran la evolución periódica en el
tiempo, del desplazamiento medio de la mancha en la dirección horizontal y
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Figura 4.9: (arriba) Patrón de la distribución de la densidad de electrones
(Ne−Nh), (abajo) componentes de la velocidad: u (izquierda) y v (derecha)
para H = 20 T, u0 = 105 ms−1 en t = 1.0 ps.
vertical respectivamente, aplicando un campo magnético de H = 1 T, para
una velocidad inicial u0 = 106 ms−1. En ambos casos la evolución temporal
de las radiaciones (4.33) son periódicas con amplitudes similares. Los valores
máximos de los espectros Ix(ω) e Iy(ω) se alcanzan en el mismo valor de la
frecuencia, ω = 2.6× 1012 s−1.
Para el caso sin fricción, que estudiamos en la sección 4.4.2, las figuras
4.12 y 4.13 muestran la evolución temporal oscilatoria del desplazamiento
medio en la dirección horizontal y vertical, respectivamente, aplicando un
campo magnético de H = 1 T y una velocidad inicial u0 = 105 ms−1. En
ambos casos la evolución temporal de las radiaciones (4.33), es oscilatoria
con amplitudes decrecientes. Una vez más, los valores máximos de Ix(ω) e
Iy(ω) se alcanzan en el mismo valor de la frecuencia, ω = 2.7× 1012 s−1.
Finalmente, para el caso del modelo completo, tratado en la sección 4.4.3,
las figuras 4.14 y 4.15 muestran la evolución amortiguada temporal de des-
plazamiento medio de la mancha en la dirección horizontal y vertical respec-
tivalente, para el valor más alto del campo magnético H = 20 T y para la
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velocidad inicial u0 = 4 × 105 ms−1. En ambos casos, la evolución temporal
de las radiaciones (4.33), son similares. Los valores máximos de Ix(ω) e Iy(ω)
se alcanzan en el mismo valor de la frecuencia, ω = 50× 1012 s−1.
En todos los casos anteriores, las derivadas de segundo orden las hemos
calculado usando fórmulas de diferencias finitas de segundo orden
d2f(ti)
dt2
=
fi+1 − 2fi + fi−1
h2
(4.35)
donde h = ti+1 − ti. Mientras que para calcular el espectro Ix e Iy hemos
usado la Transformada Rápida de Fourier.
0 1 2 3 4
−0.4
−0.2
0
0.2
0.4
t [ps]
<
x
(t
)
>
[µ
m
]
u0 = 10
6 m/s , H = 1 T
0 1 2 3 4
0
1
2
3
4
5
6
7
t [ps]
[ d
2
<
x
(t
)>
d
t2
] 2
0 10 20 30 40 50
0
0.5
1
1.5
2
ω [1/ps]
I
(ω
)
Frec = 2.6 × 1012 s−1
Figura 4.10: Análisis espectral de 〈x(t)〉 para el sistema (4.2)-(4.14).
4.6. Conclusiones.
En este capítulo hemos extendido el modelo bidimensional para las co-
rrientes inyectadas ópticamente incorporando la influencia de un campo mag-
nético aplicado a lo largo del eje z, lo cual se consigue añadiendo la fuerza
de Lorentz a la ecuación de la velocidad.
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Figura 4.11: Análisis espectral de 〈y(t)〉 para el sistema (4.2)-(4.14).
Hemos aplicado los métodos espectrales para resolver la parte espacial del
modelo y un método semi-implícito para la integración de la variable tempo-
ral, lo cual nos ha permitido construir un esquema numérico suficientemente
robusto y eficaz que nos permite no solo obtener soluciones para el modelo
completo, sino también estudiar dos casos límites, sin que los patrones com-
plejos que se obtienen en las distribuciones de las densidades desestabilicen
el método.
Los resultados obtenidos de la simulación numérica del caso con tiempos
de relajación grandes sin la interacción de las fuerza de Coulomb nos han
permitido verificar que la frecuencia y el radio del ciclotrón de dichos resul-
tados concuerdan con los valores teóricos obtenidos a partir de las constantes
físicas del problema.
Los resultados de la simulación para los tres casos estudiados nos han
permitido observar diferentes patrones en la dinámica de la distribución de
la densidad de electrones. Dichos patrones dependen de la intensidad del
campo magnético aplicado, así como también de la velocidad inicial.
Para el caso con los tiempos de relajación grandes y sin la fuerza de
Coulomb el movimiento del cambio en la distribución de la densidad de los
electrones es de tipo oscilatorio. Igualmente las componentes de las velocida-
des u y v oscilan pero de forma desfasada y toman valores constantes en las
... 11 11 
. '\ ... 
. . ... 
1 
1 
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.. 
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Figura 4.12: Análisis espectral de 〈x(t)〉 para el sistema (4.2)-(4.21).
variables espaciales.
En el caso con cero fricción, donde los tiempos de relajación son también
muy grandes, pero la interacción de la fuerza de Coulomb es aplicada junto
con el campo magnético, los patrones de la dinámica de los electrones son
también circulares, pero mucho más complejos que el caso sin las fuerzas de
Coulomb, mientras que las componentes de la velocidad media u y v también
oscilan pero ya no son constantes espacialmente.
Para el caso del modelo completo, los patrones de la distribución de la
densidad de electrones son igualmente circulares, pero el radio de rotación es
muy pequeño porque la rotación es muy suave, pero para tiempos relativa-
mente largos la solución numérica tiende a un estado estacionario.
Por otro lado, el análisis espectral del desplazamiento medio de la distribu-
ción de la densidad de electrones nos han permitido comprobar las frecuencias
y los radios de rotación de cada uno de los casos estudiados.
Finalmente cabe señalar que, dado que existen pocos estudios teóricos
sobre el tema de la influencia de campos magnéticos en la dinámica de las
corrientes generadas mediante inyección óptica en dispositivos de pozos cuán-
ticos [66], en este trabajo es la primera vez que se analiza numéricamente la
aplicación de un campo magnético en un modelo de inyección óptica.
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Figura 4.13: Análisis espectral de 〈y(t)〉 para el sistema (4.2)-(4.21).
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Figura 4.14: Análisis espectral de 〈x(t)〉 para el sistema (4.2)-(4.3).
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Figura 4.15: Análisis espectral de 〈y(t)〉 para el sistema (4.2)-(4.3).
Capítulo 5
Modelo 1D de la dinámica de
corrientes inyectadas ópticamente.
5.1. Introducción.
En el capítulo 3 se describe la resolución del modelo hidrodinámico bidi-
mensional de las corrientes inyectadas ópticamente mediante métodos espec-
trales. Los resultados obtenidos sugieren que cuando se aplica una velocidad
inicial en una única dirección, la dinámica de los portadores tiene un com-
portamiento predominantemente unidimensional, es decir, el desplazamiento
y los patrones que se forman ocurren principalmente en una dirección (véase
las figuras 3.11 y 3.14). Este hecho nos ha motivado a investigar si es posible
reproducir los resultados obtenidos con el modelo bidimensional completo,
mediante una versión unidimensional del mismo.
En este capítulo se describe dicha formulación unidimensional del mode-
lo completo (3.1)-(3.2), utilizando una aproximación de ondas planas. Esta
formulación, aunque es más simple, contiene la física principal del modelo
original.
Para resolver numéricamente este modelo escribimos las ecuaciones en
un sistema de coordenadas comóviles de manera que el dominio de soporte
sea fijo. Las ecuaciones resultantes en dicho sistema de coordenadas se re-
suelven usando métodos espectrales. Al igual que en el caso bidimensional,
también en este caso el campo eléctrico para las soluciones con ondas pla-
nas debe considerarse como el valor principal de Cauchy de un producto de
convolución que contiene un núcleo singular de tipo Hilbert. Este tipo de
convolución ocurre no solamente en electrodinámica sino también en teoría
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de respuesta lineal, procesamiento de señales, teoría de funciones analíticas y
transformadas de Hilbert. Recientemente ha habido un considerable interés
en la utilización de métodos de convolución singular discreta [87, 88], para
calcular estas convoluciones. En nuestro enfoque, calculamos los valores de
los coeficientes de la transformada de Fourier de los núcleos con muy alta
precisión, con objeto de optimizar el método numérico. Por otro lado, para
calcular las derivadas espaciales, al igual que en el caso bidimensional, usa-
mos la Transformada Rápida de Fourier que proporciona alta precisión a un
bajo coste computacional.
5.1.1. Organización del capítulo.
El contenido de este capítulo está organizado de la siguiente manera:
En la sección 5.2 introducimos la aproximación con ondas planas para derivar
el modelo 1D de las ecuaciones. La sección 5.3 contiene la derivación de las
ecuaciones en un sistema de coordenadas comóviles que usamos para resolver
numéricamente el modelo. En la sección 5.4 describimos detalladamente los
métodos espectrales basados en la Transformada Rápida de Fourier, que usa-
mos para resolver numéricamente las ecuaciones del modelo. En la sección
5.5 presentamos los resultados numéricos equivalentes al caso considerado en
[1]. También se presentan resultados para el caso en que la densidad de los
huecos se supone igual a cero y describimos una solución asintótica que es vá-
lida para tiempos largos. Finalmente la sección 5.6 contiene las conclusiones
de este capítulo.
5.2. Derivación del modelo.
Para reducir el modelo 2D a un modelo 1D, buscaremos soluciones de
ondas planas para el sistema (3.1)-(3.2). Esto es, supondremos que el movi-
miento tiene lugar en una única dirección y que es constante en la dirección
perpendicular. Es decir,
u(r, t) = u(x, t) i , (5.1)
Ne(r, t) = Ne(x, t) , Nh(r) = Ne(x) . (5.2)
Reemplazando (5.1) y (5.2) en la ecuación (3.1) obtenemos:
(Ne)t +∇ · (uNei) = 0 (5.3)
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Para escribir la ecuación (3.2) en términos de ondas planas, es necesario de-
rivar expresiones para los campos eléctricos Ee y Eh. Para ello, introducimos
los cambios de variables, X = x − x′, Y = y − y′, por lo tanto r − r′ = R
en las ecuaciones (3.4) y (3.5) y obtenemos una forma simplificada para el
campo eléctrico:
E =
e

∫ ∞
−∞
∫ ∞
−∞
N(r−R) R|R|3dR , (5.4)
Esta integral debe ser interpretada como un valor principal y por lo tanto,
para calcular su valor, debemos excluir una región cuadrada muy pequeña
centrada en el orígen y hallar el límite de la integral fuera de este cuadrado.
El campo eléctrico para los electrones, Ee, se obtiene haciendo N(r−R) =
Ne(r − R, t) y el campo eléctrico para los huecos, Eh, se obtiene haciendo
N(r−R) = −Nh(r−R). Como estamos considerando ondas planas entonces
se tiene que N(r−R) = Ne(x−X), por lo tanto:
E =
e

∫ ∞
−∞
N(x−X)
∫ ∞
−∞
Xi+ Y j
(X2 + Y 2)3/2
dXdY (5.5)
En el Apéndice A calculamos esta integral, obteniendo que:
E =
2e

(K ∗N)i (5.6)
con K(x) = 1
x
; N = Ne(x, t) , −Nh(x) para electrones y huecos, respectiva-
mente.
Sustituyendo (5.6) en (3.2) y usando el hecho de que para ondas planas
ut = uti, (u · ∇)u = u∂x(u) = uuxi y reescribiendo la ecuación (5.3) sin el
vector i se obtiene que
(Ne)t + (uNe)x = 0 (5.7)
ut + uux =
2 e2
me
(K ∗Ne)−
−
(
1
τe
+
1
τeh
Nh
N0
)
u− 2 e
2
me
(K ∗Nh) (5.8)
donde
(K ∗N)(x, t) = v.p.
∫ +∞
−∞
1
x− x′N(x
′, t) dx′ (5.9)
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son las ecuaciones del modelo 1D.
La integral (5.9) representa la convolución del núcleo K = K(x) = 1/x con
la fuerza de repulsión entre los portadores con densidad N(x, t). Dado que K
es singular, esta convolución tiene que ser interpretada como valor principal
de Cauchy (v.p.). La fuerza resultante es repulsiva: para x > x′, la carga en
x′ acelera la carga en x, y para x < x′, la carga en x′ desacelera la carga en
x.
5.2.1. Adimensionalización.
[Ne], [Nh] [u] [x] [t]
Ns u0 τeu0 τe τeh
1015m−2 105m/s nm fs fs
1.0 4.0 8.0 80 150
Tabla 5.1: Parámetros dimensionales y constantes físicas para el modelo 1D
[1].
Tomando las variables adimensionales: xˆ = x/[x] ; tˆ = t/[t] ; uˆ = u/[u] ;
ρˆ = Ne/[Ne] ; Nˆh = Nh/[Nh] (donde [ ] son las unidades de la tabla 5.1), las
ecuaciones (5.7) y (5.8) dan como resultado,
ρt + (ρu)x = 0 (5.10)
ut + uux = c (K ∗ ρ)− αu− c (K ∗Nh) . (5.11)
donde
c =
2 e2 τeNs
me u0
(5.12)
α(x) = 1 +
τe
τeh
Nh
N0
(5.13)
Por simplicidad hemos omitido las tildes sobre las variables de las ecuaciones
anteriores. Usando los valores característicos de la tabla 5.1 podemos estimar
el valor c ≈ 0.1466.
Finalmente tenemos que (5.10) y (5.11) son las ecuaciones simplificadas
1D del modelo que hemos construido usando ondas planas. Estas ecuaciones,
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aunque simples, conservan la física del problema original. Por ejemplo, las
integrales que definen los campos eléctricos todavía están presentes, pero
convertidas en convoluciones, que calcularemos aprovechando las propiedades
de la Transformada Rápida de Fourier.
5.3. Modelo 1D en coordenadas comóviles.
Consideremos el caso en que la solución del modelo (5.10)-(5.11) es suave
y la condición inicial para ρ, ρ(x, 0) = ρ0(x), tiene soporte compacto. Así ρ0
se anula cuando x está fuera de algún intervalo a0 < x < b0. De la ecuación
(5.10) se tiene, en general, que ρ se anula cuando x está fuera del intervalo
a(t) < x < b(t), donde
a˙ = u(a, t) , b˙ = u(b, t), (5.14)
tienen como condiciones iniciales a(0) = a0 y b(0) = b0, respectivamente.
Por lo tanto de las ecuaciones (5.11) y (5.14) se obtiene que
a¨ = c βa − αa a˙ − fa , b¨ = c βb − αb b˙ − fb , (5.15)
donde βa = βa(t) = (K ∗ ρ)(a, t), βb = βb(t) = (K ∗ ρ)(b, t),
αa = αa(t) = α(a, t), αb = αb(t) = α(b, t), fa = c (K ∗ Nh)(a, t), y
fb = c (K ∗ Nh)(b, t).
Nótese que aunque las ecuaciones (5.10) y (5.11) toman valores fuera del
intervalo donde se encuentra la carga (a < x < b), estos valores no tienen
significado físico. Como sólo nos interesa encontrar soluciones dentro de este
intervalo, esto motiva el siguiente cambio de variables
x = a +
Γ
γ
(y − ya) , (5.16)
cuya inversa es
y = ya +
γ
Γ
(x − a) (5.17)
donde γ > 0 y ya son constantes arbitrarias, y Γ = Γ(t) = b−a > 0. En estas
nuevas coordenadas transformadas (comóviles), el intervalo correspondiente
al que nos interesa a < x < b, es el intervalo ya < y < yb = ya + γ. Por
lo tanto, con esta transformación de coordenadas hemos logrado confinar la
parte relevante de la física del problema en un intervalo fijo. En este sistema
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de coordenadas comóviles podemos reescalar las variables ρ y u en nuevas
variables definidas como
R =
Γ
γ
ρ , (5.18)
U =
γ
Γ
(
u− (1− µ) da
dt
− µdb
dt
)
, (5.19)
donde µ =
y − ya
γ
=
x− a
Γ
. Nótese que µ es una función lineal de y que
varía en el rango 0 < µ < 1 cuando y varía dentro de la región de interés
ya < y < yb.
De este modo, la densidad en coordenadas comóviles R está confinada
entre ya y yb, y la correspondiente velocidad U es cero en ya e yb. Con estas
escalas, las ecuaciones (5.10) y (5.11) toman la forma
Rt + (RU)y = 0 , (5.20)
Ut + U Uy =
(γ
Γ
)2
c (B − (1− µ)Ba − µBb) −
−
(
α + 2
Γ˙
Γ
)
U − γ
Γ
(
(1− µ) (α− αa) a˙+ µ (α− αb) b˙
)
−
−
(γ
Γ
)2
c (F − (1− µ)Fa − µFb) , (5.21)
a¨ =
cγ
Γ
(Ba − Fa) − αa a˙ , (5.22)
b¨ =
cγ
Γ
(Bb − Fb) − αb b˙ , (5.23)
donde
B = K ∗R = v.p.
∫ ∞
−∞
1
y − y′ R(y
′, t) dy′ , (5.24)
F =
Γ
γ
(K ∗Nh) = Γ
γ
v.p.
∫ ∞
−∞
1
y − y′ Nh(y
′) dy′ , (5.25)
con Ba = B(ya, t), Bb = B(yb, t), Fa = F (ya) y Fb = F (yb).
Por lo tanto, si consideramos una solución del sistema de ecuaciones
(5.20)-(5.23), tal que U se anula idénticamente en y = ya e y = yb, en-
tonces una solución del sistema (5.10)-(5.11) se obtiene de la transformación
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inversa
ρ =
γ
Γ
R (5.26)
u =
Γ
γ
U + (1− µ) a˙ + µ b˙ (5.27)
De la ecuación (5.19) se tiene que U(ya, t) = U(yb, t) = 0. De igual manera,
el lado derecho de la ecuación (5.21) también se anula en ya e yb. Recíproca-
mente, si consideramos una solución suave de (5.20)-(5.23), con U(ya, 0) =
U(yb, 0) = 0, entonces se obtiene inmediatamente que U(ya, t) = U(yb, t) = 0.
5.4. Resolución numérica del modelo 1D.
Para resolver numéricamente el sistema de ecuaciones (5.20)-(5.23) en el
sistema de coordenadas comóviles (y, t), hemos escogido constantes arbitra-
rias ya = pi/4, γ = pi/2, tal que yb = ya + γ = 3pi/4 y por lo tanto, la
parte físicamente relevante de la solución está confinada en el intervalo fijo
pi/4 ≤ y ≤ 3pi/4. Sin embargo, extenderemos el dominio actual de la inte-
gración numérica a un dominio más amplio [yc, yd] = [0, pi], aunque sólo nos
interese lo que sucede en [ya, yb], que es el dominio del soporte de R. De esta
manera, dos soluciones diferentes que inicialmente coindicen en el dominio
[ya, yb], permanecerán iguales en el interior de ese dominio para todos los
tiempos. En efecto, podemos modificar las variables fuera de [ya, yb] y esta
modificación no tendría ningún efecto en la solución dentro de este intervalo.
Por otro lado, los métodos espectrales requieren que las variables sean
continuas en los puntos extremos del dominio. Para este fin, usamos una
función Mollifier S(s; s1, s2, s3, s4) tal que,
S(s; s1, s2, s3, s4) =

0 si s < s1
g1(s) si s1 ≤ s < s2
1 si s2 ≤ s < s3
g2(s) si s3 ≤ s < s4
0 si s4 ≤ s
(5.28)
donde g1 y g2 son funciones suaves que conectan los valores 0 y 1. La función
Mollifier que hemos usado se define como
S =

eq
eq + e−q
para s1 < s < s2 , s3 < s < s4
1 para s2 < s < s3
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donde
q =
(ξ − 1/2)
ma´x[ξ(1− ξ), 10−306] ,
y
ξ =

s
s3
para s1 < s < s2
s4 − s
s4 − s3 para s3 < s < s4
Esta función se muestra en la figura 5.1 y es usada para modificar la ecuación
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
S1 S2 S3 S4
Figura 5.1: La función Mollifier
(5.21) de la siguiente manera
Ut + U Uy +
(
α + 2
Γ˙
Γ
)
U = S(y; yc, ya, yb, yd)G(y) (5.29)
donde
G(y) =
(γ
Γ
)2
c (B − (1− µ)Ba − µBb) −
− γ
Γ
(
(1− µ) (α− αa) a˙+ µ (α− αb) b˙
)
−
−
(γ
Γ
)2
c (F − (1− µ)Fa − µFb) . (5.30)
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Nuevamente, dado que hemos modificado la ecuación (5.21), solamente fue-
ra del intervalo [ya, yb], la solución en el dominio de interés no cambia. El
objetivo de aplicar la función Mollifier al miembro derecho de la ecuación
(5.30), es para garantizar que ésta se aproxime a cero suavemente en los
puntos extremos del dominio de integración [yc, yd] y además, sea igual a
cero fuera de él. Finalmente, aplicamos también la función Mollifier a la
velocidad inicial U0(y), así que en lugar de usar U0 como condición inicial
usamos S(y; yc, ya, yb, yd)U0(y). Como antes, dado que la condición inicial
dentro del dominio de interés [ya, yb] no cambia, la solución dentro de este
dominio tampoco cambia. Todas estas modificaciones dan como resultado
que la densidad de carga R y la velocidad U en coordenadas móviles tiendan
a cero suavemente en los puntos extremos del dominio de integración y se
anulen fuera de él.
5.4.1. Discretización espacial.
Todas estas modificaciones que hemos hecho nos garantizan que podemos
extender periódicamente el problema y buscar soluciones para las ecuaciones
(5.20), (5.29), (5.22) y (5.23) usando los Métodos Espectrales de Fourier.
Para este fin, discretizamos el espacio físico sobre una malla de N nodos
equiespaciados,
yi = i
pi
N
, i = 1, . . . , N .
La parte físicamente relevante de la solución corresponde a los nodos yi con
i entre N/4 y 3N/4. Análogamente, discretizamos la densidad transformada
(Ri = R(yi, t), i = 1, . . . , N) y la velocidad transformada (Ui = U(yi, t), i =
1, . . . , N). Así tenemos que los vectores R y U tienen dimensión N y contie-
nen los valores de las densidades de carga y las velocidades transformadas en
los N nodos de la discretización. Por lo tanto, las ecuaciones (5.20), (5.29),
(5.22) y (5.23) son discretizadas en un conjunto de 2N + 4 ecuaciones dife-
renciales ordinarias
zt = f(z, y, t) (5.31)
donde
z =

R
U
a
b
a˙
b˙
 , y =

y1
y2
...
yn
 (5.32)
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y los elementos del vector f están dados por el lado derecho de las ecuaciones
(5.20)-(5.23), esto es,
fi = −∂(zi zi+N)
∂y
, i = 1 , 2 , . . . , N (5.33)
fi+N = − zi+N ∂zi+N
∂y
+
cγ2 (B − (1− µ)Ba − µBb)
(z2N+2 − z2N+1)2
−
(
α + 2
z2N+4 − z2N+3
z2N+2 − z2N+1
)
zi+N
− γ ((1− µ)(α− αa) zN+3 + µ(α− αb) z2N+4)
z2N+2 − z2N+1
− cγ
2 (F − (1− µ)Fa − µFb)
(z2N+2 − z2N+1)2
i = 1 , 2 , . . . , N (5.34)
f2N+1 = z2N+3 (5.35)
f2N+2 = z2N+4 (5.36)
f2N+3 =
cγ
z2N+2 − z2N+1 (Ba − Fa)− αa z2N+3 (5.37)
f2N+4 =
cγ
z2N+2 − z2N+1 (Bb − Fb)− αbz2N+4 (5.38)
5.4.2. Derivación espectral y convolución usando FFT.
Al igual que cuando resolvimos el modelo 2D, el cálculo del lado dere-
cho del sistema de ecuaciones diferenciales ordinarias (5.33)-(5.38), tiene dos
términos que requieren cálculos muy precisos: las derivadas espaciales y la
convolución. Hemos calculado ambos términos usando métodos espectrales.
Para calcular las derivadas espaciales usamos la diferenciación espectral de
Fourier mediante la Transformada Rápida de Fourier (FFT) definida previa-
mente en el capítulo 2 en (2.14), esto es,
d f
d y
= < [F−1 {iwF(f)}] ,
donde F y F−1 representan la FFT y su inversa respectivamente, f es un
vector conocido y w es el vector de onda.
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Por ejemplo, el término zi+N ∂zi+N/∂y [30], que aparece en la ecuación
(5.34), se calcula como(
z2i+N
2
)
y
= <
[
F−1
{
iwF
(
z2i+N
2
)}]
Al usar la FFT para calcular las derivadas espaciales, se consigue una elevada
precisión a un coste computacional bajo.
La ecuación (5.34) contiene la convolución de la densidad transformada,
R, con el núcleo K = 1/y (5.24). Sin embargo, R(y) solamente está definida
en el dominio [yc, yd] ≡ [0, pi]. En la fórmula (5.24), y ∈ [0, pi] e y′ ∈ [0, pi],
así que (y − y′) ∈ [−pi, pi]. Como queremos usar la FFT para calcular la
convolución, definimos una nueva R(y) como
R(y, t) =

R(y, t) para 0 < y < pi
0 para − pi < y < 0
y extendemos periódicamente esta función de modo que R(y, t) es periódica
en y con periodo 2pi. Análogamente, definimos el núcleo de la convolución
como K(y) = 1 / y, para −pi < y < pi, y también lo extendemos periódica-
mente. De este modo ambas, R yK, son periódicas con periodo 2pi. Entonces,
para 0 < y < pi tenemos:
B(y, t) = v.p.
∫ pi
−pi
K(y − y′)R(y′, t)dy′ = v.p.
∫ pi
−pi
K(y − y′)
pi∑
n=−pi
Rˆne
iny′dy′
=
pi∑
n=−pi
Rˆn
[
v.p.
∫ pi
−pi
K(y − y′)e−in(y−y′)dy′
]
einy =
pi∑
n=−pi
RˆnKˆne
i ny
donde Kˆn son los coeficientes de la transformada de Fourier del núcleo, que
podemos calcular exactamente como,
Kˆn = v.p.
∫ pi
−pi
1
y′
e−iny
′
dy′ = v.p.
[∫ pi
−pi
cosny′
y′
dy′ − i
∫ pi
−pi
sinny′
y′
dy′
]
= v.p.
[
−2i
∫ pi
0
sinny′
y′
dy′
]
= −2i
∫ npi
0
sin s
s
ds (5.39)
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Por lo tanto, el valor exacto de los coeficientes es Kˆn = −2i SinInt(npi),
donde la funcion seno integral (SinInt) se define como,
SinInt(u) =
∫ u
0
sin (t)
t
dt .
Así, la convolución se calcula usando la FFT de acuerdo a la fórmula (2.15)
definida en el capítulo 2 como
B = F−1
{
Kˆ · Rˆ
}
, (5.40)
donde Rˆ = F(R). Nótese que, aunque el núcleo K(y) decae muy despacio,
como podemos calcular los coeficientes de la transformada de Fourier usando
(5.39), y dado que los coeficientes de Fourier de R sí decaen muy rápidamente,
podemos calcular B(y) con precisión espectral.
Siguiendo un procedimiento análogo, es posible calcular la convolución de
K con Nh definida en (5.25).
5.4.3. Algoritmo para la evolución temporal.
Como ya mencionamos anteriormente, una vez calculada la parte derecha
del sistema (5.31), que contiene las derivadas espaciales y las convoluciones,
nos queda un sistema de ecuaciones diferenciales ordinarias para la variable
temporal. Para resolver este sistema hemos usado un esquema de Runge-
Kutta de cuarto orden (RK4), con un paso de tiempo ∆t = 0.05. De esta
manera la convergencia temporal es de cuarto orden [92]. El esquema corres-
pondiente al sistema (5.31) es [24]
d1 = f(z
n, tn),
d2 = f
(
zn +
1
2
∆td1, tn +
1
2
∆t
)
,
d3 = f
(
zn +
1
2
∆td2, tn +
1
2
∆t
)
, (5.41)
d4 = f
(
zn +
1
2
∆td3, tn +
1
2
∆t
)
,
zn+1 = zn +
1
6
∆t [d1 + 2d2 + 2d3 + d4]
Con este esquema, al ser de cuarto orden, se preserva la alta precisión
que se logra con los métodos espectrales en la solución de la parte espacial
del problema.
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5.5.1. Resultados del modelo 1D completo.
En esta sección presentamos los resultados numéricos de la solución del
modelo (5.10)-(5.11), obtenidos mediante la resolución del sistema en coor-
denadas comóviles (5.20)-(5.23). Sin embargo, presentaremos los resultados
en las variables dimensionales del modelo 1D de ondas planas (5.7)-(5.8),
a fin de comparar nuestros resultados con los que aparecen en la referencia
[1]. Para transformar los resultados de coordenadas comóviles a coordenadas
cartesianas se usan las fórmulas (5.26) y (5.27). Las condiciones iniciales pa-
ra la distribución de la densidad de electrones y la velocidad son las mismas
que utilizamos en la solución del modelo bidimensional en el capítulo 3. De
acuerdo a [1], estas son
Ne(x, t = 0) ≡ N0 exp(−x2/2Λ2) (5.42)
u(x, t = 0) = u0 = 4× 105 ms−1 (5.43)
donde N0 = qNs y Nh(x) = Ne(x, t = 0) y demás parámetros de la tabla
(5.1).
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Figura 5.2: Cambio relativo en la densidad de distribución de electrones
Ne(x, t) − Nh(x) (en cm−2) para los tiempos t = 80 fs (azul) y t = 1.5
ps (rojo). Izquierda: q = 1. Derecha: q = 16.
La figura (5.2) muestra el cambio relativo en el perfil de la densidad de
electrones Ne(x, t)−Nh(x) = Ne(x, t)−Ne(x, 0), para los tiempos, t = 80 fs
(azul),y t = 1.5 ps (rojo). A la izquierda mostramos el caso con un sólo pozo
cuántico (q = 1), y a la derecha el caso con dieciséis pozos cuánticos (q = 16).
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Inicialmente los electrones se mueven balísticamente con velocidad inicial u0,
mientras que el cambio en la distribución de la densidad se comporta como
(−u0 t ∂Ne(x, 0)/∂x). Esto conduce a un exceso de carga para x > 0 y un
defecto de carga para x < 0. El exceso de carga se mueve lejos del origen
mientras que crece para tiempos pequeños y decrece para tiempos más largos.
Nótese que en el caso q = 16 el exceso de carga está cerca del origen durante
la mayor parte del dominio y hay dos puntos de exceso y defecto de carga
ubicadas aproximadamente en ±2. Este comportamiento se puede apreciar
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Figura 5.3: Cambio relativo en la densidad de distribución de electrones
Ne(x, t) − Nh(x) (en cm−2) como una función del espacio x y el tiempo
t. Izquierda: q = 1. Derecha: q = 16.
claramente en la Figura 5.3 que muestra la evolución en el tiempo del cambio
relativo de la distribución de la densidad de electrones (solamente mostramos
la región con exceso de carga, x > 0). Nótese que en el caso q = 16 (derecha) el
exceso de carga se mueve más lejos del origen que en el caso q = 1 (izquierda).
Incluso la cantidad total de exceso de carga decrece más rápido en el caso
q = 16.
La figura 5.4 muestra la correspondiente evolución de la velocidad. La
velocidad inicial es constante pero el término disipativo (−αu) en la ecua-
ción (5.11) provoca una disminución de la velocidad conforme transcurre el
tiempo. Al mismo tiempo, la velocidad de los electrones varía, mientras que
la de los agujeros se puede despreciar por ser estos más pesados. Por lo tan-
to, el campo eléctrico producido por los electrones no está equilibrado por
el producido por los huecos, lo que resulta en una fuerza neta debido a la
diferencia entre el término de convolución para los electrones (K ∗Ne), y el
de los huecos (K ∗Nh). Para tiempos largos, la velocidad en la región central
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Figura 5.4: Velocidad u(x, t) como una función del espacio x. De arriba hacia
abajo las curvas corresponden a los tiempos t = 0; 0.016; 0.036; 0.08; 0.2; 0.5
ps. Izquierda: q = 1. Derecha: q = 16.
se aproxima a cero y solamente la carga en la vecindad de la frontera del
dominio de carga tiene una velocidad distinta de cero y positiva. Nótese que
para q = 16 el comportamiento es similar, pero la velocidad en la región
central se aproxima a cero mucho más rápido que en el caso q = 1. Además,
la velocidad en la región de la frontera es mayor en el caso q = 16.
Es interesante calcular, también para este modelo 1D, el desplazamiento
medio de la distribución de la densidad de electrones 〈x(t)〉, definido en [1],
de acuerdo a la fórmula (3.51) del capítulo 3. La versión de dicha fórmula
para el modelo simplificado 1D es
〈x(t)〉 =
∫ ∞
−∞
xNe(x, t) dx∫ ∞
−∞
Ne(x, 0) dx
(5.44)
La figura 5.5 muestra la evolución en el tiempo de 〈x(t)〉. Para tiempos
cortos existe un rápido desplazamiento de la carga hasta que se alcanza un
máximo. Entonces, el desplazamiento de la mancha disminuye a una escala
de tiempo mucho más lenta. La línea roja continua es la correspondiente al
caso q = 16 y demás parámetros que se muestran en la tabla 5.1. La línea
azul continua muestra el efecto de disminuir el número de pozos cuánticos
(q = 4). Nótese que para tiempos cortos, el desplazamiento es muy parecido
al caso con q = 16 y el desplazamiento máximo es muy similar en ambos
casos. Sin embargo, después de que se alcanza el máximo, el desplazamiento
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Figura 5.5: Desplazamiento medio de la mancha 〈x(t)〉 (línea continua) y
desplazamiento en la aproximación rígida de la mancha 〈xrsa〉 (líneas dis-
continuas), como una función del tiempo. Para q = 16, τeh = 150 fs (rojo);
q = 4, τeh = 150 fs (azul) y q = 4, τeh = 50 fs (negro).
de la mancha disminuye mucho más lentamente en el caso q = 4. La línea
negra continua muestra el efecto de la disminución de la resistencia debido a
las colisiones entre los electrones y huecos (τeh = 50 fs). Nótese que en este
caso el desplazamiento máximo es menor y la escala de tiempo de retorno al
equilibrio es mucho más lenta que en los otros casos. También se muestra en
la figura 5.5 (líneas discontinuas), las correspondientes gráficas del “rigid spot
approximation” 〈xrsa〉, que habíamos presentado en la correspondiente figura
3.12 del desplazamiento medio para el modelo bidimensional en el capítulo
3. Para valores grandes de q, la curva de 〈x(t)〉 se aleja de la respectiva
para 〈xrsa〉. Sin embargo, ambas alcanzan su máximo en aproximadamente
el mismo instante y los valores máximos son similares.
Finalmente, la figura 5.6 muestra la evolución de los límites a(t) y b(t)
del dominio de la carga definidos por las ecuaciones (5.14) y (5.15). Nótese
que inicialmente ambos a y b se mueven con la misma velocidad que es de
orden unidad. Sin embargo, después de un tiempo transitorio corto, continúan
en movimiento a una velocidad mucho más lenta. Este resultado valida las
coordenadas comóviles que hemos usado, mediante el cambio de variables
(5.16)-(5.17).
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Figura 5.6: Evolución en el tiempo de los límites del soporte del dominio a(t),
b(t).
5.5.2. Comparación de los resultados entre los modelos
1D y 2D.
Las figuras 5.2 y 5.5 pueden ser comparadas con las figuras 3.11 y 3.12
del capítulo 3, las cuales, tal y como mencionamos, son reproducciones de las
correspondientes figuras 2 y 4 de la referencia [1], pero calculadas a partir
de los datos generados por las simulaciones numéricas, utilizando el método
espectral.
Nótese que existe una muy buena concordancia tanto cualitativa como
cuantitativa entre estas figuras, aunque estemos usando un modelo de ondas
planas unidimensional, mientras que el modelo que se resuelve en el capítulo
3 y en [1], es totalmente bidimensional. Esta excelente concordancia se debe
a que los patrones de la dinámica de Ne − Nh, del modelo bidimensional,
tienen una forma bastante unidimensional, que es especialmente notable en
el caso t = 1.5 ps, q = 16 (segunda fila derecha de la figura 3.11).
Cabe señalar además, que los métodos espectrales que hemos implementa-
do para resolver el sistema de ecuaciones (5.10)-(5.11), hacen posible obtener
soluciones para tiempos largos.
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Figura 5.7: Solución numérica del sistema (5.10)-(5.11) para el caso Nh = 0,
en tiempos 80 fs (línea continua), 1.5 ps (línea discontinua), 10 ps (línea
punteada-discontinua) y 80 ps (línea de puntos). Izquierda: densidad de elec-
trones adimensional ρ. Derecha: velocidad adimensional u.
5.5.3. Solución para tiempos largos.
Un caso interesante consiste en analizar el comportamiento de este mo-
delo unidimensional (5.10)-(5.11), cuando Nh = 0 (q = 1), esto es, cuando
sólo consideramos el campo eléctrico debido a los electrones. Este problema
también será relevante en los casos en que se produce un exceso de electrones.
La figura 5.7 muestra la distribución de la densidad de carga adimensional
(izquierda) y la velocidad adimensional (derecha) en cuatro pasos de tiempos
seleccionados. Para tiempos cortos, la velocidad inicial (u0(x) = 1), se hace
negativa a un ritmo muy rápido para x < 0 y se hace positiva para x > 0.
Este comportamiento se debe a la fuerza repulsiva que se crea cuando sólo
se consideran los electrones.
La figura 5.8 muestra la densidad de carga, ρ, (izquierda) y la velocidad
u (derecha) en los tiempos t = 50 ps (línea continua), t = 70 ps (línea
discontinua) y t = 90 ps (línea punteada-discontinua) para el caso Nh = 0.
Las figuras 5.7 y 5.8 muestran que a medida que avanza el tiempo, el valor
absoluto de la velocidad de los electrones decrece. Así, para tiempos largos,
la ecuación (5.11) implica que c (K ∗ ρ) = αu, cuando Nh = 0.
A fin de obtener expresiones analíticas para la densidad de carga, ρ, y
la velocidad, u, que sean válidas en el límite t → ∞, hacemos U = 0 en la
ecuación (5.21), obteniéndo la siguiente relación,
B∞ = (1 − µ)Ba∞ + µBb∞ (5.45)
D .. -.-. --
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Figura 5.8: Densidad de electrones adimensional ρ (izquierda) y velocidad
adimensional u (derecha) para los tiempos t = 50 ps (línea continua), t = 70
ps (línea discontinua), t = 90 ps (línea punteada-discontinua) para el caso
Nh = 0. Curva azul: Solución numerica. Curva roja: Solución asintótica.
donde B∞ = B(y,∞), Ba∞ = B(ya,∞), Bb∞ = B(yb,∞). Nótese que µ es
lineal en y, y por lo tanto, la convolución,
B∞(y) = v.p.
∫ ∞
−∞
1
y − y′ R(y
′,∞) dy′ = v.p.
∫ ∞
−∞
1
y − y′ R∞(y
′) dy′ ,
tiene que ser una función lineal de y. Por tanto, la convolución en coordenadas
fijas también debe ser una función lineal de x,
l´ım
t→∞
(K ∗ ρ)(x, t) = γ
Γ
B∞ =
8 C
(b− a)2 (x− x¯) a ≤ x ≤ b (5.46)
donde x¯ = (a+ b)/2 es el punto medio del soporte compacto (sección 5.3) y
C es carga total, que está dada por
C = l´ım
t→∞
∫ ∞
−∞
ρ(x, t) dx =
∫ ∞
−∞
ρ∞(x) dx =
∫ ∞
−∞
ρ(x, 0) dx
debido a que de la ecuación (5.10), se deduce que la carga total
∫ ∞
−∞
ρ dx se
conserva en el tiempo.
En el Apéndice B mostramos que a fin de que la convolución (K ∗ ρ) sea
lineal en x, es necesario que ρ sea una semi-elipse centrada en x¯. Así se tiene
que,
l´ım
t→∞
ρ(x, t) =
4 C
pi (b− a)
√
1 − 4
(b− a)2 (x− x¯)
2 a ≤ x ≤ b (5.47)
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Finalmente,
l´ım
t→∞
u(x, t) =
c
α
l´ım
t→∞
(K ∗ ρ)(x, t) = 8 c C
α (b− a)2 (x− x¯) a ≤ x ≤ b (5.48)
Las curvas correspondientes a las fórmulas asintóticas (5.47)-(5.48) se mues-
tran en la figura 5.8 (curva roja). Para t > 80 ps, la solución asintótica coin-
cide con la solución numérica (curva azul) de las ecuaciones (5.10)-(5.11).
Nótese que ambas curvas (azul y roja) se superponen una sobre la otra en el
caso t = 90 ps.
5.6. Conclusiones.
En este capítulo hemos derivado un modelo unidimensional a partir del
modelo hidrodinámico bidimensional de la dinámica de las corrientes gene-
radas mediante inyección óptica, propuesto por Sherman et al. [1], mediante
una aproximación con ondas planas. El modelo que obtenemos, aunque es
más sencillo, contiene la física principal del modelo hidrodinámico 2D.
Para resolver numéricamente este modelo unidimensional, hemos escrito
las ecuaciones en un sistema de coordenadas comóviles de manera que el
dominio de soporte sea fijo, y poder resolverlo usando métodos espectrales.
El método numérico que hemos construido es muy preciso y capaz de
calcular soluciones para tiempos largos. Los resultados numéricos muestran,
no solo una concordancia cualitativa, sino también cuantitativa con la solu-
ción del modelo bidimensional completo que resolvimos numéricamente en
el capítulo 3, y con los resultados de la referencia [1]. Para tiempos largos,
hemos derivado una solución asintótica que guarda una fuerte concordancia
con los resultados numéricos. Las fuerzas de Coulomb de largo alcance junto
a la no linealidad de las ecuaciones, producen complejos patrones de carga y
densidad de corriente.
Capítulo 6
Método de partículas aplicado al
modelo 1D.
6.1. Introducción.
La ecuación (5.11) puede escribirse en forma conservativa, como
ut + f(u)x = g(x, u, t) (6.1)
donde f(u) = u2/2 y g(x, u, t) = c(K ∗ ρ)− αu− c(K ∗Nh).
Nótese que, el lado izquierdo es precisamente la ecuación de Burgers sin
viscocidad con flujo f(u) = u2/2. Como es conocido [51], en las soluciones
de este tipo de ecuaciones, se pueden generar discontinuidades (choques) en
tiempo finito. Resulta interesante entonces, analizar si las soluciones de las
ecuaciones del modelo simplificado 1D (5.10)-(5.11) pueden generar ondas
de choques o discontinuidades que denominamos “wave breaking”. Esto es,
encontrar soluciones para las ecuaciones en las que, aun cuando se parta de
condiciones iniciales suaves, se desarrollen singularidades en tiempo finito.
Y si las singularidades aparecen, averigurar si es posible continuar pasado
este tiempo, al menos con soluciones en sentido débil. También queremos
analizar si el término de la convolución del miembro derecho de la ecuación
(6.1) ayuda a evitar que se generen estas ondas de choque en las soluciones
del problema.
Sin embargo, para éste análisis no es útil el uso de los métodos espectrales
ya que, como hemos visto en los capítulos anteriores, estos métodos suponen
que las funciones son suficientemente suaves, periódicas o extendibles perió-
dicamente [23], mientras que el análisis que queremos hacer requiere por un
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lado, imponer condiciones iniciales discontinuas, y que a la vez nos permita
observar la formación de choques. Aunque en la actualidad es posible obtener
soluciones débiles para este tipo de problemas con métodos espectrales [20],
sería poco factible ya que, las soluciones tienden a presentar inestabilidades
en tiempos muy anteriores a donde ocurren los choques [38]. En su lugar,
para hacer el análisis, consideramos que es más adecuado un método de par-
tículas basado en una interpretación Lagrangiana del espacio [52]. Con estos
métodos, las discontinuidades que aparecen tanto en las condiciones iniciales
como en las soluciones no afectan el resultado de las mismas.
6.1.1. Organización del capítulo.
El contenido de este capítulo está organizado de la siguiente manera:
En la sección 6.2 exponemos la formulación Lagrangiana correspondien-
te al modelo (5.10)-(5.11), quitando el término de convolución con Nh. En
la sección 6.3 se explica el método numérico de partículas que se ha imple-
mentado para resolver el modelo. En la sección 6.4 se expone un análisis del
“wave breaking” que se produce en la solución del modelo como consecuencia
de la ausencia del término de la convolución en la ecuación de la velocidad,
y cómo la convolución logra parar el desarrollo de choques. Finalmente, en
la sección 6.5 se exponen las conclusiones de este capítulo.
6.2. Formulación.
Para hacer este análisis consideraremos el caso Nh = 0 que ya estudiamos
en la sección (5.5.3) del capítulo 5. Por tanto, las ecuaciones (5.10)-(5.11)
pueden escribirse como
ρt + (ρu)x = 0, (6.2)
ut + uux = −αu+ f (6.3)
donde ρ representa la distribución de la densidad de los electrones, u la
velocidad y f = c(K ∗ρ) el término de la convolución del núcleo K(x) = 1/x
con la densidad ρ.
El análisis que planteamos en este capítulo está motivado por el hecho de
que la ecuación (6.3), tal y como está definida, puede desarrollar pendientes
negativas infinitas en un tiempo finito, aunque partamos de condiciones ini-
ciales suaves, esto es, ux(xc, tc) = −∞ en algún punto del espacio x = xc, con
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0 < tc < ∞. Más allá de este tiempo crítico, las soluciones dejan de existir
como solución clásica. Sin embargo, por lo menos para algunos contextos fí-
sicos, la solución puede continuar más allá de este tiempo como una solución
débil [28, 34, 51, 90].
Para resolver el sistema (6.2)-(6.3) mediante un método de partículas, es
necesario escribirlo desde un punto de vista Lagrangiano, es decir siguiendo
las trayectorias de las partículas. De esta manera la velocidad será
dx
dt
= u(x, t). (6.4)
Cuando distintas trayectorias de las partículas convergen a una única ubica-
ción, la densidad ρ tiende al infinito y entonces se produce el “wave breaking”.
A lo largo de la trayectoria de la partícula (6.4) y aplicando la definición de
la derivada material [26, 52, 73]
df
dt
=
∂f
∂t
+
∂f
∂x
dx
dt
,
sobre las ecuaciones (6.2) y (6.3) se obtiene el siguiente sistema de ecuaciones
diferenciales ordinarias
dρ
dt
= − ρ v (6.5)
du
dt
= −αu + f (6.6)
dv
dt
= − v2 − α v − αx u + fx (6.7)
donde v = ux y la ecuación (6.7) se obtiene de calcular la derivada parcial
∂x de (6.3).
A causa del término no lineal v2 en (6.7), si v es negativa en t = 0 y su
valor absoluto es lo suficientemente grande, entonces v → −∞ en un tiempo
finito t∞, es decir es posible que se produzca “wave breaking”.
6.3. Método de partículas.
Como se puede observar, el sistema de ecuaciones diferenciales ordinarias
(6.5)-(6.7), es el sistema Lagrangiano correspondiente a las ecuaciones (6.2) y
(6.3). Para resolver éste sistema hemos usado un método de partículas, cuyas
características generales se explicaron brevemente en la sección (2.3.2.2) del
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capítulo 2. Dada la formulación Lagrangiana que hemos hecho del sistema,
sólo utilizaremos el concepto de seguimiento de la partícula.
Para discretizar las variables x y u, una estrategia sencilla es poner M
partículas equiespaciadas sobre el intervalo de interés en posiciones x1, ..., xM
y luego asignar a cada partícula una velocidad ui = u0(xi) [35]. Sin embargo,
dado que la evolución de las partículas x no depende de la distancia que hay
entre una partícula y otra, pues de acuerdo a (6.4) su posición depende de
su velocidad u en cada instante, es posible escoger una distribución inicial
de las partículas que no sea equiespaciada, poniendo más partículas en las
zonas que dan problemas, como por ejemplo las discontinuidades, y menos
partículas donde la velocidad es suave. Igualmente, en cada instante de la
simulación es posible agregar más particulas atendiendo al mismo criterio.
Luego, el conjunto deM puntos se ordenan de manera que x1 < ... < xM .
La evolución de la solución se encuentra moviendo cada punto xi con veloci-
dad dxi
dt
= ui. Por tanto, la ecuación (6.4) y el sistema (6.5)-(6.7) se pueden
discretizar en un conjunto de ecuaciones diferenciales ordinarias (EDOs) de
la siguiente manera.
zt = F(z, t), (6.8)
con
z =

x
ρ
u
v
 , (6.9)
donde los elementos del vector F son
Fi = zi+2M (6.10)
Fi+M = −zi+Mzi+3M (6.11)
Fi+2M = −αizi+2M + fi (6.12)
Fi+3M = −(zi+3M)2 − αizi+3M − zi+2M ∂αi
∂x
+
∂fi
∂x
(6.13)
i = 1, ...,M
y donde fi = c(K ∗ ρ)i, con c = 0.1466.
A lo largo del camino de la partícula (característica) en cada instante t,
la masa entre dos partículas se conserva, lo cual se puede deducir de (5.10),
calculando ∫ (
∂ρ
∂t
+ (ρu)x
)
dx =
d
dt
∫
ρdx = 0 (6.14)
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es decir, entre dos partículas vecinas xi+1 y xi se tiene que
d
dt
∫ xi+1
xi
ρdx = 0 (6.15)
siempre que xi(t) y xi+1(t) sean puntos en la trayectoria de la partícula.
Por lo tanto, tomando ρ constante a trozos ρ(x) = ρi, con xi < x ≤ xi+1,
se tiene que
ρi = ρ0i
dx0
xi+1(t)− xi(t) (6.16)
donde dx0 = xi+1(0)− xi(0) y ρ0i = ρ(xi+xi+12 , 0).
Por otro lado, de (5.9) se tiene que
f = c(K ∗ ρ) = c
[
v.p.
∫ +∞
−∞
1
x− x′ρ(x
′, t) dx′
]
(6.17)
Nuevamente, dado que ρ es constante a trozos, podemos calcular la convolu-
ción de forma analítica∫ +∞
−∞
1
x− x′ρ(x
′) dx′ =
M∑
i=1
∫ xi+1
xi
ρi
x− x′dx
′
= −
M∑
i=1
ρi ln (|x− x′|) |xi+1xi
Por lo tanto
f = −c
M∑
i=1
ρi ln
∣∣∣∣x− xi+1x− xi
∣∣∣∣ (6.18)
y
fi = f(
xi + xi+1
2
)
Calculando ρ de acuerdo a (6.16) y f de acuerdo a (6.18), no es necesario
resolver las ecuaciones para ρ y v en el sistema de ecuaciones ordinarias (6.5)-
(6.7). Finalmente el sistema discreto (6.8) se reduce a sólo dos ecuaciones para
las variables x y u, con lo cual los elementos del vector F serán
Fi = zi+M (6.19)
Fi+M = −αizi+M + fi (6.20)
i = 1, ...,M
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el cual lo hemos resuelto mediante un esquema de Runge-Kutta de cuarto
orden.
Para comprobar que efectivamente el método de partículas, que plantea-
mos aquí, reproduce las soluciones obtenidas con los métodos espectrales,
imponemos las condiciones iniciales del modelo 1D sobre ondas planas que
estudiamos en la sección 4.4, esto es
ρ(x, t = 0) = exp(−0.5x2)
u(x, t = 0) = 1.
Luego, la solución numérica del sistema (6.2)-(6.3) para tiempos largos,
debe coincidir con la solución asintótica que estudiamos en la sección 4.4.1.
En la figura 6.1 se puede ver por un lado que, efectivamente, para tiempos
relativamente cortos la solución de ρ, usando el método de partículas (línea
continua), coincide con la solución obtenida con métodos espectrales y la fi-
gura 6.2 muestra que, para tiempos largos, ambas soluciones (usando método
de partículas y espectrales) se aproximan a la solución asintótica (5.47). En
otras palabras, con el método de partículas se consigue la misma aproxima-
ción que habíamos logrado con los métodos espectrales. Por otro lado, en la
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Figura 6.1: Comparación de las soluciones de la ecuación de la distribución
de la densidad de electrones: (línea continua) método espectral y (líneal dis-
continua) método de partículas.
figura 6.3 se observa que el método de partículas aproxima muy bien la solu-
ción asintótica de la convolución (5.46) para tiempos largos, que presentamos
también en la sección 4.4.1 del capítulo anterior.
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Figura 6.2: Comparación de las soluciones de la ecuación de la distribución de
la densidad de electrones: (línea continua) solución asintótica (5.47), (líneal
discontinua) métodos espectral y (línea punteada) método de partículas.
6.4. Análisis de los resultados.
En esta sección haremos un breve análisis de las soluciones obtenidas con
el método de partículas. En primer lugar analizaremos el caso en ausencia del
término de la convolución. Esto es, cuando α > 0 es una constante y f = 0.
Bajo estas condiciones, el sistema (6.5)-(6.7) se puede resolver explícita-
mente, obteniendo como resultado
ρ =
α ρ0 e
αt
(α + v0) eαt − v0 , u = u0 e
−αt , v =
α v0
(α + v0) eαt − v0
a lo largo del camino de la partícula x = ζ +
u0
α
(
1 − e−αt) , donde x = ζ es
la posición de la partícula en t = 0, mientras que ρ0 = ρ0(ζ) = ρ(ζ, 0), u0 =
u0(ζ) = u(ζ, 0), y v0 = v0(ζ) = ux(ζ, 0), que obtenemos de los datos iniciales.
Por lo tanto, si v0 < −α, la singularidad ocurre en t∞ = 1
α
ln
(
v0
α + v0
)
.
Para comprobar estas soluciones analíticas veremos un ejemplo:
Definimos partículas xi sobre el intervalo −4 < x < 4 y utilizamos como
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Figura 6.3: Comparación de la solución asintótica de la convolución (5.46)
(línea discontinua) y la obtenida con la fórmula (5.33) (línea continua).
condiciones iniciales para la velocidad y la densidad
u(x, 0) =

1 si x < −1/2
−2x si − 1/2 < x < 1/2
−1 si x > 1/2
; ρ(x, 0) = exp(−0.5x2).
Como v = ux se tiene que v0 = ux(x, 0) = −2, para −1/2 < x < 1/2.
En la figura 6.4 se pueden ver las gráficas de las soluciones analíticas en
t = 0.1, para u y ρ a partir de estas condiciones iniciales, con α = 1.6. En
esta figura también se aprecian las soluciones numéricas que hemos calculado
usando el método de las partículas. Nótese que la concordancia entre ambas
soluciones es casi perfecta. En esta figura también se puede apreciar la dis-
continuidad que empieza a formarse en la distribución de densidad de carga
como resultado de la discontinuidad de la derivada de u. En la figura 6.5 se
observa la evolución de las soluciones numéricas de u y ρ, mediante el méto-
do de partículas. En la secuencia de la izquierda, para u, se observa cómo a
medida que las partículas x se mueven, la pendiente de la velocidad decrece,
v = ux → −∞ y se genera una discontinuidad de u en el orígen. En la parte
derecha de la figura, se observa que en la zona central la densidad ρ tiende
a infinito en un tiempo finito. En este caso como v0 = −2 < −α = −1.6, la
sigularidad ocurre en t∞ = 1α ln
(
v0
α+v0
)
≈ 1.0.
Por tanto, sin el término de convolución se produce una discontinuidad
",,/ 
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/' ...... 
/' 
./ 
... /' 
\ -.; 
-,,- 1::: 1 
6.4. Análisis de los resultados. 117
−4 −3 −2 −1 0 1 2 3 4
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
x
u
 
 
Método de Partículas
Sol. Analítica
−4 −3 −2 −1 0 1 2 3 4
0
0.2
0.4
0.6
0.8
1
1.2
1.4
x
ρ
 
 
Método de Partículas
Sol. Analítica
Figura 6.4: Solución analítica (linea sólida punteada) y numérica mediante
el método de partículas (línea de ceros) para: (izquierda) u y (derecha) ρ en
t = 0.1.
en la velocidad en un tiempo finito, cuando la pendiente inicial del perfil
de la velocidad en algún punto es suficientemente grande y negativo. Pero,
¿puede el término de la convolución prevenir el desarrollo de dicha discon-
tinuidad? Para contestar esta pregunta, incorporamos al modelo el término
de la convolución f que calculamos usando la fórmula (5.33). Partiendo de
las mismas condiciones iniciales anteriores, en la figura 6.6 se puede ver la
evolución de las soluciones para tres instantes de tiempo, donde se aprecia,
efectivamente, que f previene el catastrófico “wave breaking” que se produce
en aunsencia de la misma. Nótese cómo el perfil de velocidades u se da la
vuelta y la pendiente en la zona central pasa de ser negativa a positiva, con
lo cual no se genera el choque en el perfil de ρ. El término de la convolución
permite obtener soluciones mas allá del instante donde ocurría anteriormente
el choque, de modo que para tiempos largos (t > 5), aunque todavia apare-
cen singularidades tanto en ρ como en u, ellas no son suficientemente fuertes
como para destruir el concepto de una solución en el sentido clásico.
Con el objeto de demostrar que aunque se parta de condiciones inicia-
les suaves, la ausencia de la convolución puede producir “wave breaking”,
la figura 6.7 presenta una secuencia de soluciones de u y ρ para tres tiem-
pos, cambiando la condición inicial para la velocidad que usamos en el caso
anterior, por un perfil gaussiano, esto es
u(x, t = 0) = exp(−2x2),
por lo tanto, se tiene que v0 = ux(x, 0) = −4x exp(−2x2) y nuevamente
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Figura 6.5: Evolución de las soluciones numéricas de: u (izquierda) y ρ (de-
recha) para t = 0.1, 0.48 y 0.8 con α = 1.6, cuando no se tiene en cuenta el
término de la convolución.
tenemos que la pendiente de u es negativa para x cerca del orígen, lo cual
significa que en la parte derecha de la solución para u puede generarse una
onda de choque que termina haciendo que ρ se aproxime a una delta. En
este caso si α = 0.6, se tiene que V0 = mı´n(v0) ≡ −1.21 < −α ≡ −0.6.
Por tanto, ocurre una singularidad en t∞ = 1α ln
(
V0
α+V0
)
≈ 1.14. La figura
6.8 muestra otra secuencia poniendo también como condición inicial para la
velocidad el perfil gaussiano, pero ahora hemos incorporado el término de
la convolución f . Como se observa, nuevamente la convolución detiene la
formación de cualquier inestabilidad en la solución para u, mientras que ρ
mantiene un perfil suave, sin ningún tipo de inestabilidad. Nótese que igual
que en el caso anterior, la incorporación del término de la convolución permite
llegar a tiempos superiores a aquellos donde ocurría el choque en ausencia
de la convolución. Finalmente, en la figura 6.9 se observan soluciones para u
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Figura 6.6: Evolución de las soluciones numéricas de: u (izquierda) y ρ (de-
recha) para t = 0.45, 0.8 y 5.0 con α = 1.6 e incluyendo el término de la
convolución.
y ρ para tiempos muy largos t = 125. Para estos tiempos las soluciones se
aproximan a las soluciones para tiempos largos que obtuvimos en la sección
4.4.1 del capítulo anterior. Esto es u se aproxima a una función constante,
mientras que ρ tiende hacia una semi-elipse.
6.5. Conclusiones.
En este capítulo hemos escrito las ecuaciones del modelo unidimensio-
nal que describe la dinámica de la distribución de la densidad de electrones
mediante una formulación Lagrangiana. Para realizar un estudio sobre la
formación de ondas de choque en este modelo, hemos contruido un esquema
numérico basado en el método de partículas, el cual nos permite imponer
120 Capítulo 6. Método de partículas aplicado al modelo 1D.
−4 −2 0 2 4
0
0.5
1
t=0.45
u
−4 −2 0 2 4
0
0.5
1
1.5
2
ρ
−4 −2 0 2 4
0
0.5
1
t=0.8
−4 −2 0 2 4
0
1
2
3
4
−4 −2 0 2 4
0
0.5
1
t=1.13
x
−4 −2 0 2 4
0
50
100
150
x
Figura 6.7: Evolución de las soluciones numéricas de: u (izquierda) y ρ (de-
recha), para tiempos t = 0.1, 0.48 y 1.13, a partir de un perfil de velocidad
inicial gaussiano, con α = 0.6, cuando no se tiene en cuenta el término de la
convolución.
condiciones iniciales en las ecuaciones que conducen a la formación de “wave
breaking”, que no es posible ver usando métodos espectrales.
A través del análisis de las soluciones, hemos comprobado, por una parte,
que en ausencia del término de la convolución, se generan choques que hacen
que la densidad tienda a infinito en tiempos finitos y por otra parte, que con
la inclusión de este término se logra detener la formación de choques. Final-
mente, el término de la convolución permite llegar, a tiempos muy largos, a
soluciones similares a las obtenidas en la sección 4.4.1 del capítulo 5.
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Figura 6.8: Evolución de las soluciones numéricas de: u (izquierda) y ρ (de-
recha), para t = 0.19, 0.94 y 5.0, a partir de un perfil de velocidad inicial
gaussiano, con α = 0.6 e incluyendo el término de la convolución.
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Figura 6.9: Soluciones para tiempos largos (t = 125 unidades adimensionales)
de: u (izquierda) y ρ (derecha), partiendo de una condición inicial de la
velocidad con perfil gaussiano e incluyendo el término de la convolución.

Capítulo 7
Método RBF aplicado a la
dinámica de cargas en
dispositivos MESFET.
7.1. Introducción.
Tal y como expusimos en el capítulo 2, los métodos espectrales de Fourier
son especialmente útiles en la solución de problemas cuyos dominios poseen
condiciones de contorno de tipo periódicas o también en problemas de evolu-
ción en los que el fenómeno de interés no está relacionado con las fronteras.
Este es el caso del modelo hidrodinámico de las corrientes ópticamente in-
yectadas, que resolvimos en los capítulos anteriores. Sin embargo, este tipo
de métodos espectrales también requiere que tanto las condiciones iniciales
como las aproximaciones a la solución del problema sean funciones suaves y
continuas a trozos, lo cual hace poco práctica su utilización en la solución de
problemas cuyas condiciones iniciales y de contorno son discontinuas, como
por ejemplo los problemas de transporte de carga en dispositivos MESFET.
En este capítulo nos proponemos explorar otros métodos espectrales al-
ternativos, tales como los métodos RBF, para hallar la solución numérica de
este tipo de problemas.
El modelo hidrodinámico más sencillo que se utiliza actualmente para la
simulación de los procesos de transporte de carga en los dispositivos MES-
FET es el Modelo de Drift-Diffusión, el cual se puede derivar de la ecuación
de Boltzman [43]. Para resolver numéricamente este modelo, los métodos más
comunes son los esquemas de diferencias finitas [77, 79], aunque también se
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han hecho simulaciones mediante métodos de elementos finitos. [6]. Sin em-
bargo, la complejidad de los patrones de la dinámica y la necesidad de aplicar
condiciones de contorno discontinuas, hace que la solución numérica de es-
tos problemas requiera un alto coste computacional. Recientemente, se han
hecho simulaciones numéricas de dispositivos MESFET utilizando métodos
RBF Globales [57, 63, 64]. Estos tienen la ventaja de que no necesitan una
malla estructurada y por lo tanto no tienen las limitaciones de los métodos
de diferencias finitas. Sin embargo, tal y como mencionamos en el capítulo
2, el gran obstáculo de los métodos RBF globales es el mal condicionamien-
to que pueden sufrir las matrices de interpolación producto de mallas muy
densas, lo cual obliga a imponer parámetros de forma muy grandes, con la
consiguiente pérdida de precisión. Para eludir este problema, también pro-
ponemos utilizar métodos de RBF locales para la solución del Modelo de
Drift-Diffusion, puesto que los mismos usan información sólo de un pequeño
número de nodos vecinos y no es necesario imponer parámetros de forma
demasiado grandes. En particular hemos usado las RBF locales para calcular
los pesos que aproximan los operadores que aparecen en las ecuaciones dife-
renciales que describen el modelo de Drift-Diffusion, como una combinación
lineal de los valores de la función en un conjunto de nodos vecinos. Esto es
análogo a lo que se hace con el método de diferencias finitas convenciona-
les, solo que los pesos se calculan mediante interpolación con RBF en lugar
de calcularlos mediante interpolación polinómica. Por ello, este método se
conoce comunmente como RBF-FD. Para optimizar el tiempo de cómputo
usaremos las fórmulas de los pesos con RBF calculadas en [9, 10, 11], que
expusimos en el capítulo 2.
A manera de comparación, resolveremos también el modelo usando RBF
globales, y verificamos así, que se pueden obtener los mismos resultados usan-
do las RBF-FD locales.
7.1.1. Organización del capítulo.
Este capítulo está organizado de la siguiente manera:
En la sección 7.2 presentamos las ecuaciones del Modelo de Drift-Diffusion y
su adimensionalización. En la sección 7.3 exponemos los métodos numéricos
que usamos para resolver el modelo. Se describen la ecuación modificada
implícita para el potencial y los esquemas numéricos, tanto para las RBF
globales como las locales. La sección 7.4 contiene las soluciones numéricas
del modelo de Drift-Diffusion usando RBF globales y también RBF locales,
haciendo una comparación de ambos métodos. Finalmente en la sección 7.5
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presentamos las conclusiones del capítulo.
7.2. Formulación del modelo.
El modelo de Drift-Diffusion asume que la velocidad de los portadores sólo
depende del campo eléctrico. Bajo esta suposición las ecuaciones del modelo
para la simulación de un dispositivo MESFET son [57, 63, 64] la ecuación de
densidad de corriente de electrones, la ecuación de continuidad y la ecuación
de Poisson, dadas respectivamente por
~Jn = qnµ~E + qDn∇n (7.1)
∂n
∂t
=
1
q
∇ · ~Jn (7.2)
∇2ϕ = − q
ε0εr
(N+d − n) (7.3)
donde ϕ = ϕ(x, y, t) es el potencial, ~E(x, y, t) = −∇ϕ es el campo eléc-
trico, n(x, y, t) la densidad de los electrones, ~Jn(x, y, t) la densidad de co-
rriente, µn( ~E,Nd) es el coeficiente de movilidad, N+d la densidad de dopaje y
Dn( ~E,Nd) = µnKBT/q, el coeficiente de difusión. Para calcular el coeficiente
de movilidad usamos la siguiente fórmula
µn( ~E,Nd) =
µ0 + (vs/E)(E/Es)
4
1 + (E/Es)4
(7.4)
La referencia [95] describe cómo calcular la movilidad a campo bajo (µ0),
la velocidad de saturación vs y el campo eléctrico crítico (Es), que aparecen
en la ecuación (7.4). Estos parámetros son funciones de la densidad de dopaje
[57].
7.2.1. Ecuaciones adimensionales.
Usando las variables adimensionales de la tabla 7.2, y reemplazando los
valores de las variables características de la tabla 7.1, se obtiene
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[ ~Jn] [n] [µn] [ ~E] [Dn] [~x] [ϕ] [t]
qNdvs Nd µ0 Es
µ0KBT
q
x0 V0
[x]
vs
Tabla 7.1: Valores característicos usados en la adimensionalización del modelo
de Drift-Diffusion.
J˜n =
Jn
[ ~Jn]
µ˜n =
µn
[µn]
n˜ = n
[n]
E˜ = E
[ ~E]
D˜n =
Dn
[Dn]
ϕ˜ = ϕ
[ϕ]
t˜ = t
[t]
x˜ = x
[~x]
y˜ = y
[~y]
Tabla 7.2: Variables adimensionales del modelo de Drift-Diffusion.
J˜n =
(
µ0Es
vs
)
n˜µ˜nE˜ +
(
µ0KBT
qvsx0
)
D˜n∇n˜
∂n˜
∂t˜
= ∇ · J˜n
∇2ϕ˜ = −
(
qNdx
2
0
ε0εrV0
)
(1− n˜)
Finalmente por simplicidad quitamos las tildes a las variables adimensio-
nales.
~Jn = αnµn ~E + β Dn∇n (7.5)
∂n
∂t
= ∇ · ~Jn (7.6)
∇2ϕ = − γ (1 − n) (7.7)
donde ~E(x, y, t) = −∇ϕ,
α =
(
µ0Es
vs
)
, β =
µ0KBT
qvsx0
, γ =
(
qNdx
2
0
ε0εrV0
)
(7.8)
son parámetros adimensionales y x0 es la longitud característica de las di-
mensiones del dispositivo que toma valores en el orden de µm (10−6m). De
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la ecuación (7.4) el coeficiente de movilidad adimensional viene dado por
µn =
1 + E3/α
1 + E4
(7.9)
donde E =
∣∣∣ ~E∣∣∣. Por simplicidad tomamos el coeficiente de difusión igual a
la movilidad, esto es (Dn = µn).
7.3. Esquemas numéricos.
Las ecuaciones (7.5)-(7.7) definen un sistema de ecuaciones en derivadas
parciales (EDPs) acopladas y altamente no lineales. Además, las condiciones
de contorno que se imponen en la simulación de los dispositivos MESFET
son discontinuas, lo cual hace todavía más difícil su solución numérica. Los
métodos numéricos usados convencionalmente en la simulación de este tipo
de dispositivos son esquemas de diferencias finitas. El procedimiento seguido
en este tipo de esquemas es el siguiente:
Se comienza con una distribución de la densidad del portador n cono-
cida.
Posteriormente, se resuelve la ecuación (7.7), para calcular la distribu-
ción del potencial.
A partir de este potencial, se calcula la distribución del campo eléctri-
co ~E y este resultado es usado en la ecuación (7.5), para calcular la
densidad de corriente ~Jn.
Finalmente, esta densidad de corriente es usada en la ecuación (7.6)
para actualizar la distribución de la densidad del portador en un nuevo
paso de tiempo.
Este procedimiento se repite iterativamente hasta que se alcance un estado
estacionario. El procedimiento explícito que acabamos de describir tiene va-
rios inconvenientes que lo hacen bastante ineficiente: los gradientes altos en
n y ~E provocan valores muy altos de ∇ · ~Jn. Por lo tanto, para valores al-
tos de ∇n, las restricciones de estabilidad obligan a utilizar pasos de tiempo
muy pequeños. Para evitar estos inconvenientes, Movvaheddi et al. [58, 59],
proponen un método implícito que permite el uso de pasos de tiempo mucho
más grandes que con el enfoque explícito.
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Cuando se usa un enfoque implícito para resolver la ecuación (7.7), en
un instante de tiempo determinado t+ 1, es necesario considerar el potencial
ϕt+1 en el lado izquierdo de la ecuación y la densidad del portador nt+1 en el
lado derecho. Como nt+1 no se conoce, utilizamos desarrollos de Taylor para
aproximar su valor como
nt+1 = nt + ∆t
(
∂n
∂t
)
t
+ O(∆t2)
Usando ahora (7.6) y (7.5), el resultado es
nt+1 = nt + ∆t∇ · (−αnt µn∇ϕt+1 + β Dn∇nt) (7.10)
Introduciendo esta aproximación en (7.7), se obtiene la siguiente ecuación de
Poisson modificada
∇2ϕt+1 (1 + γ∆t α nt µn) + γ∆t α µn (∇ϕt+1 · ∇nt) =
= − γ (1 − nt) + γ β Dn ∆t∇2nt (7.11)
7.3.1. RBF globales aplicadas al modelo de
Drift-Diffusion.
De acuerdo a la sección 2.3.2 del capítulo 2, escribimos el potencial y la
densidad de electrones en el espacio generado por un conjunto de N funciones
de base radial
ϕt+1(x) =
N∑
j=1
φ(rj(x), ε)λ
t+1
j (7.12)
nt(x) =
N∑
j=1
φ(rj(x), ε) η
t
j (7.13)
donde rj(x) =‖ x − xj ‖, es la distancia de x al conjunto de N centros,
{xj}Nj=1 y φ(rj(x), ε) es una función radial centrada en xj. Las RBF que
usamos en este caso son las multicuádricas de Hardy [45]
φ(rj, ε) =
√
1 + ε2r2j . (7.14)
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Los coeficientes λt+1j se calculan mediante colocación de (7.12) en la ecuación
en derivadas parciales (7.11), sobre los nodos interiores y la colocación de
las condiciones de contorno en los nodos frontera. Por conveniencia usamos
el mismo conjunto de centros RBF como nodos de colocación. Por tanto,
obtenemos un sistema lineal de la forma.
Aλt+1 = f (7.15)
Por otro lado, los coeficientes ηtj se calculan, por interpolación RBF, resol-
viendo el sistema
Bη = g (7.16)
donde los elementos de la matriz B tiene la forma Bij = φ(rj(xi)), i, j =
1, ..., N y gi = nt(xi)
El vector λt+1 contiene las coordenadas de las incógnitas λt+1j de la expan-
sión con RBF de la solución en cada centro. De (7.11) y (7.12), los coeficientes
de la matriz A para una fila correspondiente a un nodo interior xi, son,
Ai,j = ∇2φj(rj(xi), ε)
(
1 + γ∆t α nt(xi)µn(xi)
)
+
+ γ∆t α µn(xi)
(∇φj(rj(xi), ε) · ∇nt(xi)) (7.17)
Por otro lado, los correspondientes elementos del vector f son,
fi = −γ (1 − nt(xi)) + γ β∆tDn(xi)∇2nt(xi) (7.18)
Los correspondientes resultados para los nodos frontera con condiciones de
contorno Dirichlet son
Ai,j = φ(rj(xi), ε) , fi = ϕ(xi) (7.19)
y para las condiciones de contorno Neumann
Ai,j = ∇φ(rj(xi), ε) · nˆ⊥ , fi = 0 (7.20)
donde nˆ⊥ es el vector unitario normal a la superficie.
El proceso de solución completo es el siguiente
1. Usar (7.9) para calcular los coeficientes de movilidad µn(xi) y de difu-
sión Dn(xi) que aparecen en las ecuaciones (7.17) y (7.18).
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2. Calcular el gradiente de n, ∇nt(xi) que aparece en (7.17) usando los
valores de sus coeficientes obtenidos de la solución del sistema (7.16).
Esto es
∇nt(xi) =
N∑
j=1
∇φ(rj(xi), ε) ηtj (7.21)
3. Calcular la matriz A y el vector f y luego resolver el sistema lineal
(7.15) para calcular el vector λt+1.
4. Usar (7.12) para calcular el potencial ϕt+1(xi) en cada nodo de coloca-
ción.
5. Usar (7.7) para calcular la distribución de la densidad del portador en
los nodos interiores,
nt+1(xi) = 1 +∇2ϕt+1(xi) / γ , (7.22)
6. Volver al paso 1, para avanzar la solución a un nuevo paso de tiempo.
7.3.2. RBF locales aplicadas al modelo de
Drift-Diffusion.
Para resolver la ecuación de Poisson modificada usando el método RBF-
FD local que expusimos en la sección 2.3.2, se sigue un procedimiento análogo
al descrito para el método global (sección 7.3.1). La diferencia es que ahora,
en lugar de usar todos los nodos de la discretización como centros, usamos
un subcojunto de nodos vecinos y en lugar de calcular las coordenadas de los
coeficientes mediante su expansión en funciones RBF, se calculan los pesos
correspondientes a la expansión lineal de los operadores de las ecuaciones del
modelo. En este caso usaremos las fórmulas de los pesos dadas por la refe-
rencia [9], que expusimos en el capítulo 2, sobre una molécula computacional
con 5 nodos estructurados equiespaciadamente para el Laplaciano y 3 nodos
en el caso de las primeras derivadas parciales y las condiciones de contorno.
De esta manera, para poder emplear las RBF locales, la ecuación de
Poisson implícita (7.11) también se puede escribir como
∇2ϕt+1 (1 + γ∆t α nt µn)+
+γ∆tαµn
(
∂xϕ
t+1∂xn
t + ∂yϕ
t+1∂yn
t
)
=
− γ (1 − nt) + γ β Dn ∆t∇2nt (7.23)
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Nótese que para resolver la ecuación (7.23), es necesario calcular el La-
placiano ∇2 y las derivadas parciales ∂x y ∂y, tanto del potencial ϕt+1, como
de la densidad de electrones nt. Por lo tanto, es necesario calcular los pesos
de estos tres operadores. De acuerdo con (2.38), dado un punto interior xI ,
los pesos para cada operador, usando un conjunto de M nodos vecinos, se
encuentran resolviendo los sistemas
∇2 [φ(ri(xI))] =
M∑
k=1
Lkφ(ri(xk)) i = 1, 2, ...,M, (7.24)
∂x [φ(ri(xI))] =
M∑
k=1
Xkφ(ri(xk)) i = 1, 2, ...,M, (7.25)
∂y [φ(ri(xI))] =
M∑
k=1
Ykφ(ri(xk)) i = 1, 2, ...,M, (7.26)
donde ri(xk) =‖ xi − xk ‖ y Lk, Xk y Yk, con k = 1, ...,M , son los pesos del
Laplaciano y las derivadas parciales con respecto a x e y, respectivamente.
Si usamos una molécula computacional con M = 5 nodos para los puntos
interiores, siguiendo el orden convencional usado en [8, 91], el vector de pesos
para el Laplaciano se calcula usando las fórmulas (2.53) y (2.54). Por otro
lado, para las derivadas parciales de primer orden y para las condiciones de
contorno de tipo Neumann, usamos moléculas computacionales con M =
3 nodos. Los valores correspondientes a estos pesos se calculan usando las
fórmulas (2.50) para el Laplaciano y (2.55)-(2.57) para la primera derivada
y las condiciones de contorno de tipo Neumann, respectivamente.
Por tanto, para calcular ϕt+1 usando la fórmula (7.23) es necesario resolver
el sistema [
ANI×N
ANB×N
]
ϕt+1 =
[
fNI
fNB
]
(7.27)
donde ANI×N y ANB×N son matrices dispersas que contienen los coeficientes
de ϕt+1 en los puntos interiores y la frontera respectivamente, mientras que
fNI y fNB son los correspondientes valores del vector f en los puntos interiores
y en la frontera.
Si xi es un punto interior e Ii = {Ii(1), ..., Ii(5)} es el conjunto de índices
de los vecinos de este punto, entonces de acuerdo con (7.23) se tiene que
Ai,Ii(k) = (1 + γ∆tαµnn
t(xi))Lk + γ∆tαµn
(
ntx(xi)Xk + nty(xi)Yk
)
xi ∈ Ω y k = 1, ..., 5. (7.28)
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donde
ntx(xi) =
M∑
k=1
Xkn(xk), (7.29)
nty(xi) =
M∑
k=1
Ykn(xk). (7.30)
y para calcular fNI
f(xi) = −γ(1− nt(xi)) + γβ∆tDn
M∑
k=1
Lkn(xk) (7.31)
Para xi en la frontera, si la condición de contorno es de tipo Dirichlet, los
elementos de la fila Ai,j de la matriz serán
Ai,j =
{
1 si j = i
0 si j 6= i (7.32)
y los correspondientes valores del vector f ,
fi = ϕ(xi),
mientras que, si las condiciones de contorno son de tipo Neumann, se tiene
Ai,Bi(k) = Bk,
donde Bi = {Bi(1), Bi(2), Bi(3)}, es el conjunto de índices de los vecinos
del punto xi ∈ ∂Ω y Bk son los pesos correspondientes de las condiciones
de contorno de tipo Neumann que se pueden calcular usando las fórmulas
(2.55)-(2.57),
Una vez que calculamos ϕt+1 en los nodos interiores, resolviendo el sis-
tema (7.27), el valor de nt+1 lo calculamos usando ya sea (7.10) ó (7.22). A
continuación mostramos la fórmula correspondiente a la segunda opción
nt+1(xi) = n(xi)−∆tαµn
(
∂xϕ
t+1ntx + ∂yϕ
t+1nty+
...+ nt∇2ϕt+1) (xi) + ∆tβDn∇2nt(xi) (7.33)
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con xi ∈ Ω, donde
∂xϕ
t+1(xi) =
M∑
k=1
Xkϕt+1(xk) (7.34)
∂yϕ
t+1(xi) =
M∑
k=1
Ykϕt+1(xk) (7.35)
∇2ϕt+1(xi) =
M∑
k=1
Lkϕt+1(xk) (7.36)
∇2nt(xi) =
M∑
k=1
Lknt(xk) (7.37)
Finalmente, para actualizar las condiciones de contorno de tipo Neumann,
dado que ya conocemos los valores de nt+1 en los puntos interiores, usamos
una molécula computacional con 3 nodos, compuesta por el nodo frontera y
dos nodos interiores, y dado que
3∑
k=1
Bknt+1(xBi(k)) = 0 (7.38)
si xi es el nodo sobre la frontera, entonces
nt+1(xBi(1)) = −
B2nt+1(xBi(2)) + B3nt+1(xBi(3))
B1 (7.39)
7.4. Resultados numéricos
Para resolver el modelo de Drift-Diffusion usando métodos RBF, hemos
considerado un dispositivo MESFET de GaAs cuya estructura 2D se muestra
en la figura 7.1. Teniendo en cuenta las dimensiones de este dispositivo, hemos
tomado x0 = 0.1µm y, por lo tanto, el dominio de integración en variables
adimensionales es un rectángulo de dimensiones (L = 14)× (H = 3).
Como una primera aproximación a la solución de las ecuaciones (7.5)-
(7.7), hemos tomado como dopaje N+d = 1 × 1015 cm−3. Esto nos permite
calcular los valores de la movilidad a campo bajo µ0, la velocidad de satura-
ción vs y el campo eléctrico crítico Es, cuyos valores son, respectivamente
µ0 = 0.994mV−1s−1; vs = 1.0297×105 ms−1 y Es = 3.1388×105 Vm−1
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En el apéndice C se presenta el procedimiento completo de cálculo para estas
tres variables de acuerdo con [95]. Por lo tanto, los valores de los parámetros
adimensionales definidos en (7.8) son
α = 3.03; β = 2.4959 y γ = 0.0138
Finalmente, por simplicidad hemos tomado las constantes de movilidad y de
difusión: µn = Dn = 1
Figura 7.1: Geometría del dispositivo MESFET simulado.
Las condiciones iniciales para la distribución de la densidad del portador
son
n0 =
{
1 si (x, y) ∈ [0, L]× [0, H1]
0 si (x, y) ∈ [0, L]× [H1, H2]
Como el dispositivo está cargado, las condiciones de contorno de tipo Diri-
chlet para la ecuación de Poisson son
ϕ(x, y = 0, t) =

0 si x ∈ S
2 si x ∈ D
−0.5 si x ∈ G
En todas las demás fronteras usamos condiciones de contorno de Neumann
∇ϕ · nˆ⊥ = 0
Por otro lado, las condiciones de contorno para la ecuación de distribución
de la densidad n son
nt(x, 0) =
{
1 si x ∈ S,D
0 si x ∈ G
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y en las demás fronteras
∇nt · nˆ⊥ = 0 .
7.4.1. Resultados usando RBF globales.
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Figura 7.2: Condiciones iniciales de: (izquierda) distribución del potencial ϕ
y (derecha) distribución de la Densidad de los electrones n.
Para calcular las soluciones del modelo de Drift-Diffusion con RBF globa-
les hemos hecho una discretización con N = 550 puntos, de los cuales 432 son
interiores y 118 son de la frontera. Haciendo un estudio de convergencia del
parámetro de forma para una ecuación de Poisson, hemos tomado un valor
de ε = 1.5, lo cual es bastante grande. Sin embargo este valor alto es nece-
sario ya que para parámetros más pequeños el número de condicionamiento
se hace muy grande, lo cual introduce errores en la aproximación. El paso de
tiempo que hemos usado es de ∆t = 0.01.
En la figura 7.2 se puede observar las condiciones iniciales para la distri-
bición del potencial ϕ(x, 0) (izquierda) y la distribución de la densidad de los
electrones n(x, 0) (derecha). Por otro lado, en la figura 7.3 vemos la evolución
de las soluciones para un tiempo relativamente corto t = 0.1 ps. Nótese cómo
la distribución del potencial varía muy poco, mientras que la distribución de
la densidad lo hace mucho más rapido. Para este caso en particular, las solu-
ciones van a un estado estacionario en un tiempo relativamente corto. En la
figura 7.4 se pueden apreciar las soluciones numéricas cuando se ha llegado a
dicho estado estacionario. Con el método global observamos que los tiempos
de computo son bastante cortos, a pesar de haber utilizado pasos de tiempo
bastante pequeños.
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Figura 7.3: (izquierda) Distribución del potencial ϕ y (derecha) distribución
de la densidad de los electrones n en t = 0.1 ps, usando RBFs globales
7.4.2. Resultados usando RBF locales.
Para resolver el modelo de Drift-Diffusion usando RBF-FD locales hemos
usado una discretización espacial con N = 1100 puntos, de los cuales 954 son
interiores y 146 son de frontera y hemos elegido un parámetro de forma ε =
0.56 sin que la matriz de colocación de la solución se vuelva mal condicionada.
Esto demuestra que usando el método local es posible aumentar el número de
nodos a la vez que no es necesario poner un parámetro de condicionamiento
demasiado grande.
En la figura 7.5 se aprecian la distribución del potencial ϕ (arriba) y la
distribución de la densidad de los electrones n (abajo), usando RBF-FD loca-
les, cuando se ha llegado a un estado estacionario. Nótese que los resultados
son muy similares a los obtenidos usando RBF globales. Incluso, podemos
afirmar que las aproximaciones de las soluciones son mucho más suaves que
las logradas con el método global.
7.5. Conclusiones.
En este capítulo hemos reformulado la ecuación para el potencial del
modelo de Drift-Diffusion para un dispositivo MESFET, mediante un método
implícito, de manera que podemos eludir los problemas de estabilidad que
provocan los gradientes de la densidad cuando se utilizan métodos explícitos.
Además, hemos propuesto un algoritmo eficiente para resolver la ecuación
implícita (7.11).
Hemos resuelto el modelo resultante usando RBF globales y también he-
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Figura 7.4: (izquierda) Distribución del potencial ϕ y (derecha) distribución
de la densidad de los electrones n, usando RBFs globales, cuando han alcan-
zado su estados estacionario.
mos desarrollado un esquema numérico para usar las RBF locales para cal-
cular los pesos de las aproximaciones de los operadores que contienen las
ecuaciones del modelo de Drift-Diffusion.
Los resultados obtenidos usando RBF locales son muy acordes con los
que se obtenienen con el método global. Así que podemos usar este último
método como un esquema alternativo al método global.
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Figura 7.5: (arriba) Distribución del potencial ϕ y (abajo) distribución de la
densidad de los electrones n, usando RBF-FD locales.
Capítulo 8
Conclusiones generales.
En esta tesis hemos desarrollado esquemas numéricos, basados en méto-
dos espectrales, para el estudio de un modelo hidrodinámico que describe
las dinámicas de corrientes, inyectadas ópticamente, que se producen en un
dispositivo semiconductor de Múltiples Pozos Cuanticos (MQW). El uso de
métodos espectrales para la resolución del problema espacial del modelo pro-
porciona una alta precisión en las soluciones y un coste computacional bajo.
Los resultados obtenidos con nuestro esquema numérico guardan una alta
concordancia, no solo cualitativa sino también cuantitativa, con aquellos ob-
tenidos por Sherman et al. en la referencia [1].
La estabilidad del esquema numérico nos ha permitido estudiar un mo-
delo extendido 2D, que incluye la influencia de un campo magnético en la
dinámica de las cargas. Los resultados numéricos obtenidos de la simulación
del caso más simple de este modelo, donde sólo se incluye el efecto del campo
magnético, nos ha permitido verificar que la frecuencia y el radio del ciclo-
trón de dichos resultados concuerdan con los valores teóricos obtenidos de las
constantes físicas del problema. Los resultados obtenidos en esta tesis pue-
den servir de base para futuros experimentos que contemplen la influencia
de campos magnéticos en la inyección de carga, complementando a su vez,
trabajos recientes realizados por Rao y Sipe en 2011 [66].
Por otro lado, también hemos aplicado métodos espectrales para resolver
numéricamente una formulación unidimensional del modelo hidrodinámico
bidimensional, basada en una aproximación mediante ondas planas que da
lugar a un modelo más simple pero que aún conserva la física principal del
problema original. El esquema numérico que hemos construido para este mo-
delo unidimensional es capaz de calcular soluciones para tiempos largos. Los
resultados numéricos muestran, no solo una concordancia cualitativa, sino
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también cuantitativa con la solución del modelo bidimensional completo y
con los resultados de la referencia [1]. Además, para tiempos largos, hemos
derivado una solución asintótica que concuerda con los resultados numéricos.
Para realizar un estudio sobre la formación de ondas de choque y el pa-
pel que juega el término de convolución en el modelo unidimensional, hemos
diseñado un esquema numérico basado en el método de partículas, el cual
nos permite imponer condiciones iniciales en las ecuaciones que conducen a
la formación de “wave breaking”, que no es posible ver usando métodos es-
pectrales. Mediante el análisis de las soluciones obtenidas con este método,
hemos comprobado, por una parte, que en ausencia del término de convo-
lución se generan choques que hacen que la densidad tienda a infinito en
tiempos finitos, aunque se tomen condiciones iniciales suaves y por otra par-
te que, con la inclusión de este término, se logra detener la formación de
choques.
Por otro lado, también hemos resuelto el modelo de Drift-Diffusion para
un dispositivo MESFET usando métodos de RBF globales y RBF-FD locales.
Como consecuencia del análisis de los resultados obtenidos, proponemos éste
último método como un esquema alternativo al método global, ya que permite
eludir los problemas de mal condicionamiento que surgen en las matrices de
interpolación del mismo y, además, los resultados del método basado en RBF-
FD locales son muy acordes con los que se pueden obtener con el método
global.
En esta tesis hemos resuelto numéricamente un modelo hidrodinámico
que describe los procesos de transporte de carga en un dispositivo de MQW,
en el que se ha considerado que los huecos son infinitamente pesados, lo cual
significa que la densidad de los mismos no cambia con el tiempo. Dicho mo-
delo se puede extender para tomar en cuenta el movimiento de los huecos,
por lo que se tiene que incluir las correspondientes ecuaciones de continuidad
y velocidad media local para los huecos. En futuras investigaciones aplicare-
mos métodos espectrales para resolver numéricamente este modelo extendi-
do, incluyendo también la influencia de un campo magnético, con objeto de
explorar las dinámicas que puedan aparecer en este modelo.
Por otro lado, el método RBF-FD, con el que resolvemos numéricamente
el modelo de Drift-Diffusion, aproxima los operadores diferenciales sobre no-
dos estructurados usando fórmulas analíticas para calcular los pesos. Dado
que no existen fórmulas analíticas para moléculas computacionales formadas
por un gran número de nodos, como trabajo futuro planeamos calcular dichos
pesos numéricamente. Esto nos permitirá aumentar el tamaño de la molécula
computacional, mejorando así la precisión del método.
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Para finalizar planeamos aplicar las técnicas numéricas desarrolladas en
esta tesis a otros problemas que contengan ecuaciones de tipo hidrodinámico
y/o de Drift-Diffusion.

Apéndice A
Derivación del campo eléctrico 1D
con una aproximación de ondas
planas.
Dada la integral:
E =
e

∫ ∞
−∞
N(x−X)
∫ ∞
−∞
Xi+ Y j
(X2 + Y 2)3/2
dXdY (A.1)
observemos que la integral
∫∞
−∞
Y
(X2+Y 2)3/2
dY = 0, ya que el integrando es
impar. Así que E(x, y) = E(x, y)i donde:
E =
e

∫ ∞
−∞
N(x−X)
∫ ∞
−∞
X
(X2 + Y 2)3/2
dXdY (A.2)
Ahora resolvemos esta integral fuera de un cuadrado de lado 2δ. Para ello
dividimos el dominio en dos partes y calculamos la integral en cada parte.
1. Ω1 : |Y | > δ y |X| < δ
Sea:
E|Ω1 = E1 =
e

∫ δ
−δ
XN(x−X)
∫
|Y |>δ
dY
(X2 + Y 2)3/2
dX
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con una aproximación de ondas planas.
Tomando N(x−X) ≈ N(x)−N ′(x)X, entonces,
E1 ≈ e

∫ δ
−δ
(N(x)−N ′(x)X)X
∫
|Y |>δ
dY
(X2 + Y 2)3/2
dX
=
e

[
N(x)
∫
|Y |>δ
∫ δ
−δ
XdX
(X2 + Y 2)3/2
dY
−N ′(x)
∫ δ
−δ
X2
∫
|Y |>δ
dY
(X2 + Y 2)3/2
dX
]
La contribución de N(x) es cero porque la integral
∫ δ
−δ
X dX
(X2+Y 2)3/2
= 0
ya que el integrando es impar. Sustituyendo el cambio de variable Y =
|X|Z en la última integral da como resultado
E1 ≈ −eN
′(x)

∫ δ
−δ
X2dX
∫
|Y |>δ
|X|dZ
|X|3(1 + Z2)3/2
= −eN
′(x)

∫ δ
−δ
X2
|X|2dX
∫
|Y |>δ
dZ
(1 + Z2)3/2
= −eN
′(x)

∫ δ
−δ
dX
∫
|Y |>δ
dZ
(1 + Z2)3/2
= −eN
′(x)

2δ
∫
|Y |>δ
dZ
(1 + Z2)3/2
= 0 cuando δ → 0
2. Ω2 : |X| > δ
E|Ω2 = E2 =
e

∫
|X|>δ
XN(x−X)
∫ ∞
−∞
dY
(X2 + Y 2)3/2
dX
Sustituyendo nuevamente el cambio de variable Y = |X|Z
E2 =
e

∫
|X|>δ
XN(x−X)
∫ ∞
−∞
|X| dZ
|X|3(1 + Z2)3/2 dX
=
e

∫
|X|>δ
X
|X|2N(x−X)
∫ ∞
−∞
dZ
(1 + Z2)3/2
dX
=
2e

∫ ∞
−∞
N(x−X)
X
dX
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Donde la integral
∫ ∞
−∞
dZ
(1 + Z2)3/2
= 2. Por lo tanto, tenemos que cal-
cular la integral
∫ ∞
−∞
N(x−X)
X
dX usando el valor principal de Cauchy
(v.p.).
Definiendo,
v.p.
∫ ∞
−∞
1
x− x′N(x
′, t) dx′ = (K ∗N)(x, t)
K(x) = 1/x, el campo eléctrico para soluciones de ondas planas está dado
por,
E =
2e

(K ∗N)i (A.3)
con N = Ne(x, t) , −Nh(x) para electrones y huecos respectivamente.

Apéndice B
Convolución exacta.
La transformada de Hilbert de una función de valor real ρ(x), definida en
la recta real, se define como
1
pi
v.p.
∫ ∞
−∞
1
x− x′ ρ(x
′) dx′ =
1
pi
β(ρ). (B.1)
Si queremos encontrar una función analítica f(z), en el semiplano complejo
Im(z) > 0, con ρ(x) = l´ım
z→x
Re(f(z)), entonces
1
pi
β(ρ) = l´ım
z→x
Im(f(z)).
Consideremos la onda semicircular
ρ(x) =
{ √
1− x2 si x2 < 1 ,
0 si x2 ≥ 1, (B.2)
Probaremos que
1
pi
β(ρ) =
 x−
√
x2 − 1 si x > 1 ,
x si |x| < 1,
x+
√
x2 − 1 si x < −1 .
(B.3)
Sea z una variable compleja, definimos
√
1− z2 colocando los cortes de la
bifurcación empezando en z = 1 y z = −1 en el semiplano inferior y satisfa-
ciendo
√
1− z2 > 0 para −1 < z = x < 1, entonces obtenemos:
(1)
√
1− z2 =
√
1− x2 si − 1 < z = x < 1 ,
(2)
√
1− z2 = −i√x2 − 1 si z = x > 1 ,
(3)
√
1− z2 = i√x2 − 1 si z = x < −1 ,
(4)
√
1− z2 ∼ −iz cuando |z| → ∞ .
(B.4)
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Ahora, considerando el semiplano Im(z) > 0 y definiendo la función analítica
f(z) =
1√
1− z2 − iz =
√
1− z2 + iz ,
tomando en cuenta (B.5) y haciendo algunas operaciones algebraicas senci-
llas tenemos que:
l´ım
z→x
Re(f(z)) = ρ(x), la onda semicircular (B.2)
l´ım
z→x
Im(f(z)) =
1
pi
β(ρ) la transformada de Hilbertb (B.1),
entonces de la ecuación (B.3) se obtiene la convolución exacta de las funciones
ρ(x) y 1/pix.
Mediante un simple cambio de coordenadas, es fácil ver que para una
onda semi-eliptica
ρ(x) =
{ √
r2 − (x− c)2 si (x− c)2 < r2 ,
0 si (x− c)2 ≥ r2, (B.5)
donde c y r > 0 son constantes. Entonces
1
pi
β(ρ) =
 x− c−
√
(x− c)2 − r2 si x− c > r2 ,
x− c si |x− c| < r,
x− c+√(x− c)2 − r2 si x− c < −r . (B.6)
Apéndice C
Cálculo de algunos valores
característicos para el modelo de
Drift-Diffusion.
En el modelo de Drift-Diffusion (DD), los valores de la movilidad a campo
bajo (µ0), la velocidad de saturación (v0) y el campo eléctrico crítico (Es)
son funciones de la densidad de dopaje [57]. Los valores de estas variables las
utilizamos para calcular los parámetros adimesionales α, β y γ del sistema
(7.5)-(7.7) en el capítulo 7 de esta tesis.
Zhou y Tan [95] establecen fórmulas específicas para calcular estos va-
lores a partir de un determinado valor de Nd que varía en el rango de
(1015, 1019) cm−3 y una determinada composición x para el AlxGa1−xAs.
Dado que nuestro dispositivo MESFET está compuesto de GaAs, el valor
de la composición podemos fijarlo en x = 0, por lo tanto µ0, vs y Es sólo serán
funciones de la densidad de dopado.
De esta manera, las fórmulas que aparecen el el artículo de Zhou y Tan
[95] quedan
µ0 = µ1 +
µ2
1 + (N/Nµ)α
(C.1)
con µ1 = 0.336× 104 cm4/(Vs)
µ2 = 0.6705× 104 cm2/(Vs)
Nµ = 6.302× 1016 cm−3
α = 0.957
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para el modelo de Drift-Diffusion.
vs = v0 + v1(N/Nv) + v2(N/Nv)
1.04 (C.2)
con v0 = 1.03× 107 cms−1
v1 = −0.1836× 107 cms−1
v2 = 0.1552× 107 cms−1
Nv = 1.714× 1017 cm−3
Es = E0 + E1(N(NE)
β (C.3)
con E0 = 2.735KV/cm
E1 = 0.752KV/cm
NE = 2.14× 1016 cm−3
β = 0.203
Tomando una densidad de dopaje de Nd = 1015 cm−3 obtenemos los si-
guientes valores para µ0, Es y vs:
µ0 = 0.994mV−1s−1; vs = 1.0297×105 ms−1 y Es = 3.1388×105 Vm−1
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