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Abstract
Wireless power transfer (WPT) is a promising technology that provides the network a way to
replenish the batteries of the remote devices by utilizing RF transmissions. We study a class of harvest-
first-transmit-later type of WPT policy, where an access point (AP) first employs RF power transfer to
recharge a wireless powered device (WPD) for a certain period subjected to optimization, and then, the
harvested energy is subsequently used by the WPD to transmit its data bits back to the AP over a finite
horizon. A significant challenge regarding the studied WPT scenario is the time-varying nature of the
wireless channel linking the WPD to the AP. We first investigate as a benchmark the offline case where
the channel realizations are known non-causally prior to the starting of the horizon. For the offline case,
by finding the optimal WPT duration and power allocations in the data transmission period, we derive
an upper bound on the throughput of the WPD. We then focus on the online counterpart of the problem
where the channel realizations are known causally. We prove that the optimal WPT duration obeys
a time-dependent threshold form depending on the energy state of the WPD. In the subsequent data
transmission stage, the optimal transmit power allocation for the WPD is shown to be of a fractional
structure where at each time slot a fraction of energy depending on the current channel and a measure
of future channel state expectations is allocated for data transmission. We numerically show that the
online policy performs almost identical to the upper bound. We then consider a data sensing application,
where the WPD adjusts the sensing resolution to balance between the quality of the sensed data and the
probability of successfully delivering it. We use Bayesian inference as a reinforcement learning method
to provide a mean for the WPD in learning to balance the sensing resolution. We illustrate the benefits
of the Bayesian inference over the traditional approaches such as ε-greedy algorithm using numerical
evaluations.
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I. INTRODUCTION
A. Motivation
With the rapid increase in the number of battery-powered devices, energy harvesting (EH)
technology provides a convenient window of opportunity to bypass the challenging, and in some
cases infeasible task of replacing batteries. Traditional approaches in EH technologies harvest
energy from natural resources such as wind, solar, etc. The inherent challenge of EH from natural
resources is the stochastic nature of the EH process, which dictates the amount and availability of
harvested energy that is beyond the control of system designers. Towards this end, wireless power
transfer (WPT) [1] is considered as a promising technology to provide the network administrators
a leverage on replenishing the remote devices for proper network operations, by utilizing the RF
signals as a mean to transfer power to WPDs.
In wireless powered communication networks (WPCNs) [2, 3, 4], WPT occurs in the down-
link (DL) to replenish the battery of WPDs which in turn is used for information transmission
(IT) in the up-link (UL). A fundamental question inherited in WPCNs is the optimum duration
for WPT period and power allocation in the IT period. In [2], a hybrid access point (HAP)
transmits power to a set of WPDs in the DL and collects their information using time-division-
multiple-access (TDMA) in the UL. The aggregate throughput of the network is maximized by
optimally determining the duration of WPT and UL time allocations for the WPDs. [3] studies
the effect of user cooperation in a two-user WPCN to maximize a weighted sum throughput by
optimizing the beamforming vector in the WPT period, WPT duration, and data transmission
durations. In [4], for a wireless powered underlay cognitive radio network in the presence of a
primary user (PU), sum throughput of the secondary users (SUs) are maximized while meeting
a constraint on the maximum average interference to the PU.
The above works, [2, 3, 4], perform a single-time-slot optimization assuming that the channel
stays constant and all the harvested energy in a slot is totally used in the same time slot. Dif-
ferently, [5] assumes an infinite horizon throughput maximization problem where the harvested
energy is allowed to be used in later times. It was shown that this strategy significantly improves
the throughput albeit having high computational complexity. In [6], the half-duplex (HD) setting
of [5] is extended to consider a full-duplex (FD) scenario where the energy and information
transfer occurs simultaneously and it was shown that the performance is significantly improved
compared to the HD setting. [7] studies a finite-horizon throughput maximization where a non-
orthogonal multiple access (NOMA) is used to simultaneously decode information from multiple
devices when the CSI is known non-causally.
In the above works, it is assumed that in a single WPT instance, i.e., transmission of energy
in the DL and reception of information in the UL, the channel state stays constant. However,
in practice, this assumption is usually not valid. In this work, we study the problem of finite
horizon throughput maximization, where both WPT and IT period is exposed to multiple random
realizations of channel. The objective is to judiciously determine the optimal WPT duration and
power allocations in the IT period. We emphasize that although the power allocation problem
over finite horizon has been addressed previously, the joint problem of WPT duration and
power allocation optimization has not been addressed. The channel state information (CSI) is
available causally and only in the IT period. The availability of causal CSI, makes the problem
investigated here challenging, since any decision at any time slot has a cascading effect on the
future outcomes.
We first consider the offline problem by assuming that the CSI is available non-causally.
For the offline case, we obtain closed form expressions to find the optimal WPT duration and
power allocation in the IT period. We use the insights gained from the offline case, to develop
an optimal online policy that maximizes the expected finite horizon throughput by optimally
determining the WPT duration and power allocation in the IT period. Specifically, we formulate
the problem of optimal WPT duration using the theory of stopping times. A stopping time is a
random variable whose value maximizes a certain property of interest in a stochastic process.
We show that there exist a time-dependent threshold on the energy level of the WPD in which it
is optimal to stop WPT and start the IT period. Then, we show that the optimal power allocation
in the IT period follows a fractional structure in which the WPD at each time slot allocates a
fraction of its energy that depends on the current channel state as well as a specific measure of
future channel expectations.
We then consider a data sensing application, where the WPD is able to determine the sensing
resolution of the data to be sent to the AP for further processing. A high resolution data increases
the performance of the application at the AP which depends on the resolution of the data
transmitted by WPD. Meanwhile, a high resolution sensing setting produces more bits compared
to a lower resolution setting which compromises the performance of the WPD in terms of
successfully delivering the data. Therefore, an optimal sensing resolution is required to balance
the quality of the sensed data and the probability of successfully delivering it. We use Bayesian
inference as a reinforcement learning method to provide a mean for the WPD in learning to
balance the sensing resolution. We illustrate the benefits of the Bayesian inference over the
traditional approaches such as ε-greedy algorithm using numerical evaluations.
B. Contributions
The contributions of the paper are summarized as follows:
• We formulate the problem of finite throughput maximization in a WPCN. We allow the
finite horizon to span over multiple time slots where CSI changes randomly over time and
it is available only causally at the transmitter during the IT period.
• For the offline problem, where CSI is known non-causally, we derive a closed form ex-
pressions and enable a tractable framework to optimize both the WPT duration and power
allocation in the IT period.
• For the offline counterpart, we show that the optimal power allocations have a fractional
structure depending on the current channel state as well as future channel states.
• Motivated by the results obtained from the offline problem, we formulate the online problem
by assuming that the CSI is available only causally.
• We show that the optimal WPT duration for the online case has a time dependent threshold
structure on the available energy of the WPD. We provide an easy to implement method to
numerically calculate the thresholds.
• Similar to the offline case, we show that the optimal power allocation for the online
counterpart follows a fractional structure. The WPD allocates a fraction of its available
energy in each time slot. Unlike the offline case, optimal fractions in the online case depends
on the current channel state and a measure of the future channel state expectations.
• We then consider a sensing application where the WPD uses a Bayesian framework to learn
to determine the resolution of the sensing to balance the quality of the sensed data and the
probability of successfully delivering it. We show that the Bayesian frame-work converges
much faster, by judiciously exploring in the action space of the problem, than its classic
counterpart ε-greedy algorithm.
C. Related Work
WPCN has been studied in the literature under different settings . [8] studies a heterogeneous
WPCN with the presence of EH and non-EH devices to find out how the presence of non-
harvesting nodes can be utilized to enhance the network performance, compared to pure WPCNs.
In [9], problem of throughput maximization in the presence of an EH relay is studied where the
relay cooperatively help the source node in relaying its messages. The outage problem for a three
node WPCN is analyzed in [10, 11] where both source and relay harvest energy for a certain
duration, and then the source transmits to destination by using the relay. User cooperation is also
studied in multiple works [3, 12, 13] to improve the performance of the WPCN by exploiting the
cooperative diversity. Multiple works also studied the WPCN in the context of cloud computing
[14, 15, 16, 17]. Throughput maximization for WPCN is studied in [2, 5, 6, 7]. Per time slot
throughput maximization is studied in [2]. By allowing the storage of the energy in a battery
by the WPD, [5] studies infinite horizon throughput maximization in HD mode and the results
are extended to FD mode in [6]. By adopting a NOMA strategy and under non-causal CSI, [7]
studies the problem of finite horizon throughput maximization.
Finite horizon throughput maximization has been extensively addressed from communication
perspective in the literature for non-RF EH techniques. For example, [18] aims at maximizing
the finite horizon throughput by dynamically adjusting the transmission power in an offline
setting where CSI and the EH information (EHI) is non-causally available at the transmitter for
the duration of the deadline. Packet transmission time minimization over a finite horizon with
non-causal EHI and a static channel is studied in [19]. However, in practice, the finite horizon
spans over multiple time slots, and the CSI and EHI are not usually available. For time varying
scenarios where EHI or CSI (or both) are available only causally, the problem needs to be solved
dynamically. In [20, 21, 22, 23] under different EHI and CSI assumptions, the problem of finite
horizon throughput maximization is formulated as a dynamic program (DP) and the optimal
policy is evaluated by numerically solving the DP. The solution is later stored in the devices
as a look-up table. However, the DP solutions are computationally expensive, and they require
large memory space to store the solutions, which is usually prohibitive for resource-constrained
IoT devices. Moreover, calculating and disseminating the optimal look up tables in a network
consisting of large number of WPDs is inherently challenging and introduces large overheads
[24]. Finally, the complexity of the numerical solutions increase exponentially with respect to the
number of states in the DP formulation. Recently, [25] studied the problem of energy efficient
scheduling for a non-RF EH over a finite horizon by developing a low complexity online heuristic
policy that is built upon the offline solution and it can achieve close performance with respect
to the offline policy. However, albeit the good performance, it is not evident how the algorithm
would incorporate the optimal duration of the WPT period.
In this work, we investigate the problem of finite horizon throughput maximization in a WPCN
where an WPD harvests energy from WPT of the AP and then allocates the harvested energy in
the subsequent time slots to transmit its data. Unlike the previous works, we consider a scenario
where the CSI evolves randomly over the duration of the deadline, and CSI is only causally
available at the transmitter which necessitates an online optimization framework. We avoid the
complexity of the tabular methods (such as value iteration algorithm [26]) by deriving closed
form solutions for the optimal WPT duration and power allocations in the IT period. We show
how the simple closed form expressions can be used to address a sensing application where the
utility of the sensed data is captured by its resolution and probability of successfully delivering
it. We address the problem in a reinforcement learning framework, where the optimum sensing
resolution is learned by the WPD in a sequence of actions and observations. Finally, we conduct
extensive simulations to verify our analytical findings.
D. Outline
The paper is organized as follows: In Section II, we formally present the system model and
all relevant assumptions. In Section III, we formulate the problem of finite horizon throughput
maximization. In Section IV, we provide an upper bound on the maximum achievable throughput
by assuming non-causal information. In Section V, we solve the online counter-part of the
problem by assuming only causal information. In Section VI, we address the sensing application
and in Section VII, we provide Monte-Carlo simulations to verify our findings. Finally, we
conclude the paper in Section VIII.
II. SYSTEM MODEL
We consider a point-to-point communication wireless channel where an WPD sends data to an
AP by dynamically allocating power as shown in Figure 1. The AP uses WPT to replenish the
battery of the WPD. The WPT and information transmission (IT) periods are non-overlapping
in time, assuming a half-duplex transmission scenario. The WPD first harvests energy for a
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Figure 1: System model.
certain duration and then starts transmitting data to the AP. The duration of EH and IT periods
is governed by the channel gain process which jointly affects the amounts of the harvested
energy and transmitted data. We assume a discrete time scenario over a finite horizon. The time
is slotted t = 1, . . . ,T and T < ∞ denotes the frame length in units of slots. Let g(t), Eh(t) be
the channel gain, and the amount of harvested energy at time slot t. Specifically, the amount of
harvested energy at time slot t is available at the beginning of slot t +1. The wireless channel
is modeled as a multi state independent and identically distributed (iid) random process with N
levels. The channel gain remains constant for a duration of a time slot but changes randomly
from one time slot to another. Let g(t) ∈ {g1, . . . ,gN} be the channel power gain at slot t. We
set P(g(t) = gn) = qn1. The WPD only has causal CSI and only during the IT period.
The AP transmits a power beacon of P watts over the wireless channel for a duration of T0−1
time slots. The parameters that depend on the slot duration are normalize by the duration of a
slot, and thus, we will refer to power and energy interchangeably. Assuming channel reciprocity,
the amount of energy harvested by the WPD at time t is Eh(t) = ηg(t)P, where η is a constant
representing the efficiency of the energy harvesting process2. The energy state of the WPD at
1Note that gn’s can be obtained by discretizing a continuous time channel process.
2Note that η in practice is a function of the received power and cannot be assumed to be a constant. However, assuming a
variable η does not change the results of the paper. Thus, for ease of presentation, we assume that η is constant.
time slot t is denoted by E(t). Let us denote en = ηgnP as the amount of harvested energy when
the channel state is at level n.
At time slot t ≥ T0, the WPD transmits with power p(t), and the received power at the AP is
p(t)g(t). In order to develop a tractable analytical solution, we assume a widely used empirical
transmission energy model as in [27, 28, 29, 30, 31, 32]. Specifically, the instantaneous rate of
transmitting with power p(t) when the channel gain is g(t) is calculated by
r(t) = m
√
p(t)g(t)
λ
(1)
where λ denotes the energy coefficient incorporating the effects of bandwidth and noise power
and m is the monomial order determined by the adopted coding scheme [32]. Figure 2 [32], com-
pares the actual transmission rate with the monomial model described in (1). The approximated
energy rate model, although may not be general for all cases, provides closed-form solutions for
a challenging dynamic problem and gives insights to a practical and emerging problem.
Figure 2: The comparison of monomial and actual transmission rate and required signal-to-noise
(SNR) ratio per symbol for m = 3 and λ = 0.025 as given in [32]. d represents the minimum
distance between signal points.
We consider the decentralized implementation. At the beginning of each slot, the WPD has the
opportunity to inform the AP to stop WPT and begin IT period. The objective is to judiciously
determine the optimal WPT period duration, T0, and optimal power allocation in the IT period,
p(t) for t = T0, . . . ,T , to maximize the finite horizon throughput. In Figure 3, we illustrate a
sample realization of the battery of the WPD. The time frame has 10 time slots of 1ms. The
WPD accumulates energy until t = 2. At t = 3, since the available energy is larger than the
threshold, the WPT period is stopped and the IT period began.
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time slot (ms)
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Figure 3: An illustrative example of the battery evolution, E(t), where T = 10.
III. PROBLEM FORMULATION
In this section, we formulate a joint optimization problem that finds the optimal trade-off
between the EH and offloading periods, and the dynamic control of transmission power during
the offloading period. More specifically, we aim at solving the following optimization problem.
max
T0,{p(t)}Tt=T0
T
∑
t=T0
m
√
g(t)p(t)
λ
(2)
p(t)≤ E(t), t = T0, . . . ,T, (3)
E(t +1) = E(t)+Eh(t), t = 1, . . . ,T0−1 (4)
E(t +1) = E(t)− p(t), t = T0, . . . ,T. (5)
Note that the objective function (2) is the total number of transmitted bits in the offloading
period, (3) ensures that the consumed energy does not exceed the available energy, (4) and (5)
are the battery dynamics in the EH and offloading periods, respectively. We first solve the offline
version of the optimization problem by assuming that the channel gains are available prior to
the optimization. Using the insights from the offline problem, we will design an optimal online
policy, where the channel gains are only available causally.
IV. OPTIMAL OFFLINE POLICY
We consider the offline counterpart of the optimization problem in (2). Thus, we assume that
values of g(t) are known non-causally for t = 1, . . . ,T . Assuming that the optimal value of T0
is given, we first aim at optimizing the power allocation in the IT period. We are interested in
maximizing the following function
max
p(t)
T
∑
t=T0
r(t)
0≤ p(t)≤ E(t).
In Theorem 1, we show that the optimal policy, that maximizes the total number of bits
transmitted bits in the IT period, allocates at each time slot a fraction of the available energy
which depends on the channel realizations.
Theorem 1. For a given T0 and realizations of g(t) for t = 1, . . . ,T , the optimal dynamic power
allocation for the offline problem is calculated by
p∗(t) =
g(t)
1
m−1
g(t)
1
m−1 +G(t +1)
1
m−1
E(t) (6)
where
G(t) =

[
g(t)
1
m−1 +G(t +1)
1
m−1
]m−1
, if t ≤ T
0, if t > T
, (7)
and the maximum number of transmitted bits is calculated as
T
∑
t=T0
r∗(t) = m
√
E(T0)
λ
G(T0) (8)
Proof. The proof is given in Appendix A.
Thus, the offline optimization problem becomes:
max
T0
m
√
E(T0)
λ
G(T0) (9)
2≤ T0 ≤ T.
The above maximization problem has only one integer variable and hence, the optimal value
for T0 can be easily calculated numerically.
V. OPTIMAL ONLINE POLICY
Note that, in the online case, g(t) is only available causally. Therefore, the optimization
problem in (2)-(5) cannot be solved using offline optimization tools and an online algorithm
is required for its solution. A common approach to solve similar problems is to use dynamic
programming (DP) to find the solution numerically, and store the optimal decisions in a look-up
table for the WPD. However, solving a DP and storing the result is prohibitive for resource
constrained WPDs. In the following, we extend the insights gained in the offline case to the
online counterpart of the optimization problem in (2).
At each time slot t ≥ T0, the WPD allocates a fraction of its remaining energy and allocates
p(t) = α(t)E(t) as its transmit power. Hence, the optimization problem converts to:
max
T0,{α(t)}Tt=T0
T
∑
t=T0
m
√
g(t)α(t)E(t)
λ
(10)
0≤ α(t)≤ 1, t = T0, . . . ,T, (11)
E(t +1) = E(t)+Eh(t), t = 1, . . . ,T0−1 (12)
E(t +1) = (1−α(t))E(t), t = T0, . . . ,T. (13)
A. Dynamic Energy Allocation
In this section, we first optimize the values of α(t) by conditioning on T0. Then using the
obtained result, we will give a criteria for stopping the EH process, i.e., optimizing the value of
T0.
Let the offloading period begin at T0 and aim to maximize the throughput over T −T0 time
slots by using DP. The problem is recursively solved starting at the last time slot T , and the
result is propagated by recursion until it reaches t = T0. We denote the instantaneous reward of
choosing α(t) by Uα(t)(E(t),g(t)) which is the instantaneous number of bits transmitted to the
AP, when the the amount of available energy at time t, is E(t) and the channel power gain is at
state g(t). Thus,
Uα(t)(E(t),g(t)) =
m
√
α(t)g(t)E(t)
λ
. (14)
We denote the action-value function by Vα(E(t),g(t)) which is equal to the instantaneous
reward of choosing α(t) plus the expected number of bits that can be transmitted in the future.
Hence, the action-value function evolves as,
Vα(t)(E(t),g(t)) =Uα(t)(E(t),g(t))+∑qiV (E(t +1),gi), (15)
where, V (E(t),g(t)) is the value function defined as,
V (E(t),g(t)) = max
α(t)
Vα(t)(E(t),g(t)). (16)
Note that at the last time slot, i.e., t = T , all the energy in the battery will be used for
transmission, i.e., α(T ) = 1. Thus, it follows that,
V (E(T ),g(t)) =U1(E(T ),g(T ))
=
m
√
g(T )E(T )
λ
=
m
√
g(T )(1−α(T −1))E(T −1)
λ
. (17)
We maximize the action-value function at t = T −1 by optimizing α(T −1) as follows,
Vα(E(T −1),g(T −1)) =Uα(E(T −1),g(T −1))+∑qiV ((1−α(T −1))E(T −1),gi)
=
m
√
g(T −1)α(T −1)E(T −1)
λ
+∑qi m
√
gi((1−α(T −1))E(T −1))
λ
.
(18)
It is easy to see that (18) is concave with respect to α(T −1). Therefore, by differentiating (18),
the optimal α(T −1) can be calculated as follows:
α∗(T −1) = g(T −1)
1
m−1
g(T −1) 1m−1 +Q(T −1) mm−1
, (19)
where,
Q(T −1) =∑qi m√gi. (20)
The corresponding value function can also be calculated as
V (E(T −1),g(T −1)) = m
√
E(T −1)
λ
(
g(T −1) 1m−1 +Q(T −1) mm−1 )m−1m . (21)
In a similar manner as above, we can recursively calculate the optimal α(t) for t =T−2, . . . ,T0.
The result is summarized in the following theorem.
Theorem 2. For any t = T −1, . . . ,T0, the optimal decision is to choose
α∗(t) =
g(t)
1
m−1
g(t)
1
m−1 +Q(t)
m
m−1
, (22)
where
Q(t) =∑qi
(
g
1
m−1
i +Q(t +1)
m
m−1
)m−1
m . (23)
The corresponding value function is
V (E(t),g(t)) = m
√
E(t)
λ
(
g(t)
1
m−1 +Q(t)
m
m−1
)m−1
m (24)
Proof. The proof is given in Appendix B.
Theorem 2 gives a framework to dynamically allocate energy at each time slot t ≥ T0. Instead of
numerically solving the DP and storing it in a large look up table, WPD needs to just calculate and
store an array of values with a maximum dimension of T . The closed form expressions derived
in (22)-(24) significantly simplify the procedure to optimize T0. We will use these results to find
an structure for the optimal stopping time problem in the subsequent section.
B. Optimal Stopping time for the EH Process
In the following, we derive the optimal stopping time for the EH process, i.e., optimizing T0
in (2)-(5). Recall that the WPD accumulates energy up to some time t, and then stops the EH
process to start offloading its task. Also, recall that during EH, the WPD is blind to the channel
conditions. If the WPD stops the EH process at time t, then the expected number of bits that
can be transmitted is
∑qiV (E(t),gi) =∑qi m
√
E(t)
λ
(
g
1
m−1
i +Q(t)
m
m−1
)m−1
m
=
m
√
E(t)
λ
Q(t−1). (25)
Note that (25) follows from the definition of Q(t) given in (23).
Let Jt(E(t)), t = 1, . . . ,T be the maximum expected number of bits that can be transmitted if
the EH process is stopped at time t, and the amount of available energy is E(t). At any time
t, the WPD will either stop or continue the EH process. The optimal stopping time for the EH
process can be formulated as
max
t≤T
Jt(E(t)), (26)
where
Jt(E(t)) = max
(
m
√
E(t)
λ
Q(t−1),E(Jt+1(E(t +1))
∣∣∣∣E(t))
)
. (27)
The problem can be formulated as a DP and recursively solved for every possible E(t) and
t. Before proceeding, we need the following lemma.
Lemma 1. Q(t), defined in (23) is a monotonically decreasing function in t.
Proof.
Q(t)
Q(t +1)
=
∑qi
(
g
1
m−1
i +Q(t +1)
m
m−1
)m−1
m
Q(t +1)
=∑qi
(
1+
g
1
m−1
i
Q(t +1)
m
m−1
)m−1
m > 1. (28)
It readily follows that Q(t)> Q(t +1).
Note that at t = T , the best strategy is to stop the EH process and start offloading, since
otherwise no bits can be offloaded to the AP. Thus,
JT (E(T )) =
m
√
E(T )
λ
Q(T −1). (29)
We continue the recursive evaluation at time slot t = T −1. We have,
JT−1(E(T −1))
= max( m
√
E(T −1)
λ
Q(T −2),E(JT (E(T ))|E(T −1)))
= max( m
√
E(T −1)
λ
Q(T −2),∑qi m
√
E(T −1)+ ei
λ
Q(T −1)) (30)
Since Q(T −2)> Q(T −1) as proven in Lemma 1, if E(T −1)≥ γ(T −1) , then
m
√
E(T −1)
λ
Q(T −2)≥∑qi m
√
E(T −1)+ ei
λ
Q(T −1)), (31)
where γ(T −1) is the solution to the following equation
∑qi m
√
1+
ei
γ(T −1) =
Q(T −2)
Q(T −1) . (32)
Note that γ(T − 1) admits a unique solution because the left hand side of (32) is a strictly
decreasing function in γ(T −1) and its range belongs to (1, ∞). Also, from Lemma 1, we know
that Q(T−2)Q(T−1) > 1. Hence, it is optimal to stop the EH process at time T−1 if E(T−1)≥ γ(T−1).
This suggests that the optimal stopping times are governed by a time varying threshold type
structure, where at any given time t, it is optimal to stop the EH process if E(t)≥ γ(t). Before,
proving this observation, we need the following lemma.
Lemma 2. For any k = 1, . . . ,T −1, we have
Q(T − k−1)
Q(T − k) <
Q(T − k)
Q(T − k+1) (33)
Proof. By using (23), we have
Q(T − k−1)
Q(T − k) =
∑qi
(
g
1
m−1
i +Q(T − k)
m
m−1
)m−1
m
Q(T − k)
=∑qi
(
1+
g
1
m−1
i
Q(T − k) mm−1
)m−1
m , (34)
and,
Q(T − k)
Q(T − k+1) =
∑qi
(
g
1
m−1
i +Q(T − k+1)
m
m−1
)m−1
m
Q(T − k+1)
=∑qi
(
1+
g
1
m−1
i
Q(T − k+1) mm−1
)m−1
m . (35)
From Lemma 1, we have Q(T − k)> Q(T − k+1) and thus the lemma holds.
In the following theorem, we give the structure of the optimal stopping policy.
Theorem 3. At each time slot t, the optimal decision is to stop the EH process if E(t)≥ γ(t),
where γ(t) is the solution to the following equation,
∑qi m
√
1+
ei
γ(t)
=
Q(t−1)
Q(t)
(36)
Proof. The proof is in Appendix C.
The results established in Theorem 2 and 3 enables us to develop an online low complexity
optimal algorithm that maximizes the expected throughput. The procedure is summarized in
Algorithm 1.
VI. OPTIMAL SENSING
Thus far, we have considered a general problem of maximizing the throughput of a WPD
over a finite horizon. However, in practice most WPDs will be sensors collecting data to provide
Algorithm 1 Online policy
1: Initialize Q(t) for t = 0, . . . ,T −1 using (23),
2: Initialize γ(t) for t = 1, . . . ,T −1 using (36),
3: for t = 1 : T do
4: if E(t)< γ(t) then
5: continue the EH process
6: else
7: T0 = t,
8: Stop the EH process,
9: Break
10: for t = T0 : T do
11: Calculate α(t) using (22),
12: Transmit using α(t)E(t).
situational awareness to the users [33]. Hence, we next consider a related problem formulation,
where we aim to maximize the overall utility of the system defined as a function of bits delivered
successfully by the end of time horizon. For example, the WPD could be an image sensor that
transmits images to the AP tracking the eye movement, i.e., estimating the gaze location of a
person [34]. The accuracy of estimating the gaze depends on the number of pixels per frame. A
gaze error varies from 10−15 pixels at 77 pixels/frame to 0−3 pixels at 1984 pixels/frame [35].
Hence, providing a high resolution input data provides a higher utility. However, the increased
utility in the application layer comes at a price of reduced chance of delivering the input data to
the AP due to the finite time horizon and the dynamic nature of the wireless link. Hence, there
exists an optimal trade-off in balancing the quality of input data and probability of delivering it
successfully to the AP for processing.
The WPD is able to provide an input data at K different quality points where each quality point
is described by the number of bits used, i.e., Lk bits for k = 1, . . . ,K. Let the energy consumed
for generating a type k input data be Ek joules. If the WPD successfully delivers a type k data,
it receives a known utility of Z(Lk), and zero otherwise. In other words, if the throughput of a
transmission frame is larger than the packet size, then the packet is successfully delivered to the
AP. We formulate the utility optimization as follows:
max
Lk,T0,{α(t)}Tt=T0
Z(Lk)P
(
T
∑
t=T0
m
√
g(t)α(t)E(t)
λ
> Lk
)
(37)
0≤ α(t)≤ 1, t = T0, . . . ,T, (38)
E(t +1) = E(t)+Eh(t), t = 1, . . . ,T0−1, (39)
E(t +1) = (1−α(t))E(t), t = T0, . . . ,T, (40)
Lmin ≤ Lk ≤ Lmax. (41)
The above optimization problem consists of three sub-problems; choosing the size of the input
data Lk, determining the optimal WPT duration T0, and optimal power allocations in the IT
period α(t), t = T0, . . . ,T . The online policy presented in Algorithm 1 has the maximum possible
throughput on the average with respect to any other policy. Hence, it has a better probability of
success compared to any alternative policy. Thus, the WPD uses Algorithm 1 to determine the
optimal duration of WPT and power allocations in the IT period. It should be noted that the
thresholds, that are used to determine the optimal WPT duration, need to be adjusted by adding
Ek to all the thresholds to account for the energy consumption due to sensing the data.
Let the event of successfully delivering a packet of Lk bits be χk. More specifically:
χk =
{
1 if ∑Tt=T0 r(t)> Lk,
0 otherwise.
(42)
We rewrite the optimization problem of interest as follows:
max
{Lk}Kk=1
Z(Lk)E(χk) (43)
The WPD in the beginning of each transmission frame chooses a Lk that optimizes the above
optimization problem3. The unknown quantities in the optimization problem are E(χk), k =
1, . . . ,K. We aim to learn these quantities using a reinforcement learning (RL) technique. The
RL framework interacts with the environment and learns the values of the parameters of interest
by observing the outcomes of its decisions. This problem can be efficiently formulated in the
context of multi armed bandit (MAB) problem. The parameters of interest in the MAB are
3Note that a better strategy is to choose the size of the data after observing the amount of harvested energy and the duration
of IT period. However, this comes at the cost of conditioning on a two dimensional state which extremely complicates the
solution that is not suitable for less capable WPDs.
denoted by θk =E(χk) =P(χk = 1). We aim to efficiently infer each θk by interacting with the
environment and observing the outcomes. In a MAB there are multiple arms (i.e., actions) each
generating a random reward according to a probability distribution function (PDF). An agent
sequentially chooses an action xt = k for t = 1, . . . and readjusts it strategy by observing the
reward with the hope of maximizing its expected reward. In our problem, there are K actions.
The WPD keeps initial estimates of θˆk about the unknown parameters θk. The WPD chooses an
action xt = k and observes the event Z(Lk) ·χk. Based on the observation, it updates θˆk until the
algorithm converges to the optimal value. The typical method for optimizing a MAB problem
is by the well known ε-greedy algorithm presented in Algorithm 2. The ε-greedy algorithm
consists of two steps; exploration and exploitation. Exploration improves the estimate of non-
greedy actions’ values while exploitation is favorable when we reach a sufficient knowledge
about the estimate of actions. ε-greedy algorithm, with probability (w.p.) 1−ε , greedily chooses
an action k that maximizes Z(Lk)θˆk and w.p. ε randomly chooses an action. In other words,
w.p. ε the algorithm explores in the action space of the MAB while w.p. 1− ε the algorithm
exploits what it already knows. Although such an approach is guaranteed to approach the optimal
performance [26], provided that ε is sufficiently small, the convergence rate of the algorithm is
poor. This is because ε-greedy algorithm does not judiciously explore in the parameter space.
To speed up the convergence, we use a Bayesian inference method to judiciously explore in the
action space of the MAB problem. The augmentation of the Bayesian framework in MAB is
known as Thompson sampling (TS) [36]. To see how TS works, let us model the uncertainty
θk by assuming a prior distribution for it. Each θk is distributed according to a Beta distribution
with parameters ak and bk. In particular, for each arm k, the prior probability density function
of θk is:
P(θk) =
Γ(ak +bk)
Γ(ak)Γ(bk)
θ ak−1k (1−θk)bk−1, (44)
where Γ(.) denotes the gamma function. The reason for choosing Beta as prior distribution is
the conjugacy property of Beta distribution with Bernoulli distribution. In other words, if prior
is Beta distributed and the likelihood is Bernoulli distributed, then the posterior distribution is
also Beta distributed. This facilitates the process of sampling from the posterior distribution4.
4Note that the conjugacy property only makes it easier to sample from the posterior distribution. In case where the posterior
distribution does not admit any known PDF, efficient Monte-Carlo methods such as Markov chain Monte-Carlo (MCMC) [37]
method and its variants such as Gibbs sampling can be used to efficiently sample from the posterior.
Given a sample realization of χk, we are interested in updating the posterior distribution of θk.
We have:
P(θk|χk) ∝ P(θk)P(χk|θk)
=
θ ak−1k (1−θk)bk−1
B(ak,bk)
θ χkk (1−θk)1−χk
∝ θ ak−1+χkk (1−θk)bk−1+1−χk (45)
Hence, the posterior distribution is also Beta distributed with parameters, ak +1{χk=1} and bk +
1{χk=0}. Note that at every given time, only a single observation regarding the chosen action is
revealed. Hence, after retrieving the observation about an action, the parameters of the posterior
distribution is updated as:
(ak,bk)←
{
(ak,bk) if xt 6= k,
(ak +χk,bk +1−χk) if xt = k.
(46)
The TS algorithm is given in Algorithm 3. Note that the only difference between the TS and ε-
greedy algorithms in the exploration phase of the problem. TS judiciously explores by modeling
the uncertainty of each action using a distribution with decreasing variance in the number of
observations explored. This prevents the TS from exploring the actions that are believed to be
sub-optimal. Meanwhile ε-greedy explores the action space randomly, reducing the efficiency of
the exploration phase.
Algorithm 2 ε-greedy
1: for t = 1,2, . . . do
2: With probability ε
3: for k=1,. . . ,K do
4: θˆk = akak+bk
5: xt ←
{
argmaxk Z(Lk)θˆk with probability 1− ε,
choose a random action with probability ε.
6: Apply xt and observe χk
7: update the posterior using (46)
VII. NUMERICAL RESULTS
In this section, we compare the performance of the optimal online policy with that of the
offline as well as two benchmark policies, namely uniform and power-halving policies. In uniform
Algorithm 3 TS
1: for t = 1,2, . . . do
2: Sample from the posterior
3: for k=1,. . . ,K do
4: Sample θˆk ∼ beta(ak,bk)
5: xt ← argmaxk Z(Lk)θˆk
6: Apply xt and observe χk
7: update the posterior using (46)
policy, the amount of harvested energy is uniformly distributed in the IT period. Power-halving
policy allocates half of its available energy in each time slot in the IT period. The WPT duration
for both uniform and power-halving policy is optimized using exhaustive search method. We
also evaluate the performance of TS algorithm in the utility maximization problem developed in
Section VI and compare it with that of ε-greedy.
For the channel state, we assume two different channel models based on Rayleigh and Gilbert-
Elliot (G-E) fading models. For Rayleigh fading, we assume an average channel gain of 1. For
G-E model, we assume that there are two state; good and bad. The gain of good state is 1 and
that of bad state is 0. The good and bad states occur with probability of 0.6 and 0.4, respectively.
We assume that the AP transmits with power P = 20dBm which is normalized with respect to
distance and EH efficiency. Time slot duration is 1ms, the bandwidth is assumed to be 2KHz,
and the noise power density is 176 dBm/Hz.
A. Rate-Energy Trade-off
We first evaluate the rate-energy trade-off of the online policy which is the expected total
number of bits transmitted with respect to the amount of harvested energy in a finite duration
of T . In Figure 4a, for different values of channel discretization level, N, and a frame length
of 15 time slots, the rate-energy trade-off is depicted. For different values of T , and N = 15,
Figure 4b, illustrates the rate-energy trade-off. We observe from the figures that, spending too
much time for transmitting more energy in the EH period reduces the time for IT period which
in turn reduces the throughput. On the other hand, if we reduce the EH period, there would be
less energy in the IT period resulting in a reduced throughput. Hence, an optimal balance is
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Figure 4: The effect of channel discretization and deadline duration on the expected throughput.
required.
B. Performance Evaluation
In Figure 5, when the fading is Rayleigh, the expected total number of bits that are transmitted
in 100 time slots is depicted with respect to the number of channel discretization levels, N. We
observe that as the number of channel levels increases, the discretization error decreases and
hence the throughput of the all policies improve. The online policy achieves a throughput close
to the upper-bound by optimally determining the WPT duration and power allocation in the
IT period. Although the uniform and power-halving policies harvest energy for an optimum
duration, they considerably perform poor due to the blind power allocation in the IT period.
Next, we plot the expected total throughput of the WPD under Rayleigh and G-E fading
models in Figure 6a and Figure 6b, respectively. Again, the online policy, for all values of
T , achieves an outstanding performance compared to the offline policies. For smaller values
of T , the power-halving policy achieves a good performance. However, as T increases, due to
the concave nature of the rate-power function, the power-halving strategy becomes significantly
inefficient. On the other hand, uniform policy is able to perform better, for larger values of T ,
with respect to power-halving policy by allocating the harvested energy uniformly across the
IT period. Finally, we illustrate the transmission rate of the WPD in units of bits per seconds
(bits/sec) in Figure 7. IT can be seen from both Figure 7a and Figure 7b that the online policy
has a significantly higher rate than the uniform and power-halving policies. It is also evident
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Figure 5: Expected total throughput of the WPD with respect to the number of channel
discretization levels in T = 100 time slots.
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Figure 6: Expected total throughput of the WPD with N = 20 channel levels with respect to the
frame length, T .
that on the average, the online policy achieves a significantly good performance with respect to
the offline policy.
C. MAB
Here, we evaluate the performance of TS and ε-greedy algorithms and compare their per-
formance. In Figure 8, we plot the per-period regret of both algorithms. For plots, we use the
following synthetic parameters; T = 15, N = 30, L = 1000, 2500, 3000 bits, Z = 500, 700, 750,
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(a) Expected transmission rate of the WPD with
respect to T under Rayleigh fading.
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Figure 7: Expected transmission rate of the WPD with N = 20 channel levels with respect to
the frame length, T .
and E = 1, 3, 4 µJoules. Per-period regret is the gap between the optimal utility and the utility
achieved by the given algorithm. We obtain the value of the optimal utility by exhaustive search
for comparison purposes only. Each point in Figure 8 is averaged over 105 samples.
The greedy algorithm (ε = 0) has the worst performance as it does not explore at all. By
giving non-zero values for ε , we can see that 0.05-greedy and 0.1-greedy greatly improve
upon the greedy algorithm by performing explorations. However, we see a poor performance
regarding their convergence rate. TS improves the convergence rate significantly by simply adding
intelligence to the exploration phase. This makes the TS algorithm to approach a per-period regret
of 0 considerably faster than the ε-greedy algorithm.
VIII. CONCLUSIONS
In this work, we studied the a WPCN scenario operating in a finite horizon. An AP transmits
an RF signal to energize an WPD for a certain duration (WPT period) and then it stops sending
energy and collects data from the WPD in the remainder of the horizon (IT period). The wireless
channel varies randomly over the horizon and it is only available to the WPD causally and only
in the IT period. We first derived an upper-bound for the performance of the network in an
offline manner by assuming that the channel realizations are available non-causally at the AP.
We then studied the online counterpart of the problem by assuming that the channel realization
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Figure 8: Per-period regret comparison of TS and ε-greedy algorithms for ε = 0,0.05,0.1.
are available only causally and in the IT period. We show that there exist a time-dependent
threshold on the energy level of the WPD in which it is optimal to stop WPT and start the IT
period. Then, we show that the optimal power allocation in the IT period follows a fractional
structure in which the WPD at each time slot allocates a fraction of its energy that depends on
the immediate channel state as well as certain measure of future expectations. The numerical
results show that the online policy achieves a performance significantly close to the upper-bound.
We then extended the model by embedding a MEC unit at the AP capable of performing heavy
computational tasks. We formulated a Bayesian inference reinforcement learning problem to
address the dependency of the application performance coupled with that of physical layer. We
show that the Bayesian inference achieves a convergence rate that is much faster than that of the
ε-greedy algorithm. In the future, we aim to extend the results to the case of multiple WPDs.
APPENDIX A
PROOF OF THEOREM 1
Consider the following concave optimization of the throughput at time T −1 and T +1, given
that the amount of available energy at time T −1 is E(T −1)
max
p(T−1),p(T )
m
√
g(T −1)p(T −1)
λ
+
m
√
g(T )(E(T −1)− p(T −1))
λ
p(T −1)≤ E(T −1), p(T )≤ E(T −1)− p(T −1).
The WPD at the last time slot should utilize all the available energy before the transmission
frame expires. Hence, we set p(T ) = E(T −1)− p(T −1). The optimization problem becomes
max
p(T−1)
m
√
g(T −1)p(T −1)
λ
+
m
√
g(T )(E(T −1)− p(T −1))
λ
0≤ p(T −1)≤ E(T −1).
The Lagrangian of the above problem can be written as
L (p(T −1),µ1,µ2) = m
√
g(T −1)p(T −1)
λ
+
m
√
g(T )(E(T −1)− p(T −1))
λ
−µ1(p(T −1)−E(T −1)+µ2 p(T −1)
The derivative of the Lagrangian is calculated as follows
∂L (p(T −1),µ1,µ2)
∂ p(T −1) =
1
m
m
√
g(T −1)
λ
p(T −1) 1m−1
− 1
m
m
√
g(T )
λ
(E(T −1)− p(T −1)) 1m−1 +(µ2−µ1)
Prior to equating the Lagrangian to zero, we assume that the optimal power allocation satisfies
the constraint, i.e., 0≤ p∗(T −1)≤ E(T −1), and set µ1 = µ2 = 0. By solving the derivative of
the relaxed Lagrangian, we get
p∗(T −1) = g(T −1)
1
m−1
g(T −1) 1m−1 +g(T ) 1m−1
E(T −1)
Note that since 0 ≤ g(T−1)
1
m−1
g(T−1) 1m−1 +g(T ) 1m−1
≤ 1, the constraint is satisfied. Let us calculate the
optimum sum throughput at time T −1 and T :
r(T −1)+ r(T ) = m
√
g(T −1)p∗(T −1)
λ
+
m
√
g(T )(E(T −1)− p∗(T −1))
λ
=
m
√
E(T −1)
λ
[
m
√√√√ g(T −1)g(T −1) 1m−1
g(T −1) 1m−1 +g(T ) 1m−1
+ m
√√√√ g(T )g(T ) 1m−1
g(T −1) 1m−1 +g(T ) 1m−1
]
=
m
√
E(T −1)
λ
g(T −1) 1m−1 +g(T ) 1m−1
m
√
g(T −1) 1m−1 +g(T ) 1m−1
=
m
√
E(T −1)G(T −1)
λ
,
where G(T − 1) = [g(T − 1) 1m−1 + g(T ) 1m−1 ]m−1. To generalize the results, we use induction.
Suppose that the above results are true for some time t +1. Next consider the optimization of
sum throughput from time t to T :
max
p(t)
m
√
g(t)p(t)
λ
+
m
√
(E(t)− p(t))G(T −1)
λ
Similar to the above analysis, it follows that
p∗(t) =
g(t)
1
m−1
g(t)
1
m−1 +G(t +1)
1
m−1
E(t)
T
∑
τ=t
r(τ) = m
√
E(t)G(t)
λ
,
where G(t) =
[
g(t)
1
m−1 +G(t +1)
1
m−1
]m−1
APPENDIX B
PROOF OF THEOREM 2
The proof is by induction. We have shown in (19), (20), and (21), that the case for k = 1 is
true. By assuming the the case for k−1 is true, let us calculate the case k. The value function
is given as
Vα(E(T − k),g(T − k)) =Uα(E(T − k),g(T − k))+∑qiV (E(T − (k−1)),gi) (47)
Note that E(T − (k− 1)) = (1−α(T − k))E(T − k) and since the case is true for k− 1, from
(24), we have
V (E(T − (k−1)),gi) = m
√
(1−α(T − k))E(T − k)
λ
(
g
1
m−1
i +Q(T − k+1)
m
m−1
)m−1
m (48)
By substituting (48) in (47) we get
Vα(E(T − k),g(T − k)) = m
√
g(T − k)α(T − k)E(T − k)
λ
+∑qi m
√
(1−α(T − k))E(T − k)
λ
× (g 1m−1i +Q(T − k+1) mm−1 )m−1m (49)
By differentiating with respect to α(T − k) and equating to zero, we obtain:
α∗(T − k) = g(T − k)
1
m−1
g(T − k) 1m−1 +Q(T − k) mm−1
, (50)
where
Q(T − k) =∑qi
(
g
1
m−1
i +Q(T − k+1)
m
m−1
)m−1
m (51)
Hence, (22) and (23) hold by induction. For the last part let us calculate V (E(T −k),g(T −k))
V (E(T − k),g(T − k)) = m
√√√√ g(T − k)g(T − k) 1m−1 E(T − k)
λ (g(T − k) 1m−1 +Q(T − k) mm−1 )
+∑qi m
√√√√ Q(T − k) mm−1 E(T − k)
λ (g(T − k) 1m−1 +Q(T − k) mm−1 )
(
g
1
m−1
i +Q(T − k+1)
m
m−1
)m−1
m
= m
√
E(T − k)
λ (g(T − k) 1m−1 +Q(T − k) mm−1 )
(g(T − k) 1m−1 +Q(T − k) mm−1 )
=
m
√
E(T − k)
λ
(
g(T − k) 1m−1 +Q(T − k) mm−1 )m−1m . (52)
Thus, (24) also holds by induction.
APPENDIX C
PROOF OF THEOREM 3
The proof is by induction. We will show that the result of the theorem is true for Jt(E(t)) for
all t = 1, . . . ,T − 1. The result of the theorem is verified for t = T − 1 in (32). Let us assume
that the theorem holds for t +1, i.e., if E(t +1)≥ γ(t +1), it is optimal to stop the EH process,
where γ(t +1) is the solution to the following equation,
∑qi m
√
1+
ei
γ(t +1)
=
Q(t)
Q(t +1)
(53)
At time slot t we have:
Jt(E(t)) = max
(
m
√
E(t)
λ
Q(t−1),E(Jt+1(E(t +1))|E(t)
)
(54)
First, let us assume that E(t)≥ γ(t +1). Since E(t +1)≥ E(t), it readily follows that E(t +1)≥
γ(t +1). Thus, we have
E(Jt+1(E(t +1))|E(t)) =∑qi m
√
E(t)+ ei
λ
Q(t)) (55)
Hence,
Jt(E(t)) = max
(
m
√
E(t)
λ
Q(t−1),∑qi m
√
E(t)+ ei
λ
Q(t)
)
(56)
Since, Q(t−1)> Q(t), if E(t)≥ γ(t), then it is optimal to stop the EH process, and γ(t) is the
solution of,
∑qi m
√
1+
ei
γ(t)
=
Q(t−1)
Q(t)
. (57)
Note that the left hand side of (57) is strictly decreasing with respect to γ(t) and its range is
(1 ∞). Since Q(t−1)Q(t) > 1 is proved in Lemma 1, there is a unique solution for γ(t) satisfying
(57). Thus, if E(t) ≥ γ(t + 1), then the theorem is also true for case k. In the following, we
will generalize the proof for any value of E(t). Note that if γ(t)> γ(t +1), then the proof will
include any E(t). Because, if E(t)≥ γ(t), then,
E(t +1)≥ E(t)≥ γ(t)> γ(t +1), (58)
and (55) will hold. Using the results of Lemma 2 we have
∑qi m
√
1+
ei
γ(t)
<∑qi m
√
1+
ei
γ(t +1)
(59)
Hence, γ(t)> γ(t +1), and the theorem holds.
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