The intent of this discussion is to highlight opportunities and limitations of utility-based and decision theoretic arguments in clinical trial design. The discussion is based on a specific case study, but the arguments and principles remain valid in general. The example concerns the design of a randomized clinical trial to compare a gel sealant versus standard care for resolving air leaks after pulmonary resection. The design follows a principled approach to optimal decision making, including a probability model for the unknown distributions of time to resolution of air leaks under the two treatment arms and an explicit utility function that quantifies clinical preferences for alternative outcomes. As is typical for any real application, the final implementation includes some compromises from the initial principled setup. In particular, we use the formal decision problem only for the final decision, but use reasonable ad hoc decision boundaries for making interim group sequential decisions that stop the trial early. Beyond the discussion of the particular study, we review more general considerations of using a decision theoretic approach for clinical trial design and summarize some of the reasons why such approaches are not commonly used.
Introduction
We discuss opportunities and practical limitations of approaching clinical trial design as a formal decision problem. Using a case study as a running example keeps the argument focused and specific. We review a study that was set up to compare a hydrogel sealant (Progel) against standard care for patients who develop air leaks after pulmonary resection. The main features of the design are the elicitation of a utility function that quantifies clinical preferences for time to resolve the air leaks and a nonparametric Bayesian prior for the distributions of the resolution time under the two treatment arms. A Bayesian nonparametric (BNP) model is a prior for an unknown probability measure that is not restricted to a specific parametric family. Both features are important. The utility function is only meaningful if the probability model allows learning about detailed features of the event time distribution, and the nonparametric model is only needed when the decision hinges on such details. In the upcoming discussion, we focus mainly on the features of the decision problem. A complete discussion of the design and the trial appears in [1] , including extensive simulations to evaluate the design's operating characteristics (OCs) under alternative scenarios.
The use of decision theoretic approaches in Bayesian clinical trial design is rare. Commonly used methods use Bayesian inference to compute posterior probabilities of clinically meaningful events or inference summaries for key parameters but then use these summaries for reasonable, but ad hoc designs. See, for example, [2] or [3] for a recent review. Beyond clinical trial design, Bayesian decision theoretic approaches are not widely used for optimal design in general. The review by [4] discusses commonly used Bayesian approaches to optimal design, focusing mainly on design problems related to learning about unknown parameters but clearly recognizing the importance of more general problems. To date, this paper remains one of the most cited and most comprehensive reviews of Bayesian optimal design. In their final discussion, Chaloner and Verdinelli write 'It is clearly helpful, in the design process, to carefully consider the reason the experiment is being done and to consider what utility should be used. [...] it would also be interesting to see alternatives constructed and explored in future research'. In the following discussion, we review one such construction which is in the spirit of what Kathryn Chaloner might have wished to see.
The discussion is restricted to the particular decision problem of clinical trial design and even further focused by following a particular example. The arguments are meant to highlight the benefits of following a formal decision theoretic setup and also to indicate the practical limitations and challenges that are involved.
Decision problem

Framework
We set up the design problem as a Bayesian decision problem, following a formal, principled approach. See, for example, [5] or [6] for a description of the general framework. Briefly summarized, the ingredients of a Bayesian decision problem are a probability model for all relevant unknown quantities, including data, future data, and unknown parameters of interest and a utility function that formalizes relative preferences of a decision maker under hypothetical data and assumed parameters. The optimal action, known as the Bayes rule, is the action that maximizes utility, in expectation over all unknown variables and conditional on all known variables. To be specific, let y denote the data. Often, some data may already be observed at the time of decision making. In that case, we partition the data vector into (y, y 0 ) denoting the observed data by y 0 (but we will simply use y when all data is observed). Let denote unknown parameters, and let d denote the decision. The Bayesian probability model usually is given as a sampling model for the data, p(y, y 0 | , d) and a prior model, p( ). Including d here in the conditioning set is a slight abuse of notation and only indicates that the sampling model can be indexed by d. In general, the prior also could be indexed by d, but this usually is not performed. Finally, let u(d, , y) denote the utility, defined as a function of a possible action d, assumed parameters , and hypothetical data y. The utility function represents the decision maker's relative preferences for actions under an assumed truth and data. Let A denote the action set of all possible decisions under consideration. The Bayes rule is
Letting
Here, the conditioning bar in U(⋅) indicates the conditioning on y 0 in the expectation. One can argue, from first principles, that a rational decision maker should act as if he or she were maximizing expected utility U(d | y 0 ) [7] .
An important detail in the setup is the statement of the action set A. Usually, the set of possible actions is highly restricted, to avoid unintuitive, unreasonable, or impractical decisions. A good choice of action set avoids awkward solutions d ⋆ . Mathematically, a choice of a probability model and a utility function implies an optimal decision d ⋆ . But the mapping is very indirect through the integration and maximization in (1), and technical details in the choice of the probability model and utility function could lead to unintended solutions if care is not taken to restrict A suitably. We will give examples of this later on.
Terminal decision
The design of the Progel study involves two different types of decisions. After each patient cohort is treated, and their outcomes are observed, we decide whether to continue accrual (Sequential Stopping Decision). Let a c ∈ {0, 1} denote the continuation decision, with a c = 0 indicating continuation and a c = 1 for early stopping. We index cohorts by c = 1, … , C, with a 1 denoting the continuation decision after the first cohort, etc. The study includes a maximum sample size. That is, we restrict a C = 1. Upon stopping, we decide whether or not to report Progel as superior (Terminal Decision). Let d ∈ {0, 1} denote the terminal decision, with d = 0 for recommending standard care versus d = 1 for Progel. In summary, the action set is a c ∈ {0, 1} and d ∈ {0, 1}.
Ideally, all decisions should be made as Bayes rule with respect to the same underlying utility function. However, this is where the need to construct a practicable implementation that actually can be used to conduct clinical trial parts with the principled approach. For the Progel trial, only the terminal decision d is implemented as a Bayes rule. In contrast, the stopping decisions are based on a reasonable group sequential decision boundary. Details of the latter are discussed in the next section. We first discuss the terminal decision and explain the terminal decision graphically, in Figure 1 .
Posterior inference. Index j = 1 for Progel and j = 0 for standard care, with sample sizes n 1 and n 0 . Let y ji denote the time until resolution of air leaks for patient i = 1, · · · , n j in treatment arm j. Let G j (y) denote the distribution of time to resolution of air leaks, j = 0, 1. That is, y ji ∼ G j independently for all i = 1, · · · , n j . We will use a BNP model for G j . That is, G j itself is the unknown parameter, for which the BNP model defines a prior p(G j ). Figure 1(a) shows hypothetical posterior means for G 0 and G 1 , conditional on all patients up to a particular time during the trial. For some patients, actual event times are recorded, while for others the time until resolution of air leaks is censored at the current time. Note that G 1 has a point mass at y = 0, corresponding to a nonzero probability of immediate resolution of air leaks, before day 1. 
In words, the utility function is an indicator of average clinical payoff under Progel being more than 18 units superior to the average under control. The offset of 18 units in the comparison relates to the minimum clinically meaningful difference (on the scale of v).
Expected utility and Bayes rule. Let y denote all currently observed data, and let G j = E(G j | y) denote the current posterior mean of G j . Expected utility is computed as
and similarly
To decide between the two treatments, we compare
. Panel (c) shows, for these assumed G 0 and G 1 and this utility function, that Progel is the treatment with higher expected utility. In this case, we would report Progel as the recommended treatment.
There is an important point about (2) . At the time of the terminal decision, we have already made the earlier sequential stopping decisions. Therefore, the only argument of the expected utility function at this moment is the terminal decision d.
In the actual application, the utility function was elicited from the principal investigator of the study. The highly nonlinear relative preferences for early resolution times in Figure 1(b) reflect the clinical importance of a quick resolution. Leaks that persist beyond the immediate postoperative period of 5 days may result in longer chest tube drainage, greater postoperative pain, increased risk of infection, empyema, thromboemboli, and increased length of hospitalization. For these reasons, the utility function includes a strong preference for early resolution of air leaks.
The probability model underlying inference on G j in (2) , that is, that defines p(G j | y), will be discussed in more detail in the next sections. Briefly, we use a dependent Dirichlet process (DDP) model. This is a BNP model for related random probability measures, in our case G 0 and G 1 . We develop the model for y ji on a log scale, that is, for y ji = log(T ji + 1), where T ji is resolution time in days. In particular, y ji = 0 corresponds to immediate resolution. In the following discussion, little would be lost if the DDP model were replaced by a mixture of k, say k = 3, normals, that is, assuming G j = ∑ 3 h=1 w h N( jh , 2 ), with common weights w h for G 0 and G 1 , and an order constraint 0h ≥ 1h on the normal location parameters. One more elaboration of the model adds a point mass at y = 0, to allow for immediate resolution of air leaks. This is given by
, where 0 denote the point mass 1 at y ji = 0. Later, we will introduce the model actually used, which involves additional generalizations. Still, little would be lost if the actual model were replaced by the simple zero-enriched mixture of normals given previously.
Sequential stopping decision
The second, more challenging decision is the sequential stopping decision, a c . After each cohort of patients, up to a maximum sample size, at cohort C, we decide whether or not to stop early for either futility or efficacy. That is, we stop early to recommend standard of care or stop early to recommend Progel. In the actual trial, we used C = 3 cohorts. For a principled solution, one would set this up as a sequential decision problem. Upon stopping, we again would use (2) to make the terminal decision. But the sequential stopping decision must be made first. For the optimal decision in the next to last cohort, c = C − 1, before the final cohort is enrolled, we would consider the following expected utility calculation. Let y 0 denote the current data, and let y denote the future data for the possible last cohort. As before, we usẽ y for the response of a future patient assigned the final recommended treatment. The utility of stopping early, given the current data, is
We use the subindex a on U a (⋅) to distinguish this expected utility from U(d | y) in (2). Both are expected utilities but include expectations and nested optimization to a different extent. While U(d | y) conditions on the trial already being stopped and only averages over G j andỹ, in (3), we average over the posterior predictive distribution, p(y | y 0 ) for the last cohort (outside integration), substitute the optimal next stage decision (inside maximization), and finally integrate over the posterior distribution on G j and overỹ in the nested evaluation of U(d | y 0 , y). This alternating sequence of integration and optimization is typical for sequential decision problems. For earlier stage continuation decisions, a c , c = C − 2, … , 1, similar expressions are required but with additional levels of integration and maximization. The Bayes rule is then
In general, the solution a ⋆ c is computationally prohibitive, because of the exponential explosion of possible cases and histories that one needs to keep track of in the alternating sequence of optimizations and expectations. In practice, approximate solution strategies are used. See, for example, Berger ([8] , Chapter 7) for a general discussion.
In the context of clinical trial design, it is a common practice to replace maximization of (3) by decision boundaries, often specified in terms of clinically meaningful events. This is best explained with an example, again using the Progel trial. Again denoting the current data by y 0 , define
as the posterior probability of the average payoff with Progel being at least 18 points better than under standard care, recalling the definition (2) . Instead of the computationally prohibitive solution to (3), we use the following decision boundaries for c = 1, … , C − 1: a to specific details of the probability model. We only need to assume that there is a well-defined probability model. For reference and completeness, we briefly describe the underlying model for the Progel trial.
Let x denote a point mass at x and let N( , 2 ) denote a normal distribution with moments ( , 2 ) and let x ∼ N + (m, s 2 ) denote a truncated normal with x ≥ m. We assume
with a beta prior on j , subject to 1 > 0 , an infinite version of a Dirichlet prior on the weights w h , independent
) and conditionally on x 1h
with probability N + (x 1h , 2 ) with probability 1 − .
That is, G j is modeled as a mixture of a point mass at 0 (no air leak) and a mixture of normals. The models for G 0 (j = 0) and G 1 (j = 1) are linked by assuming 0 ≤ 1 and x 0h ≥ x 1h . The model on G j marginally is known as Dirichlet process mixture model (Ferguson; [11] ). The joint model on (G 0 , G 1 ) is a version of the DDP [12] .
Other decisions
The Progel study involved the sequential stopping and terminal decision only. We chose this study as the running example of the discussion exactly because of this focused setup and the fact that the decisions are easily described. Other studies may involve many other types of decisions, more complex outcomes, and thus more structured probability models.
A common decision relates to adaptive treatment allocation. For each patient, or patient cohort, we might want to compute different probabilities of assigning the competing treatment arms. In practice, one rarely would use a full decision theoretic implementation for choosing this treatment assignment probability. One common solution is to first consider the (current) posterior probability of any given arm being the optimal arm, say t is the probability of treatment t being optimal. Here, optimal could refer to the criterion used in the terminal decision, such as overall survival, progression free survival, etc. A common design is to assign treatment t with probability proportional to t . See, for example, [13] for a summary, or [14] for an earlier reference.
Other, more complicated, decisions could arise. For example, an investigator might be interested in inference on subgroups of patients who benefit significantly better or worse from the investigated treatments. This is known as subgroup analysis. See, [15] for a recent review of Bayesian approaches. [16] discuss a setup of the subgroup analysis problem as a formal decision problem. In general, this and many other decisions that are made in the course of a clinical trial often are too complex and involved to be easily approached as formal decision problems.
Conclusion
Using a particular clinical study as an example, we have discussed some features of a clinical trial design as a decision problem. In particular, we introduced the setup including a formal description of decisions as elements in an action space, a probability model on all unknown quantities including parameters and data, and a utility function that quantifies relative preferences for alternative actions under assumed parameters and hypothetical data. In that framework, the Bayes rule is the optimal action. In principle, this framework includes all decisions that may have to be taken when one develops a clinical trial protocol. In particular, this should include sequential stopping decisions, treatment allocation, and terminal decisions at the conclusion of the trial.
There are many practical limitations to this setup. To start, the optimal sequential decision is computationally intractable. For this and other practical reasons, it often is convenient to instead use reasonable decision boundaries for sequential stopping rules. We showed this process in the context of the illustrative example.
Given these practical limitations and compromises, the case study still is an example of an actual clinical trial protocol that is closer to a formal decision theoretic framework than many. There are many other reasons why most studies, including trials that use Bayesian designs, do not use decision theoretic approaches. An important one is the difficulty of eliciting suitable utility functions. However, we would argue that the need to state a utility function is a feature, not a problem. Even without stating a utility function, investigators make choices and judgments. The main difference is that the statement of a utility function keeps these choices clearly stated, and facilitates discussion and critique. Examples of elicited utilities for various two-dimensional outcomes in phase I-II clinical trials are given in Yuan, Nguyen, and Thall ([3] , Chapters 6, 8, 11, 13, and 14) . A general methodology for eliciting utilities for randomized trials with categorical outcomes is given by Murray, Thall, and Yuan [17] .
A more serious issue is the nature of the Bayes rule d ⋆ as an implicit solution of the optimization problem in (2) . Mathematically, a given probability model and utility function imply d ⋆ . However, often technical details of the choice of probability model and utility function might eventually imply clinically unreasonable decisions. This is perhaps another reason why investigators are reluctant to use this approach. Of course, one could argue that in this case the utility function fails to reflect clinical utilities (or similarly for the probability model). In practice, when implementing utility-based designs, we have found it quite easy to elicit utilities that accurately reflect investigator's goals. Research physicians typically are very happy to provide their utilities and refine them during the process of learning the impact of a given utility on design properties (OCs). When an investigator sees that the consequence of a given initial set of numerical utilities is a design with undesirable properties, they readily alter their utilities to obtain a design with desirable OCs. That is, in practice, we always show the investigators the consequences of their numerical utilities in terms of design properties, and utility elicitation becomes an iterative process.
Finally, clinical studies involve many stakeholders, with diverse goals and utility functions, leaving it unclear whose utility function should drive the design.
