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i Résumé-Abstract
Résumé Motivé par des applications dans le domaine de l’analyse de données génomiques, ce
travail de thèse porte sur l’étude de l’impact de la dépendance sur les propriétés des procédures de
tests multiples en grande dimension. Notre proposition consiste à considérer un modèle d’Analyse en
Facteurs pour la structure de dépendance entre les variables. Un algorithme de type em est présenté
pour estimer les paramètres du modèle ainsi qu’une méthode ad hoc pour déterminer le nombre
optimal de facteurs à inclure dans le modèle.
De plus, ce modèle définit un cadre général pour la prise en compte de la dépendance dans les
procédures de tests multiples. L’estimation du taux de faux-positifs (FDR) et de la proportion
d’hypothèses nulles (pi0), paramètre important qui intervient dans le contrôle des taux d’erreurs,
sont étudiés plus particulièrement. Ainsi, on montre que la dépendance entre tests entraîne une
instabilité des procédures d’inférence simultanée. Une nouvelle approche est présentée : l’objectif est
de réduire cette dépendance, procurant à la fois une augmentation de la puissance des tests et une
diminution de la variabilité des taux d’erreurs.
Enfin, ces résultats méthodologiques sont illustrés à partir de données génomiques et la procédure
est implémentée dans le logiciel libre R au sein du package FAMT.
Mots clés Tests multiples, Dépendance, Analyse en Facteurs, Proportion d’hypothèses nulles, FDR,
Package R FAMT
Abstract Motivated by issues raised by the analysis of gene expressions data, this thesis focuses
on the impact of dependence on the properties of multiple testing procedures for high-dimensional
data. We propose a methodology based on a Factor Analysis model for the correlation structure.
Model parameters are estimated thanks to an em algorithm and an ad hoc methodology allowing to
determine the model that fits best the covariance structure is defined.
Moreover, the factor structure provides a general framework to deal with dependence in multiple
testing. Two main issues are more particularly considered : the estimation of pi0, the proportion of true
null hypotheses, and the control of error rates. The proposed framework leads to less variability in the
estimation of both pi0 and the number of false-positives. Consequently, it shows large improvements
of power and stability of simultaneous inference with respect to existing multiple testing procedures.
These results are illustrated by real data from microarray experiments and the proposed methodology
is implemented in a R package called FAMT.
Key words Multiple testing, Dependence, Factor Analysis, Proportion of null hypotheses, FDR, R
package FAMT
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INTRODUCTION
Dans le prolongement de la très éprouvée théorie des tests d’hypothèses, les problèmes posés par
le test simultané de plusieurs hypothèses, ou plus généralement l’inférence simultanée, font l’objet
de discussions récurrentes dans la littérature statistique depuis très longtemps. Dès les années 1930,
les premières procédures de tests multiples sont proposées par Fisher pour les tests simultanés de
plusieurs contrastes dans le cadre du modèle linéaire d’analyse de la variance. Elles sont fortement
imprégnées des grands principes de la théorie des tests d’hypothèses, formalisée au début du XXème
siècle par les contributions de Fischer, Student, Neymann, K. et E. Pearson, mais déjà initiée, dès la
fin du IXXème siècle, par les travaux de Laplace, DeMoivre et Bernoulli sur la maîtrise des erreurs
et de l’aléatoire, en particulier en astronomie (pour plus de détails historiques, voir Salsburg [2002]).
Cette théorie statistique de la décision introduit une dissymétrie dans les deux issues possibles du
test, l’hypothèse nulle H0 et l’hypothèse dite alternative H1. L’objectif d’une procédure de test est
alors le contrôle du risque de rejeter à tort H0 (risque de type-I). L’extension au cas de tests multiples
vise alors naturellement au contrôle du risque de rejeter H0 au moins une fois à tort. Dans le cadre
des tests paramétriques univariés, cette approche établit d’ailleurs une unité entre la théorie des tests
et celle de l’estimation puisque le calcul de la région de rejet de H0 apparaît comme transposable à
celui de l’intervalle de confiance sur le paramètre testé. La transposition aux tests multiples établit,
là aussi, une équivalence avec la construction d’un intervalle de confiance simultané des paramètres
testés.
La théorie des tests d’hypothèses individuels identifie des solutions optimales, au sens de procédures
de puissance maximale parmi celles contrôlant le risque de première espèce. Néanmoins, aucune
notion universelle d’optimalité d’une procédure de tests multiples ne s’impose, laissant ainsi ouvertes
les questions relatives à la recherche de la meilleure procédure [Shaffer, 1995, Dudoit et al., 2003]. La
multiplicité est étudiée effectivement comme un problème à part entière dans les tests simultanés en
particulier par Duncan, Dunnett, Scheffé ou encore Tukey, qui ont laissé leurs noms à des méthodes de
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tests post-hoc en analyse de variance. L’utilisation préférentielle de l’une ou l’autre de ces méthodes
dépend essentiellement de la problématique et donc du contexte d’application : en biologie, où l’on
étudie l’effet d’un traitement sur plusieurs variables d’intérêt, en épidémiologie, où l’on étudie l’effet
de la dose de médicament sur des mesures réalisées à différentes étapes des essais cliniques, en agro-
alimentaire, où des analyses sensorielles de différents produits sont réalisées à partir de plusieurs
descripteurs.
Les procédures de tests multiples reposent toutes sur un même principe de choix d’un seuil sur les
probabilités critiques associées aux tests individuels. Elles se différencient par le mode de calcul de
ce seuil. Les études comparatives se concentrent alors principalement sur le contrôle d’un risque de
type-I établi à l’échelle de l’ensemble des tests, en l’occurrence le risque de rejeter au moins une fois
l’hypothèse nulle à tort (appelé Family-Wise Error Rate, FWER). Dans le contexte où le nombre de
tests est modéré, le contrôle du risque de type-I focalise toutes les attentions. Les questions relatives
à la puissance des procédures de tests multiples sont peu abordées. Or, de manière générale, les
nombreuses procédures proposées [Bonferroni, 1936, Sidak, 1967, Holm, 1979] pour assurer le contrôle
du FWER conduisent, lorsque le nombre de tests augmente, à des procédures très conservatrices.
Par conséquent, le risque de non-détection de l’hypothèse H1 est alors important.
Par ailleurs, l’hypothèse d’indépendance sur laquelle repose la plupart des procédures de test mul-
tiples fait rarement l’objet de discussions. Cela peut s’expliquer par le fait que dans le cadre des tests
post-hoc en analyse de la variance, cette dépendance résulte exclusivement du dispositif expérimental
et des contrastes testés. On peut penser que son impact est le même sur chacun des tests, si ce dispo-
sitif est équilibré. D’autre part, les approches générales de prise en compte de la dépendance induisent
des problèmes numériques qui limitent voire rendent impossibles leur implémentation pratique.
Tests multiples en grande dimension Des développements méthodologiques innovants ont vu
le jour au cours des deux dernières décennies, pour faire face à de nouveaux enjeux dans des domaines
scientifiques. Les évolutions technologiques ont conduit à la production de grands volumes de données.
De manière générale, ces technologies dites “à haut-débit” se sont développées pour tendre vers une
analyse aussi globale que possible d’un système complexe, tel le cerveau humain exploré à l’aide
de l’imagerie médicale par résonance magnétique fonctionnelle (IRMf), un système de particules
élémentaires en astrophysique, les mouvements de marchés par les flux de transactions commerciales
ou encore en biologie fonctionnelle à travers le séquençage de l’ADN.
Comprendre, analyser et prévoir le fonctionnement de systèmes complexes nécessitent de prendre
en compte l’hétérogénéité et le grand volume des données résultant de ces technologies. Le plus
souvent, ce grand volume des données se traduit par un nombre potentiel de variables de plusieurs
milliers, observées sur un petit nombre d’individus statistiques. On parle généralement de données
de grande dimension pour caractériser cette situation de grand déséquilibre des dimensions en dé-
faveur de la taille de l’échantillon. La problématique statistique étudiée dans cette thèse est ainsi
essentiellement illustrée et motivée par des exemples de données issues d’expériences par biopuces.
C’est une biotechnologie permettant de mesurer simultanément le niveau d’expression de chacun des
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gènes composant le génome d’un organisme. Elle propose une vision d’ensemble du génome et donne
accès à une information essentielle en vue de mieux comprendre le rôle et la fonction de chaque petit
morceau d’ADN, chez l’homme, chez l’animal ou encore chez le végétal.
Les données recueillies par biopuces sont utilisées notamment à des fins de diagnostics médicaux ou
pour mesurer l’effet d’un traitement par exemple. Ce contexte biologique a profondément contribué
au renouveau de la méthodologie statistique des tests multiples en grande dimension [Efron et al.,
2001, Storey, 2002, Dudoit et al., 2003]. En effet, une question récurrente lors de l’étude de données
issues de biopuces est l’identification de gènes différentiellement exprimés : il s’agit de détecter
des gènes dont le niveau d’expression est lié à une covariable, indifféremment qualitative (groupe
traitement/témoin) ou quantitative (dose de médicament). On va donc considérer simultanément
pour chaque gène le test de l’hypothèse nulle selon laquelle il n’y a pas d’effet de la covariable sur le
niveau d’expression génique.
La problématique est donc posée dans le cadre de l’analyse des données génomiques, mais les mé-
thodes statistiques impliquées sont générales.
Les situations évoquées précédemment induisent un nombre de tests simultanés pouvant atteindre
plusieurs milliers. La transposition des procédures de tests multiples contrôlant le FWER s’est vite
avérée inadaptée pour des données de grande dimension, ces mêmes procédures devenant trop conser-
vatrices dans ce contexte. Une prise en compte alternative de la multiplicité des tests dans la définition
de la règle de décision et du risque d’erreur à contrôler est alors apparue comme cruciale. L’intro-
duction par Benjamini and Hochberg [1995] d’une procédure (procédure BH) contrôlant le taux de
faux-positifs (False Discovery Rate, FDR) à savoir l’espérance de la proportion d’erreurs parmi les
rejets de l’hypothèse nulle, a ouvert de nouvelles perspectives à la mise en œuvre des tests multiples
en grande dimension. Cette stratégie est rapidement devenue populaire, notamment lors des phases
expérimentales exploratoires. Par ailleurs, sur le plan de la méthodologie statistique, l’introduction
de la procédure BH a suscité de très nombreux développements. En effet, le cadre général repose
initialement sur l’hypothèse de probabilités critiques indépendantes et identiquement distribuées se-
lon un modèle de mélange à deux composantes [Efron et al., 2001], caractérisant respectivement la
distribution sous l’hypothèse nulle et sous l’hypothèse alternative. Le paramètre de pondération de
ce mélange, à savoir la vraie proportion d’hypothèses nulles, notée pi0, intervient directement dans le
niveau effectif auquel le FDR est contrôlé. L’estimation de ce paramètre constitue une voie d’amé-
lioration des procédures, en terme de puissance en particulier [Black, 2004, Kim and Van de Wiel,
2008]. Parmi les extensions les plus remarquables de la procédure BH, des méthodes adaptatives
[Storey et al., 2004, Benjamini et al., 2006] ont donc été proposées, incluant divers estimateurs de
pi0.
Si les problèmes liés à la grande dimension ont suscité beaucoup de développements récents dans la
littérature statistique, celles relatives à l’hétérogénéité des données restent encore peu abordées.
Tests multiples et dépendance Depuis quelques années, une nouvelle orientation est donnée
à l’amélioration des procédures d’inférence simultanée en grande dimension par la prise en compte
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de l’impact de la dépendance sur la stabilité des procédures. En effet, la dépendance entre les tests
dans l’analyse des systèmes complexes comme ceux évoqués précédemment est directement liée aux
liens entre les variables décrivant ce système. Le signal étudié est observé en même temps qu’un
certain nombre de facteurs de confusion. Le lien déduit entre les variables d’intérêt et la condition
expérimentale peut alors s’avérer erroné, et les effets observés devraient être attribués à ces facteurs.
Ils ne sont pas toujours contrôlés par le plan d’expérience et sont parfois non-observables. Ainsi, dans
le traitement de données d’expressions géniques, la dépendance entre les tests résulte par exemple
de processus biologiques non directement liés à celui étudié mais intervenant sur les variations d’ex-
pressions par le jeu des interactions entre les gènes. Les biais technologiques, qui sont pourtant
partiellement corrigés par une étape de préparation des données d’expression appelée normalisation,
ont aussi un impact sur la dépendance entre les mesures d’expressions. Cette dépendance est donc
par nature complexe, difficile à modéliser, et le plus souvent non-négligeable. Néanmoins, sa prise en
compte dans l’analyse statistique est un gage de validité des procédures d’inférence.
Méthodologie pour les tests multiples en grande dimension et en situation de dépen-
dance Le FDR a particulièrement été au centre des discussions à ce sujet. Les approches envisagées
dans la littérature pour prendre en compte la dépdedance proposent des corrections portant sur une
des étapes des procédures de test. Ces modification peuvent avoir lieu au niveau de la statistique
de test [Storey et al., 2007], de la définition de la loi de la statistique de test sous l’hypothèse nulle
[Efron, 2004] ou encore au niveau de la définition du seuil de rejet des hypothèses [Benjamini and
Yekutieli, 2001]. On cherche aussi à améliorer les performances des procédures existantes en appor-
tant des arguments mathématiques démontrant le contrôle du FDR dans des conditions plus larges
que celles envisagées initialement [Storey et al., 2004, Blanchard and Roquain, 2008, Sarkar, 2008].
Cela aboutit à des procédures adaptatives pour des données présentant certaines formes de corré-
lation. De manière générale, il résulte de ces discussions que l’application des méthodes classiques
de test multiples en situation de dépendance aboutit au contrôle du FDR à un niveau moins élevé
qu’attendu sous l’hypothèse d’indépendance, et donc à une détérioration de la puissance. Toutefois,
des travaux récents [Efron, 2007] ont montré que la forte dépendance entre les statistiques de test
avaient aussi, et probablement surtout, un impact sur la stabilité des procédures de tests multiples.
Il s’avère en effet que la variabilité de la proportion d’erreurs parmi les rejets de H0, dont le FDR est
l’espérance, est d’autant plus grande que la dépendance entre les tests est forte. Dans ces situations
de grande dépendance, le contrôle du FDR peut donc s’avérer inefficace.
Contrairement aux approches visant à s’adapter à la situation de grande dimension, la prise en
compte de la dépendance remet en cause l’ensemble de la procédure de tests multiples, jusqu’aux
statistiques de tests individuelles. En effet, le modèle des relations entre les variables réponses et la
variable explicative d’intérêt n’est pas vu ici comme le produit de modèles individuels indépendants
mais indépendants conditionnellement aux différentes composantes de l’hétérogénéité des données.
Ainsi, la modélisation de la dépendance par des composantes de variance communes portées par
l’ensemble des variables est apparue récemment, dans l’optique d’identifier dans la variation des
expressions de gènes une part liée à cette hétérogénéité. Leek and Storey [2008] sont les premiers à
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établir le lien entre cette dépendance et l’hétérogénéité des données d’expression. La modélisation de
la structure de dépendance est alors une étape clé de l’analyse de ce type de données. Les travaux
de recherche de cette thèse s’inscrivent dans ce contexte : nous nous intéressons aux procédures et à
leurs propriétés en présence de dépendance.
Plus particulièrement, l’approche développée permet de tirer profit de cette information partagée
par l’ensemble des variables pour stabiliser les procédures, et ce, par l’intermédiaire d’un modèle
d’Analyse en Facteurs. Plus connue des psychométriciens et des sociologues comme une technique
de réduction de la dimension, cette méthode a aussi été utilisée récemment comme une technique
exploratoire d’analyse de la dépendance des données en grande dimension issues des expérimentations
à “haut-débit” [Kustra et al., 2006, Hsu and Chang, 2006, Pournara and Wernisch, 2007]. Elle s’appuie
sur l’existence d’un noyau linéaire de vecteurs aléatoires, appelés facteurs ou variables latentes, qui
capture la structure de dépendance dans un espace de dimension réduite. Par ailleurs, l’analogie entre
le modèle d’Analyse en Facteurs et les modèles à variables latentes permet l’utilisation d’algorithmes
d’estimation de type EM [Rubin and Thayer, 1982].
Le premier objectif des travaux de recherche présentés ici est d’étudier les propriétés statistiques des
procédures d’inférence simultanée en situation de dépendance. En particulier, nous nous intéressons
à l’impact de la dépendance sur le contrôle des taux d’erreurs et sur la puissance des tests. Dans un
second temps, cette étude analytique aboutit à la construction d’une stratégie adaptative permettant
d’améliorer la puissance des tests multiples.
Le premier chapitre est consacré à un état des lieux des méthodes présentées dans la littérature dédiée
aux tests multiples en grande dimension. Cette première partie décrit essentiellement les hypothèses
sous-jacentes à la construction des procédures classiques de tests multiples, introduisant les différents
taux d’erreurs, les méthodes de construction de règles de décision et l’estimation d’un paramètre clé
de la plupart des procédures, la proportion d’hypothèses nulles (pi0).
Dans le second chapitre, différentes stratégies mises en œuvre pour prendre en compte la dépendance
dans les procédures de tests multiples sont présentées et un cadre général d’étude de la dépendance est
proposé. Dans ce cadre, l’impact d’un écart à l’indépendance est étudié, notamment sur la distribution
des statistiques de test, le contrôle des taux d’erreur et l’estimation de la proportion d’hypothèses
nulles. Le modèle proposé pour la structure de corrélation nous permet d’obtenir une expression
exacte de la variance pour le nombre de faux-positifs, ainsi que pour l’estimateur empirique de pi0.
Le troisième chapitre présente l’introduction du modèle d’Analyse en Facteurs de la dépendance
entre les tests dans les procédures d’inférence simultanée. Plus précisément, une approche basée sur
des statistiques de tests indépendantes conditionnellement aux facteurs est proposée pour réduire
l’impact de la dépendance. On montre en particulier l’intérêt de cette méthode pour l’estimation de
pi0, des taux d’erreurs et leur contrôle en situation de forte dépendance.
Le quatrième chapitre est centré sur l’estimation des paramètres du modèle par Maximum de Vrai-
semblance, à travers un algorithme de type EM. En particulier, on montre l’intérêt de cette méthode
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pour des données de grande dimension et on propose une méthode adaptée à la problématique des
tests multiples pour le choix du nombre optimal de facteurs à inclure dans le modèle.
Enfin, le dernier chapitre propose l’application de notre méthode à des données génomiques. Ce
chapitre est présenté comme une étude de cas, dans le double objectif de présenter l’utilisation du
package R intégrant l’ensemble des outils développés dans cette thèse et de montrer l’intérêt de la
démarche proposée pour des biologistes, en termes d’identification et interprétation de facteurs de
confusion, de recherche de QTL, ou encore d’inférence sur des réseaux géniques.
Les travaux de recherche menés au cours de cette thèse ont été diffusés sous forme d’articles, de
communications orales et de posters. D’autre part la méthode décrite est actuellement disponible
pour les utilisateurs sous forme de module informatique dans le logiciel libre R. La liste des références
et les quatre articles sont proposés à la fin de ce document.
CHAPITRE 1
TESTS MULTIPLES EN GRANDE DIMENSION
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Résumé La méthodologie des tests multiples connaît ces dernières années un intérêt crois-
sant, notamment depuis l’avènement de biotechnologies haut-débit, génératrices de tests
simultanés en très grand nombre. Dans un premier temps, ce chapitre présente le cadre
classique pour l’étude des procédures de tests multiples en grande dimension, notamment
les hypothèses usuelles sur la distribution des probabilités critiques. Les différentes stra-
tégies d’estimation des taux d’erreurs et de la proportion d’hypothèses nulles sont ensuite
décrites.
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Introduction : contexte statistique
Modélisation statistique Nous nous intéressons au lien entre m variables d’intérêt, notées Y =
[Y1, . . . , Ym], et p variables explicatives, notées x1, . . . , xp], caractérisant des conditions expérimen-
tales. Ce lien se formalise pour chaque variable Yk par le modèle de régression suivant :
Yk = mk(X) + k ∀k ∈ [1;m] ≡M (1.1)
où mk(X) est la fonction de régression et k l’erreur résiduelle, de densité ϕk. Par la suite, les erreurs
du modèle sont supposées suivre une même loi de densité, définie à une constante d’échelle σk près :
∀k, ϕk() = ϕ(/σk)/σk. En pratique cela traduit une forme d’homogénéité de la distribution des
résidus.
Nous disposons d’échantillons de n observations indépendantes de Y. Par ailleurs, le nombre de
variables d’intérêt peut être largement supérieur à la taille d’échantillon (n << m).
Tests multiples On parle de tests multiples lorsqu’on réalise simultanément les tests de plusieurs
hypothèses. L’objectif est ici d’identifier le sous-ensembleM0 ⊂M de taillem0 pour lequel le modèle
mk prend une forme d’intérêt m
(0)
k :{
Hk0 : mk(X) = m
(0)
k (X)
Hk1 : mk(X) 6= m(0)k (X)
La statistique de test, notée Tk = sk(Yk), est calculée à partir des observations de la variable corres-
pondante. Sa fonction de répartition est connue sous l’hypothèse nulle, et notée F k0 (T ). On définit
alors la probabilité critique pour chaque test :
pk = 1− F k0 (Tk) (1.2)
Le principe des procédures de tests multiples repose sur deux étapes :
1. Calcul pour chaque variable Yk de la statistique de test Tk, et de la probabilité critique associée
pk,
2. Définition d’un seuil t sur les probabilités critiques pour conclure sur le rejet ou non des
hypothèses nulles.
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La première étape des procédures ne dépend que de la nature de la variable d’intérêt Yk et sa relation
aux conditions expérimentales étudiées x. On suppose ici que l’on sait choisir une statistique de test
pertinente, en adéquation avec la problématique, ce qui garantit la meilleure puissance.
La deuxième étape quant à elle nécessite une approche globale de la gestion des risques d’erreurs
[Dudoit et al., 2002]. En particulier, le choix du seuil sur les probabilités critiques pour le rejet des
hypothèses nulles va influencer le nombre d’erreurs commises (faux-positifs et faux-négatifs).
Le Tableau 1.1 [Benjamini and Hochberg, 1995] donne les notations utilisées classiquement pour
comptabiliser les erreurs d’une procédure de tests multiples.
````````````````réalité
conclusion du test non-rejet rejet
Total
de H0 de H0
H0 Ut Vt m0
H1 Tt St m1
Total m−Rt Rt m
Tab. 1.1 – Nombre d’erreurs d’une procédure de tests multiples, pour un seuil de rejet t pour les
probabilités critiques.
Le nombre m d’hypothèses testées est connu. A l’inverse, m0 et m1, respectivement le nombre de
vraies hypothèses nulles et de vraies hypothèses alternatives, sont des paramètres inconnus. Consi-
dérant un seuil t sur les probabilités critiques pour le rejet des hypothèses, Rt =
∑
k∈M 1pk≤t est
le nombre total d’hypothèses rejetées. C’est une variable aléatoire observable. En revanche, Ut et
St d’une part, et Tt et Vt d’autre part, correspondant respectivement aux nombres de bonnes et de
mauvaises décisions, sont des variables aléatoires non-observables.
L’objectif d’une procédure de tests multiples est de minimiser le nombre Tt de faux-négatifs (erreurs
de type-II), tout en contrôlant le nombre Vt de faux-positifs (erreurs de type-I).
Or, le risque de commettre une erreur de type-I augmente très fortement avec le nombre d’hypothèses
testées. Un petit exemple permet d’illustrer ce propos : si on considère les tests simultanés de m =
10000 hypothèses, en choisissant t = 0, 05, R0,05 = 500 hypothèses seront rejetées par le simple
fait du hasard. Cela n’est pas acceptable lorsqu’on souhaite mettre en évidence un phénomène qui
concerne quelques centaines de variables.
Ainsi, la multiplicité des tests induit la nécessité de définir tout d’abord un taux d’erreurs de type-I
global pour l’ensemble des tests réalisés, et non plus individuellement au niveau de chaque test.
Ensuite, il s’agit de définir le seuil t pour les probabilités critiques qui permet d’assurer que ce taux
d’erreurs soit inférieur à un seuil α fixé.
De nombreux articles et ouvrages récents décrivent le cadre général des tests multiples en grande
dimension, notamment depuis l’avènement de biotechnologies haut-débit où l’analyse des données
amène à considérer des problématiques de tests simultanés en très grand nombre [Efron et al., 2001,
Storey, 2003, Dudoit et al., 2002, Dudoit and VanDerLaan, 2008]. Ce chapitre est consacré tout
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d’abord à la présentation du cadre général des tests multiples en grande dimension. Il définit ensuite
les taux d’erreurs les plus utilisés et décrit le rôle de la proportion d’hypothèses nulles dans le contrôle
de ces taux d’erreurs. Enfin, la dernière partie de ce chapitre présente les principales procédures de
tests multiples.
1.1. Modèle de mélange pour la densité des probabilités critiques
1.1.1 Cadre général
L’hypothèse sur la distribution des erreurs du modèle (1.1) suppose une densité identique à un
coefficient d’échelle près. La distribution des statistiques de test F k(T ) est alors caractérisée par
un paramètre de non centralité τk(X) = mk(X)/σk. Dasn la suite, la fonction de répartition des
probabilités critiques est notée Gk(t) = P(pk ≤ t).
Un grand nombre de procédures de tests multiples s’appuient sur le cadre général suivant :
Hypothèse 1. (Distribution des probabilités critiques)
1. Sous H0, la distribution des statistiques de test est la même pour l’ensemble des tests :
∀k ∈M0, F k0 (T ) = F0(T ).
Les probabilités critiques des tests sont donc définies par pk = 1 − F0(Tk). Sous H0,
les probabilités critiques sont indépendantes, identiquement distribuées et réparties de façon
uniformes sur [0; 1] : ∀k ∈M0, Gk0(t) = G0(t) =
{
t si p ∈ [0; 1]
0 sinon
2. Sous H1, les probabilités critiques sont indépendantes et identiquement distribuées selon une
même loi : ∀k ∈ M1, Gk1(t) = G1(t). Le paramètre de non-centralité de la distribution est
donc supposé être le même : ∀k ∈M1, τk = τ .
Sous l’hypothèse 1, la distribution des probabilités critiques peut donc s’exprimer sous la forme
d’un modèle de mélange [Efron et al., 2001, Storey, 2002] :
G(t) = pi0G0(t) + (1− pi0)G1(t) (1.3)
où pi0 = m0m est la proportion d’hypothèses nulles (voir section 1.2).
Formellement, Efron [2004] introduit le modèle de mélange d’un point de vue bayésien où m0 est
aléatoire. En pratique, la plupart des auteurs travaillent conditionnellement à m0. Ce sera également
le cas ici par la suite.
Ainsi, de la même manière, si g désigne la densité des probabilités critiques, alors :
g(p) = pi0g0(p) + (1− pi0)g1(p) (1.4)
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où g0(p) = 1, ∀p. Le plus souvent, pour des raisons d’identifiabilité du modèle, d’autres hypothèses
peuvent compléter le modèle, par exemple la décroissance de g1 sur [0; 1] et g1(1) = 0 [Genovese and
Wasserman, 2002].
Nous présentons deux exemples pour illustrer ce modèle.
1.1.2 Cas du modèle linéaire
Le modèle linéaire est un cas particulier très usuel du modèle (1.1). C’est un des principaux outils
statistiques mis en oeuvre lors de l’analyse de données expérimentales qui permet de formaliser une
relation linéaire entre Yk et x. Dans ce cas, mk(X) = Xθk (X de dimension n × (p + 1) et θk
de dimension (p + 1) × 1) et les erreurs sont supposées indépendantes et distribuées selon une loi
Normale : ϕk() ≡ N (0;σ2k). Le modèle sous l’hypothèse nulle est alors défini comme un sous-modèle
de mk qui vérifie c′θk = 0, où c est un (p + 1)-vecteur de contrastes linéaires donné. La statistique
de test pour tester la nullité d’un tel contraste est celle d’un test de Student :
Définition 1.1.1 (Statistique de test de Student).
Tk =
c′θˆk√
Vˆ(c′θˆk)
=
c′θˆk√
σˆ2kc
′(X ′X)−1c
∼ Tτk(ddl = n− p− 1)
où τk le paramètre de non-centralité de la loi de Student à ddl degrés de liberté.
On note que τk = 0 si k ∈M0 et τk = τ 6= 0, si k ∈M1.
Exemple 1. Dans cet exemple, on considère m = 500 variables indépendantes distribuées selon
une loi normale multivariée N (µ; Im), observées sur n = 60 individus. On considère par ailleurs
une variable x qualitative à deux modalités A et B, observées respectivement sur des échantillons
de taille nA = nB = n/2. Pour un sous-ensemble de variables M0 de taille m0 = 400, on a
µAk − µBk = 0, où µAk = E(Yk|x =′′ A′′) et µBk = E(Yk|x =′′ B′′). Pour les m1 = 100 autres
variables, du sous-ensemble complémentaireM1, on a µAk −µBk = δ 6= 0. La valeur de δ est définie
afin d’assurer au test individuel de Student une puissance donnée, pour un risque de type-I α fixé,
ici α = 0, 05. Le paramètre de non-centralité est défini par τ = δ/
√
2/n.
On note φ0 et φτ les densités de la loi de Student à n − 2 degrés de liberté et de paramètres de
non-centralité respectifs 0 et τ , et qa = φ−10 (a). Il est facile de voir que g1(p) =
φτ (q1−p/2)+φτ (qp/2)
2×φ0(q1−p/2)
(voir figure 1.1). Si la puissance de test individuelle est élevée, alors g1(1) est proche de 0. Dans le
cas contraire, les distributions sous l’hypothèse nulle et sous l’hypothèse alternative ne sont pas bien
séparées. Cela peut induire des problèmes d’identifiabilité des composantes du modèle (1.4) et pour
l’estimation du paramètre pi0 (voir section 1.2).
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Fig. 1.1 – Représentation graphique de g1 pour différentes valeurs de τ - pw : puissance du test
individuel
1.1.3 Approche semi-paramétrique
Exemple 2. Données Golub Cet exemple s’appuie sur une étude menée dans le cadre de la
recherche sur la leucémie à travers l’analyse de données d’expressions géniques. L’étude réalisée par
Golub [Golub et al., 1999] vise à mettre en évidence les gènes différemment exprimés entre deux
types de tumeurs (AML et ALL). Les expressions géniques de 3051 gènes pour 38 tumeurs (27 de
type ALL et 11 de type AML) ont été analysées par puces à ADN. Les données Y se présentent
donc sous la forme d’une matrice n×m où m = 3051 (mesures d’expressions géniques) et n = 38
(prélèvements), le type de tumeur (AML ou ALL) étant la variable explicative x de l’étude. Une
étape de normalisation a été effectuée au préalable [Dudoit et al., 2002]. Les données originales sont
déposées sur un site public (http://www.broadinstitute.org/cgi-bin/cancer/datasets.cgi)
et accessibles via le package R multtest [Pollard et al.] pour les données normalisées. Des tests
de Student pour la comparaison de moyenne sont mis en œuvre pour chacune des variables.
La figure 1.2 illustre la modélisation de la distribution des probabilités critiques. Le modèle de mé-
lange (1.4) est ici estimé par une approche semi-paramétrique (voir Robin et al. [2007]) implémentée
dans le package kerfdr de R [Guedj et al., 2007]. Dans le modèle (1.4), il s’agit donc d’estimer pi0
et g1. Différentes méthodes d’estimation de la proportion d’hypothèses nulle pi0 sont détaillées dans
la section 1.2 de ce chapitre. Ce paramètre est ici estimé à 0, 499 par la méthode proposée dans
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Fig. 1.2 – Distribution des probabilités critiques pour les données Golub : densité estimée et com-
posantes du modèle de mélange (1.4)
le package. La densité sous l’hypothèse alternative g1 est estimée en utilisant un estimateur à noyau
[Silverman, 1986, Robin et al., 2007].
L’estimateur de la densité g1 avec le noyau K et le paramètre de lissage ω est :
gˆ1(p) =
1
m1ω
∑
k∈M1
K
(
p− pk
ω
)
(1.5)
L’expression (1.5) suppose la connaissance de M1. Une solution consiste à pondérer chaque obser-
vation par sa probabilité à postériori : η(pk) =
(1−pi0)g1(pk)
g(pk)
[Efron et al., 2001]. On définit alors
l’estimation de g1 par un estimateur à noyau pondéré, où chaque probabilité critique pk est pondérée
par la probabilité que l’hypothèse nulle associée soit fausse :
gˆ1(p) =
1
ω
∑
k∈M η(pk)
∑
k∈M
η(pk)K
(
p− pk
ω
)
(1.6)
On alterne alors des étapes d’estimation de g1 (et g) puis de mise à jour de η [Robin et al., 2007].
Pour le choix du paramètre ω, on peut se référer à Silverman [1986].
1.2. Estimation de la proportion d’hypothèses nulles
Au delà de son intérêt en terme d’interprétation dans le contexte d’étude, la proportion d’hypothèses
nulles est un paramètre crucial dans la mise en œuvre des procédures de tests multiples. Il est en
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effet impliqué dans la définition du modèle de mélange présenté dans la section 1.1 mais également
dans le niveau de contrôle des taux d’erreurs (voir section 1.3). De nombreuses méthodes ont été
développées dans la littérature pour estimer ce paramètre et font l’objet de cette section.
Une première solution intuitive consiste à procéder de manière adaptative, en deux étapes. On utilise
dans un premier temps mˆ0 = m dans une procédure de tests multiples en contrôlant le taux d’erreur à
un niveau α, ce qui aboutit au non-rejet d’un certain nombre d’hypothèses qui va servir d’estimation
de m0 lors d’une seconde application de la procédure [Benjamini et al., 2006].
D’autres méthodes plus élaborées ont été développées. Elles reposent sur l’hypothèse d’un modèle de
mélange à deux composantes (1.4), où la composante nulle de g est prépondérante pour les proba-
bilités critiques proches de 1. On peut regrouper ces méthodes selon deux approches : des méthodes
se basant sur la définition d’un estimateur empirique du paramètre d’une part, et des méthodes se
basant sur l’estimation de la densité des probabilités critiques, en se servant de l’hypothèse selon
laquelle g(1) = pi0, d’autre part.
1.2.1 Estimateur empirique
Définition L’estimateur empirique est défini à partir de Wλ, le nombre de probabilités critiques
supérieures à λ :
Wλ = #{pk > λ} (1.7)
Fig. 1.3 – Définition de Wλ : seuil λ et répartition des probabilités critiques sous H0 et sous H1
Pour un choix judicieux de λ et sous l’hypothèse du modèle (1.4), les probabilités critiques sous
H1 sont en majorité distribuées sur un intervalle [0;λ]. Un grand nombre de probabilités critiques
comprises dans [λ; 1] sont alors associées à de vraies hypothèses nulles, et uniformément distribuées
sur cet intervalle. On en déduit une approximation de l’espérance de W (λ) :
E (W (λ)) ≈ mpi0(1− λ) (1.8)
Un estimateur naturel de pi0 est donc, pour un λ donné :
Définition 1.2.1 (Estimateur empirique de pi0 [Schweder and Spjotvoll, 1982]).
pˆi0(λ) =
#(pk > λ)
(1− λ)m =
Wλ
(1− λ)m
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Sous l’hypothèse d’indépendance entre probabilités critiques, la proposition suivante donne le biais
et la variance de cet estimateur, à λ fixé.
Proposition 1.2.1 (Propriétés de pˆi0(λ)).
E (pˆi0(λ)) = pi0 +
1−G1(λ)
1− λ (1− pi0) (1.9)
V (pˆi0(λ)) =
λpi0
m(1− λ) +
G1(λ)(1−G1(λ))(1− pi0)
m(1− λ)2 (1.10)
Démonstration. On a Wλ = Uλ + Tλ, où Uλ =
∑
k∈M0 1pk≥λ et Tλ =
∑
k∈M1 1pk≥λ (voir tableau
1.1). Sous l’hypothèse d’indépendance des probabilités critiques, on a :
Uλ ∼ Bin(m0, 1− λ)
Tλ ∼ Bin(m−m0, 1−G1(λ))
On a alors pour Wλ :
E(Wλ) = E (Uλ) + E (Tλ) = m0(1− λ) + (m−m0)(1−G1(λ))
V(Wλ) = V (Uλ) + V (Tλ) = m0λ(1− λ) + (m−m0)(1−G1(λ))G1(λ)
On en déduit l’espérance et la variance de pˆi0 :
E(pˆi0(λ)) =
m0(1− λ) + (m−m0)(1−G1(λ))
m(1− λ) = pi0 + (1− pi0)
1−G1(λ)
1− λ
V(pˆi0(λ)) =
pi0λ
m(1− λ) +
(1− pi0)(1−G1(λ))G1(λ)
m(1− λ)2
Le biais de l’estimateur empirique dépend du choix de λ. D’après (1.9), celui-ci est faible si chaque
probabilité critique issue du test d’une variable sous H1 a une probabilité faible d’être supérieure à
λ (G1(λ) ≈ 1 pour λ petit). Cela équivaut au cas où les distributions des deux populations (sous H0
et sous H1) sont bien séparées Black [2004].
Plus particulièrement, le biais de l’estimateur dépend du paramètre |τ | de la distribution des proba-
bilités critiques sous l’hypothèse alternative, qui caractérise la séparation entre les deux populations.
La figure 1.4 montre l’évolution du biais de l’estimation de pi0 en fonction de λ, pour différentes
valeurs du paramètre de non-centralité, dans le cas où les probabilités critiques sont issues d’un test
de Student (exemple 1).
La valeur minimale du biais est atteinte en λ = 1, quelle que soit la valeur de |τ |. Elle dépend du
rapport des densités sous H1 et sous H0 en ce point :
B(pˆi0(λ)) = (1− pi0)1−G1(λ)1− λ
λ=1−→ (1− pi0)
φ|τ |(0)
φ0(0)
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Fig. 1.4 – Évolution du biais de pˆi0 en fonction du seuil λ, pour différentes valeurs du paramètre de
non-centralité τ . Dans chaque cas, la puissance du test individuel (pw) est calculée - pi0 = 0, 80
Cette quantité est strictement positive et tend vers 0 lorsque le paramètre de non-centralité |τ |
augmente.
La variance de pˆi0, au contraire, augmente quand λ tend vers 1.
Choix de λ Une première solution est de fixer une valeur arbitraire, par exemple λ = 0, 5 [Tusher
et al., 2001, Storey et al., 2004]. Mais cela ne tient pas compte des remarques précédentes sur le biais
et la variance de l’estimateur. On peut, de manière moins arbitraire, choisir λ de façon à atteindre
un compromis entre une estimation la moins biaisée possible (λ proche de 1) et de variance minimale
(λ proche de 0), par exemple en minimisant l’Erreur Quadratique Moyenne de pˆi0 définie à partir de
(1.9) et (1.10) :
EQM (pˆi0(λ)) = E
[
(pˆi0(λ)− pi0(λ))2
]
= V (pˆi0(λ)) + (B[pˆi0(λ)])2 (1.11)
Pour estimer (1.11), on peut utiliser une méthode de type bootstrap (méthode de rééchantillonnage)
dont le principe est le suivant [Storey et al., 2004] :
1. On calcule un estimateur "plug-in" pour pi0 à partir de la définition 1.2.1 [Storey, 2002] :
pˆiplug0 = minλ′∈[0;1]
{
pˆi0(λ′)
}
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2. On calcul L versions de pˆi0(λ) notées pˆi∗`0 (λ), ` ∈ [1;L]. Pour cela, on réalise L tirages avec
remise de m probabilités critiques parmi les m probabilités critiques observées et pour chaque
échantillon `, on calcule l’estimateur pˆi∗`0 (λ) de pi0.
3. On calcule ensuite l’estimateur bootstrap de l’EQM pour chaque valeur de λ :
ÊQM (λ) =
1
L
L∑
`=1
(
pˆi∗`0 (λ)− pˆiplug0
)2
(1.12)
On choisit alors la valeur λ de [0; 1] qui minimise ÊQM (λ) : λˆ = argminλ∈R{ÊQM(λ)}
Méthode par lissage Une autre approche a été développée, à partir de l’estimateur empirique
Storey and Tibshirani [2003]. On calcule pˆi0(λ) pour λ ∈ [0; 1] puis on effectue un lissage de la courbe
λ −→ pˆi0(λ) par des splines cubiques pondérées. L’estimation de pi0 se fait en pˆi0(1)1.
1.2.2 Estimations basées sur un estimateur de la densité
Nous considérons maintenant l’estimation de pi0 à partir d’un estimateur non paramétrique de la
densité g des probabilités critiques. En effet, sous l’Hypothèse 1, pi0 = g(1). On peut alors estimer
pi0 par gˆ(1).
Plusieurs approches sont envisagées pour estimer la densité g. En pratique, comme g0 est connue, il
s’agit finalement d’estimer g1.
Plusieurs auteurs [Langaas et al., 2005, Robin et al., 2007] proposent d’estimer g par une méthode à
noyau (voir exemple 2). Dans la problématique d’estimation de pi0, il est fondamental de s’assurer
d’une bonne estimation de la densité g en p = 1. Le choix de la fenêtre de lissage ω comme minimum
de l’EQM en p = 1 étant instable en raison d’effets de bord, Langaas et al. [2005] proposent une
solution consistant à étendre par symétrie la distribution des probabilités critiques sur [1; 2] pour
s’en affranchir.
Si g est une fonction supposée convexe et décroissante sur [0; 1], alors nous pouvons estimer la
densité des probabilités critiques à l’aide d’algorithmes itératifs de type "descente du gradient",
dédiés à l’estimation de cette classe de fonctions Langaas et al. [2005].
Si G représente la fonction de répartition des probabilités critiques, Gˆ la fonction de répartition
empirique et g la densité, on a :
Gˆ(x) =
1
m
∑
1[p<x] =
1
m
∑(
1− 1[p>x]
)
=
1−Wx
m
d’où 1− Gˆ(x) = Wxm or, pˆi0(x) = Wxm(1−x) donc pˆi0(x) = 1−Gˆ(x)1−x .
1 Dans le package R qvalue, cette méthode est implémentée avec pi0 = pˆi0(0.9) pour éviter les effets d’artéfacts à
proximité de 1 [Dabney et al., 2009]
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Le développement limité de Taylor de G(p) en p = x est :
G(p) = G(x) + (p− x)g(p) + o(p)
En p = 1, on a :
G(1) = 1 = G(x) + (1− x)g(x) + o(1)
et donc
1−G(x)
1− x = g(x) + o(1)
Estimer pi0 par une estimation de la densité g en p = 1 est donc équivalent asymptotiquement à
l’estimation par lissage de l’estimateur empirique [Storey and Tibshirani, 2003].
Les approches par estimation semi-paramétrique de la densité sont plus performantes en terme d’er-
reur quadratique moyenne que les méthodes basées sur l’estimateur empirique (voir étude détaillée
de Langaas et al. [2005]). Néanmoins, la méthode d’estimation de pi0 basée sur l’estimateur défini en
1.2.1 avec choix de λ par bootstrap notamment est une des méthodes les plus utilisées en pratique,
car plus simple à implémenter.
1.3. Taux d’erreurs
Les procédures de tests multiples ont été initialement développées dans l’objectif de contrôler le risque
de faire une seule erreur parmi l’ensemble des rejets de H0 (voir Introduction), mais d’autres
définitions du taux d’erreur de type-I sont également utilisées, plus adaptées à la grande dimension.
De même, dans les travaux concernant les tests multiples, on rencontre plusieurs définitions de l’erreur
de type-II [Dudoit and VanDerLaan, 2008].
1.3.1 Taux d’erreurs de type-I
Les taux d’erreurs de type-I présentés ici sont les plus courants. On peut les regrouper en deux
familles, selon qu’ils sont définis à partir de l’espérance du nombre de faux-positifs où de la probabilité
que ce nombre dépasse une valeur donnée.
Taux d’erreurs basés sur l’espérance du nombre de faux-positifs Vt On définit le Per Com-
parison Error Rate (PCER) et le Per Family Error Rate (PFER) par :
PCERt =
E(Vt)
m
PFERt = E(Vt)
Le False Discovery Rate (FDR) [Benjamini and Hochberg, 1995] est l’espérance de la proportion
d’erreurs de type-I parmi les hypothèses rejetées : FDRt = E(FDPt), où FDPt = VtRt si Rt > 0 et
0 si Rt = 0.
On a donc :
FDRt = E(FDPt|Rt > 0).P(Rt > 0)
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Par ailleurs, Storey et al. [2004] définissent le positive FDR (pFDR) par :
pFDR = E(
Vt
Rt
|Rt > 0) = FDRtP(Rt > 0)
Lorsque le nombre d’hypothèses testées est grand, pFDR ≈ FDR car P(Rt > 0) m→∞→ 1
Taux d’erreurs basés sur la probabilité d’avoir au moins k faux-positifs Le Family-Wise Er-
ror Rate (FWER) est la probabilité de commettre au moins une erreur de type-I :
FWERt = P(Vt ≥ 1) = 1− P(Vt = 0)
D’une façon générale, on définit le generalized -Family-Wise Error Rate (g-FWER), où pour k ∈M
g-FWERt(k) = P(Vt > k) = 1− P(Vt ≤ k)
Choix d’un taux d’erreurs de type I Pour une valeur fixée du seuil α sur le taux d’erreurs de
type-I, les procédures qui contrôlent le PFER sont en général plus conservatrices (nombre plus faible
d’hypothèses rejetées) que celles qui contrôlent le FWER ou le PCER, et les procédures qui contrôlent
le FWER sont moins conservatrices que celles qui contrôlent le PCER [Dudoit and VanDerLaan,
2008]. Traditionnellement, le FWER a été le critère d’intérêt en matière de taux d’erreurs. Les
premières procédures tenant compte de la multiplicité se sont intéressées au contrôle de ce taux
d’erreurs [Bonferroni, 1936, Sidak, 1967, Holm, 1979], en particulier dans le cadre de l’analyse de
variance, portant sur les tests de plusieurs contrastes d’un modèle linéaire. On choisit de contrôler le
FWER lorsqu’on vise à une liste d’hypothèses rejetées comportant très peu de faux-positifs et qu’on
accepte en contre-partie de ne pas détecter un certain nombre de variables sous H1. Le contrôle du
FWER est donc préconisé dans des analyses à but décisionnel par exemple.
Par ailleurs, choisir de contrôler le FDR (ou le p-FDR), c’est accepter de sélectionner à tort une pro-
portion donnée de fausses hypothèses nulles. Cette approche est donc particulièrement intéressante
en phase exploratoire. Ainsi, le FDR apparaît comme un bon compromis, entre le PCER, qui peut
aboutir à un grand nombre de faux-positifs, et le FWER, qui diminue le nombre d’erreurs commises
mais au détriment de la puissance. Ce taux d’erreur a d’ailleurs reçu beaucoup d’attention dans
la littérature récente concernant les tests multiples en grande dimension [Benjamini and Hochberg,
1995, Benjamini and Yekutieli, 2001, Genovese and Wasserman, 2002, Storey, 2002, Sarkar, 2002,
Storey, 2003]. Néanmoins, ces deux approches ne sont pas forcément à opposer et peuvent même
apparaitre comme complémentaires. Ainsi, en phase exploratoire comme par exemple lors des pre-
mières étapes de l’élaboration d’un médicament, on peut autoriser quelques faux-positifs, et donc
déterminer les tests positifs par une procédure qui contrôle le FDR. Par la suite, l’augmentation
d’exigence en matière de précision conduit à une préférence pour le FWER, lors de phases finales de
tests où aucun faux-positif n’est toléré.
1.3.2 Taux d’erreurs de type-II
La puissance d’une procédure de tests multiples se définit sous la forme d’une déclinaison similaire
à celle du taux d’erreurs de type-I.
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Taux d’erreurs basés sur l’espérance du nombre de faux-négatifs Tt On peut s’intéresser à
la proportion de faux-négatifs FNPt = Ttm1 et à son espérance NDRt = E(FNPt)
Taux d’erreurs basés sur la probabilité d’avoir au moins un vrai-positif P(St ≥ 1) =
P(Tt ≤ m1 − 1)
1.4. Procédures de tests multiples
L’objectif d’une procédure de tests multiples est d’identifier les hypothèses nulles parmi les m hypo-
thèses testées. D’une manière générale, il s’agit donc de déterminer un seuil t pour les probabilités
critiques, tel que pk ≤ t amène à rejeter l’hypothèse H(k)0 . La valeur du seuil t peut être déterminée
de différentes manières : fixée à priori ou dépendante des données. On dit qu’une procédure de tests
multiples contrôle un risque d’erreurs de première espèce donné au risque α quand ce risque d’erreurs
est inférieur ou égal à α. Si ce contrôle est assuré, quelle que soit la valeur de pi0, alors on parle de
contrôle fort. Si il est assuré uniquement lorsque pi0 = 1, on parle alors de contrôle faible.
De nombreuses procédures peuvent être appliquées pour contrôler un des risques d’erreurs présentés
précédemment (section 1.3.1), voir par exemple le livre de Dudoit and VanDerLaan [2008] pour
une présentation détaillée. Nous présentons dans cette section les principales méthodes de choix de
t, généralement implémentées dans les logiciels. Le principe des différentes étapes des procédures de
tests multiples est résumé sous forme de schéma à la figure 1.5.
Fig. 1.5 – Étapes des procédures de tests multiples
1.4.1 Définitions et principe
On considère habituellement deux types de procédures :
Procédures en une étape Un même seuil est considéré pour toutes les probabilités critiques, sans
prendre en compte l’ordre de ces probabilités critiques, ni leur nombre. Chaque hypothèse est donc
évaluée indépendamment des résultats obtenus pour les tests des autres hypothèses.
Procédures séquentielles Les tests sont considérés successivement dans l’ordre croissant (pour
les procédures descendantes) ou décroissant (pour les procédures ascendantes) de leurs probabi-
lités critiques, chaque test prenant en compte les résultats obtenus pour les tests des hypothèses
précédentes. Dès qu’on ne rejette pas une hypothèse nulle, la procédure séquentielle descendante
s’arrête et aucune autre hypothèse n’est rejetée - voir figure 1.6(a). Dès qu’on décide de rejeter
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une hypothèse nulle, la procédure séquentielle ascendante s’arrête et toutes les autres hypothèses
sont rejetées - voir figure 1.6(b)
Dans les procédures séquentielles, le seuil de rejet des hypothèses est donc redéfini à chaque étape.
(a) Procédures séquentielles descendantes (b) Procédures séquentielles ascendantes
Fig. 1.6 – Principe des procédures de tests multiples séquentielles. Les probabilités critiques sont
ordonnées par ordre croissant, et p(k) représente la keme probabilité critique ordonnée
Cette section décrit les principales procédures de tests multiples. Elles ne permettent pas toutes de
s’assurer que le même taux d’erreurs soit contrôlé à un niveau prédéfini α. Nous présentons dans un
premier temps deux procédures permettant de définir le seuil t pour les probabilités critiques qui
assure que FWERt ≤ α, puis celles définissant t tel que FDRt ≤ α.
1.4.2 Contrôle du FWER
Généralement, deux procédures sont utilisées. La première est celle proposée par Bonferroni [1936].
Elle est basée sur le principe d’un seuil t = α/m, permettant d’assurer que le FWER est inférieur
au seuil α, sans hypothèse particulière sur la distribution des probabilités critiques :
P(Vt > 0) = P
 ∑
k∈M0
1pk<α/m > 0
 = P
 ⋃
k∈M0
[pk < α/m]

≤
∑
k∈M0
P (pk < α/m) = m0
α
m
≤ α
d’après l’inégalité de Boole.
La procédure de Sidak [1967] s’appuie sur l’hypothèse d’indépendance des probabilités critiques sous
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H0. Si t = 1− (1− α)1/m alors :
P(Vt > 0) = 1− P(Vt = 0) = 1− P
 ⋂
k∈M0
[
pk > 1− (1− α)1/m
]
= 1−
∏
k∈M0
P
(
pk > 1− (1− α)1/m
)
= 1− (1− α)m0/m ≤ α
On remarque que pour α petit (en particulier pour α = 0, 05, seuil usuel de niveau de contrôle du
taux d’erreurs de type-I en partique) et m grand : 1− (1− α)1/m ≈ α/m. Les procédures de Sidak
et de Bonferroni ont des niveaux de contrôle du FWER qui s’apparentent.
1.4.3 Contrôle du (p)FDR
On note Rt = {k|pk ≤ t}, Rt ⊂M, de cardinal Rt. Intuitivement, on cherche à définir le seuil t qui
permet de construire le plus grand ensemble R− t tel que FDRt ≤ α. Pour cela, on approche FDRt
par le rapport d’estimateurs des espérances de Vt et de Rt : FDRt ≈ E(Vt)Rt =
∑
k∈M0 P(pk≤t)
Rt
≤ m0tRt ≤
mt
Rt
. On a alors : t ≤ αRt/m⇒ FDRt ≤ α.
D’une façon générale, pour garantir le contrôle du FDR au niveau α, l’algorithme de construction
de Rt doit vérifier la condition Rt ⊂ {k|pk ≤ αβ(Rt)/m}, dite d’autoconsistance [Blanchard and
Roquain, 2008], où β(x) est une fonction croissante. Cette condition est vérifiée en particulier par
les procédures séquentielles ascendantes.
Dans le cas de l’indépendance, β(x) = x correspond à la procédure de Benjamini and Hochberg [1995]
(ci-après appelée procédure BH). En notant p(1), . . . , p(m) les probabilités critiques ordonnées par
ordre croissant, la procédure BH définit ainsi le seuil : t = p(k∗), avec k∗ = argmax
(
k | p(k) < kmα
)
.
Le contrôle du FDR par cette procédure a initialement été démontré à l’aide de l’inégalité de Simes
[Simes, 1986].
Étant donné un niveau α fixé pour le contrôle du FDR, la procédure BH consiste à trouver le seuil
tα, dépendant des données. Une autre approche consiste à fixer le seuil de rejet t et de calculer le
taux d’erreurs correspondant :
tα = argmax
t∈[0;1]
{F̂DRt(λ) ≤ α}
où F̂DRt(λ) =
mˆ0(λ)t
Rt∨1 , avec mˆ0(λ) = mpˆi0(λ) et λ judicieusement choisi (voir section 1.2). C’est le
point de vue adopté en particulier par Storey [2002]. Les deux approches sont équivalentes, si m est
remplacé par mˆ0(λ) dans la procédure BH [Storey et al., 2004].
Storey [2003] établit un parallèle entre les procédures de tests simples et multiple en introduisant
la q-value, définie par : qk = argmint>pk{pFDRt}. D’un point de vue pratique, on estime la q-value
par : qˆk =
mˆ0(λ)p(k)
k avec mˆ0(λ) =
#{pk>λ}
(1−λ) (voir section 1.2). Les hypothèses rejetées sont celles
correspondant à une q-value inférieures à α, pour un contrôle du pFDR à ce niveau.
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Conclusion : Amélioration des procédures
Nous avons présenté un cadre général pour les procédures de tests multiples en grande dimension,
et introduit les principales notions qui y sont liées. Ce cadre suppose l’hypothèse d’un modèle de
mélange à deux composantes pour la densité des probabilités critiques et leur indépendance. Une
attention particulière est portée à l’estimation de la proportion d’hypothèse nulle et à la définition
du taux d’erreurs de type-I qu’on souhaite contrôler.
De nombreux auteurs se sont ensuite intéressés à l’amélioration en terme de puissance de ces pro-
cédures : il s’agit, pour un même niveau de contrôle du taux d’erreurs de type-I, d’augmenter le
nombre de vrais-positifs. Les propositions se sont concentrées sur les algorithmes de contrôle des
taux d’erreurs en modifiant la procédure de choix du seuil t.
Les procédures en une étape sont caractérisées par une région de rejet identique pour l’ensemble des
hypothèses testées. Un gain en puissance peut être atteint par les procédures séquentielles, ascen-
dantes ou descendantes, pour un même niveau de contrôle du taux d’erreurs. Ainsi, en particulier,
il existe des versions séquentielles de la procédure de Bonferroni ou de celle de Sidak [Holm, 1979],
qui sont moins conservatrices que la version en une étape.
L’amélioration des procédures de tests multiples par l’estimation de pi0 est l’une des orientations
les plus largement étudiées aujourd’hui [Storey, 2002, Kim and Van de Wiel, 2008]. En effet, les
procédures présentées précédemment utilisent dans leur version initiale une approximation de m0
par m. Cela rend les procédures conservatrices, les méthodes contrôlant alors les taux d’erreurs au
niveau pi0α et non α.
On voit en particulier que considérer mˆ0 = m ⇔ pˆi0 = 1 conduit à choisir un seuil t plus faible, ce
qui donne alors un nombre de rejets moins important. Si la vraie valeur de pi0 est éloignée de 1, il
est donc intéressant d’inclure son estimation dans les procédures pour gagner en puissance [Black,
2004].
Par ailleurs, dans de nombreuses situations, la forte dépendance entre les variables mesurées induit
une autre dépendance entre les tests, pouvant conduire à une remise en cause des performances des
procédures de tests multiples. La prise en compte de la dépendance dans les procédures de tests
multiples constitue alors une voie d’amélioration des méthodes.
Dans ce but, de nombreux auteurs se sont intéressés aux algorithmes de contrôle des taux d’erreurs
en étudiant leurs propriétés en présence de certaines formes de dépendance ou en en modifiant la
définition du seuil t. On peut montrer ainsi que dans certains cas de dépendance, le contrôle du FDR
par la procédure BH est assuré : par exemple lorsque la matrice de corrélation présente une structure
par blocs [Storey et al., 2004] ou dans le cas de dépendance positive [Benjamini and Yekutieli, 2001].
Cette dernière corrige le seuil de la procédure BH pour des données non-indépendantes. Les deux
procédures (BH et BY) diffèrent simplement dans le coefficient appliqué au seuil de rejet pour les
probabilités critiques : mk pour BH ou
m
k
∑m
j=1
1
j pour BY. Toutefois, cette méthode est en général
très conservatrice.
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On peut également adapter la forme de la fonction β pour les procédures séquentielles ascendantes
permettant de contrôler le FDR à des situations de dépendances assez générales [Blanchard and
Roquain, 2008] :
∫ x
0 udν(u), avec ν une distribution a priori sur le nombre de rejets de la procédure.
En particulier, en prenant ν(k) ∝ 1/k, on retrouve la procédure BY [Benjamini and Yekutieli, 2001].
D’autres approches ont été étudiées, comme la modification de la statistique de test [Lönnstedt and
Speed, 2002, Smyth, 2004, Storey et al., 2007] ou de la loi sous l’hypothèse nulle pour le calcul des
statistiques de test [Efron, 2004]. De même, les observations étant indépendantes, on peut prendre en
compte la structure (inconnue, mais potentiellement importante) de corrélation des statistiques de
test (sous l’hypothèse nulle) à l’aide de techniques de permutations ou de rééchantillonnage [Westfall
and Young, 1993, Tusher et al., 2001]. En pratique, le problème des méthodes de rééchantillonnage
en grande dimension vient principalement du temps de calcul nécessaire, et de la fiabilité en terme
de contrôle de taux d’erreurs [Yifan et al., 2006].
Dans la suite, nous nous intéressons tout particulièrement à l’impact de la dépendance sur les pro-
cédures de tests multiples en général. Récemment, l’idée de prendre en compte la dépendance à
travers la modélisation de l’information partagée par l’ensemble des variables a été évoquée dans la
littérature [Kendziorski et al., 2003, Leek and Storey, 2008].
Cette étude est présentée dans le chapitre 2.
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CHAPITRE 2
DÉPENDANCE ET TESTS MULTIPLES
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Résumé La prise en compte de la dépendance est un des sujets cruciaux de la mise
en œuvre des procédures de tests multiples en grande dimension. La présence d’une
structure de corrélation induit en effet une instabilité dans le contrôle des taux d’er-
reurs et dans l’estimation de paramètres comme la proportion d’hypothèses nulles
pi0. Dans de nombreux domaines, la dépendance observée dans les données peut être
expliquée par l’existence d’une structure sous-jacente non observée. A travers la mo-
délisation de cette structure de corrélation par un modèle d’Analyse en Facteurs, nous
proposons donc de prendre en compte l’information partagée par l’ensemble des va-
riables observées grâce à un petit nombre de variables latentes, les facteurs communs.
Nous obtenons alors une expression exacte de la variance du nombre de faux-positifs
en présence de dépendance, ainsi que pour l’estimateur empirique de pi0.
ee
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Introduction
Les procédures de tests multiples définies au chapitre précédent sont basées sur l’hypothèse que les m
probabilités critiques issues des tests sont distribuées indépendamment selon un modèle de mélange
à deux composantes (Hypothèse 1). Le modèle défini en (1.1) suppose en effet l’indépendance entre
les résidus k, ce qui n’est pas une hypothèse réaliste dans de nombreux contextes d’applications.
Les données expérimentales sont affectées par un certain nombre de facteurs environnementaux,
biologiques ou encore techniques, non-observés (ou non observables) qui induisent de la variabilité
dans les mesures.
Dans le modèle (1.1), les sources de variabilité x sont explicitement modélisées à travers mk(x). Les
résidus quant à eux concentrent la variabilité non expliquée par mk(x), imputables à des sources de
variabilités autres que x non observées dans l’étude (facteurs environnementaux, démographiques,
techniques, lié au plan d’expériences, etc.) ainsi que la variabilité spécifique à chaque variable d’in-
térêt.
Ces facteurs non observés induisent une forme de dépendance générale entre les variables d’intérêt.
Dans de nombreuses situations, cette dépendance induit une autre dépendance entre les tests, pouvant
conduire à une remise en cause des performance des procédures de tests multiples. La prise en compte
de la dépendance dans ces procédures constitue donc un enjeu majeur de leur fiabilité et offre des
perspectives d’amélioration de ces procédures.
Dans la littérature dédiée aux tests multiples, le contrôle des taux d’erreurs et l’écart à la distribution
nulle théorique en présence de dépendance sont les deux points majoritairement évoqués. La plupart
des approches visant à prendre en compte la dépendance consistent alors à corriger les procédures
de contrôle du risque de première espèce [Benjamini and Yekutieli, 2001] ou en une modification de
la loi des statistiques de test sous l’hypothèse nulle [Efron, 2004].
Sous certaines formes de dépendance, les procédures basées sur l’hypothèse d’une loi de mélange pour
les probabilités critiques sous l’hypothèse nulle restent valides, c’est-à-dire que le taux d’erreurs de
type-I est toujours contrôlé. En particulier, on évoque ici deux formes de dépendance pour lesquelles
la procédure BH assure le contrôle du FDR : PRDS (Positive Regression Dependance on Subset)
[Benjamini and Yekutieli, 2001] et la dépendance faible [Storey, 2002]. Les cas de dépendance faible
se rencontrent lorsque la matrice de corrélation présente une structure par blocs finis, ou encore
lorsque les statistiques de tests sont vues comme un processus aléatoire stationnaire ergodique ou
suivent certaines lois de mélange par exemple.
A l’instar de Leek and Storey [2008], l’approche proposée ci-après consiste à tirer profit d’une infor-
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mation partagée par l’ensemble des variables, issue des facteurs de variabilités non observés.
On considère le modèle (1.1) pour chaque variable d’intérêt Yk. Leek and Storey [2008] proposent un
cadre général d’étude de la dépendance basé sur la proposition suivante, démontrée sans hypothèse
particulière sur la distribution de  :
Proposition 2.0.1 (voir Leek et Storey (2008)). Soit k = Yk − E(Yk|x) l’erreur résiduelle
du modèle de régression de la kème variable sur les covariables x mesurant les conditions expé-
rimentales. S’il n’existe aucune fonction g mesurable telle que k = g(1, . . . , k−1, k+1, . . . , m)
presque sûrement, alors il existe une matrice Z = (Z1, Z2, . . . , ZQ), avec 0 ≤ Q ≤ m et, pour tout
k ∈ [1;m], il existe des vecteurs bk tels que k = b′kZ + εk, où les composantes de E = [ε1, . . . , εm]
sont indépendantes.
La proposition 2.0.1 introduit un ensemble de vecteurs Z qui capture la variabilité partagée par
l’ensemble des variables. Ainsi, si bk est le Q−vecteur des coefficients de chaque variable Yk dans les
combinaisons linéaires les reliant aux Q variables latentes Z, le modèle (1.1) devient alors :
Yk = mk(x) + Zb′k + εk (2.1)
et les composantes de E = [ε1, . . . , εm] sont indépendantes.
Dans le cadre du modèle linéaire décrit à la section 1.1.2, le modèle (2.1) s’écrit sous forme matri-
cielle :
Yn×m = Xn×(p+1)θ(p+1)×m + Zn×QB′m×Q + En×m (2.2)
Nous proposons de représenter la dépendance conditionnellement aux conditions expérimentales x
à travers le sous-espace de faible dimension engendré par Z = [Z1; . . . ;ZQ]. L’estimation des para-
mètres et du nombre de facteurs à inclure dans le modèle est traitée au chapitre 4.
Néanmoins, nous pouvons d’ores et déjà remarquer que cette décomposition s’apparente à celle d’un
modèle d’Analyse en Facteurs (Factor Analysis). C’est d’ailleurs par analogie avec cette méthode
que nous proposons une méthode d’estimation des paramètres du modèle (2.1). Par la suite, nous
utiliserons le vocabulaire traditionnellement lié à cette méthode : les variables latentes Z sont les
facteurs communs ou scores, et les composantes de E sont les facteurs spécifiques.
Dans ce cadre général de dépendance, nous allons donc étudier les propriétés des procédures de tests
multiples.
Dans le modèle (2.1), où les résidus E = [ε1, . . . , εm] ont pour matrice de variance-covariance Ψ,
diagonale, on suppose que V(Z) = I comme en Analyse en Facteurs dite exploratoire [Mardia et al.,
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1979]. On obtient alors la décomposition suivante pour la matrice de variance-covariance de Y , notée
Σ :
Σ = BB′ + Ψ (2.3)
où B est une matrice de taillem×Q, dont la keme ligne correspond au vecteur bk. Dans la terminologie
de l’Analyse en Facteurs, BB′ représente l’information commune à l’ensemble des variables et les
termes diagonaux de Ψ sont les variances spécifiques.
Dans un premier temps, nous nous appuyons sur des simulations pour illustrer l’impact de la dépen-
dance selon le niveau de corrélation des données. Dans des études similaires réalisées dans le cadre de
l’analyse de données génomiques, les schémas de corrélation des données simulées sont relativement
simples : données équi-corrélées [Allison, 2002] ou équi-corrélées par blocs [Korn et al., 2004] par
exemple. Ces structures de dépendance sont simples à mettre en œuvre, facilement interprétables, et
le contrôle du niveau de dépendance au sein de chaque scénario est possible en faisant varier la valeur
du(es) coefficient(s) de la matrice de corrélation. Néanmoins, cette modélisation de la dépendance
est éloignée de la réalité, où les liaisons entre variables d’intérêts sont parfois plus complexes. Dans
les études par simulations de ce chapitre, d’une façon similaire à Kim and Van de Wiel [2008], nous
proposons de considérer un ensemble de matrices de corrélations, tout en imposant une contrainte
d’indépendance conditionnelle. La matrice de variance-covariance théorique se décompose sous la
forme (2.3). Le niveau de dépendance souhaité est atteint en pondérant la structure de dépendance
commune (BB′) par un coefficient.
Exemple 3. On simule des données à partir de 10 scénarios pour la matrice de variance-
covariance Σ. Ces scénarios traduisent une augmentation graduelle de la structure de dépendance,
de l’indépendance (scénario 0) à une forte structure de corrélation (scénario 9) (voir Tableau
2.1). On contrôle le niveau de dépendance de chaque scénario s par un indicateur de l’information
partagée par l’ensemble des variables, la variance commune, défini par : tr(BB′)/tr(Σ).
scénario 0 1 2 3 4 5 6 7 8 9
variabilité commune (%) 0 4,65 15,56 28,56 40,31 50,76 57,90 65,45 70,09 75,19
Tab. 2.1 – Variabilité commune (%) pour 10 scénarios
1000 tableaux de données sont simulés pour chaque scénario s. Les m variables de chaque tableau
de données sont générées selon une loi normale multivariée : Nm(µ; Σs), où µ est un m-vecteur
contenant les moyennes de chaque variable et s un niveau de dépendance donné. Chacun est
composé de m = 500 variables pour n = 60 individus. On considère par ailleurs une variable x
qualitative à deux modalités A et B, telle que nA = 30 et nB = 30. Les données sont tout d’abord
simulées de façon à ce que la loi jointe des variables ne dépende pas de x.
L’annexe A propose le code R permettant de simuler les tableaux de données de cet exemple.
Nous nous intéressons dans un premier temps à la première étape des procédures de tests multiples :
le calcul des statistiques de tests et celui des probabilités critiques. Dans un deuxième temps, nous
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étudions l’impact de la dépendance sur l’estimation de pi0 puis sur le nombre de faux-positifs et les
taux d’erreurs.
2.1. Étude de l’impact de la dépendance sur la distribution des
probabilités critiques
L’Hypothèse 1 suppose que les statistiques de tests suivent sous l’hypothèse nulle une même loi de
distribution F0. Comme suggéré par McLachlan et al. [2006] ou plus récemment par Efron [2007],
les statistiques de test sont transformées en Z-scores pour avoir comme loi de référence sous H0 la
loi normale centrée-réduite : Zk = Φ−1(F0(Tk)), k ∈ [1;m], où Φ est la fonction de répartition de la
loi normale centrée-réduite. On a donc Zk ∼ N (0; 1), pour k ∈M0.
(a) Scénario 1 (b) Scénario 3
(c) Scénario 6 (d) Scénario 9
Fig. 2.1 – Distribution des Z-scores sous H0 - Histogramme moyen sur l’ensemble des 1000 simula-
tions - lignes pointillées : quantiles à 2, 5% et 97, 5%
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En s’appuyant sur les données simulées de l’Exemple 3, nous étudions l’impact de la dépendance
sur la distribution des Z-scores sous H0, puis sur celle des probabilités critiques des tests. Sur chaque
tableau de données simulé, les m = 500 tests de l’effet de la variable x sont réalisés puis les Z-scores
associés aux statistiques de tests sont calculés. Dans cet exemple, F0 est la loi de Student à n−2 = 58
degrés de liberté.
Pour quatre des scénarios (1 : faible niveau de dépendance, 3 et 6 : niveaux intermédiaires, 9 :
niveau élevé), on représente l’histogramme moyen ainsi que la variabilité autour de cette moyenne à
travers les quantiles à 2, 5% et 97, 5% des distributions des Z-scores d’une part (figure 2.1) et des
probabilités critiques d’autre part (figure 2.2).
Quel que soit le niveau de dépendance, la répartition moyenne des Z-scores est bien ajustée par
la densité théorique (loi Normale centrée-réduite). Dans le cas de données indépendantes (2.1(a)),
les histogrammes obtenus pour les Z-scores varient peu autour de l’histogramme moyen. Lorsque la
corrélation entre les données augmente (figure 2.1(b) puis figures 2.1(c) et 2.1(d)), on observe en
revanche une augmentation de la variabilité de la distribution des Z-scores autour de l’histogramme
moyen. En présence de dépendance, les distributions des Z-scores se démarquent de la loi théorique
par un aplatissement plus ou moins fort. On note ici qu’on s’intéresse à la distribution de l’histo-
gramme des Z-scores, et non à un Z-score donné dont la distribution marginale reste une loi Normale
centrée-réduite.
De même, la répartition moyenne des probabilités critiques est uniforme sur [0; 1]. Comme pour la
distribution des Z-scores, dans le cas de données indépendantes, les histogrammes obtenus pour les
probabilités critiques varient peu autour de l’histogramme moyen. Lorsque la corrélation entre les
données augmente (figure 2.2(b) puis figures 2.2(c) et 2.2(d)), la variabilité de la distribution des
probabilités critique autour de l’histogramme moyen devient plus importante. Ainsi, la distribution
empirique peut s’éloigner fortement de la distribution uniforme.
La figure 2.3 représente les histogrammes de deux jeux de données simulées, parmi les 1000 jeux
de données du scénario 9. En présence d’un niveau de dépendance élevé, les distributions des pro-
babilités critiques se démarquent de la loi uniforme (loi théorique, en pointillé rouge) selon deux
configurations :
• soit en ayant une sur-représentation des probabilités critiques proches de 0 (à gauche), et donc
une sous-représentation des probabilités critiques proches de 1,
• soit l’inverse (à droite), c’est-à-dire une sous-représentation des probabilités critiques proches de
0 et donc une sur-représentation des probabilités critiques proches de 1.
Efron [2007] remarque également ce phénomène sur deux jeux de données réelles issues d’expériences
par biopuces. Il attribue directement l’écart entre les Z-scores et la loi théorique nulle (histogramme
des Z-scores plus large ou moins large que la densité de la loi Normale centrée-réduite) à la présence
de corrélation dans les données.
On peut tester l’uniformité desm probabilités critiques, pour les 1000 tableaux de donénes de chaque
scénarios à l’aide d’un test de Kolmogorov-Smirnov. La figure 2.4 représente les probabilités cri-
tiques de ces tests. Elles sont elles même réparties uniformément (test d’uniformité sur ces probabilités
critiques non significatif au seuil 0, 05) pour les scénarios 0 et 1. Pour les autres scénarios, l’écart à
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(c) Scénario 6
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(d) Scénario 9
Fig. 2.2 – Distribution des probabilités critiques - Histogramme moyen sur l’ensemble des 1000
simulations - lignes pointillées : quantiles à 2, 5% et 97, 5%
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Fig. 2.3 – Distribution des probabilités critiques sous H0 : exemples de deux jeux de données -
scénario 9
35 2.2 Étude de l’impact de la dépendance sur l’estimation de pi0
scenario 0
 KS p.values
D
en
si
ty
0.0 0.2 0.4 0.6 0.8 1.0
0
2
4
6
8
10
scenario 1
 KS p.values
D
en
si
ty
0.0 0.2 0.4 0.6 0.8 1.0
0
2
4
6
8
10
scenario 2
 KS p.values
D
en
si
ty
0.0 0.2 0.4 0.6 0.8 1.0
0
2
4
6
8
10
scenario 3
 KS p.values
D
en
si
ty
0.0 0.2 0.4 0.6 0.8 1.0
0
2
4
6
8
10
scenario 4
 KS p.values
D
en
si
ty
0.0 0.2 0.4 0.6 0.8 1.0
0
2
4
6
8
10
scenario 5
 KS p.values
D
en
si
ty
0.0 0.2 0.4 0.6 0.8 1.0
0
2
4
6
8
10
scenario 6
 KS p.values
D
en
si
ty
0.0 0.2 0.4 0.6 0.8 1.0
0
2
4
6
8
10
scenario 7
 KS p.values
D
en
si
ty
0.0 0.2 0.4 0.6 0.8 1.0
0
2
4
6
8
10
scenario 8
 KS p.values
D
en
si
ty
0.0 0.2 0.4 0.6 0.8 1.0
0
2
4
6
8
10
scenario 9
 KS p.values
D
en
si
ty
0.0 0.2 0.4 0.6 0.8 1.0
0
2
4
6
8
10
Fig. 2.4 – Distribution des probabilités critiques des tests de Kolmogorov-Smirnov obtenues pour les
tests d’uniformité des m probabilités critiques des 1000 jeux de données simulés de chaque scénarios
Scenario 0 1 2 3 4 5 6 7 8 9
prop. de tests sig. (%) 4.4 7.1 20.2 38.0 56.1 63.8 68.5 71.6 75.5 80.1
Tab. 2.2 – Proportion de tests de l’uniformatité des probabilités critiques déclarés significatifs par
scénario (seuil : α = 0.05) - Tests de kolmogorov-Smirnov pour chaque ensemble de m probabilités
critiques obtenus pour chaque tableau de données simulé
l’uniformité des probabiliéts critiques des tests de Kolmogorov Smirnov est mis en évidence de façon
significative. Le tableau 2.1 résume le nombre de tests déclarés significatifs, à un niveau α = 0, 05.
L’hypothèse d’uniformité de la distribution des probabilités critiques sous H0 est le support de nom-
breuses procédures de tests multiples. Or, les deux exemples présentés sur la figure 2.3 illustrent
qu’en présence de dépendance, la distribution empirique des probabilités critiques peut s’éloigner for-
tement de cette distribution théorique, rendant alors plus complexe l’identification de la composante
nulle du modèle de mélange.
2.2. Étude de l’impact de la dépendance sur l’estimation de la
proportion d’hypothèses nulles (pi0)
Les simulations de l’Exemple 3 montrent de grandes disparités sur la répartition des probabilités
critiques sous l’hypothèse nulle en présence de dépendance, en particulier sur les bords de l’intervalle
[0; 1]. Or, la séparation entre les deux composantes du modèle de mélange, c’est-à-dire la dominance
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d’une composante au voisinage de 0 et de l’autre composante au voisinage de 1, est une condition
nécessaire pour une bonne estimation de pi0 (voir section 1.2). Les méthodes d’estimation de pi0 sont
en effet toutes basées sur le comportement de la distribution des probabilités critiques aux alentours
de 1.
Exemple 4. Reprenons les données de l’exemple 3. Pour m1 = 100 variables, une quantité δ
est ajoutée pour les individus du groupe B. La valeur de δ est fixée de façon à assurer au test
individuel de Student une puissance de 80%, pour un risque de type-I α = 5%, soit ici δ = 0.74.
La valeur théorique de pi0 est de 0, 80. Au sein de chaque scénario, pour chaque tableau de données
simulé, on réalise les m = 500 tests de l’effet de la variable x.
l
l
l
ll
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
pi
0
0 1 2 3 4 5 6 7 8 9
(a) Estimation de la densité par une fonction convexe
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(b) Estimateur empirique avec choix de λ par bootstrap
Fig. 2.5 – Estimations de pi0 à partir de probabilités critiques issues de tests de Student sur des
données simulées selon différents scénarios de dépendance - pi0 = 0, 80
La figure 2.5 montre les boites de dispersion de pˆi0 pour des niveaux de dépendance croissants. Les
résultats présenté sur la figure 2.5 concernent deux méthodes : estimation de la densité par une
fonction convexe décroissante sur [0; 1] [Langaas et al., 2005] et l’estimateur empirique avec choix de
λ par bootstrap [Storey et al., 2004] pour chacun des scénarios. Les résultats pour les autres méthodes
sont présenté en annexe D, figure D.1. Pour l’ensemble des méthodes, la variabilité d’estimation
augmente nettement en présence de dépendance.
Nous introduisons un critère noté ∆ définit en (2.4). Ce critère est calculé en faisant la différence,
sur l’intervalle [0; 0, 05], entre la densité empirique des probabilités critiques sous H0 (histogramme
empirique) et la densité nulle théorique sur ce même intervalle. Il caractérise la forme de l’histo-
gramme des probabilités critiques : ∆ est nul si l’histogramme est constant, et varie autour de 0
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Fig. 2.6 – Exemple d’histogrammes de probabilités critiques sous H0 pour 6 valeurs de ∆
en cas d’écarts. Il est positif lorsque les probabilités critiques proches de 0 sont sur-représentées et
négatif lorsque les probabilités critiques proches de 1 sont sur-représentées (figure 2.6). La figure
2.7 représente la distribution de ∆ pour les données simulées pour les 10 scénarios de dépendance.
∆ = {#pk ∈ [0; 0, 05]} × 0, 05
card(M) − 1 (2.4)
En fait, si en présence de dépendance on observe une augmentation de la variabilité de l’estimation du
paramètre (figure 2.5), la dépendance induit surtout une sur- ou sous-estimation de pi0 en fonction
de la configuration de l’histogramme (figure 2.8 pour les deux mêmes méthodes que précédemment.
Les résultats pour les autres méthodes sont présentés en annexe D, figure D.2 ).
L’estimation de pi0, quelle que soit la méthode utilisée, est donc affectée par la présence de dépendance
dans les données.
Étude de l’estimateur empirique pˆi0(λ) en présence de dépendance Pour cette étude, nous
introduisons la distribution conditionnelle des probabilités critiques : Gk(t, Z) = P(pk ≤ t|Z). Les
propriétés de cette distributions sont données ci-après :
Proposition 2.2.1 (Propriétés deGk(t, Z) = P(pk ≤ t|Z)). Soit Gk(t) = P(pk ≤ t) et Gkk′(t) =
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Fig. 2.7 – Valeurs de ∆ pour les 10 scénarios de simulations
P(pk ≤ t; pk′ ≤ t).
E(Gk(t, Z)) = Gk(t)
Cov(Gk(t, Z);Gk
′
(t, Z)) = Gkk
′
(t)−Gk(t)Gk′(t)
En particulier, si k ∈M0 : E(Gk(t, Z)) = G0(t) = t
Démonstration. On a : Gk(t, Z) = P(pk ≤ t|Z) = E(1pk≤t|Z).
D’où E(Gk(t, Z)) = E(1pk≤t) = Gk(t)
On définit également la fonction Dkk′(t) par l’expression suivante :
Définition 2.2.1 (Fonction Dkk′(t)).
Dkk
′
(t) =
Gkk
′
(t)−Gk(t)Gk′(t)
t(1− t)
Dans le tableau 1.1, pour un seuil de rejet des probabilités critiques λ, Uλ désigne le nombre de
vrai-négatifs : Uλ =
∑
k∈M0 1(pk>λ), et Tλ est le nombre de faux-négatifs : Tλ =
∑
k∈M1 1(pk>λ).On
a Wλ = Uλ + Tλ.
Sous l’Hypothèse 1, Uλ ∼ Bin(m0, 1− λ) et Tλ ∼ Bin(m1, 1−G1(λ)), ce qui permet d’obtenir les
propriétés de pˆi0 données par la proposition 1.2.1.
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(a) Estimation de la densité par une fonction convexe
ll
l
l
ll
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
llll
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
0 2 4 6 8
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
scénario 1
∆
pi
0
l
l
l
ll
l l
l
l
l
l
l
l
l
l l
l l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
ll
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
ll
l
l
l
l
l
l
l
l
l l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
0 2 4 6 8
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
scénario 3
∆
pi
0
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
0 2 4 6 8
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
scénario 6
∆
pi
0
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
0 2 4 6 8
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
scénario 9
∆
pi
0
(b) Estimateur empirique avec choix de λ par bootstrap
Fig. 2.8 – Estimations de pi0 à partir de probabilités critiques issues de tests de Student sur des
données simulées selon différents scénarios de dépendance en fonction de ∆ - pi0 = 0, 80
Quand les données sont corrélées, sous l’hypothèse du modèle (2.1), on s’appuie sur l’indépendance
conditionnelle aux facteurs Z pour étudier les propriétés de pˆi0.
Proposition 2.2.2 (Propriétés de pˆi0). Gk1(λ) désigne la fonction de répartition de la probabilité
critique pk pour k ∈M1 et on note G¯1(λ) = 1m1
∑
k∈M1
(
Gk1(λ)
)
.
E(pˆi0(λ)) = pi0 + (1− pi0)1− G¯1(λ)1− λ
V(pˆi0(λ)) =
λpi0
m(1− λ) +
∑
k∈M1
[
G1(λ, k)(1−G1(λ, k))
]
m2(1− λ)2 +
λ
1− λ
1
m2
∑
k 6=k′∈M
Dkk
′
(λ)
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La démonstration de la proposition 2.2.2 passe par les lemmes suivants.
Lemme 2.2.1 (Propriétés de Uλ).
E(Uλ) = m0(1− λ)
V(Uλ) =
[
m0 +
∑
k 6=k′∈M0
Dkk
′
(λ)
]
λ(1− λ)
Démonstration. On s’intéresse d’abord aux propriétés conditionnelles de Uλ.
E(Uλ|Z) =
∑
k∈M0
P (pk ≥ λ|Z) =
∑
k∈M0
(
1−Gk(λ, Z)
)
V(Uλ|Z) =
∑
k∈M0
P (pk ≥ λ|Z) (1− P (pk ≥ λ|Z)) =
∑
k∈M0
(
1−Gk(λ, Z)
)
Gk(λ, Z)
Or, card(M0) = m0 et E(Gk(λ, Z)) = Gk(λ) = λ pour k ∈M0 d’après la proposition 2.2.1. On
déduit donc que E(Uλ) = E (E(Uλ|Z)) = m0(1− λ).
La variance de Uλ est déduite en utilisant : V(Uλ) = E (V(Uλ|Z)) + V (E(Uλ|Z)). On a :
V[E(Uλ|Z)] = V
 ∑
k∈M0
(1−Gk(λ,Z))
 = V
 ∑
k∈M0
(Gk(λ,Z))
 = ∑
k∈M0
V
(
Gk(λ,Z)
)
+
∑
k 6=k′∈M0
Cov
(
Gk(λ,Z);Gk
′
(λ,Z)
)
=
∑
k∈M0
E
(
Gk(λ,Z)2
)
−
∑
k∈M0
E
(
Gk(λ,Z)
)2
+
∑
k 6=k′∈M0
Cov
(
Gk(λ,Z);Gk
′
(λ,Z)
)
=
∑
k∈M0
E
(
Gk(λ,Z)2
)
−m0λ2 +
∑
k 6=k′∈M0
Cov
(
Gk(λ,Z);Gk
′
(λ,Z)
)
E[V(Uλ|Z)] = E
 ∑
k∈M0
(
1−Gk(λ,Z)
)
Gk(λ,Z)

=
∑
k∈M0
E
(
Gk(λ,Z)
)
−
∑
k∈M0
E
(
Gk(λ,Z)2
)
= m0λ−
∑
k∈M0
E
(
Gk(λ,Z)2
)
On en déduit la variance de Uλ, en introduisant la fonction Dkk
′
(λ) :
⇒ V(Uλ) = m0λ(1− λ) +
∑
k 6=k′∈M0
Cov
(
Gk(λ, Z);Gk
′
(λ, Z)
)
=
[
m0 +
∑
k 6=k′∈M0
Dkk
′
(λ)
]
λ(1− λ) (2.5)
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Lemme 2.2.2 (Propriétés de Tλ). On note G¯1(λ) = 1m1
∑
k∈M1
(
Gk1(λ)
)
E(Tλ) = (m−m0)(1− G¯k1(λ))
V(Tλ) =
∑
k∈M1
[
Gk1(λ)(1−Gk1(λ))
]
+
[ ∑
k 6=k′∈M1
Dkk
′
(λ)
]
λ(1− λ)
Démonstration. On s’intéresse d’abord aux propriétés conditionnelles de Tλ.
E(Tλ|Z) =
∑
k∈M1
P (pk ≥ λ|Z) =
∑
k∈M1
(
1−Gk(λ, Z)
)
V(Tλ|Z) =
∑
k∈M1
P (pk ≥ λ|Z) (1− P (pk ≥ λ|Z)) =
∑
k∈M1
(1−Gk(λ, Z))Gk(λ, Z)
Or, card(M1) = m−m0 et E(Gk(λ, Z)) = Gk1(λ) pour k ∈M1 d’après la proposition 2.2.1. On
note G¯1(λ) = 1m1
∑
k∈M1 (G1(λ, k)). On déduit donc que E(Tλ) = E (E(Tλ|Z)) = (m−m0)(1−
G¯1(λ, k)).
La variance de Tλ est déduite en utilisant : V(Tλ) = E (V(Tλ|Z)) + V (E(Tλ|Z)). On a :
V[E(Tλ|Z)] = V
 ∑
k∈M1
(1−Gk(λ,Z))
V
 ∑
k∈M1
(Gk(λ,Z))
 = ∑
k∈M1
V
(
Gk(λ,Z)
)
+
∑
k 6=k′∈M1
Cov
(
Gk(λ,Z));Gk
′
(λ,Z)
)
=
∑
k∈M1
E
(
Gk(λ,Z)2
)
−
∑
k∈M1
E
(
Gk(λ,Z)
)2
+
∑
k 6=k′∈M1
Cov
(
Gk(λ,Z);Gk
′
(λ,Z)
)
E[V(Tλ|Z)] = E
 ∑
k∈M1
(
1−Gk(λ,Z)
)
Gk(λ,Z)

=
∑
k∈M1
E
(
Gk(λ,Z)
)
−
∑
k∈M1
E
(
Gk(λ,Z)2
)
On en déduit la variance de Tλ, en introduisant la fonction Dkk
′
(λ) :
⇒ V(Tλ) =
∑
k∈M1
[
E
(
Gk(λ,Z)
)
− E
(
Gk(λ,Z)
)2]
+
∑
k 6=k′∈M1
Cov
(
Gk(λ,Z);Gk(λ,Z)
)
=
∑
k∈M1
[
Gk1(λ)(1−Gk1(λ))
]
+
∑
k 6=k′∈M1
[
Gkk
′
(λ)−Gk(λ)Gk′(λ)
]
=
∑
k∈M1
[
Gk1(λ)(1−Gk1(λ))
]
+
[ ∑
k 6=k′∈M0
Dkk
′
(λ)
]
λ(1− λ) (2.6)
On peut alors démontrer la proposition 2.2.2, en se servant des lemmes 2.2.1 et 2.2.2.
Démonstration. On s’intéresse d’abord à l’espérance de pˆi0.
En notant G¯1(λ) = 1m1
∑
k∈M1 (G1(λ,k )), on en déduit l’espérance de pˆi0.
E(pˆi0(λ)) =
E(Wλ)
m(1− λ) =
E(Uλ) + E(Tλ)
m(1− λ)
=
m0(1− λ) +m1(1− G¯1(λ))
m(1− λ) = pi0 + (1− pi0)
(1− G¯1(λ))
(1− λ)
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On s’intéresse maintenant à la variance de pˆi0. On utilise : V(Wλ) = V(Uλ) +V(Tλ) + 2 Cov(Uλ;Tλ),
où V(Uλ) et V(Tλ) sont donnés dans les Lemmes 2.2.1 et 2.2.2. Il reste donc à calculer Cov(Uλ;Tλ).
On se sert de Cov(Uλ;Tλ) = E (Cov(Uλ;Tλ|Z)) + Cov(E(Uλ|Z);E(Tλ|Z)). D’après la propriété d’in-
dépendance conditionnelle, Cov(Uλ;Tλ|Z) = 0.
Cov(E(Uλ|Z);E(Tλ|Z)) = Cov
 ∑
k∈M0
(1−Gk(λ, Z));
∑
k∈M1
(1−Gk(λ, Z))

=
∑
k∈M0
∑
k′∈M1
Cov(Gk(λ, Z);Gk
′
(λ, Z))
=
∑
k∈M0
∑
k′∈M1
[
Gkk
′
(λ)−Gk(λ, Z)Gk′(λ, Z)
]
=
∑
k∈M0
∑
k′∈M1
[
Dkk
′
(λ)
]
λ(1− λ)
On a alors la variance de pˆi0(λ) :
V(pˆi0(λ)) =
λpi0
m(1− λ) +
∑
k∈M1
[
G1(λ, k)(1−G1(λ, k))
]
m2(1− λ)2 +
λ
1− λ
1
m2
∑
k 6=k′∈M
Dkk
′
(λ)
Cette expression de la variance de l’estimateur empirique se réduit à la formule de la proposition
1.2.1 dans le cadre de l’Hypothèse 1. Sous cette hypothèse, les probabilités critiques sont identi-
quement distribuées sous H1 donc
∑
k∈M1
[
G1(λ, k)(1−G1(λ, k))
]
= (m−m0)G1(λ, k)(1−G1(λ, k)
et le dernier terme est nul dans le cas de l’indépendance. La fonction Dkk′(λ) prend en effet une
valeur nulle si la corrélation entre les variables Yk et Yk′ est nulle.
La proposition 2.2.2 permet d’étudier l’impact de la dépendance sur l’estimation de pi0, et en
particulier, dans quelle mesure la variance de l’estimateur de ce paramètre dépend de la corrélation
entre les variables.
Choix de λ par minimisation de l’EQM Pour illustrer l’impact de la corrélation sur le choix
du seuil λ optimal, nous calculons les valeurs du biais, de la variance et de l’EQM de pˆi0(λ) pour
différents scénarios de corrélation à partir des matrices de variances-covariances Σs utilisées dans le
cadre théorique de l’exemple 4.
Dans un cadre non-paramétrique, la probabilité bivariée notée Gkk′ apparaissant au numérateur de
la fonction D(t), dans la formule de la variance donnée à la proposition 2.2.2, peut être calculée
à partir de permutations. Dans le cas des tests de Student de l’exemple 4, nous pouvons utiliser
l’expression exacte de cette fonction, définie ci-après.
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(c) Scénario 8
Fig. 2.9 – Biais, variance et EQM de pˆi0(λ) : courbes théoriques obtenues à partir des matrices
de variances covariances utilisées pour la simlation des données de chacun des scénarios - Niveau de
dépendance : 1 : niveau faible, 4 : niveau intermédiaire, 8 : niveau élevé - à gauche : τ = 1 (puissance :
17%), au milieu : τ = 2, 8 (puissance : 80%), à droite : τ = 4 (puissance : 97%) - pi0 = 0, 80
Chapitre 2 : Dépendance et tests multiples 44
Proposition 2.2.3. On note Φ(2)(J ; ρ, τ1, τ2, ddl) la probabilité qu’un vecteur, suivant une loi de
Student bivariée de paramètres de non-centralité (τk; τk′), de degrés de liberté ddl et de corrélation
ρ n’appartienne pas à J ⊆ R2. On a alors Gkk′ = Φ(2)([−ut;ut]; ρkk′ , τk, τk′ , n − 2), où ρkk′ la
corrélation entre Tk et Tk′ et ut = φ−10
(
1− t2
)
, avec φ0 la densité de la loi de Student centrée
(τ = 0) à ddl = n − 2 degrés de liberté. On définit par ailleurs Φ(1)(I, τ, ddl) qui représente
la probabilité qu’une variable aléatoire distribuée selon une loi de Student de paramètre de non
centralité τ et à ddl degrés de liberté n’appartienne pas à l’intervalle I ⊆ R.
Dkk
′
(t) =
1
t(1− t)
[
Φ(2)
(
[−ut;ut]2; ρkk′ ; τk; τk′ ;n− 2
)
−Φ(1) ([−ut;ut]; τk, n− 2) Φ(1) ([−ut;ut]; τk′ ;n− 2)
]
La figure 2.9 donne les résultats pour trois des scénarios (1 : niveau faible, 4 : niveau intermédiaire,
8 : niveau élevé), et pour différentes valeurs de τ , caractérisant différents niveau de puissance des
tests individuels. La ligne pointillée rouge donne le minimum de l’EQM pour chaque cas. Lorsque τ
est élevé (figures de droite), le choix de lambda est similaire quel que soit le niveau de dépendance,
et l’EQM associée est faible. Par contre, quand ce paramètre est plus faible (figures de gauche et au
milieu), ignorer la dépendance induit une surestimation de λ. L’EQM associée à une telle valeur de
λ pour les scénarios 4 et 8 est beaucoup plus élevée, et la variance de pˆi0 est largement sous-estimée.
2.3. Étude de l’impact de la dépendance sur les taux d’erreurs
La figure 2.10 reprend les deux exemples de la figure 2.3, la ligne pointillée indiquant un seuil de
0, 05 pour les probabilités critiques. En déclarant positifs les tests associés aux probabilités critiques
inférieures à ce seuil, on sur-estime (à gauche) ou sous-estime (à droite) sensiblement le nombre
attendu de faux-positifs.
probabilités critiques
De
nsi
ty
0.0 0.2 0.4 0.6 0.8 1.0
0
1
2
3
4
probabilités critiques
De
nsi
ty
0.0 0.2 0.4 0.6 0.8 1.0
0
1
2
3
4
Fig. 2.10 – Exemples de deux jeux de données : distribution des probabilités critiques - scénario 9 -
Exemple 3. En pointillé : seuil de 0, 05 pour les probabilités critiques
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2.3.1 Impact de la dépendance sur le nombre de faux-positifs (Vt)
Pour chaque tableau de données simulées (Exemple 4), la quantité Vt, c’est à dire le nombre de
rejets à tort d’hypothèses nulles, est calculée en considérant un seuil de rejet t = 0, 05 pour les
probabilités critiques.
Le Tableau 2.3 donne les statistiques descriptives des résultats.
scénario 0 1 2 3 4 5 6 7 8 9
var. commune (%) 0 4,65 15,56 28,56 40,31 50,76 57,90 65,45 70,09 75,19
min 6.00 5.00 6.00 5.00 1.00 1.00 0.00 0.00 0.00 0.00
q0,25 17.00 17.00 15.00 13.00 11.00 8.00 8.00 6.00 6.00 4.00
médiane 20.00 20.00 19.00 17.00 16.00 14.00 14.00 12.00 12.00 11.00
moyenne 19.96 20.12 20.03 19.44 19.48 19.94 19.63 21.12 21.29 20.22
q0,75 23.00 23.00 23.00 23.00 23.00 24.25 24.00 25.00 26.25 25.25
max 36.00 45.00 72.00 90.00 157.00 169.00 152.00 206.00 206.00 195.00
écart-type 4.43 4.96 7.33 10.43 14.26 18.73 19.83 26.19 26.14 26.35
Tab. 2.3 – Statistiques descriptives de Vt pour les 10 scénarios de données simulées
Si on suppose que les probabilités critiques sont distribuée selon le modèle (1.4), on a sous l’hypothèse
1 : Vt ∼ Bin(m0, t). L’espérance d’une telle variable aléatoire est m0t = 400 × 0, 05 = 20 et sa
variance m0t(1− t) = 400× 0, 05× 0, 95 = 19. Pour l’ensemble des scénarios, d’après le tableau
2.3, la moyenne du nombre de faux-positifs est proche de 20 hypothèses rejetées à tort. L’espérance
de la variable aléatoire Vt ne semble donc pas affectée par la présence de dépendance.
Pour les scénarios 0 et 1, l’écart-type de Vt a bien une valeur semblable à la valeur théorique (
√
19 =
4, 35). Mais à mesure que le niveau de dépendance augmente, la variance du nombre de faux-positifs
augmente également. La dépendance entraine donc une instabilité du nombre de faux-positifs, en
augmentant sa variabilité.
La figure 2.11 représente sous forme d’histogrammes la distribution de Vt pour quatre des 10
scénarios, caractérisés par des niveaux croissants de dépendance, ce qui illustre les commentaires
faits précédemment à partir du Tableau 2.3.
Nous étudions maintenant les propriétés du nombre de faux-positifs en présence de corrélation.
Proposition 2.3.1 (Propriétés de Vt).
E(Vt) = m0t
V(Vt) =
[
m0 +
∑
k 6=k′∈M0
Dkk
′
(t)
]
t(1− t)
Démonstration. On se sert de la démonstration du lemme 2.2.1 car Vt = m0 − Ut. D’où E(Vt) =
m0 −m0(1− t) = m0t et V(Vt) = V(m0 − Ut) = V(Ut) =
[
m0 +
∑
k 6=k′∈M0 D
kk′(t)
]
t(1− t).
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Fig. 2.11 – Distribution du nombre de faux-positifs pour les données simulées (scénarios 1, 3, 6 et
9)
D’après la proposition 2.3.1, la présence de dépendance n’affecte pas le nombre moyen de faux-
positifs. Par contre, la variance de Vt introduit un terme dépendant directement de la corrélation,
à travers la fonction Dkk′(t) : l’impact de la dépendance sur la variance du nombre de faux-positifs
est mesuré par la somme des quantités Dkk′(t), calculées pour toutes les paires de variables {k, k′}
pour lesquelles l’hypothèse nulle est vraie.
Nous définissons la fonction Dkk′(t) dans le cas particulier où {k, k′} ∈ M0 et dans le cadre du test
de Student.
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Définition 2.3.1 ( Fonction Dkk′(t) - k, k′ ∈ M0). On note Φ(2)(J ; ρ) la probabilité qu’un
vecteur, suivant une loi de Student bivariée, de paramètres de non-centralité nuls et de matrice de
variance covariance
[
1 ρ
ρ 1
]
, n’appartienne pas à J ⊆ R2.
Dkk
′
0 (t) =
Φ(2)
(
[−ut;ut]2; ρkk′
)
− t2
t(1− t)
En particulier, 0 ≤ Dkk′0 (t) ≤ 1. La borne inférieure 0 est atteinte en ρ = 0 et la borne supérieure
1 est atteinte en ρ = ±1. La figure 2.12 montre la courbe de la fonction Dkk′0 (t) pour différentes
valeurs de t.
Fig. 2.12 – Courbe Dkk′0 (t) pour différentes valeurs de t, k, k′ ∈M0
La figure 2.13 représente la variance théorique de Vt selon différentes valeurs de t, pour chacun
des 10 scénarios. La corrélation entre les variables est déterminée à partir des matrices de variances-
covariances qui ont permis de générer les données simulées de l’exemple 4. Cela confirme que la
présence de dépendance conduit à une instabilité de la distribution du nombre de faux-positifs. Même
si il semble que pour de faibles valeurs de t, l’écart de chacun des scénarios de dépendance avec le cas
indépendant diminue, il faut rappeler que l’espérance du nombre de faux-positifs diminue également
avec le seuil choisi. Le tableau 2.4 donne la variance théorique de Vt pour t = 0, 05. On retrouve
bien des valeurs similaires à celles observées pour les écarts-types du tableau 2.3.
Certains auteurs [Owen, 2005, Efron, 2007] ont également obtenu des résultats similaires pour la
modélisation de la variance du nombre de faux-positifs. En particulier, Owen [2005] propose une
expression à base d’une intégrale simple de la probabilité bivariée Φ(2), lorsque les covariables x sont
supposées être des variables indépendantes gaussiennes. Il propose également une approximation ne
nécessitant pas le calcul de la somme pour toutes les paires de corrélations (de l’ordre de m20). Cette
approximation est utile pour le calcul de la variance de Vt en pratique. Nous proposons une approche
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Fig. 2.13 – Variance de Vt selon différentes valeurs de t, pour chacun des 10 scénarios
scénario 0 1 2 3 4 5 6 7 8 9
var. commune (%) 0 4,65 15,56 28,56 40,31 50,76 57,90 65,45 70,09 75,19
variance Vt 19 21,89 52,71 129,52 213,77 352,88 424,28 556,68 619,70 678,83
écart-type Vt 4,36 4,68 7,26 11,38 14,62 18,79 20,60 23,59 24,89 26,05
Tab. 2.4 – Variances et écarts-types théoriques de Vt=0,05 calculés à partir des matrices de variances-
covariances qui ont permis de générer les données simulées de l’exemple 4
similaire, présentée plus en détail dans la section 4.3.
2.3.2 Impact de la dépendance sur le FWER
Nous considérons ici la procédure de Sidak [Sidak, 1967], qui consiste à définir le seuil suivant pour
le rejet des probabilités critiques : tsidak = 1 − (1 − α)1/m, où α est le niveau de contrôle global
souhaité, ici α = 0, 05. Les résultats obtenus avec la procédures de Bonferroni [Bonferroni, 1936]
sont similaires.
Les résultats de l’application de cette procédure sur les données simulées de l’exemple 4 sont fournis
au le tableau 2.5 et sur la figure 2.14. Quel que soit le niveau de dépendance, le FWER est inférieur
au seuil α. Pour les scénarios avec un faible niveau de dépendance, le niveau de contrôle du FWER
est en réalité de pi0α. En présence de dépendance, le risque de commettre une erreur est encore plus
faible. Le contrôle du FWER plus strict qu’attendu en présence de dépendance conduit à conclure à
une perte de puissance des procédures de tests multiples dans ce cadre. C’est une affirmation qu’on
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retrouve fréquemment dans des articles traitant des propriétés des procédures de tests multiples en
présence de dépendance [Efron, 2007, Storey, 2007]. Néanmoins, il arrive que pour certains tableaux
de données simulés le nombre d’erreurs commises soit en réalité très important.
Pour information, on donne entre parenthèse dans le tableau 2.5 les résultats obtenu par la procé-
dure de Sidak en considérant m0 connu, soit avec le seuil tsidak = 1− (1−α)1/m0 . Les commentaires
sont similaires, sauf que le niveau de contrôle du FWER est plus proche du seuil fixé α pour des scé-
narios de faible dépendance. En présence de dépendance, on observe également un nombre d’erreurs
qui peut être très important.
scénario 0 1 2 3 4 5 6 7 8 9
var. comm.(%) 0 4,65 15,56 28,56 40,31 50,76 57,90 65,45 70,09 75,19
fréquences
0 957(949) 958(952) 970(958) 973(969) 966(955) 971(965) 969(957) 964(960) 970(963) 968(968)
1 42(49) 41(46) 29(40) 24(28) 33(42) 26(31) 27(35) 24(26) 22(26) 25(28)
2 (1) 1(2) 1(2) 3(1) (2) 2(2) 3(7) 4(5) 3(5) 3(4)
3 1(1) (1) 1 (1) 5(3) 3(3) 2(3)
4 (1) 1(1) 1 1(3) (1) (1)
5 (1) 2(3)
6 1
7 (1) (1)
8 2
9 (1)
10 (1)
11
12
13
14
15 1
16
17 (1)
FWER
#{Vt > 0}/m 4,3(5,1) 4,2(4,8) 3,0(4,2) 2,7(3,1) 3,4(4,5) 2,9(3,5) 3,1(4,3) 3,6(4,0) 2,9(3,7) 3,2(3,2)
Tab. 2.5 – FWER estimé pour les 10 scénarios de données simulées (résultats en %) et tableau des
fréquences observées pour Vt - Procédure de Sidak [Sidak, 1967], avec un niveau α fixé à 0, 05 pour
le risque de type-I (seuil t = 1, 0258.10−4). Entre parenthèse : Même procédure en considérant m0
connu (seuil t = 1, 2822.10−4)
2.3.3 Impact de la dépendance sur le FDR
Pour estimer le FDR, nous disposons de deux estimateurs : l’estimateur empirique F̂DRt = m0tRt
et l’estimateur donné par la procédure de Storey [Storey et al., 2004] où le FDR est estimé en
considérant le seuil t correspondant à la valeur de la probabilité critique p(k∗) telle que k∗ =
argmaxk
(
p(k) <
α
m0
k
)
. L’estimateur est donc finalement le même que l’estimateur empirique avec
t = p(k∗) : pour le premier estimateur, t est fixé quel que soit le jeu de données, et pour le second
estimateur, le seuil dépend des données considérées. Dans les deux cas, si m0 est inconnu, il est alors
estimé par mˆ0(λ) (voir section 1.2).
Storey et al. [2004] démontrent la propriété suivante :
Proposition 2.3.2 (Propriété de l’estimateur du FDR [Storey et al., 2004]). Sous les conditions
de l’hypothèse 1, pour λ ∈ [0; 1[ fixé :
E(F̂DRt(λ)) ≥ FDRt
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Fig. 2.14 – Nombre de non-découvertes (Non Discovery Proportion) en fonction du niveau de dépen-
dance pour les 10 scénarios - Procédure de Sidak [Sidak, 1967] sur les probabilités critiques usuelles
L’estimation empirique du FDR F̂DRt = m0tRt est basée sur l’approximation E(
Vt
Rt
) ≈ E(Vt)E(Rt) . Cette
approximation est maintenant étudiée en présence de dépendance en considérant tout d’abord le
développement limité de Taylor d’ordre 2 d’une fonction f de deux variables z = (x, y) en a =
(x0; y0) :
f(z) = f(a) + (z − a)∇f(a) + 1
2
(z − a)′H(z − a) + ◦(‖z − a‖2)
Posons f(x, y) = xx+y . En prenant x = Vt, y = St, x0 = E(Vt) et y0 = E(St), on obtient le
développement limité d’ordre 2 de la proportion de faux-positifs Vt/Rt :
FDPt =
Vt
Rt
=
E(Vt)
E(Rt)
+
VtE(St)− StE(Vt)
E(Rt)2
+
E(Vt)(St − E(St))2 − E(St)(Vt − E(Vt))2 + (E(Vt)− E(St))(Vt − E(Vt))(St − E(St))
E(Rt)3
+ ◦(‖(Vt − E(Vt);St − E(St))‖2)
On calcule ensuite l’espérance de l’expression précédente, ce qui permet de déduire :
FDRt = E
(
Vt
Rt
)
=
E(Vt)
E(Rt)
+
E(Vt)V(St)− E(St)V(Vt) + (E(Vt)− E(St)) Cov(Vt, St)
E(Rt)3
(2.7)
+ ◦(‖(Vt − E(Vt);St − E(St))‖2)
La figure 2.15 montre l’évolution du deuxième terme de (2.7) en fonction de t pour chacun des 10
scénarios de l’exemple 4. La corrélation entre les variables est déterminée à partir des matrices de
variances-covariances qui ont permis de générer les données simulées. Le deuxième terme de (2.7)
est négatif (voir figure 2.15) et tend vers 0, quel que soit t, en cas d’indépendance. On illustre ici
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Fig. 2.15 – Evolution du deuxième terme de (2.7) en fonction du seuil t, pour les 10 scénarios
la proposition 2.3.2. Néanmoins, même pour des scénarios de forte dépendance, il semble que la
valeur de ce terme reste négligeable par rapport à la valeur de ˆFDRt. De plus, si l’estimation du
FDR est biaisé, il s’agit d’un biais positif ce qui se traduit par un contrôle plus stricte du FDR réel
par les procédures. Les conséquences pratiques de ce biais dans les décisions sont donc uniquement
une diminution de la puissance par rapport à ce qui est attendu [Sarkar, 2008].
Pour chaque tableau de données simulé (exemple 4), et pour les deux estimateurs, on calcule le
FDR estimé et on détermine la vraie proportion d’hypothèses rejetées à tort : FDPt = Vt/Rt, ainsi
que la proportion de non découvertes (faux-négatifs) : NDPt = Tt/m1.
On choisit un seuil t = 0, 05 pour les probabilités critiques. L’espérance du nombre de faux-positifs
est de 20, et l’espérance du nombre de rejets est de 100 car on a fixé la puissance individuelle des
tests à 80%. Afin d’éviter toute confusion, et n’étudier que l’impact de la dépendance sur l’estimation
des taux d’erreurs, on suppose que pi0 est connu, soit pi0 = 0, 80.
Pour l’estimation du FDR par la q-value, on considère le seuil tα(F̂DR) avec α = 0, 20.
Le Tableau 2.6 donne les statistiques descriptives des estimations du FDR par les deux méthodes,
pour les différents scénarios. Quel que soit le niveau de dépendance, la moyenne du FDR estimé est
stable, pour les deux estimateurs. La variabilité est nettement plus faible dans le cas de l’estimation
par la q-value, pour tous les niveaux de dépendance : proposer un seuil dépendant des données semble
réduire la variabilité de l’estimation du FDR.
Le tableau 2.7 donne les statistiques descriptives de la vraie proportion de faux-positifs (FDP) pour
les différents scénarios. Quel que soit le niveau de dépendance, la moyenne de la proportion de faux-
positifs (vrai FDR) est inférieure à la moyenne des FDR estimés : on retrouve ici la proposition
2.3.2. Par contre, on observe une forte augmentation de la variabilité autour de cette valeur cible à
mesure que le niveau de dépendance augmente (voir figure 2.16(a)).
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scénario 0 1 2 3 4 5 6 7 8 9
var. commune (%) 0 4,65 15,56 28,56 40,31 50,76 57,90 65,45 70,09 75,19
F̂DRt=0.05
min 17,09 15,62 13,33 12,20 8,85 8,55 9,22 7,30 7,38 7,75
q0,25 19,23 19,23 19,05 19,23 19,23 19,42 19,61 19,23 19,23 19,42
médiane 20,00 20,00 20,00 20,41 20,62 20,83 21,05 21,05 21,05 21,28
moyenne 20,11 20,02 20,08 20,20 20,33 20,34 20,52 20,46 20,51 20,65
q0,75 20,83 20,83 21,05 21,28 21,74 21,98 21,98 22,47 22,47 22,47
max 25,32 24,10 24,69 25,00 25,64 25,00 27,40 26,67 28,17 30,30
écart-type 1,23 1,25 1,47 1,78 2,11 2,39 2,57 3,08 3,12 3,19
q-value
min 14,69 14,88 15,99 15,94 15,83 15,18 13,37 15,07 13,63 12,99
q0,25 19,16 19,17 19,16 19,10 19,12 19,15 19,09 19,10 19,11 19,02
médiane 19,59 19,59 19,59 19,55 19,62 19,59 19,59 19,56 19,60 19,56
moyenne 19,41 19,40 19,42 19,37 19,38 19,38 19,33 19,34 19,34 19,27
q0,75 19,84 19,83 19,85 19,82 19,85 19,83 19,82 19,84 19,84 19,84
max 20,29 20,33 20,54 20,44 20,47 20,36 20,28 20,58 20,51 20,41
écart-type 0,63 0,63 0,60 0,63 0,67 0,68 0,76 0,73 0,78 0,87
Tab. 2.6 – Statistiques descriptives de l’estimation du FDR pour les 10 scénarios de données simulées
(résultats en %)
scénario 0 1 2 3 4 5 6 7 8 9
var. commune (%) 0 4,65 15,56 28,56 40,31 50,76 57,90 65,45 70,09 75,19
FDP (t = 0, 05)
min 7,50 5,95 6,59 5,32 1,16 1,09 0,00 0,00 0,00 0,00
q0,25 17,53 17,17 15,83 13,33 11,83 9,19 8,51 6,67 6,38 4,88
médiane 19,80 20,00 19,01 17,53 16,13 14,74 14,44 13,16 13,02 11,52
moyenne 19,86 19,90 19,67 18,87 18,48 18,31 17,88 17,97 18,23 17,74
q0,75 22,43 22,45 22,55 22,93 22,25 23,79 23,75 24,53 26,18 24,82
max 31,58 35,16 48,00 58,07 69,47 72,22 70,05 76,37 76,75 76,03
écart-type 3,64 4,04 5,70 7,82 9,69 12,36 12,79 15,13 15,80 16,08
FDP (seuil q-value)
min 4,17 4,94 4,76 3,49 1,16 0,00 0,00 0,00 0,00 0,00
q0,25 17,17 16,83 15,05 12,37 10,78 8,05 7,30 5,60 5,32 3,90
médiane 19,82 20,21 19,00 17,20 15,53 14,00 13,40 12,07 11,43 10,01
moyenne 19,96 20,02 19,82 19,03 18,78 18,60 18,07 18,34 18,68 17,62
q0,75 22,86 23,17 23,15 23,48 23,00 24,16 24,30 25,05 26,6 25,60
max 32,80 36,50 54,26 63,59 74,83 76,27 76,38 78,07 79,18 79,75
écart-type 4,38 4,84 6,91 9,33 11,65 14,55 14,98 17,64 18,37 18,59
Tab. 2.7 – Statistiques descriptives de la vraie proportion d’erreurs pour les 10 scénarios de données
simulées (résultats en %)
La proportion de faux-négatifs (Non Discovery Proportion) reste par contre semblable pour tous les
scénarios de dépendance (figure 2.16(b)).
On se propose alors de comparer l’estimation du FDR et sa valeur attendue, pour chacun des jeux
de données, en fonction du niveau de dépendance.
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(b) NDP
Fig. 2.16 – Proportion de faux-positifs (FDP) et de faux-négatifs (NDP), en fonction du niveau de
dépendance pour les 10 scénarios de données simulées
La figure 2.17 représente sous forme graphique la valeur de l’estimation du FDR en fonction de la
vraie proportion de faux-positifs (FDP) pour quatre des 10 scénarios, ce qui illustre les commentaires
faits précédemment à partir des tableaux 2.6 et 2.7. L’estimation empirique du FDR conduit même
à une interprétation inversée de la proportion de faux-positifs, la pente de régression entre l’estimation
et la vraie proportion étant négative (voir Tableau 2.8). L’estimation par la q-value corrige en partie
ce problème. Cela s’explique par la construction même du seuil de rejet par la méthode, différent
pour chaque tableau de données.
Ainsi, les deux estimateurs du FDR rendent bien compte de la valeur moyenne de la proportion de
faux-positifs, même en présence de dépendance. Néanmoins, la détermination de t à partir des données
permet d’obtenir une estimation du FDR plus précise. Cependant, en présence de corrélation, la vraie
proportion de faux-positifs varie énormément. Ces deux indicateurs ne sont donc pas adaptés pour
rendre compte de la vraie proportion d’erreurs de type-I commises : dans une situation de grande
dépendance, le contrôle du FDR peut donc s’avérer inefficace.
scénario 0 1 2 3 4 5 6 7 8 9
var. commune (%) 0 4,65 15,56 28,56 40,31 50,76 57,90 65,45 70,09 75,19
F̂DRt=0.05 -0,197 -0.196 -0,189 -0,176 -0.187 -0,171 -0,175 -0,182 -0,169 -0,171
q-value 0,025 0,026 0,017 0,016 0,015 0,013 0,017 0,013 0,014 0,016
Tab. 2.8 – Coefficients de pente dans la régression entre le FDR estimé et la vraie proportion de
faux-positifs (FDP)
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Fig. 2.17 – Comparaison entre le FDR estimé et la vraie proportion de faux-positifs (FDP) - scénarios
1, 3, 6 et 9
Conclusion
La dépendance induit une variabilité qui perturbe notamment la distribution empirique des pro-
babilités critiques sous l’hypothèse nulle, celle-ci pouvant s’éloigner fortement de la distribution
théorique. La conséquence directe est une augmentation de la variabilité du nombre de faux-positifs
(Vt) en présence de dépendance, entraînant alors une instabilité des procédures de tests multiples.
Les taux d’erreurs contrôlés par ces procédures sont en effet définis à partir du nombre de faux-
positifs. L’estimation de pi0, la proportion d’hypothèses nulles, est quant à elle biaisée en présence
de dépendance. Ce biais est positif ou négatif selon que les probabilités critiques proches de 0 sont
sous- ou sur-représentées.
Nous proposons dans ce chapitre de modéliser la structure de dépendance par un modèle à variables
latentes (2.1), qui capturent l’information commune à l’ensemble des variables. Ce cadre nous permet
de donner l’expression exacte de la variance du nombre de faux-positifs et de pi0, dans un cadre général
de dépendance. Nous mettons en évidence dans ces deux expressions un terme directement fonction
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de la corrélation entre les variables.
Le chapitre suivant décrit une méthode qui permet de tirer profit des propriétés obtenues par une
approche conditionnelle aux variables latentes.
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CHAPITRE 3
APPROCHE CONDITIONNELLE DES TESTS MULTIPLES EN GRANDE
DIMENSION EN PRÉSENCE DE DÉPENDANCE
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Résumé La modélisation de la dépendance à travers un ensemble de variables latentes
permet de définir un cadre d’analyse de l’effet de la corrélation. Dans ce cadre, nous
définissons ici des statistiques de test conditionnellement indépendantes. L’avantage
apporté par la prise en compte de la dépendance dans le modèle est le contrôle de
la variance des taux d’erreurs et de celle de pi0. Les propriétés des procédures de
tests sont grandement améliorées, notamment au regard du taux de non découvertes
(puissance des tests) par rapport aux méthodes classiques. Nous définissons également
un estimateur conditionnel pour le taux de faux-positifs (FDR) et un estimateur
conditionnel pour la proportion d’hypothèses nulles (pi0).
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Introduction
Il y a principalement deux enjeux dans les procédures de tests multiples : le contrôle des taux
d’erreurs et indirectement l’estimation de la proportion d’hypothèses nulles. En général, les méthodes
développées se basent sur les probabilités critiques issues des tests simultanés pour chacune des
variables. Pour la plupart des méthodes (voir chapitre 1) les probabilités critiques sont supposées
être indépendamment distribuées.
La prise en compte de la dépendance est un des sujets cruciaux de l’étude des procédures de test
multiples en grande dimension. On a vu au chapitre 2 que la présence de corrélation entre variables
affectait toutes les étapes des procédures. En particulier, si certaines méthodes contrôlent l’espérance
du taux de faux-positifs même en présence de corrélation, les taux d’erreurs estimés présentent une
grande variabilité.
On rappelle le modèle (2.1) défini au chapitre 2 qui suppose l’existance d’un ensemble de vecteurs
Z modélisant l’information commune à l’ensemble des m variables étudiées. Les variables Z peuvent
être vues comme des facteurs de variations communes à l’ensemble des données. Ainsi, si bk est
le Q−vecteur des coefficients de chaque variable Yk, k ∈ [1;m], dans les combinaisons linéaires les
reliant aux Q variables latentes Z, on a (2.1) :
Yk = mk(x) + Zb′k + εk
où E = [ε1, . . . , εm] est composé de vecteurs indépendants.
Dans un premier temps, on définit une procédure d’ajustement des variables d’intérêt par rapport
aux variables latentes Z. En particulier, on présente l’effet de cet ajustement sur l’estimation de
pi0 et des taux d’erreurs. Dans un second temps, des estimateurs conditionnels sont proposés dans
l’optique de réduire l’impact de la dépendance sur l’estimation mis en évidence au chapitre 2.
3.1. Données ajustées
3.1.1 Construction de statistiques de test indépendantes
Avant de présenter une méthodologie permettant de prendre en compte la dépendance à travers la
structure en facteurs, nous considérons un petit exemple dont la problématique est similaire mais
plus simple, à savoir le test d’une seule hypothèse en présence de covariables.
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3.1.1.1 Construction d’un test ajusté en présence de covariables
On se place ici dans le cadre du modèle linéaire décrit dans la section 1.1.2 : considéronsm variables
d’intérêt mesurées sur un échantillon de taille n. On s’intéresse au lien entre chaque mesure Yk et
une covariable d’intérêt x à travers le test de nullité du contraste c′θk. L’estimateur classique de
θk (estimateur des moindres carrés) noté θˆk permet de définir la statistique du test et sa loi sous
l’hypothèse nulle (définition 1.1.1).
Par ailleurs, soit Z = [Z1, ..., ZQ], Q variables aléatoires indépendantes de X, avec Q < n, d’espé-
rance nulle et de matrice de variance identité. En pratique, par exemple dans le cadre de l’analyse
de données génomiques, ces variables peuvent être les mesures de l’expression de gènes constitutifs,
c’est-à-dire de gènes s’exprimant de la même manière dans toutes les cellules d’un organisme, sans
mécanisme de régulation (housekeeping genes) et qui servent de mesures de contrôle pour identifier
les erreurs de mesures techniques notamment. En épidémiologie, on dispose également d’un certain
nombre de mesures sur les patients de l’étude, qui peuvent jouer ce rôle de covariables indépen-
dantes de x dans l’analyse. Cette information à disposition n’est pas prise en compte en général
par l’estimateur θˆk. Pourtant, intégrer de l’information externe améliore la précision de l’estimation.
Cette méthodologie a été très étudiée entre autre dans le cadre des essais cliniques par une approche
semi-paramétrique [Tsiatis et al., 2000, Leon et al., 2003, Davidian et al., 2005]. C’est également le
principe du double-échantillonnage [Kloareg and Causeur, 2007], lorsque l’information externe des
covariables Z est mesurée sur un ensemble d’individus plus large que l’échantillon pour lequel la
variable d’intérêt à été mesurée. La puissance du test pour la variable Yk est améliorée en utilisant
l’information apportée par Z, plus particulièrement lorsque la corrélation entre la variable d’intérêt
et Z est importante.
Pour améliorer l’estimateur usuel de θk en exploitant l’information contenue dans Z, et à partir des
relations entre les variables observées Yk et Z, on considère le modèle suivant :{
E(Yk|x, Z) = Xθk + Zb′k
E(Zq|x) = µq , q ∈ [1, Q]
Ou bien de façon matricielle : {
E(Y |x, Z) = Xθ + ZB′
E(Z|x) = µ
Nous considérons le cas ici où p = 1 (une seule variable explicative). X est de dimension n × 2, et
θ = [θ1, . . . , θm] de dimension 2 × m. Z est de dimension n × Q et bk représente une ligne de B,
matrice de dimension m×Q. µ = [µ1, . . . , µQ] est un Q−vecteur.
L’estimateur régulier, asymptotiquement linéaire le plus efficace, qui est de la forme [Robins et al.,
1994] :
θ˜k = θˆk − b′kθˆZ (3.1)
où θˆZ , de dimension (p+ 1)×Q, représente l’estimateur des moindres carrés des coefficients dans le
modèle de régression reliant X et Z. (3.1) montre que les estimateurs de θk peuvent être vus comme
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des estimateurs construits à partir de l’estimateur non biaisé θˆk, qui ne prend pas en compte les
covariables, qu’on ajuste ensuite grâce à l’information apportée par les covariables de façon explicite
à travers le second terme b′kθˆZ .
Remarque : On choisit d’introduire θZ pour donner du sens à θˆZ . Effectivement, ici θZ = 0 et
l’espérance de θˆZ est nulle également. θ˜k est finalement une version ajustée de θˆk : on retire de
l’estimateur usuel une quantité d’espérance nulle (on n’introduit pas de biais) et qui permet de
réduire la variance de l’estimateur obtenu par rapport à l’estimateur usuel, et ce d’autant plus que
la covariance entre Yk et Z est importante. C’est cette propriété qu’on va vouloir conserver par la
suite.
L’estimateur θ˜k est non biaisé : E(θ˜k) = E(θˆk − b′kθˆZ) = θk car E(θˆZ) = 0. De plus, sa variance est
plus faible que celle de θˆk : V(θ˜k) = V(θˆk) + V(b′kθˆZ) − 2 Cov(θˆk; b′kθˆZ) = (σ2y − bkb′k)(X ′X)−1 =
σ2Yk|Z(X
′X)−1, où σ2Yk|Z est la variance résiduelle dans le modèle reliant Yk à X et Z.
L’estimation de l’effet de x sur la variable d’intérêt est donc améliorée, en terme de variance, par
rapport au test classique en considérant la statistique de test :
T˜k =
c′θ˜k
V(c′θ˜k)
=
c′θˆk − c′b′kθˆZ√
σ2Yk|Zc
′S−1x c
(3.2)
Remarque : Si on note β le Q+p+1−vecteur : β = [θZ ; θ], on retrouve le test classique dans le cadre
du modèle linéaire généralisé d’une combinaison particulière des composantes de β, qui suppose la
nullité des Q premiers éléments. La statistique de test (3.2) correspond alors à la statistique du test
du rapport des vraisemblances.
Le petit exemple suivant permet d’illustrer l’apport de la statistique de test (3.2) en terme d’erreurs
de types-I et II.
Exemple 5. On simule 10 000 tableaux de données, composés de 2 variables notées Y et Z, et
mesurées sur des échantillons de taille n répartis en 2 groupes de taille nA = nB = 12. La variable
X code pour l’appartenance à un de ces groupes. On suppose qu’il n’y a pas d’effet du groupe
pour la variable Z, qui est simulée selon une loi N (0, 1).
La variable Y est simulée selon une loi N (0, 1). Une quantité δ donnée est ajoutée aux individus
du groupe B. On contrôle la corrélation ρY Z entre les variables Y et Z. On pourra ainsi étudier
l’impact de la corrélation sur les erreurs de type-I et II en faisant varier ce paramètre entre les
deux variables entre 0 et 0.9.
Pour chaque tableau de données, on teste l’effet de X sur la variable Y , en tenant compte de
l’information apportée par Z.
On va considérer deux scénarios : δ = 0 et δ 6= 0. Dans ce dernier cas, la valeur de δ est fixée de
façon a assurer au test individuel de Student une puissance de 80%, soit ici δ = 1.19.
L’annexe A propose le code - permettant de simuler les tabkeaux de donénes de cet exemple.
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Nous allons utiliser les données de l’exemple 5 pour étudier l’intérêt de ce test sur les erreurs de
type-I et II. L’erreur de type-I est estimée en comptant, sur l’ensemble des simulations, la proportion
d’hypothèses nulles rejetées alors que les données ont été simulées sous H0, c’est-à-dire sans différence
entre les moyennes des deux groupes pour Y (scénario δ = 0) et pour Z. Le taux moyen d’erreur de
type-II sera estimé en comptant, sur l’ensemble des simulations, la proportion d’hypothèses nulle non
rejetées alors que les données ont été simulées sous H1, c’est-à-dire sans différence entre les moyennes
des deux groupes pour Z et avec une différence δ 6= 0 pour Y .
Ici, la statistique de test (3.2) s’exprime de la façon suivante :
T˜ =
(Y¯ (B) − Y¯ (A))− ρY Z
σ2Z
(Z¯(B) − Z¯(A))√
( 1nA +
1
nB
)σ2Y |Z
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Fig. 3.1 – Comparaison du test de Student et du test ajusté : évolution des erreurs de type-I et II
en fonction de ρ (10 000 jeux de données de deux variables (Y et Z) simulés pour chaque valeur de
ρ) - Seuil de rejet α = 5%
La figure 3.1(a) illustre l’apport de la variable Z sur l’erreur de type-I, en fonction de différentes
valeurs de ρY Z (de 0, 1 à 0, 9). On montre ainsi que le test proposé est semblable au test de Student
en ce qui concerne les erreurs de type-I : quelle que soit la corrélation entre les variables, le test de
Student et le test ajusté permettent de maintenir un nombre de rejets à tort des hypothèses nulles
à un seuil de 5%. Par contre, le test ajusté permet d’améliorer la puissance par rapport au test de
Student, et ce d’autant plus lorsque la corrélation entre les variables est importante, comme le montre
le graphique 3.1(b) : en effet, le nombre d’hypothèses alternatives non rejetées diminue lorsque la
corrélation augmente. Lorsque les variables sont très peu corrélées, les deux tests sont équivalents.
Ainsi, le test présenté permet de tirer profit, dans le test de l’effet de x sur Y , de l’information
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apportée par Z. L’avantage est d’autant plus important que la corrélation entre Y et Z est élevée.
En appliquant ce principe aux tests multiples, on peut espérer améliorer globalement la puissance
des procédures.
Les facteurs Z sont, jusqu’ici, des variables aléatoires observables. On se sert de ce cas favorable,
étudié en particulier dans le cadre des essais cliniques [Davidian et al., 2005] ou dans le cas du
double-échantillonnage citepkloacaus07 par exemple, pour introduire par la suite le cas où il s’agit
de facteurs latents, et donc non-observables. En effet, nous n’avons pas toujours à disposition de
covariables Z sous forme d’information externe qui vérifient les propriétés nécessaires pour que la
correction du test soit optimale, c’est-à-dire indépendantes de la condition expérimentale x mais
surtout les plus corrélées possibles aux variables d’intérêts, conditionnellement à x. Dans le cas où
m est de l’ordre de plusieurs milliers, les données comportent un grand nombre de variables pour
lesquelles l’hypothèse nulle est vraie. Nous proposons alors de tirer profit de ce grand ensemble de
variables pour définir des statistiques de test ajustées, en s’inspirant de (3.2).
Dans la suite, l’idée est d’utiliser les facteurs extraits de la structure de dépendance des variables
d’intérêt conditionnellement àX comme variables d’ajustement Z dans l’estimation des effets fixes du
modèle. Au sein des variables deM0, il s’agit de définir celles qui seront utilisées comme “covariables”
Z. Le test ajusté sera d’autant plus puissant que ces variables seront fortement corrélées aux variables
à tester.
3.1.1.2 Utilisation des facteurs comme covariables
On se place dans le cadre défini par la proposition 2.0.1. Chaque variable Yk s’écrit donc d’après
le modèle (2.1) :
Yk = mk(x) + Zb′k + εk
Le noyau de dépendance ZB′ est une composante indépendante des covariables X. On se propose
de centrer les données Yk par rapport à ce noyau de dépendance :
Y˜k = Yk − Zb′k = mk(x) + εk (3.3)
Le modèle défini en (3.3) permet de se ramener à un modèle de régression multivarié dont le vecteur
des résidus E = [ε1, . . . , εm] est constitué de composantes indépendantes. On s’intéresse toujours au
lien entre la variable Yk et les covariables X à travers les m tests simultanés de{
Hk0 : mk(x) = m
(0)
k (x)
Hk1 : mk(x) 6= m(0)k (x)
On base alors la décision du test sur des statistiques de tests conditionnelles, ajustées de l’effet de
la dépendance par rapport aux statistiques de tests usuelles Tk = s(Yk).
Définition 3.1.1 (Statistique de test et probabilité critique ajustées).
T˜k = s(Y˜k) = s(Yk − Zb′k)
p˜k = 1− F0(T˜k)
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Proposition 3.1.1 (Probabilités critiques ajustées). Soit G˜k(t) = P(p˜k ≤ t) la fonction de
répartition des probabilités critiques ajustées définies précédemment. On suppose que la densité
des erreurs du modèle (3.3) est une certaine loi φk, qui ne diffèrent que d’un facteur d’échelle ψk,
et qui ont pour fonction standardisée ϕ, comme pour le modèle (1.1) : φk(εk) = ϕ(εk/ψk)/ψk.
On a alors :
p˜k ∼ G˜0(t) ≡ G0(t) = t,∀k ∈M0
p˜k ∼ G˜k1(t) ≡ G1(t; τ˜k),∀k ∈M1
où τk et τ˜k sont les paramètres de non-centralité sous l’hypothèse alternative respectivement pour
la distribution usuelle et pour la distribution conditionnelle : τ˜k = τk.σk/ψk
Démonstration. On peut ré-écrire G˜k(t) tel que :
G˜k(t) =
∫
1[1−F0(s(mk(x)−εk))≤t]φk(εk)dεk
On a : φk(εk) = ϕ(εk/ψk)/ψk. On pose uk = εk/ψk, et donc dεk = ψkduk.
G˜k(t) =
∫
1[1−F0(s(mk(x)/Ψk−uk))≤t]ϕ(uk)duk = G
k(t; τ˜k)
De plus, τ˜k = mk(x)/ψk = τkσk/ψk.
Étude de la puissance σ2k et ψ
2
k correspondent respectivement à la variance de Yk et à celle de
εk dans le modèle (2.1), qui représente la variabilité spécifique à Yk selon la décomposition de la
variabilité donnée par le modèle d’Analyse en Facteurs (2.3). On a alors σ2k ≥ ψ2k. Le paramètre de
non-centralité de la distribution des probabilités critiques ajustées (τ˜k) est donc plus élevé que celui
des probabilités critiques non-ajustées (τk). Le test réalisé à partir des probabilités critiques ajustées
est donc plus puissant que le même test dont la décision est basée sur les probabilités critiques
non-ajutées.
De plus, notons que la puissance individuelle dépend de la contribution de chaque variable à la
variabilité commune. Dans le cas de variables proches de l’indépendance, la structure en facteurs
est faible et ψ2k ≈ σ2k. Dans ce cas, les résultats obtenus avec les probabilités ajustées de l’effet des
facteurs seront semblables à ceux obtenus avec les probabilités critiques usuelles. Dans le cas d’une
structure de dépendance marquée, avec une part de variabilité commune à l’ensemble des variables
importante, ∃k ∈ M, ψ2k << σ2k. On profite donc de cette information commune pour augmenter la
puissance des procédures de tests multiples.
3.1.1.3 Cas du modèle linéaire
La section 1.1.2 présente le cas du modèle linéaire comme un cas usuel du modèle (1.1). Les
statistiques de test utilisées dans ce cadre sont celles de tests de Student (définition 1.1.1) et
possèdent les propriétés suivantes :
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Proposition 3.1.2. Propriétés de T = [T1, . . . , Tm]
T ∼ Tn−p−1(τ,R)
où τ = [τ1; . . . ; τm] et R = cor(Y |X)
On note que τk = 0 si k ∈M0, et τk =
√
nc′θk
σk
√
c′S−1x c
sinon.
Dans le cadre définit par la proposition 2.0.1, on s’intéresse maintenant aux propriétés condition-
nelles de T = [T1, . . . , Tm]. On définit pour cela la quantité τZ = s(Z) = c′βˆZ/
√
n−1c′S−1X c, où βˆZ
est le Q × 1-vecteur des estimateurs des Moindres Carrés des coefficients de pente de la régression
multivariée de Z sur X. De plus, τZ ∼ N (0; IQ).
Proposition 3.1.3. Propriétés conditionnelles de Tk
E(Tk|Z) = τk + bkτZ
σk
V(Tk|Z) = ψ2k/σ2k
Cov(Tk, Tk′ |Z) = 0
Démonstration. Les propriétés conditionnelles de T sont déduites des propriétés conditionnelles de
θˆ = (X ′X)−1X ′Y , avec Y = Xθ + ZB′ + E.
E(θˆ|Z) = E((X ′X)−1X ′(Xθ + ZB′)|Z)
= E((X ′X)−1X ′Xθ|Z) + E((X ′X)−1X ′ZB′|Z)
= θ + βZB′
V(θˆ|Z) = V((X ′X)−1X ′Y |Z)
= (X ′X)−1X ′V(Y |Z)X(X ′X)−1
= Ψ(X ′X)−1X ′X(X ′X)−1
= Ψn−1S−1X
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On en déduit l’espérance et la variance de Tk :
E(Tk|Z) = E
 c′θˆk√
V(c′θˆk)
|Z
 = E
 c′θˆk√
σ2kn
−1c′S−1X c
|Z

=
cθk√
σˆ2kn
−1c′S−1X c
+
cβZbk√
σ2kn
−1c′S−1X c
= τk +
b′kτZ
σk
V(Tk|Z) = V
 c′θˆk√
V(c′θˆk)
|Z
 = V
(
c′θˆk|Z
)
σ2kn
−1c′S−1X c
=
ψ2kn
−1c′S−1X c
σˆ2kn
−1c′S−1X c
=
ψ2k
σ2k
L’indépendance conditionnelle des statistiques de test se déduit donc de l’indépendance conditionnelle
des variables Y (Ψ est une matrice diagonale).
On montre que la statistique de test conditionnelle T˜k se définit à partir de la statistique classique
Tkpar centrage et réduction conditionnellement à la structure en facteurs (proposition 3.1.3).
Définition 3.1.2.
∀k ∈M, T˜k = σk
ψk
[
Tk − b
′
kτZ
σk
]
Les propriétés de T˜ = [T˜1, . . . , T˜m] sont décrites dans la proposition suivante :
Proposition 3.1.4. Sous l’hypothèse du modèle (2.1), T˜ suit une loi normale multivariée, avec :
E(T˜k) = τk
σk
ψk
, ∀k ∈M
V(T˜ ) = Im
Démonstration. Les statistiques de test (Définition 3.1.2) sont des combinaisons linéaires des ré-
sidus du modèle (3.3) : εk = (Yk −Zb′k)−mk(x), qui sont distribués selon une loi normale. Ainsi, T˜
est distribué selon une loi normale multivariée. D’après les propriétés conditionnelles des statistiques
usuelles Tk énoncées dans la proposition 3.1.2,
E(T˜k) =
(
E(Tk|Z)− bk
σk
τZ
)√
σk
ψk
= τk
√
σk
ψk
V(T˜k) = (V(Tk|Z)) σk
ψk
= Im
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Au chapitre 4, nous proposons de considérer les estimateurs du Maximum de Vraisemblance des
paramètres du modèle (2.1). Par construction, il s’agit d’estimateurs consistants, l’estimation des
paramètres de variance n’affecte donc pas la distribution asymptotique de la statistique de test T˜ .
Dans le cas de petits échantillons, on va prendre en compte l’effet de l’estimation des paramètres de
variance en considérant sous l’hypothèse nulle une distribution de Student, par analogie avec le test
classique. Les degrés de liberté de cette loi sont ceux associés à la résiduelle du modèle (voir (4.7)).
Distribution des probabilités critiques ajustées sous H0 Reprenons ici les données simulées
dans le cadre de l’exemple 3 pour l’étude de l’impact de la dépendance sur la distribution des
probabilités critiques.
Sur chaque jeu de données, les m = 500 tests de l’effet de la variable X sont réalisés, en considérant
les statistiques de tests ajustées et les probabilités critiques associées (Définition 3.1.1).
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(d) Scénario 9
Fig. 3.2 – Distribution des probabilités critiques ajustées - exemple 3
D’après la figure 3.2, la distribution moyenne des probabilités critiques est uniforme, quel que soit
le niveau de dépendance. De plus, contrairement aux résultats obtenus à l’exemple 3 dans le cas des
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Fig. 3.3 – Exemples de deux jeux de données : distribution des probabilités critiques ajustées (en
gris) - scénario 9. En bleu : histogramme des probabilités critiques usuelles
statistiques de test usuelles (figure 2.2), les histogrammes obtenus pour les probabilités critiques
ajustées varient peu autour de l’histogramme moyen, et ce pour chacun des scénarios.
Sur la figure 3.3, on représente l’histogramme des deux tableaux de données simulés (scénario 9)
de la figure 2.3. En présence d’un niveau de dépendance élevé, les distributions des probabilités
critiques se démarquent peu de la loi uniforme (loi théorique, en pointillé rouge) par rapport aux
probabilités critiques usuelles. Le phénomène de sur-/sous-représentation des probabilités critiques
proches de 0 ou proches de 1 observé en présence de dépendance est fortement minimisé ici.
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Fig. 3.4 – Distribution des probabilités critiques des tests de Kolmogorov-Smirnov obtenues pour les
tests d’uniformité des m probabilités critiques ajustées des 1000 jeux de données simulés de chaque
scénarios
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On peut également tester l’uniformité des m probabilités critiques, pour les 1000 tableaux de do-
nénes de chaque scénarios à l’aide d’un test de Kolmogorov-Smirnov. La figure 3.4 représente les
probabilités critiques de ces tests. Elles sont elles même réparties uniformément (test d’uniformité
sur ces probabilités critiques non significatif au seuil 0, 05) pour les scénarios 0 et 1. Pour les autres
scénarios, l’écart à l’uniformité des probabiliéts critiques des tests de Kolmogorov Smirnov est signi-
ficatif, mais cet écart est nettement moindre que dans le cas des tests réalisés sur les probabilités
critiques usuelles (figure 2.4).
Étude de la puissance On a τk σkψk ≥ τk car σk ≥ ψk, ∀k ∈ M. La statistique de test ajustée T˜k
permet donc un test individuel pour la variable k qui sera plus puissant que le test de Student.
De plus, le paramètre de non-centralité de la statistique de test T˜k est proportionnel à la communalité
de la variable k : h2k = b
′
kbk/σ
2
k :
E(T˜k) = τk
√
σk
ψk
=
τk√
1− h2k
Ainsi, on améliore le test pour la variable k si sa contribution à la structure commune est importante
et si cette variable a une contribution nulle, alors la statistique de test coïncide avec la statistique
usuelle Tk.
Les statistiques de tests ajustées des facteurs sont donc indépendantes conditionnellement à la struc-
ture en facteurs, ce qui permet de se placer dans un cadre optimal pour l’utilisation des méthodes
usuelles de tests multiples. Au chapitre 2 un terme directement fonction de la corrélation dans les
expressions des variances de pi0 et du nombre de faux-positifs a été identifié. Travailler à partir des
données ajustées des facteurs permet d’atteindre un cadre d’indépendance conditionnelle qui corrige
de l’effet de la dépendance dans l’estimation de ces quantités. Ce point est abordé dans les sections
suivantes.
3.1.2 Estimation de la proportion d’hypothèses nulles
On se propose d’appliquer les méthodes d’estimation de pi0 décrites à la section 1.2 sur les pro-
babilités critiques ajustées, calculées sur les données simulées de l’exemple 4. Les résultats pour
deux méthodes d’estimation de pi0 sont présentés sur les figures 3.5 et 3.6, les résultats pour les
autres méthodes sont donnés en annexe D. Les mêmes méthodes d’estimations appliquées sur les
probabilités critiques usuelles sont représentées en gris, pour rappel (voir figure 2.8).
Pour les deux types de méthodes d’estimation de pi0, la variabilité d’estimation est fortement di-
minuée. Lorsque le paramètre est estimé à partir d’une estimation de la densité des probabilités
critiques, la stabilisation de la distribution sous H0 permet de diminuer l’erreur d’estimation aux
alentours de p = 1 et donc de diminuer la variabilité d’estimation de pi0. D’autre part, dans le cadre
d’indépendance conditionnelle, le terme dépendant de la corrélation dans l’expression de la variance
de l’estimateur empirique de pi0 est nul et pour tous les scénarios de dépendance, la variance de
l’estimation de pˆi0 est stabilisé.
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(a) Estimation de la densité par une fonction
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(b) Estimateur empirique avec choix de λ par
bootstrap
Fig. 3.5 – Estimations de pi0 à partir de probabilités critiques ajustées sur des données simulées selon
différents scénarios de dépendance - en gris : Mêmes méthodes d’estimation à partir des probabilités
critiques usuelles (figure 2.5) - pi0 = 0, 80
lll
l
ll
l
l
ll
l
l
l
l
l
l
ll
l
ll
l
ll
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
ll
lll
l
l
l
l
l
l
l
l
0 2 4 6 8
0.0
0.2
0.4
0.6
0.8
1.0
scénario 1
∆
pi 0
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
ll
l
l
l l
l
l
l
l
l
l
ll
l
l
l
l
l
l l
l
l
l
l l
l
l
l
l
l
l
l
l
l
lll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
l
l
l
l
0 2 4 6 8
0.0
0.2
0.4
0.6
0.8
1.0
scénario 3
∆
pi 0
l
l
l
lll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
0 2 4 6 8
0.0
0.2
0.4
0.6
0.8
1.0
scénario 6
∆
pi 0 l
l
l
l
l
ll
l
l
lll
l
l
l
lll
l
l l
l
l
l
l
l
l
ll
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l l
ll
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l l
l l
l
l
l
l
l
l
l
lll
l
l
l
l
l
l
l
l
l ll
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
0 2 4 6 8
0.0
0.2
0.4
0.6
0.8
1.0
scénario 9
∆
pi 0
l
l l
ll
l l
ll l
l
l
l
ll
l
l
l
l
l
l
ll
l l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l l
l
l
l
l l
l
l
ll
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l l
l
l
l l
l
l
l
lll
l
l
l
l
l
l l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
(a) Estimation de la densité par une fonction convexe
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(b) Estimateur empirique avec choix de λ par bootstrap
Fig. 3.6 – Estimations de pi0 à partir de probabilités critiques ajustées (en noir) sur des données indépendantes
(scénario1), modérément (scénario 3 et scénario 6) ou très corrélées (scénario 9) avec deux méthodes. En gris : mêmes
méthodes d’estimations à partir des probabilités critiques usuelles (figure 2.8) - pi0 = 0, 80
71 3.1 Données ajustées
La variance de pˆi0 comporte en effet un terme qui apparait être la somme des valeurs de la fonction
Dkk
′
(t) calculée pour les corrélations entre l’ensemble des variables. Les corrélations résiduelles (une
fois le modèle d’analyse en facteurs ajusté) sont nulles. La fonction Dkk′(t) est nulle pour ρkk′ = 0,
la somme des valeurs l’est donc aussi dans ce cas.
3.1.3 Contrôle du FWER et du FDR
FWER Une expression explicite du FWER, dans le cadre d’une approximation à un facteur de la
structure de corrélation entre les statistiques de test est donnée par Hsu [Hsu, 1992, Hsu and Nelson,
1998]. Cette approximation semble appropriée en particulier en analyse de variance, pour les tests
post-hoc (tests simultanés des contrastes linéaires suite au test global de l’analyse de variance).
Dans notre cas, seul un contraste est testé pour chacune des variables d’intérêt. La multiplicité des
tests est dûe non pas au nombre de contrastes testés simultanément mais au nombre de variables
réponses. La dépendance entre les statistiques de test n’est pas déduite du plan d’expérience mais
provient de la corrélation entre les variables réponses elles mêmes. L’utilisation d’une approximation à
un facteur de la structure de dépendance peut alors apparaitre trop simple étant donnée la dimension
et la complexité des données étudiées.
Nous proposons ici d’estimer le FWER à partir des probabilités critiques ajustées (définition 3.1.1)
pour les données simulées de l’exemple 4. Le tableau 3.1 donne les fréquences du nombre de faux-
positifs pour les différents scénarios de dépendance. L’utilisation des probabilités critiques ajustées
permet d’assurer un contrôle du FWER proche du seuil souhaité (α = 0, 05).
scénario 0 1 2 3 4 5 6 7 8 9
var. commune (%) 0 4,65 15,56 28,56 40,31 50,76 57,90 65,45 70,09 75,19
fréquences des valeurs de Vt
0 957 954 965 951 960 966 967 963 960 955
1 42 45 34 49 39 32 30 35 36 34
2 1 1 1 2 3 1 3 9
3 1 1 1 1
4 1
FWER
#{Vt > 0}/m 4,3 4,6 3,5 4,9 4,0 3,4 3,3 3,7 4,0 4,5
Tab. 3.1 – FWER estimé pour les 10 scénarios de données simulées (résultats en %) et tableau des
fréquences observées pour les valeurs de Vt - Procédure de Sidak [Sidak, 1967] sur les probabilités
critiques ajustées, avec un niveau α fixé à 0, 05 pour le risque de type-I
Une autre propriété frappante de l’utilisation des probabilités critiques ajustées pour l’analyse est le
gain en puissance obtenu en présence de dépendance (figure 3.7).
Des résultats similaires sont obtenus pour la procédure de Bonferroni.
Chapitre 3 : Approche conditionnelle des tests multiples 72
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Fig. 3.7 – Nombre de non-découvertes (Non Discovery Proportion) en fonction du niveau de dépen-
dance pour les 10 scénarios - Procédure de Sidak sur les probabilités critiques ajustées. En gris :
résultats obtenus à partir des tests de Student (figure 2.14)
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Fig. 3.8 – Proportion de faux-positifs (FDP) et de faux-négatifs (NDP), en fonction du niveau de
dépendance pour les 10 scénarios - Procédure BH sur les probabilités critiques ajustées. En gris :
résultats obtenus à partir des tests de Student (figure 2.16) - niveau α fixé à 0, 2 pour le risque de
type-I
73 3.2 Estimateurs conditionnels
FDR La figure 3.8 représente pour chaque scénario la distribution de la proportion de faux-
positifs (FDP) et de faux-négatifs (NDP) suite à l’application de la procédure BH sur les probabilités
critiques ajustées (définition 3.1.1) pour les données simulées de l’exemple 4. En gris clair sont
représentées les distributions obtenues pour la FDP et la NDP obtenus à partir des probabilités
critiques usuelles (voir figure 2.16). Le seuil α pour le contrôle du FDR est ici de 0, 20. La distribu-
tion de la FDP est clairement stabilisée. La variabilité en présence de dépendance est donc fortement
réduite par rapport à l’application de la méthode aux probabilités critiques usuelles (figure 3.8(a)).
Comme pour le FWER dans la section précédente, l’utilisation des probabilités critiques ajustées
permet un gain en puissance en présence de dépendance (figure 3.8(b)).
La dépendance entre variables n’est donc pas uniquement un facteur perturbateur des propriétés des
procédures de tests multiples, mais également une information sur laquelle on peut s’appuyer pour
améliorer la règle de décision.
3.2. Estimateurs conditionnels
Les expressions explicites des propriétés des estimateurs de pi0 et du FDR en présence de dépendance
permettent d’envisager également des approches conditionnelles.
3.2.1 Estimation conditionnelle de pi0
Le biais de l’estimateur empirique est donné d’après la proposition 2.2.2 par : B(pˆi0) = (1 −
pi0)
1−G¯1(λ)
1−λ où G
k
1(λ) désigne la fonction de répartition de la probabilité critique pk pour k ∈ M1
et G¯1(λ) = 1m1
∑
k∈M1
(
Gk1(λ)
)
. On s’intéresse ici au biais conditionnel de l’estimation de pi0. Pour
cela, on réécrit l’espérance conditionnelle de pˆi0(λ) :
E (pˆi0(λ)|Z) = E (Wλ|Z)
m(1− λ) =
∑
k∈M
(
1−Gk(λ, Z))
m(1− λ) =
∑
k∈M
(
[Gk(λ)−Gk(λ)] + [1−Gk(λ, Z)])
m(1− λ)
=
∑
k∈M
(
1−Gk(λ))
m(1− λ) +
∑
k∈M
(
Gk(λ)−Gk(λ, Z)])
m(1− λ)
= B(pˆi0) +
∑
k∈M
(
Gk(λ)−Gk(λ, Z)])
m(1− λ) (3.4)
On note BZ(pˆi0) =
∑
k∈M (Gk(λ)−Gk(λ,Z)])
m(1−λ) =
G¯(λ,Z)
(1−λ) , la partie aléatoire du biais de l’estimateur empi-
rique conditionnel. La variable aléatoire G¯(λ, Z) définie précédemment est d’espérance nulle.
Nous proposons donc de corriger l’estimateur empirique de ce biais conditionnel :
Définition 3.2.1 (Estimateur conditionnel de pi0).
pˇi0(λ) = pˆi0(λ)− BZ(pˆi0)
où BZ(pˆi0) = G¯(Z,λ)(1−λ) .
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(a) Scénario 1
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(b) Scénario 3
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(c) Scénario 6
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(d) Scénario 9
Fig. 3.9 – Représentation graphique de BZ(pˆi0) en fonction du critère ∆ qui caractérise l’impact de
la dépendance sur la forme de l’histogramme des probabilités critiques sous l’hypothèse nulle, pour
quatre niveaux de dépendance (scénarios 1, 3, 6 et 9). Le paramètre λ est celui obtenu par bootstrap
pour l’estimation de pi0
En pratique, l’estimation du biais conditionnel BZ(pˆi0) nécessite de connaitreM0. L’approximation
de cet ensemble est un problème récurent dans les procédures de tests multiples. Plusieurs stratégies
sont proposées (voir remarque dans la section 3.2.2). Nous proposons simplement de prendre les
indices des variables dont la probabilité critique ajustée est inférieure à 0, 05.
3.2.2 Estimateur conditionnel du FDR
Dans le cadre de la proposition 2.0.1, on peut définir l’espérance conditionnelle du nombre de
faux-positifs :
E(Vt|Z) =
∑
k∈M0
P (pk ≤ t|Z) =
∑
k∈M0
Gk(t, Z) (3.5)
(3.6)
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(a) Scénario 1
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(d) Scénario 9
Fig. 3.10 – Estimateur conditionnel pˇi0 en fonction du critère ∆ qui caractérise l’impact de la
dépendance sur la forme de l’histogramme des probabilités critiques sous l’hypothèse nulle, pour
quatre niveaux de dépendance (scénarios 1, 3, 6 et 9). Le paramètre λ est celui obtenu par bootstrap
pour l’estimation de pi0
Cette expression conditionnelle permet de définir un estimateur conditionnel pour le taux de faux-
positifs :
Définition 3.2.2 (FDR conditionnel).
FDRZt =
E(Vt|Z)
Rt
=
∑
k∈M0(G
k(t, Z))
Rt
=
m0t
Rt
+
∑
k∈M0(G
k(t, Z))
Rt
− m0t
Rt
= F̂DRt.
[
1 +
∑
k∈M0(G
k(t, Z)− t)
m0t
]
où F̂DRt = m0tRt représente l’estimateur standard du taux de faux-positifs.
Chapitre 3 : Approche conditionnelle des tests multiples 76
Cette définition est à mettre en relation avec un estimateur proposé par Efron [2007] : FDRAt =
E(Vt|A)/Rt = F̂DRt
[
1 + A utφ(ut)√
2(1−Φ(ut))
]
. φ et Φ représentent respectivement la densité et la fonc-
tion de répartition de la loi Normale centrée-réduite. A est un critère1 quantitatif caractérisant la
distribution des statistiques de test. C’est un indicateur de la dispertion des Z-scores : il est nul si
les statistiques sont indépendantes (Z-scores distribués selon une loi Normale centrée réduite), et
varie autour de zéro en présence de corrélation (rétrécissement ou aplatissement de la distribution
des Z-scores par rapport à la loi Normale centrée réduite).
En notant Y0 = #{Zk ∈ [−x0;x0]}, P0 = 2Φ(x0)− 1 et Q0 =
√
2x0φ(x0), A est estimé par :
Aˆ =
P0 − Y0/n
Q0
Remarque : Lorsque m0 est inconnu, il est alors remplacé par m, comme pour l’estimateur FDRAt
ou dans la procédure BH, ou bien estimé par une des méthodes présentées précédemment
(voir section 1.2).
L’estimateur conditionnel, ainsi que celui définit par Efron [2007], apparaissent tous deux comme
des corrections de l’estimateur usuel, prenant en compte la dépendance des données. Cette prise en
compte se fait grâce aux facteurs Z du noyau de dépendance du modèle (2.1), et à travers le critère
A pour FDRAt .
Remarque : Ces deux estimateurs nécessitent de connaitre M0, ou du moins une bonne approxi-
mation de cet ensemble. Efron [2007] suggère pour cela de calculer le critère A à partir des
variables pour lesquelles le Z-score prend une valeur dans [−1; 1] (x0 = 1). De manière si-
milaire, on propose de prendre M̂0 = {k : pk ≥ 0, 05}, où pk est la probabilité critique
usuelle.
scénario 0 1 2 3 4 5 6 7 8 9
var. commune (%) 0 4,65 15,56 28,56 40,31 50,76 57,90 65,45 70,09 75,19
F̂DRt -0,197 -0,196 -0,189 -0,176 -0,187 -0,171 -0,175 -0,182 -0,169 -0,171
FdrAt 0,155 0,335 0,748 0,966 1,062 1,129 1,139 1,09 1,134 1,180
FdrZt -0,197 0,025 0,578 0,815 0,844 0,886 0,907 0,889 0,915 0,913
Tab. 3.2 – Coefficients de pente dans la régression entre différents estimateurs du FDR et la vraie
proportion de faux-positifs (FDP) - t = 0, 05
Les deux estimateurs conditionnels sont étudiés sur les données simulées de l’exemple 4 et comparés
avec l’estimateur usuel. Afin d’éviter toute interférence, et n’étudier que l’impact de la dépendance
sur l’estimation des taux d’erreurs, on suppose que m0 est connu (m0 = 400 pour l’exemple 4). La
figure 3.2.2 montre l’estimateur empirique et les estimateurs conditionnels du FDR en fonction de
la vraie proportion de faux-positifs FDPt avec t = 0, 05, pour quatre scénarios de simulations carac-
térisés par différents niveaux de dépendance. Ces graphiques, ainsi que le tableau 3.2, indiquent
1L’interprétation de ce critère est à rapprocher de l’indicateur ∆ introduit à la section 2.2 pour caractériser l’écart
à la loi U [0; 1] de l’histogramme des probabilités critiques.
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Fig. 3.11 – Estimateur empirique et estimateurs conditionnels du FDR en fonction de la vraie
proportion de faux-positifs FDPt avec t = 0, 05, pour quatre scénarios de simulations caractérisés
par différents niveaux de dépendance
que lorsque la structure de dépendance est marquée, les deux estimateurs conditionnels sont corré-
lés positivement à la vraie proportion de faux-positifs. L’estimateur FDZZt présente une dispersion
moindre par rapport à l’estimateur FDRAt . Cette forte dispersion est également reportée dans les
simulations de Efron [2007].
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3.3. Analyse en Facteurs pour les Tests Multiples : FAMT
Nous présentons dans cette section la méthodologie d’Analyse en Facteurs pour les Tests Multiples,
dénommée FAMT, du nom de package qui a été développé pour l’implémenter dans R (FAMT :
Factor Analysis for Multiple Testing). Ce package est accessible sur le site du projet R (http:
//cran.r-project.org/) et un site internet lui est dédié (http://famt.free.fr). Un tutoriel est
également disponible [Causeur et al., 2010].
Les propriétés conditionnelles étudiées dans ce chapitre permettent de définir un ensemble d’étapes
constituant la procédure FAMT. Ces étapes sont décrites en détail ci-après. Il s’agit d’une procédure
adaptative.
1. Estimation deM0 : Comme la plupart des méthodes de tests multiples en grande dimension,
nous avons besoin d’une première estimation deM0, l’ensemble des indices des variables pour
lesquelles on ne rejette pas Hk0 . Efron [2007] propose de considérer les variables pour lesquelles
le Z-score prend une valeur dans [−1; 1]. On peut également utiliser les probabilités à postériori
d’être sous H0 pour chaque variable k : η0(pk) =
pi0g0(pk)
g(pk)
[Efron et al., 2001] et choisir un seuil
sur ces probabilités. Dans SVA, Leek and Storey [2007] considèrent les m(1− pˆi0) plus petites
probabilités critiques.
D’une façon plus générale, nous proposons de prendre M̂0 = {k : pk ≥ 0, 05}.
Quelle que soit la méthode choisie, nous avons besoin soit de statistiques de test (pour le calcul
des z-scores), soit de probabilités critiques. Pour cette première étape, l’estimation de M0
s’appuie sur les tests usuels.
2. Choix du nombre de facteurs : La section 4.3 présente un certain nombre de méthodes
habituellement mises en œuvre pour définir le nombre de facteurs à inclure dans le modèle
d’Analyse en Facteurs. Dans le cadre des tests multiples, nous proposons une méthode qui
détermine le nombre optimal de facteurs, permettant de minimiser la variance du nombre de
faux-positifs (voir section 4.3).
3. Estimation des paramètres du modèle : Connaissant le nombre de facteurs à inclure dans
le modèle, il s’agit ensuite d’estimer les paramètres du modèle, à savoir les loadings (coefficients
de la matrices B), les variances spécifiques (éléments diagonnaux de Ψ) et les scores (facteurs
communs, Z). L’algorithme EMFA présenté à la section 4.2.1 permet d’obtenir les estimateurs
du Maximum de Vraisemblance de ces paramètres. Dans la plupart des implémentations de
l’Analyse en Facteurs, il n’y a pas de covariables dans le modèle (∀k,mk(x) = µk, modèle
(4.2)). Dans notre contexte, le modèle s’écrit Yk = mk(x) + b′kZ + εk (4.2). Il faut donc centrer
les variables par rapport à x, ce qui ne se fait pas de la même manière selon que k ∈ M0
(Yk − m(0)k (x)) ou k /∈ M0 (Yk − mk(x)). Cette étape de centrage préalable à la mise en
œuvre de l’algorithme EMFA demande une attention particulière, et utilise l’estimation deM0
obtenue à l’étape 1.
4. Calcul des statistiques de test et des probabilités critiques : Une fois le modèle ajusté,
les statistiques de test ajustées par rapport aux facteurs (définition 3.1.1) sont calculées. La
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loi sous l’hypothèse nulle de ces statistiques de test est une loi de Student, ce qui permet de
déduire les probabilités critiques (3.1.1).
5. Mise à jour de M̂0 : Nous proposons de mettre à jour l’estimation de M0 (étape 1) à
partir des probabilités critiques ajustées : M̂0 = {k : p˜k ≥ 0, 05}. A partir de cette nouvelle
estimation deM0, les étapes 2 à 4 de la procédure sont reproduites.
6. Estimation de pi0 : Les procédures déterminant le seuil sur les probabilités critiques pour
le rejet des hypothèses nulles nécessitent pour la plupart l’estimation de la proportion d’hy-
pothèses nulles pi0. Plusieurs approches ont été proposées à la section 3.1.2 pour estimer ce
paramètre en présence de dépendance, notamment à partir des probabilités critiques ajustées.
7. Règles de décision : Une méthode de seuillage est ensuite appliquée sur les probabilités
critiques ajustées, permettant de contrôler le taux d’erreurs à un seuil α fixé à priori.
Conclusion
Ce chapitre présente plusieurs stratégies introduisant les facteurs communs de variabilité, définis au
chapitre 2, dans l’estimation des taux d’erreurs et de pi0
Les statistiques de test déduites de ces stratégies sont conditionnellement indépendantes. Ainsi, ce
cadre étend donc les résultats obtenus en matière de contrôle de taux d’erreurs au cas de dépendance
générale. En particulier, nous montrons que, en diminuant la corrélation entre les tests, les procédures
d’inférence simultanées gagnent à la fois en puissance et en stabilité.
De la même manière, les répercussions de la dépendance sur l’estimation de pi0 sont également
diminuées, puisque la variabilité de la distribution des probabilités critiques sous l’hypothèse nulle
est fortement stabilisée.
Par ailleurs, cette modélisation de la dépendance par un ensemble de variables latentes permet de
définir l’expression exacte de la variance du nombre de faux-positifs et de celle de pi0 au chapitre
2. Nous nous appuyons sur ces propriétés pour définir des estimateurs conditionnels du FDR et de
pi0, qui apparaissent comme des correction des estimateurs empiriques en présence de dépendance.
Enfin, nous présentons une procédure, appelée FAMT, qui décrit les différentes étapes pour la mise
en œuvre de la méthodologie proposée dans ce chapitre. Cette procédure est illustrée au chapitre
5 par deux études de cas. Au préalable, le chapitre 4 s’intéresse à l’estimation des paramètres du
modèle et aux stratégies de choix du nombre de facteurs à inclure dans le modèle.
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CHAPITRE 4
ANALYSE EN FACTEURS EN GRANDE DIMENSION
abbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbc
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Résumé Ce chapitre est dédié à la modélisation des données sous la forme du modèle
d’Analyse en Facteurs introduit au chapitre 2. Deux approches sont envisagées pour
estimer les paramètres de ce modèle. Après les avoir décrites, nous justifions le choix
de l’utilisation de l’estimation du modèle d’Analyse en Facteurs par maximum de
vraisemblance, qui procure des propriétés intéressantes dans une optique d’utilisation
du modèle dans le cadre des tests multiples. L’implémentation de cette méthode en
grande dimension est décrite dans ce chapitre.
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Introduction
La décomposition de la variabilité du modèle (2.1) s’apparente à celle d’un modèle d’Analyse en
Facteurs [Mardia et al., 1979]. A l’origine, cette analyse a été développée dans le domaine de la
psychométrie pour mesurer et définir un facteur dit "d’intelligence générale" : Spearman [1904] a été
le premier à utiliser l’Analyse en Facteurs en psychologie et est parfois même considéré comme son
créateur. Ses travaux ont abouti à la théorie selon laquelle les scores obtenus à des tests faisant appel
à des processus cognitifs très disparates reflètent en fait une seule forme générale de performance
intellectuelle ("g theory"). Ces recherches ont été poursuivies par R.B. Cattell [Cattell, 1966, 1978],
à la fois dans le domaine de l’intelligence humaine et sur la théorie de l’Analyse en Facteurs. Connue
des psychométriciens et des sociologues comme une technique de réduction de la dimension, l’Analyse
en Facteurs est par ailleurs apparue récemment comme une technique d’analyse de la dépendance
des données en grande dimension issues des expérimentations à haut-débit comme les biopuces par
exemple [Kustra et al., 2006, Hsu and Chang, 2006, Pournara and Wernisch, 2007].
C’est une méthode d’analyse multivariée dont l’objectif est de décrire les relations de covariance, ou
de corrélation, entre variables par l’intermédiaire d’un petit nombre de variables latentes appelées
facteurs communs. Si on suppose, comme en Analyse en Facteurs dite exploratoire [Mardia et al.,
1979] que V(Z) = IQ, alors on obtient la décomposition suivante pour la matrice de variance-
covariance des données V(Y ) ≡ Σ :
Σ = BB′ + Ψ (4.1)
où B représente la matrice de taille m×Q des coefficients bk. BB′ caractérise l’information commune
à l’ensemble des variables et Ψ est une matrice diagonale caractérisant l’information spécifique à
chacune d’elle.
Ici, le modèle (2.1) suppose trois hypothèses :
Hypothèse 2. [Hypothèses sur le modèle d’Analyse en Facteurs]
1. E(ZZ ′) = IQ : les facteurs communs Zq sont non corrélés et de variance unité. Cela favorise
l’interprétation des facteurs, chacun portant une information non-redondante.
2. V(E) = Ψ, diagonale : les facteurs spécifiques εk ne sont pas corrélés, et possèdent une
variance spécifique ψ2k, k
eme élément diagonal de Ψ.
3. Cov(εk, Zq) = 0,∀k ∈ M, ∀q ∈ [1;Q] : le facteur spécifique εk représente l’information
propre à la variable Yk, non modélisée par les facteurs communs Z. Les facteurs communs
et spécifiques ne sont donc pas corrélés.
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L’Analyse en Facteurs à été très largement étudiée dans la littérature au cours du XXème siècle,
notamment dans les revues de psychométrie, de sciences du comportement et de marketing. Sa mise
en œuvre passe par deux étapes principales :
1. le choix du nombre de facteurs à considérer dans le modèle (Q)
2. l’estimation des paramètres du modèle à Q facteurs : B, Ψ et Z
De nombreuses méthodes existent pour la réalisation des différentes étapes. Les nouveaux champs
d’application de l’Analyse en Facteurs comme méthode de modélisation de la dépendance sont ca-
ractérisés par la grande dimension des données. L’analyse de ces données est un problème complexe,
étant donné que dans la plupart des cas, l’augmentation du nombre d’expériences est impossible,
pour des raisons de coûts par exemple. La prise en compte de la dimension particulière des données
implique l’adaptation des méthodes usuelles ou le développement de nouvelles méthodes, satisfaisant
les contraintes numériques et algorithmiques, tout en assurant une bonne précision des résultats
obtenus.
Ce contexte introduit des conditions inhabituelles pour l’utilisation de l’Analyse en Facteurs et
remets en cause les règles subjectives données par certains auteurs. En effet, la question du nombre
d’individus minimum pour l’analyse est une question fréquemment posée [Preacher and MacCallum,
2002]. De nombreuses règles approximatives sont souvent avancées, comme un minimum de 100 à
250 individus, ou alors un ratio de 3 à 10 entre le nombre d’individus et celui de variables.
Ces conditions sont loin de ce qu’on observe dans le contexte de la grande dimension des données
issues de technologies “haut-débit”, où des milliers de variables sont mesurées sur un nombre modéré
d’individus, de l’ordre de quelques dizaines.
Cependant, de nombreux auteurs s’accordent aussi pour dire que les règles basées sur le nombre
minimum d’individus ou sur un ratio n/m ne sont pas celles qu’il faut considérer. Il faut en effet
tenir compte de la structure des données qu’on veut analyser [MacCallum et al., 2008] : plus la
communalité augmente, c’est-à-dire lorsque la structure commune est importante, moins le nombre
d’individus nécessaire est important. De même, ce nombre va diminuer si le nombre de variables
contribuant à la construction d’un facteur est important.
D’autre part, les avantages apportés par une décomposition de la matrice de variance-covariance
Σ comme en (2.3) sont nombreux. Le nombre de paramètres inconnus à estimer dans les matrices
B, Z et Ψ est beaucoup plus faible que ceux de la matrice de variance-covariance empirique S. En
analyse de données génomiques par exemple, S est composé d’un nombre de paramètres inconnus
de l’ordre de m2, alors que la décomposition (2.3) implique seulement l’estimation de m× (Q+ 1).
De plus, (2.3) offre la possibilité d’inverser facilement la matrice de variance-covariance1, ce qui peut
s’avérer utile pour des analyses ultérieures, en particulier celles impliquant l’analyse de la matrice
des corrélations partielles.
L’Analyse en Facteurs est une méthode statistique éprouvée et de nombreux algorithmes sont dispo-
nibles pour sa mise en œuvre. On note essentiellement deux méthodes d’estimation, basées sur une
1 (A+BC)−1 = A−1 −A−1B(IQ +CA−1B)−1CA−1, avec A = Ψ et C = B′. Il s’agit donc d’inverser uniquement
une matrice de taille Q×Q et une matrice diagonale.
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approche factorielle d’une part et par Maximum de Vraisemblance d’autre part. Tout d’abord, nous
présentons ces deux approches d’estimation des paramètres du modèle et justifions notre choix pour
l’estimation par Maximum de Vraisemblance. Dans la deuxième partie de ce chapitre, nous étudions
l’implémentation de cette méthode en grande dimension.
L’estimation des paramètres du modèle nécessite auparavant de connaitre le nombre de facteurs Q
à inclure dans le modèle. Cette question est abordée dans la troisième section du chapitre. Nous
supposons donc tout d’abord que Q est connu.
Notons que les différentes méthodes identifient les facteurs Z du modèle à partir des données centrées
par rapport à la covariable d’intérêt x :
Y ∗k = Yk −mk(x) = b′kZ + εk (4.2)
4.1. Estimation du modèle par Analyse en Facteurs
Nous nous intéressons ici à l’extraction des scores Z, les facteurs communs, et à l’estimation des pa-
ramètres de variances B et Ψ. Plusieurs méthodes existent : Moindres Carrés Ordinaires ou Générali-
sés, méthodes factorielles (SVD, Principal Factoring, Alpha Factoring), Maximum de Vraisemblance.
Nous présentons ci-après celles qui sont généralement implémentées dans les principaux logiciels et
utilisées dans la plupart des études statistiques.
4.1.1 Méthode factorielle
Estimation du modèle par SVD (Décomposition en Valeurs Singulières) La Décompo-
sition en Valeurs Singulières (SVD) permet de factoriser la matrice Y ∗, en un produit de matrices
simples possédant des caractéristiques interprétables. Si r désigne le rang de la matrice Y ∗, on écrit :
Y ∗ = UDV ′ (4.3)
où Un×r est la matrice des vecteurs propres de Y ∗Y ′∗, Vm×r est la matrice des vecteurs propres de
Y ′ ∗ Y ∗ et Dr×r est une matrice diagonale dont les éléments diagonaux sont les racines carrées des
valeurs propres, en général rangées par ordre décroissant. Par identification avec le modèle (2.1), on
peut estimer Z par 1nUQ et B par VQDQ, où UQ, VQ et DQ représentent les Q premières colonnes
des matrices U , V et D. E correspond alors aux résidus de cette approximation.
La matrice de variance-covariance se décompose alors de la façon suivant :
Σ = BV(Z)B′ + V(E) =
1
n
VQD
2
QV
′
Q +
1
n
E′E (4.4)
car U ′QUQ = I.
C’est sur ce principe qu’est basée la méthode SVA (pour Surrogate Variable Analysis), développée par
J. Storey et J. Leek [Leek and Storey, 2007, 2008] initialement pour l’analyse de données d’expressions
géniques, et programmée dans R dans le package sva [Leek, 2008]. Le principe de cette méthode et
l’algorithme proposé par ses auteurs pour estimer les paramètres du modèle sont détaillés à l’annexe
C.
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Principal Factoring (PF) Cette méthode itérative se base sur la décomposition en valeurs
propres de la matrice de corrélation R. Les loadings B sont estimées à partir des Q premiers vec-
teurs propres. On en déduit les variances spécifiques puis cette procédure est répétée, jusqu’à ce
qu’un certain critère d’arrêt ait atteint une limite définie à priori.
On suppose dans un premier temps que Ψ est connue, ou du moins qu’on en possède une estimation
initiale notée Ψ0. Certains logiciels proposent une valeur calculée automatiquement par régression
multiple de chaque variable sur toutes les autres. En effet, le coefficient de corrélation multiple r2i de la
ieme régression correspond à la proportion de variance associée à la ieme variable, donc ce coefficient
peut servir à estimer la ieme communalité. Une estimation initiale de Ψ0 est alors diag
(
1− r2i
)
.
D’autres méthodes sont utilisées : choix d’une valeur par défaut (0 ou 0,5 par exemple). Le principe
de l’algorithme est le suivant :
1. Initialisation de Ψ : Ψˆ0
2. Itération
– Analyse en Composante Principale de R− Ψˆ0 : décomposition en valeurs propres et vecteurs
propres de R− Ψˆ0
– Estimation des loadings B : Bˆ correspond aux Q premières composantes calculées à l’étape
précédente
– Estimation de la variance spécifique : Ψˆ correspond à la diagonale de R∗ = R− BˆBˆ′.
3. Critère d’arrêt : on itère l’étape 2, en considérant la nouvelle estimation de Ψ pour Ψˆ0,
jusqu’à ce que deux estimations successives Ψˆ et Bˆ soient identiques, à un seuil  près. Le
critère considéré peut être un écart quadratique entre les matrices R et BˆBˆ′+Ψˆ (par exemple :
tr[(R− (BˆBˆ′ + Ψˆ))2])
On peut définir des indices d’adéquation pour le modèle obtenu. Par exemple, on peut comparer la
somme des carrés résiduels de la matrice estimée par rapport à la matrice d’origine.
GFQ = 1− 1 R
∗2
1
′
1R21′
On peut également construire un test, en considérant la somme des carrés des résidus r∗2ij , éléments de
R∗2. Cette somme sera négligeable si le modèle est bien ajusté, ce qui conduira à la non-significativité
du test [Chavent et al., 2007] :
(n− 1)
∑
i<j
r∗2ij ∼ χ2
m(m− 1)
2
Cette méthode peut servir à donner une estimation initiale de B et Ψ pour la méthode du Maximum
de Vraisemblance présentée ci-après. L’inconvénient majeur de cette méthode est numérique car elle
nécessite le stockage et l’inversion de matrice de (très) grande dimension (m×m), notamment lors
de la décomposition SVD de la matrice de variance-covariance dans l’ACP à l’étape 2.
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4.1.2 Estimation par Maximum de Vraisemblance
Cette méthode se base sur le calcul du Maximum de Vraisemblance dans le cas d’une distribution
de Wishart (loi Normale multivariée). On suppose donc que les données ont pour distribution :
Y ∼ Nm(µ,Σ)
Cela a pour conséquence de supposer que Z et E dans (2.1) sont distribués selon des loi normales
Q- et m-multivariées, respectivement. On rappelle dans un premier temps, dans le cadre de la mul-
tinormalité, la fonction de vraisemblance L en fonction de B et Ψ (les données Y sont supposées
centrées) :
L(B,Ψ) = (2pi)−
n.m
2 |Σ|−n2 exp
(
−1
2
n∑
i=1
Y ′i Σ
−1Yi
)
= (2pi)−
n.m
2 |Σ|−n2 exp
(
−1
2
tr(Σ−1S)
)
où Σ = BB′ + Ψ.
Les estimateurs du Maximum de Vraisemblance de B et Ψ, notés Bˆ et Ψˆ, maximisent L. Il s’agit de
trouver une solution permettant de résoudre :
∂L
∂B
= 0 et
∂L
∂Ψ
= 0 (4.5)
Il n’existe pas de solution analytique à (4.5). La résolution de cette équation se fait de manière
itérative. Des algorithmes de type Newton-Raphson sont en général implémentés. Cependant, ces
méthodes convergent souvent lentement, et mènent parfois à des solutions aberrantes dite Heywood
cases (valeurs négatives pour les termes de la diagonale de Ψˆ par exemple). Connaissant une estima-
tion de B et Ψ, nous pouvons alors trouver celle de Z par la méthode de Thomson [1951]. Le principe
de cette méthode est de réaliser une régression des scores Z (inconnus) par rapport aux données Y
(observées). On rappelle que :[
y
z
]
= N
( [
0
0
]
;
[
Σ B
B IQ
] )
D’où : E(z|y) = yΣ−1B et donc
zˆ = y[BˆBˆ′ + Ψˆ]−1Bˆ
En forme matricielle, on a l’estimation des scores suivantes :
Zˆ = Y [BˆBˆ′ + Ψˆ]−1Bˆ = Y Ψˆ−1Bˆ[IQ + Bˆ′Ψˆ−1Bˆ]−1
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4.1.3 Choix de la méthode
L’avantage de l’approche factorielle est qu’elle ne suppose pas de distribution particulière pour les
scores. En effet, ceux-ci sont considérés comme des effets fixes dans le modèle (2.1). Néanmoins,
la décomposition en valeurs singulières présente un inconvénient. L’hypothèse d’indépendance des
résidus Eˆ (hypothèse 2) n’est pas vérifiée : estimer B et Z par SVD ne permet pas de garantir que
EˆEˆ′ est diagonale. En pratique, cette méthode est pourtant fréquemment utilisée, et programmée
dans les principaux logiciels de statistique. Les résultats obtenus pour B et Z sont donnés comme
satisfaisants, à condition que les termes extradiagonnaux de EˆEˆ′ soient négligeables, ce qui passe en
particulier par une estimation correcte de Q. La méthode PF nécessite la manipulation et le stockage
de la matrice de variance-covariance empirique, ce qui peut être un obstacle numérique à sa mise en
œuvre.
L’autre approche présentée consiste à chercher les estimateurs du Maximum de Vraisemblance des
paramètres, sous la contrainte que Ψ est diagonale. On suppose alors que les données suivent une loi
normale multivariée, de matrice de variance covariance Σ = BB′+Ψ. Les facteurs communs obtenus
ici ne sont pas forcément ordonnés en fonction de leur inertie et le modèle à Q1 facteurs n’est pas
imbriqué dans le modèle à Q2 facteurs (Q1 < Q2) comme c’est le cas en ACP.
Cette méthode d’estimation du modèle (2.1) permet de vérifier les hypothèses 2 du modèle d’Ana-
lyse en Facteurs, et en particulier d’assurer l’indépendance des résidus Eˆ par construction.
Dans le cadre d’inférence définit au chapitre 3, nous donnons une importance particulière à la
variabilité spécifique dans la définition de la statistique de test (définition 3.1.1). L’analyse des
principales différences entre l’estimation du modèle (2.1) par ACP et par Analyse en Facteurs penche
alors en faveur de la deuxième méthode.
Néanmoins, l’estimation des paramètres de ce modèle par Maximum de Vraisemblance doit être
adaptée au contexte de la grande dimension : la convergence des algorithmes usuels n’est pas assurée
et leurs propriétés asymptotiques mal définies. Cette étude fait l’objet de la section suivante.
4.2. Analyse en Facteurs en grande dimension
4.2.1 Algorithme EMFA
Parmi les méthodes d’estimation du modèle, la méthode du Maximum de Vraisemblance a des pro-
priétés asymptotiques intéressantes, notamment en terme d’efficacité, d’invariance d’échelle, de pos-
sibilité de test du modèle. Elle satisfait de plus à l’objectif inférentiel de notre démarche. Cette
méthode s’appuie néanmoins sur la normalité multivariée des données.
Robertson and Symons [2007] précisent les conditions d’utilisation de l’estimation par Maximum
de Vraisemblance des paramètres de l’Analyse en Facteurs dans le cas où la matrice de variance-
covariance n’est pas de plein rang. Leur étude montre que le nombre de facteurs Q ne doit pas être
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trop important par rapport au nombre de variables. En particulier, leurs travaux identifient les cas
où la vraisemblance est bornée, et peut donc être maximisée.
On suppose ici que les données suivent une loi normale multivariée, de matrice de variance covariance
Σ. Lawley [1940] a présenté la méthode d’estimation par maximisation directe de la vraisemblance
lorsque la matrice est de plein rang. De nombreux algorithme existent pour obtenir les estimateurs
du Maximum de Vraisemblance en Analyse en Facteurs (par exemple [Jöreskog, 1977]). Néanmoins,
pour éviter, entre autre, la génération de Heywood cases (variances spécifiques négatives) lors de
la recherche des EMV par un algorithme de type Newton-Raphson, nous nous tournons vers un
algorithme de type Expectation-Maximisation (EM) [Dempster et al., 1977]. Il s’agit d’une classe
d’algorithmes qui permettent de trouver les Estimateurs du Maximum de Vraisemblance (EMV) des
paramètres de modèles probabilistes lorsque le modèle dépend de variables latentes non observables.
On alterne des étapes d’évaluation de l’espérance (E), où on calcule l’espérance de la vraisemblance en
tenant compte des variables observées, et une étape de maximisation (M), où on estime les EMV des
paramètres en maximisant la vraisemblance trouvée à l’étape (E). On utilise ensuite les paramètres
trouvés en (M) comme point de départ d’une nouvelle phase d’évaluation de l’espérance, et on itère
ainsi. Son implémentation est assez simple, et c’est un algorithme stable en terme de convergence
(augmentation de la vraisemblance à chaque itération).
Cet algorithme a été implémenté dans le cadre de l’Analyse en Facteurs [Rubin and Thayer, 1982]. Il
est utile lorsqu’on travaille avec des données en (très) grande dimension (m»n). En effet, la matrice
de variance-covariance (m × m) n’est pas calculée explicitement. Cela représente un atout numérique
pour cette méthode (pas de stockage ni d’inversion d’une matrice aux dimensions très élevées), qui
nécessite seulement l’inversion de matrices de taille Q×Q, Q << m.
Remarque : De nombreuses extensions de l’algorithme EM ont été développées, notamment lorsque
des formes exactes de la vraisemblance ne peuvent être obtenues, ou pour améliorer les per-
formances de convergence, par exemple [Liu and Rubin, 1998, McLachlan et al., 2004]. Ici, on
s’intéresse à la précision de l’estimation des paramètres, et les problématiques de vitesse de
convergence, bien qu’essentielles, ne sont pas abordées.
Mise en œuvre de l’algorithme EMFA Dans un premier temps, comme la plupart des algo-
rithme itératifs, l’algorithme EM considère des valeurs initiales pour B et Ψ. Plusieurs méthodes
ont été proposées pour l’étape d’initialisation. On peut par exemple réaliser la décomposition en
valeurs singulières de la matrice des données (centrées) Y ∗ (ou plus exactement de sa transposée
puisque m >> n) et on en déduit les Q premières valeurs propres et vecteurs propres. Il s’agit d’une
étape de l’estimation des paramètres par PF. Les loadings B sont estimés par les Q premiers vec-
teurs propres, multipliés par la racine des Q premières valeurs propres, et l’estimation de la variance
spécifique correspond à la diagonale de S − BˆBˆ′.
On note Y (i) la ieme ligne de Y , associée à l’observation i, vecteur de taille 1 × m, et Z(i) le vecteur de
taille 1 × Q des scores associés à l’observation i. L’algorithme EM s’appuie sur la (log-)vraisemblance
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du modèle (2.1) et a pour but de déterminer les paramètres qui la maximisent. L’Annexe B fournit
le détail de la construction des équations de mise-à-jour de l’algorithme.
Le principe de l’algorithme EMFA est le suivant :
1. On part des données centrées Y = Y ∗
2. Initialisation : On dispose d’une première estimation pour B et Ψ (B0 et Ψ0)
3. Itération : On alterne des étapes d’estimation de l’espérance de la vraisemblance et des étapes
de maximisation, à partir des valeurs B0 et Ψ0 pour trouver les nouvelles estimations B1 et
Ψ1 :
(a) étape E : On estime l’espérance de la (log-)vraisemblance du modèle.
E(Z(i)|Y (i)) = Y (i)Ψ−10 B0(IQ +B′0Ψ−10 B0)−1
E(Z(i)Z ′(i)|Y (i)) = (IQ +B′0Ψ−10 B0)−1 + E(Z(i)|Y (i))′E(Z(i)|Y (i))
D’après (B.8) et (B.9).
(b) étape M : On définit alors les nouvelles estimations des paramètres (EMV).
B1 =
n∑
i=1
[
Y ′(i)E(Z(i)|Y (i))
] [ n∑
i=1
E(Z ′(i)Z(i)|Y (i))
]−1
Ψ1 = diag
[
S − 1
n
n∑
i=1
Y ′(i)E(Z(i)|Y (i))B′1
]
D’après les équations de mise-à-jour définies en (B.3) et (B.4).
4. Critère d’arrêt : on itère les étapes 3a et 3b en prenant les estimations de B1 et Ψ1 obtenues
avec une étape E et une étape M comme point de départ de l’itération suivante. On itère
jusqu’à ce que deux estimations successives de Ψ et B soient identiques, à un seuil  près. Le
critère considéré peut être la trace de l’écart quadratique entre les matrices Ψ, obtenues lors
de 2 étapes successives : 1m tr (Ψ1 −Ψ0)2 < .
4.2.2 Rotations
Le modèle d’Analyse en Facteurs n’est identifiable qu’à une rotation près de la matrice des coefficients
B. En effet, si on écrit Σ = BB′ + Ψ et qu’on multiplie B par une matrice orthogonale T tel que
M = BT , on a alors MM ′ = BTT ′B′ = BB′, car TT ′ = I par définition. Ainsi, le choix judicieux
d’une rotation peut définir des facteurs qui ajustent le modèle avec la même précision et facilitent
l’interprétation des résultats.
Une façon arbitraire de définir une matrice des loadings unique est d’ajouter une contrainte : il s’agit
par exemple de prendre la matrice orthogonale T telle que B′Ψ−1B soit diagonale [McLachlan et al.,
2003]. Cela ajoute alors 12Q(Q− 1) contraintes pour les paramètres.
Les rotations les plus courantes ont pour but de minimiser certains loadings et d’en maximiser
d’autres pour mieux mettre en évidence une structure hétérogène des variables les plus corrélées à
chacun des facteurs communs Zq.
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La rotation "Varimax" [Kaiser, 1958] est la plus utilisée et permet d’obtenir cette configuration
pour les loadings : elle minimise la confusion entre les facteurs, tout en conservant l’orthogonalité
des vecteurs propres. La rotation "Varimax" rend ainsi l’interprétation plus aisée en maximisant
la variance du carré des coordonnées des variables par colonne (loadings). Il s’agit de maximiser le
critère suivant pour déterminer les nouvelles coordonnées bkqj de la variable k pour le facteur q :
Rv =
Q∑
q=1
m∑
k=1
(
b2kq −
1
m
m∑
r=1
β2rq
)2
On vérifie les propriétés du modèle d’Analyse en Facteurs après la rotation T (Q × Q−matrice
orthogonale). On a : Y = ZB′+E = ZTT ′B′+E = GA′+E. G représente la matrice des scores et
A la matrice des loadings après la rotation T .
– V(G) = 1/nG′G = 1/nT ′Z ′ZT = IQ
– V(E) = Ψ car E n’est pas affecté par la rotation
– Cov(E;G) = Cov(E;ZT ) = 0 car Cov(E;Z) = 0
4.2.3 Degrés de libertés
Par analogie avec les méthodes de lissage, le prédicteur du modèle (2.1) s’écrit aussi sous la forme
Yˆ = PY . Pour tenir compte de la compléxité du modèle, de nombreux auterus suggèrent d’associer
à l’ajustement un nombre de degrés de liberté égal à ddl = tr(2P − PP ′).
Ces définitions des degrés de liberté dans le cadre du modèle linéaire se transposent au cas des modèles
non paramétriques, c’est-à-dire lorsque P n’est plus un projecteur mais dépend de la distribution
des données Y : P = P (Y ) [Hastie and Tibshirani, 1990].
Dans le cas de l’Analyse en Facteurs, on considère le modèle sous forme matricielle Y = ZB′ + E.
Les prédictions du modèle sont Yˆ = ZB′. On note G = [IQ + B′Ψ−1B]−1. On a par ailleurs :
B = Y ′Z[E(Z ′Z)]−1 et E(Z ′Z) = nG+ Z ′Z (d’après (B.3) et(B.9)), d’où :
Yˆ = ZB′ =
(
Z[nG+ Z ′Z]−1Z ′
)
Y = HY (4.6)
Ainsi, .dans le cadre de l’Analyse en Facteurs, les degrés de libertés des résidus seront :
ddlr = n− tr(2H −HH ′) (4.7)
4.2.4 Validation de l’estimation des paramètres en grande dimension
Les propriétés des estimateurs issus de l’algorithme EM sont étudiées en détail dans de nombreux
articles et ouvrages, dans le cadre classique pour la dimension des données (n<m). On s’intéresse à
la conservation de ces propriétés dans le contexte de la grande dimension.
Nous nous appuyons sur l’exemple 6 pour étudier dans un premier temps l’estimation de B puis
dans un second temps l’estimation des variances spécifiques, à la fois en situation asymptotique et
dans le cas de petits échantillons.
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Exemple 6. On considère 10 scénarios, caractérisés par le niveau de dépendance des données
simulées, de faible (quasi-indépendance) à élevé. Il s’agit ici du même protocole de simulation que
lors de l’exemple 3.
Chaque jeu de données est composé de m = 500 variables et de n = 10, 50, 500 observations. Le
nombre de facteurs est connu, et le même pour tous les jeux de données. On considère différentes
situations (Q = 2; 5; 10).
Dans chaque configuration (niveau de dépendance / taille d’échantillon / nombre de facteurs)
1000 jeux de données sont simulés. L’algorithme EMFA est appliqué à chacun des jeux de données
pour obtenir les estimations des paramètres.
L’Exemple 6 permet d’étudier l’estimation des loadings et des variances spécifiques en situation
de petits échantillons et en situation asymptotique. Nous présentons les résultats pour Q = 5. Les
résultats sont similaires pour les autres valeurs de Q.
Estimation de B La relation entre deux matrices Xn×mx et Yn×my peut être évaluée à travers le
coefficient RV [Escouffier, 1973]. Ce coefficient prend des valeurs entre 0 et 1, une valeur nulle indi-
quant l’absence de liaison entre les deux matrices, et une valeur de 1 signifiant que les deux matrices
sont des représentations d’une même configuration. On suppose X et Y centrées. Le coefficient RV
est définit par :
RV (X,Y ) =
< XX ′;Y Y ′ >
‖XX ′‖ ‖Y Y ′‖ =
tr(XX ′Y Y ′)√
tr ((XX ′)2)) tr ((Y Y ′)2)
(4.8)
scénario 1 2 3 4 5 6 7 8 9
var. commune (%) 4,65 15,56 28,56 40,31 50,76 57,90 65,45 70,09 75,19
n = 10
min 0,01 0,08 0,10 0,21 0,28 0,43 0,42 0,52 0,43
moyenne 0,11 0,32 0,47 0,56 0,67 0,70 0,9774 0,78 0,81
max 0,37 0,59 0,71 0,77 0,85 0,84 0,89 0,90 0,90
écart-type 0,080 0,096 0,103 0,097 0,079 0,071 0,071 0,069 0,069
n = 50
min 0,11 0,54 0,71 0,75 0,83 0,85 0,85 0,88 0,89
moyenne 0,48 0,72 0,85 0,89 0,93 0,94 0,95 0,96 0,96
max 0,66 0,81 0,91 0,93 0,96 0,96 0,97 0,97 0,98
écart-type 0,066 0,042 0,028 0,022 0,016 0,014 0,012 0,011 0,011
n = 500
min 0,833 0,924 0,975 0,982 0,988 0,984 0,989 0,991 0,991
moyenne 0,863 0,936 0,984 0,988 0,992 0,993 0,995 0,995 0,996
max 0,881 0,944 0,987 0,991 0,995 0,996 0,996 0,997 0,997
écart-type 0,0068 0,0032 0,0016 0,0013 0,0010 0,0011 0,0009 0,0009 0,0008
Tab. 4.1 – Statistiques descriptives des coefficients RV pour chaque scénario de dépendance
Il existe un test de significativité de ce coefficient [Josse et al., 2008] qui permet de valider l’estimation
de B. En effet, cette matrice étant définie à une rotation près, nous allons vérifier si l’espace estimé
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par les loadings obtenu par Maximum de Vraisemblance (algorithme EMFA) sur chacun des jeux de
données simulés est le même que la matrice B théorique qui a servi pour les simulations à partir de
l’exemple 6.
Les résultats sont donnés dans le tableau 4.1 pour les différents scénarios, et pour les 3 tailles
d’échantillons. Les résultats du tableau sont donnés pour Q = 5.
D’après le tableau 4.1, plus la structure est forte, plus l’estimation de l’algorithme EMFA et la vraie
matrice B sont homothétiques. Pour des structures plus faibles, les coefficients RV sont plus proches
de 0. Ce phénomène est d’autant plus marqué que la taille d’échantillon est faible. Néanmoins, les
tests de significativité des coefficients sont toujours positifs (probabilités critiques inférieures à 10−6,
voir de l’ordre de 10−100 pour les scénarios avec un niveau de dépendance élevé et/ou une taille
d’échantillon importante ; probabilités critiques inférieures à 10−2 pour le scénario 1, quel que soit
n, sauf pour n = 10 : 45 tests négatifs au seuil 10−2).
Estimation de Ψ Dans le cas de petits échantillons, il existe un biais dans l’estimation de Ψ, qui
peut être non négligeable. Il apparait particulièrement important de corriger ce biais, étant donné
l’utilisation de la matrice de variances spécifiques (voir chapitre 3) dans le cadre des tests multiples.
Les figures 4.1(a), 4.1(b) et 4.1(c) montrent l’estimation de Ψ par rapport à la vraie matrice
de variances spécifiques qui a servi à simuler le jeu de données, pour trois des scénarios (variance
commune : niveau 1 : 4%, niveau 4 : 38%, niveau 8 : 68%), et pour les trois tailles d’échantillons
(n = 10, n = 50 et n = 500).
Pour des petits échantillons, les variances spécifiques proches de 1 ont tendance à être sous-estimées.
Ce phénomène est d’autant plus marqué que la dépendance entre les données est importante. A
mesure que la taille d’échantillon augmente, ce biais disparaît, confirmant ainsi les propriétés asymp-
totiques des EMV.
Nous proposons de corriger le biais observé dans l’estimation de Ψ à l’aide du nombre de degrés de
libertés des résidus ddlr du modèle (2.1), définit en (4.7) :
Ψˆc =
n
ddlr
La figure 4.2 montre les résultats de cette estimation corrigée sur les mêmes données que précé-
demment.
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(a) n = 10
(b) n = 50
(c) n = 500
Fig. 4.1 – Estimation de Ψ par rapport à la valeur théorique ayant servie pour les simulations,
pour 3 scénarios de dépendance : faible (1), intermédiaire (4) et élevé (8) et une taille d’échantillon
n = 10, 50, 500 - 1000 jeux de données sont simulés pour chaque scénario - le graphique représente
les moyennes des estimations obtenues sur les 1000 jeux de données
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(a) n = 10
(b) n = 50
(c) n = 500
Fig. 4.2 – Estimation corrigée de Ψ par rapport à la valeur théorique ayant servie pour les simulations,
pour 3 scénarios de dépendance : faible (1), intermédiaire (4) et élevé (8) et une taille d’échantillon
n = 10, 50, 500 - 1000 jeux de données sont simulés pour chaque scénario - le graphique représente
les moyennes des estimations obtenues sur les 1000 jeux de données
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4.3. Choix du nombre de facteurs
Les données ont parfois des structures de dépendance complexes, et le nombre Q de facteurs communs
est inconnu en pratique. La première étape de l’Analyse en Facteurs consiste à choisir le nombre
approprié de facteurs qui rend compte des relations entre les variables du jeu de données.
Il est nécessaire de faire preuve de parcimonie afin de n’avoir à estimer que peu de paramètres dans
le modèle mais également de garantir un bon ajustement de la matrice de covariance. Sous-estimer Q
conduit à une perte d’information, le modèle ignorant un facteur commun, ou recombinant plusieurs
facteurs en un seul. Les loadings sont alors mal estimés, et leur interprétation erronée. Sur-estimer
Q est en général considéré comme moins grave. Cependant, considérer un trop grand nombre de
facteurs augmente le nombre de paramètres à estimer d’une part, et met en avant des facteurs avec
seulement quelques loadings élevés.
Le choix du nombre de facteurs joue un rôle important à la fois du point de vue de l’estimation des
paramètres et de l’interprétation au niveau des données. Pour toutes ces raisons, cette question est
très fréquemment étudiée dans les revues dédiées, débouchant sur des règles plus ou moins subjectives.
Nombre maximum de facteurs dans le modèle Le nombre de termes de la matrice de variance-
covariance Σ de m variables est de 12m(m+ 1). Le nombre de loadings (éléments de B) est m.Q, et
le nombre de valeurs de variances spécifique est m. Il s’agit donc d’identifier m(Q+ 1) éléments. Par
ailleurs, le nombre de contraintes du modèle est de 12Q(Q− 1), en supposant B′Ψ−1B diagonale afin
d’assuer l’unicité de la solution. En prenant en compte ces contraintes, il s’agit d’estimer m(Q+1)−
1
2Q(Q − 1) éléments, à partir de 12m(m + 1) valeurs. On peut donc en déduire une relation pour le
nombre maximum de facteurs identifiable en fonction du nombre de variables :
1
2
m(m+ 1)− [m(Q+ 1)− 1
2
Q(Q− 1)] ≥ 0
m
(m−Q)2 ≥ m+Q
m
Q ≤ 2m+ 1−
√
8m+ 1
2
Méthodes existantes Les critères les plus connus sont basés sur les valeurs propres de la matrice
de variance-covariance empirique (valeurs propres supérieures à 1 [Kaiser, 1960], critère du coude
[Cattell, 1966]). La facilité de mise en œuvre de ces méthodes en ont fait des méthodes populaires,
d’après de nombreuses études sur les méthodes de choix du nombre de facteurs utilisées dans les
domaines de la psychologie ou du marketing [Stewart, 1981, Ford et al., 1986, Fabrigar et al., 1999,
Norris and Lecavalier, 2009]. L’analyse parallèle [Montanelli and Humphrey, 1976] est souvent décrite
comme performante pour déterminer le nombre de facteurs à conserver dans un modèle [Lance et al.,
2006]. Elle est basée sur du rééchantillonnage. La méthode détermine le nombre de facteurs comparant
deux courbes, une associée aux valeurs propres de la matrice de variance-covariance empirique, l’autre
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associée aux valeurs propres moyennes de matrices de variance-covariance générées aléatoirement
sous l’hypothèse d’absence d’une structure factorielle (de même dimensions). On retiendra alors le
nombre de facteurs associés aux valeurs propres des données observées qui sont supérieures aux
valeurs propres moyennes des matrices simulées.
D’autres critères sont également proposés dans la littérature, basés sur des critères de qualité
d’ajustement de modèle notamment [Revelle and Rocklin, 1979]. En particulier, si les paramètres
sont estimés par Maximum de Vraisemblance, on dispose d’un test validité du modèle à q0 fac-
teurs. Si on note Σˆq0 = Bˆq0Bˆ′q0Ψˆq0 et S la matrice de variance-covariance empirique, la statistique
Tq0 = n − 11+2m+4q06 log
(
|Σˆq0 |
|S|
)
suit une loi du χ2 à 1/2[(p − q0)2 − p − q0] degrés de liberté sous
l’hypothèse nulle selon laquelle q0 est le bon nombre de facteurs. En pratique, on teste successi-
vement les modèles à q0 = 1, . . . , Qmax facteurs. Il existe également des critères portant sur la
vraisemblance du modèle pénalisée (AIC d’Akaïké : −2ln(L) + 2(q(m+ 1)−1) ou BIC de Schwartz :
−2ln(L)+ln(n)(q(m+1)−1)) qui une fois minimisés permettent d’obtenir des modèles parcimonieux.
Cependant, il n’y a pas de consensus parmi le grand nombre de critères sur celui qui est le plus
approprié. De nombreuses études ont comparé les performances des différents critères [Ford et al.,
1986, Velicer et al., 2000]. La conclusion générale est que le critère de Kaiser (K1) ou le critère
du coude, malgré leur popularité, sur-estiment le nombre de facteurs, en particulier lorsque la taille
d’échantillon est petite.K1 doit en effet être considéré comme un indicateur de borne supérieure pour
Q, puisque’il s’agit d’une borne inférieure pour le rang de la matrice de covariance. Le critère du coude
souffre également d’une part de subjectivité, la démarcation pouvant être peu évidente en cas de
petits échantillons ou si la structure de dépendance est faible. Les tests de qualité d’ajustement, basés
sur des tests de χ2, sont eux sensibles à la taille d’échantillon et leur utilisation en grande dimension
est compromise. Pour de nombreux auteurs [Hayton et al., 2004, Velicer et al., 2000], l’analyse
parallèle donc est la méthode à privilégier. C’est d’ailleurs un algorithme basé sur ce principe qui
est utilisé dans SVA [Leek, 2008], à travers l’algorithme de Buja and Eyuboglu [1992]. Le principal
problème de l’analyse parallèle en grande dimension est lié au temps de calcul.
Critère basé sur l’inflation de variance du nombre de faux-positifs Nous proposons un
critère adapté au contexte des tests multiples. Développé initialement dans ce cadre, ce critère est
néanmoins également utilisable pour l’Analyse en Facteurs en général.
L’Analyse en Facteurs a pour objectif de modéliser la structure de covariance, ou de façon équivalente
la structure de corrélation. Nous considérons le modèle suivant pour la variable Yk centrée, déjà défini
au préalable en (2.1) et qui suppose l’existence de q facteurs : Yk = Zb
′(q)
k + ε
(q)
k .
On définit alors la corrélation résiduelle, en supposant un modèle à q facteurs communs, par :
ρ
(q)
kk′ =
σkσk′ρkk′ − b(q)k b′(q)k′√
Ψ(q)k Ψ
(q)
k′
(4.9)
Si l’ensemble de la structure de dépendance est correctement modélisée par le modèle d’Analyse en
Facteurs à q facteurs, alors la corrélation résiduelle de ce modèle est nulle. On propose une stratégie
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de comparaison des ajustements à q = 1, 2, . . . , qmax facteurs et choisir le nombre de facteurs qui
minimise un certain critère de qualité d’ajustement, comme la somme des carrés des écarts entre S
et SFA = Bˆ(q)Bˆ′(q) + Ψˆ(q) par exemple.
Toutefois, dans le cadre des tests multiples, une fonction, appelée Dkk′(t) (définition 2.2.1), permet
de mettre en relation la dépendance et la variance du nombre de faux-positifs. Le critère que nous
proposons ici consiste à déterminer le nombre de facteurs qui minimise l’inflation de variance due à
la dépendance. En particulier, on montre que la variance minimale est atteinte pour l’indépendance.
Proposition 4.3.1 (Choix du nombre Q de facteurs du modèle d’Analyse en Facteurs).
Dˆkk
′
(t)(q) correspond à la valeur de la fonction définie en 2.2.1 dans le cas où un modèle à
q facteurs est ajusté, en considérant les corrélations empiriques entre les variables k et k′. On
considère la somme des valeurs de cette fonction obtenues à partir des corrélations empiriques
résiduelles ρˆ(q)kk′ entre chaque paire de variable Yk et Yk′, k 6= k′ ∈M définies en (4.9).
On estime alors Q tel que :
Qˆ = argmin
q∈[0;qmax]
 1m(m− 1) ∑
k 6=k′∈M
Dkk
′
(t)(q))

Cette technique est maintenant illustrée à partir des données simulées à l’exemple 6. La figure 4.3
montre un exemple de l’algorithme de recherche du nombre de facteurs pour un tableau de données
simulé de chacun des scénarios. Pour chaque tableau de données, on applique l’algorithme EMFA en
considérant successivement des modèles de 0 à 10 facteurs. A chaque fois, on détermine Q à partir
des corrélations résiduelles. Sur la figure 4.3, la ligne verticale rouge correspond au minimum du
critère, la ligne verticale verte correspond à un “saut relatif” inférieur à 0, 001 pour le critère entre 2
modèles.
Pour ces exemples, les deux règles de décision (minimisation du critère ou saut relatif entre deux
valeurs du critère pour deux valeurs de q successives) donnent des résultats similaires. Pour le scéna-
rio 2, la décision est différente. Cependant, la variation du critère entre les deux modèles proposés (3
ou 5 facteurs) est très faible. En pratique, on privilégierait le modèle le plus simple, celui à 3 facteurs,
étant donné que la complexité du modèle est plus faible que pour le modèle à 5 facteurs tout en ayant
une inflation de variance du nombre de faux-positifs du même ordre de grandeur. Pour le scénario 0
(indépendance), la valeur du critère augmente avec q. Dans ce cas, aucun facteur n’est à retenir dans
le modèle. Pour les scénarios 1 et 2, la structure de dépendance est faible et le critère varie peu en
fonction de q. Néanmoins, le critère proposé conduit à considérer un modèle à 1 ou 3 facteurs. Quand
la structure de dépendance devient plus marquée, pour les scénarios 3 à 9, la décision du choix du
nombre de facteurs devient plus évidente et on retient un modèle qui permet de minimiser l’inflation
de variance tout en ne conservant qu’un petit nombre de facteurs.
Ces remarques se généralisent lorsqu’on applique cette méthode à l’ensemble des 1000 tableaux de
données simulées pour chacun des scénarios. La figure 4.4 présente les histogrammes des distribu-
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Fig. 4.3 – Choix du nombre de facteurs : exemples de 10 tableaux de données issus de chacun des
10 scénarios
tions des estimations du nombre de facteurs pour les 10 scénarios, dans le cas où le vrai nombre de
facteurs, pour chacun des scénarios, est Q = 5 et n = 50. Lorsque la structure de dépendance est
bien marquée (à partir du scénario 3), le nombre de facteurs déterminé par le critère est toujours 5.
Ce résultat est à nuancer légèrement pour le scénario 3 car dans ce cas, le bon nombre de facteurs
a été trouvé pour 98% des jeux de données et a été légèrement sous-estimé (Qˆ = 4) pour les 2%
restant.
Pour les scénarios où les jeux de données sont simulés avec une faible part de variabilité commune
(scénarios 0 à 3), la méthode tend à sous-estimer Q. Cette observation est un point positif de la
méthode. En effet, lorsque la variabilité commune est faible, il est cohérent que cette information soit
concentrée sur un petit nombre de facteurs, cela permet d’avoir des communalités (ou des loadings)
plus élevées.
Pour les mêmes données simulées, le nombre de facteurs a ensuite été estimé par l’analyse parallèle
[Montanelli and Humphrey, 1976], méthode basée sur du rééchantillonnage qui est souvent présentée
comme performante par un grand nombre d’auteurs. Cette méthode met également en évidence le
bon nombre de facteurs lorsque la structure de dépendance est forte, et à tendance à sous-estimer
Q pour les premiers scénarios. Néanmoins, cette méthode présente deux inconvénients. Le premier
est lié à la méthode elle-même : le rééchantillonnage en grande dimension demande un temps de
calcul important. Estimer le nombre de facteurs nécessite les simulations de d’un grand nombre de
tableaux de données “aléatoires” de même dimensions et d’en calculer les valeurs et vecteurs propres.
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Fig. 4.4 – Distributions des estimations du nombre de facteurs pour les 10 scénarios
Le second inconvénient est que, pour les données des scénarios 0 et 1, cette méthode met parfois
en évidence une structure à 10 facteurs communs. Cela est incohérent avec la structure réelle des
données, proche de l’indépendance. Néanmoins, il est important ici de remarquer que ces cas extrêmes
sont principalement dû à l’automatisation de la méthode.
Ainsi, la méthode proposée, basée sur la minimisation du critère d’inflation de variance (proposition
4.3.1) permet d’obtenir le bon nombre de facteurs lorsque la structure de dépendance est marquée,
et un nombre de facteurs cohérent pour l’interprétation et la pertinence du modèle (communalités
élevées) en général.
D’un point de vue pratique, la mise en oeuvre de ce critère nécessite le calcul de la somme de
m× (m− 1) termes. La matrice de corrélation étant symétrique, il ne s’agit en fait que de calculer
m × (m − 1)/2 termes. Néanmoins, ce nombre reste en général très élevé (m est de l’ordre de
plusieurs milliers) et nous proposons une approximation pour le critère. On considère un ensemble
de η valeurs équi-réparties sur [0; 1], puisque la fonction Dkk′(t) est symétrique autour de ρ = 0.
En pratique, considérer un pas de 0, 01 semble être un bon compromis entre une précision suffisante
et un nombre de valeurs faible pour augmenter l’efficacité numérique des calculs. On compte alors
le nombre d’occurrence de chacune de ces η valeurs de ρ parmi les corrélations arrondies ρkk′ , à la
précision choisie :
∑
k 6=k′∈M
Dkk
′
(t) ≈
η∑
j=1
njD(t; ρj) (4.10)
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où nj représente le nombre de paires de variables {k; k′} dont la corrélation est arrondie, en valeur
absolue, à ρj . Owen [2005] propose une approximation similaire. Si la répartition des corrélations est
symétrique, ce qui est le cas de la plupart des applications étudiées, alors l’approximation (4.10) est
précise et permet de gagner en vitesse de calculs.
Une autre approximation intéressante est celle implémentée dans le package FAMT de R [Causeur
et al., 2010] :
1
m(m− 1)
∑
Dkk
′
(t) ≈
∫
[0;1]
Dkk
′
(t)f(ρ)dρ
où f(ρ) est une fonction de densité de la distribution des corrélations. On l’estime alors par échan-
tillonnage dans la série des corrélations observées.
Conclusion
Parmi les méthodes à disposition pour estimer les paramètres du modèle à variables latentes étudié
dans cette thèse, nous montrons l’intérêt d’utiliser les estimateurs du Maximum de Vraisemblance.
La mise en œvre de l’Analyse en Facteurs sur de grands volumes de données doit néanmoins se faire
par des méthodes adaptées. A cet effet, nous proposons un algorithme de type EM.
Le choix du nombre de facteurs à inclure dans le modèle est également une étape cruciale de l’Analyse
en Facteurs. Nous proposons de minimiser un critère définit comme l’inflation de variance du nombre
de faux-positifs (Vt). L’utilisation de ce critère dans le cadre de la procédure FAMT présentée au
chapitre 3 prend alors un intérêt particulier.
Une propriété importante résultant de cette étude est que plus la dépendance est marquée, plus il
sera facile de la modéliser et meilleure sera l’estimation des paramètres du modèle, en particulier en
présence de petits échantillons. La conséquence pour l’utilisation du modèle d’Analyse en Facteurs
dans le cadre des tests multiples est que lorsque la structure de dépendance est faible, il vaut mieux
utiliser les procédures développées sous l’hypothèse d’indépendance. Le critère de choix du nombre
de facteurs proposé dans ce chapitre permet cette stratégie.
La méthode FAMT est maintenant illustrée au chapitre 5 par deux études de cas.
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CHAPITRE 5
ÉTUDES DE CAS : MISE EN ŒUVRE DE FAMT POUR L’ANALYSE DE
DONNÉES GÉNOMIQUES
abbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbc
ddddddddd
Résumé Ce chapitre propose l’application de FAMT pour l’analyse de données gé-
nomiques, à travers deux études de cas. Ces analyses sont menées à l’aide du package
FAMT [Causeur et al., 2010] intégrant les outils méthodologiques présentés aux cha-
pitres précédents. Nous montrons ici l’intérêt de la procédure FAMT pour les bio-
logistes en termes d’identification et d’interprétation des facteurs de confusion, de
recherche de QTL ou encore d’inférence sur réseaux géniques.
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Introduction
La génétique s’intéresse au lien entre le génotype d’un individu, c’est-à-dire son patrimoine géné-
tique, et son phénotype, c’est-à-dire l’ensemble des caractères (non-)observables de cet individu. Les
caractères constituant le phénotype d’un individu sont très généralement liés à la présence de pro-
téines, qui sont les constituants essentiels des êtres vivants et qui sont caractérisées par leur séquence
d’acides aminés. Cette séquence est codée génétiquement : la synthèse d’une protéine est le résul-
tat de l’expression d’un gène. Le phénotype s’interprète donc comme l’expression des gènes, ou la
réalisation du génotype, mais aussi par les effets du milieu et de l’environnement.
Depuis quelques années, on note un regain d’intérêt pour des problématiques liées à l’étude de ce
lien entre génotype et phénotype, suite à l’apparition de nouvelles biotechnologies à la fin des années
1990, qui permettent d’accéder aux séquences génomiques de chaque individu. On a vu en effet le
développement des puces à ADN, ou biopuces. Utilisant les propriétés d’hybridation de l’ADN et
des marqueurs fluorescents, elles permettent de mesurer simultanément le niveau d’expression de
plusieurs dizaines de milliers de gènes, si on considère l’étude de l’ensemble du génome d’un orga-
nisme. Les données qui résultent de cette technologie sont utilisées de plusieurs façons, notamment
à des fins de diagnostics médicaux, pour mesurer l’effet d’un traitement sur différentes populations,
ou encore dans l’optique de définir des groupes de gènes ayant des profils d’expression similaires.
Les données issues des biopuces sont une énorme source d’information pour les biologistes : un tel
volume de données ouvre des perspectives d’analyses nouvelles, en proposant une vue d’ensemble du
génome. L’accès à cette information est essentiel en vue de mieux comprendre le rôle et la fonction
de chacun des gènes. Cependant, de ces nouvelles expériences résultent des problèmes statistiques
complexes. Parmi les challenges à relever, le problème de la grande dimension des données biologiques
est le premier qui vient à l’esprit : il s’agit d’analyser simultanément un très grand nombre de
gènes, souvent de l’ordre de plusieurs milliers. Dans le cas des biopuces, les données recueillies sont
sous la forme classique de tableaux individus (puces) / variables (expressions de gènes), mais leur
particularité est de décrire un petit nombre d’individus (quelques dizaines) à l’aide de très nombreuses
variables (plusieurs milliers), le niveau d’expression de chacun des gènes. Les données génomiques
sont par nature organisées selon une structure très complexe : de nombreux liens existent entre les
gènes, de par leurs fonctions biologiques, les processus biologiques dans lesquels ils sont impliqués,
les réseaux auxquels ils appartiennent, etc. Cette interdépendance entre gènes se retrouve au niveau
des mesures d’expressions. La modélisation de la structure de dépendance des données génomiques
est également une étape clé de l’analyse de ce type de données. De plus, l’information biologique, le
signal d’intérêt, est observée en même temps qu’un certain nombre de facteurs de confusion. Le lien
déduit entre la variable d’intérêt et la condition expérimentale étudiée peut alors s’avérer erroné, et
les effets observés devraient être attribués à ces facteurs. De plus, les facteurs de confusions ne sont
pas toujours contrôlés par le plan d’expérience et sont parfois non observables.
Un des objectifs pour les biologistes qui mènent des expériences à l’aide de biopuces est d’identifier
les gènes qui sont différemment exprimés lorsque les conditions expérimentales sont modifiées, d’un
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régime alimentaire à un autre, d’un état sain à un état malade ou selon la dose de médicament
administrée par exemple : on parle d’analyse différentielle. Notons que cette étape est en général la
première menée lors de l’analyse de données génomiques, le sous ensemble de gène identifiés servant
ensuite pour des analyses ultérieures.
Cette problématique biologique relève en terme statistique des tests multiples. Ce chapitre est pré-
senté comme une étude de cas, avec l’objectif de présenter l’utilisation du package R appelé FAMT
[Causeur et al., 2010] intégrant l’ensemble des outils développés dans cette thèse. Il s’agit en parti-
culier de montrer l’intérêt de la démarche proposée pour des biologistes, en termes d’identification
et d’interprétation de facteurs de confusion, de recherche de QTL, ou encore d’inférence sur des ré-
seaux géniques. Les graphiques illustrant les résultats sont des sorties de ce logiciel et les différentes
analyses présentées sont issues de fonctions programmées dans FAMT.
Dans un premier temps, on présente l’analyse de données publiques, fréquemment utilisées dans la
littérature pour illustrer les méthodes d’analyse différentielle issue d’une étude menée par Hedenfalk
et al. [2001] dans le cadre de la recherche sur le cancer du sein. Dans un deuxième temps, nous nous
appuierons sur un exemple de problématique d’analyse différentielle à travers une étude menée à
l’INRA de Rennes par l’unité de Génétique Animale. Ces données sont analysées par les méthodes
classiques de tests multiples tout d’abord, et par FAMT, présentée au chapitre 3. Des éléments de
validation biologique des résultats sont présentés également pour le deuxième exemple, réalisés par
les généticiens de l’unité de Génétique Animale INRA/Agrocampus. En effet, l’analyse différentielle
n’est dans ce cas qu’une première étape de l’analyse des données expérimentales. Ces deux exemples
ont été choisis car ils permettent d’illustrer les deux configurations de distribution des probabilités
critiques en présence de dépendance identifiés au chapitre 2.
5.1. Étude 1 : identification de gènes impliqués dans le développement
de tumeurs de cancer du sein
5.1.1 Présentation du jeu de données
La première application présentée s’appuie sur une étude menée dans le cadre de la recherche sur
le cancer à travers l’analyse de données d’expressions géniques. La plupart des cancers du sein
héréditaires sont dus à une mutation du gène BRCA1 ou du gène BRCA2. L’étude réalisée par
Hedenfalk [Hedenfalk et al., 2001] vise à mettre en évidence les gènes différemment exprimés entre
les tumeurs liées à ces deux types de mutation (BRCA1 ou BRCA2). Les expressions géniques de
m = 6384 gènes pour 7 tumeurs ayant une altération pour le gène BRCA1 et 8 tumeurs ayant
une altération pour le gène BRCA2 ont été analysées par puces à ADN de type lame de verre. Les
données originales sont déposées sur un site public (http://research.nhgri.nih.gov/microarray/
NEJM_Supplement/). Outre les données relatives aux tumeurs BRCA1 et BRCA2, les données d’un
troisième groupe de tumeurs dites sporadiques sont disponibles, mais nous ne les étudions pas ici.
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Nous avons également exclu de notre analyse les variables pour lesquels des valeurs étaient inférieures
à 0, 1 ou supérieures à 10, valeurs que nous supposons aberrantes comme lors de l’analyse initiale
de Hedenfalk. Les valeurs sont ensuite transformée en logarithme base-2. Notre analyse porte donc
sur m = 3030 gènes. Les données Y se présentent sous la forme d’une matrice n ×m où m = 3030
(rapports d’intensités du niveaux d’expression tumeur/référence, passés au logarithme) et n = 15
(prélèvements), le type de mutation (BRCA1 ou BRCA2) étant la variable explicative X de l’étude.
Les données sont préalablement normalisées.
5.1.2 Analyse statistique : identification des gènes différentiellement exprimés
Nous nous intéressons au lien entre m = 6384 variables d’intérêt, mesurant les expressions géniques
des m gènes, et une variable explicative qualitative, le type de tumeur, à 2 modalités. L’objectif
est d’identifier les gènes pour lesquels le niveau d’expression génique est lié au type de tumeur.
Il s’agit alors, pour chaque variable, de réaliser un test de Student de comparaison de moyennes.
L’histogramme des probabilités critiques est donné par la figure 5.1.
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Fig. 5.1 – Histogramme des probabilités critiques des tests de Student - jeu de données Hedenfalk
La configuration de l’histogramme de la figure 5.1 nous place dans une situation telle que décrite
lors de l’étude de l’impact de la dépendance sur la distribution des probabilités critiques sous l’hypo-
thèse nulle (figure 2.3 - gauche). Sur cet exemple, nous comparons les approches usuelles des tests
multiples et la méthode FAMT.
Méthodes usuelles Les approches dites usuelles considérées ici sont les méthodes BH avec esti-
mation de pi0 et la méthode BY. En supposant la densité des probabilités critiques convexe, l’estima-
tion de pi0 est de 0, 68. L’estimateur empirique avec choix du paramètre λ par lissage spline donne
pˆi0 = 0, 675 (voir figure 5.2). Nous choisissons la méthode d’estimation basée sur l’estimateur
empirique pour la suite de l’étude soit pˆi0 = 0, 675.
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(a) Densité estimée des probabilités critiques de
Student (densité supposée convexe, [Langaas et al.,
2005])
(b) Estimation de pi0 par l’estimateur empirique,
choix de λ par lissage spline [Storey and Tibshirani,
2003]
Fig. 5.2 – Estimation de pi0 pour les données Hedenfalk
Méthode FAMT Les données de l’étude présentent une structure de dépendance à 1 facteur
(figure 5.3(a)). L’information commune représente 17, 8% de la variabilité de l’ensemble de données.
La distribution des probabilités critiques, ajustées de l’effet de ce facteur, sont représentées sur la
figure 5.3(b). L’estimation de pi0 à partir des probabilités critiques ajustées donne des valeurs
respectivement de 0, 69 et 0, 681 pour les deux méthodes utilisées (voir figure 5.4).
l
l
l
l
l
l
l
0 1 2 3 4 5 6
0.0
55
0.0
60
0.0
65
0.0
70
nb facteurs
cr
ite
rio
n
(a) Choix du nombre de facteurs
probabilités critiques
De
ns
ity
0.0 0.2 0.4 0.6 0.8 1.0
0
1
2
3
4
(b) Distribution des probabilités critiques ajustées
Fig. 5.3 – Mise en oeuvre de FAMT - jeu de données Hedenfalk : choix du nombre de facteurs et
calculs des probabilités critiques ajustées - en bleu : probabilités critiques de Student
Nous appliquons ensuite une procédure de tests multiples pour identifier les gènes différentiellement
exprimés en fonction du type de tumeur. A partir des probabilités critiques usuelles, les démarches
retenues sont la détermination du seuil de rejets des hypothèses assurant un contrôle du FDR au
niveau α par la méthode BH avec estimation de pi0 par l’estimateur empirique (Student BH + pi0)
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(a) Densité estimée des probabilités critiques ajus-
tées (densité supposée convexe, [Langaas et al.,
2005])
(b) Estimation de pi0 par l’estimateur empirique,
choix de λ par lissage spline [Storey and Tibshirani,
2003]
Fig. 5.4 – Estimation de pi0 à partir des probabilités critiques ajustées pour les données Hedenfalk
et par la méthode BY (Student + BY). D’autre part, à partir des probabilités critiques ajustées,
nous appliquons la méthode BH avec l’estimation de pi0 par la même méthode que précédemment
(FAMT+BH+pi0). La figure 5.5 présente le nombre de tests déclarés positifs en fonction du seuil α
pour le contrôle du FDR. La procédure BY est très conservatrice, et ne permet de déclarer comme
différentiels qu’un petit nombre de gène (1 au seuil 0, 05, 5 au seuil 0, 15). La procédure BH est
beaucoup plus puissante. Néanmoins, l’application de cette méthode pour la détermination du seuil
permet de déclarer comme différentiels un plus grand nombre de gènes lorsque la méthode est appli-
quée sur les probabilités critiques ajustées par rapport aux probabilités critiques usuelles (au seuil
0, 05 : 191 contre 96 et au seuil 0, 15 : 560 contre 435). Pour les deux niveaux de contrôle du FDR
pris en exemple, l’ensemble des gènes déclarés différentiellement exprimés par l’approche usuelle
font partie de ceux déclarés différentiellement exprimés par l’approche FAMT. Cela n’est pas une
propriété de la méthode mais une spécificité de ces données.
En pratique, les biologistes ont souvent un raisonnement qui rejoint l’approche de Storey [2003] (q-
value). Pour des raisons de coûts (financiers, humains, temps) l’analyse plus approfondie de gènes
déclarés positifs par la procédure de tests multiples devra se limiter à un nombre donné de gènes, par
exemple 100. Il s’agit alors de déterminer le risque associé (FDR) au seuil correspondant à la 100eme
probabilité critique ordonnée. Ainsi, c’est non pas le nombre de tests déclarés positifs qui importe
mais le rang donné à chaque test par sa probabilité critique. Ce rang n’est pas nécessairement le
même selon qu’on considère les probabilités critiques brutes ou celles issues des tests ajustés.
Données brutes vs données ajustées La figure 5.6 représente les doubles-classifications res-
pectivement des données brutes et des données ajustées de l’effet du facteur, restreintes aux gènes
dont la probabilité critique est inférieure à 0, 05, soit 619 (fonction heatmap du package gplots de
R [Warnes et al., 2009]). Chaque colonne correspond à l’expression d’un gène et chaque ligne à un
individu (puce). La coloration indique le niveau d’intensité de l’expression (la couleur traduit la gra-
duation du niveau d’expression, de rose foncé à clair pour les valeurs négatives, puis de vert clair à
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Fig. 5.5 – Nombre de rejets en fonction du seuil choisit pour le contrôle du FDR, pour différentes
procédures de tests multiples - données Hedenfalk
foncé pour les valeurs positives). La représentation permet une double classification des profils d’ex-
pressions et des individus. Si la représentation des données brutes et des données ajustées regroupent
bien les individus selon le type de tumeur (bleu/rouge), la structure des expressions génique apparait
nettement plus claire dans le cas des données ajustées.
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(b) Données ajustées
Fig. 5.6 – Double-classification des données brutes et corrigées
111 5.2 Étude 2
5.2. Étude 2 : identification de gènes impliqués dans le métabolisme des
lipides
5.2.1 Présentation du jeu de données
Cet exemple s’appuie sur une étude menée dans le cadre de la recherche sur le métabolisme des lipides
chez le poulet à l’INRA de Rennes, par l’unité de Génétique Animale (UMRGARen, INRA/Agrocampus
OUEST).
Les données ont été générées initialement pour la détection de QTL (Quantitative Trait Loci), zone
d’intérêt du génome contrôlant la variabilité d’un caractère phénotypique quantitatif particulier, ici
le caractère gras. Un QTL a ainsi été précédemment détecté sur le chromosome 5 (GGA5), aux
alentours de 175cM [LeMignon et al., 2009].
Le but de cette nouvelle analyse [Blum et al., 2010] est alors d’améliorer la caractérisation de la
localisation du QTL sur le chromosome, en utilisant des données transcriptomiques. Les expressions
de 11213 gènes hépatiques ont donc été mesurées sur 45 poulets à l’aide de biopuces à ADN (une
biopuce/individu). La quantité de gras abdominal (poids en grammes) est mesurée également pour
chaque individu.
La figure 5.7 illustre le protocole de recueil des données. Les individus étudiés présentent la parti-
cularité d’être tous issus du même père, et de 8 mères différentes.
Fig. 5.7 – Protocole expérimental : recueil des données d’expressions géniques par biopuces
Après pré-traitement (normalisation, suppression des données aberrantes...), nous conservons pour
notre étude les mesures d’expressions de m = 9893 gènes pour n = 43 poulets.
Chapitre 5 : Études de cas : mise en œuvre de FAMT pour l’analyse de données génomiques 112
La première étape de l’analyse consiste à identifier les gènes différentiellement exprimés en fonction
de la quantité de gras abdominal. Nous allons donc utiliser les procédures de tests multiples décrites
dans cette thèse.
5.2.2 Analyse statistique : identification des gènes différentiellement exprimés
Nous nous intéressons au lien entre m variables d’intérêt, mesurant les expressions géniques de m
gènes, et une variable explicative, le poids de gras abdominal, noté x. Dans l’expérience décrite
précédemment, les individus sont issus de 8 mères différentes. Cela peut induire de la variabilité
dans les expressions géniques des individus. Nous allons prendre en compte ce facteur de variabilité
dans le modèle. Le lien se formalise pour chaque gène k par le modèle d’analyse de covariance suivant,
pour les individus issus de la mère j :
Yk,j = β0 + β1x+ αj + k ∀k ∈ [1;m], j ∈ [1; 8] (5.1)
L’objectif est d’identifier les gènes pour lesquels le niveau d’expression génique est lié à la quantité de
gras abdominal x. Il s’agit alors, pour chaque variable k, de réaliser un test de Student. L’histogramme
des probabilités critiques est donné par la figure 5.8.
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Fig. 5.8 – Histogramme des probabilités critiques des tests de Student - jeu de données Famille
La configuration de l’histogramme de la figure 5.8 nous place cette fois dans une situation telle
que décrite lors de l’étude de l’impact de la dépendance sur la distribution des probabilités critiques
sous l’hypothèse nulle (figure 2.3 - droite).
On obtient un ensemble de p1 = 253 tests dont les probabilités critiques brutes sont inférieures à
0, 05, soit 2, 56% des variables : la proportion de probabilités critiques brutes inférieures à 5% est
elle-même inférieure à 5%.
L’estimation de pi0 par les méthodes usuelles donne pˆi0 = 1 et est utilisée dans les procédures BH et
BY.
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Les probabilités critiques ajustées obtenue par les méthodes BH ou BY sont toutes proches de 1.
Aucun test n’est donc déclaré positif par la méthode usuelle, au seuil α = 0, 05. Le tableau 5.1
donne les 255 plus petites probabilités critiques et leurs valeurs ajustées par les deux procédures.
id raw p-values BH BY
1 8,710792e-05 0,4462354 1
2 9,021235e-05 0,4462354 1
3 1,689088e-04 0,5570049 1
4 5,872947e-04 0,9995822 1
5 8,130185e-04 0,9995822 1
6 1,371078e-03 0,9995822 1
7 1,696091e-03 0,9995822 1
8 2,053841e-03 0,9995822 1
9 2,599947e-03 0,9995822 1
10 2,714114e-03 0,9995822 1
...
250 0,04951468 0,9995822 1
251 0,04977052 0,9995822 1
252 0,04979009 0,9995822 1
253 0,04995317 0,9995822 1
254 0,05002063 0,9995822 1
255 0,05040713 0,9995822 1
...
Tab. 5.1 – 255 plus petites probabilités critiques issues des tests de Student et leurs valeurs ajustées
par les procédures BH et BY
Nous mettons maintenant en œuvre la méthode FAMT, telle que décrite à la section 3.3 et implémen-
tée dans le package FAMT de R. La figure 5.9 représente la valeur du critère d’inflation de variance
(proposition 4.3.1) en fonction du nombre de facteurs.
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Fig. 5.9 – Choix du nombre de facteurs - jeu de données Famille
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Le critère est minimisé pour Qˆ = 3 facteurs. Le modèle considéré est alors :
Yk,j = β0 + β1x1 + αj + Zb′k + εk ∀k ∈ [1;m], j ∈ [1; 8] (5.2)
avec Z de dimension n × Q et bk de dimension 1 × Q. La figure 5.10 montre la distribution des
probabilités critiques ajustées. On superpose (en bleu) l’histogramme des probabilités brutes.
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Fig. 5.10 – Histogramme des probabilités critiques des tests ajustés. En bleu : histogramme des
probabilités critiques brutes (tests de Student) - jeu de données Famille
D’après le tableau 5.2, 634 gènes ont une probabilité critique ajustée inférieure à 0, 05. Si on
s’intéresse au FDR, un niveau de contrôle au seuil 0, 15 (procédure BH) permet de déclarer 6 gènes
comme différentiellement exprimés.
5.2.3 Validation biologique
Parmi les 6 gènes identifiés, un a suscité l’intérêt des généticiens. Il s’agit d’un gène contrôlé par la
zone d’intérêt du chromosome 5 étudiée, et qui intervient dans une réaction de méthylation dans le
métabolisme des folates. Cependant, l’analyse différentielle menée ici s’inscrit dans une étude plus
large que la simple identification de gènes différentiellement exprimés. On cherche en effet à mieux
comprendre les mécanismes sous-jacents à la régulation génétique du caractère gras. La suite de
l’étude nécessite de détenir une liste de gènes liés au caractère d’intérêt assez conséquente.
Dans un premier temps, on confirme par l’analyse exploratoire des données d’expressions la pertinence
d’un point de vue biologique de la liste de gènes corrélés au caractère gras trouvée par FAMT. Les
individus ont été répartis dans trois groupes par les biologistes, en fonction de leur masse de gras
abdominal : individus maigres (L : lean), individus intermédiaire (I) et individus gras (F : fat). La
figure 5.11 représente les premiers plans factoriels des Analyse en Composantes Principales menées
sur les p = 634 gènes détectés par FAMT. Le graphique de gauche correspond à l’ACP des données
brutes, celui de droite à l’ACP menée sur les données corrigées de l’effet des facteurs : Y˜ = Y − ZˆBˆ′.
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id raw p-values BH BY
1 8,429627e-06 0,0567365 0,554705
2 1,147004e-05 0,0567365 0,554705
3 3,176313e-05 0,1047442 1
4 4,611245e-05 0,1076170 1
5 6,142819e-05 0,1076170 1
6 6,526859e-05 0,1076170 1
7 1,719728e-04 0,2306635 1
8 1,865266e-04 0,2306635 1
9 2,534048e-04 0,2642470 1
10 2,839211e-04 0,2642470 1
11 2,938155e-04 0,2642470 1
12 4,514420e-04 0,3721763 1
13 5,209183-04 0,3964188 1
14 6,272664e-04 0,4135403 1
15 6,423067e-04 0,4135403 1
...
630 0,04877718 0,76595659 1
631 0,04917085 0,76897412 1
632 0,04919935 0,76897412 1
633 0,04920253 0,76897412 1
634 0,04931387 0,76949863 1
635 0,05003253 0,77948321 1
...
Tab. 5.2 – 635 plus petites probabilités critiques issues des tests ajustés par rapport aux facteurs et
leurs valeurs ajustées par les procédures BH et BY
L’ACP des données corrigées montre nettement une meilleure séparation des individus selon leur
quantité de gras selon le premier axe factoriel, ce qui illustre l’intérêt des données ajustées pour des
analyses ultérieures, comme l’identification de QTL [Blum et al., 2010].
D’autre part, les tests d’enrichissement basés sur un test exact de Fisher comme proposé par Man
et al. [2000] permettent de caractériser les propriétés fonctionnelles d’un ensemble de gènes, en utili-
sant les informations disponibles dans les bases de données de termes fonctionnels (Gene Ontology,
KEGG). Nous avons comparé de ce point de vue les deux listes de gènes déclarés différentiellement
exprimés, obtenues respectivement par l’approche classique et par FAMT. Ici, seule la liste obtenue à
partir des données ajustées permet de mettre en évidence des termes biologiques liés au métabolisme
des lipides (processus de biosynthèse des hormones stéroïdiennes).
Interprétation des facteurs communs Les facteurs permettent de modéliser des sources pos-
sibles de variabilités non observés lors de l’expérience. De l’information externe disponible (concer-
nant les individus ou les variables de l’étude) peut permettre d’interpréter les facteurs communs.
Concernant les données présentées ici, cette étude a été menée par Blum et al. [2010] et est déve-
loppée également dans le tutoriel du package R FAMT [Causeur et al., 2010]. Les principaux résultats
sont décrits ci-après. On sait en particulier que les individus étudiés dans cette expérience sont issus
de 4 lots d’éclosions différents. On a mesuré également leur poids à 9 semaines. Pour chaque facteur,
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Fig. 5.11 – Premiers plans factoriels des ACP menées sur les p = 634 gènes détectés par FAMT
(nuages des individus) - Bleu : individus maigres (L) - Vert : individus intermédiaires - Rouge :
individus gras (F)
nous étudions donc son lien avec ces variables. Les trois analyses de covariance donnent les résultats
suivant (au seuil α = 0, 05).
Lot Pds9s
Factor 1 0.006437319 0.27847793
Factor 2 0.258859549 0.00124608
Factor 3 0.271648846 0.96813322
Tab. 5.3 – Probabilités critiques des tests de l’effet du Lot et du Poids à 9 semaines pour chacun
des trois facteurs communs mis en évidence par FAMT
Pour le Facteur 1, les scores varient en fonction du lot d’éclosion de façon significative (p = 1, 43.10−2).
Les poulets du lot 4 ont plutôt des scores positifs élevés, tandis que ceux des autres lots ont des scores
moyens (voir figure 5.12. Le coefficient R2 du modèle est de 26, 8%. Le Facteur 2 quand à lui, est
significativement lié au poids à 9 semaines (p = 1, 25.10−3, R2 = 22, 7%) et les individus ayant un
poids faible à 9 semaines ont un score significativement plus élevé pour ce facteur.
Block Column Row
Loadings 1 8.148075e-25 0.2368072 0.21767892
Loadings 2 3.328477e-19 0.9323152 0.01889079
Loadings 3 0.000000e+00 0.1030426 0.68201616
Tab. 5.4 – Probabilités critiques des tests de l’effet de caractéristiques techniques de l’expérience
chacun des trois facteurs communs mis en évidence par FAMT
D’autre part, des biais techniques semble avoir un impact également sur la structure de corrélation
des mesures d’expressions géniques. La localisation du gène sur la puce lors de l’expérience a un effet
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Fig. 5.12 – Scores obtenus pour le Facteur 1 en fonction du lot d’éclosion
significatif (au seuil α = 0, 05) sur les loadings (voir tableau 5.4). L’effet du “bloc” est capturé par
l’ensemble des facteurs, et celui de la “ligne” par le Facteur 2. Ces effets peuvent être induits par les
pré-traitements de normalisation [Qiu et al., 2005].
La pertinence de la méthode FAMT pour la détection de gènes différentiellement exprimés dans
un contexte biologique donné est confirmée. En particulier, l’utilisation de ce modèle a déjà permis
d’améliorer la précision de la localisation de la région contrôlant le caractère gras sur le chromosome 5
[Blum et al., 2010].
Conclusion et perspectives
Dans ce chapitre, deux exemples d’application de la méthode FAMT ont été présentés. Le premier
s’appuie sur des données publiques. Ces données sont fréquemment utilisées dans de nombreux articles
pour illustrer l’apport d’une méthode et la comparer avec celles existantes. C’est également l’objectif
de cette étude. Nous nous sommes appuyés sur cet exemple pour comparer les différentes méthodes
à disposition pour répondre à la problématique biologique posée dans l’étude initiale de Hedenfalk,
et illustrer l’apport de notre approche dans ce cadre.
Néanmoins, cet exemple reste illustratif et les conclusions obtenues ne sont pas approfondies en terme
d’interprétation.
Le second exemple se place dans le cadre d’une collaboration avec le laboratoire de Génétique Animale
de l’INRA à Agrocampus OUEST. Le contexte général de l’analyse de données génomiques est
ce qui a motivé au départ les travaux réalisés au cours cette thèse. Les données expérimentales
de cette deuxième étude ont été générées dans le cadre d’une étude aux objectifs plus large que
la simple identification de gènes différentiellement exprimés. Les résultats obtenus par FAMT ont
été prometteurs, et les avantages pour l’analyse biologique de ces données ont été évoquée dans
la section 5.2.3 de ce chapitre. En particulier, les généticiens ont pu améliorer la précision de la
localisation d’une zone d’intérêt (QTL) sur le chromosome 5 dans l’étude des mécanismes biologiques
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impliqués dans la régulation du caractère gras [Blum et al., 2010].
Par ailleurs, un des enjeux majeurs en génomique est la recherche de liens fonctionnels entre les
gènes : on cherche à comprendre la logique des régulations entre les gènes déclarés comme étant
en lien avec le caractère d’intérêt, et par extension, celle des processus biologiques associés. On
formalise les régulations par un réseau de gènes dont les noeuds représentent les gènes et les arêtes
les régulations entre les gènes. Les modèles graphiques permettent la représentation des relations
de dépendances conditionnelles entre les nœuds du graphe. Cette problématique s’inscrit dans la
continuité des premiers résultats de cette thèse, notamment autour de la modélisation de la structure
de dépendance sous forme de graphes et de l’inférence sur les réseaux biologiques.
Plus particulièrement, la modularité dans les réseaux de régulation constitue une hypothèse intéres-
sante tant au niveau de la biologie qu’au niveau de la modélisation statistique. Dans ce cadre, d’un
point de vue statistique, nous nous intéressons à l’apport d’une modélisation sous forme d’une struc-
ture en facteurs pour l’estimation de la matrice de variance-covariance d’une part et pour la matrice
des corrélations partielles d’autre part. Cette dernière permet de représenter les interactions directes
entre gènes. Des premiers travaux à partir de simulations donnent déjà des résultats prometteurs
en terme d’estimation de cette matrice par un modèle d’Analyse en Facteurs. Nous pouvons d’ores
et déjà nous appuyer également sur des travaux similaires réalisés récemment dans le domaine de
l’économie et des finances [Fan et al., 2008].
CONCLUSION
D’une manière générale, ce travail de thèse porte sur l’étude de l’impact de la dépendance sur les
propriétés des procédures de tests multiples en grande dimension. Motivé par des applications dans
le domaine de l’analyse de données génomiques, il vise à développer un outil statistique qui permet
de prendre en compte l’hétérogénéité de données en grande dimension en inférence simultanée.
Cette hétérogénéité peut être due à l’effet de facteurs techniques ou environnementaux par exemple
qui sont non-observables ou mal contrôlés par le plan d’expérience. La méthode proposée consiste
à identifier un espace linéaire engendré par un ensemble de variables latentes qui modélise cette
structure hétérogène en capturant la variabilité partagée par l’ensemble des variables, dans une
approche de type Analyse en Facteurs [Mardia et al., 1979].
Les facteurs latents identifiés sont associés à des sources de variation ignorées par l’espérance du
modèle et donc assimilées à de l’hétérogénéité. Leek and Storey [2008] donnent également l’exemple
de facteurs traduisant une dépendance spatiale, comme dans le cas de l’analyse d’image en médecine.
Cette modélisation est donc finalement assez générale.
La plupart des procédures de tests multiples reposent sur l’analyse du processus empirique des proba-
bilités critiques associées aux tests individuels sous l’hypothèse d’indépendance. La règle de décision
visant à définir un seuil pour les probabilités critiques permet de tenir compte de la multiplicité des
tests dans ce cadre. Il y a alors principalement deux enjeux dans les procédures de tests multiples :
le contrôle des taux d’erreurs et indirectement l’estimation de la proportion d’hypothèses nulles, pi0.
L’impact de la dépendance sur la stabilité des procédures de tests multiples est un des résultats
majeurs de cette thèse. La dépendance induit en effet une variabilité qui perturbe notamment la
distribution empirique des probabilités critiques sous l’hypothèse nulle, celle-ci pouvant s’éloigner
fortement de la distribution théorique. Les conséquences directes sont d’une part l’augmentation de
la variabilité du nombre de faux-positifs (Vt) et d’autre part un biais dans l’estimation de pi0. Plus
particulièrement, on montre que les variances du nombre de faux-positifs d’une part, et de pi0 d’autre
part, dépendent toutes deux explicitement d’un terme fonction de la corrélation entre les variables.
La dépendance a donc des répercussions sur l’estimation des taux d’erreurs, entraînant une instabilité
des procédures de tests multiples.
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On définit une procédure d’ajustement des variables d’intérêt par rapport aux variables latentes,
conditionnellement auxquelles les données sont indépendantes. La dépendance n’est plus seulement
prise en compte par une correction des procédures de contrôle du risque de première espèce, mais en
amont par l’intégration d’un modèle de dépendance dans le calcul des statistiques de test. Par consé-
quent, le principe à l’origine de cette méthodologie remet en cause la transposition de l’optimalité
de la théorie univariée des tests d’hypothèses (Neymann-Pearson) dans le cas des tests multiples.
Dans cette procédure, la propriété d’indépendance conditionnelle entre les statistiques de test permet
d’étendre au cas de dépendances générales les résultats en matière de contrôle de taux d’erreurs de
la méthodologie développée initialement sous l’hypothèse de l’indépendance. Ainsi, le cadre proposé
procure à la fois une augmentation de la puissance des tests et une meilleure stabilité des procédures
d’inférence simultanée.
D’autre part, dans un contexte de grande dimension, la représentation de la matrice de variance-
covariance comme en Analyse en Facteurs, à travers un espace linéaire de dimension restreinte, peut
être comparée à d’autres d’approches comme l’estimation par pénalisation conduisant à un rétrécisse-
ment des coefficients [Schäfer and Strimmer, 2005]. Cette propriété s’avère alors être particulièrement
intéressante pour l’estimation de la matrice des corrélations partielles.
Enfin, au delà des considérations sur le modèle lui même, nous avons évoqué de nombreux points
concernant la mise en œuvre de cette méthode en pratique. En particulier, l’estimation des paramètres
du modèle par un algorithme em, l’estimation de la proportion d’hypothèses nulles et le choix du
nombre de facteurs ont fait l’objet d’études approfondies. L’algorithme emfa permet d’obtenir de
bonnes estimations des paramètres de variances par maximisation de la vraisemblance du modèle,
y compris en situation de grande dimension (contexte non asymptotique). De plus, nous proposons
un critère pour déterminer le nombre de facteurs à inclure dans le modèle par minimisation de
la variance du nombre de faux-positifs, ce qui garantit une meilleure stabilité pour les procédures
de tests multiples. Cependant, certaines questions restent à explorer, mais qui sont essentiellement
d’ordre numérique. En particulier, l’estimation deM0 à l’étape 1 de la procédure FAMT et son impact
sur l’estimation des scores sont des questions posées récemment également par Efron [2007] et par
Leek and Storey [2007].
Finalement, la méthode a été appliquée à des données issues de biopuces, dans le cadre d’études visant
à l’identification de gènes différentiellement exprimés en génomique et a montré un grand intérêt en
terme d’interprétation biologique [Blum et al., 2010]. La représentation des interactions directes
entre gènes dans les réseaux biologiques est une problématique qui s’inscrit dans le prolongement
des analyses différentielles menées sur les données génomiques. Cette représentation sous forme de
graphe, où un nœud correspond à un gène et une arrête correspond à une relation de dépendance, est
basée sur la matrice des corrélations partielles. Des premiers travaux à partir de simulations donnent
d’ailleurs déjà des résultats prometteurs en terme d’estimation de cette matrice à partir d’un modèle
d’Analyse en Facteurs (42èmes Journées de la SFdS, 2010) et certains résultats analytiques d’articles
récents [Fan et al., 2008, Ambroise et al., 2009] nous encouragent à approfondir cette approche.
La méthode est également mise à disposition des utilisateurs à travers un module informatique dans
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le logiciel libre et gratuit R, facilitant son transfert et sa diffusion vers son domaine d’application
privilégié. Le package FAMT [Causeur et al., 2010] est disponible sur le site de développement de R
(http://www.r-project.org/) et un site internet (http://famt.free.fr/) présente le principe de
la méthode et l’utilisation des fonctions associées à sa mise en œuvre.
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ANNEXE
A. Simulations : code R
Exemples 3, 4 et 6
On fixe tout d’abord le nombre de variables m et le nombre de facteurs communs Q. On simule
alors une matrice des loadings (B) et une matrice de variance spécifique (Ψ) pour chaque scénario,
correspondant à différents niveaux de dépendance.
#### Simulation d’une matrice B et d’une matrice Psi par scénario
# m: nombre de variables
# Q: nombre de facteurs communs dans le modèle
#
i=1 # numéro du scénario: de 0 à 9
shrink = i/10
B = shrink*rmvnorm(m,mean=rep(0,Q),sigma=diag(Q))
Sigma = apply(B^2,1,sum)+ rep(1,m)
B = diag(1/sqrt(Sigma))%*%B
Psi = diag(1/Sigma)
Pour chaque scénario, on dispose d’une matrice de loadings B et d’une matrice de variance spécifique
Ψ. Le coefficient shrink permet de donner plus ou moins de poids à la structure commune. On
utilise ensuite la fonction suivante pour simuler nbsim = 1000 jeux de données par scénario. Pour les
exemples 3 et 6, δ est fixé à 0. Pour l’exemple 4, δ est fixé en utilisant la fonction power.t.test
de R. On fixe également la taille d’échantillon souhaitée (nA et nB).
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#### Simulation d’un jeu de données à partir de ces matrices B et Psi
# nA, nB: nombre d’observations pour les groupes A et B
# m0: nombre de variables sous H0
# m1: nombre de variables sous H1
# B: matrice des loadings
# Psi: matrice des variances spécifiques
# delta: différence de moyenne entre les observations des groupes A et B,
# calculé en pratique à partir de la fonction power.t.test
# @return donnees: jeu de données simulé; scores: facteurs communs Z
simuldata = function(nA,nB,m0,m1,B,Psi,delta) {
n=nA+nB
Q = ncol(B)
specific = rmvnorm(n,sigma=Psi) # facteurs spécifiques
scores = rmvnorm(n,sigma=diag(Q)) # facteurs communs
donnees = scores%*%t(B)+specific
donnees[(nA+1):n,(m0+1):(m0+m1)] = donnees[(nA+1):n,(m0+1):(m0+m1)] + delta
list(donnees=donnees,scores=scores)
}
Exemple 5
# mY, sY: moyenne et écart-type de la variable Y
# mZ, sZ: moyenne et écart-type de la variable Z
# rho: corrélation entre Y et Z
# delta: différence de moyenne entre les observations des groupes A et B
# pour Y, calculé en pratique à partir de la fonction power.t.test
# nA, nB: nombre d’observations pour les groupes A et B
# @return donnees: tableau de données composé de 2 colonnes et de n=nA+nB lignes
simul2var= function(mY,sY,mZ,sZ,rho,delta,nA,nB){
n=nA+nB
EZ = rep(mZ,n)
EY = c(rep(mY,nA),rep(mY+delta,nB))
matsigma = matrix(c(sY^2,sY*sZ*rho,sY*sZ*rho,sZ^2),nrow=2,ncol=2)
donnees = data.frame(c(EY,EZ)+ rmvnorm(n=n, mean=c(0,0), sigma= matsimga))
colnames(donnees)=c("Y","Z")
return(donnees=donnees)
}
On simule alors nbsim = 10000 tableaux de données pour chaque valeur de ρ allant de ρmin = 0 à
ρmax = 0.9.
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B. Algorithme EMFA
Cette annexe présente la construction des équations de mise-à-jour des étapes E et M de l’algorithme
EMFA présenté en section 4.2 qui permet d’obtenir les Estimateurs du Maximum de Vraisemblance
des paramètres du modèle d’Analyse en Facteurs [Rubin and Thayer, 1982] en grande dimension.
Le principe est décrit ci-après, où Y (i) représente la ligne de la matrice des données Y correspondant
à l’individu i, de dimension 1 × m. De même, Z(i) représente l’ensemble des scores associés à
l’individu i, vecteur de dimension 1 × Q.
1. On calcule la log-vraisemblance du modèle et son espérance
L(B,Ψ) =
n∑
i=1
ln
{
(2pi)−m/2 |Ψ|−1/2 exp
[
−1
2
(Y (i) − Z(i)B′)Ψ−1(Y (i) − Z(i)B′)′
]}
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Y (i)Ψ−1Y ′(i) − 2Y (i)Ψ−1BZ′(i) + tr
(
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)]
(B.1)
En utilisant : Z(i)B′Ψ−1Y ′(i) = (Z(i)B′Ψ−1Y ′(i))′ = Y (i)Ψ−1BZ ′(i) puis x′Ax = tr(Axx′)
avec A = B′Ψ−1B et x = Z ′(i).
On en déduit l’espérance de la log-vraisemblance :
E(L|Y ) = cst+ n
2
ln
∣∣Ψ−1∣∣ − 1
2
n∑
i=1
[
Y (i)Ψ−1Y ′(i) − 2Y (i)Ψ−1BE(Z′(i)|Y (i))
+ tr
(
B′Ψ−1BE(Z′(i)Z(i)|Y (i))
)]
(B.2)
2. On maximise l’espérance de la log-vraisemblance
– Maximisation par rapport à B : ∂E(L|Y )∂B = 0
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∂B
=
1
2
n∑
i=1
[
−2Ψ−1Y ′(i)E(Z′(i)|Y (i))′ −Ψ−1BE(Z′(i)Z(i)|Y (i))−Ψ−1BE(Z′(i)Z(i)|Y (i))′
]
= 0
⇔
n∑
i=1
[
Ψ−1Y ′(i)E(Z′(i)|Y (i))′
]
=
n∑
i=1
[
Ψ−1BE(Z′(i)Z(i)|Y (i))
]
⇔
n∑
i=1
[
Y ′(i)E(Z′(i)|Y (i))′
]
=
n∑
i=1
[
BE(Z′(i)Z(i)|Y (i))
]
⇔ B =
n∑
i=1
[
Y ′(i)E(Z(i)|Y (i))
] [ n∑
i=1
E(Z′(i)Z(i)|Y (i))
]−1
(B.3)
On utilise ∂A
′XB
∂X = AB
′ et ∂tr(X
′AXB)
∂X = AXB +A
′XB′.
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– Maximisation par rapport à Ψ−1 : ∂E(L|Y )
∂Ψ−1 = 0
∂E(L|Y )
∂Ψ−1
=
n
2
Ψ− 1
2
n∑
i=1
[
Y ′(i)Y (i) − 2Y ′(i)E(Z′(i)|Y (i))′B′ +BE(Z′(i)Z(i)|Y (i))′B′
]
=
n
2
Ψ− 1
2
n∑
i=1
Y ′(i)Y (i) +
n∑
i=1
Y ′(i)E(Z′(i)|Y (i))′B′ − 1
2
n∑
i=1
BE(Z′(i)Z(i)|Y (i))′B′ = 0
⇔ Ψ = 2
n
[
1
2
n∑
i=1
Y ′(i)Y (i) +
1
2
n∑
i=1
BE(Z′(i)Z(i)|Y (i))′B′ −
n∑
i=1
Y ′(i)E(Z′(i)|Y (i))′B′
]
On peut ensuite insérer l’expression obtenue en (B.3) pour “simplifier” cette équation :
Ψ =
2
n
[
1
2
n∑
i=1
Y ′(i)Y (i) +
1
2
n∑
i=1
BE(Z′(i)Z(i)|Y (i))′B′ −
n∑
i=1
Y ′(i)E(Z′(i)|Y (i))′B′
]
=
1
n
n∑
i=1
Y ′(i)Y (i) +
1
n
{[
n∑
i=1
Y ′(i)E(Z′(i)|Y (i))′
[
n∑
i=1
E(Z′(i)Z(i)|Y (i))
]−1] n∑
i=1
E(Z′(i)Z(i)|Y (i))′B′
− 2
n∑
i=1
Y ′(i)E(Z′(i)|Y (i))′B′
}
=
1
n
n∑
i=1
Y ′(i)Y (i) − 1
n
n∑
i=1
Y ′(i)E(Z′(i)|Y (i))′B′
= S − 1
n
n∑
i=1
Y ′(i)E(Z(i)|Y (i))B′ (B.4)
On prend la diagonale de la matrice obtenue en (B.4) comme estimation de Ψ.
3. Il reste alors à calculer E(Z ′(i)|Y (i)) et E(Z ′(i)Z(i)|Y (i)). Pour cela, on va d’abord s’intéresser
à la densité de Z|Y , notée f(z|y). On a :
f(z|y) = f(z, y)
f(y)
=
(2pi)−(m+Q)/2|C|−1/2exp{−12(y, z)C−1(y, z)′}
(2pi)−m/2|Σ|−1/2exp{−12yΣ−1y′}
= (2pi)−Q/2
|C|−1/2
|Σ|−1/2 exp
{
−1
2
[
(y, z)C−1(y, z)′ − yΣ−1y′]}
= (2pi)−Q/2
|C|−1/2
|Σ|−1/2 exp
{
−1
2
θ
}
(B.5)
Où on définit C = V(Y, Z) =
[
Σ B
B′ IQ
]
. On montre alors que
C−1 =
[
(C−1)11 (C−1)12
(C−1)21 (C−1)22
]
=
[
Ψ−1 Σ−1B′(B′Σ−1B − IQ)−1
(B′Σ−1B − IQ)−1BΣ−1 IQ +B′Ψ−1B
]
(B.6)
On étudie maintenant l’expression θ de l’exponentielle de (B.5).
θ = y(C−1)11y′ + y(C−1)12z′ + z(C−1)21y′ + z(C−1)22z′ − yΣ−1y′
= y[(C−1)11 − Σ−1]y′ + 2y(C−1)12z′ + z(C−1)22z′
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En effet, (C−1)12 = (C−1)′21. De plus, en remarquant que (C−1)11 − Σ−1 = Ψ−1B(IQ +
B′Ψ−1B)−1B′Ψ−1, on a :
θ = y[Ψ−1B(IQ +B′Ψ−1B)−1B′Ψ−1]y′ + 2y[Σ−1B′(B′Σ−1B − IQ)−1]z′ + z[IQ +B′Ψ−1B]z′
= [z − yΣ−1B][IQ +B′Ψ−1B][z′ −B′Σ−1y′]
= [z − yΣ−1B][IQ +B′Ψ−1B][z − yΣ−1B]′ (B.7)
Car [B′Σ−1B − IQ]−1 = −[IQ + B′Ψ−1B]. Ainsi, f(z|y) peut être vue comme un mélange de
gaussienne, d’espérance yΣ−1B et de variance G = [IQ +B′Ψ−1B]−1.
D’où l’expression de E(Z(i)|Y (i)) :
E(Z(i)|Y (i)) = Y (i)Σ−1B = Y (i)[Ψ−1 −Ψ−1B(IQ +B′Ψ−1B)−1B′Ψ−1]B
= Y (i)[Ψ−1B −Ψ−1B(IQ +B′Ψ−1B)−1B′Ψ−1B]
= Y (i)Ψ−1B[IQ − (IQ +B′Ψ−1B)−1B′Ψ−1B]
= Y (i)Ψ−1B[IQ − (IQ +B′Ψ−1B)(IQ +B′Ψ−1B)−1 + (IQ +B′Ψ−1B)−1]
= Y (i)Ψ−1B(IQ +B′Ψ−1B)−1 (B.8)
D’autre part, on a :
E(Z ′(i)Z(i)|Y (i)) = V(Z(i)|Y (i)) + E(Z(i)|Y (i))′E(Z(i)|Y (i))
= [(C−1)22]−1 + E(Z(i)|Y (i))′E(Z(i)|Y (i))
= (IQ +B′Ψ−1B)−1 + E(Z(i)|Y (i))′E(Z(i)|Y (i)) (B.9)
L’algorithme EMFA est donc :
1. On part des données centrées Y = Yc
2. Initialisation : On dispose d’une première estimation pour B et Ψ (B0 et Ψ0)
3. Itération : On va ensuite alterner des étapes d’estimation de l’espérance de la vraisemblance et
des étapes de maximisation, à partir des valeurs B0 et Ψ0 pour trouver les nouvelles estimations
B1 et Ψ1 :
(a) étape E : On estime l’espérance de la vraisemblance du modèle.
E(Z(i)|Y (i)) = Y (i)Ψ−10 B0(IQ +B′0Ψ−10 B0)−1
E(Z(i)Z ′(i)|Y (i)) = (IQ +B′0Ψ−10 B0)−1 + E(Z(i)|Y (i))′E(Z(i)|Y (i))
D’après (B.8) et (B.9).
(b) étape M : On définit alors les nouvelles estimations des paramètres (EMV).
B1 =
n∑
i=1
[
Y ′(i)E(Z(i)|Y (i))
] [ n∑
i=1
E(Z ′(i)Z(i)|Y (i))
]−1
Ψ1 = diag
[
S − 1
n
n∑
i=1
Y ′(i)E(Z(i)|Y (i))B′1
]
D’après les équations de mise-à-jour définies en B.3) et B.4.
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4. Critère d’arrêt : on itère les étapes 3a et 3b en prenant les estimations de B1 et Ψ1 obtenues
avec une étape E et une étape M comme point de départ de l’itération suivante. On itère
jusqu’à ce que deux estimations successives de Ψ et B soient identiques, à un seuil  près. Le
critère considéré peut être la trace de l’écart quadratique entre les matrices Ψ, obtenues lors
de 2 étapes successives : 1m tr (Ψ1 −Ψ0)2.
C. Méthode SVA
Nous décrivons dans cette annexe une méthodologie proposée par J. Storey et J. Leek appelée SVA
(pour Surrogate Variable Analysis) [Leek and Storey, 2007, 2008] et programmée dans R dans le
package sva [Leek, 2008].
Le but de cette méthode est d’identifier et construire des variables dites de substitution (surro-
gate variables) au sein d’un jeu de données en grande dimension afin de modéliser la structure de
dépendance au sein de ce jeu de données.
Les données d’expressions géniques, domaine d’application pour lequel cette méthode a été initiale-
ment développée, sont affectées par un certain nombre de facteurs environnementaux, biologiques ou
encore techniques, non-observés (ou non observables) qui induisent de la variabilité dans les mesures
(appelée expression heterogeneity par les auteurs). Les variables de substitution ont pour fonction de
modéliser cette variabilité. Ces variables, construites à partir des variables observées, vont ensuite
pouvoir être utilisées dans d’autres analyses, comme l’analyse différentielle, avec comme objectif de
surmonter les problèmes dus à la dépendance.
Les vecteurs Z du modèle (4.2) sont les “surrogate variables” que la méthode SVA va estimer par
décomposition en valeurs singulières (SVD).
Les L facteurs sont des sources de variabilité autres que x, mais ils ont aussi la possibilité d’être
confondus avec x. L’algorithme SVA composé de deux étapes :
A Choix du nombre de facteurs (basé sur l’analyse parallèle [Buja and Eyuboglu, 1992])
1 Estimation demk en ajustant le modèle (1.1) et calcul des résidus rk = yk−mˆk(x) : construction
de la matrice R = [r1; . . . ; rm] .
2 Décomposition en valeurs singulières de R : R = UDV ′, avec D = diag(d1; . . . ; dn−ddl; 0 . . . ; 0).
3 Construction Ti =
d2i∑
i d
2
i
, pour i ∈ [1;n − ddl], qui correspond à la variance expliquée par le
ième vecteur propre.
4 Détermination par permutations de la distribution nulle de Ti et calcul des probabilités critiques
associées : détermination du nombre Q de vecteurs propres significatifs (seuil α donné).
B Estimation des facteurs (surrogate variables)
1 Estimation demk en ajustant le modèle (1.1) et calcul des résidus rk = yk−mˆk(x) : construction
de la matrice R = [r1; . . . ; rm] .
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2 Décomposition en valeurs singulières de R : R = UDV ′, avec V = [v1; . . . ; vn]. V représente la
variabilité indépendante de x. On retient les Q premiers vecteurs de V , où Q a été déterminé
à l’étape (A).
3 Pour chacun des Q vecteurs vq :
– Calcul des probabilités critiques des tests du coefficient de régression entre vq et Y =
[Y1; . . . ;Ym]. On mesure ainsi la force du lien entre vq et chacune des variables d’intérêt
Yk.
– Estimation de la proportion p0/m de variables Yk dont le lien avec vq n’est pas significatif
[Storey and Tibshirani, 2003]. On note S = {s1; . . . ; spˆ1} l’ensemble des indices des pˆ1 =
m−pˆ0) plus petites probabilités critiques. Y˜ = Y [S] : contient les variables supposées contenir
la variabilité représentée par une certaine variable zq.
– Décomposition en valeurs singulières de Y˜ : e = [e1; . . . ; en] sont les vecteurs propres de cette
matrice.
– Estimation de la “surrogate variable” zq : zˆq = ei∗, avec i∗ = argmaxi∈[1;n]{cor(vq; ei)}
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D. Figures supplémentaires
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(a) Estimation de la densité par une méthode à noyau
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(b) Estimateur empirique avec choix de λ par lissage spline
Fig. D.1 – Estimations de pi0 sur des données simulées selon différents scénarios de dépendance
-pi0 = 0, 80. Comparaison entre les probabilités critiques usuelles (tests de Student) : en gris, et les
probabilités critiques ajustées : en noir.
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(c) Estimateur empirique avec choix de λ par lissage spline
Fig. D.2 – Estimations de pi0 à partir de probabilités critiques ajustées (en noir) sur des données indépendantes
(scénario 1), modérément (scénario 3 et scénario 6) ou très corrélées (scénario 9) avec différentes méthodes (section1.2)
en fonction de la forme de l’histogramme de la distribution des probabilités critiques aux alentours de 0 - Mêmes
méthodes d’estimations à partir des probabilités critiques usuelles en gris - pi0 = 0, 80
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