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Imaging Reliability and Size
6.1 Introduction
This chapter discusses array design optimization. We focus on finding radio arrays
with minimum cardinality given a level of imaging reliability. The research will be
applied to LOFAR by discarding its fractal structure (see Section 3.4) and the geo-
graphical constraints at the Dutch LOFAR site. The main goal, however, is to deter-
mine whether alternative designs exist that outperform the LOFAR topology with
respect to imaging performance and/or construction costs.
The outline of this chapter is as follows. Section 6.2 discusses the relevance of
the fractal structure. Section 6.3 reviews related work on array design optimiza-
tion. Section 6.4 describes the array design problem from the astronomical perspec-
tive. Section 6.5 describes it from the cost perspective. A conceptual model is pre-
sented for the new problem as well as a mathematical model. Section 6.6 shows
how to formulate the mathematical model as a mixed integer linear programming
(MILP) model. An algorithm that heuristically solves the MILP model is described
and demonstrated in Section 6.7. Section 6.8 shows the quality of the algorithm by
comparing it with an evolutionary algorithm. Additional research topics are given
in Section 6.9. Finally, Section 6.10 ends with conclusions.
6.2 Relevance of the Fractal Structure
The LOFAR fractal structure is realized by a log-spiral (see Section 4.4.3). It yields
a radial symmetric UV distribution which density is approximately uniform in the
azimuthal direction and exponentially decreasing in the radial direction. It provides
satisfactory UV coverage and makes LOFAR being a zoom array (Noordam, 2001).
This section discusses the relevance of the fractal structure in light of zooming.
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6.2.1 Zoom Array
A zoom array is a radio array that is capable in viewing sources at different scales,
generally with the same level of granularity. The technique of zooming allows to
’bring’ objects in the sky closer to the observer (or take them farther away).
A radio array is called a zoom array if it satisfies the following properties
(Bracewell, 1982):
• its UV distribution consists of points arranged on concentric circles; and
• the gaps between adjacent concentric circles increase in a geometric progres-
sion outwards.
To our knowledge the concept of zooming was first applied to east-west (E-W)
radio arrays using earth rotation synthesis (ERS) (see Section 2.3.2). Depending on
the observing declination, these arrays give concentric almost circular UV tracks (see
Section 5.6.1). In Bracewell (1982) it is shown that it is not possible to build an E-W
radio array that exactly meets the criteria of a zoom array.
Modern radio arrays have baselines with a north-south (N-S) component. A
zoom array in the modern sense is an array in which the antenna systems are reg-
ularly distributed on concentric circles (or ellipses) that increase outwards in a geo-
metric progression. This type of array yields approximately concentric circular (or
elliptical) point patterns in the snapshot UV distribution with the intermediate gaps
increasing in a geometric progression outwards. Because of the two-dimensional
cross-correlation set (see Section 5.3.1), the UV point patterns coincide with other
UV point patterns that also increase in a geometric progression outwards. Examples
of modern zoom arrays are multi-armed log-spirals (Conway, 1998) and circularly
symmetric inverse-square law antenna density distributions (Webster, 1998).
6.2.2 Flexibilities of the Fractal Structure
In order to build LOFAR in the Netherlands it is inevitable to locally adjust the array.
Both station perturbations and reflections are allowed to move infeasible antenna
systems to feasible sites (see Section 4.5.3); however, these operations will destroy
the LOFAR fractal structure. As a consequence, the geometric properties of its UV
distribution can be (partially) lost by them. A station perturbation results in a shift
of (NA − 1) UV points (NA is the number of antenna systems). When the amount of
the perturbation is small, the locations of the (NA − 1) UV points are only slightly
changed and the fractal structure is roughly retained. A station reflection moves an
antenna system over a large distance thereby possibly shifting the (NA − 1) corre-
sponding UV points to completely different locations. Noordam (2001) shows that
the effect of a reflection is small for LOFAR topologies when a remote station is re-
flected on the array center (i.e., a large part of the UV points lost by a reflection
operation is restored by the new baselines created by the reflected antenna system).
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6.2.3 Relevance of Zooming Capabilities
For zooming capabilities it is only important that the LOFAR UV distribution fol-
lows a geometric progression in the radial direction. The zooming potential of an
array can be determined by laying a fine-meshed polar grid over its UV distribution
which is uniform in the azimuthal direction and geometrically increasing in the ra-
dial direction. When the bands are narrow, the UV coverage is uniform across the
bands, and the UV coverage is complete with respect to the grid, then the array has
zooming capabilities as well.
6.3 Related Work on Array Design Optimization
Related work on array design problems mainly focuses on the development of tech-
niques that optimize the array design with respect to the UV distribution or the point
spread (PS) function. Next, we briefly review the existing methods for array design
optimization and give a discussion about their quality.
6.3.1 Optimization Methods for the UV Distribution
Mathur (1969) describes a local search method (see Section 6.8) to optimize a radio
array over a fixed set of candidate sites. At each iteration, all antenna systems are
tried, one at a time, at the unoccupied sites to find the antenna system and site that
perform best with respect to the percentage of weighted holes in the UV distribution.
This performance measure gives a good indication of the average and peak sidelobe
levels. The algorithm is applied to 24-, 30-, 36-element arrays with respect to 126
candidate sites placed on the arms of an equiangular Y -shape. The optimized arrays
turn out to yield PS functions with substantially lower sidelobe levels.
Cornwell (1988) applies the technique of simulated annealing (Kirkpatrick et al.,
1983) to yield a radio array with uniform UV coverage. The measure chosen is sum
of the logarithmic distances between the UV points, which is maximized. For ar-
rays with up to 12 antenna systems it turns out that all initial designs converge to a
solution in which the antenna systems are located near the boundary of a disk.
Keto (1997) exploits a neural network algorithm to optimize the locations of the an-
tenna systems with respect to a target UV distribution. The points of the array’s UV
distribution are connected by an elastic net which is stretched and pulled to let the
UV distribution better coincide with the target UV distribution. The forces needed
to stretch and pull the net determine the displacements of the antenna systems. It is
shown that the Reuleaux triangle (see glossary, p. 259) is the best shape for an array
design requiring a uniform UV distribution.
Boone (2001) gives a numerical algorithm to move the antenna systems on the
basis of their local “excess-density” gradient vectors. The algorithm is applied on a
gridded UV distribution. The grid is chosen so that for a target UV distribution all
cells contain the expected number of UV points. The gradient vectors are computed
by the local density variations in the difference grid.
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Cohanim et al. (2004) present a multi-objective evolutionary algorithm (see Sec-
tion 6.8) to improve the Pareto front with respect to the number of holes in a uniform
UV distribution and the minimum cabling required to connect the antenna systems.
The algorithm consists of four operators: selection, elitism, recombination, and mu-
tation. The selection operator creates an intermediate population of arrays by bi-
nary tournament selection. The elitism operator is used to replace randomly arrays
by copies of the best arrays found to emphasize solutions near the current Pareto
front. The recombination operator redistributes antenna systems by swapping the
(x,y) coordinates of antenna systems between different arrays. The mutation oper-
ation changes the arrays by small random perturbations in the (x,y) coordinates of
the antenna systems.
Su et al. (2004) present a sieving algorithm to optimize an array design. A sieving
algorithm gradually removes elements from a set to find a better fit of the remaining
elements in the set. In the array case, a radio array of large cardinality is thinned
by excluding antenna systems from it on the basis of their contribution to UV point
clusters. The algorithm ends when the array reaches a predefined cardinality.
De Villiers (2007) describes a method to optimize an array design by means of
tomographic projection. At each iteration, the UV distribution is (orthogonally) pro-
jected into a line segment in the UV plane. The locations of the projected UV points
are then assigned to a one-dimensional vector which is optimized with respect to
an ideal vector of point locations. The optimization is carried out by moving two
antenna systems equally over a line segment while retaining their relative position
(i.e., line search). The idea is that by using a large number of line segments of different
orientations, and an ideal one-dimensional point distribution, a predefined ideal UV
distribution can be closely approximated.
6.3.2 Optimization Method for the Point Spread Function
Kogan (1997) describes an algorithm to minimize the peak sidelobe level of the PS
function. Therefore, the PS function is decomposed into azimuthal cross cuts. At
each iteration, the position of the worst sidelobe in each cross cut is estimated and
the antenna systems are shifted in favor of these sidelobes. The shifts in the antenna
systems’ locations are calculated using the differential of the PS function. It is shown
that the peak sidelobe level of the PS function of a homogeneous ring array (see
Section 4.3) is significantly improved by means of this algorithm at the expense of a
slightly wider main lobe.
6.3.3 Discussion
The UV distribution and the PS function both give information about the sensitiv-
ity and resolution profile of the system. Although the metrics are highly related,
the ideality of one metric does not imply the ideality of the other metric. For exam-
ple, when one minimizes the peak sidelobe level using the method of Kogan (1997),
there is no guarantee that the UV distribution is free of holes. On the other hand,
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the optimization methods for the UV distribution may yield arrays with craggily
distributed PS functions. For example, the algorithm of Cornwell (1988) yields ring
arrays which are known to give ring sidelobes in the PS function. The optimal arrays
found by such methods may also have UV distributions with largely undersampled
areas. Thus, it is recommended to use both the UV distribution and the PS func-
tion metric in an optimization method instead of using a single metric, and to use
different imaging properties of each metric as well.
Most optimization methods focus on finding radio arrays with a uniform UV
distribution; see e.g., Cornwell (1988), Keto (1997), and Cohanim et al. (2004). Only
few methods are applied to determine an array with a Gaussian UV distribution; see
e.g., Boone (2001) and De Villiers (2007). They yield array designs with smoothly
distributed UV distributions. To our knowledge, none of them has been applied to
yield an array with an exponential UV distribution. When one requires an exponen-
tial UV distribution, the optimized radio arrays will have UV distributions with UV
point clusters. From Section 5.7.3 we know that UV distributions with an uneven
spread of the UV point clusters yields PS functions with a high peak sidelobe level.
It is not clear how optimization methods work when the target UV distribution is ex-
ponential, but it is likely that the UV point clusters are irregularly scattered across the
UV distribution. In addition, we expect a large central hole in the UV distribution.
This expectation is explained by the fact that optimization methods try to sample
the UV distribution as efficient as possible. In order to cover the central part of the
UV plane with UV point, a compact group of antenna systems is needed. However,
when the array has such a group of closely spaced antenna systems, it yields UV
point clusters which lowers the efficiency of the UV plane sampling. Note that the
central hole property is already visible in the UV distributions of the optimal radio
arrays found in Keto (1997) and Boone (2001).
The local search method of Mathur (1969) is an appropriate choice when candi-
date locations have already been established and the number of antenna systems is
specified. It could also be useful when a certain geometry is required for the antenna
systems. In the latter case, the candidate locations are sampled on this geometry and
an initial configuration is optimized with respect to this set of candidate locations.
In this way, the unique imaging properties of the geometry can be largely retained,
while improving other ones.
The above (briefly) described methods are mainly performance-based optimiza-
tion methods. Only the algorithm of Cohanim et al. (2004) deals with the cabling
costs of radio arrays. The other methods optimize single characteristics of either the
UV distribution or the PS function using a fixed number of antenna systems. Since
modern radio arrays are expensive logistic systems, there is a strong motivation to
focus more on their system costs (i.e., the costs of antenna systems and the cabling
costs). The sieving algorithm from Su et al. (2004) can be exploited to remove an-
tenna systems from an array to reduce the system costs. However, for wide-area
large-scale radio arrays the algorithm is not so satisfactory since it assumes a fixed
set of locations for the antenna systems. From a cost (and performance) perspective
it is better to have maximum flexibility with respect to their location.
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6.4 The Performance-Based Array Design Problem
In this section we discuss the array design problem as it is usually considered by the
astronomical community. This problem will be called the performance-based array
design problem (PADP). Specifically, we base our discussion on the array design
problems treated in Cornwell (1988), Keto (1997), and Cohanim et al. (2004).
Each of the three papers aims at obtaining the most uniform UV distribution
within a disk region given a certain number of antenna systems. Moreover, the radio
arrays arrays are optimized for zenith. The latter approach can be explained by the
fact that many radio arrays are located at an intermediate latitude to maximize the
fractional sky coverage (see Section 4.3.3). The declination range of these arrays runs
from the pole to about 30 degrees on the other celestial hemisphere (Thompson et al.,
2001), so that the average position is approximately zenith.
We use the concepts of sampling rate and imaging reliability (see Section 5.4.1)
to determine the extent to which the UV distribution covers the UV plane. They
can be determined on the basis of a grid that is laid across the UV distribution. The
sampling rate is higher when more bins contain UV points and fewer redundant UV
points. A UV point is called redundant with respect to a certain grid if the bin that
contains this UV point contains at least one more UV point. A higher imaging relia-
bility is achieved when the UV distribution contains lesser large holes.
A UV distribution can have a high sampling rate, but a low imaging reliability,
and vise versa. Figure 6.1 shows this property for two hypothetical, equally-sized
UV distributions in a regular grid (see Section 5.3.2). The UV distribution in Figure
6.1a has a high sampling rate since it covers many bins of the grid. On the other
hand, the imaging reliability is low because of a large hole. The UV distribution in
Figure 6.1b has a low sampling rate since only half of the bins contain UV points.
Conversely, the imaging reliability is good because it does not contain large holes.
(a) High sampling rate - Low imaging reliability (b) Low sampling rate - High imaging reliability
Figure 6.1. Two equally-sized UV distributions with different UV coverage
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We can now formulate the PADP as it is usually considered by the astronomical
community.
Performance-Based Array Design Problem (PADP) Let Θ be a grid centered at the
origin of the UV plane. The PADP with respect to Θ is the problem of finding a topology of
N antenna systems with a cross-correlation set that optimizes the filling of the bins of Θ with
respect to the sampling rate and imaging reliability of the UV distribution.
Next, we give a mathematical formulation for the PADP with respect to the op-
timization of the sampling rate of the UV distribution. We first define the sets and
variables for the problem. Then, we present the complete model.
6.4.1 Sets
We use the following sets:
X the set of antenna systems, i.e., X ⊆ R2;
E the set of baselines;
G = (X,E) complete graph (see Section 7.2.1);
NA the number of antenna systems, i.e., |X| = NA;
U the cross-correlation set of X (see Section 5.3.1);
D a disk in the telescope plane, i.e., D = {(w, z) ∈ R2 : (w − c)2 +
(z − d)2 ≤ R} ⊆ R2 with (c, d) the center of the disk and R the
disk radius;
Θ a grid centered at the origin of the UV plane;
B(Θ) the set of bins of Θ, i.e., B(Θ) ⊆ R2;
M the number of bins, i.e., |B(Θ)| = M .
6.4.2 Variables
We use the following variables:
θu,A =
{
1 if u ∈ A
0 else with u ∈ U and A ∈ B(Θ);
ϑA = |A ∩ U | with A ∈ B(Θ);
ϑ∗A = the ideal number of elements in set A.
6.4.3 Mathematical Model
Let G = (X,E) be a complete graph and let D be a disk region. Furthermore, let Θ
be a grid and let f : NM → R be a function on the filling of the bins of Θ. Using the
above sets and variables, the mathematical model for the PADP reads as follows.




1 if u ∈ A
0 else u ∈ U,A ∈ B(Θ) (6.1)




θu,A A ∈ B(Θ) (6.2)
X ⊆ D ⊆ R2 (6.3)
The model’s objective is to optimize the function f with respect to B(Θ). Con-
straints (6.1) assign the elements from U to the bins. The set U is the UV distribution
at zenith up to a scaling factor (see Section 5.3.1). The scaling factor is included in the
model by means of an appropriate rescaling of Θ. Constraints (6.2) establish for each
bin the number of elements that is contained in it. Finally, constraints (6.3) guarantee
that the array is located in region D.
Objective Functions for the Performance-Based Array Design Problem
Various functions can be considered to optimize the filling of the bins. The next
listing shows four functions related to the sampling rate, the smoothness of the UV
distribution, and the size of UV point clusters, respectively.
(A) f({ϑA|A ∈ B(Θ)}) =
∑
A∈B(Θ)
I(ϑA) with I(ϑA) =
{
1 if ϑA 6= 0
0 else














(D) f({ϑA|A ∈ B(Θ)}) = max
A∈B(Θ)
ϑA
Objective function (A) is a linear combination of indicator functions on the vari-
ables values ϑA. It can be used to optimize the sampling rate. In fact, the function
should be maximized in order to fill as many bins as possible. Objective function (B)
is the root mean square of the variables ϑA. The function should be minimized in
order to maximize the uniformity of the UV distribution. Objective function (C) first
takes the differences between the values ϑA and the ideal values ϑ∗A, and then calcu-
lates the root mean square of the obtained differences. The values ϑ∗A can be taken
from an ideal UV distribution. Clearly, the objective function should be minimized
to approach an ideal value. Note that the ideal UV distribution should have the same
number of UV points as the radio array to be optimized in order to fairly determine
the deviation from ideality. Lastly, objective function (D) takes the maximum of the
variables values ϑA. The function should be minimized in order to avoid UV point
clusters.
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6.5 The Cost-Based Array Design Problem
In this section we describe the array design problem from a new perspective. While
previous work focuses on the problem of maximizing the imaging performance of
the radio array given the number of antenna systems, we study the problem of min-
imizing the number of antenna systems given a level of imaging performance. The
motivation of this approach is to minimize the system costs. Since modern radio
arrays are constructed with a large number of expensive antenna systems, the cost
aspect has become a crucial factor.
6.5.1 Conceptual Model
The array design problem we consider here is the problem of minimizing the num-
ber of antenna systems given a minimum level of imaging reliability. We call this
problem the cost-based array design problem (CADP) as the system costs of a new
radio array are usually mainly determined by the number of antenna systems. The
CADP can be formalized as follows.
Cost-Based Array Design Problem (CADP) Let Θ be a grid on the UV plane centered
at its origin. The CADP with respect to Θ is the problem of finding an array with a minimal
number of antenna systems of which the UV distribution satisfies the following so-called grid
condition: each cell of the grid Θ contains at least one UV point.
Next, we explain a number of relevant aspects of the CADP with respect to the
LOFAR telescope.
Telescope Size
LOFAR should be contained in a bounded region. The east-west diameter of the re-
gion should be about 360 kilometers. The north-south diameter should be elongated
with respect to the east-west diameter to yield roughly a circular UV distribution at
the low declinations of LOFAR.
Locations of the LOFAR Sensor Stations
The diameter of a LOFAR sensor station is 100 meter. Therefore, a sensor station
cannot be located within a radius of 100 meter of another sensor station.
Observing Mode
LOFAR is located at a latitude of 50 degrees. The design of the array should be
such that the imaging reliability is good for the entire LOFAR declination range (see
Section 4.3.3). Since LOFAR will be used for imaging in the snapshot mode (see
Section 4.3.1), our approach is to design an array with good imaging reliability for
snapshot observations. Note that when synthesis techniques are used, the imaging
reliability improves by the larger number of UV points.
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Imaging Reliability
The imaging reliability can be defined using a fine-meshed grid laid across the UV
plane. When all bins are covered, we have a large variety of UV points. Conse-
quently, a source can be observed with many resolution elements. In the case of LO-
FAR, the fine-meshed grid should be a polar grid which is uniform in the azimuthal
direction and exponentially increasing in the radial direction (see Section 5.6.1).
When we assume that all bins are filled with UV points, the largest hole in the
UVBIN distribution depends on the spatial size of a bin. A regularly sampled UV
distribution gives the smallest largest hole, while an irregularly sampled UV distri-
bution may give a hole which is four times the size of that hole. Figure 6.2 shows the
best and worst situation in a regular grid with one UV point per bin. The UV points
are indicated by black dots and arrows are used to indicate their corresponding bins
when necessary. The largest holes are indicated by square point-shaded regions.
(a) Best imaging reliability (b) Worst imaging reliability
Figure 6.2. Complete UVBIN distributions with different imaging reliability
Smoothness of the UV distribution
The UV distribution should be a smooth point set in order to obtain PS functions
with low sidelobe levels. When a UV distribution contains large concentrations of
UV points, these UV points have to be assigned a lower weight in the PS function
construction process in order to avoid large sidelobes. However, weighting down
UV points has a negative effect on the signal-to-noise ratio (see Section 5.4.1). Thus,
it is important that local density variations across bins are minimal.
6.5.2 Model Assumptions
In the conceptual model we have made implicit assumptions about the zooming
capabilities, the collecting area, the array robustness, and the use of synthesis tech-
niques with respect to LOFAR. Next, we discuss these assumptions in more detail.
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Zooming capabilities In Section 3.4 we have discussed that a fractal structure with
an exponential-scaling law for the LOFAR sensor stations gives good zooming capa-
bilities. However, in Section 6.2.3 we argued that the zooming capabilities of a radio
array are mainly determined by the exponentiality of the UV distribution in the ra-
dial direction. Therefore, we have discarded the fractal structure in order to obtain
maximum flexibility with respect to the locations of the sensor stations.
Collecting area LOFAR needs a collecting area of about one square kilometer (see
Section 4.3.3). In the case that the collecting area cannot be adjusted, a trade-off
exists between the size of the antenna systems and their number. Minimizing the
system costs by reducing the number of sensor stations results in larger costs of the
individual sensor stations, due to the extra cost associated with their extensions. In
fact, we need more receptor elements and extra land parcels to increase the size of a
sensor station. Thus, a cost saving realized by a reduction in the number of sensor
stations can be overruled by the extra cost associated with their extensions.
Array robustness The degree to which the imaging reliability of LOFAR is retained
when sensor stations stop working and cable breakdowns occur is called array robust-
ness. For q ≥ 1, a grid on the UV plane is called q-robust if each bin contains q UV
points of unique pairs of antenna systems. Then, each bin still contains a UV point
when at most q − 1 antenna systems stop working. Radio arrays are normally built
without taking into account the array robustness since more redundancy implies a
lower imaging reliability as fewer UV points remain to cover the grid.
Synthesis techniques Any snapshot UV distribution invariably contains small
holes. In order to be sure that the UV plane region can be completely covered, we
ideally should examine the full UV distribution, which is the UV distribution obtained
by fully employing earth rotation synthesis and multi-frequency synthesis (see Sec-
tion 5.3.1).
6.5.3 Nomenclature
This section gives the nomenclature for the CADP. The set U now corresponds to the
projection of the cross-correlation set ofX into the UV plane. As a supplement to the
notations of Section 6.4.1 and 6.4.2, we introduce the following parameters:
σL the minimum spacing between any two antenna systems;
βA the maximum number of UV points allowed in bin A (A ∈
B(Θ)).
6.5.4 Mathematical Model
Using the nomenclature in Section 6.5.3, the mathematical model of the CADP reads
as follows.
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minimize |X|
subject to
||xi − xj || ≥ σL xi ∈ X, i, j ∈ {1, 2, . . . , |X|}, i > j (6.4)
θu,A =
{
1 if u ∈ A




θu,A A ∈ B(Θ) (6.6)
ϑA ≥ 1 A ∈ B(Θ) (6.7)
ϑA ≤ βA A ∈ B(Θ) (6.8)
X ⊆ D ⊆ R2 (6.9)
The model’s objective is to minimize the number of antenna systems. Con-
straints (6.4) guarantee that the antenna systems are sufficiently separated. Con-
straints (6.5) assign UV points to bins. Constraints (6.6) determine for each bin
the number of UV points contained in it. The imaging reliability is expressed by
constraints (6.7). They require that each bin contains at least one UV point. Con-
straints (6.8) limit the number of UV points in the bins in order to have some control
of the size of UV point clusters. Finally, constraints (6.9) guarantee that the array is
located in region D.
6.6 MILP Formulation for the CADP
Mixed integer linear programming (MILP) deals with MILP models which are models
consisting of an objective function and a set of constraints, that are linear in a (finite)
set of both real-valued and integer variables (Sierksma, 2002). In this section we
transform the mathematical model for the CADP into an MILP model. The model
will be presented for transit (see Section 5.8) due to two reasons. First, for transit
we can realize a major reduction in the number of variables and constraints. Second,
transit is the average position of a radio array observing at a given declination. The
constraints (6.4) will be discarded in the model formulation. We assume that the
radio array is contained in a rectangular region.
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6.6.1 Nomenclature
As a supplement to the notations of Sections 6.4.1, 6.4.2, and 6.5.3, we introduce the
following sets of indices: H = {1, 2}, I = {1, 2, . . . , |X|}, and K = {1, 2, . . . ,M}. Let
h ∈ H , i, j ∈ I , and k ∈ K. We define the following variables:
x
(h)
i the h-th coordinate component of antenna system i, i.e.,
(x(1)i , x
(2)
i ) ∈ X ;
u
(h)
ij the h-th coordinate component of the UV point corresponding
to antenna systems i and j, i.e., (u(1)ij , u
(2)
ij ) ∈ U ;
θijk a binary variable, 1 if the UV point corresponding to antenna
systems i and j is located in bin k, and 0 otherwise;
ϑk the number of UV points located in bin k.
Moreover, we define the following parameters:
D(h) D(1) and D(2) indicate the diameter of the telescope’s site in the
east-west and north-south direction. respectively.
φ The latitude of the telescope’s site.
δ The observing declination.
α(h) The parameter relating the h-th coordinate component of a
baseline to the h-th coordinate component of its corresponding
UV point. α(1) equals 1 and α(2) equals cos(φ − δ), the cosines
of the angle between the telescope plane and the UV plane.
a
(h)




k The h-th coordinate component of the top right coordinate of
bin k.
βk The maximum allowed number of UV points in bin k.




k , and b
(2)
k are used to describe the location of bin k in
the UV plane. Figure 6.3 illustrates the coordinates of a bin in a grid. The bottom left
and top right coordinates are (a(1)k , a
(2)







The cardinality of set X is the main decision variable of the model. Let N∗ be the
cardinality of the minimal array topology that satisfies the constraints (6.5)-(6.9). In
order to obtain a feasible solution for the CADP, we have to choose an array size
which is at least equal to N∗. A straightforward approach to determine |X| is to
count the number of bins in Θ. That is, all bins can be covered with UV points when
|X| = M + 1. However, this approach is highly unsatisfactory when the number
of bins is large since a large M corresponds to a large number of variables. A much
smaller number of variables is obtained by setting |X| to the size of a radio array with
a high sampling rate plus the number of left bins in Θ without UV points. Given a
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Figure 6.3. Cartesian coordinates of a bin in a UV plane grid









1 if antenna system i belongs to the solution of the model
0 otherwise i ∈ I
In the remainder of this section, we call the antenna system i active when it be-
longs to the optimal solution, and inactive otherwise. Thus, the problem has been
changed into finding the minimum number of active antenna systems.
Location of the Antenna Systems
We locate the radio array in the first quadrant of the telescope plane (see Sec-
tion 5.3.1). The underlying reason is that we want to place the inactive antenna
systems at the origin of the telescope plane and the active ones at coordinate loca-
tions with positive x and y. Constraints (6.9) can be written as follows:
x
(h)
i ≥ 0 i ∈ I (6.10)
x
(h)
i ≤ D(h)zi i ∈ I, h ∈ H (6.11)
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Baseline Projection
The imaging reliability can be analyzed by using only one half of the UV distribution
(see Section 5.3.1). We consider the UV points in the first and second quadrant of the
UV plane. The antenna systems are ordered in such a way that if antenna system i
has a larger second coordinate component than antenna system j, then i > j, i.e.,
x
(2)
i ≥ x(2)j i, j ∈ I, i > j (6.12)
This ordering restricts the analysis of UV points of antenna systems i and j for
which i > j. Specifically, we are interested in these UV points associated with pairs
of active antenna systems. If a pair of antenna systems contains an inactive antenna
system, the associated UV point is not determined by the coordinates of the antenna
systems, but it is assigned the zero coordinate vector (i.e., it is placed at the origin of
the UV plane) so that it is not counted for the UV coverage. In order to model this
’relocation’ of UV points, we introduce the continuous variables pi(h)ij . Now, define




(h)(x(h)i − xj)(h) + pi(h)ij i, j ∈ I, i > j, h ∈ H (6.13)
The variables pi(1)ij and pi
(2)
ij have to be set such that all UV points associated with
an inactive antenna system are placed at the origin of the UV plane, and the other
UV points build up the UV distribution of the active antenna systems. In order to
correctly model the relationship between the active and inactive antenna systems
and their corresponding UV points, we need to consider the following four cases for
any pair of antenna systems i and j:
1. zi + zj = 2
2. zi + zj = 0
3. zi − zj = 1
4. zj − zi = 1
In case 1 we have to determine the UV point associated with two active antenna
systems i and j. These antenna systems yield a UV point that contributes to the UV
coverage. Thus, the variable pi(h)ij has to be set to zero for each h ∈ H . We have to
model the logical form: [zi + zj = 2⇒ pi(1)ij = 0 ∧ pi(2)ij = 0]. Therefore, we introduce
the auxiliary binary variables ωij and the parameters M (h) with M (h) equal to or
larger than D(h). Using the Binary Variables Theorem (Sierksma, 2002), the logical
form is linearized by the constraints (6.14)-(6.17).
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ωij ≥ zi + zj − 1 i, j ∈ I, i > j (6.14)
2ωij ≤ zi + zj i, j ∈ I, i > j (6.15)
pi
(h)
ij ≥M (h)(1− ωij) i, j ∈ I, i > j, h ∈ H (6.16)
pi
(h)
ij ≤M (h)(ωij − 1) i, j ∈ I, i > j, h ∈ H (6.17)
In case 2 we have to determine the UV point associated with two inactive antenna
systems i and j. These antenna systems yield a UV point that should not contribute
to the UV coverage. Therefore, it is located at the origin of the UV plane. Since
inactive antenna systems are located at the origin of the telescope plane, the variable
pi
(h)
ij has to be set to zero for each h ∈ H . We have to model the logical form: [zi+zj =
0 ⇒ pi(1)ij = 0 ∧ pi(2)ij = 0]. Introducing the auxiliary binary variables ξij , the logical
form is linearized by the constraints (6.18)-(6.21).
ξij ≥ 1− zi − zj i, j ∈ I, i > j (6.18)
2ξij ≤ 2− zi − zj i, j ∈ I, i > j (6.19)
pi
(h)
ij ≥M (h)(1− ξij) i, j ∈ I, i > j, h ∈ H (6.20)
pi
(h)
ij ≤M (h)(ξij − 1) i, j ∈ I, i > j, h ∈ H (6.21)
In case 3 we have to determine the UV point corresponding to an active antenna
system i and an inactive antenna system j. These antenna systems yield a UV point
that also should not contribute to the UV coverage. Since the active antenna system
is not located at the origin of the telescope plane in general, the variables pi(1)ij and
pi
(2)
ij have to be set so that the UV point associated with the two antenna systems is
located at the origin. Most easily this is modeled by the logical form: [zi − zj = 1⇒
u
(1)
ij = 0 ∧ u(2)ij = 0]. Introducing the auxiliary binary variables ψij , the logical form
is linearized by the constraints (6.22)-(6.25).
ψij ≥ zi − zj i, j ∈ I, i > j (6.22)
2ψij ≤ zi − zj + 1 i, j ∈ I, i > j (6.23)
u
(h)
ij ≥M (h)(1− ψij) i, j ∈ I, i > j, h ∈ H (6.24)
u
(h)
ij ≤M (h)(ψij − 1) i, j ∈ I, i > j, h ∈ H (6.25)
In case 4 we have to determine the UV point corresponding to an inactive antenna
system i and an active antenna system j. These antenna systems yield a UV point
that should not contribute to the UV coverage as well. Again, the variables pi(1)ij and
pi
(2)
ij have to be set so that the UV point associated with the two antenna systems is
located at the origin. The variables pi(1)ij and pi
(2)
ij are set so that u
(h)
ij = 0 for each
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h ∈ H , i.e., [zj − zi = 1 ⇒ u(1)ij = 0 ∧ u(2)ij = 0]. Introducing the auxiliary binary
variables ζij , the logical form is linearized by the constraints (6.26)-(6.29).
ζij ≥ zj − zi i, j ∈ I, i > j (6.26)
2ζij ≤ zj − zi + 1 i, j ∈ I, i > j (6.27)
u
(h)
ij ≥M (h)(1− ζij) i, j ∈ I, i > j, h ∈ H (6.28)
u
(h)
ij ≤M (h)(ζij − 1) i, j ∈ I, i > j, h ∈ H (6.29)
The constraints (6.14)-(6.29) determine the actual UV coverage. Only the UV
points associated with the pairs of active antenna systems contribute to the UV cov-
erage. The other UV points are all located at the origin of the UV plane. Figure 6.4
shows the UV point positioning for two inactive antenna systems 1 and 2 and two ac-
tive antenna systems 3 and 4. The left coordinate systems shows the location of the
antenna systems in the telescope plane. The middle coordinate system shows the
corresponding UV coverage. All UV points are placed at the plane’s origin, except
the UV point corresponding to the two active antenna systems. The right coordi-




Figure 6.4. UV point positioning in the MILP model
Binning of UV Points
Next, we give a linear representation of the constraints (6.5). We introduce the auxil-




ijk , and the following parameters:
 a small positive real number;
M˜
(h)
k a large number with M˜
(h)
k ≥ D(h) + a(h)k ;
M¯
(h)
k a large number with M¯
(h)
k ≥ D(h) − b(h)k ;
Mˇ
(h)
k a large number with Mˇ
(h)
k ≥ D(h) − a(h)k + ;
Mˆ
(h)
k a large number with Mˆ
(h)
k ≥ D(h) + b(h)k + .
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Using the Binary Variables Theorem, the logical form (6.5) can be linearized by
the constraints (6.30)-(6.37). The constraints (6.30)-(6.31) linearize the logical form
[θ(h)ijk = 1⇒ u(h)ij ∈ [a(h)k , b(h)k ]], while the constraints (6.32)-(6.35) linearize the logical
form [u(h)ij ∈ [a(h)k , b(h)k ]⇒ θ(h)ijk = 1]. The constraints (6.32)-(6.35) linearize the logical
form [θijk = 1⇔ θ(1)ijk = 1 ∧ θ(2)ijk = 1].
u
(h)
ij ≥ a(h)k − M˜ (h)k (1− θ(h)ijk) i, j ∈ I, i > j, k ∈ K,h ∈ H (6.30)
u
(h)
ij ≤ b(h)k + M¯ (h)k (1− θ(h)ijk) i, j ∈ I, i > j, k ∈ K,h ∈ H (6.31)
u
(h)
ij ≤ a(h)k − + Mˇ (h)k ρ(h)ijk i, j ∈ I, i > j, k ∈ K,h ∈ H (6.32)
u
(h)
ij ≥ b(h)k + − Mˆ (h)k τ (h)ijk i, j ∈ I, i > j, k ∈ K,h ∈ H (6.33)
2θ(h)ijk ≤ ρ(h)ijk + τ (h)ijk i, j ∈ I, i > j, k ∈ K,h ∈ H (6.34)
θ
(h)
ijk ≥ ρ(h)ijk + τ (h)ijk − 1 i, j ∈ I, i > j, k ∈ K,h ∈ H (6.35)
2θijk ≤ θ(1)ijk + θ(2)ijk i, j ∈ I, i > j, k ∈ K (6.36)
θijk ≥ θ(1)ijk + θ(2)ijk − 1 i, j ∈ I, i > j, k ∈ K (6.37)
Imaging Reliability
Constraints (6.38)-(6.39) determine the imaging reliability constraint, i.e., each bin is






θijk k ∈ K (6.38)
ϑk ≥ 1 k ∈ K (6.39)
Smoothness of the UV Distribution
Constraints (6.40) give control over the size of the UV point clusters in a bin. Note
that the parameters βk have to be set sufficiently high to ensure feasibility.
ϑk ≤ βk k ∈ K (6.40)
Domain Ranges of the Variables
The domain ranges of the variables in the MILP model are the following:
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zi ∈ {0, 1} i ∈ I (6.41)
x
(h)





ij ∈ R i, j ∈ I, i > j, h ∈ H (6.43)







ijk ∈ {0, 1} i, j ∈ I, i > j, k ∈ K,h ∈ H (6.45)
θijk ∈ {0, 1} i, j ∈ I, i > j, k ∈ K (6.46)
6.6.3 Practical Extensions
The MILP model gives a good problem formulation for the CADP. However, not all
problem aspects are included in the model.
First, active antenna systems can be located arbitrarily close to each other. To
ensure that active antenna systems are sufficiently separated we have to model the
logical form: zi + zj = 2 ⇒ x(h)i − x(h)j ≥ |d| (i, j ∈ I, i > j, h ∈ H) with d a positive
minimum separation.
Second, constraints (6.40) only restrict the number of UV points in a single bin.
UV point clusters can still occur when adjacent UV bins receive a relatively large
number of UV points. The smoothness can be further controlled by imposing limits
on the number of UV points that may end up in a row or column of Θ, but at the
expense of a larger number of variables and constraints.
Third, radio arrays are usually located within a disk region. These constraints
can be modeled by inequalities that describe a set of tangents on the area where the
telescope will be located. By adding a sufficient large number of tangents on the disk
the telescope’s area can be properly modeled. Note that these inequalities should be
only effective for the active antenna systems.
Finally, the MILP model does not take into account regions where antenna sys-
tems cannot be build. This problem aspect can be modeled by locating square (or
rectangular) bins in the telescope plane (similarly to the binning of the UV plane)
and enforcing these bins to be empty. Note that site restrictions may lead to an in-
feasible MILP model (i.e., an MILP model without any feasible solution).
6.6.4 Limitations
In order to have high imaging reliability we need many UV bins and antenna sys-
tems. As a result, the number of variables and constraints in the corresponding MILP
model is large. In fact, an MILP model with N antenna systems and M UV plane
bins yields O(N2) continuous variables, O(MN2) integer variables, and O(MN2)
constraints. Due to these numbers it is likely that the MILP model is difficult to
solve for medium-sized and large-sized instances.
The MILP model does not take into account the costs of the cabling infrastructure
of Section 4.7.2. From a modeling perspective it is certainly possible to include the
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cabling of the antenna systems, but it will expand the MILP model with an exponen-
tial number of nonlinear constraints and integer variables.
We would also like to mention the accumulation of data signals (see Section 4.4.3).
A multi-armed LOFAR topology and similarly connected ensures that the data are
sent over a set of independent cable lines to the array center. Such a data transport
distributes the accumulated data near the array center over different cable lines. It is
not clear whether a MILP solution allows an efficient cabling in which the antenna
systems are parallel connected with the array center.
6.7 Solving the CADP
In this section we present a greedy method for the CADP. It provides a heuristic so-
lution to the mathematical model (6.4)-(6.9) in which constraints (6.8) are discarded.
Our method focuses on sampling the UV plane with the fewest antenna systems pos-
sible. The notations to describe the algorithm are similar as the ones from Section 6.5.
In addition, we let ∆X be the cross-correlation set of X .
6.7.1 Array Construction Algorithm
The array construction (AC) algorithm builds up a graph G = (X,E) (see Sec-
tion 7.2.1). Each vertex x (∈ X) corresponds to an antenna system and each edge
e (∈ E) corresponds to a baseline. An edge e corresponds to two UV points because
of the two-fold symmetry of the UV distribution; see Section 5.3.1. The aim of the al-
gorithm is to sample a region of the UV plane as efficient as possible with UV points
by iteratively expanding the current graph with one or two new vertices. We use a
square grid of n rows and m columns on the UV plane.
The input of the algorithm consists of values for the coordinates of an initial set
of vertices (X), the telescope’s region (D), the minimum vertex separation (σL), the
transformation matrix from the telescope plane to UV plane (T ; see equation (5.1)),
a binary m×n matrix A, and a zero m×n matrix B. The cells with zero value in
A indicate the bins in the grid Θ to be filled with UV points. The matrix A is the
zero matrix when all bins are empty. The matrix B keeps track of the number of UV
points in each bin of the grid.
At each iteration of the AC algorithm, the first step is to compute the UV distri-
bution of X , to determine the location of the UV points in the grid, and to set the
empty cells of A that correspond to a UV point to 1. Moreover, each cell of B is set
to the number of UV points that corresponds to that cell.
The second step deals with creating feasible candidate vertices. Therefore, the
empty cells of A are identified and one UV point is randomly generated in these
cells. The new UV points are projected into the telescope plane. The resulting set Y
yields the edges used to create new vertices. A new vertex is obtained by connecting
an edge to a vertex of X at one end. Then, the other end of the edge defines the
location of the new vertex.
The graphG is embedded inD. For each candidate vertex we determine whether
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or not it is contained in D. The vertices outside D are labeled as infeasible and are
removed from the candidate set of vertices. The vertices located within distance σL
from some vertex in X are removed from it as well. The remaining vertices form the
feasible vertex candidate set. They are evaluated on the basis of “goodness of fit”.
Goodness of fit is the number of cells in A that contain at least one UV point.
The AC algorithm first tries to expand X with a vertex that fills the maximum
number of empty cells of A. For each vertex, the edges incident with the vertices of
X are determined and projected into the UV plane. We identify the bins in which the
UV points are located, and record how many of these bins are filled with UV points.
If such a vertex is found, then it is added to X .
If no empty cell of A corresponds to a UV point, the AC algorithm creates vertex
pairs by locating the edges from Y in D such that their centers coincide with the
center of D. In this way it is guaranteed that at each iteration at least one empty cell
ofAwill receive a UV point. The two vertices with the best goodness of fit are added
to X . They are found by determining for each vertex pair the edges incident with X
and their intermediary edge, projecting these edges into the UV plane, identifying
the bins in which the UV points are located, and recording the number of empty bins
that receive a UV point.
The iterative process proceeds as long as A has empty cells. When all cells of
A are nonempty, then the given imaging reliability is achieved. The vertices X of
the graph G are returned as output. Figure 6.5 gives the pseudocode for the AC
algorithm. Note that the stopping criterion of the algorithm can be easily adjusted,
for example, by requiring at least two UV points in each cell of B.
Input : X , D, σL, T , A ∈ {0, 1}m×n, B ∈ 0m×n
Output: X with A ∈ 1m×n
while A contains empty cells do
/* Update matrices A and B */
∆X ← CrossCorrelationSet(X)
U ← Projection(∆X, T )
A,B ← ModifyMatrices(A,B,U)
/* Create feasible candidate vertices */
Y ← MakeBaselines(A, T −1)
W ← MakeVertices(X,Y )
WF ← FindFeasibleVertices(W,D, σL)
/* Expand graph with one or two vertices */
if WF is nonempty do
W˜F ← Evaluation(WF )
w ← Selection(W˜F )




2 ← MakeVertexPairs(Y )
W˜F1 , W˜
F
2 ← Evaluation(WF1 ,WF2 )
w1, w2 ← Selection(W˜F1 , W˜F2 )
X ← X ∪ {w1, w2}
end
end
Figure 6.5. Pseudocode of the AC algorithm
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Figure 6.6 gives a running example of the AC algorithm for a 4×4 square grid
centered at the origin of the UV plane. The AC algorithm starts with a graph consist-
ing of one vertex, labeled “1”. In each iteration, the AC algorithm expands the graph
with a new vertex that fills the maximum number of empty cells in A. The vertex
added in iteration i is labeled “i + 1”. Note that the choice of vertex “2” in the first
iteration is arbitrary since each candidate vertex fills one cell in A. Moreover, note
that each each edge in the graphs of iterations 1-3 contributes to two cell fillings. For
iteration 4 it holds that the filling is not optimal. Only two of the remaining empty
cells are filled with a UV point, while 8 UV points can be used to cover all of them.
The final graph is achieved in the fifth iteration and consists of six vertices. Note
that the graphs have been translated to represent them in the first quadrant of the
Cartesian coordinate system.
6.7.2 Array Improvement Algorithm
The output of the AC algorithm is a graph which is not necessarily minimal. It is
possible that vertices can be removed without creating empty bins in the grid. We
introduce here an array improvement (AI) algorithm.
The AI algorithm minimizes the number of vertices subject to the constraint that
all cells of B contain a UV point. Complete enumeration is applied to maximally
thin the graph. Preprocessing is performed to control the computation times of the
search algorithm.
Let X be the AC solution. We define three pairwise disjoint subsets XIN , XOUT ,
and XC with X := XIN ∪ XOUT ∪ XC . The set XIN contains the vertices that are
always part of some optimal solution. The set XOUT consists of the vertices that are
in none of the optimal solutions. XC represents the vertices on which enumeration
is applied.
For each cell in B we identify the vertices corresponding to the UV points of that
cell. The cells of B with one UV point yield a set of vertices that should be pertained
in XIN : removing these vertices from the graph will result in empty cells. Note that
a vertex can correspond to all UV points of some cell of B. In this case, it should be
added to XIN as well.
The remaining vertices are initially assigned to XOUT . The set XIN is used to
determine the cells of B with a UV point realized by two vertices from XIN . The
remaining cells of B are inspected to determine whether the vertices from XOUT
realize UV points in these cells. When such a vertex can be found, it is moved from
XOUT to XC .
The AI algorithm starts with a graph consisting of the vertices from XIN and
XC . This graph is a feasible solution (it satisfies constraints (6.4)-(6.7) and (6.9)). The
enumerative search is executed on the subproblems associated with the nodes of a
branch-and-bound (BnB) solution tree. A BnB solution tree is a binary tree (i.e., a tree
in which each node has at most two children) where the nodes correspond to sub-
problems and the branches to information of how the subproblems are created from
the subproblems of their parent nodes. At each subsequent level of the tree, one par-
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Figure 6.6. Running example of the AC algorithm for a 4×4 UV plane grid
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Figure 6.6. Running example of the AC algorithm for a 4×4 UV plane grid (continued)
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ticular vertex from XC is enforced into a subproblem (left branch) and prohibited
in the other subproblem (right branch). The subproblems are solved by depth-first
search (DFS). DFS is a search strategy for traversing the solution tree so that the lower
level subproblems along a branch are solved prior to the higher level subproblems
on that branch before backtracking is performed. When an infeasible subproblem
is encountered on a branch, the remaining subproblems are discarded. Discarding
subproblems is also known as fathoming. Figure 6.7 illustrates the DFS strategy for
a three-level solution tree. The node label “R” is the root of the solution tree. In our
case, it corresponds to the graph with the vertices from XIN and XC . The numbers
in the other nodes indicate the order in which the subproblems are visited. At each
level, the left branch enforces a vertex from XC to be excluded from the subprob-
lem and the right branch retains this vertex. Thus, for example, the subproblems of
nodes “R”, “8”, “12”, “14” are identical. They are only used for creating the other
subproblems in which one or more vertices from XC are excluded.
Figure 6.7. Depth-first search strategy in a branch-and-bound solution tree
We explain the AI algorithm for the graph of Figure 6.6f. The vertex pairs that
yield the UV points are given in Table 6.1. The matrix cells in which the pairs of
antenna systems are given correspond to the bins of the 4×4 UV plane grid. The
preprocessing works as follows. Cells (1,1) and (1,4) contain one UV point, namely
(2,1) and (4,6), respectively. Therefore, vertices 1, 2, 4, and 6 are added to XIN .
Moreover, cell (2,2) contains two UV points which are both generated by vertex 3.
Thus, vertex 3 is also added to XIN . The vertices in XIN yield UV points in all bins
of the grid so that vertex 5 is redundant. In this example, the preprocessing is already
sufficient to yield a minimal graph. Note that we have found the minimal graph for
the CADP as well since the 4×4 grid cannot be filled with fewer vertices.
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Table 6.1. Matrix holding the UV points by vertex pairs
1 2 3 4
(2,1) (2,3) (2,6) (4,6)
1 (2,5) (4,1)
(2,4) (3,1) (4,3) (1,6)
2 (5,1) (5,3) (5,6) (3,6)
(4,5)
(5,4) (3,4) (3,5) (1,5)
3 (6,1) (6,5) (1,3) (4,2)
(6,3)
(6,4) (1,4) (5,2) (1,2)
4 (6,2) (3,2)
6.7.3 Computational Experiments
In this section we demonstrate the algorithm for the LOFAR situation by giving the
computational results of four simulation experiments. All of them make use of the
log-polar coordinate version of the LOFAR adaptive grid (see Section 5.6.1). The
algorithm is implemented in Matlab 7.0. The simulation runs are performed on a
Pentium 4 machine with a 2.00 GHz processor and 1 gigabyte of memory.
Experiment 1: Covering the LOFAR Adaptive Grid
Experiment 1 focuses on revealing the effect of the dimensions of the LOFAR adap-
tive grid on the array sizes found by the AC+AI algorithm. We have set the lower
and upper thresholds of the LOFAR adaptive grid to 500 and 360,000 meters, respec-
tively, and the fractional bandwidths to 5% and 10%. The number of columns is
varied from 1 to 24 to change the fine-grainedness of the grid.
Table 6.2 shows the results of the AC+AI algorithm for zenith snapshot obser-
vations using fractional bandwidths of 10% and 5%. It consists of three parts: the
grid dimensions (column 1), the results of AC algorithm (columns 2-6), and the re-
sults of the AC+AI algorithm (columns 7-10). The columns 2-6 and 7-10 show the
number of antenna systems in the final solution, the minimum cabling length (i.e.,
minimum spanning tree (MST) length; see Section 7.2.2), the computation time, the
system costs, and the ratio between the cabling costs and the costs of the antenna
systems. The costs of an antenna system and one meter of a fiber optic cable are
taken e 1,000,000 and e 20, respectively.
Table 6.2a shows that it is possible to fill each cell of a 63×18 (rectangular) LOFAR
adaptive grid with UV points using about 100 antenna systems. To fill a 63×24 grid
we need about 120 antenna systems. In addition, when we decrease the bandwidth
from 10% to 5%, we need many more antenna systems. Table 6.2b shows that we
need about 100, 150, and 170 antenna systems to fill a 129×9, 129×18, and 129×24
grid, respectively. Note that the results are based on a single simulation run. Using
different random seeds, the number of antenna systems may be different.
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The choice of the grid is not arbitrary. The number of rows in the grid depends
on the fractional bandwidth applied. The number of columns is a parameter that
has to be set sufficiently large. Assuming a completely covered grid, the number
of columns indicate the integration time needed to achieve full UV coverage (see
Section 5.6.1). Moreover, the UV points should be located close enough to ensure
that the sidelobes are small. When the AC+AI algorithm is run on a grid with a
small number of columns it produces an array with a UV distribution which has
large gaps in the azimuthal direction. These holes yield sidelobes in the PS function.
Thus, in order to determine the number of columns we have to know:
1. the integration time required for full UV coverage, and
2. the peak sidelobe level allowed.
Figure 6.8 shows a view ’from above’ of the PS functions corresponding to six
ideal UV distributions obtained by sampling each bin of the LOFAR adaptive grid
with one UV point, using a fractional bandwidth of 10%, and varying the number of
columns from 6 to 36 with an increment of 6. The parts of the normalized PS function
below 10% are indicated in black; the other parts are indicated in white. The figure
suggests that the number of columns should be set to at least 18 since then the far
sidelobes beyond 10% disappear. Note that the choice of 10% is arbitrarily chosen;
the results could be different for other sidelobe levels. We have computed the PS
function for 5% fractional bandwidth as well. It turns out that its shape is roughly
constant for more than 18 columns. It is left to the reader to construct the views from
above for lower sidelobe levels.
Another result from Table 6.2 is that the AC algorithm consumes the most com-
putation time, although the AC algorithm runs in polynomial time and the AI algo-
rithm runs in exponential time in the worst case. Using 10% fractional bandwidth,
the AC algorithm needs about half an hour to cover a 63×24 grid. Using 5% frac-
tional bandwidth, the AC algorithm needs about three hours for a 129×24 grid. The
running time of the AI algorithm is at most a few seconds, mainly depending on the
size of the solution tree. Since the AI algorithm only realizes small improvements
on the array sizes, its running time is neglectable with respect to the AC algorithm’s
running time. Note that the reductions realized by the AI algorithm are indicated
within parenthesis. Furthermore, note that the running time of the AI algorithm is
dramatically high when there are many superfluous antenna systems.
Table 6.2 also expresses the ratios between the cabling costs and the costs of the
antenna systems. Clearly, the system costs mainly consist of the costs of the antenna
systems. Moreover, the ratio drops as the radio array contains more antenna sys-
tems. This observation can be explained by the fact that the LOFAR region is better
covered with antenna systems so that the connection of the antenna systems with
fiber optic cables can be done more efficiently. For the 63×24 grid (i.e., 10% frac-
tional bandwidth) the ratio is about 0.30. For the 129×24 grid (i.e., 5% fractional
bandwidth) the ratio is about 0.25. Thus, given the costs of the antenna systems and
the cables, it is more beneficial to minimize the number of antenna systems than the
length of the cabling infrastructure.
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(a) Ideal UV distribution: 63×6 grid (b) Ideal UV distribution: 63×12 grid
(c) Ideal UV distribution: 63×18 grid (d) Ideal UV distribution: 63×24 grid
(e) Ideal UV distribution: 63×30 grid (f) Ideal UV distribution: 63×36 grid
Figure 6.8. PS functions of ideal UV distributions with different imaging reliability
6.7. Solving the CADP 147
Experiment 2: Distribution of the Solutions
Experiment 2 deals with the solutions’ distribution. The array sizes found by the al-
gorithm can be biased when they are based on a single simulation run. The random
seeds determine how an array is expanded by the AC algorithm. Since we are inter-
ested in minimal arrays, we have run the algorithm hundred times for three different
dimensions of the LOFAR adaptive grid, i.e., 63×12, 63×16, and 63×24. The first and
second number correspond to the number of rows (bands) and columns (periods),
respectively. The algorithm is again run for zenith.
Figure 6.9 shows the distribution of the AC+AI algorithm solutions. The panels
show histograms of the solutions for the three grid dimensions. Each bar indicates
the number of times the corresponding array size has been found by the algorithm.
For example, for the 63×24 grid, an array with 116 antenna systems is found 20
times. When we inspect each of the histograms, we see that the extreme-sized radio
arrays are difficult to be generated by the algorithm. So, indeed, it makes sense to
run the algorithm many times in order to find a radio array of minimum cardinality.













































Figure 6.9. Distribution of the AC+AI solutions
Experiment 3: Increasing the Telescope’s Region
In experiments 1 and 2 we have the arrays located inside a disk with a diameter
of 360 kilometers. We do not know the influence of this geographical constraint on
the array sizes found. Our hypothesis is that the AC algorithm needs more antenna
systems since some of the baselines are projected outside the disk region in the UV
plane and, therefore, may have a negative impact on the sampling rate. In experi-
ment 3 we investigate the effect of an increase in the telescope’s region. We assume
again the zenith observation mode and increase the diameter of the telescope’s re-
gion from 0% to 25% with increments of 5%. The LOFAR adaptive grid is obtained
by using a fractional bandwidth of 10% and will consist of 12, 16, and 24 columns, a
second parameter of freedom.
Table 6.3 shows the effect of increasing the diameter of the telescope’s region. The
first column indicates the diameter extensions in percents. The first row indicates
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the dimensions of the LOFAR adaptive grid. The values in each cell correspond to
the best array sizes found by the AC+AI algorithm out of a simulation of ten. The
corresponding average values are given between parenthesis.
Table 6.3. Effects of telescope region extensions on the sampling rate
Grid dimension
Extension 63×12 63×16 63×24
0% 77 (80.3) 92 (95.1) 113 (116.4)
5% 79 (80.8) 91 (92.8) 113 (115.0)
10% 76 (80.0) 91 (93.0) 111 (114.1)
15% 77 (79.4) 91 (92.8) 110 (113.5)
20% 77 (79.2) 90 (91.6) 111 (114.1)
25% 76 (78.3) 90 (91.6) 111 (114.0)
The six populations look very close to each other in Table 6.3, although it seems
that the telescope region extensions could have a small positive effect on the sam-
pling rate. We have performed one-way analysis of variance (ANOVA) to test the hy-
pothesis that the means of the six groups are not significantly different (assuming
equal variances). For each grid dimension, the test rejected the null hypothesis on
the 5% significance level. The independent-samples T-test, executed on all pairs of
groups, reveals that telescope region extensions have a significant positive effect on
the sampling rate, except for the 63×12 grid which is only significant for the 25%
extension.
Enlarging the telescope’s region makes that the antenna systems associated with
the largest baselines are less likely to be located on the boundary of a disk. They
are more uniformly distributed across the telescope’s region. Figure 6.10 shows this
property for a non-extended radio array and a radio array with a 25% diameter ex-
tension. In fact, the radio arrays shown are the minimal radio arrays obtained for the
63×24 grid scenario.
The disadvantage of having the antenna systems located on the boundary of a
disk is that the corresponding UV point clusters occur in a single band of the LOFAR
adaptive grid. This can be seen from the UVBIN distribution given in Figure 6.11a
which is the zenith snapshot UVBIN distribution of the non-extended radio array.
Clearly, it has many (nearly-connected) UV point clusters located in few bands in
the outer rim of the UVBIN distribution. The zenith snapshot UV distribution of
the 25% extended radio array has a better spread of the UV point clusters. This
can be seen from Figure 6.11b which shows that the gaps between the UV point
clusters are larger on average. From Section 5.7.3 we know that it is important to
have a good spread of the UV point clusters, both with respect to the bands and the
periods of the LOFAR adaptive grid, in order to minimize peak sidelobe level of the
PS function. Thus, by extending the telescope’s region, we create radio arrays that
yield UV distributions with more spacings between the UV point clusters which on
its turn may result in a lower peak sidelobe level.
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Figure 6.10. Minimal radio arrays for different telescope region extensions
Experiment 4: Comparing the Solutions with the LOFAR Situation
The solutions of the AC+AI algorithm yield UV distributions with good imaging
reliability. Kogan (1997) shows that an array with good imaging reliability does not
necessarily have satisfactory sidelobes. Therefore, it is important to find out the
quality of our solutions with respect to both the UV distribution and the PS function.
In this last experiment we compare the AC+AI solution of Figure 6.10b with
LOFAR(5;16;1200;189000;1;0;10) (see Section 5.6.3), both with respect to the UV dis-
tribution and the PS function. Again, we only concentrate on the zenith observation
mode. The LOFAR topology is chosen to ensure that both arrays have the same num-
ber of antenna systems, i.e., 112. Note that because of the extension the maximum
baseline is somewhat larger than 360,000 meters.
Figure 6.12 shows the zenith snapshot UVBIN distribution corresponding to
LOFAR(5;16;1200;189000;1;0;10). The bins that are not filled with UV points are in-
dicated by a cross. Clearly, the UV distribution contains many holes since a large
number of bins is empty. On the other hand, the zenith snapshot UV distribution
of the AC+AI solution does not contain holes since all bins in the range from 500 to
360,000 meters are filled with UV points.
One drawback of the AC+AI solutions is that the location of the LOFAR adap-
tive grid may influence the number of empty bins. By shifting it a few degrees to
the right, it is likely that some bins with UV points become empty. Therefore, we
have considered different locations of the grid. Although some bins become empty
when the grid is shifted to the right, their number is still much lower than those pro-
vided by LOFAR(5;16;1200;189000;1;0;10). Thus, the AC+AI solutions yield a better
imaging reliability than the LOFAR topology. In order to be sure about the imaging
reliability provided, we may apply the method described in Webster (2004) to find
the maximum hole in the UV distribution.
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(a) Zenith snapshot UVBIN distribution of the topology of Figure 6.10a
















(b) Zenith snapshot UVBIN distribution of the topology of Figure 6.10b
Figure 6.11. UVBIN distributions with different spread of the UV point clusters
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Figure 6.12. Zenith snapshot UVBIN distribution of LOFAR(5;16;1200;189000;1;0;10)
Figure 6.13 gives PS function cross cuts through the main lobe’s center of different
UV distributions, using different weighting schemes. In each panel, the smooth line
graph (blue) corresponds to the average PS function cross cut and the craggy line
graph (red) corresponds to the maximum PS function cross cut. Furthermore, the left
and right panels assume naturally and uniformly weighted UV data, respectively.
Now, the top panels show the cross cuts for the AC+AI solution, the middle panels
show the cross cuts for LOFAR(5;16;1200;189000;1;0;10), and the bottom panels show
the cross cuts for an ideal UV distribution with one UV point per bin.
We first discuss the situation for natural weighting. Figure 6.13 shows that the av-
erage and maximum sidelobes of the PS function of LOFAR(5;16;1200;189000;1;0;10)
are better than those corresponding to the AC+AI solution. That is, the PS function
cross cuts have less ’volume’ at the foot of the main lobe and the maximum is of
significant lower level. This observation cannot be related to the imaging reliability
of the corresponding UV distribution. Moreover, it can also not be explained by the
gradually decreasing UV density towards the center and outer rim of the UVBIN dis-
tribution since the PS function cross cuts of the ideal UV distribution are performing
slightly better than those corresponding to the LOFAR UV distribution. Therefore, it
is most likely that the inferior PS function cross cuts are caused by variations in the
radial and/or azimuthal UV density. Since these densities are most heavily influ-
enced by UV point clusters, we may conclude that the inferior cross cuts result from
an uneven spread of the UV point clusters. Note that the UV point clusters from the
LOFAR UV distribution are evenly distributed across the UV plane.
For uniform weighting, the differences between the PS function cross cuts be-
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(a) AC+AI solution - natural weighting






















(b) AC+AI solution - uniform weighting






















(c) LOFAR(5;16;1200;189000;1;0;10) - natural
weighting






















(d) LOFAR(5;16;1200;189000;1;0;10) - uniform
weighting






















(e) Ideal UV distribution - natural weighting






















(f) Ideal UV distribution - uniform weighting
Figure 6.13. Cross cuts of the PS function of different (weighted) UV distributions
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come much smaller. This observation can be seen from the right panels of Fig-
ure 6.13. Clearly, the average and maximum PS function cross cuts corresponding to
the AC+AI solution and LOFAR(5;16;1200;189000;1;0;10) become more or less equal.
The main effect of uniform weighting is that it lowers the basis of the main lobe
and the surrounding sidelobe level. This effect can be explained from the fact that
uniform weighting is most powerful at the UV plane’s origin because of the high
UV density per surface area. Specifically, the cells at the center of the fine-meshed
UV grid holding the UV sampling distribution contain more than one hundred UV
points. By weighting down these cells, the basis of the main lobe is decreased,
thereby narrowing the main lobe and bringing down the surrounding sidelobe level.
Another observation from Figure 6.13 is that uniform weighting is the least pow-
erful for the ideal UV distribution. The basis of the main lobe is reduced to some
extent, but is still wider than the bases of the main lobes of the other PS functions. A
possible explanation for this observation is the sharp cutoff in UV coverage near the
origin of the UV plane and in the outer rim of the UVBIN distribution.
A last observation is that UV point clusters contribute to sidelobe peak fluc-
tuations. While the maximum cross cuts of the PS function corresponding to
the ideal UV distribution are only fluctuating in a small margin, the maxi-
mum cross cuts of the PS functions corresponding to the AC+AI solution and
LOFAR(5;16;1200;189000;1;0;10) are fluctuating in a broad margin. Even uniform
weighting is not capable in erasing all the UV point clusters.
So far, we did not discuss the signal-to-noise ratio. The signal-to-noise ratio is
influenced by the weights assigned to the UV points (see Section 5.4.1). LOFAR
needs a density weighting function to reduce the effects of the UV point clusters.
Moreover, it needs a tapering function to control the shape of the main lobe of the
PS function. These functions will lower the signal-to-noise ratio. Therefore, it is
interesting to find out the effects of UV point weighting on the signal-to-noise ratio
for both the AC+AI solution and LOFAR(5;16;1200;189000;1;0;10).
6.8 Evolutionary Algorithms
The algorithm described in Section 6.7 is a deterministic construction method. In
order to evaluate its performance (i.e., the ability to find minimal radio arrays for a
given level of imaging reliability) we use a local search method as benchmark method.
Aarts and Lenstra (1997) describes a local search method as an instantiation of a
search scheme that uses a neighborhood structure to guide the search towards good
solutions. The local search method we present here is an evolutionary algorithm (EA).
An EA is a random search technique that uses the principles of population genet-
ics and evolution theory to evolve the fitness of a population (Aarts and Lenstra,
1997). These principles are, among others, selection, recombination, mutation, and
survivability (Darwin, 1859). EAs date back to at least the 1950s (Spears et al., 1993).
An EA performs a computer simulation to copy an evolution of an initial popu-
lation with respect to stochastic parameters. The population members can be repre-
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sented in different ways, among others, real-valued vectors, bit strings, graphs, and
ordered lists (Spears et al., 1993). They are usually encoded for efficient use by com-
puter programs. The encoding is crucial for an EA since it also determines the ability
to explore the individual space of the problem (see below).
For an EA three spaces are relevant: individual space, decision space, and objective
space (Zitzler, 1999). The individual space is the space in which the population mem-
bers are originally represented. The decision space is the space in which genetic
operations are carried out. When the population members are not encoded, then the
decision space equals the individual space. The objective space is the space in which
the population members are evaluated.
A typical EA assumes a constant size for the populations, although that is not
a strict requirement. An EA starts by creating an initial population in the decision
space. Then, this population is evolved over time by evolutionary operations. Each
iteration corresponds to one generation. In each iteration, selection of population
members takes place on the basis of goodness of fit. The selected members are called
parents. They will be used to create offspring. The process of creating the offspring is
called recombination (or crossover). The offspring of the parents is referred to as chil-
dren. After that, the children have the opportunity to adapt to the local environment.
The adaption process is called mutation. At the end of each iteration, the children are
evaluated in the objective space, and it is determined which of the parents and chil-
dren end up in the next generation. The selection of members ending up in the next
generation is called survivability. The EA usually terminates when a certain num-
ber of generations is reached or when the best member has not been improved for a
number of generations. A formal description of a typical EA is given below.
Evolutionary algorithm
Input: the population size N and the maximum number of generations t∗.
Output: an evolved population Pt∗ .
Step 1 (Initialization) Define the individual space, the decision space, and the ob-
jective space. Create an initial population P0 of size N . Evaluate the fitness
of the population members. Set t = 0. Go to Step 2.
Step 2 (Termination) If the maximum number of generation t∗ has been reached,
output Pt∗ and exit. Else go to Step 3.
Step 3a (Selection) Select a subset of the population members using their fitness.
This gives the parents. Select N pairs of parents from this subset.
Step 3b (Recombination) Recombine the N pairs of parents to form N pairs of
new population members. This gives the children.
Step 3c (Mutation) Mutate the N pairs of children.
Step 3d (Survivability) Evaluate the fitness of the 2N children and select N of
them on the basis of their fitness. These children constitute the next popula-
tion Pt+1. Set t = t+ 1. Return to Step 2.
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There are nowadays many varieties of EAs. Evolutionary programming algorithms
(Fogel et al., 1966) focus on optimizing continuous functions by mutation operations.
The population members are represented by real-valued vectors. Evolution strategy
(ES) algorithms (Rechenberg, 1973; Schwefel, 1981) focus on optimizing continuous
functions by recombination and mutation operations. The population members are
usually represented by real-valued vectors. Individuals are selected uniformly as
parents and the new population members are selected by deterministic survivability
rules known as the (µ, λ)-ES and the (µ+λ)-ES. Here, the symbol µ refers to the size
of the parent population and the symbol λ refers to the size of the child population.
In a (µ, λ)-ES the next generation is determined by the µ best of the child population.
In a (µ + λ)-ES the next generation is determined by the µ best of both the parent
and child population. Genetic algorithms (GA) (Holland, 1975) focus on optimizing
combinatorial problems by recombination and mutation, and possibly other genetic
operations. The population members are in general encoded by binary strings of 0s
and 1s. The parent selection is done by a probabilistic function describing the fitness
of the population members. It is common to create N children from N parents and
replace the parents by their offspring. A complete work on GAs is provided by
Goldberg (1989). Genetic programs (De Garis, 1990; Koza, 1991) focus on evolving
computer programs. They are normally represented as tree structures in memory.
The recombination consists of swapping subtrees from two tree structures.
6.8.1 ES Algorithm for the PADP
The algorithm of Cohanim et al. (2004) is best characterized as a GA. It maximizes
the sampling rate of the UV distribution and minimizes the required cabling (see
Section 6.3). A disadvantage of a GA is that its convergence depends on the initial
population. Using VLA-like, triangle, Reuleaux triangle, and ring arrays as seeds,
which lie close to the (empirical) Pareto front, the populations evolve away from the
Pareto front indicating that the average fitness of the population decreases during
the operation of the algorithm. In contrast, inferior non-geometric seeds let the GA
evolve the populations in the direction of the Pareto front (but they do not reach it).
We require an EA that improves the sampling rate of the UV distribution. Since
our EA will be used to evaluate the algorithm of Section 6.7, we have to ensure
that it has the characteristics of a hill-climbing algorithm, independent of the initial
population. In addition, the population should be kept as diverse as possible since
it is likely that there exist many good array designs that are mutually very different.
Thus, the best choice for the array design problem is an evolution strategy algorithm.
The ES algorithm will be described by means of the encoding of the radio arrays
in decision space, the initial population, and the principle operators to evolve the
radio arrays. In addition, we discuss how the diversity of the radio array popula-
tions can be retained. Population diversity is crucial in order to efficiently search the
individual space for high-quality radio arrays. Specifically, when the population di-
versity is low, then many similar radio arrays may be produced during the execution
of an ES algorithm thereby slowing down its improvement rate.
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Encoding of Radio Arrays
We do not choose an encoding for the radio arrays. We simply use the real-valued
(x,y) coordinates of the antenna systems to evolve them. Transforming a radio array
into a base-2 representation yields many bit-values in the decision space. Moreover,
the geographical structure is lost by the transformation. Since EAs are computa-
tionally expensive it is important that we search the decision space as efficient as
possible.
Initial Population
The initial population consists of arrays with a compact core of antenna systems and
a log-spiral. These radio arrays give UV distributions with a high sampling rate.
The main disadvantage of them is that they are centrally condensed. In order to
increase the diversity of the initial population, the radio arrays are translated across
the telescope’s region (i.e., a disk) to obtain non-central radio arrays as well.
The translation is done by means of the vector
→
c1c2, with c1 the center of the disk
and c2 another (randomly selected) point from the disk. As a consequence, it may
happen that some antenna systems are not in the original disk anymore. These an-






xc1 where x expresses
the location of the antenna system outside the disk. The second translation vector
ensures that none of the antenna systems is located outside the disk.
Figure 6.14 shows the translation of antenna systems graphically. The vertices
A and B correspond to non-translated antenna systems. The vertices A′ and B′ are
their images, respectively. Antenna system B′ is now located outside the disk. By






xc1 antenna system B is moved back
to the original disk, but now on the location B′′.
Figure 6.14. The translation of antenna systems in a disk
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Principle Evolution Strategy Operators
Selection The population members, that become parents, are selected by using a
uniform distribution. For K ≥ 1, we select K times a pair of individuals from a K-
sized population. Each pair of individuals is used to create two offsprings, so that in
total 2K children are produced. Note that each population member generates two
children on average.
Recombination Recombination is carried out on pairs of radio arrays by swapping
a subset of their antenna systems. The rate at which recombination is performed is
indicated by pr (i.e., the recombination rate). The number of antenna systems NA
that is swapped between array pairs is drawn from a discrete uniform distribution.
The possible values of the distribution are 1, 2, . . . , bNAqrc, where qr indicates the
proportion of the antenna systems that can be swapped (i.e., the recombination share).
The antenna systems that are swapped are selected at random.
Mutation Mutation is carried out by slightly perturbing a subset of the antenna
systems. The rate at which mutation is performed is indicated by pm (i.e., the mu-
tation rate). The number of antenna systems that is perturbed is equal to bNAqmc,
where qm is the proportion of antenna systems that is perturbed (i.e., the mutation
share). Again, the antenna systems that are perturbed are selected at random. The
size of the perturbation is determined by the parameter rm (i.e., the mutation change).
The perturbation of an antenna system is carried out as follows. We first determine
a random direction of the perturbation. Then, we calculate the distance d from its
location to the boundary of the telescope’s region and move the antenna system by
drc units in the selected direction.
Survivability The radio arrays are evaluated by means of the percentage of empty
bins in the LOFAR adaptive grid (see Section 5.6.4). The percentage of covered bins
forms the measure of fitness. The arrays that end up in the next generation are de-
termined by a (µ+λ)-ES. Since theK members of the population create 2K children,
the survivability rule is a (K + 2K)-ES. The K best arrays from the parent and child
population end up in the next generation.
Population Diversity
In an EA it is important to evolve a population with the fewest instructions as pos-
sible. At the same time an EA should be able to cover the entire individual space.
Therefore, the balance between convergence pressure and population diversity is cru-
cial for the performance of the algorithm. Premature convergence may lead to few
unique solutions or a single solution, and therefore to a low population diversity. On
the other hand, an EA that retains diversity in the population members may suffer
from convergence.
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In general, an EA loses diversity due to its selection pressure. The selection pres-
sure is the degree to which the better individuals are favored relative to all the in-
dividuals (Miller and Goldberg, 1996). It is often defined by the time needed to fill
the population completely with the best individual when only selection takes place.
In our case, the selection pressure is minimal due the random selection scheme. The
loss of diversity in our algorithm is mainly caused by the interaction of the recombi-
nation and mutation operator, and the (µ + λ)-ES. The recombination and mutation
rate have to be set sufficiently high to ensure that the children differ significantly
from their parents. Otherwise the (µ + λ)-ES will result in premature convergence
and a population with low diversity.
Several methods have been developed to retain population diversity, among
others, fitness sharing (Goldberg and Richardson, 1987), restricted mating (Goldberg,
1989), isolation by distance (i.e., spatial mating and migration) (Ryan, 1996), crowding
(De Jong, 1975), and reinitialization. We use migration and the concept of restricted
survivability to retain population diversity.
Migration The genetic operation of migration is used in the Stepping Stone or Is-
lands model (Ryan, 1996). The population is divided into N subpopulations which
are distributed among N islands. Each subpopulation evolves on its own island, but
at certain moments several members of the subpopulations migrate to other islands.
We use migration to evolve arrays in different regions of the individual space. It
allows to let the principle ES operators work more effectively since they are applied
to much smaller subpopulations. The migration strategy applied is to exchange ra-
dio arrays between pairs of randomly selected subpopulations. The migration strat-
egy will be repeated after a fixed number of elapsed generations (i.e., Nmig).
Restricted survivability In order to further control the population diversity we re-
strict similar solutions to be part of the same population. For each individual i we
define a neighborhood structure to determine the individuals that are similar. The
neighborhood structure is obtained from Zitzler (1999). It is defined by a distance
measure dij and a niche radius σs. The distance measure dij measures the differ-
ence between individual i and individual j. The niche radius σs gives the threshold
value for which individual i and j are considered as similar, so individual j is in the
neighborhood of individual i when dij ≤ σs.
The radio array similarity is measured on the basis of a fine-meshed rectangular
grid that is laid across the telescope plane. Using the locations of the antenna systems
and the bins, the radio array is represented by the bins with an antenna system. The
distance measure dij is formed by the number of bins different between radio arrays
i and j. The niche radius σs is the number of bins that may be the same.
The restricted survivability is implemented as follows. For each subpopulation,
we create λ children arrays and place them in a list. Then, iteratively, we take the best
array from this list, decide on the replacement of a parent array by this child array,
and remove the child array from the list. Three situations have to be considered:
6.8. Evolutionary Algorithms 159
1. the array is not in the neighborhood of any parent array;
2. the array is in the neighborhood of only one parent array; and
3. the array is in the neighborhood of at least two parent arrays.
In situation 1, the worst parent array is replaced by the child array when it im-
proves it. Otherwise, no replacement action is carried out. In situation 2, the parent
array in the child array’s neighborhood is only replaced by the child array when
it improves it. Otherwise, no replacement action is carried out. In situation 3, no
parent array is replaced by the child array. Using this set of replacement rules, the
diversity in each subpopulation is retained.
When migration takes place it is possible that the arrays exchanged between sub-
populations cancel out the diversity of one or two of the subpopulations. Therefore,
we only exchange arrays when they are not in the neighborhood of the other subpop-
ulation’s radio arrays. Migration will be carried out one-by-one to ensure that the
population diversity is retained. Only radio arrays with the best fit are considered
for migration.
The Algorithmic Framework
Our ES algorithm is described by means of the flow diagram from Figure 6.15. It
considers two subpopulations. The restricted survivability is integrated in the sur-
vivability and the migration operator. The input of the ES algorithm consists of
values for the number of generations (Ngen), the size of the subpopulations (µ1 and
µ2), the size of the child subpopulations to evolve arrays (λ1 and λ2), the array size
(NA), the recombination rate (pr), the recombination share (qr), the mutation rate
(pm), the mutation share (qm), the mutation change (rm), the repeating frequency of
the migration strategy (Nmig), the niche radius (σs), and the width W and height
H of a bin. The output of the ES algorithm consists of the µ1 + µ2 best radio arrays.
The best radio array from all subpopulations can be chosen as the final output of the
algorithm.
6.8.2 Computational Experiments
In this section we demonstrate the ES algorithm for the LOFAR situation. The LO-
FAR adaptive grid is constructed by means of a fractional bandwidth of 10 percent
and 24 periods. The bounds of the grid are set to 500 and 360,000 meters, so that the
grid has 63 bands and 1,512 bins.
We have selected odd-armed LOFAR topologies for the initial population. The
number of spiral-shaped arms is randomly drawn from a uniform distribution to
yield LOFAR topologies consisting of 1, 3, 5, 7, 9, and 11 arms. The number of
antenna systems is set to 132 as in the LOFAR nominal design (De Vos, 2004). Tour-
nament selection is used to set up the initial population in order to strengthen the
ES algorithm. In fact, the radio arrays that constitute the initial population are se-
lected by k-way deterministic tournament selection. A k-way deterministic tournament
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Figure 6.15. Flow diagram of the ES algorithm
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selection is a tournament run among k randomly selected individuals to select the
best of them. We have set k to 100 and the best individual is selected each time to
end up in the initial population. This selection process is repeated 32 times in order
to create a population of 32 radio arrays. For the initial population obtained in this
way it holds that the best and the worst radio array yield 50 and 73 empty bins in the
LOFAR adaptive grid, respectively. These empty bin values can be qualified as good
compared to the number of empty bins yielded by the LOFAR UV distribution.
The initial radio arrays are equally distributed among four subpopulations.
These subpopulations are independently evolved over 1000 generations by means
of an (8 + 16)-ES. After each ten generations migration takes place by exchanging the
best two radio arrays between two randomly selected subpopulations. The restricted
survivability is implemented by using a square grid with bins of 25×25 kilometers.
The parameter σs is set to 10 percent of the size of the radio arrays.
The parameter settings are crucial for the performance of the ES algorithm. We
have considered different values for the parameters determining recombination and
mutation. Table 6.4 shows the values of these parameters in the simulation study.
These parameters define 200 scenarios since there 200 possible combinations, i.e.,
(5)(5)(1)(8)(1) = 50. Since the recombination share and mutation rate are in-
effective when the recombination rate is 0%, there are 168 unique scenarios, i.e.,
(4)(5)(1)(8)(1) + (1)(1)(1)(8)(1) = 168. The ES algorithm is run on these instances,
each time with the same initial population.
Table 6.4. Parameter settings of the ES algorithm
Parameter Values (%)
xrate (pr) 0, 25, 50, 75, 100
xshare (qr) 10, 20, 30, 40, 50
mrate (pm) 50
mshare (qm) 1, 2, 3, 4, 5, 10, 25, 50
mchange (rm) 10
Table 6.5 shows the results of the ten best and the ten worst simulation runs.
Each row represents the parameter settings and optimization results of a simulation
run. The first column refers to the instances. Columns 2-6 give the parameter values
that determine recombination and mutation. Columns 7 and 8 represent the number
of empty bins in the LOFAR adaptive grid corresponding to the best (“B”) and the
worst radio array (“W”). Columns 9-11 denote the types of improvements on the
radio arrays. The code “I” is used for an improvement due to recombination, the
code “II” is used for an improvement due to mutation, and the code “III” is used
for an improvement due to both recombination and mutation. The numbers in the
respective columns denote the number of feasible improvements realized.
Table 6.5 shows that many improvements are realized by perturbing a single an-
tenna system. This can be seen from rows 1-10 which indicate that the mutation share
equals 1% for the ten best simulation runs. The number of mutation improvements
varies from 270 to 429 (column “II”). Improvements are also realized by recombina-
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Table 6.5. Best and worst results of the ES algorithm
no. xrate xshare mrate mshare mchange B W I II III
(%) (%) (%) (%) (%)
1 50 10 50 1 10 24 57 59 363 51
2 75 10 50 1 10 26 55 83 277 80
3 25 10 50 1 10 28 60 37 429 17
4 25 30 50 1 10 29 59 14 425 12
5 75 30 50 1 10 29 61 45 279 53
6 25 20 50 1 10 29 63 18 405 16
7 50 30 50 1 10 30 56 33 357 37
8 75 20 50 1 10 30 58 77 270 71
9 25 50 50 1 10 30 59 11 424 11
10 50 40 50 1 10 30 61 21 378 31
159 25 40 50 50 10 49 72 41 0 0
160 0 - - 5 10 49 73 0 36 0
161 25 30 50 50 10 49 73 47 0 0
162 25 50 50 25 10 49 73 36 0 0
163 50 40 50 5 10 50 70 52 24 4
164 25 50 50 50 10 50 72 45 0 0
165 0 - - 10 10 50 73 0 1 0
166 0 - - 25 10 50 73 0 0 0
167 0 - - 50 10 50 73 0 0 0
168 25 40 50 25 10 50 73 38 0 0
tion (column “I”) and by both recombination and mutation (column “III”), but their
numbers are much smaller than those realized by mutation. Moreover, the number
of improvements shown are much larger than those corresponding to the worst in-
stances given in rows 11-20. The effect of the parameter mutation share for all the
scenarios is represented by Figure 6.16. The top figure represents a clustered bar
graph representing the average number of empty bins of the best and worst radio
array in the final population for each category defined by the parameter mutation
share. The bottom figure also represents a clustered bar graph, but now it represents
the average number of improvements due to recombination, mutation, and both re-
combination and mutation per category.
Clearly, the best results are obtained when the mutation share is set to 1%. For
this scenario, the average number of empty bins of the best and the worst array are
about 30 and 60, respectively. A possible explanation is that radio arrays are more
easily improved by a single adjustment than by several adjustments because of a
craggy objective space. When the mutation share is increased, the mutation operator
becomes ineffective. The larger the value of mutation share, the lower the effectivity
of the mutation operator. In fact, if the mutation share is set to 10%, 25%, or 50%, then
the mutation operator does not yield improvements anymore. This result follows
from the bottom figure which shows that the bars representing the categories “II”
and “III” disappear. Thus, the radio arrays are mainly improved by perturbing one
or two antenna systems.
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III: Recombination and Mutation
Figure 6.16. Effects of the ES parameter “mutation share” on the UV coverage
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Another result of Figure 6.16 is that when the mutation operator becomes inef-
fective, the recombination operator performs better. The bars that represent recom-
bination in the bottom figure are higher for larger mutation shares. An explanation
for this phenomenon is that radio arrays have some improvement slack. When the
mutation share increases, the recombination operator takes over the tasks of the mu-
tation operator to improve radio arrays. The apparent dip at a mutation share of
5% with respect to the number of recombination occurrences is probably explained
by the random behavior of the ES algorithm. Note that an improvement on a radio
array realized in an early stage of the algorithm may have a negative long-lasting
effect on future improvements.
The main result of the ES study is that the best radio array produced still yields 24
empty bins. The result is unexpected since we know that it is possible to completely
cover the bins of the grid with a radio array of 110 antenna systems, which has been
obtained by using the AC+AI algorithm (see Section 6.7.3). This radio array has 22
antenna systems and 2,651 baselines less than the radio arrays used in the ES study.
The following reasons could explain the unexpected behavior of our ES algorithm:
• the initial population is inferior;
• the number of generations is too low;
• the size of the subpopulations is too small;
• the size of the population is too small;
• the recombination and mutation parameter are not properly specified;
• the neighborhood structure is too large;
• the recombination and/or mutation operator are ineffective;
• the decision space is too large.
• the objective space is highly nonlinear; and
• the gradient-search character of the ES algorithm.
The quality of the solutions can be strongly influenced by the initial population
and the total number of generations. Therefore, one particular scenario is run with
an improved initial population and a much larger number of generations. The best
scenario of Table 6.5 is selected for the simulation. The initial population is improved
by 1,000-way deterministic tournament selections. The number of generations is
increased to 10,000.
Figure 6.17 shows the the evolution process of the initial population for the best
scenario of Table 6.5. It represents the evolution of the best, second best, average,
second worst, and worst radio array. The progress in fitness is shown by a stair-step
graph. The stair line corresponding to ’average’ shows that the ES algorithm has
not converged yet. Note that convergence means that this stair line starts running
’horizontally’.
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Figure 6.17. The evolution process of a radio array population
Figure 6.17 also reveals that the improvement in the initial population does not
have a lasting effect after 1,000 generations. In fact, the best radio array is degraded
from 24 to 27 empty bins. Hence, some radio arrays are more easily adjusted than
other ones. Figure 6.17 further shows that the worst radio array is improved only six
times from generation 2,000 to 10,000. Since our ES algorithm focuses on improving
the worst radio array, the principle ES operators generate radio arrays which are
inferior or in the neighborhood of at two ’parent’ arrays. Otherwise, the stair line
that corresponds to ’worst’ would have shown many more downward steps. The
latter result indicates that the neighborhood of the radio arrays should be cut back
(at the expense of population diversity).
Increasing the size and/or the number of subpopulations improves the popula-
tion diversity, but results in more computation time as a consequence of more UV
distribution calculations due to the larger population size and the (8 + 16)-ES. In ad-
dition, the ES algorithm will spend less time on the best radio arrays, meaning that
the converge speed slows down to some extent. Since radio arrays are mainly im-
proved due to mutation, we expect that an increase in the size and/or the number of
subpopulations does not pay off with respect to solution quality.
The principle ES operators of recombination and mutation have a significant ef-
fect on the performance of the ES algorithm. We have found that the mutation share
is a crucial parameter. Since we have only considered a small range of values for the
parameters varied, it is likely that there other parameter settings with similar or bet-
ter performance. Moreover, neither the parameters of mutation rate and mutation
change have been varied, nor the neighborhood size of the radio arrays. These pa-
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rameters should be varied as well to investigate whether the LOFAR adaptive grid
can be completely covered with UV points.
The ES algorithm is applied to yield a radio array with an exponential UV distri-
bution. Since the principle ES operators operate more or less in favor of a uniform
UV distribution, they can be ineffective to a great extent. There can be other oper-
ators that are more powerful in improving radio arrays with respect to a centrally-
condensed UV distribution. Since it is not known which type of radio array gives
the optimal UV distribution, it is also not known which operators should be used in
the ES algorithm to evolve radio arrays towards this type.
So far, we did not discuss the size of the decision space and the nonlinearity of the
objective space. Since the decision variables are the locations of the antenna systems,
we have to decide upon NA locations in continuous space to build a radio array of
NA antenna systems. Since the imaging performance depends on the array’s base-
lines measured by some metric of the UV distribution, which is given in the objective
space, the decision space is large and the objective space likely to be nonlinear. That
is, by changing the location of one antenna system, NA − 1 baselines change with
respect to both length and orientation. The imaging performance can change dra-
matically by the shift of a single antenna system. A recombination of radio arrays
has even a larger effect on the imaging performance.
The nonlinearity of the objective space of the array design problem is also notified
by Cohanim et al. (2004): “if one good array configuration swaps station placement
information with another good array configuration, the resulting array is not nec-
essarily going to be an improvement, but more than likely it will be less optimal if
the arrays are very different from each other.” We go one step beyond this. We say
that good arrays are less likely to be improved by swapping station placement infor-
mation when a centrally-condensed UV distribution is required than in the case one
strives towards a uniform one.
Finally, the ES algorithm can be characterized as a gradient-descent method. It is
not capable of detoriating radio arrays in order to escape from local optima. Since
the array design problem has many decision variables and the objective space is non-
linear, the algorithm may produce locally optimal radio arrays which are extremely
poor regarding the optimal one (i.e., the radio array that covers all bins of the LOFAR
adaptive grid with the smallest number of antenna systems).
The inferior behavior of the ES algorithm is most likely explained by the reasons
mentioned in the previous four paragraphs. The recombination and the mutation
operators do not adequately deal with the size of the decision space and the non-
linearity of the objective space. In fact, we expect the objective space to be highly
nonlinear since we require a centrally-condensed UV distribution.
The AC algorithm (see Section 6.7) does not seem to be influenced by the non-
linearity of the objective space. When we perform the algorithm many times, we
find radio arrays that completely cover the LOFAR adaptive grid with UV points by
means of a relatively small number of antenna systems. Of course, we do not know
how much the radio arrays deviate from optimality, but we obtain a better imaging
reliability and sampling rate than is realized by the best arrays of the ES algorithm.
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6.9 Additional Research Topics
In this section we give additional research topics related to radio array design. We
consider the following topics:
• employing MILP to the CADP;
• developing techniques for improving the UV distribution;
• investigating the effect of UV point weighting on the signal-to-noise ratio, side-
lobe level, and the angular resolution; and
• developing density weighting functions to weight down UV point clusters.
An interesting research direction is to find out to which extent MILP can be
brought in to solve the CADP. Although the MILP model of Section 6.6 consists of
many variables and constraints it is informative to know which model size can still
be reasonably dealt with by computers. The strength of the MILP formulation is that
it can be used to find a minimal array. It informs the manager about the minimum
budget needed to build a given radio array.
The UV distributions of our AC+AI solutions have in general irregularly dis-
tributed UV point clusters. Local search techniques could be developed to better
distribute the UV point clusters. A prototype of an algorithm is one that detects the
largest UV point cluster and then determines antenna systems’ replacements to cut
down this UV point cluster. Another prototype of an algorithm is one that finds an
antenna system with the largest contribution to a UV point cluster and then reposi-
tions this antenna system so that it decreases the largest hole in the UV distribution.
The problem of identifying unusual large cell counts in a grid has common
ground with the field of data mining. It is the problem of finding outliers in categor-
ical data. The subject of outlier identification is well described in Hawkins (1980).
Outlier detection methods for multidimensional datasets are given in Barnett and
Lewis (1994), Knorr and Ng (1997), Knorr and Ng (1998), Johnson et al. (1998), Knorr
and Ng (1999), Knorr et al. (2000), Breunig et al. (2000), Papadimitriou and Faloutsos
(2003), and He et al. (2005). These methods present ideas which can probably be used
to detect UV point clusters.
Furthermore, we recommend to study the effect of UV point weighting on the
signal-to-noise ratio, the sidelobe level, and the angular resolution. It is not clear
what the optimal trade-off is between these characteristics of the imaging perfor-
mance. This holds in particular for centrally-condensed radio arrays which yield
UV distributions with point clusters that largely contribute to the PS function’s side-
lobe level. For example, in Sakhaei et al. (2006) the signal-to-noise ratio is optimized
given a maximum level for the peak sidelobes.
Finally, it is worthwhile to develop new density weighting functions in light of
radio arrays that yield sparse uneven UV distributions. The existing density weight-
ing functions are probably optimal for radial symmetric radio arrays, but may be
poor for radio arrays with an uneven spread of the antenna systems.
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6.10 Conclusions
In this chapter we have described the array design problem from two perspec-
tives. We have explained the problem from an astronomical perspective, which is
focused on maximizing the imaging performance given a number of antenna sys-
tems. We have also approached the problem from the perspective of operations re-
search, which takes into account the logistic costs as well. A new conceptual model
has been proposed called the cost-based array design problem (CADP). This model’s
objective is to minimize the number of antenna systems given a required level of
imaging reliability.
We have presented an algorithm that heuristically solves the CADP. Our compu-
tational experiments revealed that the algorithm is very powerful in sampling the
UV plane with a relatively small number of antenna systems. Although the num-
ber of antenna systems found by the algorithm is variable, its general performance
is much better than that of a state-of-the-art evolution strategy (ES) algorithm. The
reason of the low performance of the ES algorithm is likely to be found in the non-
linearity of the objective space.
Our algorithm can be used to find a lower bound for the number of antenna sys-
tems needed to yield sufficient UV coverage. It is beneficial to execute the algorithm
multiple times in order to find a radio array with a small number of antenna sys-
tems. It also makes sense to enlarge the telescope’s region with respect to obtaining
a better spread of the UV point clusters. A disadvantage of the algorithm is that it
generates a radio array with potentially large density variations in the UV distribu-
tion. Therefore, the average and maximum sidelobe level of the corresponding PS
function are usually worse than those of the PS function of a radial symmetric de-
sign. Another disadvantage of the algorithm is that it does not find a cable-efficient
design in general.
