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We analyze the properties of a 2D topological code derived by concatenating the J4, 2, 2K
code with the toric/surface code, or alternatively by removing check operators from
the 2D square-octagon or 4.8.8 color code. We show that the resulting code has a
circuit-based noise threshold of ∼ 0.41% (compared to ∼ 0.6% for the toric code in a
similar scenario), which is higher than any known 2D color code. We believe that the
construction may be of interest for hardware in which one wants to use both long-range
two-qubit gates as well as short-range gates between small clusters of qubits.
Keywords: quantum error correction, color codes, noise threshold
Communicated by: to be filled by the Editorial
1 Introduction
Quantum error correction (QEC) is believed to be a necessity for quantum computing. Two-
dimensional topological quantum error correcting codes are the leading contenders for the
implementation of quantum error correction due to the practical appeal of 2D qubit connec-
tivity, relatively high noise thresholds, and universal fault-tolerant gate constructions (see
e.g. the review [1]). Two popular families of 2D topological codes are toric/surface codes
[2] and color codes [3], which we briefly introduce in Sections 1.2 and 1.3 for completeness.
The surface code architecture is based on planar qubit connectivity of low degree (each qubit
participating in four parity checks, each parity check involving four qubits), and has a very
high noise threshold 0.6%−1% [4, 5], when all gate error rates are identical. These advantages
make it the focus of current experimental research.
In this manuscript, we consider a scenario in which multi-qubit gates may have different
error rates, with long-range gates having higher rates than short-range gates. Previous work
[6] has considered extremely noisy long-range operations which connect relatively large regions
of low-noise surface code tiles. We consider a scenario in which only a small region, called a
cluster, is connected by short-range gates, with error rates for short- and long-range operations
that are similar, though not necessarily identical.
In order to arrive at a more clustered layout, we simply concatenate the toric code with a
four-qubit code which encodes two qubits, the J4, 2, 2K code. This code by itself is a natural
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2 Noise Thresholds for the J4, 2, 2K-concatenated Toric Code
testbed to assess the quality of parity check measurements as it is the smallest code which can
detect a single error. Alternatively, the J4, 2, 2K code can correct a single amplitude-damping
error [7, 8], thus providing protection against T1 errors. For these reasons implementing
the J4, 2, 2K code is a natural choice for early quantum error correction experiments. One
can imagine that the four qubits in each cluster are coupled to ancilla qubits for parity
check measurement using short-range gates. Once the capacity of each four-qubit cluster to
detect errors is established, one can tie these clusters together by surface code parity checks,
concatenating the toric code with the J4, 2, 2K code. The inter-cluster toric code parity check
measurements could be performed using long-range gates. Long-range connections could also
be established by creating and distilling entangled states between clusters. The point of this
work is not to prescribe how to use such a J4, 2, 2K-concatenated surface code (see Section 5
for ideas on superconducting qubit hardware, [9, 10] for implementations of similar codes using
perturbative gadgets and Majorana fermions), but to show that it may offer more flexibility
in designing a physical layout while attaining a high noise threshold, similar to the surface
code.
Coincidentally, the J4, 2, 2K-concatenated toric/surface code (or J4, 2, 2K-toric code for
short) is identical to a reduced or ‘light’ version of a 2D color code. Two-dimensional color
codes [3] are 2D topological codes which have an advantage over the surface code in the
transversality, and thus O(1) time and space overhead, of the Hadamard and the S gate (note
that these gates are not transversal in the J4, 2, 2K-toric code, see the discussion at the end
of Section 2). It has also been argued in [11] that, despite the lower noise threshold, the color
code qubit overhead is lower than that of the surface code.
Another possible advantage of the J4, 2, 2K-toric code over the surface code is that it can
interface, using lattice surgery [12], with a 3D color code in which the T gate is implemented
transversally [13]. An encoded T state ancilla can, through this method, be transferred fault-
tolerantly to a planar array for further Clifford processing. The Clifford processing itself
consists of cnot gates which can be realized on qubits encoded in surface code or triangular
color code sheets using lattice surgery along boundaries of the sheets [14, 1, 11]. It may be
possible to do a phase S = diag(1, i) and Hadamard gate in the J4, 2, 2K-toric code or a plain
surface code if one encodes in lattice defects as in [15].
2D color codes have lower thresholds than the surface code, limiting their experimental
feasibility in the near term. This is often attributed to the increased weight of the check
operators (six for a hexagonal color code, and four or eight for the square-octagon color
code). In the circuit-based noise model, which we also use in this paper (see Section 3),
one assumes that all elementary operations in the parity check circuits undergo errors. For
example, using a non-scalable decoder based on integer programming, a threshold of 0.082%
has been obtained for the triangular square-octagon (4.8.8) color code [16], although the noise
threshold assuming noiseless parity check measurements was found to be almost identical to
that of the toric code. Earlier work [17] estimated the noise threshold of triangular color
codes to be approximately 0.1%. More recent work [18] has shown, using a decoder which
maps the decoding problem onto three copies of a surface code decoding problem [19], that
a circuit-based noise threshold for the 4.8.8 color code of 0.14% can be attained. The high
threshold of the 2D color codes for noiseless parity check measurements (also called the code-
capacity threshold) suggests that their poor performance against circuit-based noise is due to
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Fig. 1. The toric code on a 5-by-5 lattice with periodic boundary conditions in both dimensions.
In this code a qubit is associated with each edge of the lattice, with stabilizer check operators
associated with the vertices and faces. The boundaries of faces (also called plaquettes) support a
check of the form Z⊗4, the co-boundaries of vertices (also called stars), support checks of the form
X⊗4. Sets of edges that wrap around the torus support the two sets of logical X and Z operators,
as shown above.
the diminished reliability of the syndrome information. In a circuit-based error model, the
reliability of the syndrome is directly affected by the number of qubits involved in the parity
check measurement as it determines the number of cnot gates.
In this paper, we show that a ‘light’ version of the 2D color code, namely the J4, 2, 2K-toric
code, in which we measure fewer parity checks than in a standard color code, has quite a high
noise threshold, almost the same as the toric code itself. This shows that the lower threshold
of the color code is not solely due to measuring high-weight check operators. We arrive at
these results by showing how the decoding problem is identical to that of the toric code and
by carefully optimizing the parity check circuits.
1.1 Overview
In Sections 1.2 and 1.3 we review the toric/surface code and 2D color codes. In Section 2 we
detail the check operators and logical operators of the J4, 2, 2K-toric code. We show how it
can be obtained from the square-octagon color code on a torus. In Section 3 we show that theJ4, 2, 2K-toric code can be decoded using minimum-weight perfect matching with a deformed
Manhattan metric. In Section 4 we present the noise thresholds obtained against various error
models. We conclude in Section 5 with a discussion.
1.2 Toric/Surface Codes
The standard example of a 2D topological code is the toric code [2, 20]. It is defined by
placing weight-four parity check operators on an l-by-l square lattice as in Figure 1. A toric
code on an l-by-l lattice has 2l2 physical qubits, two logical qubits and a distance d = l; it is aq
2l2, 2, l
y
code. The surface code which encodes a single qubit can be obtained by imposing
boundary conditions producing an
q
l2 + (l − 1)2, 1, ly code [21]. A qubit-overhead optimized
surface code encoding a single qubit can also be constructed with parameters
q
l2, 1, l
y
, see
Figure 2.
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Fig. 2. Surface code with qubits on vertices and parameters
q
l2, 1, l
y
, shown is l = 6. Grey
faces are X checks and white faces are Z checks. We can put a copy of this code with X and Z
interchanged on top of this code lattice such that there are two qubits per vertex. If we encode
those two qubits using the J4, 2, 2K code, one obtains a 4.8.8 color code encoding two logical qubits.
Fig. 3. A section of a square-octagon lattice. Each vertex has degree three, and the faces are
divided into three subsets, such that no two faces from the same subset are adjacent. This lattice
can, therefore, be used to define a 2D color code.
1.3 Color Codes
The two-dimensional color codes are obtained by placing qubits on the vertices of a lattice,
with both an X and Z stabilizer check Su(X) (resp. Su(Z)) on each face u of the lattice
[3]. The lattice must be trivalent (all vertices having degree three) and face three-colorable
(the set of faces must be divisible into three subsets such that no face from a given subset is
adjacent to another face from the same subset). This guarantees that each face is supported
on an even number of qubits, and that adjacent faces share exactly two vertices [22], implying
that all check operators commute. Examples of lattices obeying these trivalent and three-
colorable constraints are a lattice with hexagonal plaquettes and the square-octagon lattice
(see Figure 3). Note that one can associate a color to each edge so that the edge joins two
plaquettes of that color. For a lattice on the torus there is a linear dependency between
the check operators, namely the product of all Z stabilizer (resp. X) checks of one color
equals the product of Z (resp. X) check operators of another color, i.e. Πu∈BlueSu(X) =
Πu∈GreenSu(X) = Πu∈RedSu(X) and Πu∈BlueSu(Z) = Πu∈GreenSu(Z) = Πu∈RedSu(Z). In
order to calculate the number of logical qubits which are encoded by the lattice, one can use
the expression for the Euler characteristic, χ = |V | − |E| + |F | (χ = 0 for the torus). Here
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Fig. 4. Triangular color code encoding one qubit with d = 7: the logical string operators (either
X or Z) can run along the three boundaries and commute with all checks.
V is the set of vertices, E the set of edges and F the set of faces of the lattice. Trivalence of
the lattice implies that |E| = 32 |V | so that |V | = 2 |F |; the total number of qubits is even.
The number of logical qubits for the torus is the difference between the number of physical
qubits and the number of linearly-independent checks, in this case |V | − 2 |F | + 4 = 4. The
logical operators Xi, Zi, i = 1, . . . , 4 form non-trivial loops, running over edges of a specific
color, around the torus, similar to the toric code.
One can also define a color code with open boundaries, for example a triangular color code,
see Figure 4. One can obtain this triangular code by puncturing a trivalent lattice which covers
the sphere. Puncturing means that one removes a qubit and all the check operators which
act on it. For the sphere one has |V | − |E| + |F | = 2 so that |V | = 2 (|F | − 2), again even.
The unpunctured code then encodes no qubits. When one removes a single qubit (and its
associated checks, a total of six), the total number of physical qubits is odd. The triangular
code encodes a single qubit and the oddness of the number of physical qubits implies that
X = Xall and Z = Zall form a pair of anti-commuting logical operators (Xall acts as Pauli
X on all qubits in the lattice). A multi-qubit color code can be obtained using a polygon
of higher degree [23]. By multiplying these logical operators with check operators, one can
deform the logical operators to operators on a boundary of the triangular lattice. One can
associate a color to each boundary; the color of the removed check operator.
For this lattice, the parameters of the triangular code are
q
n = 12d
2 + d− 12 , 1, d
y
[16]. 2D
triangular color codes allow a transversal logical Hadamard and phase gate, that is, H = H⊗n,
and S = S⊗T ⊗S†⊗T with T being a subset of the vertices [22]. In addition, the logical cnot
can be performed using lattice surgery [14, 1, 11].
2 The J4, 2, 2K-toric code
We introduce a topological code on a square-octagon lattice with qubits on its vertices. We
can create this code by concatenating the toric code (or a surface code) with the J4, 2, 2K code
[24]. The stabilizer group of the J4, 2, 2K code is generated by the check operators XXXX
and ZZZZ and the code encodes two qubits with logical operators:
X1 = XIXI, X2 = IIXX, Z1 = IZIZ, Z2 = ZZII.
Placing the qubits on the corners of a square results in a layout for the check and logical
operators seen in Figure 5.
6 Noise Thresholds for the J4, 2, 2K-concatenated Toric Code
XX
XX
ZZ
ZZ
XX X
X Z
Z
ZZ
Fig. 5. The two stabilizer checks and four logical operators for the J4, 2, 2K code, placed on the
vertices of a square.
To concatenate, we replace every qubit of the toric code with a square or cluster with theJ4, 2, 2K code defined on its vertices:
Fig. 6. Each edge on the original toric code lattice is replaced with a square containing four qubits.
To produce the concatenated code check operators, the check operators of the toric code
are written in terms of the logical operators of the J4, 2, 2K code, and the check operators
of each cluster are added. We have the option of choosing one of the logical qubits of theJ4, 2, 2K code to be a gauge qubit, i.e. a qubit that will not be used and whose state can be
left to vary or be fixed. We will select the logical qubit such that the logical Z (to become
part of a Z
⊗4
check) is on a side of the square which is parallel to the edge of the underlying
square lattice. With this selection, the toric code check operators become the check operators
seen in Figure 7 when written using the logical operators of the J4, 2, 2K code.
This concatenated code, the J4, 2, 2K-toric code, encodes 2 logical qubits (the logical qubits
of the toric code) and 2l2 gauge qubits (one gauge qubit per cluster of four qubits). The total
number of qubits is 8l2 and the distance of the code is 2l as the logical operator of the
toric code must have support in l separate clusters and on two qubits per cluster. Thus the
parameters of this code are J8l2, 2, 2lK, showing that the qubit overhead for a given distance
is identical to the toric code.
A ‘full’ color code on the 4.8.8 lattice can also be obtained by concatenating the J4, 2, 2K
code and the toric code. This requires two toric codes for concatenation, one with Z checks
on plaquettes and X checks on stars as usual, and one with Z checks on stars and X checks on
plaquettes. This construction can also use two rotated surface codes (see Figure 2), resulting
in a color code on a lattice with four open boundaries, encoding two logical qubits.
General relations showing that D-dimensional color codes can be viewed as multiple copies
of surface codes up to local unitary transformations and addition and removal of ancilla qubits
exist, even in the presence of boundaries, see e.g. [23, 25, 26]. Thus, we see a very concrete
realization of this mapping using code concatenation: the code concatenation perspective
directly suggests ways of doing noisy syndrome measurements and implementing a decoder.
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Fig. 7. Check operators and logical Pauli operators for the J4, 2, 2K-toric code. The blue octagon
supports a Z check, the green octagon supports an X check, the red squares support both X and
Z checks.
One can obtain the 4.6.12 color code lattice [16] from an identical concatenation step of two
copies of the toric code with the J4, 2, 2K code: one starts with a hexagonal toric code lattice
with qubits on edges. The code has hexagonal weight-six plaquettes and weight-three stars
which upon concatenation with the J4, 2, 2K code become weight-twelve checks and weight-six
checks respectively. Similarly, it is possible to obtain the 6.6.6 color code from concatenating
the toric code and the J6, 4, 2K code, see Appendix A.
The difference between the full 4.8.8 color code and the J4, 2, 2K-toric code lies in the fact
that the full color code encodes an additional logical qubit whose logical operators are string
operators on the gauge qubits of J4, 2, 2K-toric code. In the J4, 2, 2K-toric code, we do not
correct for errors on these gauge qubits, nor do we fix their states by check measurements.
In other words, a simpler construction for the J4, 2, 2K-toric code begins with a color code
defined on a square-octagonal tiling and removes X checks from blue octagons and Z checks
from green octagons. In doing so, XX edges between green X-octagons become undetectable,
as do ZZ edges between blue Z octagons. These operators are precisely the gauge operators
of the J4, 2, 2K code defined earlier, as seen in Figure 8.
Given this relation between the surface code and the 4.8.8 color code, one can ask about
the properties of the triangular version of the concatenated surface code. This code is defined
as the triangular color code, with X and Z checks removed from blue and green plaquettes,
respectively. Unfortunately, one can now multiply the logical operator of the encoded qubit
by the weight-two gauge operators to reduce its weight to one, see Figure 9. To see this,
take a logical Z running along the green boundary in Figure 4: on each square touching
this boundary we can remove its support by multiplication with a blue ZZ edge. Thus, for
the qubit encoded in the triangular code to have high distance, one needs to fix (and thus
measure) all the stabilizer checks of the color code. This is unfortunate, as the triangular
color code has a transversal S gate, which arises partially due to the oddness of the number
of physical qubits. It is obvious that any concatenation of a surface code or copies of a surface
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X X
X X
Z
Z
Z
Z
Fig. 8. Gauge logical operators produced by removing stabilizer checks from octagonal faces as
defined above. These operators are precisely the logical operators for the unused gauge qubits in
the J4, 2, 2K code used in the concatenation scheme.
X Z
Fig. 9. Triangular boundary conditions for the J4, 2, 2K-toric code induce low-weight logical oper-
ators which are shown.
code with the J4, 2, 2K code always results in a logical X which acts on an even number of
qubits, thus simple transversality of the S gate is excluded for any J4, 2, 2K-concatenated
surface code.
In the following section, we compare the performance of the toric code and the J4, 2, 2K-
toric code, focusing on the error threshold.
3 Decoding
To determine the ability of topological codes to correct errors, they are commonly subjected
to random errors using three scenarios:
Data-Only Errors in which every qubit in the lattice is acted upon by a Pauli X and Z
with probability p. These errors are detected at the points where they anticommute
with local stabilizer checks.
Data & Syndrome Errors in which errors act on the lattice as above, and syndrome mea-
surements are subject to symmetric bit-flip with probability q (usually set to p for
simplicity). In this scenario, faulty measurements are repeated, typically d times. The
resulting measurement record is then decoded.
Circuit-Based Errors in which errors act on the lattice and syndrome measurements as
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Fig. 10. The syndrome pattern produced by X or Z errors on the highlighted vertices, for error
chains which produce two or three violated stabilizer checks.
above, but faulty operations are modeled by perfect operations, followed by a random
Pauli, sampled uniformly from the set of one- or two-qubit Paulis [4]. In this work, we
assume that each operation (including the identity) is subject to the same error rate p,
unless otherwise noted.
In each of these scenarios, a logical error rate can be estimated by performing a large number
of Monte Carlo trials of the appropriate decoding algorithm (104 for Figures 14, 15, 17, 19,
and 20 below).
The pattern of syndromes generated by errors acting on the color code is different from
that of the toric code. Instead of indicating the endpoints of connected chains, the vio-
lated stabilizer checks may also be at the endpoints of Y-shaped string-nets (see Figure 10).
This additional complication in the structure of the syndromes makes the problem of finding
optimal decoders for color codes more difficult. There are decoders based on the renormaliza-
tion group [27], and decoders which decompose the decoding problem into multiple instances
of minimum-weight perfect matching [19]. Using a non-scalable decoder based on integer
programming, thresholds of 10.56% (data-only errors), 3.05% (data & syndrome errors) and
0.082% (circuit-based errors) have been obtained for the color code on the square-octagon lat-
tice [16]. In [28] the highest possible noise threshold against data & syndrome errors occurring
with equal probability was found to be 4.5% for the 6.6.6 2D color code.
For the toric code the decoding problem is well understood. To restore the code state, it
is necessary to assign an error to the observed syndrome such that, with high probability, the
product of the assigned error with the actual error is an element in the stabilizer group. A
generated pattern of syndromes does not correspond uniquely to the error which caused it,
because any connected chain of errors on data qubits or syndrome bits produces syndromes
at its endpoints (see Figure 11).
Thus, decoding for the toric code can be accomplished by noting that the negative log-
likelihood of a pattern of errors forming a continuous chain is proportional to a weighted
Manhattan distance between the endpoints of the chain [20]. The problem is then reduced
to finding a set of pairs which minimizes the total length of the assigned error chains; a well-
studied combinatorial problem called minimum-weight perfect matching [29]. Under the three
error models described above, using an MWPM decoder, the toric code has threshold error
parameters of 10.3%, 2.9% and 0.6%, respectively [4, 30], identical to our results for the toric
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Fig. 11. Left: a syndrome in two dimensions, which can be generated by Z errors occurring on
the highlighted edges. The light gray paths are equivalent up to the action of an element of the
stabilizer group. The dark gray path differs from the light gray paths by the action of a logical
operator. Right: a syndrome in three dimensions, which can be generated by Z errors occurring
on the highlighted horizontal edges and measurement errors occurring on the vertical highlighted
edges.
code in Figures 14, 15 and 17.
Let us now examine the decoding problem for the J4, 2, 2K-toric code: it is also solvable
by minimum-weight perfect matching of a set of points in 2D or 3D. As in the toric and color
codes, the CSS nature of the J4, 2, 2K-toric code permits X and Z syndromes to be decoded
as though they are caused by uncorrelated errors, with a small loss in threshold if errors are
in fact correlated (though decoders exist which can compensate for this [31]). As in the toric
code, these syndromes occur at the endpoints of error chains. Figure 12 shows some examples
of error chains and their endpoints, which can be a pair of squares, a pair of octagons or a
square-octagon pair. Again, we see that we only need to find a minimum-length path between
non-trivial syndromes and paths which are the same in length (touch the same number of
qubits) are equivalent given the gauge qubit degrees of freedom. We can thus consider two
sublattices, one for correction of Z and one for the correction of X errors: the sublattices are
formed by X-squares and X-octagons and Z-squares and Z-octagons resp., see one sublattice
in Figure 13.
On the sublattice, one marks the checks with non-trivial syndromes (putting defect points
on the dual lattice) and one constructs a matching of all defects such that it minimizes the
total distance (over the lattice) between them. For a pair of defects on octagons, the minimum
path length can still be calculated using the Manhattan distance, taking into account toric
boundary conditions as for the toric code. For defect pairs where one or both defects are on a
square, the Manhattan distance may be smaller than the minimum path length, corresponding
to a path which traverses a forbidden octagon. However, the correct distance will be given
by the Manhattan-metric path connecting octagons neighbouring the square endpoints, with
an additional unit of length per square endpoint. Each square has two nearest-neighbour
octagons per syndrome type, so at most four octagon-octagon distances must be calculated
per syndrome pair. This adds minimal overhead to decoding.
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Fig. 12. Examples of Z and X error chains ending at defects (stabilizer checks with a syndrome
indicating the error type). Consider a single X error which is detected by the adjacent square and
octagon, see top-left. An X error on the qubit immediately to the right would have caused the
same syndrome, but we do not need to distinguish between the two errors as their product is a
gauge qubit logical X = XX. Two adjacent Z errors on a square can either be a gauge qubit Z,
going undetected (on the right), or detected by two adjacent octagons (on the left). In the latter
case, three other ZZ errors on the same square could have caused the same syndrome, but all are
related by stabilizer ZZZZ check and gauge qubit Z = ZZ on the square, hence we do not need
to resolve this ambiguity.
Fig. 13. Square-octagon lattice, with faces shaded over which a path may be constructed to assign
a length to a pair of syndromes indicating X errors.
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Fig. 14. Threshold comparison between the toric code and the J4, 2, 2K-toric code, for the “Data-
Only Errors” model from Section 3.
For scenarios in which the stabilizer check measurements may themselves be in error, we
consider the process of assigning a distance to changes in the measurement record which are
separated in time and space. In principle, we would assign different edge weights to time-like
edges representing errors in the measurement of different check operators. In order to provide
an accurate comparison with the toric code, however, we use uniform edge weights to obtain
thresholds in both the toric and J4, 2, 2K-toric codes in the following section.
We note that the mapping onto a minimum-weight matching problem (first used in [32])
is the same as for the full color code decoder in [19, 18] where matchings are sought for three
different sublattices, i.e. one sublattice of red squares and blue octagons, one sublattice of
red squares and green octagons and one sublattice of green and blue octagons. We have thus
shown that due to the gauge qubit degree of freedom the reduced color code can be decoded
by solving only one minimum-weight perfect matching problem.
4 Thresholds
We begin by comparing the J4, 2, 2K-toric code to the toric code in the “Data-Only Errors”
scenario in Figure 14. Given that check operator weight has no effect on the data-only error
model, it is perhaps expected that both possess a threshold near 10.3%. Nevertheless, this
similarity serves to demonstrate the efficacy of the punctured metric introduced in Section 3.
We consider the “Data & Syndrome Errors” scenario in Figure 15. Given that the addition
to the error model is identical in both cases, it is not surprising to see that the threshold is
the same, about 3%.
A more detailed treatment of the circuit-based error model is necessary, in part to show
the dependence of the error threshold on syndrome extraction circuit design. We treat the
circuit-based model in the following subsection.
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Fig. 15. Threshold comparison for an error model which includes syndrome errors with probability
p identical to the bit/phase-flip error rate.
4.1 Circuit-Based Errors
If we consider circuit-based errors, the form of the parity check circuits is relevant. For
the J4, 2, 2K-toric code, one could in principle do quantum error correction with the typical
procedure for concatenated codes. This means that one encodes the parity check circuits
for the toric code with the J4, 2, 2K code (since the data qubits are also encoded with theJ4, 2, 2K code). This means that a single ancilla qubit in |+〉 in a parity check circuit for the
toric code gets replaced by four qubits encoded in |+〉 of the J4, 2, 2K code. This four-qubit
ancilla could also be verified so that any single error in the ancilla preparation can only lead
to a single error on the four outgoing qubits (modulo gauge qubit errors). A single cnot
gate in the toric code parity check circuit would be replaced by two cnot gates. Between
each cnot gate one can possibly insert a quantum error correction step for the J4, 2, 2K code,
a measurement of XXXX and ZZZZ, to detect whether errors have occurred. We have
chosen not to consider this fully concatenated parity check circuitry here as it requires more
overhead, and the efficacy of this scheme is not immediately clear. The question to be solved
is how to optimally use the additional error detection information in the toric code decoder.
It is not excluded that the threshold of this kind of circuitry is higher than that of the toric
code itself; after all the use of the J4, 2, 2K code in concatenated form has been shown to
numerically lead to a threshold of 3% by Knill in [24].
First we assume that we extract the syndrome of all checks (octagon and square) using
single-qubit ancillas and one round of quantum error correction consists of measuring all Z
and X checks. One can optimize the circuits used for syndrome extraction such that they
take a minimal number of timesteps. It is also possible to constrain the circuit to produce
weight-two gauge qubit errors (of X or Z type) on clusters of four qubits. For the toric
code, interleaving leads to a single round of quantum error correction taking four timesteps
(not counting preparation and measurement of the ancilla qubit) [33]. We obtain a circuit
which contains eight cnot timesteps, shown in Figure 16. This increases the total probability
of an error occurring during measurement, which is reflected in the lower threshold for the
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Fig. 16. cnot schedule for syndrome extraction (shown are eight steps in which cnots occur). Not
shown are initial state preparation (|0〉 for Z checks and |+〉 for X checks) and measurement (in
the X basis for X checks and the Z basis for Z checks). The ancillas associated with the weight-
four check operators whose cnot schedules are contained in the top row are measured (in one
additional timestep) before the cnot gates in the bottom row are executed (the remaining qubits
can undergo errors during this single step measurement). The square X checks are measured first,
followed by a measurement of the square Z checks.
J4, 2, 2K-toric code seen in Figure 17.
This threshold can be increased, however, by noting that the gate schedule in Figure 16
does not use every data qubit at every timestep. It is prevented from doing so by the full use
of every ancilla qubit at every timestep. With this in mind, we consider an alternative parity
check circuit in which the weight-eight octagon checks are measured using a Bell state ancilla,
i.e. |+〉 is replaced by 1√
2
(|00〉 + |11〉). One can decrease the length of the cnot schedule
to four, with two data qubits interacting with each octagon ancilla state at every timestep.
The resulting circuit is shown in Figure 18. Using this cnot schedule, the threshold of theJ4, 2, 2K-toric code is appreciably increased, as seen in Figure 19.
Though this threshold is still lower than that of the surface code, it far exceeds previ-
ous thresholds for color codes. In the following section, we discuss the implications of this
moderate threshold value for other error-correcting codes and for hardware architectures with
clustered layouts.
5 Discussion & Future Work
To obtain more information about when the J4, 2, 2K-toric code could be preferred over the
toric code, we examine the consequences of tripling the error rates of cnot gates associated
with octagons. In other words, the depolarizing noise rate on all gates is p except for the
CNOT gates used to perform the octagon parity checks where it is 3p. As we see in Figure
20, the threshold pc of the J4, 2, 2K-toric code becomes ∼ 0.21%. This implies that one can
tolerate a ‘long-range’ CNOT error rate of ∼ 0.63%, above the toric threshold, as long as the
short-range CNOT error rate (and all other operations) is a factor of 3 lower. As a result
we expect that an error rate difference appreciably higher than a factor of 3 will favour the
use of a code like the J4, 2, 2K-toric code. Greater precision in this estimate depends on
altering the minimum-weight perfect matching algorithm to use edge weights derived from
error propagation through the syndrome extraction circuit [5].
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Fig. 17. Circuit-based noise threshold comparison using the parity check circuits in Figure 16.
Error bars are 95% confidence intervals.
Fig. 18. Four-step data-ancilla gate schedule for syndrome extraction in the J4, 2, 2K-toric code.
Pairs of octagon ancillas are prepared in Bell states prior to interaction with the data qubits, and
their measurement outcomes (±1) are multiplied to obtain the syndrome. Note that the square
X and Z checks are measured simultaneously. This syndrome extraction requires two ancillas per
square and octagon, for a total of 2d2 ancillas, identical to the toric code.
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Fig. 19. Logical error probability of the J4, 2, 2K-toric code with the four-step schedule in Figure 18.
The threshold error probability has increased to ∼ 0.41%. Error bars are 95% confidence intervals.
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Fig. 20. Logical error probability of the J4, 2, 2K-toric code with the four-step schedule in Figure
18, with a tripled error rate for all cnot gates supported on an ancilla inside an octagon. This
represents a possible error rate discrepancy for long-range gates. Error bars are 95% confidence
intervals.
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An open question is whether our results can be extended to show that the full square-
octagon color code can have a threshold close to that of the toric code when correcting
circuit-based noise. This would imply that one can both get the advantage of transversal
gates and a good threshold. However we suspect that the good performance may relate to
using the gauge qubit degree of freedom in the decoder and in designing the parity check
circuits. Further optimization of the color code decoder in [19, 18], possibly using insights of
this paper, would be able to shed light on this question.
Let us add a few comments on a potential hardware advantage of the J4, 2, 2K toric code
for superconducting transmon qubits. With these qubits, several types of two-qubit gates
have been realized. The two-qubit cz gate which uses a direct capacitive coupling between
two transmon qubits has been reported to have a low error rate of 0.6% and short duration
< 50 ns [34]. The range of this gate is determined by the size of the transmon qubits,
approximately 200 µm in [35] and the gate requires flux-tunable qubits (hence space for flux
lines). A surface code implementation which only uses this cz gate seems to hard to achieve
in a purely 2D fashion, as the qubits will be closely packed together: see for example Figure
1 in [35] in which one has a 1D array of capacitively-coupled qubits which can be used to
implement the parity checks of the repetition code but not those of the 2D surface code. The
alternative is to use a bus-resonator-mediated two-qubit gate. Such a resonator-mediated
gate can be activated by only microwave control such as in the cross-resonance gate used by
the IBM group, see [36, 37] with a currently reported error rate of 1.4% [38]. The resonator-
mediated coupling can also be used to enact an iSWAP gate where flux-tunable qubits are
brought into resonance, or the qubit state can be explicitly put on the resonator bus as in
the two-qubit gate employed in [39] (a variety of other two-qubit gates are listed in [38]). A
resonator-mediated gate is the basic building block in the surface code layout for transmon
qubits as described in [40]. We may thus speculate that it is of interest to use short-range,
short-duration, high-fidelity cz gates between directly coupled qubits, for measuring, say, the
square XXXX and ZZZZ checks. To measure the octagonal checks between the four-qubit
cluster one can consider using longer-range bus-resonator mediated gates (a bus resonator at
8GHz has physical length of ∼ 1 cm which can be compactly wrapped-up) allowing for more
flexibility. The octagonal checks could also be measured as direct parity measurements (see
references to direct parity check measurements in [1]). As long as long-range operations have
error rates appreciably higher than those at short range, we suspect that codes such as theJ4, 2, 2K-toric code will be applicable.
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Comments
Numerical simulations were performed using py-qcode, which can be found at
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Appendix A Concatenation Construction of the 6.6.6 Color Code
We place the physical qubits of the J6, 4, 2K code on the vertices of red plaquettes of a hexagonal
lattice, expressing the checks and logical operators as in Figure 5 above:
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Fig. 21. Stabilizer checks and logical operators for the J6, 4, 2K code, placed on the vertices of a
hexagon. The operators XX and ZZ, when placed on an edge, are logical operators, though some
are products of two generators.
The color code checks associated with green and blue plaquettes can be written as tensor
products of these edge operators:
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Fig. 22. Green and blue checks of the 6.6.6 color code, expressed using edge operators of theJ6, 4, 2K code given in Figure 21. When expressed in this fashion, each of these checks has weight
four.
The green and blue checks of the 6.6.6 color code divide into disjoint pairs, those supported
on logical qubits 1 and 4 for every red hexagon, and those supported on logical qubits 2 and
3. Placing two physical qubits on each red hexagon, we can see that the weight-four checks
on this lattice create a toric code:
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Fig. 23. Toric code stabilizers supported on a 6.6.6 lattice with two physical qubits per red hexagon,
qubits 2 and 3 from Figure 22.
