Suppose two methods of teaching high school algebra are being investigated. One group learns algebra using Method A, and an independent group uses Method B. Once data are collected, how should these two groups be compared? Of course, the most common approach in education and psychology is to compare means, though some would use the Mann-Whitney-Wilcoxon test instead. Today there are many alternative solutions that can reveal important and interesting differences that are missed by these more conventional techniques. Some of these newer methods are based on replacing the mean with some other measure of location. The term measure of location is formally defined below, but for now it suffices to think of it as a measure intended to represent the typical individual under study. The mean and median are the two best-known examples of measure of location, but other important measures of location are available which are reviewed in this article. Much of this article deals with comparing measures of location, but it is stressed that when attention is restricted to comparing measures of location, interesting differences between groups can be missed. One of the main goals in this introductory section is to describe methods that can supplement techniques based solely on measures of location and why they can be useful. These methods are generally called robust and exploratory techniques, and are described in more detail in the two books by Hoaglin, Mosteller, and Tukey (1983 Tukey ( , 1985 , which are written at a relatively nontechnical level. Here the goal is to supplement these two books by describing some recent graphical tools and related techniques for comparing groups. A related goal is to point out that popular measures of effect size can be highly misleading for reasons that are explained below.
Wilcox
Before continuing, one point should be stressed. While this article is critical of standard methods for comparing means and related measures of effect size, it is not being implied that all published research is inaccurate. On the positive side, when a researcher reports a significant result when testing some hypothesis, a truly significant result has probably been found. The concern is that many nonsignificant results might have been highly significant if some alternative method had been used, and there is the concern that significance levels and reported probability coverage of confidence intervals might be highly inaccurate. A more general and perhaps more important issue is that flexibility and alternative ways of viewing data can be very important.
To begin to appreciate why global comparisons of distributions can be useful, as opposed to comparing measures of location, first consider the problem of comparing two independent and normally distributed random variables. More realistic situations are considered below. To be concrete, suppose Y corresponds to an experimental method for teaching algebra having mean xL,, and X represents a control or standard method with mean I2. Suppose IJ = 92 = 9, but Y has variance &o2 = .2, while X has variance oT = 1. Assume that high Y values indicate that the experimental method is more effective than the control. Of course, any method for comparing means should not reject Ho: [l-= ,p2, and for the situation at hand, none of the methods considered in this article for comparing alternative measures of location should reject, either. Yet there is a potentially important difference: Students who do poorly under the standard method benefit from the experimental method, but the experimental method is detrimental for students who do well using the standard technique.
One way of dealing with this problem is to compare the quantiles of the two groups. For the situation at hand, one might also compare variances, but comparing quantiles can be more revealing for reasons that will become evident. Let xp be the pth quantile corresponding to the random variable X. Thus, x5 is the median. Consider graphing xp versus 8(xp) = yp -xp, the difference between the quantiles. If 8(xp) > 0, students who are at the pth quantile of the standard method would typically perform better under the experimental method; and if 6(xp) < 0, the experimental method is detrimental. Figure 1 shows a graph of 6 versus xp for the two normal distributions in the illustration for the deciles, p = .1, .2, .3, .4, .5, .6, .7, .8 and .9.
The quantity 6(xp) is known as a shift function and has been studied by Doksum (1974 Doksum ( , 1977 as well as Doksum and Sievers (1976) . One concern is that groups might differ in more complicated ways than is the case in the illustration just given, and Doksum (1977) reanalyzes some data on the effect of radiation on mice to demonstrate this point. Here, data analyzed by Salk (1973) is used to provide yet another illustration. A portion of Salk's study dealt with weight gain in newborns weighing at least 3,500 grams at birth. These newborns were separated into two groups. The first group was continuously exposed to the recorded sound of a human heartbeat, while the other group acted as a control. The equality of the means of the two groups was tested with Student's t test and rejected at the .05 level of significance. Brant (1990) . For graphical methods aimed at comparing multiple groups, see Tukey (1993) . Finally, global measures of how groups differ can be obtained by estimating the distributions corresponding to each group using methods such as those in Silverman (1986).
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Some Practical Reasons for Using Robust Measures of Location and Effect Size
Now consider the problem of comparing groups based on some measure of location. There are two related concerns about power when sample means are used: outliers and heavy-tailed distributions. To illustrate the first, consider the data in Wilcox (1992d) which deals with a study on self-awareness. The sample means are 448 and 599. Using Welch's test of Ho: [LI > L2, the significance level is .24. However, comparing the groups in terms of 20% trimmed means or onestep M-estimators, which are robust measures of location described below, yields a significant difference at the .05 level. Moreover, various papers described below indicate that these tests generally provide better control over Type I error probabilities, especially when distributions are skewed. The reason for the discrepant results is that the first group has two extreme outliers (unusually large values relative to the bulk of the available data) that are revealed by a boxplot, and the second group has an extreme outlier, as well. Outliers inflate the standard error of the sample mean, which, in turn, lowers power. Many robust estimators of location have standard errors that are relatively insensitive to outliers, and in the illustration this is why it was possible to reject. However, even when there are no outliers, different measures of location can give different results for reasons explained below.
Ever since Tukey (1960) published his work on the contaminated normal distribution, it has been clear that slight departures from normality can have devastating effects on power when means are compared, and that popular mea-54 ANOVA sures of effect size can be misleading, as well. The contaminated normal is an example of a distribution with a heavy or thick tail relative to the normal distribution. Tukey's paper had no immediate impact on applied research because it was unclear at the time how a researcher might address the problem he discussed. During the ten years following Tukey's paper, a few mathematical statisticians began laying a foundation for getting better results. Of particular interest is the theory of robustness developed by Huber (1964) and Hampel (1968) . By the year 1974, there were some practical solutions for the one-and two-sample cases, but general techniques for more complicated designs were not available even a few years ago. Today, any of the common experimental designs can be improved. Figure 3 shows a standard normal and a contaminated normal distribution. A contaminated normal is formed by sampling from a standard normal distribution (having mean 0 and variance 1) with probability 1 -e; alternatively, sampling is from a normal distribution having mean 0 and standard deviation K. (Readers interested in further technical details can refer to Hoaglin et al., 1983 ). In Figure  I , E = .1 and K = 10. There is an obvious similarity between the two distributions. The tails of the contaminated normal actually lie above the tails of the normal, but this is difficult to discern without extending the range of x values and drawing the figure on a much larger scale. The main point is that while the standard normal has variance 1, the contaminated normal has variance 1 -E + EK2 = 10.9. Put another way, if sampling is from the contaminated normal, even when the variance is known, the length of the confidence interval for the population mean ,L, will be over 3 times longer than what it is when sampling from the normal distribution instead, and this has obvious implications for power. The problem is that or, the standard deviation, is highly sensitive to the tails of a distribution, so seemingly small departures from normality can inflate the standard error of the sample mean, u/;n, where n is the sample size. One might try to salvage the situation by arguing that the contaminated normal distribution is actually a large departure from normality. The extreme quantiles differ substantially, which results in large differences between the standard deviations. But in terms of common metrics for comparing distributions (the Kolmogorov, Levy, and Prohorov, the latter two being discussed by Huber, 1981) , there is little difference between the normal and contaminated normal. Gleason (1993) To describe yet another problem related to outliers, let X, and X2 be the sample means corresponding to two groups, and suppose X2 > Xi, and that Ho: pl = 1x2 is rejected with ao = .05 using either Welch's method or Student's t test. Now suppose the largest observation in the second group is made even larger, so X2 -X increases as well. It would seem that there is stronger evidence for concluding that 12 > RIL, yet eventually both tests for means will not reject because of the corresponding increase in the standard error. Illustrations are given in Staudte and Sheather (1990) as well as Wilcox (in press-c).
It should be stressed that outliers are not the only reason for considering robust methods. Small shifts in a distribution can have a large impact on the mean which might render it a potentially misleading measure of the typical individual. Consider, for example, a chi-square distribution with 4 degrees of freedom which has mean 4. If the distribution is contaminated by multiplying an observation by 10 with probability .1, it does not change very much based on typical metrics for comparing distributions. However, the mean is affected considerably as depicted in Figure The mean is increased to 7.6, and its value is so far in the right tail, one might argue that it is not a very good reflection of the typical person. During the early years of modem mathematical statistics, there were reasons to suspect that strict adherence to means, when describing and comparing groups, might be a problem (Pearson, 1931; Student, 1927) . These results were overshadowed by theoretical results, summarized by Tan (1982) , indicating that when two or more groups have identical distributions, conventional hypothesis testing procedures provide good control over the probability of a Type I error when distributions are nonnormal. In terms of power, however, there are several serious problems. Tukey's (1960) results imply that departures from normality that are difficult to detect can inflate the variance by a large amount, and this implies that power will be lowered. Moreover, Tukey argued that heavy-tailed distributions and outliers are common in applied research. If this is true, low power due to nonnormality could be common. Surveys of data occurring in applied work indicate that severe departures from normality can arise in practice (Micceri, 1989; Wilcox, 1990a) .
The remainder of this article provides a brief and relatively nontechnical introduction to robust measures of location and scale, and how they can be used to compare groups. Some of these issues are summarized by Wilcox (1992d Wilcox ( , 1993d . This article takes a much broader view of the problems that arise and the solutions that have been proposed. Elementary descriptions of many of the recently developed robust methods examined here are given in the textbook by Wilcox (in press-c). With Wilcox's book comes a floppy containing over 150 Minitab macros for applying techniques not found in standard statistical packages. Consequently, numerical descriptions of these methods are kept to a minimum. Here, attention is focused on general technical issues and practical details that are relevant to experienced researchers who want a relatively nontechnical understanding of how and why modem robust methods are relevant to their research.
Building a Mathematical Foundation for More Robust Methods
Applied researchers who do not religiously follow developments in mathematical statistics might still have the impression that robust methods are based on ad hoc procedures. The purpose of this section is to indicate that this is not at all the case. While technical details are kept to a minimum, some mathematical comments are needed in order to convey how the foundations of modem robust procedures were developed.
There are two fundamental and related problems that must be addressed. The first is finding analogs of the population mean and variance, ,L and a2, that are relatively insensitive to slight changes in a distribution. When dealing with effect size, for example, it is desirable to have a measure that is consistent with A when distributions are normal, but which does not give a distorted view of the magnitude of the effect size under slight departures from normality. The second problem is finding estimators of location and scale with standard errors that are also relatively insensitive to slight changes in a distribution. In particular, small departures from normality should not drastically color our perceptions about how groups differ, nor should they substantially lower power. Today there is a well established mathematical foundation for addressing these problems which is summarized in the books by Huber (1981); Hampel, Ronchetti, Rousseeuw, and Stahel (1986); ANOVA and Staudte and Sheather (1990). This section briefly reviews some aspects of these results that are particularly relevant to applied researchers. One of the most striking results is that intuitions about how to deal with outliers and heavy-tailed distributions, based in part on notions related to normal distributions, turn out to be completely unsatisfactory. For example, discarding outliers and applying Student's t test to the data that remain results in a procedure based on estimated standard errors that are not even asymptotically correct. That is, the estimated standard errors do not converge to the correct value as the sample sizes increase. Another common misconception is that outliers can be detected using rules based on s, the sample standard deviation. Because s can become highly inflated due to outliers, methods for detecting outliers that are based on s are subject to "masking." That is, the very presence of outliers hinders the ability of methods based on s to find them. A more satisfactory approach is to use a measure of dispersion that is insensitive to outliers. Consider any function, say f(x), not necessarily a probability function, and suppose we want to impose restrictions on (x) so that it does not change substantially with very small changes in x. Two restrictions that might be imposed are that f(x) is differentiable, and that the derivative be bounded. For example, if f(x) = x2, and x is positive, then the rate at which f(x) increases gets larger as x goes to infinity. This rate is 2x, the derivative of f(x). A key element of modem robust statistical methods is an analog of these two restrictions for working with measures of location and scale.
The analog is obtained by viewing descriptive measures as functionals, which are just mappings that assign real numbers to distributions. For example, the population mean i, can be written as
where F is any distribution function. That is, T(F) is a rule that maps any F into a real number. An advantage of this approach is that there are analogs of derivatives which indicate how sensitive T(F) happens to be in terms of slight changes in F, and it also leads to asymptotically correct estimators of standard errors. Derivatives of functionals are called Gateaux derivatives, and in the robustness literature they are generally known as an influence function. Thus, a basic requirement of any measure of location and scale is that it have a bounded influence function. The population mean has the influence function IF(x) = x -i, which is unbounded. That is, it can be made arbitrarily large by increasing x. Put in more practical terms, for a skewed distribution, very small changes in a distribution, F, can have an arbitrarily large effect on px. The variance has an unbounded influence function as well, and this is why power can be poor when one is working with means, and A can be a misleading measure of effect size even with infinitely large sample sizes.
The influence function approximates the relative influence on T(F) of small departures from F Roughly, it reflects the influence of adding an observation with value x to an already large sample. More formally, suppose 6x is a probability function where the value x occurs with probability 1. Then T ((1 -E)F + E6,) is a functional, such as some measure of location, evaluated for a distribution where with probability 1 -e an observation is sampled from F, and with probability e the observed value is x. Put another way, there is probability 1 -e of getting a "good" observation, and probability e of getting a "bad" or contaminated value, x. Then T((1 -e)F + e8x) -T(F) measures the change due to including ANOVA x with probability e. Dividing this difference by e and taking the limit as E goes to zero provides the formal definition of the influence function.
One of the more important roles played by the influence function is that when one is dealing with a measure of location other than the mean, it indicates how the standard error should be estimated. Let X, ..., Xn be a random sample, and let 0 be an estimator of 0, some measure of location that is of interest. For the more popular measures of location appearing in the robustness literature, 0= 0 + IF(X,),
plus a remainder term that goes to zero in probability as the sample size increases. Thus, 0 can be written as the sum of independent and identically distributed random variables. Consequently, once the influence function has been determined, an estimator of the standard error is available as well from basic principles in mathematical statistics.
As an illustration, consider the sample trimmed mean given by Another common criterion is the so-called finite sample breakdown point of an estimator. This refers to the proportion of observations which, when altered, can make an estimator arbitrarily large. Put another way, the finite sample breakdown point reflects the amount of contamination that can be tolerated. For example, the finite sample breakdown point of the sample mean is only 1/n because if a single observation is increased indefinitely, then the sample mean goes to infinity. The sample variance has a finite sample breakdown point of only 1/n, as well. The limiting value of the finite sample breakdown point, as n gets large, provides a measure of the global stability of an estimator. For the sample mean this limit is zero, while for the trimmed mean it is k, the proportion of observations trimmed from both tails. The best that can be achieved is a finite sample breakdown point approximately equal to .5. The sample median has this property, and its standard error is relatively small when one samples from heavytailed distributions, but its standard error is relatively large for normal distributions, resulting in potentially low power compared to other methods for comparing groups.
M-Estimators
There are many measures of location, including R-estimators, which are related to tests of hypotheses based on ranks. No attempt is made to describe all of these estimators here. A class of estimators of location that should be discussed, and which has received considerable attention in the statistics literature, is Mestimators, which contain maximum likelihood estimators as a special case. In their simplest form, M-estimators are estimates of measures of location, 0, where 0 satisfies Trimmed means satisfy all of the criteria described in this section, so some authorities believe they should be preferred in practice. Others argue that the one-step M-estimator is still reasonable because its value is close to the "bulk" of a distribution, and because it empirically determines how much trimming is done, while the trimmed mean does not. In particular, if a distribution is skewed to the right, say, it might seem preferable to trim more observations from the right tail compared to the left. Also, the onestep M-estimator includes the possibility of not trimming any observations at all. M-estimators in general, and the one-step M-estimator in particular, are asymptotically normal. For symmetric distributions the one-step M-estimator has a fairly simple influence function, but for asymmetric distributions it takes on a rather complicated form (Huber, 1981, p. 140 To have any practical utility, a value for k, the amount of trimming, must be determined. Results in Rosenberger and Gasko (1983) indicate that k = .2 is a good choice, although with very small sample sizes they recommend k = .25 or higher. Wilcox (1994c) derived analytic results showing that for skewed distributions, the more trimming is done, the better the control over the probability of a Type I error. However, if too much trimming is done, power might be poor for normal distributions. Wilcox found that a good compromise is k = .2, which gives good power for a shift model under normality, and which can yield substantially more power when there are outliers or distributions have heavy tails. Another point of view is that k be chosen according to how many outliers one expects based on experience with similar types of data. Yet another approach is to empirically determine the amount of trimming according to some criterion of interest, such as a relatively small standard error. These so-called adaptive trimmed means have been studied recently by Romano (1990a, 1990b ) and Leger, Politis, and Romano (1992). While Student's t test is generally thought to be robust under nonnormality, control over the probability of a Type I error can be poor, especially when one is dealing with one-sided tests. For example, when one is testing Ho: [L > 0, and sampling is from a lognormal distribution, the actual probability of a Type I error is .124 with n = 80 and a = .05 (Westfall & Young, 1993 Westfall and Young (1993) suggest that when one is working with the mean, a particular form of Efron's (1982) bootstrap method be used. Their method improves control over the probability of a Type I error, but even with n = 80, the actual probability of a Type I error can be as high as .08. Just how serious this is will depend on the situation and judgments made about the importance of a Type I error. (Bradley, 1978 , argues that when one is testing at the .05 level, the actual probability of a Type I error should not exceed .075.) The main point here is that combining the bootstrap with trimmed means gives even better results. For the lognormal distribution considered here, the probability of a Type I error When one is working with one-step M-estimators, and when distributions are skewed, it appears there is no simple method for approximating the null distribution. However, results in Wilcox (1992a) suggest that fairly accurate confidence intervals can be obtained using a percentile bootstrap method. That is, obtain a bootstrap sample by randomly sampling n observations with replacement from XI, ..., Xn. Let 0* be the resulting value of the one-step M-estimator. Repeat this process B times yielding 0* .. ., O', which yields an estimate of the sampling distribution of 0, the one-step M-estimator based on the observed values X,,.... Xn. The percentiles of the estimated sampling distribution can be used to compute a confidence interval. B = 399 appears to give good results when one is computing a .95 confidence interval. B = 399 rather than B = 400 is recommended because of results in Hall (1986). The B bootstrap values can also be used to obtain an estimate of the standard error. Other forms of the bootstrap might give better results in some sense, but this remains to be seen.
Comparing Two or More Groups
Let 0, and 02 be any measures of location corresponding to two independent groups. This section takes up the problem of testing Ho: 09 = 02 or computing a 1 -a confidence interval for 09 -02. As before, there are the general concerns about whether a measure of location is robust, about the possibility that a nonrobust measure can give a distorted view of how the typical individual in one group compares to the typical individual in another, and about accurate probability coverage, controlling the probability of a Type I error, and achieving relatively high power.
For working with two or more groups, this article considers only heteroscedastic methods-that is, methods that allow unequal variances. There is now a vast literature indicating that the usual t test can be unsatisfactory in terms of Type I errors when distributions have unequal variances, and perhaps more importantly, that heteroscedastic methods can have substantially more power and more accurate probability coverage when computing confidence intervals. This is consistent with the review by Glass et al. (1972) , and today there is even more evidence that homoscedastic methods are unsatisfactory, even under normality, as indicated in the review by Wilcox (1993d) . This might appear to contradict well-known results in Box (1954), but Box limited his numerical results to situations where the ratio of the largest standard deviation to the smallest is less than or equal to the square root of 3. Surveys of published studies indicate that larger ratios are common, in which case problems arise even when sampling from normal ANOVA distributions. In fact, when distributions have different shapes, Cressie and Whitford (1986) describe general circumstances where Student's t test is not even asymptotically correct. That is, the variance of Student's t test does not approach 1 as the sample sizes get large, so in particular it does not approach a standard normal distribution as is typically assumed. One of the negative aspects of Student's t test is poor control over Type I error probabilities when groups have unequal variances. It might be argued that it is unrealistic to have equal means but unequal variances, in which case Type I errors are not a concern; but when two groups are being compared, the problem of getting accurate confidence intervals remains, and homoscedastic methods have peculiar power properties, as well (Wilcox, in press-a) For example, with n1 = n2 = 50, the actual probability of a Type I error can be .08 when one is sampling from a lognormal distribution with ac = .05. With n, = 33 and n2 = 67, the Type I error probability is .11. Similar problems are reported by Wilcox (1990b) . As in the one-sample case, problems arise when one is working with skewed distributions. Cressie and Whitford (1986) describe correction terms based on estimated skewness, but their approach can actually make matters worse (Wilcox, 1990a press-c). As in the one-sample case, analytic results indicate that confidence intervals for the difference between two trimmed means are generally more accurate than confidence intervals for means, especially when distributions are skewed (Wilcox, 1994c) . However, problems with controlling Type I error probabilities still remain, particularly when a directional test is performed. Better results can be obtained by using a straightforward analog of the bootstrap method for trimmed means described in the previous section. Computational details are given in Wilcox Wilcox (1994a), and the Minitab macro trim2b.mtb, which comes with Wilcox's (in press-c) book, performs the calculations.
An appealing feature of trimmed means is that any of the common experimental designs can be analyzed, including repeated measures (Wilcox, 1993a ) and random effects designs (Wilcox, 1994b) . For linear contrasts, multiple comparisons, and two-way designs, see Wilcox (in press-c). More complicated designs are easily handled using similar techniques, but there are no published simulation results on how they perform. Results for the random effects model are striking not only in terms of power, but in improved control over the probability of a Type I error (Wilcox, 1994b) . For example, the conventional F test can have Type I error probabilities exceeding .3, and for nonnormal distributions the heteroscedastic method suggested by Jeyaratnam and Othman (1985) can have a Type I error probability as high as .4. In contrast, using trimmed means with 20% trimming yields Type I error probabilities that never exceed .075 for the same situations.
Comparing one-step M-estimators for two or more independent groups can be accomplished using a bootstrap method (Wilcox, 1993b) . (For a homoscedastic method of comparing groups using M-estimators, see Schrader & Hettmansperger, 1980 .) Currently, control over the probability of a Type I error appears to be reasonably good with ex = .05 and sample sizes of at least 20. In general, trimmed means with 20% trimming seem to give good control over Type I error probabilities for a larger range of situations. In principle, dependent groups can be compared using one-step M-estimators and a method similar to the one used for independent groups, but there are no results on how well this approach controls Type I errors.
Though comparing groups with the usual sample median can mean relatively low power when distributions are normal, several improved methods for estimating the population median which can have substantially smaller standard errors have appeared in the statistical literature. From Parrish (1990) , an improved estimator that deserves consideration is one derived by Harrell and Davis (1982) . Yoshizawa, Sen, and Davis (1985) show that the Harrell-Davis estimator is asymptotically normal. Their method consists of using a weighted linear combination of all the ordered observations. Given n, the weights can be chosen so that the population median is estimated. Weighted sums of order statistics are generally called L-estimators, which include trimmed means as a special case. Comparing two or more independent groups can be accomplished with a bootstrap method as described in Wilcox (1991b) , and dependent groups can be compared using a similar technique (Wilcox, 1992b) . (See also Hettmansperger, 1984; and Lunneborg, 1986.) To illustrate the extent to which different methods can give different results, Table 1 shows the power of six methods for three distributions when two independent groups with n, = n2 = 25 are compared. The mean of the first is 0, and the other measures of location considered here are equal to 0, as well. The second group has a mean of 1. The first distribution is normal, the second (CN1) is contaminated normal with e = .1 and K = 10, and the third (CN2) is also contaminated normal but with K = 20. Method M uses the usual sample median as described by . Method C compares medians using the Harrell-Davis estimator, while Method H compares groups using one-step ANOVA An anonymous referee summarized a general strategy and point of view for approaching the two-sample problem which is roughly as follows. Though the means of two distributions might be of some interest, a more general issue is where the distributions differ and by how much. For example, the shift function of the self-awareness data indicates that the upper deciles, starting with the median, differ substantially compared to the lower deciles, and other global differences between the distributions can be investigated in a variety of ways. The issue of outliers can be addressed by considering, in addition to "automatic" outlier detection methods such as the boxplot, how data were collected and the many delicate ways in which outliers could disguise themselves. If of interest, the distributions could be summarized by some measure of location, and comparisons of robust measures of location could be compared to less robust (unbounded influence and low breakdown) measures such as the sample mean.
Transformations
Another common and natural approach to nonnormality is to transform the observations and apply methods for means. For example, it is common to replace each Xi with its logarithm. This often makes data look more normal, but outliers are not necessarily eliminated, and in some cases power remains poor. Wilcox Wilcox (in press-c) reanalyzed data from an actual study by replacing observations with their logarithms, but outliers remained and highly nonsignificant results remained nonsignificant; when trimmed means or one-step M-estimators are used, however, significant results are obtained. Rasmussen (1989) studied the Box-Cox transformation; he found it to be useful in some cases but concluded that it can be unsatisfactory when dealing with low power due to outliers.
Methods Based on Ranks
Still another approach to nonnormality is to compare groups based on ranks, For example, a simple strategy is to pool all the observations, assign ranks, and then apply Student's t test to the ranks corresponding to each group. It turns out that this is tantamount to applying the Mann-Whitney test (Conover & Iman, 1981) . The Mann-Whitney test is satisfactory when there is no difference between groups and the distributions are, in fact, identical; when distributions differ, however, problems arise. For example, the Mann-Whitney test is both biased and inconsistent (Kendall & Stuart, 1973) . That is, when the null hypothesis is false, there are situations where the probability of rejecting is less than the nominal ct value, and there are also situations where power does not approach 1 as the sample sizes get large. One difficulty is getting a consistent estimate of the standard error of the average ranks when the null hypothesis is false. In particular, the estimated standard error used by the Mann-Whitney test can converge to the wrong value as the sample sizes increase. Zaremba (1962) derived an improvement on the Mann-Whitney test, but it can have relatively low power. Fligner and Policello (1981) proposed a method for comparing medians based on ranks. Their procedure is easy to use, it is closely related to a procedure where Welch's test is applied to the ranks, and it can have relatively high power when distributions have heavy tails. The FlignerPolicello procedure is unbiased and consistent if both distributions are symmetric. It is noted that for asymmetric distributions, the Fligner-Policello procedure is actually testing H( : p = .5, where p is the probability that a randomly sampled observation from the first group is larger than a randomly sampled observation from the second. Inferences about p are of interest in their own right, as argued by Cliff (1993) . For results on computing a confidence interval for p, see Mee (1990) . The Minitab macro mee.mtb in Wilcox (in press-c) does the necessary computations. For more recent results on using ranks, see Thompson (1991) and Akritas (1991).
Comments About Multiple Comparison Procedures
This section briefly comments on performing all pairwise comparisons of two or more groups. For working with means, Dunnett's (1980) T3 and C procedures stand out as providing relatively accurate confidence intervals (Hochberg & Tamhane, 1987 ). An important point is that Dunnett's method is designed to control the experimentwise Type I error probability (the probability of at least one Type I error among all tests to be performed) without any dependence on any other preliminary test. In particular, it does not require that an omnibus test for equal means be performed first, and in fact, if it is made contingent on an omnibus test being significant, results in Bernhardson (1975) imply that power might actually be lowered. (Analogs of Dunnett's method for trimmed means ANOVA are described in Wilcox, in press-c). This does not mean that omnibus tests have no value, but they should be used with caution.
When distributions are normal, so called step-down procedures offer advantages in terms of all-pairs power, the probability of detecting all true differences among several groups. These techniques start with an omnibus test for all J groups. If significant, one then tests all subsets consisting of J -1 groups, and the process continues until one tests all pairs of groups. Complete details are not important here; interested readers can refer to Hochberg and Tamhane (1987) or Wilcox (1991a; in press-c). The point here is best made with a simple illustration. Suppose five groups are being compared, and all five groups have unequal means. Also suppose the first four are normal, but the last group is nonnormal with heavy tails. Then the last group can cause any omnibus test for equal means to have low power, in which case the differences among the groups are unlikely to be detected, even though Dunnett's T3 has high power when comparing the first four groups. A numerical illustration is given in Wilcox (in press-c). Of course, if two or more groups have heavy-tailed distributions, power can again be relatively poor. However, replacing means with trimmed means can correct this difficulty, so step-down techniques might be of interest provided one is willing to sacrifice confidence intervals for a potential increase in all-pairs power. For more complete details relevant to trimmed means, see Wilcox (in press-c).
Measures of Scale
As a final note, there are many robust measures of scale in addition to the nonrobust sample standard deviation, s. One of these is MAD, already mentioned, which has a finite sample breakdown point of approximately .5, but which is relatively inefficient. Lax (1985) compared about 150 measures of location and found the so-called biweight midvariance to have good properties based on the criteria he used. In particular, it has high efficiency. It is related to M-estimators of location and discussed at some length, in conjunction with many other measures, by Iglewicz (1983) . From Goldberg and Iglewicz (1992), it appears to have a finite sample breakdown point of approximately .5, but a formal proof has not been found. For normal distributions, the biweight midvariance has a value very similar to the standard deviation (Shoemaker & Hettmansperger, 1982 ), but unlike s, it is not overly affected by heavy tails. A method for comparing the biweight midvariances of two independent groups was investigated by Wilcox (1993c) , and it appears to perform well over a wide range of distributions; software for performing the test accompanies the textbook by Wilcox (in pressc). 
