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1. Introducción. Objetivo del proyecto 
 
La presente memoria es el resultado del trabajo realizado en un proyecto propuesto por José 
Antonio González Alastrué relacionado con un problema de optimización de gran coste 
computacional: la protección de datos tabulares. 
 
El desarrollo del mismo se ha realizado durante los meses de febrero a septiembre de 2010. 
 
De manera introductoria se puede decir que el proyecto ha consistido en el estudio de 
estrategias  alternativas para acelerar el proceso de  protección de datos tabulares (tablas que 
contienen información agregada, obtenida a partir de datos de un conjunto de individuos).  
 
Estos datos, a pesar de estar agregados en tablas, pueden ser susceptibles de revelar 
información acerca de un individuo concreto, lo cual iría contra la normativa de privacidad de 
la información. 
 
Existen distintas técnicas para evitar que estas tablas se publiquen de manera que supongan 
un riesgo de revelación. En este proyecto se ha trabajado sobre una de ellas, el CTA (Control 
Ajustado de Tablas) consistente en la modificación del valor de algunas de las celdas de la tabla 
(llamadas sensibles, susceptibles de revelar información) de modo que la tabla quede 
completamente protegida con la mínima modificación posible de su contenido. 
 
Como se verá más adelante, el problema de minimizar la desviación de las celdas modificadas 
para conseguir que todas las celdas sensibles queden protegidas es de tipo entero–mixto, con 
variables lineales y binarias, siendo de gran complejidad cuando el número de celdas sensibles 
a proteger es elevado. De hecho, no sólo es complicado resolverlo: ciertas instancias son muy 
duras incluso para encontrar un punto inicial factible. 
 
En este proyecto se parte de una implementación ya existente que resuelve el problema de 
protección de los datos, y en él se han investigado diferentes estrategias con el objetivo de 
llegar más rápidamente a un punto inicial factible a partir del cual se pueda avanzar hacia la 
solución óptima, de ahí el título: “Métodos Para Hallar Puntos Iniciales En El Ajuste Controlado 
De Tablas (CTA)”. 
 
El presente documento se ha estructurado en varios capítulos, comenzando por una 
introducción a la problemática de la privacidad de la información y las diferentes técnicas 
existentes para garantizarla.  A continuación se explica cuál es la implementación realizada 
actualmente y que ha supuesto el punto de partida del proyecto. Posteriormente se plantean 
las alternativas propuestas para mejorar dicha implementación en busca de un punto inicial 
factible y se muestran y comentan los resultados obtenidos. 
 
1.1. La necesidad de la información frente a la privacidad de la información 
 
Este apartado pretende justificar el origen del problema al que nos enfrentamos: la protección 
de datos.    
El problema de la protección de datos surge cuando se quiere hacer frente a dos necesidades: 
la de la información y la de la privacidad. 
 




A modo de ejemplo se puede citar un caso que nos afecta de manera directa: En los países de 
la Unión Europea, desde hace ya algunos años, los Institutos Nacionales de Estadística han de 
recopilar una serie de información que hacen llegar al EUROSTAT. 
Esta información constituye una importante ayuda para las instituciones de la UE de cara a la 
toma de decisiones que afecten a los países miembros.  
En torno a esto, existe un marco jurídico que determina qué información ha de ser recopilada 
según el ámbito en que nos encontremos [1]. 
 
Así pues, por una parte tenemos la necesidad de disponer de una determinada información, 
que en muchos casos es obligatorio hacer pública y será difundida. 
 
Por otra parte tenemos el secreto estadístico, que trata de garantizar la privacidad de la 
información. 
 
A este respecto, podemos acudir a la  Ley 12/1989, de 9 de mayo [3], de la Función Estadística 
Pública, que regula las prácticas estadísticas nivel estatal y que en su artículo 13  menciona: 
“Serán objeto de protección y quedarán amparados por el secreto estadístico los datos 
personales que obtengan los servicios estadísticos […]  Se entiende que son datos personales 
los referentes a personas físicas o jurídicas que o bien permitan la identificación inmediata de 
los interesados, o bien conduzcan por su estructura, contenido o grado de desagregación a la 
identificación indirecta de los mismos. […] El secreto estadístico obliga a los servicios 
estadísticos a no difundir en ningún caso los datos personales cualquiera que sea su origen.” 
 
Del contenido de esta Ley se desprende la necesidad de preservar el anonimato de los 
individuos cuyos datos se hayan puesto a disposición de los institutos estadísticos. Esto obliga 
a tener un cuidado especial con los datos, de modo que no se llegue a difundir información 
que permita, de manera directa o indirecta, identificar de qué individuos se trata.  
 
El incumplimiento de esta obligatoriedad de velar por la privacidad de la información es lo que 
se conoce como revelación estadística. 
 
Llegados a este punto podemos darnos cuenta que tenemos dos elementos aparentemente 
incompatibles, la necesidad de la información frente a la privacidad. 
 
Para tratar de conciliar ambos elementos existen diferentes procedimientos de protección de 
datos, que se verán con cierto detalle en capítulos posteriores, y que suponen la razón de ser 
de este proyecto. 
 
 
Concluimos este capítulo resumiendo la idea principal que nos ocupa: existen una serie de 
datos agrupados en tablas que es necesario hacer públicos al mismo tiempo que se ha de 
mantener el anonimato de los individuos a quienes hace referencia esa información. Para 
conseguirlo existen diferentes métodos de protección  de tablas, uno de los cuales es el CTA. La 
protección de algunas instancias de tablas es un problema que resulta ser muy costoso, siendo 
enormemente difícil llegar siquiera a conseguir un punto inicial factible como primera solución. 
El objetivo del proyecto consiste en la investigación de alternativas que permitan acelerar la 
obtención de un punto inicial factible para el problema del CTA. 




2. Las tablas de datos tabulados 
 
El objetivo de este capítulo es introducir algunos elementos importantes que nos permitan 
llegar a entender cuál es el problema al que nos enfrentamos. En él se comentan qué son los 
microdatos, los datos tabulares, los diferentes riesgos de revelación de datos y algunos 
procedimientos existentes para proteger las tablas. (Para la confección de este capítulo se ha 
utilizado la documentación de Jordi Castro sobre “Protecció de Dades Estadístiques” [4]) 
2.1. Microdatos y datos tabulares 
2.1.1. Microdatos  
 
Un fichero de microdatos es aquel que contiene datos individuales de una estadística. Para un 
conjunto de individuos s nos proporciona datos de t variables. Generalmente los datos están 
anonimizados para preservar la confidencialidad de la información. 
 
Los individuos pueden ser de múltiples tipos (personas, empresas...) mientras que las variables 
son, por lo general de dos tipos, o bien numéricas (edad, sueldo, beneficio...) o bien 
categóricas (sexo, profesión, población...). 
Con la combinación de los individuos con las variables tenemos una matriz V, donde la posición 
ijV  contiene el dato de la variable j para el individuo i. 
Si analizamos por filas, tenemos que en la fija iV  aparece la información de todas las variables 
para el individuo i.  Por columnas, en jV tenemos la información de la variable j para todo el 
conjunto de individuos. 
La siguiente tabla (2-1) sería la representación de un fichero de microdatos sencillo con 
diferente información de n individuos. Algunos de los datos son de tipo numérico (edad, 











Individuo 1 45 1 25000 2 1 ... 
Individuo 2 32 2 33000 3 2 ... 
Individuo 3 25 3 22500 2 3 ... 
Individuo4 56 1 44000 1 3 ... 
… ... ... ... ... ... ... 
Tabla  2-1. Ejemplo de fichero de microdatos 
 
2.1.2. Datos tabulares 
 
Como concepto, un fichero de datos tabulares es aquél que está presentado en forma de 
tabla. Se pueden generar a partir de microdatos cruzando una o más variables categóricas. 
En función del tipo de información (frecuencias o magnitudes), el nivel de agregación de la 
información o el valor que puede tomar la información que se quiere presentar en la tabla, se 
clasificarán en diferentes tipos. 
 




De manera introductoria se presenta este ejemplo basado en la tabla 2-1. En ella aparecen las 
variables Profesión, Sueldo, Población y Nivel de Estudios.  
 
Si se analiza la variable Nivel de Estudios (E), se puede generar una tabla que muestre la 
frecuencia de cada uno de los diferentes valores. 
 
 
E1 E2 E3 E4 TOTAL 
45 33 28 1 107 
Tabla  2-2. Ejemplo. Frecuencia de niveles de estudio 
 
En la tabla 2-2 se puede ver cuántos individuos han llegado a conseguir cada uno de los 
diferentes niveles de estudios. (45 individuos con el nivel 1, 33 con el nivel 2…). En este caso 
tenemos una tabla de frecuencias de una sola dimensión. 
Si se cruzan las variables Nivel de Estudios (E)  y Profesión (P), ambas categóricas, se puede 
obtener una tabla de frecuencias de dos dimensiones (tabla 2-3). En ella se puede ver, además 
del número de individuos que tienen cada uno de los niveles de estudio, cuántos trabajan en 
cada una de las profesiones. 
 
 
E1 E2 E3 E4 TOTAL 
P1 1 7 5 0 13 
P2 34 13 6 0 53 
P3 5 3 2 0 10 
P4 5 10 15 1 31 
TOTAL 45 33 28 1 107 
Tabla  2-3. Ejemplo. Frecuencia de nivel de estudios por profesión 
 
Al estar considerando todos los individuos del fichero de microdatos y ser una tabla de 
frecuencias, el total (107, celda inferior derecha) se corresponde con el número de individuos, 
o lo que es equivalente, con el número de filas del fichero original.  
Cuando las variables consideradas son de tipo categórico, lo más habitual es trabajar con 
frecuencias, como se ha visto en los ejemplos anteriores. 
Si se decide utilizar la información que aportan las variables numéricas, podemos conseguir 
otro tipo de tablas, como la que se propone en el siguiente ejemplo (tabla 2-4).  Considerando 
las variables Nivel de estudios y Profesión, se decide incorporar a la tabla de salida la 
información del Sueldo. De esta manera, se tiene la suma de los sueldos de los individuos que 




E1 E2 E3 E4 TOTAL 
P1 25000 133000 115000 0 273000 
P2 612000 299000 138000 0 1049000 
P3 170000 72000 50000 0 292000 
P4 100000 345000 600000 45000 1090000 
TOTAL 907000 849000 903000 45000 2704000 
Tabla  2-4. Suma del sueldo por profesión y nivel de estudios 
 
La celda (P1, E1) nos está indicando la suma del sueldo de todos los individuos que tienen el 
nivel de estudios 1 y que trabajan en la profesión 1.  




Como en la tabla 2-3 tenemos la frecuencia, el número de individuos que cumplen las 
condiciones de tener un cierto nivel de estudios y profesión, realizando una simple división se 
puede obtener cuál es la media del sueldo de cada grupo de individuos. 
En la celda (P4, E4) de la tabla 2-3 nos aparece un único individuo, por lo que el sueldo de la 
celda (P4, E4) de la tabla 2-4 sabemos que corresponde a ese único individuo y la información 
deja de ser anónima. (Más adelante se volverá a este punto, que centra el objetivo del 
proyecto). 
De manera análoga a lo que sucede con las tablas de frecuencias, si estamos considerando la 
totalidad de los individuos, el valor que aparece en la celda que suma los totales por fila y 
columna (celda inferior derecha) ha de corresponder con la suma de los sueldos de todos los 
individuos del fichero original. 
2.2. Clasificación de las tablas  
Una vez se han presentado qué son las tablas de datos tabulares, se puede ser con más detalle 
una posible clasificación de las mismas. 
2.2.1. Tablas de frecuencias / tablas de magnitudes 
Las tablas de frecuencias nos indican el conteo de individuos que aparecen en cada celda como 
resultado del cruce de variables categóricas. La tabla 2-3, que muestra el número de individuos 
con cada nivel de estudios según la profesión, es un ejemplo de tabla de frecuencias. 
Las tablas de magnitudes presentan información agregada (generalmente en forma de sumas 
o medias) de una variable numérica, para los individuos que pertenecen a una celda como 
resultado del cruce de variables categóricas. La tabla 2-4, que muestra el sueldo de los 
individuos con cada nivel de estudios según la profesión, es un ejemplo de tabla de 
magnitudes. 
 
2.2.2. Tablas positivas / generales 
Las tablas positivas son aquellas cuyas celdas únicamente podrán contener valores mayores o 
iguales a 0. Las tablas de frecuencias, por ejemplo, son por definición tablas positivas. Las 
tablas que muestran información agregada de variables numéricas que sólo puede tomar 
valores positivos (por ejemplo el sueldo), también serán tablas positivas. 
Las tablas generales son aquellas que no tienen restringido el signo del valor que pueden 
tomar las celdas. Por ejemplo, si consideramos una tabla que muestra la variación interanual 
de beneficios de las empresas por población, será una tabla de tipo general, ya que es posible 
que aparezcan valores negativos. 
 
2.2.3. Tablas individuales k-dimensionales / jerárquicas 
Las tablas individuales k-dimensionales son las que se han presentado en los ejemplos 
anteriores y aparecen como resultado de cruzar diferentes variables de un fichero de 
microdatos. El valor de la dimensión k se corresponde con el número de variables categóricas 
cruzadas.  
Si en el ejemplo de la tabla 2-3 que cruza nivel de estudios con profesión se incorpora la 
variable población, nos aparecería una tabla de 3 dimensiones que se representaría como un 
cubo. Si en el fichero de microdatos dispusiéramos de más variables categóricas que se 
quisieran incorporar a una misma tabla de salida, ésta podría llegar a complicarse 
enormemente. 
Las tablas jerárquicas son aquellas que tienen información cruzada de variables categóricas 
cuyas celdas son además resultado de realizar algún tipo de agregación de información de 
manera jerárquica sobre otras tablas generadas también a partir del cruce de variables. 




El siguiente ejemplo permite ver de una manera más clara qué son las tablas jerárquicas. 
Si se dispone de 2 tablas, una en que muestra la información del nivel de estudios por 
población (2-5), y otra que presenta el nivel de estudios por provincia (2-6), se tiene que una 
fila de la tabla con agregación por provincias corresponde a la suma de todas las filas de la 




E1 E2 E3 E4 TOTAL 
POB1 20 23 24 56 123 
POB2 24 14 45 87 170 
POB3 35 56 67 79 237 
POB4 34 78 89 80 281 
TOTAL 113 171 225 302 811 




E1 E2 E3 E4 TOTAL 
PROV1 113 171 225 302 811 
PROV2 143 215 321 234 913 
PROV3 143 345 542 134 1164 
TOTAL 124 212 312 124 772 
Tabla  2-6. Ejemplo. Frecuencia de nivel de estudios por provincia 
 
Si la tabla 2-5 contiene todas las poblaciones de la provincia 1, la fila que representa a la 
provincia 1 en la tabla 2-6 se corresponde con la suma de todas las filas de la tabla 2-5, es 
decir, la fila del total. 
  
2.3. Riesgo de revelación de datos 
Cuando se hacen públicos los datos, las tablas que se muestran contienen la información 
agregada, ya que a pesar de que en los registros de los individuos se omite la identidad de los 
mismos, en algunos casos se podría llegar a deducir a quién pertenece cada uno. 
Aun siendo las tablas agregadas, no está garantizada la protección de los datos. Anteriormente 
se ha visto como al analizar conjuntamente las tablas 2-3 y 2-4, una con información de 
frecuencias y otra de magnitudes, es posible llegar a identificar el sueldo de un único individuo 
con un nivel de estudios y una profesión determinada.   
A partir de este momento esa información deja de ser anónima, ya que si de alguna manera se 
puede llegar a saber qué individuo, cuyos datos aparecen en las tablas, tiene las características 
de nivel de estudios y profesión dados, automáticamente sabremos cuál es su sueldo. 
Esto nos conduce a la idea de que no todas las tablas que contienen la información agregada 
se pueden hacer públicas tal cual contienen la información, ya que se corre el riesgo de que 
algunos datos dejen de ser anónimos, existiendo riesgo de revelación. 
Se pueden distinguir diferentes tipos de “ataque” a la información en función de si el individuo 
que puede llegar a obtener información de las tablas está incluido o no en alguna de ellas. (Si 
los datos de un individuo se han incorporado a las tablas). A continuación se describen cuáles 
son algunas posibles modalidades de ataque. 
2.3.1. Ataque externo 
Se produce cuando un individuo ajeno a la información que se muestra en las tablas puede 
obtener algún tipo de información de un individuo cuyos datos están contenidos en ellas. 




Un ejemplo sencillo es el que se ha comentado anteriormente.  A continuación se presentan 
de nuevo las tablas para verlo con más claridad. 
 
 
E1 E2 E3 E4 TOTAL 
P1 1 7 5 0 13 
P2 34 13 6 0 53 
P3 5 3 2 0 10 
P4 5 10 15 1 31 
TOTAL 45 33 28 1 107 
Tabla  2-7. Ejemplo. Frecuencia de nivel de estudios por profesión 
 
 
E1 E2 E3 E4 TOTAL 
P1 25000 133000 115000 0 273000 
P2 612000 299000 138000 0 1049000 
P3 170000 72000 50000 0 292000 
P4 100000 345000 600000 45000 1090000 
TOTAL 907000 849000 903000 45000 2704000 
Tabla  2-8. Ejemplo. Suma del sueldo por profesión y nivel de estudios 
 
Como sólo hay un individuo que cumple el estar en la combinación (P4, E4) y el sueldo global 
de los individuos de esa combinación es de 45000, cualquiera que tenga a su disposición estos 
datos puede deducir el sueldo que tiene ese individuo. 
 
2.3.2. Ataque interno 
Para que se produzca este tipo de ataque, el individuo que lo realiza ha de estar incluido 
dentro de la información que se muestra en las tablas, de manera que conoce una parte de los 
datos que se muestran en la tabla porque son suyos. En función de cómo sea el nivel de 
agregación de las tablas, puede llegar a conocer la información de un individuo que tenga sus 
mismas características. 




E1 E2 E3 E4 TOTAL 
P1 1 7 5 0 13 
P2 34 13 6 0 53 
P3 5 3 2 0 10 
P4 5 10 15 2 32 
TOTAL 45 33 28 2 108 
Tabla  2-9. Ejemplo. Frecuencia de nivel de estudios por profesión (II) 
 
 
E1 E2 E3 E4 TOTAL 
P1 25000 133000 115000 0 273000 
P2 612000 299000 138000 0 1049000 
P3 170000 72000 50000 0 292000 
P4 100000 345000 600000 75000 1120000 
TOTAL 907000 849000 903000 75000 2734000 
Tabla  2-10. Ejemplo. Suma del sueldo por profesión y nivel de estudios (II) 




Suponiendo que el individuo A que realiza el ataque cumple las características de estar en la 
combinación (P4, E4), cuyo valor es de una magnitud de 75000 y suponiendo que el sueldo de 
A es de 45000, como solo hay otro individuo B en su misma situación, la diferencia entre 
ambas cantidades (75000-45000 = 30000) será lo que corresponda al sueldo de dicho individuo 
B en su misma situación. 
 
Si trasladamos estas tablas a otro contexto en el que se muestran los beneficios de empresas 
por sector y ubicación geográfica, por ejemplo, siendo nosotros una de ellas, podemos 
conseguir de manera sencilla información sobre la otra empresa que seguramente será 
nuestra competencia directa. 
 
2.3.3. Ataque interno con dominancia 
Este tipo de ataque es una variante del ataque interno. En este caso, el individuo que puede 
llegar a conseguir la información ha de cumplir que:  
- Tenga sus datos dentro de las tablas que está atacando. 
- Se encuentre en una combinación de factores donde no haya muchos individuos que la 
cumplan (no es necesario que sean solo 2 como en el caso anterior)  
- La aportación que realiza al valor que aparece en la tabla de magnitudes agregadas en 
la celda de su combinación tiene un peso muy grande respecto a la suma de las 
aportaciones de los demás.  




E1 E2 E3 E4 TOTAL 
P1 1 7 5 0 13 
P2 34 13 6 0 53 
P3 5 3 2 0 10 
P4 5 10 15 4 34 
TOTAL 45 33 28 4 110 
Tabla  2-11. Ejemplo. Frecuencia de nivel de estudios por profesión (III) 
 
 
E1 E2 E3 E4 TOTAL 
P1 25000 133000 115000 0 273000 
P2 612000 299000 138000 0 1049000 
P3 170000 72000 50000 0 292000 
P4 100000 345000 600000 55000 1100000 
TOTAL 907000 849000 903000 55000 2714000 
Tabla  2-12. Suma del sueldo por profesión y nivel de estudios (III) 
 
En este caso se tienen 4 individuos que están en la combinación (P4, E4). Siendo nosotros uno 
de ellos y sabiendo que nuestro sueldo es de 45000, vemos de manera directa que la 
diferencia, 55000 – 45000 = 10000, corresponde a la suma de los otros 3 individuos. Así pues, 
podemos saber cuál puede ser el sueldo en media de cada uno de los demás que están en 
nuestra misma situación, o si más no, podemos establecer un máximo de cuál puede ser este 
valor. 
Aun en el caso de que la aportación de un individuo al valor de la celda no sea dominante, 
puede darse el caso de que se alíe con alguno de los otros individuos que pertenecen a esa 




misma celda para compartir información y tratar de deducir de una manera aproximada la 
información del resto de los individuos de su misma celda. 
 
2.4. Celdas sensibles 
Se conoce bajo este nombre al conjunto de celdas que nos pueden revelar algún tipo de 
información de los individuos cuyos datos aparecen en las tablas. 
El primer paso para tratar de evitar el riesgo de revelación consistirá en la identificación de 
cuáles son estas celdas para, a continuación, realizar algún tipo de acción que evite que se 
publiquen de manera que puedan revelar información. Según el tipo de tablas se utiliza uno u 
otro criterio que determina si una celda es sensible. 
 
El concepto de celda sensible será citado de manera recurrente a lo largo del documento, ya 
que son los elementos que centran buena parte de nuestro interés. 
 
2.4.1. Celdas sensibles en tablas de frecuencias 
En el caso de las tablas de frecuencias se acostumbra a determinar una frecuencia mínima f 
por debajo de la cual una celda pasa a considerarse sensible.  
 
2.4.2. Celdas sensibles en tablas de magnitudes 
Para determinar si una celda es sensible o no en una tabla de magnitudes, se acostumbra a 
tener en cuenta la aportación de los diferentes individuos al valor que aparece agregado en 
esa celda. Para determinar la aportación que sirve de umbral se pueden encontrar varias 
técnicas. Algunas de ellas se describen a continuación. 
Regla (n, k) 
Dada una celda en la que hay aportaciones de un conjunto de individuos, si hay n que aportan 
más del k % del total de la celda, se considerará que ésta es sensible. 
Se plantea como ejemplo un caso sencillo de una celda formada por aportaciones de 6 
individuos de la manera 30+25+15+10+10+10 (= 100). 
Si tenemos como valores de la regla (n, k) = (1, 50) vemos que la celda no es sensible, ya que la 
aportación de ningún individuo supera el 50% del valor de la k. (La aportación mayor es del 
30%, correspondiente al individuo de valor 30). 
Si los valores de la regla son (n, k) = (2, 50) vemos como la situación cambia. La celda sí se 
consideraría ahora sensible bajo este criterio, ya que la suma de 2 aportaciones, 25+30 nos da 
un total de 55, superando el 50% que tenemos establecido como umbral. 
Regla p% 
Según este criterio, se considera que una celda es sensible si se da la posibilidad de que un 
individuo pueda llegar a estimar cual es el valor de otro individuo con una precisión de p%. (Es 
de decir, si la estimación que podemos realizar está dentro de un intervalo creado en torno a 
los valores reales del resto de los individuos  con un margen de p% respecto a su cantidad 
real). 
 
Vemos su aplicación práctica utilizando un ejemplo con 4 individuos con aportaciones de 
60+30+5+5 (=100). 




Suponiendo un valor de p=20. Si somos el individuo con mayor aportación, 60, sabemos que la 
aportación del resto es de 40. Ésta sería la contribución máxima de cualquiera de los demás de 
su misma celda siempre que el resto aportaran 0. 
 
En este caso, aplicando un 20% sobre la aportación real de los demás, vemos que el valor 
mayor es 36 (correspondiente a la aportación del segundo individuo, 30 + 30x0.2 = 36). Dado 
que 36 es inferior a 40, de momento la celda sería segura.  
 
Si somos el segundo individuo, con aportación 30, sabemos que la aportación del resto es de  
70. Aplicando un 20% sobre el mayor de los demás, nos aparece 72 (60 + 60x0.2 = 72 
correspondiente al individuo 1). Dado que 72 es mayor a 70, bajo la regla p% con p=20%, la 
celda sería no segura. 
En la práctica se analiza directamente la situación del segundo individuo con mayor 
contribución respecto a la contribución del dominante en la celda, y se puede formular de 
manera alternativa diciendo que una celda es sensible si su valor menos la suma de las 
aportaciones de los 2 individuos con mayor peso  es inferior a un p% de la aportación del 
dominante. 
 
De cara a este proyecto, los pasos necesarios hasta llegar aquí no nos preocupan demasiado, 
ya que vamos a partir de ficheros que contendrán información de una o varias tablas en las que 
ya se han identificado las celdas que son sensibles. También se nos proporciona la información 
de cuál es la modificación mínima que se ha de hacer en el valor de cada celda sensible para 
protegerla. 
 
Lo que sí nos va a interesar es la manera de proteger las tablas y en concreto uno de los 
métodos, el CTA. Por este motivo, en el siguiente apartado se introducen los diferentes 
métodos de protección. 
2.5. Métodos de protección de datos tabulares 
 
A pesar de que el algoritmo implementado para tratar de solucionar el problema de protección 
de datos tabulares utiliza un método concreto, como es el CTA, en este apartado se trata de 
describir de manera general cuáles son las otras alternativas existentes, dejando para el final y 
con más detalle el método del CTA. 
 
En función del tratamiento que se da a los datos de las tablas que se quieren proteger se 
distinguen dos grandes familias de métodos, los llamados no-perturbativos, que no modifican 
los valores de las celdas, sino que ocultan o modifican la estructura de la tabla, y los métodos 
perturbativos, que modifican algunas celdas de las tablas a proteger sin alterar su estructura. 
 
En el grupo de los no-perturbativos tenemos la recodificación de las variables de cruce y el CSP 
(Cell Suppression Problem), problema de supresión de celdas. 
 
Dentro de los perturbativos vamos a encontrar el CRP (Controlled Rounding Problem), 
Problema de redondeo controlado, y el CTA (Controlled Tabullar Adjustement), Ajuste 
controlado de tablas. 
 








2.5.1. Recodificación de variables de cruce 
 
Tanto la idea base como la implementación de este método son muy sencillas. Una vez 
identificada una celda sensible, se modifica la estructura de la tabla para hacer que la categoría 
de la variable donde aparece dicha celda se agregue a otra categoría de la misma variable. 
 
El gran inconveniente es la pérdida de información en la variable donde está la celda sensible 
que protegemos, ya que dos categorías pasan a estar unidas. Se está modificando la estructura 
de la tabla. 
 




E1 E2 E3 E4 TOTAL 
P1 1 7 5 0 13 
P2 34 13 6 0 53 
P3 5 3 2 0 10 
P4 5 10 15 1 31 
TOTAL 45 33 28 1 107 
Tabla  2-13. Recodificación de variables. Tabla no protegida. 
 
 
E1 E2 E3+E4 TOTAL 
P1 1 7 5 13 
P2 34 13 6 53 
P3 5 3 2 10 
P4 5 10 16 31 
TOTAL 45 33 29 107 
Tabla  2-14. Recodificación de variables. Tabla protegida. 
 
 
Como se puede ver en la tabla 2-13, hay una celda sensible en la categoría de nivel de estudios 
E4. Para proteger la tabla, una posible solución utilizando este método es juntar las categorías 
de las variables E3 y E4, tal y como se aprecia en la tabla 2-14. 
 
2.5.2. CSP. Problema de supresión de celdas 
 
Este es un método bastante más complejo que el anterior. La idea fundamental es la supresión 
de la celda sensible y de algunas otras celdas que nos garanticen que la tabla queda bien 
protegida. 
 
Se plantea este ejemplo, en el que se tiene una tabla con una única celda sensible (P2, E3). 
 
  E1 E2 E3 TOTAL 
P1 20 24 28 72 
P2 38 38 40 116 
P3 40 39 42 121 
TOTAL 98 101 110 309 
Tabla  2-15. Método del CSP. Tabla no protegida 





Para proteger la tabla se ha de suprimir la celda sensible y algunas adicionales de manera que 
no se pueda estimar su valor con un cierto nivel de precisión según determina el problema 
llamado de auditoría. En nuestro caso, la tabla protegida podría quedar como se muestra a 
continuación. 
 











P3 40 39 42 121 
TOTAL 98 101 110 309 
Tabla  2-16. Método del CSP. Tabla protegida 
 
2.5.3. CRP. Problema de redondeo controlado. 
 
Este método se basa en redondear los valores de las celdas hasta un valor que sea el múltiplo 
más cercano a la base r con la que estamos trabajando. 
 
Para verlo de manera más sencilla se plantea el siguiente ejemplo: 
 
  E1 E2 E3 E4 TOTAL 
P1 27 33 45 62 167 
P2 67 24 65 12 168 
P3 32 63 34 87 216 
TOTAL 126 120 144 161 551 
Tabla  2-17. Método del CRP. Tabla no protegida 
 
  E1 E2 E3 E4 TOTAL 
P1 25 35 45 60 165 
P2 65 25 65 10 165 
P3 30 65 35 85 215 
TOTAL 120 125 145 155 545 
Tabla  2-18. Método del CRP. Tabla protegida 
 
Partiendo de la tabla 2-15 (donde está destacada en gris una celda sensible), vamos a 
modificar los valores de las celdas utilizando una base de r=5.  
 
Con las celdas que no son marginales no hay ningún problema en aplicar los redondeos, pero 
observando las celdas de los totales se puede apreciar como en algunos casos no se está 
redondeando al múltiplo de la base más cercano, ya que de ser así, no se cumplirían las 
restricciones sobre filas y columnas de la tabla. (El total de la columna E1 en la tabla 2-17 es 
126, por lo que redondeado al múltiplo más cercano debería ser 125, mientras que en la tabla 
2-18 aparece protegido con un valor de 120). 
 
Además de la imposibilidad de redondear al múltiplo de la base más cercano para todos los 
casos, el gran inconveniente de este método es  su complejidad (debido a la aparición de 
tantas variables binarias como celdas para indicar el sentido de la modificación realizada hasta 
convertirlo en un múltiplo de la base) y el hecho de estar aportando implícitamente 
información a los posibles atacantes. Una vez se conoce la base para el redondeo es fácil 




deducir que los valores de las celdas originales se mueven entre dos múltiplos de la base, con 
lo que el valor real de la celda está, en cierto modo, acotado.   
2.5.4. CTA. Control ajustado de tablas 
 
El método del CTA se puede considerar una evolución del CRP.  Consiste en la modificación de 
los valores de las celdas sensibles hasta situarlos por encima o por debajo de un valor 
considerado su umbral de seguridad.  
 
Dada una celda sensible cuyo valor es a se definen unos intervalos de protección lpl (lower 
protection limit) y upl (upper protection limit) de manera que la celda quedará protegida 
cuando consiga situarse: o bien con el valor de a+upl; o bien como a-upl.  
 
El intervalo de valores (a-lpl, a+upl) no se considera seguro para esa celda. 
El resto de las celdas, las que no son sensibles, se van a utilizar para contrarrestar los 
movimientos realizados en los valores de las sensibles.  
Además de conseguir que todas las celdas sensibles queden protegidas, el objetivo es que la 
suma de los valores de las celdas modificadas sea la más pequeña posible, para que la 
perturbación producida en la tabla sea la menor. (Éste será el término a minimizar cuando se 
formule matemáticamente el problema, como se podrá ver más adelante). 
 
Recuperamos un ejemplo anterior para ver como quedaría una tabla protegida utilizando este 
método.   
 
  E1 E2 E3 E4 TOTAL 
P1 27 33 45 62 167 
P2 67 24 65 12 168 
P3 32 63 34 87 216 
TOTAL 126 120 144 161 551 
Tabla  2-19. Método de CTA. Tabla no protegida 
 
La celda destacada, que ocupa la posición (P3, E4) es una celda sensible cuyo valor es a=87. 
Suponiendo que sus niveles de seguridad son (lpl = 5, upl =5), para que la celda quede con un 
valor  seguro ha de tomar un valor tal que  587 +≥a  o bien 587 −≤a . Es decir, la variable a 
no podrá tomar ningún valor del intervalo (82-92). 
 
Las celdas correspondientes a los totales las vamos a considerar fijas (más adelante se verá con 
más detalle que dentro de las celdas no sensibles hay algunas que se pueden modificar y otras 
que no). 
 
Si tratamos de llevar la celda sensible a su límite inferior de seguridad podríamos tener una 
tabla como esta: 
 
  E1 E2 E3 E4 TOTAL 
P1 27 33 45 62 167 
P2 67 24 60 17 168 
P3 32 63 39 82 216 
TOTAL 126 120 144 161 551 
Tabla  2-20. Método de CTA. Celda protegida por lpl. 
 




Al llevar la celda sensible a su nivel inferior de seguridad, pasa de 87 a 82. Esas 5 unidades que 
se modifican se han de compensar con movimientos en algunas de las otras celdas. En este 
caso, por ejemplo, la celda (P3, E3) pasa de 34 a 39 (+5).  Lo mismo ocurre con la celda (P2, E4) 
que pasa de 12 a 17 (+5). Para acabar de equilibrar la tabla se puede modificar el valor de la 
celda (P2, E3) haciendo que pase de 65 a 60 (-5).  
 
De esta manera la celda sensible ha quedado protegida y las celdas correspondientes a los 
totales mantienen sus valores originales. 
 
Tomando el valor absoluto, el número de unidades que se han modificado las celdas, en 
conjunto, es de 20.   
En nuestro caso, si en la función objetivo a minimizar se hubiera definido la suma del valor 
absoluto del número de unidades que se desplaza el valor de cada celda, y todas las celdas 
ponderasen de la misma manera (con un peso igual a 1), la función objetivo tomaría el valor de 
20.  Si se llevara la celda sensible a su límite superior (fijando el valor a 92) se podría obtener 
una solución alternativa, pero no se conseguiría mejorar el valor de la función objetivo. 
 
En la práctica, se acostumbra a dar diferentes pesos a las celdas, haciendo que sea mayor en 
las celdas que no queremos que se modifiquen, para penalizar una variación en el valor de las 
mismas.  
 
En este ejemplo presentado, encontrar una solución que deje la tabla protegida es bastante 
fácil, pero a medida que aumenta el número de celdas sensibles llega a ser muy complejo de 
solucionar e incluso encontrar una primera solución factible (sin pensar en que sea la óptima) 




En este capítulo se ha realizado una revisión de lo que son los datos tabulares y las diferentes 
maneras que nos pueden llevar a la revelación de la información mediante ataques, tanto 
internos, cuando el individuo que realiza el ataque tiene sus datos dentro de las tablas a 
proteger, como externos, cuando se trata de una persona ajena.  
 
En la última parte se han introducido algunos procedimientos de protección de datos, no 
perturbativos y perturbativos, dependiendo de si alteran o no la estructura de la tabla para 
proteger las celdas sensibles. 
 
En la parte final, y dentro de los métodos perturbativos, se ha introducido en qué consiste el 
Ajuste Controlado de Tablas (CTA), basado en llevar los valores de algunas celdas (las 
consideradas sensibles) por encima o por debajo de un determinado umbral de seguridad. 
 
En adelante centraremos nuestro interés de manera exclusiva en el CTA.   




3. Formulación del problema 
 
En este capítulo se pretende introducir la formulación matemática del problema de CTA, 
describiendo en primer lugar los elementos que se precisan para poder representar 
correctamente el problema. En la parte final se dedica un apartado a la presentación de cómo 
son los ficheros de datos con los que se trabaja. 
 
3.1. Formulación matemática 
 
Como se ha ido viendo en el capítulo anterior, en el problema de CTA se cuenta con dos 
grandes grupos de celdas: 
 
• Celdas sensibles. Son aquellas que no se pueden hacer públicas con su valor original y 
se han de situar por encima o por debajo de un umbral de seguridad tal que el valor 
final sea  menor o igual que a-upl  o bien, mayor o igual que a+upl.  
 
• Celdas no sensibles. Son aquellas que no están afectadas por ninguna restricción de 
seguridad. Dentro de estas tenemos: 
 
o Celdas modificables. Las que se pueden mover para compensar los cambios en 
los valores de otras celdas. 
 
o  Celdas fijas.  Celdas en las que no se puede modificar el valor. Generalmente 
se corresponden con las filas o columnas que contienen totales. 
 
Tanto en el caso de las celdas sensibles como en las no sensibles modificables existe una 
restricción aún no comentada, y es que los valores entre los que se pueden mover están 
acotados por unos límites inferior (lb o lower bound)  y superior (ub o upper bound). 
 
En adelante, se utilizará el término “protección” o “umbral de seguridad” para referirnos a los 
lpl y upl, mientras que se hablará de límites a la hora de referirnos a los lb y ub. 
 
Otro aspecto a destacar a la hora de decidir qué solución es mejor, es la existencia de unos 
pesos asociados a las variables. Si se tiene preferencia por que una celda no vea modificado su 
valor, esta celda tendrá asociado un peso muy grande, de manera que una pequeña 
modificación en su valor penalice en la suma de valores que se trata de minimizar en la función 
objetivo del problema. 
 
Recopilando todos los elementos que se han ido presentando hasta el momento, para realizar 
la formulación del problema vamos a necesitar: 
  
- La expresión de todas las restricciones que configuran nuestra estructura de tablas de 
la forma bAa = , para ello contaremos con: 
 
o Un vector nRa∈ que contiene todas las celdas de las tablas a proteger 
niai ..1, = . 
 




o Una matriz mxnRA∈ que contendrá 0, 1 o -1 en función de si una celda 
determinada aparece en la fila de la restricción correspondiente. Tomará los 
valores 0 si no aparece, 1 si aparece sumando o -1 si se trata de una celda 
marginal, (de manera que compense a todas las que aparecen con 1). Por lo 
general en cada celda aparecerán uno o varios 1 y un único -1. 
 
o Un vector mRb∈ que contiene la parte derecha del término de las 
restricciones (rhs). En la práctica este vector sólo contiene 0, ya que las celdas 
correspondientes a los totales, que son las que podrían ir en este término, se 
han llevado a la parte izquierda, por lo que se van a incluir en la matriz A 
restando.  
 
- Un vector nRw∈ de pesos, que nos indica las penalizaciones por la modificación de 
los valores de las distintas celdas. 
 
- Dos vectores que contienen la información de los límites inferior y superior de cada 
una de las variables. nx
n
x RuRl ∈∈ , . 
 
- Un conjunto de índices que nos indican, de entre todas las celdas que tenemos, cuáles 
son las sensibles }..1{}...,{ 21 niiiP s ⊆=  
 
- Dos vectores de la dimensión del número de celdas sensibles que contienen la 
información de los límites inferior y superior de protección para cada celda sensible i:  
ii upllpl ,  
 
- Un vector nRx∈ que contendrá la solución de nuestro problema, (el valor que 
acabará tomando cada una de las celdas). Esta solución deberá cumplir, para todas las 
celdas sensibles, iii uplax +≥  o bien iii lplax −≤ . 
 
Con todos los elementos anteriores podemos introducir una primera formulación del 




axmin |||| −  
                                                              
                                              bAx           s.a. =            (3.1) 
                                                                xx uxl ≤≤  
ii uplax +≥  o bien ii lplax −≤ , Pi∈  
 
En esta primera formulación se trata de conseguir minimizar la distancia L entre los valores 
finales de las celdas una vez protegidas las celdas sensibles y los valores originales, sin tener en 
cuenta los pesos asociados a las variables comentados anteriormente. 
 
Las restricciones se han de seguir satisfaciendo, según se representa  en bAx = y se ha de 
cumplir, por una parte, que los valores finales de las celdas respeten los límites inferior y 
superior, y además, que las celdas sensibles una vez modificadas queden por debajo o por 
encima de su umbral de seguridad (lpl o upl). 
 




En lugar de trabajar con la desviación entre los valores finales y originales de las celdas, se 
puede realizar una reformulación de (3.1) incorporando nuevas variables, que llamamos z, 
para representar la diferencia ax − . Asimismo, incorporamos otras variables para representar 
los límites inferior y superior de estas nuevas variables z, que llamaremos zl y zu . 
 
Así pues, tendremos las siguientes nuevas variables y relaciones: 
 
                                             axz −=  all xz −=  auu xz −=                                         (3.2)                
 
Si consideramos la distancia L como 1L  ponderada por el peso iw  podemos reescribir la 












                                                              
                                             bAz     s.a. =            (3.3) 
       zz uzl ≤≤  
ii lplz −≤  o bien ii uplz ≥    , Pi∈  
 
 
De cara a poder implementarlo de una manera más fácil, nos resulta necesario eliminar el 
término iz . Para ello vamos a definir dos variables auxiliares que vamos a llamar 
+z y .−z  De 
este modo podemos reescribir el valor absoluto de la manera  −+ += zzz . 
 
El otro término que nos interesa arreglar es la disyunción que afecta a las celdas sensibles. 
Para poder representar que una variable está protegida, o bien por su intervalo superior de 
protección o bien por su intervalo inferior de protección, nos vamos a ayudar de una variable 
binaria que llamamos y donde  }1,0{∈y .   
Se asignará el valor 1=iy cuando la celda sensible asociada a esa i se encuentra protegida en 
su upl.  Por contra, si 0=iy estaremos indicando que la variable está protegida por su lpl. La 
reformulación de la expresión de (3.3) una vez incorporadas estas variables que se acaban de 
comentar quedará de la siguiente manera: 
 












bzzA             s.a. ii =+
−+ )(  (3.4b)   
                         zuz ≤≤
+0 ,  zlz −≤≤
−0  (3.4c) 
                   sy }1,0{∈  (3.4d) 
























La formulación (3.4) es con la que principalmente se ha trabajado en este proyecto. En el 
capítulo siguiente se verá como ya está implementada y qué estrategias está utilizando 
actualmente para tratar de llegar lo antes posible a la solución. 
 
Antes de continuar, conviene citar el número de variables que tiene nuestro problema: 2n 
variables reales, (donde n es el número de celdas del problema) y   p variables binarias (donde 
p es igual al número de celdas sensibles). 
 
En cuanto a las restricciones, se tienen, por una parte m restricciones donde sólo aparecen 
variables reales, correspondientes a las restricciones originales necesarias para representar la 
estructura de las tablas,  (la relación entre las celdas), lo que se corresponde con el término 
(3.4b).   Además de éstas, aparecen 4p restricciones donde intervienen variables binarias y 
reales,  que sirven para representar las protecciones de las celdas sensibles. 
 
3.2. Formato del fichero de datos para el problema 
 
Aunque no sea estrictamente necesario conocerlo para comprender el problema, para 
complementar la información se incluye este apartado que trata de describir de qué manera se 
presentan los datos a partir de los cuáles trabajamos. Para introducir cómo es el fichero de 
datos utilizado para guardar la información de nuestro problema planteamos el siguiente 
ejemplo de una tabla sencilla a proteger: 
 
 
361 300 8 5 5 5 38 
252 8 68 40 76 29 31 
203 11 33 20 60 35 44 
197 7 28 36 41 22 63 
 326 137 101 182 91 176 
Tabla  3-1. Ejemplo de tabla para CTA 
 
En color gris se muestran sombreadas las 4 celdas sensibles que contiene nuestra tabla. En 
color rojo se muestran las celdas que contienen los totales y que en nuestro caso son fijas. 
 
El fichero de datos utilizado para representar el problema es un fichero de texto dividido en 
dos partes. La primera parte nos informa de las diferentes celdas que aparecen en la tabla a 
proteger, seguido de una segunda parte en la que se representan las restricciones que 
relacionan las celdas.  
 
La parte del fichero que representa la información de las celdas se puede ver en la siguiente 
figura 3-2. (Se muestra un extracto del fichero con la información de las 13 primeras celdas). 
 
 





Figura 3-2. Ejemplo de fichero de datos. Celdas. 
 
La primera línea nos indica la manera de almacenar la información en el fichero (0 indica que 
es el formato estándar que se tiene definido). El valor de 34 nos indica el total de celdas que 
aparecen.  A continuación aparece una línea por cada celda, indicando: 
 
- Identificador de la celda  
- Valor original de la celda, (a) 
- Peso w que tiene la celda 
- Tipo de la celda (u, sensible; s, no sensible modificable; z, no sensible fija) 
- Límite inferior (lb) 
- Límite superior (ub) 
- Límite inferior de protección (lpl) 
- Límite superior de protección (upl) 
 
(El último campo de cada línea no es tenido en cuenta en nuestra implementación). 
 
Como curiosidad, en este caso se puede ver como todas las celdas ponderan por igual con un 
peso de 1. 
 
Una vez tenemos descrita la información de las celdas, pasamos a ver la matriz que representa 
las restricciones. 




Figura 3-3. Representación de las restricciones 
 




El fichero que guarda la información del problema nos indicará, justo después de la 
información de las celdas, el número de restricciones que tiene el problema (en este caso 10) y 




Figura 3-4. Ejemplo de fichero de datos. Restricciones 
 
La primera posición se corresponde con lo que sería el término b de las restricciones, que en 
nuestro caso acostumbra a tomar el valor 0.  El siguiente número nos indica el total de 
términos que aparecen en la parte izquierda de la restricción. (En nuestro caso son 7 o 5 
términos dependiendo de si la restricción corresponde a una fila o a una columna de la tabla a 
proteger). 
 
Seguidamente aparecen tantos pares de números como se indicaba en el total de términos, 
mostrando el identificador de la celda y, entre paréntesis, si su aportación a la restricción es en 
forma de suma o de resta. (Por lo general en cada restricción todos los términos menos uno 
aparecen sumando). 
 
En un mismo fichero de datos puede aparecer información de una única o bien de un conjunto 
de tablas a proteger. A lo largo del documento en ocasiones se hace referencia directamente al 





Se llega al final de este capítulo después de haber visto como es la formulación del problema 
con el que vamos a trabajar así como de los pasos que se han dado hasta llegar a ella.  De 
ahora en adelante se deberá tener siempre presente el contenido de (3.4), pero no se deberán 
perder del todo de vista las formulaciones revisadas, especialmente la (3.3) puesto que nos 
resultará de utilidad. 
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4. Implementación original del problema  
 
En el presente capítulo se pretende mostrar cómo es la implementación actualmente existente 
para resolver el problema. Se comentarán especialmente los elementos que, en un momento 
previo a la realización de este proyecto, se introdujeron para tratar de mejorar el 




El punto de partida de este proyecto es una implementación del CTA ya existente realizada en 
C++. En su versión más básica, lee los datos del fichero indicado, carga las estructuras 
intermedias necesarias y realiza la llamada al solver elegido (Cplex o XPRESS) para tratar de 
conseguir, o bien una combinación factible, o bien una solución óptima. (De aquí en adelante, 
en lugar de utilizar el término solver, usaremos directamente el nombre de Cplex, ya que es el 
resolutor base utilizado en el proyecto). 
 
El número de celdas sensibles de las tablas a proteger puede ser muy grande. Suponiendo que 
i es el número de celdas sensibles, el total de posibles asignaciones diferentes de protección es 
i2 . Esto nos puede dar una idea de la complejidad de resolver el problema directamente. 
 
Algunas de las tablas que se han tratado de proteger llevan varias horas hasta que se 
encuentra el primer punto factible y después de encontrarlo, hacer que Cplex se mueva hacia 
un óptimo es también muy lento, (debido al elevado número de  combinaciones con las que 
puede probar). 
 
Para tratar de mejorar la implementación base del problema se introdujeron algunas mejoras 
que pueden concretarse en estos dos procedimientos: 
  
- Como mecanismo para tratar de acelerar la búsqueda de una primera solución, se 
implementó un proceso, basado en la detección de infactibilidades, previo a la 
ejecución del solver, que tiene como objetivo buscar de manera rápida un punto 
factible a partir de cual comenzar a iterar.  
 
- Cuando se dispone de un punto de partida factible, se utiliza un procedimiento (que se 
ha llamado BCD) para tratar de llegar al óptimo de manera progresiva, optimizando el 
problema en base a trabajar con subconjuntos (clusters) de las celdas sensibles.  
 
La integración de estos dos procedimientos dentro del programa que busca una solución 
óptima al problema de CTA se puede resumir en la siguiente secuencia de pasos. 
 
a) Se detectan las combinaciones que,  tal y como están definidas las restricciones, 
los intervalos de protección y los límites de las variables, matemáticamente son 
infactibles. 
 
b) Se pasa esta lista de asignaciones infactibles a Minisat, que devuelve una 
asignación compatible con la información que se le ha subministrado, es decir, una 
asignación supuestamente factible.  




c) Se inicializan las protecciones de las celdas sensibles del problema utilizando la 
salida de Minisat y se realiza una llamada a Cplex pidiendo que itere una vez y se 
detenga en el primer punto factible. 
 
o Si Cplex consigue alcanzar un punto factible para nuestro problema, se guarda 
la asignación de variables factible y se pasa a utilizar BCD 
 
o Si la primera llamada a Cplex detecta que esa asignación es infactible para 
nuestro problema, se vuelve a llamar a Cplex para que trate de llegar por sí 
mismo a una solución factible. Una vez encontrada se guarda la asignación de 
celdas obtenida y se pasa a utilizar BCD. 
 
d) (BCD) Se realiza la distribución de las celdas sensibles en clusters, de manera 
aleatoria o tal y como haya definido el usuario. 
 
e) (BCD) Se empiezan a realizar iteraciones, ejecutando en cada una de ellas, tantas 
sub-iteraciones como clusters (grupos de variables) se hayan definido, 
reemplazando, si se da el caso, la solución inicial por una mejor que se pueda 
encontrar. En cada sub-iteración solo se podrá modificar el valor de algunas de las 
celdas (en concreto las de un único cluster). 
   
A continuación se describen con detalle estos dos mecanismos, así como las ventajas e 
inconvenientes de cada uno. 
4.2. Búsqueda de una combinación factible a partir de combinaciones infactibles 
 
Este proceso se basa en aprovechar las propiedades de las restricciones para tratar de localizar 
asignaciones de protección de celdas que matemáticamente no podrán llegar a darse nunca. 
La recopilación de todas estas combinaciones infactibles, en su forma negada, se introduce en 
un optimizador especializado en restricciones binarias llamado Minisat. Este optimizador  
busca una asignación de las variables tal satisfaga todas las combinaciones que le han sido 
proporcionadas. 
  
Nuestro programa obtiene la asignación de variables que le proporciona Minisat y la pasa a 
Cplex para ver si resulta una solución factible del problema de protección de tablas que 
estamos tratando. 
 
Como se verá más adelante, a Minisat sólo se le proporciona información de algunas 
combinaciones infactibles. Así pues, algunas de las celdas sensibles de nuestro problema es 
posible que no aparezcan en ninguna de estas combinaciones, por lo que quedan “libres” y 
Minisat les puede asignar cualquier dirección de protección que tal vez resulte infactible  
(trasladada a nuestro problema).  Es decir, no está garantizado que la solución que devuelve 
Minisat sea una solución factible para nuestra tabla a proteger.  (Se trata de una condición 
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4.2.1. Minisat: solver para problemas de satisfactibilidad booleana. 
 
Minisat es un solver que resuelve problemas de satisfactibilidad booleana, también llamado 
SAT. 
 
Un problema SAT es aquel donde se quiere saber si una expresión booleana con n variables 
tiene asociada una asignación de valores para esas variables tal que la expresión es verdadera. 
 
Se tratará de explicar con utilizando un ejemplo sencillo: Se tiene un problema en que 
intervienen 4 variables binarias llamadas 1y , 2y , 3y  e 4y . 
Con estas variables se tiene una expresión a satisfacer: 
 
)()( 43431 yyyyy ∨¬∧¬∨∨  (4.1) 
 
El SAT trata de encontrar una asignación de las variables tal que hace cierta la expresión 
anterior (4.1). En este caso, por ejemplo, una solución válida sería 11 =y , 02 =y , 13 =y  e 
14 =y .  (Donde el valor 1 equivale a cierto, mientras que el 0 es el valor de falso). 
Se ha de notar que esta solución no es única.  Por ejemplo, en la expresión a evaluar no se 
proporciona información de 2y , por lo que esta variable tanto puede tomar el valor de 1 como 
de 0 en la solución factible. 
 
En función de cómo sea la expresión que se quiere hacer cierta, es posible encontrar una única 
solución factible o bien n soluciones. También puede darse el caso de que no exista ninguna 
asignación que haga cierta la expresión que queremos evaluar. En ese caso se dice que el 
problema es insatisfactible, tal y como se encargará de indicarnos Minisat. 
 
Las situaciones donde el SAT devuelve que el problema es infactible son aquellas en que, o 
bien el problema planteado no tiene solución (No hay una asignación de celdas posible que 
satisfaga las restricciones de nuestro problema), o bien el proceso que calcula la expresión que 
se proporciona al SAT no es correcto y se le está pasando una combinación de asignaciones 
que nunca va a poder ser cierta.  
 
A la hora de obtener la expresión que se proporciona a Minisat, normalmente se parte de una 
lista de asignaciones infactibles (es más sencillo identificar las asignaciones infactibles que no 
las factibles, además de que las asignaciones infactibles son muchas menos). Es decir, partimos 
de una lista de asignaciones que no queremos que se den. 
 
El SAT, en cambio, necesita una expresión a satisfacer expresada en forma conjuntiva, que 
contiene disyunciones dentro de cada sub-expresión, como se ha visto en el ejemplo. 
 
Así pues, se ha de tomar el conjunto de todas las infactibilidades que se hayan podido obtener 
en el proceso previo y negarlas para convertirlas a una forma conjuntiva que será la expresión 
a hacer cierta. 
 
Podemos tener, por ejemplo, identificadas estas 4 expresiones que sabemos que no se pueden 
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                         1,1,1 321 === yyy  ,  equivalente a 321 yyy ∧∧  (4.2) 
                         0,0 41 == yy  ,                 equivalente a 41 yy ¬∧¬  (4.3) 
                         1,1 54 == yy  ,   equivalente a 54 yy ∧  (4.4) 
                         1,0 43 == yy  ,   equivalente a 43 yy ∧¬  (4.5) 
 
 
Tenemos pues, que la expresión a obtener ha de satisfacer 
 
)5.4()4.4()3.4()2.4( ¬∧¬∧¬∧¬  (4.6) 
 
 
Esta asignación (4.6)  evita las 4 infactibilidades detectadas. Aprovechando la propiedad que 
nos dice que yxyx ¬∨¬=∧¬ )( , podemos reescribirla de la siguiente manera. 
 
 )()()()( 435441321 yyyyyyyyy ¬∨∧¬∨¬∧∨∧¬∨¬∨¬  (4.7) 
 
Con las asignaciones 0,0,1 421 === yyy  se hace cierta la expresión anterior (4.7). Se puede 
ver como las variables 3y y 5y quedan libres y pueden tomar cualquier valor. Se trataría, por 
tanto, de un problema de solución múltiple. 
 
El SAT en este caso nos devolvería cualquiera de las asignaciones que hacen cierto (4.7). 
 
4.2.2. Búsqueda de asignaciones infactibles. 
4.2.2.1. Ejemplo introductorio 
 
Las idea básica sobre la que está implementada la búsqueda de combinaciones infactibles se 
basa en identificar situaciones donde, al situar las celdas sensibles en un sentido determinado 
de protección (bien sea superior,  bien sea inferior), se produce una modificación de los 
valores de la restricción hacia un sentido tal que no es posible compensar con el resto de las 
celdas de la restricción. 
 
Este proceso tiene un fundamento matemático que se verá más adelante. De entrada se 
plantea el siguiente ejemplo numérico que servirá de introducción.  
 
Se plantea el caso en que tenemos un problema con esta restricción: 
 
 04321 =−++ xxxx  (4.8) 
 
El valor inicial de las celdas se muestra en esta tabla (4-1). 
 
X1 X2 X3 X4 (TOTAL) 
8 9 13 30 
Tabla  4-1. Ejemplo. Valores iniciales de las celdas. 
 
Capítulo 4  Implementación original del problema 
29 
 
Las celdas 1x y 3x  son sensibles, 4x  es fija y 2x es no sensible (pero sí se puede modificar su 
valor). Las celdas sensibles tienen sus valores de upl y lpl simétricos, con valor de 5. (Es decir, 
se han de desplazar 5 unidades hacia arriba o hacia abajo para quedar protegidas).  
 
El resto de los valores de los límites se puede ver en la siguiente tabla (4-2). 
 
 
X1 X2 X3 X4  
Valor de la celda 8 9 13 30 
Signo 1 1 1 -1 
Tipo Sensible No sensible Sensible Fija 
Lb 3 0 8 30 
Ub 13 20 18 30 
Lpl 5   5   
Upl 5   5   
Tabla  4-2. Ejemplo. Valores de los límites y protecciones de las celdas (I) 
 
 
Dado que tenemos 2 celdas sensibles, existen 4 maneras diferentes de asignarlas de manera 
que queden protegidas.  La mínima modificación consiste en llevarlas justo a sus umbrales de 
protección, bien las 2 hacia arriba, las 2 hacia abajo o una hacia cada sentido.  
 
Una vez fijadas a estos valores se ha de ver cómo se pueden mover el resto de las celdas para 
equilibrar la restricción. 
 
En nuestro caso la celda 4x es fija, por lo que no la podemos usar. Nos queda entonces la celda 
no sensible 2x , que se puede desplazar entre 0 y 20. Si las 2 celdas sensibles se llevan a sus 
upl, 2x se ha de decrementar en 10 unidades, hasta -1, pero su límite inferior es 0.  Así pues, 
esta asignación de celdas para 1x y 3x  resulta infactible. No puede darse el caso de que 1x y 
3x se sitúen a la vez en sus upl. 
 
La siguiente tabla resume las combinaciones de asignación posibles y muestra el valor que 
debería tomar 2x para equilibrar la restricción para cada asignación posible de 1x y 3x . Como 
se puede ver la asignación 1 es infactible, ya que obliga a 2x a tomar un valor negativo, cuando 
su lb es 0. 
 
 
Celdas sensibles Valor X1 Valor X2 Valor X3 Valor X4 
Asignación 1 X1 en upl, X3 en upl 13 -1 18 30 
Asignación 2 X1 en lpl, X3 en lpl 3 19 8 30 
Asignación 3 X1 en upl, X3 en lpl 13 9 8 30 
Asignación 4 X1 en lpl, X3 en upl 3 9 18 30 
Tabla  4-3. Ejemplo. Posibles asignaciones de las variables (I) 
 
Como se desprende de la formulación (3.4), cuando la variable está en el upl, se codifica con el 
valor de asignación  1, por lo que la asignación infactible, tomando las variables y  asociadas a 
cada una de las celdas sensibles, en este caso es 1,1 31 == yy , es decir )( 31 yy ∧ . 
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A la hora de pasarla a Minisat, se transforma esta infactibilidad en algo a satisfacer, por lo que 
la expresión queda transformada en )( 31 yy ¬∨¬ . 
 
Ésta será la expresión que proporcionaremos a Minisat, notando que en la sintaxis de Minisat, 
el valor negado de la variable se representa con el número de la variable correspondiente en 
negativo. 
 
A continuación (Figura 4-4) se presenta la entrada de datos que se proporcionaría a Minisat en 
este ejemplo. Al margen de elementos propios de la sintaxis de Minisat, ( p cnf ) en la primera 
línea del fichero indicamos que el problema consta de 4 celdas diferentes, a la vez que se 
informa de que se proporciona una única cláusula a satisfacer.  Seguidamente aparece la 




Figura 4-4. Ejemplo. Fichero de entrada a Minisat (I) 
 
 
Con esta única asignación a satisfacer, Minisat identifica que el problema sí es factible y nos 
sugiere una asignación, correspondiente a situar ambas variables en sus lpl. (Se ha de notar 
que en la respuesta de Minisat el índice de las celdas es una unidad inferior al que se ha 
pasado originalmente. De esta manera la variable  0 de salida equivale a la 1 de entrada y la 2 





Figura 4-5. Ejemplo. Salida de Minisat (I) 
 




X1 X2 X3 X4  
Valor de la celda 8 9 13 30 
Signo 1 1 1 -1 
Tipo Sensible No sensible Sensible Fija 
Lb 0 0 0 30 
Ub 11 9 16 30 
Lpl 8   13   
Upl 3   3   
Tabla  4-6. Ejemplo. Valores de los límites y protecciones de las celdas (II) 
 
A partir de estos datos, la lista de asignaciones posibles que hace que la tabla quede protegida 









Celdas sensibles Valor X1 Valor X2 Valor X3 Valor X4 
Asignación 1 X1 en upl, X3 en upl 11 3 16 30 
Asignación 2 X1 en lpl, X3 en lpl 0 30 0 30 
Asignación 3 X1 en upl, X3 en lpl 11 19 0 30 
Asignación 4 X1 en lpl, X3 en upl 0 14 16 30 
Tabla  4-7. Ejemplo. Posibles asignaciones de las variables (II) 
 
 
Las celdas coloreadas corresponden a las asignaciones infactibles para nuestro problema.  
 
Estas asignaciones infactibles quedan expresadas como: 
 
 )()()( 313131 yyyyyy ∧¬∧¬∧∧¬∧¬  (4.9) 
 
 
A la hora de transformarlo en la expresión que se proporciona a Minisat, queda expresado de 
la siguiente manera: 
 
 )()()( 313131 yyyyyy ¬∨∧∨¬∧∨  (4.10) 
 
 
El fichero que se genera para pasar a Minisat contiene, por tanto, la expresión anterior (4.10) 




Figura 4-8. Ejemplo. Fichero de entrada a Minisat (II) 
 
 
En este caso se detectan las 3 combinaciones infactibles, que son todas excepto la asignación 
de las dos celdas sensibles en sus upl. (Justo al contrario de lo que sucedía en el ejemplo 
anterior). 
 
La salida de Minisat debe ser pues la única combinación factible disponible, correspondiente a 





Figura 4-9. Ejemplo. Salida de Minisat (II) 
 
 
A continuación se trata de plantear formalmente la manera de identificar estas asignaciones 
de celdas sensibles infactibles. 
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4.2.2.2. Formulación matemática 
 
Para tratar de encontrar asignaciones infactibles de celdas, se parte de la base de separar las 









iij zmzm  
(4.11) 
 
Los coeficientes ijm van a tomar el valor de 1 o -1 en función de si la celda aparece sumando o 
restando en la restricción. 
Los subconjuntos PI j ⊆  e PI j ⊆' nos van a servir para separar las celdas sensibles de las no 
sensibles, respectivamente.  Por último, el término iz  nos indica la variación de valor que ha 
sufrido la celda i. 
 
La expresión anterior se puede reescribir de la siguiente manera, dejando un término a cada 












El término de la izquierda está afectado por las variables sensibles, por lo que el valor 
dependerá de las asignaciones hacia los upl o lpl que se realicen.  
El término de la derecha se corresponde con el intervalo que se puede llegar a compensar 
utilizando únicamente las celdas no sensibles de una restricción, y va a ser siempre el mismo, 
independientemente de las asignaciones de las celdas sensibles.  
 
El desarrollo de ambos lados de la expresión nos va a dar dos intervalos, uno formado por las 
variaciones máximas hacia la  izquierda o hacia la derecha que podremos tener considerando 
que todas las celdas sensibles están protegidas y el ya mencionado intervalo de desviaciones 
que es posible compensar con las celdas no sensibles. 
 
Desarrollando primero la parte derecha de la igualdad tenemos que el intervalo de 




































           
De manera intuitiva se puede ver que el valor más pequeño que podremos alcanzar se da 
cuando las variables que aparecen sumando en la restricción se desplazan hasta el límite 
inferior y las que restan se llevan hasta el límite superior.  
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Para el valor más grande que puede tomar el intervalo se hace de manera opuesta. Se ha de 
tener en cuenta que el término (4.13b) aparece negado. 
 
El desarrollo de la parte izquierda de (4.12) se muestra a continuación. En este caso los 
intervalos van a ser diferentes para cada asignación de las celdas sensibles hacia sus upl o lpl 


















































































El programa implementado calcula una única vez los intervalos de la expresión (4.13) y luego 
explora las distintas posibilidades de asignación de las celdas sensibles y calcula, para cada una 
de ellas los intervalos de la expresión (4.14). 
  
En el caso de que una determinada asignación de protecciones de las celdas sensibles sea 
infactible, ambos intervalos serán disjuntos, lo que quiere indica que la desviación producida 
en la restricción no puede ser compensada con las variaciones de los valores de las celdas no 
sensibles. 
 
De manera gráfica, las situaciones en que se detectarían asignaciones infactibles se muestran 
en las siguientes figuras.  Los corchetes en rojo indican el intervalo de la expresión (4.13), (se 
identifican con las etiquetas rlb, right lower bound y rub, right upper bound), mientras que en 
color verde se muestra el intervalo de la expresión (4.4) para una asignación dada de celdas 


















Figura 4-11. Infactibilidad por la derecha del intervalo. 
 
 
llb  rlb rub 
rlb rub llb lub 
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Si se da el caso en que  rlb>lul  o bien llb > rub estaremos, pues, ante una asignación de celdas 
sensibles infactible, que es lo que nos interesará encontrar. 
 
 
Puede darse el caso de que el intervalo abarcable con las celdas no sensibles cubra todo el 
rango del intervalo de las sensibles. En ese caso, la asignación es factible, con lo cual no nos 









Figura 4-12. Imposibilidad de detectar infactibilidades. 
 
 
La situación intermedia se produce cuando el intervalo de las no sensibles cubre solamente 








Figura 4-13. Solapamiento parcial de intervalos por la izquierda. 
 
En este estado no se puede extraer ninguna conclusión sobre la factibilidad de la asignación de 
celdas sensibles ya que, dependiendo del valor que tomen entre su umbral de protección y el 
límite superior o inferior, según sea caso, estaremos ante una combinación factible o 
infactible. 
 









Figura 4-14. Solapamiento parcial de intervalos por la derecha. 
 
 
El principal inconveniente de esta búsqueda de infactibilidades es el tiempo consumido en 
explorar las distintas combinaciones. En caso de tener tablas con restricciones que tienen un 
elevado número de celdas sensibles, el proceso se degrada considerablemente debido a su 
coste exponencial. Se trata de explorar j2 alternativas por cada restricción, donde j es el 
número de celdas sensibles que tenga dicha restricción.  
 
rlb llb lub rub 
llb rlb lub rub 
llb rlb lub rub 
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Otro aspecto a considerar es la estructura de las instancias de tablas a proteger.  Puede darse 
el caso de que la configuración de las tablas y la distribución de las celdas sensibles en ellas nos 
permita detectar un gran número de infactibilidades (lo cual sería beneficioso, ya que 
dispondríamos de mucha información que pasar a Minisat para la búsqueda de una asignación 
factible); pero también puede darse el caso de que no se encuentre ninguna infactibilidad, con 
lo cual la ejecución de este proceso no nos habrá sido de utilidad.  
 
Con posterioridad se analizará el número de infactibilidades que es posible detectar en función 
de cómo son algunas de las tablas. 
4.2.2.4. Mejora de la búsqueda de infactibilidades  
 
Para evitar el problema del elevado número de combinaciones a explorar, durante la 
realización de este proyecto, José A. González realiza una mejora que acelera enormemente la 
búsqueda. Mi papel en este punto consiste en una revisión y depuración del código; pero dado 
que supone una mejora importante del programa, es interesante ver con cierto detalle en qué 
consiste. 
 
Tal y como se ha comentado en el apartado anterior, la búsqueda de infactibilidades persigue 
identificar asignaciones de celdas donde, en alguna restricción, se tiene que llb > rub  o bien 







Figura 4-15. No solapamiento de intervalos por la izquierda ni por la derecha. 
 
Los valores de rub y rlb, donde intervienen celdas no sensibles, se calculan sólo una vez y 
determinan un intervalo que es fijo, independientemente de las asignaciones que tomen las 
celdas sensibles. Para éstas, en cambio,  hasta ahora se estaba probando con todas las 
asignaciones posibles. 
 
Para evitar explorar todas las combinaciones se puede utilizar una estrategia sencilla. Si 
observamos la figura anterior (4-15) y suponemos  que queremos buscar infactibilidades por el 
extremo derecho, trataremos de buscar donde el llb es mayor al rub. Si buscamos la asignación 
que nos sitúa el llb lo más a la derecha posible y vemos que este valor es superior al rub, 
sabremos que existe al menos una asignación infactible. Si por el contrario, este llb queda a la 
izquierda del rub, la restricción no tendrá ninguna infactibilidad y ya no tiene sentido explorar 
el resto de las asignaciones posibles de las celdas sensibles de la restricción.  Por el lado 
izquierdo el comportamiento es análogo. (Se ha de notar que, para facilitar la visualización, la 
figura 4-15 muestra a la vez dos intervalos llb-lub, aunque en realidad sólo hay uno por 
restricción y asignación de celdas sensibles). 
 
Así pues, se trata de buscar la asignación de las celdas que nos da el valor de llb más alto  
(suponiendo que estamos por la derecha), ver si es mayor al rub  y en caso de que así sea, 
realizar iteraciones tomando como base esta asignación. En cada iteración se modifica la 
dirección de una única celda sensible para ver si se encuentra otra asignación infactible. 
  
rlb rub llb lub llb lub 
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Todas las asignaciones infactibles que se vayan encontrando se irán guardando para pasarlas 
después al Minisat y para ir realizando igualmente variaciones de la dirección de asignación de 
las celdas, igual que si fuera la primera asignación infactible que da inicio al bucle. 
 
En el momento en que el valor del llb sea inferior al rub  y no nos quede ninguna asignación 
infactible sobre la que ir realizando variaciones en las direcciones de las celdas sensibles, 
podremos dar por finalizado el proceso, ya que no encontraremos ninguna asignación 
infactible más. (Todas las demás asignaciones de celdas en esa restricción irán proporcionando 
un valor del llb cada vez un poco más a la izquierda). 
 
Para determinar el valor del llb inicial que nos indicará si hay infactibilidades,  podemos acudir 
a la formulación del problema. 
 
La expresión del llb es la siguiente: 
 







































Si queremos que este valor sea lo más grande posible, suponiendo que el valor de m=1 y que la 
tabla es coherente, los términos que utilizaremos son: 
 
 


























Ambos términos nos darán el mayor valor posible del llb. 
 
Para el caso del lub, si lo llevamos al extremo derecho, haciendo que sea  –lub y se cambia el 
signo del coeficiente m para todas las celdas de la restricción podemos calcularlo de la misma 
manera. 
 
Con este mecanismo, la búsqueda de infactibilidades se puede realizar en muy poco tiempo, ya 
que deja de funcionar por fuerza bruta, como antes, pasando  ahora a detenerse en el 
momento en que detecta que no podrá encontrar más asignaciones infactibles en una 
restricción (descarta la restricción y pasa a procesar la siguiente). 
4.3. Búsqueda del óptimo utilizando BCD 
 
Una vez se tiene un punto de partida, Cplex va realizando diferentes iteraciones para tratar de 
conseguir una mejor solución. 
 
Dado que en ocasiones el número de variables sensibles puede ser muy grande y las 
combinaciones a explorar son tantas que se necesita mucho tiempo para dar un paso hacia el 
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óptimo, se implementó una estrategia que persigue mejorar este proceso, a la que se conoce 
como BCD (Block Coordinate Descend). 
 
El BCD consiste en dividir las celdas sensibles y, por tanto, representadas con una variable de 
tipo binario, en varios grupos o clusters, de manera que en las diferentes llamadas a Cplex, 
sólo tenga en cuenta un determinado subconjunto de variables como candidatas a ser 
exploradas para ver si se pueden asignar de una mejor manera. Todas las variables binarias 
que se tienen se dividen en n grupos y sólo en uno de ellos se deja que las variables binarias 
puedan cambiar su valor. En el resto de los grupos, se fija el valor de asignación de la mejor 
solución conocida hasta el momento, de manera que el resto de las variables binarias se 
comportarán como constantes. 
 
La división de las variables en clusters se puede hacer de manera totalmente aleatoria (el 
usuario indica el número de clusters que quiere que cree el programa y en cada ejecución se 
hace la distribución en dichos n cluster) o bien definir las celdas que se desea que formen 
parte de cada uno de los clusters (creando un fichero que contenga esta información). 
 
Para poder iniciar la ejecución del BCD es necesario disponer de una solución factible que sirva 
de punto de partida. Esta solución determinará la asignación inicial de las protecciones de las 
celdas sensibles. A partir de aquí Cplex comenzará a iterar tratando de mejorarla. 
 
En cada iteración, Cplex va a realizar tantas sub-iteraciones como clusters tenga definidos, 
considerando como fijas las celdas sensibles que no formen parte del clúster que esté tratando 
en ese momento.  La asignación de estas otras celdas será la correspondiente al punto inicial 
factible que se haya encontrado en el proceso previo (Minisat) o bien una mejor asignación 
que se haya encontrado al ir iterando. 
 
Al considerar solo un grupo de las celdas sensibles, el conjunto de asignaciones posibles es 
mucho menor y el sub-problema se puede resolver de una manera más rápida.  
Si en una de las sub-iteraciones se encuentra una asignación de las variables del cluster que 
mejora la solución de partida, se reemplaza la hasta ahora mejor solución. 
 
Cuando se han realizado varias iteraciones con la misma distribución de celdas en clusters, es 
posible que ya no consigamos avanzar más hacia el óptimo. (Tal vez la mejor solución se 
encuentre con una asignación de variables que no es posible alcanzar con los subconjuntos 
actuales). En ese momento el programa realiza una redistribución de variables entre clusters. 
 
El pseudocódigo del algoritmo es el siguiente:  
 
Paso 0.  Se inicializa el contador de tiempo t=0. Se realiza la asignación de y con una 
combinación factible previamente obtenida. 
 
Paso 1.   t=t+1. Se inicializa el contador i=0. Se distribuyen las celdas sensibles y  en k  bloques 
},...,{ ,,1 iki yyy =
 
Paso 1.1.   Se incrementa el contador i=i+1. Se resuelve el problema expresado en (3.4) 
respecto al bloque ily , teniendo en cuenta que las celdas del bloque ijy , se dejan fijas 
para toda lj ≠ . Para el bloque 1, +ily se realiza la asignación de celdas 
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*, )( ily correspondiente al punto óptimo hasta el momento. Se deja la asignación 
ijij yy ,1, =+ para todo bloque lj ≠ . 
 
 
Paso 1.2.   Si ki < se regresa al paso 1.1. 
 
Paso 3.   Si la solución en la iteración t es mejor que en t-1 se regresa al paso 1. Si no es así se 
devuelve la actual solución óptima. 
 
Al dejar fijado un conjunto de celdas en cada sub-iteración, la resolución del problema (3.4) 
acostumbra a ser bastante rápida, por lo que podemos ir obteniendo diferentes soluciones con 
relativa rapidez. 
 
El inconveniente de fijar el resto de las celdas y dejar que sólo se puedan mover algunas es que 
a veces resulta difícil hallar una buena solución, ya que Cplex tiene menos margen de celdas 
que modificar.  Puede darse el caso, incluso de que no se llegue nunca a encontrar el óptimo. 
 
Otra desventaja es la necesidad de disponer de un punto inicial factible, ya que es el requisito 
previo para poder asignar el sentido de protección a las celdas y poder comenzar a iterar. En 
los casos en que hallar el punto inicial factible es muy costoso se tarda bastante tiempo hasta 
que se puede pasar a ejecutar el BCD. 
 
En cualquier caso, en la práctica se ha comprobado que, una vez se dispone del punto factible 
y con una división en clusters inferior a 10, se acostumbra a conseguir un cierto equilibrio 
entre rapidez en la ejecución y progresión hacia la solución óptima, por lo que el BCD se ha 
demostrado como un mecanismo bastante válido.  (En función del número de celdas de las 
tablas a proteger, el número de clusters puede ser mayor, para evitar que los sub-problemas a 
resolver sean demasiado costosos). 
 
A continuación se muestra el ejercicio realizado para comparar el comportamiento del BCD 
con el mismo conjunto de tablas en función del número de clusters utilizado.  En un primer 
grupo de ejecuciones se fijó a 10 el número de clusters. En una segunda fase, se definen 20 











Figura 4-16. Comparativa BCD-10 frente a BCD-20. 
 
 
En las figuras anteriores se puede apreciar claramente el diferente comportamiento que se 
produce en la manera de ir progresando hacia un mejor valor de la función objetivo.  




Al utilizar 20 clusters, es decir, al definir 20 grupos de celdas, el número de celdas que se 
permite mover en cada sub-problema es menor. Esto hace que los sub-problemas  sean más 
sencillos de resolver y se obtengan nuevas soluciones con mayor rapidez. Algunas de estas 
nuevas soluciones mejoran a la que ya teníamos y hace que el número de saltos en el gráfico 
sea mayor.  En el caso de random31 o random33 para el BCD-20 se puede ver como 
continuamente hay pequeños escalones, pequeñas mejoras en el valor de la función objetivo.   
En el BCD-10, en cambio, los sub-problemas son más difíciles de resolver y se tarda más 
tiempo en llegar a una nueva mejor solución (aparecen escalones más anchos). 
 
En cuanto a la calidad de la solución, al utilizar 20 clusters se tienen menos celdas para 
optimizar cada sub-problema, con lo que la probabilidad de obtener una buena solución es 
más pequeña. Esto hace que la mejora obtenida en cada nueva solución del BCD-20 sea mucho 
más pequeña que en el caso del BCD-10.  (Los escalones del BCD-10 son más altos que los del 
BCD-20). 
 
A pesar de tener una manera diferente de progresar hacia la función objetivo, en función de 
cómo sean las tablas, hay casos en que ambas alternativas acaban convergiendo.  
 
Si se utiliza BCD, en cada problema se ha de valorar si se desea ir poco a poco hacia una mejor 
solución, en cuyo caso se definirá un número de clusters mayor, o bien, realizar pocos avances 





Este capítulo ha permitido introducir de qué manera está actualmente implementado nuestro 
modelo y se han visto los dos procedimientos más importantes para ayudar a la búsqueda de 
un punto inicial factible (detección de infactibilidades y Minisat) y para tratar de llegar más 
rápidamente al óptimo (BCD).   
 
En la búsqueda de infactibilidades se han visto las posibles situaciones que se pueden 
encontrar, dando especialmente importancia a las asignaciones que nos llevan a una situación 
de infactibilidad.  
 
Relacionado con esto se ha presentado una mejora del procedimiento de búsqueda que lo hace 
mucho más rápido.  También se ha visto qué es Minisat y se ha presentado un ejemplo sencillo 
sobre cómo funciona la búsqueda de infactibilidades y la posterior llamada al SAT. 
 
Por la parte del BCD, se ha descrito en qué consiste y cuáles son sus ventajas e inconvenientes. 
 
Con este capítulo concluye la parte correspondiente a la descripción del problema a resolver y 
la situación actual del programa. De aquí en adelante se presentarán los temas desarrollados 
en el proyecto para tratar de mejorar la búsqueda de un punto inicial factible. 




5. Análisis de los datos a tratar 
 
La situación previa a la realización de este proyecto nos sitúa en un escenario en que se dispone 
de un mecanismo que permite obtener, en algunos casos, un punto inicial factible de manera 
rápida (Minisat) y un método para acercarnos al óptimo del problema a partir de este punto 
factible inicial (BCD). 
 
El problema aparece cuando no se logra encontrar el punto inicial factible mediante la 
asignación que nos proporciona Minisat. Si la validación de la asignación de Minisat no es 
satisfactoria, se ha de recurrir a Cplex para que trate de encontrar un punto inicial factible por 
sí mismo.  (Utilizando como punto de inicio la combinación de salida de Minisat, que a pesar de 
ser infactible, puede ayudar a llegar a una solución factible antes que dejando a Cplex empezar 
desde cero). 
 
Así pues, se necesita encontrar alguna alternativa que permita alcanzar de manera rápida una 
solución factible cuando la salida de Minisat no permite llegar a ella, y ese es el reto. 
 
En este y los siguientes capítulos se presenta el trabajo realizado para llegar a este objetivo. 
 
En primer lugar, y después de estudiar su conveniencia, se decidió dedicar un capítulo al 
análisis de la información con la que se va a tratar.   
 
5.1. Análisis de las tablas a proteger 
 
Un aspecto importante a comentar es la dificultad de contar con instancias de tablas con las 
que trabajar. Para el desarrollo de este proyecto se han utilizado dos grandes conjuntos de 
tablas sobre las que probar las diferentes estrategias. Uno de los grupos corresponde a tablas 
reales para las cuáles resulta difícil encontrar una solución que las deje protegidas (Las 
llamadas sbs2008). El otro grupo de tablas se ha generado con un simulador y se trata de 
instancias bastante grandes pero, como se verá más adelante, mucho más sencillas de 
proteger. (Las tablas random_1H_2D numeradas del 31 al 38). 
 
En este apartado se tratará de analizar estas tablas desde distintos puntos de vista para ver si 
se puede llegar a alguna conclusión sobre qué estrategia utilizar. 
 
Se empieza por ver de manera general cómo son estos datos. Para ello se realiza un primer 
análisis que se muestra en  la tabla 5-1.  
 
La primera columna nos indica el número total de celdas, mientras que la siguiente columna 
nos indica cuántas de ellas son sensibles. En tercer lugar podemos ver el total de restricciones 
que aparecen representadas. Las 3 últimas columnas nos muestran algunos ratios que 




















sbs2008_D_a 28288 7142 13360 0,25 0,53 2,12 
sbs2008_b_b 28288 7131 13360 0,25 0,53 2,12 
sbs2008_D_nb 28288 7131 13360 0,25 0,53 2,12 
sbs2008_C 4212 1135 2580 0,27 0,44 1,63 
sbs2008_E 1430 382 991 0,27 0,39 1,44 
random_1H_2D_31 155841 14744 6876 0,09 2,14 22,66 
random_1H_2D_32 443169 44096 18230 0,10 2,42 24,31 
random_1H_2D_33 116841 14083 4586 0,12 3,07 25,48 
random_1H_2D_34 180999 26432 6456 0,15 4,09 28,04 
random_1H_2D_35 499298 55527 20747 0,11 2,68 24,07 
random_1H_2D_36 1200439 107743 45638 0,09 2,36 26,30 
random_1H_2D_37 296004 42652 10904 0,14 3,91 27,15 
random_1H_2D_38 572373 81359 18873 0,14 4,31 30,33 
Tabla  5-1. Número de celdas y restricciones por tablas 
 
En esta tabla podemos ver claramente como hay diferencias entre los dos grupos de celdas 
anteriormente comentados. Las sbs2008 son relativamente pequeñas, con muy pocas celdas 
por restricción (del orden de 0,5 sensibles por restricción y 2 celdas por restricción sin tener en 
cuenta si son sensibles). También se puede apreciar como una de cada cuatro celdas es 
sensible. 
 
En el caso de las tablas random, la cantidad de celdas por restricción es mucho mayor, 
llegando a tener del orden de 25 por restricción, con, aproximadamente, 3 de ellas sensibles.  
La relación de celdas sensibles frente al total de celdas es, en cambio, algo inferior al del grupo 
de tablas sbs2008. (Del orden de 0,10 a 0,15). 
 
El hecho de tener un ratio elevado de celdas sensibles respecto al total de celdas junto con el 
de aparecer muy pocas celdas por restricción, puede ser uno de los factores que haga difíciles 
los problemas sbs2008, al tener menos celdas para compensar las necesarias desviaciones de 
las celdas sensibles. 
5.1.1. Análisis desde el punto de vista de las restricciones 
 
En este apartado vamos a ver cómo es el contenido de las restricciones en cuanto a número de 
celdas y celdas sensibles. 
 
En la primera tabla (5-2) se nos muestra el número de celdas por restricción. Para poder reunir 
los valores en una única tabla se han categorizado los valores (con intervalos diferentes según 
el grupo de tablas). 
 
En los dos últimas columnas se muestra, además, el mínimo y el máximo número de celdas 

























celdas minVars maxVars 
sbs2008_D_a 5824 6110 182 156 0 1088 0 2 26 
sbs2008_b_b 5824 6110 182 156 0 1088 0 2 26 
sbs2008_D_nb 5824 6110 182 156 0 1088 0 2 26 
sbs2008_C 1482 936 0 0 0 162 0 2 26 















celdas minVars maxVars 
random_1H_2D_31 0 0 123 451 4621 697 984 27 75 
random_1H_2D_32 0 0 0 820 12121 1558 3731 31 90 
random_1H_2D_33 0 0 51 357 765 2597 816 26 75 
random_1H_2D_34 0 0 0 408 255 3906 1887 31 90 
random_1H_2D_35 0 0 0 1189 13818 1558 4182 31 90 
random_1H_2D_36 0 0 0 779 31329 2255 11275 38 113 
random_1H_2D_37 0 0 0 1122 816 6569 2397 33 90 
random_1H_2D_38 0 0 0 204 816 12192 5661 38 112 
Tabla  5-2. Número de celdas por restricción 
 
Aquí se puede apreciar una gran diferencia entre las tablas sbs2008  y las random. Mientras las 
primeras tienen entre un mínimo de 2 celdas y un máximo de 26 celdas por restricción, en el 
caso de las random todas tienen al menos 26 celdas, llegando incluso a tener hasta 113.  
 
Las tablas random son, por lo tanto, mucho más grandes que las sbs2008.  Tal y como se ha 
apuntado antes, en el caso de las sbs2008, al aparecer restricciones por lo general bastante 
pequeñas, con muy pocas celdas, se dispone de menos alternativas para compensar los 
cambios en los valores de las celdas sensibles.  Quizá por este motivo sea más difícil encontrar 
un punto inicial factible. 
 
Centremos ahora nuestra atención en las celdas no sensibles. Para ello se presentamos en la 
tabla 5-3 análoga a la anterior.  
 
En ella se puede apreciar como las tablas random tienen por lo general más celdas sensibles 
que las sbs2008, llegando a alcanzar en algunas restricciones un número cercano a 30. Aun así, 
la mayor parte de las restricciones no superan las 9 celdas sensibles. (Se ha visto que en media 
aparecían en la random entre 3 y 4 sensibles por restricción). 
 
En las tablas sbs2008 casi la totalidad de las restricciones no superan las 4 celdas sensibles (de 
ahí que la media de celdas sensibles por restricción esté en torno a 0.5). 
 
Con las tablas vistas en este apartado nos podemos hacer una idea más cercana de las 
dimensiones de las tablas con las que trabajamos, aunque los ratios de la tabla 5-1 presentada 
anteriormente parecen más útiles de cara a entender la diferencia de complejidad que puede 




















sens minSens maxSens 
sbs2008_D_a 12240 833 260 27 0 0 0 18 
sbs2008_b_b 12240 831 261 28 0 0 0 18 
sbs2008_D_nb 12240 831 261 28 0 0 0 18 
sbs2008_C 2409 117 47 7 0 0 0 17 
sbs2008_E 936 41 11 3 0 0 0 16 
random_1H_2D_31 3877 2810 188 1 0 0 0 15 
random_1H_2D_32 8860 8280 1039 50 1 0 0 20 
random_1H_2D_33 1264 2731 565 25 1 0 0 20 
random_1H_2D_34 826 3450 1869 291 20 0 0 22 
random_1H_2D_35 8523 10401 1679 140 4 0 0 21 
random_1H_2D_36 24660 17416 3253 300 8 1 0 27 
random_1H_2D_37 1720 5964 2761 441 17 1 0 26 
random_1H_2D_38 2358 9587 5162 1530 227 9 0 27 
Tabla  5-3. Número de celdas sensibles por restricción 
 
5.1.2. Análisis desde el punto de vista de las celdas sensibles 
 
En este apartado se realizará un análisis desde el punto de vista de las celdas sensibles, para 
ver, por ejemplo, en cuantas restricciones diferentes aparecen y de qué manera están 
relacionadas con el resto de las celdas/celdas sensibles. (Considerando que dos variables están 
directamente relacionadas si aparecen juntas en una misma restricción). 
 
En concreto, la información que se pretende mostrar es: 
 
a) El número de restricciones en que aparece una determinada celda sensible. 
b) El número total de celdas con las que está directamente relacionada. 
c) El número total de celdas sensibles con las que está directamente relacionada. 
d) Qué valores toman las protecciones inferior  y superior de seguridad de las celdas 
sensibles. 
e) Qué valores toman los límites inferior y superior entre los que se pueden mover los 
valores de las celdas sensibles. 
 
Para facilitar la presentación de la información, se ha dividido el contenido en dos tablas 
diferentes y se ha categorizado la información, ya que en algunas columnas eran muchos los 
valores diferentes obtenidos. 
 
En esta tabla inicial (5-4) se muestran los 3 primeros conceptos mencionados. El primer 
aspecto a comentar es el número de restricciones diferentes en que aparecen las celdas 
sensibles. En todos los casos se mueven entre 2 y 4 restricciones. En el caso de las tablas más 
grandes, las random, la mayor parte de las veces, las celdas sensibles aparecen únicamente en 
dos restricciones. En el caso de las sbs2008, en cambio, la mayor parte de las celdas sensibles 
aparecen sobretodo en 3 y hasta en 4 restricciones diferentes. 
 




Esto nos puede dar una idea de la complejidad de los problemas, dado que, en cuantas más 
restricciones aparece una variable, a priori, más difícil parece poder modificar su valor, ya que 
por cada desviación de valor a realizar, son más las restricciones que se han de equilibrar. 
 
 
Tabla  5-4. Restricciones donde aparece una misma celda y celdas relacionadas 
 
 
Por la parte de las celdas con que está relacionada cada celda sensible, podemos ver cómo, 
especialmente en las tablas random, cada celda sensible está relacionada con muchas celdas.  
(Fundamentalmente debido a la gran dimensión de las restricciones de esas tablas). Este hecho 
puede hacer que estas tablas sean más sencillas se resolver, ya que son muchas las celdas con 
las que se puede jugar para compensar los obligados cambios de valor en las celdas sensibles. 
 
La tabla 5-5 que se presenta seguidamente nos muestra la información sobre los límites de 
protección y sobre los límites entre los que se pueden mover los valores de las celdas 
sensibles. 
 
Se da la circunstancia de que los límites de protección son simétricos, (el lpl es igual al upl en 
todos los casos). Por este motivo sólo se incluyen una vez los valores. En las 2 últimas 
columnas se muestran, además, los valores que toman el lb y el ub para las celdas sensibles. En 
muchos casos, todas las celdas tienen los mismos límites. En los casos en que no es así, se ha 










Restricciones Celdas Relacionadas Celdas Sensibles Relacionadas 
2 3 4 0-24 25-34 35-44 45-54 >=55 0-9 10-14 15-19 20-24 >=25 
sbs2008_D_a 1309 4406 1427 0 2922 3923 297 0 4839 651 361 407 884 
sbs2008_D_b 1303 4409 1419 0 2916 3921 294 0 1810 3104 1938 271 8 
sbs2008_D_nb 1303 4409 1419 0 2916 3921 294 0 1810 3104 1938 271 8 
sbs2008_C 132 499 504 0 575 560 0 0 225 421 371 113 5 
sbs2008_E 52 219 111 0 327 55 0 0 98 182 85 17 0 




199 >=200 0-9 10-14 15-19 20-24 >=25 
random_1H_2D_31 14477 267 0 0 8572 6104 68 0 7920 5894 890 40 0 
random_1H_2D_32 43347 749 0 0 16859 26779 431 27 16510 20709 6139 679 59 
random_1H_2D_33 13793 290 0 0 5754 8154 175 0 2477 6681 4014 798 113 
random_1H_2D_34 25979 453 0 0 3917 22093 333 89 842 5683 10911 6892 2104 
random_1H_2D_35 54551 976 0 0 23904 31039 558 26 15016 26899 11603 1818 191 
random_1H_2D_36 106286 1457 0 0 21599 78430 7161 553 36648 49226 19040 2538 291 
random_1H_2D_37 41915 737 0 0 11624 30456 453 119 1986 11049 16899 9942 2776 
random_1H_2D_38 80204 1155 0 0 6199 61243 13397 520 1583 12764 28640 25870 12502 












9999 >=10000 lb ub 
sbs2008_D_a 4839 651 361 407 884 -656457 2,30E+09 
sbs2008_D_b 4832 653 356 403 887 -656457 2,30E+09 
sbs2008_D_nb 4832 653 356 403 887 -1500000 1500000 
sbs2008_C 711 95 70 79 180 -99114 89371481 
sbs2008_E 144 33 36 21 148 -45629 2,37E+08 
random_1H_2D_31 5810 5726 2941 0 267 0 5,092E+06 
random_1H_2D_32 17531 17254 8562 0 749 0 5,037E+06 
random_1H_2D_33 5534 5495 2764 0 290 0 5,103E+06 
random_1H_2D_34 10408 10396 5175 0 453 0 5,072E+06 
random_1H_2D_35 21987 21748 10816 0 976 0 5,058E+06 
random_1H_2D_36 42795 42338 21153 0 1457 0 5,038E+06 
random_1H_2D_37 16765 16651 8499 0 737 0 5,089E+06 
random_1H_2D_38 32048 31987 16169 0 1155 0 5,079E+06 
Tabla  5-5. Límites de las celdas 
 
 
En la mayor parte de los casos, el valor que se ha de mover la cifra original de las celdas 
sensibles para que queden protegidas no es muy grande,  no superando la mayoría de las 
veces el valor de 6000.  
 
Frente a esto, tenemos unos límites de lb y ub relativamente grandes. 
 
Centrándonos en las tablas sbs2008 que son las que más nos interesan, y viendo la amplitud 
de los límites (ub-lb), vemos si guarda alguna relación con el valor original que tienen las celdas 
sensibles. 
 
En la siguiente tabla (5-6) se presenta, únicamente para esas tablas sbs2008, cuáles son los 
valores originales  mínimo y máximo de las celdas así como las medias, medianas y cuartiles. 
 
 
  Min 1er Q. Mediana Media 2º Q. Max 
sbs2008_D_a -7,60E+04 8,84E+02 5,75E+03 1,60E+05 3,07E+04 1,49E+08 
sbs2008_D_b -76019 880,5 5734 108587,7 30599 41268138 
sbs2008_D_nb -76019 880,5 5734 108587,7 30599 41268138 
sbs2008_C -59698 899 5980 117087 45276 5627549 
sbs2008_E -12142 5169 39366 573971 235779 23286718 
Tabla  5-6. Análisis de los valores originales de las celdas en las tablas sbs 
 
 
En la tabla podemos apreciar como la mitad de las celdas sensibles tiene un valor original a 
relativamente pequeño, especialmente en los 4 primeros archivos. Teniendo en cuenta, 
además, que los lpl y upl, no superan normalmente el valor de 6000  unidades, parece 
desmesurado el valor que toman los lb y ub de las celdas, que en el caso de estas tablas llegan 
a magnitudes de 610 o incluso de 910 . 




Esto contribuye a que sea muy grande el margen en el que se pueden mover las variables, lo 
que aumenta el número de soluciones posibles y por tanto hace mayor la complejidad del 
problema. 
5.2. Análisis de la búsqueda de infactibilidades 
 
En este apartado se van a presentar los resultados que se obtienen al aplicar los mecanismos 
comentados en el capítulo 4 acerca de la búsqueda de infactibilidades. 
 
Un aspecto que se ha comentado anteriormente, era el coste de la búsqueda de 
infactibilidades con la versión original del programa, que analizaba todas las asignaciones 
posibles de las celdas sensibles en cada restricción.  En las tablas con un elevado número de 
restricciones, el tiempo empleado en buscar infactibilidades era tan grande que penalizaba 
enormemente el rendimiento del programa. Por este motivo, se estableció un límite de 20 
celdas sensibles a tratar por cada restricción. La mejora en tiempo que se obtiene de esta 
forma tiene su contrapartida negativa en que el número de infactibilidades a detectar podría 
ser menor que si se consideraran todas las celdas sensibles. 
 
Cuando se realiza la mejora de este procedimiento comentada en el apartado 4.2.2.4. , esta 
limitación desaparece sin penalizar el número de infactibilidades detectadas.  Para verificar el 
correcto funcionamiento de este nuevo método, que podemos llamar “eficiente”, se lanzó una 
ejecución de la versión original de búsqueda de infactibilidades que pretende  comprobar si los 
casos de infactibilidad detectados son los mismos. 
 
Así pues, en la siguiente tabla (5-7) se presentan los resultados de la ejecución del programa 
con 3 variaciones diferentes: 
- 1. Versión original de la búsqueda de infactibilidades sin límite de celdas sensibles. 
- 2. Versión original de la búsqueda de infactibilidades con límite de 20 celdas sensibles. 
- 3. Versión eficiente de la búsqueda de infactibilidades. 
 
En todos los casos se muestra el tiempo, en segundos, empleado en procesar todas las 
restricciones en busca de las infactibilidades, así como el número de infactibilidades 
detectadas. 
 
Original (1) Original(2) Eficiente 
 
Tiempo Núm. infact. Tiempo Núm. infact. Tiempo Núm. infact. 
sbs2008_D_a 3,9 10600 3,1 10600 0,1 10600 
sbs2008_b_b 4,4 10513 3,2 10513 0,1 10513 
sbs2008_D_nb 4,7 10504 2,8 10504 0,1 10504 
sbs2008_C 1,6 2115 1 2115 0 2115 
sbs2008_E 0,9 741 0,6 741 0 741 
random_1H_2D_31 0,7 516 0,7 516 0,1 516 
random_1H_2D_32 12,1 4 7,1 4 0,1 4 
random_1H_2D_33 5,8 84 3,4 84 0 84 
random_1H_2D_34 116,8 0 28,7 0 0,1 0 
random_1H_2D_35 32,7 512 15 512 0,2 512 
random_1H_2D_36 360,9 36 32,6 36 0,4 36 
random_1H_2D_37 321,8 384 42,4 384 0,1 384 
random_1H_2D_38 ND ND 147,5 512 0,4 512 
Tabla  5-7. Número de infactibilidades detectadas 





De la tabla anterior podemos extraer importantes conclusiones: 
 
- La calidad de la solución obtenida (el número total de infactibilidades detectado) es la 
misma con las 3 versiones. En todos los casos se detecta el mismo número de 
infactibilidades. Esto quiere decir que: 
 
o La versión eficiente de la búsqueda se comporta igual que la original, por lo 
cual se demuestra que es equivalente. 
o La versión que limita a 20 el número de celdas sensibles acaba encontrando las 
mismas infactibilidades que si se consideran todas las celdas sensibles que 
tiene una restricción. De aquí podríamos deducir que en las restricciones con 
muchas celdas sensibles es más difícil llegar a encontrar asignaciones 
infactibles. (Un análisis del número de celdas sensibles que tienen las 
restricciones donde se encuentran infactibilidades podría ser interesante). 
 
- El tiempo empleado con la versión eficiente es mucho menor que con la versión 
original de la búsqueda.  En las pruebas realizadas, incluso con las tablas con muchas 
celdas sensibles, el tiempo empleado es casi despreciable. 
 
- En algunas tablas, el número de infactibilidades detectadas es muy pequeño, e incluso 
hay un caso donde no se encuentra ninguna. Esto quiere decir que, aparentemente, no 
se gana nada con la búsqueda y la posterior llamada a Minisat.  Aun así, la solución que 
devuelve Minisat en los casos donde apenas se le pasaba algo o nada de información, 
resultaba ser factible para las tablas random 31-38.  
 
Esto nos llevó a probar si generando de manera aleatoria asignaciones para las celdas 
sensibles podríamos llegar a un punto factible. El resultado obtenido se presenta en la 




%  de Asignaciones 
factibles 








Tabla  5-8. Asignaciones aleatorias factibles 
 
Dependiendo de cuál era la tabla se generaron 100 o 1000 asignaciones aleatorias del 
sentido de protección para las celdas sensibles.  
En el caso de los datos de random34, cualquiera de las asignaciones aleatorias 
generada resulta ser factible, mientas que en otros casos, más de la mitad de las 
pruebas acaban con éxito.  
 




A pesar de ser un grupo de tablas muy grandes, parece que encontrar una asignación 






En este capítulo se han presentado y analizado las tablas que se han utilizado para probar las 
diferentes estrategias de mejora del programa. 
 
Se ha podido ver como son dos grupos bastante diferentes. Por una parte las sbs2008, 
relativamente pequeñas pero complejas y por otro lado las llamadas random, mucho más 
grandes pero en apariencia más fáciles de proteger.  
 
Se ha destacado el hecho de que los límites que se permiten a las celdas son extremadamente 
grandes en relación con el valor original de las celdas y la modificación que se ha de hacer en 
su valor para protegerlas. Esto seguramente contribuye a aumentar la dificultad de los 
problemas.




6. Primeros intentos de mejora 
 
Los dos capítulos que siguen son los  más relevantes del documento, ya que es donde se tratan 
de explicar las alternativas estudiadas para tratar de mejorar la búsqueda de puntos iniciales 
factibles. Este primer capítulo presenta los intentos infructuosos de mejorar la obtención de un 
punto inicial factible. En el mismo se desarrollan los siguientes puntos:  
 
- Revisión de literatura relacionada con el tema. 
- Utilización del feasOpt de Cplex. 
- Revisión del procedimiento de búsqueda de infactibilidades. 
 
6.1.  Revisión de literatura relacionada 
 
En este apartado se trata de comentar algunas de las referencias consultadas en las que se 
menciona la problemática de la búsqueda de puntos iniciales factibles. 
 
Como primera referencia se utilizó una obra de John Chinneck [5], en la que expone algunos 
métodos que tienen como objetivo acelerar la búsqueda de puntos factibles. 
En el capítulo dedicado a los problemas enteros lineales mixtos plantea varias alternativas, 
algunas de las cuáles no son aplicables a nuestro caso (generalmente por hacer referencia a 
problemas binarios puros). De entre las que pueden ajustarse a nuestro tipo de problema se 
encuentran el feasibility pump y la ramificación por métodos de restricciones activas. 
 
El feasibility pump es una heurística desarrollada en 2005 por Fischetti [6] y tiene como 
objetivo hallar puntos factibles sin tener que aplicar Branch & Cut, mediante relajaciones LP y 
redondeo de la solución a enteros cercanos factibles. 
 
La alternativa de selección de variables para el Branch & Cut mediante métodos de 
Restricciones Activas fue desarrollada por Patel & Chinneck [7]. 
 
6.1.1. Selección de variable para B&C mediante métodos de restricciones activas 
 
La idea que hay detrás de esta propuesta es tratar de mejorar el procedimiento de selección 
de la variable a ramificar que realizan actualmente los solvers. 
 
Generalmente la selección de la variable a ramificar se realiza en base a la afectación que tiene 
sobre la función objetivo.  Normalmente se selecciona la variable que maximiza la degradación 
del valor de la función objetivo en la relajación del problema.  En ningún caso se pone énfasis 
en encontrar una solución entera-factible de manera rápida. 
 
Los métodos basados en restricciones activas reconocen que el punto que resulta ser la 
solución de la relajación LP está determinado por las restricciones que están activas en el 
óptimo. 
Así pues, para modificar el valor óptimo de los nodos hijos tanto como sea posible, se debe 
elegir la variable candidata que tiene el mayor impacto en las restricciones activas en la 




solución del LP del nodo padre (sin tener en cuenta cual es la variable que mayor impacto 
tiene sobre la función objetivo). 
 
La idea es que la relajación óptima de los nodos hijos esté muy separada, de manera que sean 
tan diferentes entre sí como sea posible con la esperanza de que uno de ellos nunca sea 
expandido (lo que significa que el número de nodos a explorar será menor y el problema se 
resolverá de una manera más rápida). 
 
Para determinar la variable que más influye en la restricción activa, los autores proponen 
varios métodos, algunos de los cuáles se comentan a continuación, respetando la 
nomenclatura original utilizada por ellos. 
 
- Método A.  Realiza el contaje del número de restricciones activas en las cuáles aparece 
una variable candidata (Entendiendo por variable candidata aquella que en la solución 
de la relajación del problema toma un valor que no es entero). 
 
Para cada variable j realiza la suma de los coeficientes ijw , donde 1=ijw  si la variable 
candidata j aparece en la restricción i, o bien 0=ijw en caso contrario. 
 
- Método B. Igual que en el método anterior, aquí también se calcula un coeficiente 
ijw , que, en el caso de que la variable j aparezca en la restricción i tomará el valor 
∑= j ijij aw /1 , (donde ija  representa el coeficiente de la variable j en la restricción 
i).  En caso de que la variable no aparezca en una restricción, el coeficiente será 
0=ijw .   La variable seleccionada  será aquella cuya suma de coeficientes ijw sea 
mayor. 
Lo que se persigue es seleccionar la variable que aparezca en restricciones con 
magnitudes de coeficientes pequeñas, ya que considera que si una restricción tiene 
múltiples coeficientes cuya magnitud sea relativamente grande, estará menos influida 
por una única variable, de ahí que en estos casos ijw , tome un valor pequeño. 
 
- Método L. Es similar al anterior, con la diferencia de que, en lugar de tomar la suma de 
los coeficientes que aparecen en la restricción, considera el número total de variables 
enteras. En este caso, si una variable aparece en una determinada 
restricción, Iiij Nw /1= , donde 
I
iN  es el número de variables enteras que hay en la 
restricción. En caso que la variable no aparezca en una determinada restricción 
0=ijw . 
La idea que hay detrás de este método es la de que las restricciones que tienen 
muchas variables estarán menos influidas por los cambios en una única variable. De 
ahí que en estos casos, ijw  tome valores pequeños.  
 
Una variante de este método es el llamado M, que tiene en cuenta solo las variables 
enteras candidatas, (las que no tienen un valor entero en la relajación). 
 
- Método O. Representa una evolución sobre el método L. Tiene en cuenta a la vez el 
valor del coeficiente asociado a cada variable candidata y el número de variables 
enteras que aparecen en la restricción.  




Así pues, si una variable aparece en una determinada restricción, Iiijij Naw /= , o 
bien 0=ijw , si la variable no aparece.  
Este método reconoce a la vez la influencia que puede tener la magnitud del 
coeficiente de las variables así como el número de variables enteras de la restricción.  
(Existe a su vez la variante de este método, llamada P, que tiene en cuenta, de cara al 
denominador, solamente las variables enteras candidatas). 
 
A continuación se muestra un ejemplo extraído de [7],  a través del cual se irán viendo las 
diferencias entre cada uno de los métodos: 
 
Se plantea el siguiente problema a resolver: 
 
                  3211 243 yyxyz                       max −+−=  (6.1) 
                               9: 321 ≤−+ yy8yP                             s.a.   
                          52: 321 ≤++− yyxQ   
                              10243: 211 ≤++ yxyR   
                                  








      


























De las 3 variables enteras hay una que ya toma un valor entero en la relajación, con lo cual nos 
quedarían como variables candidatas para aplicar Branch and Cut 21 , yy . 
 
Con estos datos, las restricciones activas en este ejemplo, son, por tanto, P y Q. Éstas serán las 
únicas restricciones a analizar a la hora de aplicar los distintos métodos. 
 
Método A 
1=ijw , si la variable candidata j aparece en la restricción i, 0=ijw si no. 
 





P 1 1 
Q 0 1 
Total 1 2 
Tabla  6-1. Método A de restricciones activas 
 




Como la variable 2y aparece en dos restricciones, la suma de sus ijw será igual a 2, mayor al 
valor para 1y , que sólo aparece en una restricción. Así pues, bajo este método, la variable 




∑= j ijij aw /1 , si la variable candidata j aparece en la restricción i, 0=ijw si no. 
 
Restricción activa i ∑ j ija  )1( yiw  )2( yiw  
P 10 0.1 0.1 
Q 4 0 0.25 
Total  0.1 0.35 
Tabla  6-2. Método B de restricciones activas 
 
Aplicando este método vemos como 2y tiene una mayor suma de sus coeficientes ijw , por lo 





iij Nw /1= , si la variable candidata j aparece en la restricción i, donde 
I
iN es el número de 
variables enteras de la restricción. 
 
Restricción activa i I
iN  )1( yiw  )2( yiw  
P 3 0.333 0.333 
Q 2 0 0.5 
Total  0.333 0.8333 
Tabla  6-3. Método L de restricciones activas 
 
Si observamos las restricciones del problema, vemos que en la restricción P, las 3 variables que 
aparecen son enteras, mientras que en Q, solo 2 lo son.  
Bajo este criterio, realizando el cálculo de los diferentes coeficientes ijw  y calculando los 
totales, nuevamente obtenemos que el mayor valor se logra con la variable 2y , que sería la 







iijij Naw /=  , si la variable candidata j aparece en la restricción i, 0=ijw si no. 
 
 
Restricción activa i I
iN  )1( yiw  )2( yiw  
P 3 2.667 0.333 
Q 2 0 1 
Total  2.667 1.333 
Tabla  6-4. Método O de restricciones activas 





Bajo este método vemos como los resultados son diferentes. A pesar de que 1y  solo aparece 
en la restricción P, al tener aquí un coeficiente muy grande ( )1( yPa =8), el valor de )1( yiw  
obtenido es mayor que los que se logran con las 2 apariciones de 2y en sus restricciones.   
Así pues, la variable que se elegiría para ramificar sería en este caso 1y , a diferencia de lo que 
ocurría con los métodos anteriores. 
 
6.1.1.1. Aplicación práctica en el problema 
 
Una vez revisado en qué consiste la selección de variables mediante restricciones activas, 
vemos de qué manera se puede trasladar a nuestro problema. 
 
En primer lugar, vemos cuáles son las restricciones donde aparecen variables enteras. Se 























Reescribimos el enunciado de (6.3) para ver con más claridad cómo una misma variable entera 




















































Una vez llegados a este punto (6.5) podemos ver si alguno de los métodos se podría ajustar a 
nuestro problema.  
El método A tiene en cuenta el número total de apariciones de una variable en las restricciones 
activas. En nuestro problema, según el valor que tome la relajación del problema, una misma 
variable podrá estar entre 0 y 4 restricciones activas (si es que las 4 pueden llegar a estar 
activas a la vez).  Seguramente tendremos muchas variables cuyo contador de apariciones será 




el mismo, por lo que tendremos que decidir nuevamente entre ellas cuál elegir y no 
disponemos de un criterio claro. Esta opción no parece ser buena. 
 
Del mismo modo, el método L, que tiene en cuenta el número de variables enteras de la 
restricción, tampoco nos sirve, ya que en todos los casos, las restricciones activas que tengan 
variables enteras, tendrán una y sólo una variable de este tipo. 
 
Nos quedan, por tanto, los métodos B y O, que tienen en cuenta el valor de los coeficientes de 
las variables.  Estas 2 opciones sí se pueden ajustar a lo que tenemos en nuestro problema. 
 
Método B:   
 
∑= j ijij aw /1 , si la variable candidata j aparece en la restricción i, 0=ijw si no. 
En nuestro caso, todas las restricciones tienen dos variables, por lo que, si una variable 
aparece en una determinada restricción y ésta está activa, en el denominador aparecerán 2 
términos. Uno de ellos siempre tendrá el coeficiente 1, correspondiente a +iz o
−
iz . El otro 
término dependerá de cuál sea la variable activa, siendo uno de entre estos: 
ii zizi
llpluupl ,,, . 
 
Método O:   
 
I
iijij Naw /=  , si la variable candidata j aparece en la restricción i , 0=ijw si no. 
 
En nuestro caso, el término IiN siempre tomará el valor de 1, por lo que las diferencias de cara 
al cálculo de los coeficientes van a estar en el numerador.  
De igual manera que en el método anterior, aquí el valor de ija  tomará uno de estos valores, 
ii zizi
llpluupl ,,, según cuál sea la restricción que está activa. 
 
En el documento donde Patel y Chinneck [7], plantean el método, exponen dos tipos 
diferentes de experimentos realizados. En uno de ellos se deshabilitan por completo las 
heurísticas de Cplex para conseguir que empiece a ejecutar Branch and Cut de manera directa. 
En el segundo de los experimentos, en cambio, se dejan activadas todas las heurísticas de 
Cplex. 
 
Según los autores, al aplicar el método de las restricciones activas en los dos casos se obtienen 
mejores resultados que dejando a Cplex actuar por su cuenta. Sobre si es mejor dejar activadas 
las heurísticas de Cplex no se pronuncian de manera clara. En nuestro caso se ha optado por 
probar también con las 2 alternativas.  
 
Para conseguir interactuar con Cplex e indicarle la variable sobre la que aplicar la ramificación, 
se ha utilizado la rutina CPXsetbranchcallbackfunc, que se llama automáticamente una vez 
escogida la rama que explorar, pero antes de llevar a cabo la exploración. 
 
Aquí definimos que Cplex llame a una función propia que será invocada cada vez que se haya 
de ramificar, y en ella se realiza el análisis de las variables que son infactibles en ese momento 
y bajo el método O de las restricciones activas, se escoge una de ellas. 
 
En un primer momento se realizan pruebas dejando desactivadas las heurísticas de Cplex, de 
manera que se comporte como un algoritmo de Branch & Cut puro. En algunos test realizados 




con tablas muy sencillas y rápidas de resolver, se obtienen algunos resultados satisfactorios, 
alcanzando antes el óptimo que si se deja a Cplex decidir por su cuenta la variable a ramificar. 
Al realizar las pruebas con tablas más complicadas, como las sbs2008, que son tremendamente 
costosas de resolver mediante B&C, se comprueba cómo guiar la ya expansión de las variables 
para crear los nodos hijos del árbol de exploración no resulta una buena alternativa, ya que 
sigue siendo inviable la obtención de una solución factible. La resolución de los problemas en 
cada nodo consume mucho tiempo y siguen apareciendo muchas infactibilidades. 
 
Seguidamente se decidió probar qué ocurre si se mantienen activas las heurísticas de Cplex, 
pero de nuevo se comprueba como la resolución de los problemas de los distintos nodos es 
tremendamente compleja y no llega a alcanzarse una solución inicial factible. Únicamente se 
consigue crear un árbol de exploración diferente, pero de muy lento recorrido. Los resultados 
obtenidos no se consideran lo suficientemente destacables como para ser presentados aquí.  
 
Se decide descartar esta alternativa al ver que la resolución del problema mediante B&C, aún 
guiando la búsqueda de una manera supuestamente mejor, no es viable para instancias de 
tablas complejas, como las sbs2008. 
6.1.2. Feasibility Pump 
 
Este método fue desarrollado en 2005 por un grupo de investigadores entre los que se 
encuentra M. Fischetti, y su objetivo principal es la búsqueda de una solución factible para un 
problema de tipo MIP. 
 
Los problemas de tipo MIP son mucho más complejos que los LP. Por ello, esta heurística trata 
de llegar a la solución del MIP a partir de la resolución de problemas de tipo LP. 
 
Un problema general de tipo MIP se puede definir de la siguiente manera: 
 
 
bAx    s.a.
xc   min T
≥
 
                              Jj  entero  x j ∈∀  
 
(6.6) 
Si consideramos el siguiente poliedro }:{ bAxxP ≥= como la relajación LP del problema 
anterior, podemos decir que el punto x será entero si para todo Jj∈ , jx es entero. (El valor 
que tomen las variables no enteras no nos preocupa). 
Del mismo modo, podemos definir un punto jx
~ como el redondeo de jx . Para representar el 
concepto de redondeo utilizaremos la notación [ ] . Así, pues, si se trata de una variable 
entera, dejaremos que ][~ jj xx = , si no jj xx =
~ . 
Otro elemento que podemos introducir, es la distancia entre jx








~)~,(  (6.7) 
 
 
Las variables no-enteras no van a contribuir a la función objetivo anterior. 





Para representar el valor que toma )~,( xx∆ , vamos se añaden un par de variables, llamadas 
−+
jj xx , . Igualmente, vamos a asumir que las variables enteras se mueven dentro de unos 















)()()()~,(  (6.8) 
 
 
Las nuevas variables se integran así en el modelo: 
 
−+ ++= jjjj xxxx




Dado un punto entero x~ , el punto más cercano resultante de la relajación del problema P, 
será Px ∈* , resultado de solucionar el siguiente problema de tipo LP: 
 
b}):Axx(x,{  min ≥∆ ~  (6.10) 
 
Si al solucionar el problema obtenernos que ,0)~,( * =∆ xx entonces *jx (= jx
~ ) será una 
solución factible para el problema MIP. Si no es el caso, podemos redondear fácilmente a un 
punto x~ cercano y volver a solucionar el problema LP. 
Los puntos *x  y x~  se irán actualizando en cada iteración con la esperanza de que en algún 
momento *x  sea entero, lo cual indicaría que hemos encontrado la solución del problema. 
 
La manera de proceder será la siguiente: 
 
Comenzaremos obteniendo un punto inicial Px ∈* a partir del cual inicializaremos x~ . En cada 
iteración fijaremos el valor de x~ y volveremos a encontrar un nuevo punto *x . Si tenemos que 
*x  es entero habremos terminado. En caso contrario continuaremos iterando. 
 
De alguna forma podemos decir que el feasibility pump traza dos trayectorias con los puntos 
*x  y x~  con la esperanza de que lleguen a converger.  
Por una parte, *x  garantiza las restricciones lineales bAx ≥ mientras que x~  garantiza las 
restricciones de integralidad del problema. 
 
Puede darse el caso de que entremos en un bucle, en que el redondeo de la solución 
*x obtenida nos lleve siempre al mismo punto x~ . En el momento de realizar el redondeo se 
realizará la comprobación de si ya se ha pasado por el punto x~ resultante, y si se da el caso, se 
generará un nuevo punto x~ cambiando el valor de algunas de las variables, de manera 
aleatoria. 
 
Si se da el caso de que las variables enteras son de tipo binario, como ocurre con nuestro 
problema, tendremos que sus límites serán 10 ≤≤ jx . Así pues, en este caso no vamos a 
necesitar las variables auxiliares que anteriormente se han introducido. 
 
De esta manera el problema LP a minimizar quedará expresado en estos términos: 













j xxxx  
(6.11) 
 
Para este tipo de problema, el feasibility pump quedaría simplificado con el algoritmo que se 
describe a continuación. (Como nota previa es importante considerar que recibe dos 
parámetros de entrada, el TL (Tiempo límite) que se estará ejecutando, y el T (número de 
variables cuyo valor se modifica, en caso de repetir el punto x~ ) 
 
1. Inicializar nIter :=0,  b}x:Ax{c  argminx T* ≥=  
2. Si *x es entero, solución hallada, devolver ( *x ) 
3. Si no, asignar [ ]*:~ jj xx =  (Redondear *x ) 
4. mientras (tiempo < TL) hacer: 
5.   Asignar nIter:=nIter+1, resolver b}:Axxx{  argminx* ≥∆= )~,(  
6.   Si  *x es entero, solución hallada, devolver ( *x ) 
7.   Si [ ] j* xxJ:j ~≠∈∃ entonces [ ]*:~ jj xx =  
8.   Si no, mover x~  cambiando el valor de T celdas  




Esta estrategia de Feasibility Pump está implementada en la versión 11.0 de Cplex, que es la 
que se ha utilizado, mediante un parámetro llamado CPX_PARAM_FPHEUR. 
 
En la documentación de referencia [10] de Cplex se nos indican diferentes valores que puede 
darse a este parámetro según el uso que deseamos hacer del feasibility pump. En concreto se 
puede optar entre: 
 
- Deshabilitar totalmente el uso del FP. (CPX_PARAM_FPHEUR = -1) 
- Dejar a criterio de Cplex el uso o no del FP. (CPX_PARAM_FPHEUR = 0) 
- Activar la heurística del FP poniendo énfasis en hallar un punto inicial factible 
(CPX_PARAM_FPHEUR = 1). 
- Activar la heurística del FP poniendo énfasis en hallar una solución con una buena 
función objetivo (CPX_PARAM_FPHEUR = 2). 
 
En nuestro caso se hicieron pruebas fijando el parámetro con los dos posibles valores que 
fuerzan a ejecutar el feasibility Pump (CPX_PARAM_PFHEUR=1, CPX_PARAM_FPHEUR = 2) y  
las tablas más complicadas, las sbs2008.   
 
En la siguiente tabla (6-5) se muestra por primera vez el tiempo (en segundos) empleado en 
solucionar los problemas de protección de las sbs2008. En el caso de las sbs2008_D_a, 
sbs2008_D_b y sbs2008_D_nb  es tan grande la complejidad del problema para Cplex que en 
24 horas de ejecución no se llega ni siquiera a obtener una solución factible. Al incorporar el 





 Valor de CPX_PARAM_FPHEUR 




 1 (solución factible) 2 (buena F. obj.) 0 (Por defecto) 
 Tiempo F. obj Tiempo F. obj. Tiempo F. obj 
Sbs2008_D_a 55055 1272835 96,8 810421 >=86400 ND 
Sbs2008_D_b 53,4 1,84E6 9907 750740 >=86400 ND 
Sbs2008_D_nb 64,8 842445 82,5 757107 >=86400 ND 
Sbs2008_C 9,7 2,65E6 6,9 1,15E6 23 501952 
Sbs2008_E 0,9 515425 1,6 350852 12,6 119128 
Tabla  6-5. Comparación de tiempos y valor de f. obj con FP_HEUR 
 
 
La tabla muestra unos resultados bastante llamativos.  En los 3 primeros casos, los sbs2008_D, 
se trata de problemas que hasta ahora se habían demostrado extremadamente difíciles de 
resolver para Cplex. Al forzar el parámetro CPX_PARAM_FPHEUR, en cambio, CPLEX es capaz 
de resolverlos en muy poco tiempo.  
 
El problema sbs2008_D_nb, tanto con el valor de 1 como de 2, Cplex lo resuelve en algo más 
de un minuto, obteniendo una mejor solución en el caso en que el parámetro trata de hallar 
además una buena solución (CPX_PARAM_FPHEUR = 2). 
 
En los problemas sbs2008_D_a y sbs2008_D_b se produce un efecto curioso. Mientras el 
sbs2008_D_a se logra solucionar de manera rápida cuando se fuerza el valor a 2, continúa 
siendo muy costoso resolverlo si el parámetro se fija a 1. 
En el caso del sbs2008_D_b sucede precisamente lo contrario. Situando el valor a 1, la solución 
se obtiene en muy poco tiempo. Si se fija el valor a 2, en cambio, se tarda algunas horas en 
llegar a tener el punto factible. 
 
Para los problemas sbs2008_C y sbs2008_E el tiempo empleado es menor al que se tardaba 
hasta ahora sin utilizar el parámetro CPX_PARAM_FPHEUR, pero alcanzando una solución de 
peor calidad. 
 
De estas pruebas se puede extraer la conclusión de que el uso del feasibility Pump puede 
ayudar a mejorar la búsqueda de un punto inicial factible, ya que se reducen 
considerablemente los tiempos. Aún así, también pone de manifiesto que se ha de ser muy 
cuidadoso con el uso de los parámetros de Cplex, ya que en función del problema a resolver, 
utilizar uno u otro valor puede hacer que el problema se resuelva casi al instante o bien que se 
sigan necesitando horas para alcanzar una primera solución. 
 
Además de tener un comportamiento dispar en función del problema a resolver, el 
inconveniente parece estar en que la solución obtenida no es tan buena como en los casos en 
que no se fuerza a ejecutar dicha heurística, como se puede ver en las instancias sbs2008_C y 
sbs2008_D. 
 
Un estudio más exhaustivo de esta heurística y su prueba con otras tablas de elevada dificultad 
podría ser un camino interesante a recorrer. 
 
6.1.3. Alternativas metaheurísticas 
 
En este apartado se pretende hacer una breve mención a las metaheurísticas, tratando de 
llegar a alguna conclusión acerca de si son viables trasladadas a nuestro problema. 
 




Una metaheurística es una técnica que permite el guiado de los algoritmos heurísticos. Las 
heurísticas tratan de alcanzar una solución (no necesariamente buena) para el problema en un 
tiempo pequeño. Con las metaheurísticas se trata de mejorarlo para conseguir, si es posible, 
una mejor solución en un menor tiempo. Es una manera de realizar optimización de una 
manera aproximada. 
 
La técnica del BCD, por ejemplo, se puede considerar una heurística (del tipo de 
descomposición), ya que resuelve el problema en menos tiempo a base de resolver sub-
problemas. (El inconveniente es que no nos garantiza hallar la solución óptima). Las variantes 
que se realicen sobre el BCD incorporando conocimiento adicional del problema se podrían 
considerar metaheurísticas (por ejemplo, la manera de agrupar las celdas en clusters, si en 
lugar de hacerse de manera aleatoria, se hace en base a algún criterio razonable). 
 
Un inconveniente de las heurísticas, además de ser un método aproximado, es que están muy 
ligadas a un tipo concreto de problemas, por lo que a veces son difíciles de generalizar. Aun así 
se distinguen algunos tipos, como las basadas en descomposición, búsqueda local (tratar de 
mejorar el problema mediante pequeños saltos a una solución cercana que sea mejor), 
métodos constructivos (ir construyendo la solución del problema poco a poco con cada 
iteración...) 
 
Una posible definición de metaheurística es la de que son una clase de métodos aproximados 
que están diseñados para resolver problemas difíciles de optimización combinatoria, en los 
que los heurísticos clásicos no son efectivos, y una de las posibles clasificaciones de los 
mismos, los separa en trayectoriales y poblacionales. 
 
Los trayectoriales se basan en ir realizando desplazamientos de un punto a otro de manera 
que cada vez vayamos acercándonos a una solución óptima. 
 
Los métodos poblacionales parten en cambio de un conjunto de soluciones que se combinan 
para tratar de ir evolucionando y llegar a una mejor solución.   
 
El gran inconveniente que tiene la aplicación de metaheurísticas a nuestro problema es que, 
por lo general, todas requieren de una solución inicial. A partir de este punto, utilizando 
diferentes técnicas, intentan ir mejorando el valor de la función objetivo. En nuestro caso, el 
principal problema es, precisamente, encontrar dicho punto inicial factible a partir del cual 
poder trabajar.  
 
Actualmente, la única metaheurística que se ha demostrado, en cierto modo, válida, para 
ayudar a encontrar este punto inicial factible, ha sido la de la detección de asignaciones 
infactibles y el uso del SAT para obtener, valiéndose de esta información, un punto de partida.  
Las metaheurísticas conocidas más habituales no parecen poder aplicarse en nuestro caso. 
 
6.2. Análisis de las infactibilidades: feasOpt 
 
El feasOpt es una rutina que incorpora Cplex que permite realizar una relajación de coste 
mínimo de los rhs de las restricciones o de los límites de las variables con el objetivo de hacer 
el problema factible. También calcula un vector de solución relajada que puede ser consultado 
después de resolver el problema. 
 




Se pretende utilizar el feasOpt para ir resolviendo relajaciones del problema y analizar las 
infactibilidades que se detectan en la solución que se obtiene. En concreto, si aparece una 
infactibilidad por sobrepasar los límites en alguna de las celdas, la idea es cambiar el sentido 
de la asignación de esa variable y probar a ejecutar de nuevo feasOpt para ver si esa variable 
deja de tener un valor infactible en la solución. 
 
Se piensa que si una variable es infactible en la solución de un problema en la que ha tomado 
un sentido de asignación determinado, es debido a que esa asignación no era la correcta para 
la variable.  Así pues, al fijarla hacia el otro sentido, se espera que pueda tomar un valor dentro 
de los límites de protección.  
 
La rutina feasOpt, tal y como se describe en la documentación de referencia de Cplex, admite 
los siguientes parámetros: 
 
- Env 
Apuntador al entrono de Cplex. 
 
- Lp 
Apuntador a un objeto de problema de Cplex. 
 
- Rhs 
Vector numérico del tamaño de las restricciones del problema donde, si una posición 
determinada está a NULL quiere decir que la restricción no se permite relajar. En caso de 
estar informado el valor, se está indicando el coste de relajar una determinada restricción. 
 
- Lb 
Vector numérico del tamaño del número de variables del problema. En cada posición se 
indica el coste que supone relajar una determinada variable por su límite inferior. (Es decir, 
la penalización por cada unidad que sobrepasa el límite inferior). 
 
- Ub 
Vector numérico del tamaño del número de variables del problema.  En cada posición se 
indica el coste que supone relajar una determinada variable por su límite superior. 
 
Una vez se han especificado las restricciones y/o variables que se permiten relajar y se ha 
realizado la llamada al feasOpt, Cplex proporciona otras rutinas que permiten acceder a los 
resultados. Las que más nos interesan son las llamadas CPXgetrowinfeas y sobretodo 
CPXgetcolinfeas. Esta última nos proporciona una vector llamado infeasoutC, del tamaño del 
número de variables del problema, en que se indica, para cada variable, el valor de su 
infactibilidad. (La penalización por sobrepasar lb o ub, definida en la llamada al feasOpt, 
ponderada por el número de unidades que se sobrepasan los límites). 
 
Nuestro esfuerzo se ha centrado en analizar este vector de infactibilidades de la manera que 
se describe. Para una solución determinada, obtenida con la relajación, podemos saber el 
sentido de asignación que se ha dado a una variable además de si esta variable resulta 
infactible con dicha asignación y en qué medida.  Con esta información y, bajo algún criterio 
razonable, se puede probar a fijarle el sentido opuesto de asignación y volver a resolver el 
problema para ver lo que ocurre. 
 
El trabajo realizado ha consistido en recorrer la lista de variables infactibles, seleccionar una de 
ellas y cambiarle el sentido de asignación.  Para realizar esto, se toma el sentido de asignación 
que hace que la celda sea infactible y se  añade a la lista de asignaciones que son infactibles 




que se proporciona a Minisat de manera individual. De esta forma, cuando se vuelva a llamar a 
Minisat, habrá una cláusula más a satisfacer, que será la que obligue a que esa variable tome el 
sentido de asignación opuesto en la próxima solución obtenida. 
 
El algoritmo implementado se puede resumir de esta manera: 
 
1. Obtener la lista de infactibilidades con el procedimiento habitual. 
2. Llamar a Minisat para obtener una primera asignación. 
3. Comprobar con feasOpt la asignación obtenida con Minisat. 
4. Si la asignación es factible, FIN. Se pasa a ejecutar el BCD. 
5. Si no, mientras la asignación sea infactible 
a. Recorrer la lista de infactibilidades 
b. Seleccionar una celda que resulte infactible y no haya sido asignada 
c. Añadirla a la lista de infactibilidades con dicha asignación 
d. Llamar a Minisat para obtener una solución. 
e. Verificar con feasOpt la asignación obtenida con Minisat 
 
 
El criterio para seleccionar la celda infactible que se cambia de sentido puede ser variado. Se 
puede elegir una variable aleatoriamente, o bien la más (o la menos) infactible, la primera 
encontrada… 
 
El inconveniente que presenta este método es que no se tiene garantizado el llegar a obtener 
una asignación que sea factible.  Puede darse el caso de que se llegue a un punto en que ya se 
han fijado todas las celdas a un sentido determinado y ya no se tenga margen, por lo que 
Minisat acaba devolviendo siempre la misma asignación. En este caso habría que retroceder y 
volver a cambiar el sentido de asignación de alguna de las variables al sentido de protección 
inicial. 
 
También puede ser que Minisat acabe respondiendo que el problema es infactible, ya que se 
está pasando información que no estamos totalmente seguro de que sea cierta y tal vez 
estemos descartando posibles soluciones factibles. Las asignaciones que se obtienen con el 
procedimiento tradicional sí sabemos seguro que no se podrán dar, pero con el feasOpt 
estamos haciendo la suposición de que una celda ha de ir asignada al sentido contrario 
únicamente porque en una solución determinada hemos visto que era infactible. Ahora bien, 
esta infactibilidad viene dada por el valor que hayan tomado las otras variables en la solución 
del problema. Puede darse el caso de que exista una solución factible en la que una 
determinada variable tome un valor de asignación que nosotros estamos diciendo que no 
puede tomar. 
 
En las pruebas realizadas se han utilizado diversos criterios para ir cambiando los sentidos de 
asignación. En algunas de las tablas testeadas inicialmente parecía que se iba reduciendo el 
número de infactibilidades detectadas, hasta llegar a un punto en que al fijar el sentido de 
asignación de una celda más, el problema se convertía en infactible.  
 
En otros casos, se iba corrigiendo la infactibilidad de una celda al cambiarle su sentido pero a 
cambio, otra que hasta ese momento era factible, deja de serlo, por lo que no se obtiene 
ninguna ganancia. 
 
La conclusión a la que se acaba llegando es que este método no funciona para lo que se 
necesita, ya que no nos permite llegar a eliminar todas las infactibilidades y por tanto no 
podemos obtener el deseado punto inicial de partida, por lo que se acaba desestimando. 




6.3. Modificación de la búsqueda de infactibilidades. Solapamiento de intervalos. 
 
El objetivo de este apartado es analizar si existe alguna alternativa para aumentar el número 
de asignaciones infactibles identificadas, de manera que se pueda proporcionar una 
información más completa al SAT con la esperanza de que la asignación que nos devuelva 
como solución sea válida trasladada a nuestro problema. 
 
Anteriormente se ha comentado el procedimiento de búsqueda de asignaciones infactibles, en 
la que se perseguía encontrar casos en que, o bien llb > rub  o bien  rlb > lub, que son los que 
nos aportan información útil. 
 
Se ha visto también el caso en que llb > rlb y rub > lub, en el que no se halla ninguna 
infactibilidad. 
 
Por último existen las 2 situaciones en que puede o no haber infactibilidad, cuando llb < rlb y 




Figura 6-6. Solapamiento parcial por la izquierda 
 
o bien cuando llb < rub y rub < lub (solapamiento parcial por la parte superior del intervalo). 
 
 
Figura 6-7. Solapamiento parcial por la derecha 
 
 
En estos casos, la asignación puede ser tanto factible como infactible, dependiendo de qué 
valor tomen una o varias celdas sensibles entre su límite de protección (lpl o upl) y su límite 
inferior (lb) o superior (ub), según sea el sentido de la protección. 
 
Para tratar de verlo de una manera más clara se propone el siguiente ejemplo: 
 
 
X1 X2 X3 X4  
Valor de la celda 50 50 50 150 
Signo 1 1 1 -1 
Tipo Sensible No sensible No Sensible Fija 
Lb 0 20 20 150 
Ub 100 70 70 150 
Lpl 25   
 
  
Upl 25   
 
  
Tabla  6-8. Ejemplo de restricción con solapamiento parcial 
llb rlb lub rub 
llb rlb lub rub 




 Se tienen 3 variables, una de las cuales es fija, 4x , una es sensible, 1x , y las otras 2, 2x y 3x  
son no sensibles. Así pues, existen 2 posibles asignaciones, según si se sitúa la celda sensible en 
su sentido inferior o superior de protección. 
 
Para el caso en que se sitúa la celda en su límite superior de protección tendremos los 
siguientes valores:  
 
llb lub rlb rub  
25 50 -40 60 
Tabla  6-9. Coeficientes de la restricción con celda sensible en upl 
 
 
Dado que  rlb < llb y rub > lub, no hay posibilidad de llegar a tener una infactibilidad con esta 
asignación.  
 
Para el caso en que se sitúa la celda en su límite inferior de protección tendremos los 
siguientes valores. 
 
llb lub rlb rub  
-50 -25 -40 60 
Tabla  6-10. Coeficientes de la restricción con celda sensible en lpl 
 









Figura 6-11.  Solapamiento parcial por la izquierda en el ejemplo 
 
En este caso concreto, tenemos un solapamiento parcial, entre -25 y -40, (15 unidades) 
mientras que hay un intervalo de -50 a -40 (10 unidades) que sin solapamiento, que no puede 
ser cubierto. 
 
La celda sensible tiene un límite de protección inferior de 25 unidades. Dado que su valor 
original es 50, el valor que debería tomar para estar protegida es igual o inferior a 25. 
Teniendo en cuenta que su lb es igual a 0, deberá moverse entre los valores 0 y 25. 
 
Si se fija justo en su límite de protección, estamos desplazando el valor de la restricción 25 
unidades hacia abajo, por lo que se ha de contrarrestar incrementando el valor del resto de las 
celdas en esa misma cantidad. En nuestro caso tenemos 2 celdas no sensibles con un valor 
original de 50, teniendo su ub fijado en 70. Así, pues, dado que pueden aumentar en 40 
unidades en global, se puede equilibrar la restricción sin problemas. 
 
Tenemos que 1x  pasa de 50 a 25 (-25 unidades) y  2x , 3x aumentan en global 25 unidades. 
 
llb=-50 rlb=-40 lub=-25 rub=60
0 




Si fijamos el valor de 1x un poco más allá del límite de protección, por ejemplo, 1x =10, 
estaremos llevando la restricción 40 unidades hacia abajo. Esta variación se puede 
contrarrestar con 2x  y 3x , haciendo que aumenten en global 40 unidades (el máximo que 
pueden aumentar). 
 
Tenemos que 1x pasa de valer 50 a 10 (-40 unidades), 2x y 3x pasan de 50 a 70 cada una (+40 
unidades en global). 
 
Si fijamos el valor de 1x  aún un poco más hacia abajo, entre 0 y 10, nos encontramos en que 
estamos decrementando la restricción en más de 40 unidades y este movimiento no se puede 
compensar con el resto de celdas de la restricción, ya que 2x y 3x solo pueden aumentar su 
valor en 40 unidades en global. 
 
Así pues, si se diera el caso de que la única opción posible con la celda 1x  (debido a su 
participación en otras restricciones, por ejemplo), fuera situarla en un valor entre 0 y 10, 
estaríamos ante el caso de una asignación infactible. 
 
En este caso concreto, el intervalo de solapamiento (15 unidades) es superior al de no 
solapamiento (10 unidades).  En el caso hipotético de que la asignación del valor de la celda 
sensible, dentro del intervalo que va de su límite de protección (inferior en este ejemplo), al lb 
de la celda fuera equiprobable, en 15 de 25 casos (60%) sería factible, mientras que en 10 de 
25 casos (40%) estaríamos ante una asignación factible. 
 
En lugar de descartar por completo estos casos donde existe solapamiento parcial, se decide a 
probar qué ocurre en los casos donde, si el porcentaje de solapamiento fuera muy pequeño en 
relación al no solapamiento, se decidiera apostar por establecer dicha asignación como 
infactible. 
 
El objetivo que se busca es tener un mayor número de asignaciones catalogadas como 
infactibles de manera que la información proporcionada a Minisat fuera más completa y de 
esta manera, hubiera más opciones de obtener de Minisat una asignación que fuera factible 
trasladada a nuestro problema. 
 
Se ha de recordar que en algunas ocasiones la asignación que devuelve Minisat, (una de las 
posibles soluciones al problema de satisfactibilidad) a pesar de ser satisfactible para la 
información de asignaciones de variables que se le ha proporcionado, resulta ser insatisfactible 
al trasladarla a nuestro problema, por lo que no nos sirve. 
 
Se realiza un implementación en que se analizan los solapamientos parciales de intervalos y se 
decide considerar como infactible una asignación cuando el solapamiento es inferior a un % 
determinado. En las pruebas se utiliza un valor del 5% como umbral.  
 
Al realizar esta acción se aumenta el número de combinaciones infactibles detectadas, y al 
proporcionar esta información al SAT, el resultado obtenido es que el problema es 
directamente insatisfactible. La información que se le proporciona a Minisat es contradictoria, 
ya que se están identificando algunas asignaciones como infactibles cuando en realidad no lo 
son. 
  
La explicación que se encuentra a este fenómeno es que en ciertos casos, la única asignación 
factible de protecciones de las celdas sensibles en una restricción es la que sitúa un 




determinado conjunto de celdas justo en su límite de protección o muy próximo a él.  Esto 
quiere decir que, aunque la variable pueda moverse en un amplio rango entre su lpl/upl y su 
lb/ub,  y muy pocos de los valores que se puedan dar a la celda son factibles, en la práctica 
estos pocos valores son los únicos que podrá tomar una celda para que el problema en 
conjunto sea factible. 
 
Si por el comentado hecho de tener un % de solapamiento mínimo descartamos esta 
asignación de celdas, tal vez estemos descartando la única asignación válida de celdas para una 
restricción dada. Estamos diciendo que es infactible algo que en realidad es factible, y le 
estaremos proporcionando información errónea al SAT. Este conjunto de asignaciones erróneo 
combinado con el resto de asignaciones infactibles que se le proporcionan, (sean correctas o 
no) puede hacer que la información que reciba el SAT acabe siendo contradictoria y por lo 
tanto un problema de satisfactibilidad sin solución. 
  
La conclusión a la que se llega después de realizar este intento es que se ha de ser muy 
cuidadoso a la hora de considerar una determinada asignación como infactible en los casos de 
solapamiento parcial, ya que se corre el riesgo de caer en una falsa infactibilidad. Por el simple 
hecho de tener una pequeña parte de casos favorables entre todos los casos posibles, no se ha 
de descartar una determinada asignación.  
 
6.3.1. Estudio sobre la posible modificación de los límites de las celdas 
 
Se introduce este subcapítulo para mencionar una vía de investigación realizada como 
derivación del estudio del solapamiento de intervalos. 
 
A pesar de que una celda, sea sensible o no, tiene definidos unos lb y ub determinados, si en 
alguna de las restricciones en que aparece se desplaza su valor un determinado número de 
unidades hacia un sentido y el resto de las celdas no tienen la capacidad de contrarrestar esta   
desviación, el rango de valores entre los que se puede mover la celda queda restringido.  
 
Recuperando el ejemplo del apartado anterior, vemos como la celda sensible con valor original 
a=50,  tiene su lb en 0, pero en realidad no puede tomar un valor inferior a 10, ya que el resto 
de las celdas no se podían mover tanto como para compensar un decremento mayor a 40 
unidades (en conjunto el resto de las celdas solo pueden aumentar su valor en 40 unidades). 
Así pues, el lb de la celda, en la práctica es de 10 unidades. 
 
Si se pueden identificar casos en que ocurren situaciones de este tipo, se pueden redefinir los 
límites de las variables, haciendo que el problema quede algo más acotado con la esperanza de 
que se pueda llegar a encontrar alguna infactibilidad más, o bien quede un problema que 
resulte más sencillo de resolver para Cplex. 
 
Se realizó una implementación que analizaba los casos donde aparecía una única celda 
sensible para ver si se encontraban situaciones donde se podían modificar los valores de los lb 
o ub según lo comentado. En las pruebas realizadas, lamentablemente no se llegó a encontrar 
ninguna situación de este tipo, por lo que no se ha podido obtener ninguna mejora y se decide 
abandonar esta vía. 
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7. Mejora de la obtención de un punto inicial 
 
Después de dedicar bastante tiempo a tratar de mejorar la resolución del problema 
implementado con la formulación actual (3.4) y viendo que no se obtiene una alternativa que 
resulte válida para todos los casos, se decide probar si existe una implementación alternativa 
que sea más sencilla de resolver y que nos conduzca al menos a un punto inicial factible. La 
descripción de esta implementación y el resultado de las pruebas realizadas se presentan en 
este capítulo. 
7.1. Revisión de la formulación actual 
 
Dado que se dispone de 2 formulaciones previas del modelo, se decide probar qué ocurre si se 
decide implementar la versión formulada en (3.3).  
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Para expresar la disyunción en forma matemática se introducen las variables binarias y, de 
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En esta versión del modelo se tiene el inconveniente del valor absoluto, que es lo que llevó a 
evolucionar esta versión hasta la actual (3.4), descomponiendo la z  en +z y −z . 
 
Una alternativa es plantear la optimización de la función objetivo cuadrática, de manera que la 
función objetivo fuera:  


















Ahora bien, dado que lo que realmente nos interesa es obtener un punto inicial factible, 
podemos despreocuparnos de la función objetivo, pudiendo utilizar como función objetivo 
cualquier término (incluso una constante), con la única intención de poner en marcha Cplex 
para que busque una solución factible. 
 
Dado que las restricciones de esta formulación son equivalentes a la del problema 
actualmente implementado, cualquier punto obtenido aquí debería ser solución factible de 
nuestro problema, con lo cual se lograría un punto de partida válido que permitiría ejecutar el 
BCD para tratar de mejorar la solución. 
 














que, aunque no nos va a proporcionar el óptimo, es la que parece llevarnos a los mejores 
resultados. 
 
Así pues, se plantea reemplazar el actual mecanismo de búsqueda de puntos iniciales factibles 
a través de Minisat por la resolución de esta versión más sencilla del problema. Se obtendrá un 
punto factible como solución de (7.3) con la función objetivo simplificada (7.4).  Una vez se 
tiene este punto inicial factible, se puede proporcionar a BCD para tratar de mejorarlo, aquí ya 
con la implementación de la formulación original del problema (3.4). 
 
Con esta formulación (7.3), el número de celdas y restricciones queda reducido respecto a la 
formulación hasta ahora utilizada, como se puede ver en la siguiente tabla: 
(n es el número de celdas, p el número de celdas sensibles y m el número de restricciones de 






Variables reales 2n n 
Variables enteras (binarias) p p 
Restricciones m + 4p m + 2p 
Tabla  7-1. Comparativa de celdas y restricciones. Modelo actual y revisado 
 
Con esta formulación revisada del problema, el número de variables reales queda reducido a la 
mitad, mientras que el número de restricciones en que aparecen variables enteras también se 
reduce a la mitad. Debido a esto, se espera que sea más rápido de resolver que el actual. 
 
7.2. Resultado de las pruebas con las tablas de test sbs2008 y random_3X 
 
Una vez realizada la implementación se observa como efectivamente, la solución con la nueva 
formulación apenas consume unos segundos, por lo que en seguida se dispone de un punto 
inicial factible que pasar a nuestro programa original para ejecutar el BCD. 




La siguiente tabla nos muestra el tiempo, en segundos, empleado para resolver el problema 
con la formulación revisada para las principales tablas utilizadas en los test, así como el valor 
de la solución inicial obtenida: 





sbs2008_D_a 2,4 1,98E+06 
sbs2008_D_b 1,6 2,05E+06 
sbs2008_D_nb 3 2,74E+06 
sbs2008_C 0,7 2,79E+06 
sbs2008_E 0,3 5,77E+05 
random_1H_2D_31 2,3 1,89E+06 
random_1H_2D_32 8 6,19E+06 
random_1H_2D_33 1,9 1,56E+06 
random_1H_2D_34 3,6 3,00E+06 
random_1H_2D_35 10,5 8,32E+06 
random_1H_2D_36 25,6 1,53E+07 
random_1H_2D_37 6,5 4,96E+06 
random_1H_2D_38 14,2 9,38E+06 
Tabla  7-2. Tiempo en segundos para solucionar el problema (formulación revisada) 
 
Como se puede apreciar, en las tablas sbs2008, que resultaban difíciles de solucionar pero son 
de un tamaño pequeño, el tiempo empleado en solucionar el problema con la versión revisada 
de la formulación, oscila entre los 0,3 y 3 segundos. 
 
En las tablas random, más sencillas, aunque mucho más grandes, el tiempo empleado para 
lograr solucionar el problema aumenta, llegando a los 25,6 segundos en el caso de la 
random_36, que resulta ser la tabla con mayor volumen de celdas. 
 
El siguiente paso realizado consiste en modificar el programa para que pueda utilizar o bien 
Minisat/Cplex para obtener la solución inicial, o bien utilizar el modelo revisado para obtener 
el punto de partida. Una vez conseguido, se podrá ejecutar BCD de la manera habitual. De esta 
manera, podemos comparar el tiempo empleado en llegar a conseguir el punto inicial y ver de 
qué manera se evoluciona hacia la función objetivo en uno y otro caso. 
 
El esquema de las alternativas se resume en la siguiente tabla, en la que también se incluye la 
nomenclatura utilizada para identificar cada uno. 
 
 Obtención del punto inicial Mejora de la solución 
REVISADO-X Con la formulación revisada del 
modelo. 
Con la formulación original 
del modelo y BCD con X 
clusters 
ORIGINAL-X Con Minisat/CPLEX Con la formulación original 
del modelo y BCD con X 
clusters 
Tabla  7-3. Alternativas utilizadas para comparar los modelos 
 
En función de las tablas utilizadas y de lo que se quiera verificar se usará un número X 
diferente de clusters. 
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En primer lugar se hicieron pruebas con las tablas random. En este grupo de problemas no nos 
preocupa el tiempo empleado en lograr una solución inicial factible, ya que en ambos casos es 
muy pequeño.  En las siguientes figuras se muestra la evolución del valor de la función objetivo 
cuando se utiliza como punto de partida, la solución de la formulación revisada, frente a la 
solución que proporciona Minisat/Cplex para las 8 tablas de este grupo disponibles. 
 
La línea negra discontinua nos muestra la evolución de la función objetivo utilizando el sistema 
actual de Minisat y BCD. La línea roja continua nos muestra la evolución cuando trabajamos 
con BCD a partir de un punto inicial conseguido a partir de la formulación revisada del modelo.  












Figura 7-4. Random. Comparativa ORIGINAL-10, REVISADO-10 
 
En todos los casos anteriores se puede apreciar como la solución inicial obtenida utilizando el 
modelo revisado es mejor que el punto inicial conseguido a partir de Minisat/Cplex. La 
evolución de la función objetivo una vez entra en juego BCD también es mejor utilizando el 
modelo revisado. 
 
Se ha de tener en cuenta que las tablas anteriores son bastante grandes aunque relativamente 
fáciles de solucionar. Hay que destacar además, que la solución de partida de la alternativa del 
modelo original (Minisat/Cplex), viene dada esta vez por Minisat y se trata de una solución 
trivial, lo que explicaría que no sea un punto de partida de buena calidad. 
 
Una vez probado en las tablas random se realizan los test utilizando las tablas sbs2008. Igual 
que antes, a continuación se presenta la comparativa de usar el modelo revisado frente a la 
formulación original con Minisat/Clplex, ambos mejorados con BCD.  
 
En primer lugar se presentan los resultados de aplicar diferentes alternativas sobre la tabla 
sbs_2008_C. 




Figura  7-5. Sbs2008_C. Comparativa REVISADO-2, REVISADO-5, ORIGINAL-2 
 
Dado que no es un problema muy grande se decide probar con un número pequeño de 
clusters. En este caso para tratar de mejorar la solución se hacen pruebas con ORIGINAL-2 y 
REVISADO-2, REVISADO-5. 
 
En primer lugar, en la figura 7-5 para la tabla sbs2008_C se puede apreciar como la solución 
inicial que se obtiene con el modelo revisado es sensiblemente peor a la inicial de 
Minisat/Cplex con la formulación original. La posterior evolución hacia una mejor función 
objetivo también es peor utilizando el modelo revisado.  
 
En este caso se ha de mencionar que, en la ejecución con el modelo original, Minisat no llegó a 
proporcionar una solución factible para el problema y fue Cplex el que halló el punto inicial 
factible, esta vez sin emplear mucho tiempo y con una solución aparentemente de buena 
calidad. 
 
El utilizar el modelo revisado en la tabla sbs2008_C ha servido para obtener un punto de 
partida para aplicar el BCD, pero esta solución inicial no es demasiado buena. 
 
Independientemente de la calidad de la solución inicial, también se puede apreciar lo difícil 
que resulta progresar hacia una mejor solución utilizando BCD.  Si se parte de una solución que 
no es buena, como sucede aquí con la del modelo revisado, al ejecutar el BCD durante 1 hora, 
no se consigue alcanzar ni siquiera la solución de partida obtenida con la formulación original.  
 
El mismo ejercicio se realiza con la tabla sbs2008_E. Los resultados se presentan en la siguiente 
figura. 




Figura  7-6. Sbs2008_E. Comparativa REVISADO-2, REVISADO-5, ORIGINAL-2 
 
 
En esta prueba se observa como la solución de partida obtenida con la formulación revisada es 
de nuevo peor que la obtenida con la alternativa original. Sin embargo al utilizar sólo 2 clusters 
la evolución de la solución basada en el modelo revisado alcanza a la original e incluso la 
mejora ligeramente (Hay un componente aleatorio que establece la distribución de las celdas 
en los clusters y, en este caso, seguramente ha llevado a agrupar las celdas de manera que se 
ha dado una combinación que ha permitido hallar un resultado mejor). 
 
Igual que en la sbs2008_C, en este caso la solución de la alternativa original la ha 
proporcionado Cplex, ya que el resultado de Minisat no era factible trasladado a nuestro 
problema. Parece que en los casos en que ha de intervenir directamente Cplex para obtener el 
punto de partida para el BCD, la solución es, por lo general bastante buena. 
El problema se tiene en los casos en que llegar a esta solución consume un tiempo excesivo, 
que es precisamente el problema al que nos enfrentamos. 
 
En las tablas sbs2008_D_a, sbs_2008_D_b y sbs2008_D_nb se da la circunstancia de que con la 
formulación original del problema resulta muy difícil llegar a una solución factible. De hecho, 
en las pruebas realizadas durante el proyecto, tras 24 horas de ejecución no se lograba llegar a 
tener ni siquiera una primera solución. La alternativa de asignación propuesta por Minisat 
resulta infactible trasladada al problema, y al dejar a Cplex que busque el punto de partida, 
emplea una cantidad enorme de tiempo.  
 
Al utilizar la formulación revisada, en cambio, el problema se resuelve en pocos segundos y 
enseguida se obtiene un punto inicial factible que luego puede ser mejorado utilizando BCD. 
  
En las siguientes figuras se muestra la progresión de la solución con la formulación revisada y 
BCD utilizando 2, 5 y 10 clusters para las citadas tablas sbs2008. 
 
En las 3 tablas, la obtención del punto inicial factible a partir del modelo revisado se logra en 
un tiempo prácticamente despreciable, inferior a 3 segundos. A partir de este punto de 
partida, la evolución hacia una mejor solución difiere dependiendo del número de clusters.  




Figura  7-7. Sbs2008_D_a. Comparativa REVISADO-10, REVISADO-5, REVISADO-2 
 
 




Figura  7-9. Sbs2008_D_nb. Comparativa REVISADO-10, REVISADO-5, REVISADO-2 




En las figuras anteriores 7-7, 7-8 y 7-9 se observa como al utilizar un número elevado de 
clusters (REVISADO-10), inicialmente se avanza muy rápido hacia la solución, pero luego se 
estanca en un valor alejado de la mejor solución posible.  Con 5 clusters (REVISADO-5) 
inicialmente también avanza rápido hacia una buena solución pero acaba estabilizándose en 
un valor que tampoco es el mejor. Al usar solo 2 clusters (REVISADO-2), aunque al inicio cuesta 
mejorar la solución, con el paso de las iteraciones  se llega a alcanzar una función objetivo que 
mejora considerablemente la lograda con las otras dos opciones. 
 
La utilización del modelo revisado, nos permite en este caso solucionar unas instancias de 
tablas ahora prácticamente irresolubles, y en combinación con BCD, mejorar en poco tiempo 
hacia una solución aparentemente muy buena. 
 
La gran ventaja del modelo revisado es que ha demostrado funcionar con cualquier tabla y nos 
permite obtener de manera inmediata una solución inicial, que, aunque no siempre sea la 
mejor, es al menos un punto de partida que de otra manera no se puede conseguir. 
 
7.3. Combinación del modelo revisado con B&C 
 
Una vez se ha visto como se puede lograr un punto inicial factible de una manera más rápida 
utilizando la formulación revisada del modelo, y como se logra mejorar esta solución utilizando 
BCD, se decide probar cómo se comporta la solución del problema si se utiliza este punto 
inicial como arranque para aplicar después B&C con la formulación original del problema (en 
lugar de utilizar BCD). 
 
Se realiza una pequeña modificación del programa para permitir el comportamiento indicado, 
y se hacen pruebas con las tablas sbs2008, estableciendo como tiempo límite para el B&C 3600 
segundos. 









Solución tras 1 
hora 
sbs2008_D_a 2,4 1,98E+06 1,98E+06 
sbs2008_b_b 1,6 2,05E+06 2,05E+06 
sbs2008_D_nb 3 2,74E+06 2,74E+06 
sbs2008_C 0,7 2,79E+06 3,14E+05 
sbs2008_E 0,3 5,77E+05 1,09E+05 
Tabla  7-10. B&C con formulación original a partir de punto inicial del modelo revisado. 
 
Como se puede apreciar, la obtención de una solución inicial factible sigue siendo muy rápida 
utilizando el modelo revisado. De hecho, es la misma solución que se ha visto en la tabla 7-2 
donde se presentaban los primeros resultados. Al dejar que se ejecute B&C durante 1 hora, 
con las tablas más complicadas, sbs2008_D_a, sbs2008_D_b y sbs2008_D_nb, no se logra 
mejorar la solución inicial, teniendo además un gap cercano al 90%. (Se ha de recordar que en 
estos casos, llegar a conseguir una primera solución inicial sin usar el modelo revisado 
resultaba enormemente difícil). Así pues, en estos casos el uso de B&C sigue siendo 
infructuoso, resultando más ventajoso el uso de BCD, a pesar de ser aproximado, para la 
mejora de la solución. 
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Con las tablas sbs2008_C y sbs2008_E, bastante más sencillas, se puede apreciar como la 
mejora de la solución tras 1 hora de ejecución utilizando B&C es considerable, alcanzando muy 
buenos valores. 
 
El análisis de estos resultados parece indicarnos que en determinadas tablas sí puede resultar 
viable el uso de B&C con la formulación original a partir de una solución obtenida con el 
modelo revisado, ya que permite mejorar sensiblemente. En otros casos, en cambio, a pesar 
de contar con un punto inicial factible, dada la complejidad del problema, sigue siendo muy 
costosa la mejora de la solución mediante B&C y resulta necesario recurrir a otras alternativas 
como el BCD.  
 
7.4. Resultados de las pruebas con otras tablas 
 
En este apartado se presentan los resultados obtenidos con las pruebas realizadas utilizando 
un conjunto de tablas diferentes a las ya comentadas. 
 
En primer lugar, se trabajó con un grupo de tablas de dificultad moderada, y se compara la 
solución obtenida aplicando BCD con 5 clusters a partir de la solución obtenida con la 
formulación revisada, frente a BCD con 5 clusters a partir de Minisat/Cplex y frente a B&C de 
Cplex. En concreto, se muestra el tiempo, en segundos, empleado en obtener un punto inicial 
factible, el valor de esta primera solución y el valor que toma la función objetivo después de 1 
hora de ejecución. 
 
 


























Hier13x13x13d 0,7 5,23E+05 451320 1,8 5,20E+05 451320 0,5 1,32E+09 416604 
Hier16 0,7 1,03E+09 6,49E+08 4,7 6,03E+12 6,49E+08 1,5 6,03E+12 5,62E+08 
Nine12 2,3 1,41E+09 1,02E+09 116 1,42E+09 1,03E+09 50,4 3,82E+12 1,41E+09 
Ninenew 0,8 9,36E+08 6,43E+08 46 9,17E+08 5,98E+08 3,2 2,96E+12 9,36E+08 
Tabla  7-11. Comparativa REVISADO-5, ORIGINAL-5 y B&C (I) 
 
De los resultados de la tabla anterior se pueden extraer varias conclusiones. En primer lugar, 
se puede ver, cuando las tablas son relativamente sencillas como ocurre con las dos primeras, 
hier13x13x13d y hier16, que la mejor solución se obtiene utilizando directamente B&C. Esto es 
totalmente comprensible, al estar basadas las otras dos opciones en BCD, que es un método 
aproximado. 
 
En el caso de las tablas nine, la mejor solución al cabo de una hora se obtiene, bien con BCD a 
partir del modelo revisado, o bien con BCD a partir de la asignación propuesta por 
Minisat/Cplex. La principal diferencia entre utilizar Minisat o la formulación revisada del 
modelo está aquí en el tiempo empleado y el valor obtenido como primer punto factible del 
problema. (A partir del cual se comienza a ejecutar BCD).  
 
En ambos casos la solución inicial se obtiene en un tiempo reducido y enseguida se pasa a 
ejecutar BCD, que, al tratar con problemas más sencillos (al tener 5 clusters, sólo la quinta 
parte de las celdas sensibles pueden cambiar de valor), logra al cabo de 1 hora una solución 
mejor a la lograda con B&C. 
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A continuación se muestran los resultados de las pruebas realizadas con otro conjunto de 
tablas de distinta dificultad. Igual que en la tabla anterior, se muestra el tiempo (en segundos) 
empleado en llegar a tener un punto inicial factible, así como el valor que toma dicha solución 
y el valor de la función objetivo después de una hora de ejecución. Se comparan de nuevo los 
resultados de BCD a partir de la solución obtenida con el modelo revisado, BCD a partir de la 
asignación propuesta por Minisat/Cplex y B&C. 
 
 


























hier16x16x16e 4,7 1,05E+07 9,10E+06 8,3 1,01E+07 9,58E+06 0,6 1,21E+10 9.25E+06 
hier16x16x16d 1,6 1,03E+09 7,45E+08 12,3 9,93E+08 8,17E+08 0,7 6,60E+12 8.42E+08 
hier16x16x16c 2,3 8,96E+05 6,82E+05 12,3 8,46E+05 7,10E+05 0,4 1,09E+09 6,36E+05 
hier16x16x16b 2,9 1,07E+05 8,18E+04 9,6 1,02E+05 8,64E+04 0,4 1,11E+08 8,11E+04 
hier16x16x16a 1,6 1,03E+09 7,12E+08 10,7 9,52E+08 6,68E+08 0,4 6,60E+12 5,83E+08 
hier13x7x7d 0,4 1,14E+06 5,92E+05 0,1 1,14E+06 5,92E+05 0,1 3,03E+09 6,10E+05 
hier13x13x7d 0,5 2,62E+06 1,79E+06 0,6 2,62E+06 1,79E+06 0,1 6,40E+09 1,69E+06 
hier13x13x13e 1 6,14E+06 5,14E+06 1,8 6,14E+06 5,15E+06 0,5 1,85E+10 4,64E+06 
hier13x13x13c 0,9 5,23E+05 4,30E+05 1,9 5,11E+05 4,30E+05 0,2 1,32E+09 3,68E+05 
hier13x13x13b 1,2 6,32E+04 5,25E+04 1,5 6,11E+04 5,08E+04 0,2 1,41E+08 4,44E+04 
hier13x13x13a 0,8 6,88E+08 5,14E+08 1,3 6,60E+08 5,14E+08 0,2 4,89E+12 4,36E+08 
Tabla  7-12. Comparativa REVISADO-5, ORIGINAL-5 y B&C (II) 
 
 
Los resultados de esta última tabla son similares a los ya vistos. Tanto si se usa el modelo 
revisado para obtener un punto inicial factible, como si se usa Minisat, enseguida se logra una 
solución de partida, similar en ambos casos, a partir de la cual se pasa a ejecutar BCD para 
mejorarla. Al ser instancias de problemas relativamente sencillos, donde la ejecución de B&C 
es viable, al cabo de una hora, la solución alcanzada utilizando B&C acostumbra a ser mejor a 
las otras dos opciones. 
 
Después de lo visto, se puede extraer la conclusión de que utilizar la formulación revisada del 
modelo nos ayuda a lograr un punto inicial factible en muy poco tiempo, aún en los casos en 





A lo largo de estos dos últimos capítulos se han mostrado las alternativas trabajadas para 
obtener de manera más rápida un punto inicial factible.  
 
En la revisión de literatura relacionada con el tema se vio como utilizar el método basado en 
restricciones activas para seleccionar la variable a ramificar no resultaba exitoso en nuestro 
caso, fundamentalmente porque en problemas con miles de celdas sensibles, cualquier 
estrategia basada en B&C, aunque sea guiada, es muy costosa.  
 
En este apartado también se ha visto en qué consiste el feasibilityPump, que con la versión que 
incorpora Cplex consigue mejorar el tiempo empleado en alcanzar una primera solución, 
aunque no se comporta del mismo modo en todos los problemas.  
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Se concluyó el apartado reflexionando sobre la posibilidad de utilizar alguna metaheurística, 
que por el momento se ha descartado. 
 
Seguidamente se presentó el feasOpt y se vio de que manera podía ayudarnos a tratar de 
mejorar la búsqueda del punto factible, aunque en nuestro caso no se llegó a ninguna 
conclusión, por las dificultades que supone analizar la información que nos proporcionan las 
infactibilidades del problema y tomar una decisión en base a ellas. 
 
El siguiente apartado nos llevó a ver si había alguna manera de mejorar la búsqueda de 
infactibilidades para proporcionar más información a Minisat y de esta manera tener más 
opciones de que nos devuelva un punto inicial factible. El trabajo realizado, estudiando los 
intervalos de solapamiento parcial y viendo si era posible redefinir los límites de las variables 
no permitió encontrar un camino viable por esta parte. 
 
Finalmente se presentó una revisión del modelo actualmente implementado, basado en una 
formulación revisada que incorporaba un término con valor absoluto en la función objetivo 
pero que resulta ser mucho más simple. Despreocupándonos de la función objetivo (ya que lo 
que queremos es un punto inicial factible), se vio como la implementación de este modelo, que 
en este documentación se cita como revisado, resulta exitosa para hallar en muy poco tiempo 
este deseado punto inicial factible. 






Querría comenzar el apartado dedicado a las conclusiones destacando un hecho: a pesar de 
tratarse de un problema cuya idea general es muy simple su resolución resulta 
tremendamente compleja dependiendo de las dimensiones y la estructura que pueden llegar a 
tener las tablas a proteger. 
 
Se trata de un problema que no es nuevo, en el que ya existe un gran recorrido  y este 
proyecto trataba de dar otro paso para ver si se podía mejorar, en especial, para poder 
afrontar la resolución de problemas de protección de tablas que hasta la fecha resultaban muy 
costosos. 
 
El trabajo desempeñado ha fundamentalmente de investigación y puesta en práctica de 
diferentes ideas. Desde su inicio, el proyecto ha pasado por diferentes etapas que se inician 
con la documentación sobre la problemática de la protección de tablas, que hasta la fecha me 
resultaba desconocida, y la revisión de literatura que trata el tema de la obtención de puntos 
iniciales factibles. A partir de aquí vino un periodo de familiarización con la implementación 
existente y análisis de las tablas a proteger, antes de pasar al estudio y puesta en práctica de 
las estrategias comentadas en el documento, que concluyeron con la revisión del modelo que 
ha sido lo que nos ha acabado conduciendo al éxito. 
 
Me gustaría comentar lo difícil que es mejorar lo que ya está implementado en Cplex. Todos 
los intentos que se han hecho sobre el modelo original para tratar de mejorar lo que hace 
Cplex han resultado ser infructuosos. La alternativa de guiar la búsqueda del Branch & Cut, por 
ejemplo, no se demostró que fuera mejor que si se deja a Cplex actuar por sí solo. En los casos 
en que se probaba, además, a desactivar las heurísticas internas de Cplex, los resultados 
parecían empeorar. Esto no quiere decir que no haya modelos para los cuáles se disponga de 
información que pueda proporcionarse de alguna forma al solver para mejorar el trabajo que 
realiza Cplex, pero es, en cualquier caso complejo. También se ha de destacar la cantidad de 
parámetros que admite Cplex y que en algunas ocasiones pueden mejorar enormemente la 
resolución del problema. 
 
Como se ha visto en el apartado dedicado al feasibility Pump, al activar el parámetro 
CPX_PARAM_FPHEUR con distintos valores se conseguía resolver un problema que hasta ahora 
se había demostrado muy complejo. Pero en este punto se ha de ser muy cuidadoso, ya que el 
valor del parámetro que para un problema resultaba bueno, no lo era para otro problema 
similar. 
Del mismo modo que este parámetro ha funcionado, es posible que Cplex disponga de 
alternativas que puedan ser válidas aplicadas a los problemas CTA, aunque explorarlas puede 
resultar una  tarea pesada y compleja. 
 
El objetivo de este proyecto era tratar de mejorar la obtención del punto inicial factible, que 
hasta ahora se venía realizando con la búsqueda de infactibilidades y Minisat, o bien 
directamente con Cplex. Después de trabajar durante bastante tiempo el problema y no ver la 
manera de hacer que nos proporcionara al menos una primera solución, se decidió ver si había 
otras alternativas, y eso fue lo que llevó a probar las formulaciones revisadas hasta ver que 
funcionaban para lo que pretendíamos. 
 
 




Al trabajar en este proyecto se ha demostrado que en ocasiones puede resultar ventajoso dar 
un rodeo para obtener la solución. Para encontrar un punto factible en nuestro problema 
original nos sirve una formulación revisada, que podemos considerar previa y en la que se 
basaba el modelo que hasta la fecha se tenía implementado.  
 
A pesar de contar con una función objetivo que no es equivalente al problema original (y que 
en el fondo se puede decir que no es del todo correcta, ya que no conduce al óptimo), la 
región factible sí es la misma, y en su conjunto, con la formulación revisada el problema es 
mucho más sencillo y rápido de resolver.  Esto nos permite alcanzar al instante una primera 
solución, un punto de partida. 
 
Ahora bien, a pesar de que se puede obtener un punto inicial factible de una manera muy 
rápida, ya se ha visto que no acostumbra a ser muy bueno, y mejorarlo después resulta 
bastante difícil. El mecanismo del BCD demuestra ser una opción muy válida para ir 
obteniendo nuevas soluciones, especialmente para problemas muy grandes donde trabajar a 
la vez con todas las variables enteras (y aplicar directamente B&C) no resulta viable. El único 
inconveniente, derivado precisamente de la descomposición de las variables, es el lento 
avance hacia una mejor solución. 
 
Para mejorar lo que ya tenemos se abren algunas vías de trabajo, como podrían ser la 
implementación del modelo revisado de manera cuadrática, para evitar el problema del valor 
absoluto en la función objetivo. De esta manera el punto obtenido debería ser mejor que el 
que se consigue ahora que no tiene una función objetivo del todo correcta. El inconveniente 
que nos podríamos encontrar es que deje de ser tan rápido como la formulación revisada 
implementada en este proyecto. 
 
La otra gran vía de trabajo que se planteó y por ahora se dejó aparcada es la revisión del BCD 
para que agrupe las variables en clusters de una manera más lógica, a partir de información 
que se pueda ir extrayendo a medida que se va resolviendo el problema (se ha de recordar que 
en el caso general, la distribución de las variables se hace de manera aleatoria). De esta forma 
es posible que aumenten las opciones de encontrar mejores soluciones para acercarnos de 
manera más rápida al óptimo. 
 
Por lo que respecta a la búsqueda de combinaciones infactibles, tal vez valga la pena seguir 
investigando si se puede extraer más información. La gran desventaja es que depende en gran 
medida de cómo sean las tablas para que podamos obtener información válida.  Es posible que 
se consiga encontrar alguna nueva forma de hallar más infactibilidades, pero si las tablas 
tienen celdas con intervalos muy grandes, por ejemplo, posiblemente no haya forma de 
detectar nada. 
 
Querría concluir el documento reflexionando sobre el objetivo del proyecto. El planteamiento 
inicial era mejorar la búsqueda de un punto inicial factible y hacerla viable para tablas que 
hasta ahora eran intratables. Este objetivo, aunque ha sido basándonos en algo que ya se 
conocía y no sea una aportación nueva, se ha cumplido. Ya disponemos de una alternativa 
válida para encontrar la solución inicial. Aún así, ha quedado trabajo por realizar: conseguir 
que esta solución sea mejor que la que actualmente se obtiene y hacer que se pueda alcanzar 
una protección de las tablas lo más cercana posible al óptimo. Aunque se ha encontrado una 
pequeña ayuda para solucionarlo, el problema del CTA sigue estando ahí. 
 
 







- BCD: Block Coordinate Descent. En nuestro contexto, nombre con el que se conoce el 
procedimiento que trata de resolver el problema de optimización realizando 
diferentes iteraciones en cada una de las cuáles se dejan fijos ciertos conjuntos de 
celdas (clusters) y trata de realizar la optimización modificando el valor del resto. 
 
- B&C: Branch and Cut. Nombre con el que se conoce a un algoritmo para resolver 
problemas de programación entera basado en la resolución iterativa de sub-
problemas. 
 
- Celda fija: Celda de una tabla a proteger que no puede ver modificado su valor. 
 
- Celda no sensible: Celda de una tabla a proteger que no tiene ninguna restricción de 
protección en los valores que puede tomar. Únicamente queda restringida por el límite 
inferior y superior que pueda tomar la celda. 
 
- Celda sensible: Celda de una tabla a proteger que no puede hacerse pública con su 
valor original, sino que ha de ser incrementada hasta su límite superior de protección 
o decrementada hasta su límite inferior de protección. 
 
- Cluster: En nuestro contexto, conjunto de variables que en una iteración del algoritmo 
BCD, o bien se dejarán fijas con un cierto sentido de asignación, o bien se permitirá 
modificar su valor para tratar de mejorar la solución del problema. 
 
- Cplex: Nombre con el que se conoce uno de los principales solvers existentes en el 
mercado, desarrollado por la compañía IBM. 
 
- CRP: Controlled Rounding Problem. Problema de redondeo controlado. Nombre con el 
que se conoce una de las técnicas perturbativas de protección de tablas en que se 
ajustan los valores de las celdas hasta un valor que sea múltiplo de una base r. 
 
- CSP: Cell Suppression Problem. Problema de supresión de celdas. Nombre con el que 
se conoce una de las técnicas no perturbativas de protección de tablas en que se 
omiten los valores a publicar en algunas celdas. 
 
- CTA: Controlled Tabular Adjustement.  Nombre con el que se conoce el procedimiento 
de protección de tablas mediante la modificación del valor de algunas de las celdas, 
respetando una serie de restricciones. 
 
- Dato agregado: Dato obtenido a partir de microdatos u otros datos agregados, que 
contiene información acerca de un conjunto de individuos. 
 
- EUROSTAT: (Statistical Office of the European Communities, oficina europea de 
estadística) Es la oficina estadística de la Comisión Europea, que produce datos sobre 
la Unión Europea y promueve la armonización de los métodos estadísticos de los 
estados miembros 
 




- INE: Instituto Nacional de Estadística.  Organismo autónomo de carácter 
administrativo, adscrito al Ministerio de Economía y Hacienda, que tiene entre sus 
cometidos la elaboración y publicación de las estadísticas en España. 
 
- LB: Lower Bound. Límite inferior. Valor más pequeño que puede tomar una 
determinada celda. 
 
- LP: Linnear Programming. Programación Lineal. Nombre con el que se conoce el tipo 
de programación que resuelve problemas lineales en los cuales aparecen únicamente 
variables de tipo real. (Por extensión se aplica también a los problemas resueltos con 
este tipo de programación). 
 
- LPL: Lower Protection Limit. Límite inferior de seguridad. Cantidad en que se ha de 
decrementar el valor original de una celda para que ésta quede protegida por su 
extremo inferior. 
 
- Microdato: Dato que no admite desagregación. En líneas generales, dato de un único 
individuo. 
 
- Minisat: Nombre con el que se conoce un determinado solver para problemas de 
satisfactibilidad booleana, al cual se proporciona un conjunto de cláusulas en que 
aparecen variables binarias con el objetivo de obtener una asignación de estas 
variables que haga ciertas todas las citadas cláusulas. 
 
- MIP:  Mixed Integer Programmig.  Programación Entera Mixta.  Nombre con el que se 
conoce el tipo de programación que resuelve problemas lineales de tipo mixto, en los 
cuales aparecen algunas variables enteras junto con otras de tipo real. (Por extensión 
se aplica también a los problemas resueltos con este tipo de programación). 
 
- RHS: Right hand size. Nombre con el que se conocer al término que aparece a la 
derecha en una expresión de igualdad. 
 
- Solver: Nombre con el que se conoce a las herramientas pensadas para la resolución de 
problemas de programación matemática. 
 
- UB: Upper Bound. Límite superior. Valor más grande que puede tomar una 
determinada celda. 
 
- UPL: Upper Protection Limit. Límite superior de seguridad. Cantidad en que se ha de 
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