Abstract-We consider an LTE network where a secondary user acts as a relay, transmitting data to the primary user using a decode-and-forward mechanism, transparent to the basestation (eNodeB). Clearly, the relay can decode symbols more reliably if the employed precoder matrix indicators (PMIs) are known. However, for closed loop spatial multiplexing (CLSM) transmit mode, this information is not always embedded in the downlink signal, leading to a need for effective methods to determine the PMI. In this paper, we consider 2x2 MIMO and 4x4 MIMO downlink channels corresponding to CLSM and propose two techniques to estimate the PMI at the secondary user using a hypothesis testing framework. We evaluate their performance via simulations for various ITU channel models over a range of signal-to-noise ratio and for different channel quality indicators. We compare them to the case when the true PMI is known at the relay and show that the performance of the proposed schemes are within 2 dB at 10 percent block error rate for almost all the cases considered. Furthermore, the proposed algorithms add minimal computational overhead over the existent receiver structure.
I. INTRODUCTION
In LTE-Advanced (LTE-A), 3GPP Release 10, relaying is one of the features adopted to improve and extend cellular coverage. Support for fixed cellular relays was introduced in [1] , [2] . A fixed relay node (FRN) is wirelessly connected to the radio-access network via a donor cell, and hence their incorporation into the LTE network requires a sizeable investment from the cellular operator. Researchers are actively investigating various aspects of LTE-A relay architecture, including mobile relays [3] , [4] . Furthermore, there is a large volume of literature on cooperative relay techniques for wireless networks, e.g., [5] - [9] .
In this paper, we explore the use of cooperative relay techniques amongst mobile users in LTE systems, instead of FRNs. This has the advantage of needing minimal network infrastructure upgrades, and only relying on advances in the user equipments (UEs), making it easier to deploy. A similar system was previously studied in [10] , focusing on the system architecture. Here, we consider a cooperative mobile relay (CMR) operating "transparently" to the eNodeB, by suitably communicating with the primary user (PU), and focus on the decode-and-forward relay mechanism, previously discussed in several studies [5] - [7] .
A CMR could use various technologies to communicate with the PU, such as ad-hoc WiFi networks. We assume that the PU communicates with the eNodeB using Closed Loop Spatial Multiplexing (CLSM) transmit mode defined in [11] , since studies show that spatial multiplexing outperforms transmit diversity schemes in modern MIMO systems [12] . In this case, the CMR may need to estimate an unknown precoder used in the downlink transmission from the eNodeB to the PU, as explained in section II. This provides the motivation for our study, namely precoder detection.
We propose two precoder detection algorithms. Their performance is evaluated using two ITU channel models defined in [13] , [14] , over a wide range of signal-to-noise ratio (SNR) and for different Channel Quality Indicators (CQIs). We compare them to the case when precoders are known at the CMR. We demonstrate that the performance loss due to unknown Precoder Matrix Indicators (PMIs) at the CMR is within 2 dB at a Block Error Rate (BLER) of 10 percent for almost all the cases we consider, with minimal computational overhead to the existent receiver structure.
The rest of the paper is organized as follows. We outline the problem in section II. In section III, we briefly describe the simulator used for performance evaluation and the modifications we made for our experiments. Section IV explains our hypothesis testing formulation for precoder detection along with the proposed algorithms and a short analysis on computational complexity. Our simulation setup and numerical results are provided in section V. We conclude with a few remarks on future work in section VI.
II. PROBLEM STATEMENT

A. Description
We consider the setup shown in Fig. 1 . The CMR's operation is transparent to the eNodeB. We assume that it can pick up the transmission intended for the PU and decode and forward the data to the PU when needed. But, when the precoders used by the eNodeB are unknown to the CMR as explained below, it may not be able to decode the transmitted symbols correctly with high probability. For this reason, we are interested in designing an efficient precoder detection algorithm that can be used at the CMR to ensure reliable decoding of symbols, without requiring additional signaling between the PU and the CMR. 
B. Motivation
In CLSM, downlink transmission relies on antenna ports {0, 1, 2, 3} depending on antenna configuration. These antenna ports only use Cell-specific Reference Signals (CRSs) [15, section 6.10] , which are added to the transmit signal after precoding, one CRS per antenna. The UE estimates the radio channel using the received CRSs, and together with the knowledge of the used precoder [15, For this reason, the CMR may not be aware of the employed PMIs and needs to determine them based on received signals. Our goal is to design a computationally efficient precoder detector for the CMR to accurately decode the user data and forward it to the PU. By directly estimating the precoder, we can reduce the signaling overhead between the PU and the relay.
III. SYSTEM MODEL Our LTE system is based on the LTE downlink linklevel simulator (v1.7r1089) [17] from the Vienna University of Technology, written in MATLAB. Some timeintensive operations have been implemented in C via MEX functions [18] , including bit interleaving, convolutional encoding/decoding, rate matching, symbol demapping, as well as our proposed precoder detection algorithms (section IV). Here, we briefly describe the setup of the simulator along with our modifications to enable our experiments. For a more detailed description of the simulator, refer to [17] , [19] .
A. Setup
We consider a Single-User MIMO (SU-MIMO) scenario, with a single eNodeB and a PU. A secondary mobile user acts as a CMR for the PU, using a decode-andforward relay mechanism. The eNodeB transmits data using CLSM, thereby adapting the CQI, PMI and the number of layers used for transmission according to the feedback from the PU. In our setup, we consider both 2x2 and 4x4 MIMO modes supported by CLSM and vary the channel power delay profile (PDP) between the eNodeB and the CMR, along with the speed and SNR at the CMR as explained in section V-A. Time-varying multipath fading is generated using the sum-of-sinusoids statistical simulation model described in [20] .
We use the SU-MIMO simulation setup to test our proposed receiver architecture, while neglecting interference and the impact of scheduling, as a starting point. We leave the more elaborate setup for our future work. 1) Overall simulator structure: The simulator simulates the Downlink Shared Channel (DL-SCH), along with signaling information, and an error-free uplink feedback channel with an adjustable delay [17] . The main portions of the simulator, as used for the SU-MIMO scenario, are shown in Fig. 2 , with our modifications displayed in blue.
2) LTE transmitter: The structure of the LTE transmitter is described in Fig. 3(a) . As mentioned in [17, table 1] , the user feedback has not been completely incorporated into CLSM transmit mode, as per v1.7r1089. We explain the changes made to the simulator to incorporate such feedback in section III-B. The simulator uses the convolution encoder from [21] for the turbo encoder at the transmitter.
For each user, after the channel coding and scrambling of data bits, the transmitter modulates the data, using a Modulation and Coding Scheme (MCS) corresponding to some CQI. It then maps data to the correct number of layers and applies a precoder matrix based on the rank indicator and Precoding Control Information (PCI) feedback from the UE. Finally, the precoded symbols to be transmitted on each antenna are mapped to appropriate elements of the resource blocks (RBs) scheduled for the user. The LTE simulator (v1.7r1089) supports either static or round robin scheduling.
3) LTE receiver: The structure of the LTE receiver is described in Fig. 3(b) , with the precoder detection block only applicable to the CMR. First, the receiver determines the RBs assigned to the user and calculates the received SNR by estimating the received signal power and noise variance, using regularly transmitted pilot signals. Next, it compensates for carrier frequency offset and timing offset (if they are introduced in the simulation). The channel is estimated using the CRSs present in the received signal, along with the estimated noise variance. The channel estimate is used for both user feedback calculation and subsequent demodulation and soft-demapping of user symbols. These processings are performed at both the PU and CMR.
In MIMO mode, the simulator uses a C implementation of a soft-output sphere decoder algorithm with a single tree search [22] for soft-demapping. However, we observed that this implementation suffers from high computational requirements in case of 4x4 MIMO using 64 QAM. Hence, we consider only lower modulation schemes for 4x4 MIMO, although our results can be extrapolated for 64 QAM as well.
B. Modifications
In this subsection, we explain the modifications made to the simulator (v1.7r1089) to account for user feedback in CLSM (shown in Fig. 3(a) ) and capture the feedback from the PU (shown in Fig. 2 ), which is played back when we simulate the CMR. We explain the precoder detection shown in Fig. 3(b) in section IV.
1) Transmitter:
We modify the "LTE TX.m" function to use the feedback provided by the user as follows. We fix the MCS (corresponding to a CQI) used by the transmitter for each run, along with the number of layers used for each antenna configuration, i.e., 2x2 and 4x4 MIMO. We send two codewords to the user, using two layers in 2x2 MIMO and four layers in 4x4 MIMO. The PMI is varied dynamically using the PCI feedback, and the corresponding precoder matrix is chosen from the codebook [15, section 6.3.4.2.3]. With this setup, for a given MIMO mode and CQI, we evaluate the BLERs at the CMR employing proposed precoder detection algorithms and compare them to the case where the precoders are known at the CMR.
2) Overall simulator structure: In order to simulate a secondary receiver that acts as a CMR, we capture the user feedback generated by the "LTE RX.m" function and data transmitted to the PU in the first run (in which PMIs are assumed known to CMR) as a trace. Then, in the second run, we playback the trace to simulate the CMR and evaluate our precoder detection methods, as shown in Fig. 2 .
IV. PRECODER DETECTION
As depicted in Fig. 3(b) , we consider the problem of precoder detection after certain processing of the received signal is done, such as carrier frequency offset and timing offset compensation, and channel estimation. For a particular LTE subframe, we work with the received OFDM data symbols in frequency domain, which can be concisely represented as
where i indexes the symbols in the subframe, y i is the ith received data symbol vector, P is the precoder matrix used by the transmitter for the subframe, H i is the frequency domain channel gain matrix observed by the ith transmitted data symbol vector, x i , and n i is the observed noise vector assumed to be Additive White Gaussian Noise (AWGN). Throughout the paper, we assume that the elements of n i are given by independent and identically distributed (i.i.d.) zero-mean Gaussian random variables with variance σ 2 . The elements of x i come from at most two different complex constellations for the two different codewords sent by the transmitter.
The dimension of y i is equal to the number of receive antennas, r, and that of x i is equal to the number of layers used by the transmitter, l. The dimension of the channel gain matrix, H i , is r × t where t is the number of transmit antennas. The dimension of the precoder matrix, P, is t × l with the constraint l ≤ t.
In our setting, the channel gain matrix, H i , and noise variance, σ 2 , are estimated, but the precoder matrix, P, is unknown. Our goal is to estimate P based on the observation of M (M ≥ 1) received data symbol vectors in the subframe, y := (y 1 , . . . , y M ). To this end, we propose two methods -simplified Maximum Likelihood (ML) detection and cluster variance algorithm.
A. Hypothesis testing framework
We formulate the problem with the help of a hypothesis testing framework with following hypotheses:
H j := {Precoder P j is used} , ∀j ∈ {1, . . . , N} , (2) where N is the size of the precoder codebook, i.e., the number of available precoder matrices, which depends on t and l. Since the prior distribution over the codebook may be time-varying, it is unlikely to be known accurately in advance. For this reason, we assume that the adopted precoder is uniformly distributed over the codebook. Under this assumption, an optimal Bayesian hypothesis test that minimizes the error probability is an ML detector.
We wish to develop an ML hypothesis test to detect the precoder matrix, P, based on the observation y = (y 1 , . . . , y M ). In order to realize this ML detector, we would require the knowledge of a prior distribution on x i . Since the coded bits are scrambled at the transmitter to distribute the transmitted symbols uniformly over constellations, it is reasonable to assume that the transmitted symbols are chosen according to a discrete uniform distribution over constellations. Thus, we express the likelihood function for hypothesis H j as
where H = (H 1 , . . . , H M ), X is the set of all possible transmit symbol vectors, and f (y i |H i , P j , x i ) is the conditional probability density of the received symbol vector y i given channel gain matrix H i , precoder matrix P j , and transmitted symbol vector x i . This conditional distribution is Gaussian with mean H i P j x i and variance σ 2 .
Conceptually, we can substitute the estimatesĤ i andσ 2 of the channel gain matrix and noise variance, respectively, in (3) to compute the likelihood function. Then, we can estimate P by maximizing (3) with respect to P j . However, this approach is computationally impractical, especially for large symbol constellations, due to the summation over all possible transmit symbol vectors.
To skirt this issue, we propose a modified ML detector that, for each P j , first decodes x i on the basis of observed y i , assuming that the true precoder matrix is P j . Then, we treat the decoded symbols as the actual transmitted symbols and calculate a simplified likelihood function for each hypothesis, H j , thereby avoiding the summation in (3). We elaborate on this technique, called as simplified ML detection, in the following section. 1) Simplified ML detection algorithm: First, we construct a minimum mean square error (MMSE) filter, G MMSE,i , using the estimated channel gain matrixĤ i and the estimated noise varianceσ 2 to equalize the channel as follows:
where (·)
H denotes the Hermitian transpose, and I is the t × t identity matrix. Next, to compute the likelihood function for hypothesis H j , we obtain a hard decision,x (j) i , of the transmitted symbol vector assuming that the correct precoder is P j under hypothesis H j , i.e.,
where P + j is the pseudoinverse of P j . We then use the likelihood function given by
. Note that the difference between (3) and (6) is that we take the decoded symbols, x (j) i , to be the correct transmitted symbols. Using (6), we obtain the log-likelihood function as
where K is a constant independent of j. Since logarithm is a strictly increasing function, we can maximize (7) to obtain the detected precoder as
2) Cluster variance algorithm: A variation of the simplified ML detector can be obtained as follows: For each P j , j = 1, . . . , N, define
The cluster variance scheme chooses the precoder given by
Notice the similarity to the minimum distance decision rule. Intuitively, for the true precoder P, we expect P +ỹ i to lie near a constellation point, x i , as G MMSE,i is designed to nullify the effect of H i . Thus, assuming that the noise variance is not too large, we expect that the distance in (9) is minimized by the correct precoder matrix with high probability, as in the case of the minimum distance decision rule.
However, one thing to note is that the modified noise term after applying (4) and (5), i.e., P + j G MMSE,i n i , does not consist of i.i.d. random variables. Because the elements of P + j G MMSE,i n i are treated equally in (9) , the performance of the cluster variance algorithm is slightly worse than that of the simplified ML detection algorithm. On the other hand, as we will demonstrate below, the cluster variance algorithm enjoys lower computational requirements.
B. Complexity
The computational complexity for both algorithms is O (M N C) , where C is the size of the symbol constellation (i.e., 4-, 16-or 64-QAM), because (7) and (9) are performed once for each of the N precoders, and C comparisons are needed for the hard decisionx
To better discern the difference in computational requirements, we need to consider the number of floating point operations needed in these two equations, assuming all operations consume the same number of processor cycles. We find that (7) demands M (2t (l + r) + 2r − t) floating point operations. Thus, for 2x2 and 4x4 MIMO, it needs (4l + 10)M and (8l + 36)M floating point operations, respectively. In contrast, (9) requires only 3M l − 1 operations. Therefore, the first scheme is computationally more demanding than the second scheme. Note that both algorithms have lower complexity than a Soft-output Sphere Decoding (SSD) receiver, which is O M 3 [23] (note: N, C M ). Hence, these algorithms are computationally feasible.
C. Ambiguity in precoders in 4x4 MIMO with four layers
In the case of 4x4 MIMO, when using four layers, there are 16 different 4x4 precoder matrices [15, . These 16 precoders can be grouped into (a) three sets of four precoders and (b) two sets of two precoders, where each set contains precoders that are "permutations" of each other. In other words, if P i and P j belong to the same set, then P i = AP j , where matrix A rearranges the rows of P j with possible sign changes.
Combined with the symmetry in transmit symbol constellations, the aforementioned structure of precoder matrices implies that there are distinct pairs of (a) a precoder matrix and (b) a transmit symbol vector, say (P i , x i ) and (P j , x j ), such that P i x i = P j x j . For this reason, an algorithm that solely relies on received symbols, including ours, will be unable to resolve the precoder matrix any further than these sets.
In order to deal with this issue in 4x4 MIMO cases, our proposed schemes are augmented with an additional step. We utilize the channel coding built in the LTE systems so as to resolve this ambiguity as follows. Once our algorithms described in section IV-A identify a set of precoders, say P , after solving (8) (or (10)), we pass every precoder P j ∈ P to the subsequent stages of the receive chain at the CMR. The CMR tries to decode the transmitted symbols using each of the precoders in parallel receive chains, applies the turbo decoder and verifies the Cyclic Redundancy Check (CRC) bits in all parallel receive chains. It then chooses the precoder that passes the CRC verification as the detected precoder P.
V. SIMULATIONS
A. Simulation setup
The simulator operates at a carrier frequency of 2110 MHz with system bandwidth of 1.4 MHz. The transmitter schedules all 12 RBs to the PU via static scheduling, and 1000 subframes are simulated in each run. The maximum HARQ retransmissions are set to zero in the presence of the CMR. The CMR uses an MMSE channel estimator and SSD receiver, as they are well known to outperform other methods such as Least Squares (LS) channel estimator [24] and linear equalizers [25] , respectively. The proposed precoder detection methods use M = 500 in (7) and (9) and perform the detection every subframe. We also considered system bandwidth of 10 MHz, but the results are omitted in this paper.
1) Channel models:
We model the channel PDP using the extended versions of ITU models -Extended Pedestrian A (EPA) and Extended Typical Urban (ETU) [13] , [14] -which incorporate three degrees of spatial correlation between the antennas for MIMO conformance testing.
B. Experiment
We consider a low antenna correlation level as defined in [14, table B.2.3.2-1], which is a part of the minimum performance test conditions specified in [14] for multilayer CLSM. This condition can be met at an eNodeB in practice, while it can be justified at a CMR by assuming cross polarized antennas [26] . We simulate both 2x2 and 4x4 MIMO modes and consider two channel conditions -(1) EPA at user speed of 3 km/h, and (2) ETU at user speed of 60 km/h. These two speeds correspond to a maximum Doppler frequency of 5 Hz (low), and 120 Hz (high), respectively. For each channel condition, we evaluate the BLERs with the precoder detectors and compare them to the case where the precoders are known at the CMR. For each CQI and MIMO mode, we generate a trace of the PMI feedback and transmitted data of the PU with the same channel PDP as the CMR, but with a different channel realization by changing the random seed, and playback this trace in our simulations with the CMR.
In Fig. 4 we observe that for both 2x2 MIMO and 4x4 MIMO, the simplified ML detection algorithm experiences a performance degradation of at most 2 dB at a BLER of 10 percent for all CQIs we consider. Moreover, the performance for high CQIs is very close to the "known PMI" case, especially for CQI 9 and above in 2x2 MIMO. Recall that we do not consider CQIs 10 through 15 (corresponding to 64 QAM) in 4x4 MIMO for the reason stated at the end of section III-A.
What is somewhat interesting is that the performance degradation due to unknown PMIs tends to diminish with increasing SNR. We suspect that this decreasing performance gap is due to the fact that when the CMR enjoys high SNR, it can obtain more accurate channel estimates using the CRSs. These more accurate channel estimates then enable the precoder detectors to determine the employed precoders more reliably, thereby leading to a smaller performance gap.
Furthermore, by comparing Fig. 4 to Fig. 5 , we observe that the cluster variance algorithm performs poorer than the simplified ML detection algorithm for low CQIs, especially for 2x2 MIMO, while its performance is typically closer to that of the simplified ML detection algorithm at higher CQIs. Moreover, the performance of both schemes is nearly identical for 4x4 MIMO for all CQIs considered. We expect such behavior since (9) does not take into account the non-i.i.d. nature of the elements in the noise term P + j G MMSE,i n i and its negative impact diminishes at higher SNRs. Also, in case of 4x4 MIMO, each codeword is transmitted on two antennas, increasing diversity to some extent, thereby diminishing the performance gap.
Qualitatively similar results were observed when the experiment was repeated with a system bandwidth of 10 MHz. However, we do not present these results here.
VI. CONCLUSIONS
We considered the problem of precoder detection at a secondary mobile relay in the scenario where the PU communicates with the eNodeB using CLSM. We formulated the problem in a hypothesis testing framework and developed two algorithms -simplified ML detection and cluster variance. We described our system setup using the LTE downlink link-level simulator [17] and evaluated the performance of the proposed algorithms. Our results show that the simplified ML detection algorithm suffers at most 2 dB deterioration in BLER for all CQIs, and the performance improves for higher CQIs. Moreover, the cluster variance algorithm performs poorly at lower CQIs for 2x2 MIMO. However, its performance is almost identical to that of the simplified ML detection algorithm for higher CQIs and for 4x4 MIMO. Furthermore, we note that both algorithms are computationally feasible and the complexity is linear in M , N , and C, and observe that the cluster variance algorithm has lower computational requirements.
We plan to investigate other techniques for resolving the ambiguity mentioned in section IV-C. Furthermore, we shall expand our simulation setup to account for interference from neighboring eNodeBs at the relay and study the effect of dynamic scheduling of the PUs. 
