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Tato práce pojednává o studii síťových útoků a frameworku monitorování paketů v síti.
Zabývá se především síťovými útoky, které je možné detekovat bez znalostí obsahu pa-
ketů. Cílem této práce je vytvořit, na základě zjištěných vlastností, simulátor, který tyto
útoky bude simulovat. Výstup ze simulátoru bude vytvořený ve frameworku Nemea, aby se
zkvalitnily nástroje pro detekci a prevenci daných útoků, které tento framework využívají.
Simulátor bude fungovat jen pro testovací účely. V žádném případě s ním nebude možné
realizovat jednotlivé útoky.
Abstract
The thesis discusses about study of networks attacks and framework monitoring packets
in the network. It proceeds especially network attacks, which can be detected without
knowledge about the contents of packets. The aim of this thesis is to develop the simulator
based on detected features, which will simulate these attacks. The output from the simulator
will be created in the Nemea framework to improve the quality of tools of detection and
prevention of given attacks. The simulator will be functioning for testing purpose only.
Under no circumstances it will be possible to realize individual attacks.
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Od doby čo je internet sprístupnený verejnosti sa nájdu aj ľudia, ktorí sa snažia znepríjem-
niť obyčajným ľudom čas strávený používaním tejto služby. Títo útočníci vytvárajú sieťové
útoky, ktoré využívajú nie len chyby komunikačných protokolov, ale dokonca aj ich vlast-
nosti. Cieľom takéhoto útoku môže byť akékoľvek zariadenie, ktoré má IP adresu, dokonca,
cieľom útoku nemusí byť len server alebo jeden počítač, ale až celá sieť. Zámerom týchto
útokov je odstavenie poskytovanej služby, získanie neoprávneného prístupu, odcudzenie dát
alebo dôverných informácií. V roku 2013 zaznamenala inštitúcia FBI IC3 262 813 sťažností
užívateľov s celkovou škodou viac ako sedemstoosemdesiat miliónov dolárov, čo predstavuje
nárast o viac ako 48 % oproti minulému roku [10]. Z toho vyplýva, že útoky sú stále veľkou
hrozbou a je potreba ich eliminovať.
Za týmto účelom bol vytvorený systém Nemea. V systému Nemea bolo navrhnutých
mnoho rôznych detektorov, ale je nutné overiť ich a zhodnotiť ich vlastnosti, poprípade
skvalitniť. Aby bolo možné tieto detektory otestovať, je potrebné vytvoriť simulátor ta-
kýchto útokov. Vytvorenie simulátoru by prinieslo niekoľko výhod pri testovaní detektorov.
Jednou z výhod je rýchlosť testovania, pretože je nepraktické čakať na útoky kvôli otes-
tovaniu detektoru. Ďalšími výhodami sú opakovateľnosť a konfigurovateľnosť, pretože je
nevyhnutné mnohokrát opakovať rovnaký typ útoku, a to s rôznou intenzitou alebo inými
parametrami a zisťovať kedy ho patričný detektor zachytí.
Táto práca pojednáva o štúdií najbežnejších sieťových útokov, a to o tých, ktoré je
možné detekovať bez znalosti obsahu paketu a frameworku Nemea, pomocou ktorého sa
vytvárajú detekčné systémy na tieto útoky. Cieľom práce je vytvoriť simulátor, ktorý tieto
detekčné systémy overí a umožní ich skvalitnenie.
Táto práca je rozdelená do troch kapitol. Prvá kapitola popisuje Nemea Framework, pre
ktorý bol tento simulátor vytvorený. Druhá kapitola popisuje najznámejšie útoky, s ktorými
sa stretávame v internete. A tretia kapitola je zameraná na programovú časť, ktorá popisuje
vlastnosti simulátoru.
Prvá kapitola objasňuje Nemea framework. Je venovaná modulom, ich stavbe, popisuje
ich rozhrania, ktorými sa jednotlivé moduly spájajú a ich komunikačný protokol UniRec.
Druhá kapitola popisuje jednotlivé útoky. V sekcii nazvanej Skenovanie portov sú ro-
zobrané najčastejšie metódy skenovania, ako aj rafinovanejšie skenovanie, ako je napríklad
TCP Idle skenovanie. Sú tu popísané skenovacie techniky, ako napríklad skenovanie pomo-
cou TCP SYN paketu, s polovičným otvorením spojenia alebo s úplným otvorením spojenia,
UDP skenovanie alebo skenovanie TCP pomocou kombinácií rôznych príznakov v pakete.
V ďalšej sekcii sú popísané princípy útokov na odstavenie služieb, ako aj distribuovaných
útokov na ich odstavenie so zameraním na útoky TCP SYN flood a DNS amplifikačný útok.
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Posledná tretia kapitola je zameraná na programovú časť tejto práce. Je tu popísaný
samotný simulátor, jeho implementačné riešenia a rôzne špeciálne vlastnosti, ktoré je možné
nakonfigurovať. Je tam popísaná aj konfigurácia jednotlivých útokov s dôvodmi, prečo niek-
toré riešenia boli takto vyriešené. Táto kapitola popisuje aj vzniknuté výstupy zo simulá-
toru. V poslednej sekcii kapitoly je popísaný spôsob testovania detekčných systémov, a




Network Measurements Analysis (Nemea) je framework, ktorý umožňuje vytvárať systém
pre automatickú analýzu záznamov tokov v reálnom čase monitorovanej sieťovej prevádzky.
Systém sa skladá z jednotlivých blokov, nazývaných moduly, ktoré sú poprepájané pomocou
rozhraní [8].
2.1 Moduly
Moduly sú samostatne pracujúce jednotky, ktoré všeobecne prijímajú dáta na svojich vstu-
poch, následne ich vyhodnotia a pošlú tieto vyhodnotené dáta na svoje výstupy pre ďalšie
moduly. Keďže každý modul je samostatná aplikácia, umožňuje to každý jeden modul kon-
trolovať, buď to využitie zdrojov alebo vypnutie a zapnutie modulu. Ďalšou veľkou výhodou
takejto implementácie je možnosť písať jednotlivé moduly v iných jazykoch, ktoré by mohli
byť problémové pri prekladaní, napr. ak by sa niektoré moduly napísali v jazyku C a iné
napríklad v Perle alebo Pythone. Pri páde jedného z modulov to nevedie ku pádu celého
systému, ale zastaví sa len jedna časť systému, ktorá by napríklad pri istých častiach systému
vôbec nebola potrebná, čiže by to nijako neovplyvnilo chod ďalších modulov.
Moduly Nemei sa môžu dynamicky pridávať a odoberať zo systému. Hneď potom, čo sa
nový modul zapne, snaží sa pripojiť k rozhraniam ďalších modulov. Ak sa mu pripojenie
nepodarí, tak sa periodicky snaží pripojovať, až kým sa mu podarí nadviazať spojenie. Po-
dobne je to aj pri páde alebo ukončení jedného z modulov, ku ktorému bol modul pripojený,
a to tak, že sa snaží automaticky znova nadviazať spojenie. Vďaka týmto vlastnostiam je
možné vymieňať moduly za nové bez problémov, resp. s drobnými dopadmi na systém za
behu celého systému.
Najjednoduchší prípad použitia Nemei je zobrazený na obrázku 2.1, kde sú navzájom
prepojené dva moduly. Prvý modul načítava záznamy tokov zo súboru a posiela ich do
druhého modulu. Druhý modul spočítava štatistické vlastnosti týchto tokov, ako napríklad
celkový počet tokov, počet paketov alebo veľkosť prenesených dát. Na druhom obrázku
2.2 je zobrazené už komplikovanejšie využitie Nemei, kde prvý modul je kolektor, ktorý
zachytáva pakety, ktoré posiela do ďalšieho modulu, kde sa všetko agreguje a následne to
prejde vyhodnotením jednotlivých modulov, či nenastali v sieti nejaké anomálie, resp. či
neprebehol alebo neprebieha útok na zariadenia [8].
Tým, že Nemea je všestranná, je možné pomocou nej spájať reálne záznamy tokov
s vymyslenými záznamami, ako sú napríklad výstupy rôznych generátorov alebo simulátorov
útokov. Vďaka tejto schopnosti je možne testovať rôzne detekčné systémy (moduly) bez
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Obrázek 2.1: Príklad minimálneho použitia systému Nemea
Obrázek 2.2: Príklad komplexnejšieho použitia systému Nemea.
toho, aby sa realizoval skutočný útok a ohrozil sa tým chod zariadení v sieti. Na obrázku
2.3 je možné vidieť, že odchytávané dáta zo siete sa spájajú spolu s dátami vygenerovaných
pomocou simulátora útoku a smerujú do detektorov. Samozrejme, že je možné pracovať aj
s oﬄine záznamami, jedine čo je potrebné, je nahradiť kolektor za modul, ktorý načítava
dáta zo súboru.
Obrázek 2.3: Príklad spájania reálnych záznamov so záznamami simulovaných útokov sme-
rujúcich k detektorom.
2.2 Rozhrania
Všetky rozhrania sú iba jednosmerné a dáta poslané cez ne, sú posielané vo forme jedno-
tlivých záznamov (napr. záznamy tokov, toky popisujúce útok). Všetky záznamy, ktoré sa
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posielajú cez rovnaké rozhranie, musia mať rovnaký formát tzn., že požívajú rovnaký súbor
polí, ale každé rozhranie môže používať iný formát.
Formát priradený rozhraniu je špecifikovaný dynamicky, a to vtedy, keď sa modul pripája
do systému. Dynamický formát umožňuje to, že je možné pridávať, resp. odoberať polia
bez toho, aby sa muselo preprogramovať spracovanie záznamov daného modulu. UniRec je
protokol, ktorý definuje tieto formáty a určuje ako ich vytvárať a používať.
Existujú rôzne druhy rozhraní rozdelených podľa spôsobu komunikácie. Sú to spoľahlivé
rozhrania pre komunikáciu v rámci jedného servera, ako aj pre komunikáciu medzi rôznymi
servermi, a to všetko cez jednotné a jednoduché API. Vlastnosti rozhrania (jeho typ a druhá
strana spojenia) sú nastavené pri štarte modulu. Modul je nezávislý na jednotlivých typoch
rozhraní, lebo spojovacie mechanizmy sú skryté pre moduly. Rozhrania sú implementované
v Traffic Analysis Platforme (TRAP), ktorej knižnica sa volá libtrap [8].
2.2.1 Traffic Analysis Platform
Moduly Nemei využívajú spoločné komunikačné rozhranie. Komunikačné rozhranie je repre-
zentované zdieľaným objektom (knižnicou) nazvanou libtrap, ktorá je linkovaná pri každom
module Nemei. Koncept komunikácie medzi dvoma modulmi je ukázaný na obrázku 2.4.
Obrázek 2.4: Typická inter-modulová komunikácia v Nemea systéme
Libtrap oddeľuje modul od jeho aktuálne priradeného rozhrania a jeho špecifikácií. Zdro-
jový modul posiela dáta cez svoje výstupné rozhranie, a to hneď ako to je možné. Operácia
posielania (send() ) môže byť v blokujúcom, rovnako ako v neblokujúcom, stave zavisejúc
na konfigurácií. Libtrap sa stará o vyrovnávanie dát, rovnako ako o ich kontrolované za-
hadzovanie podľa nakonfigurovaného správania. Cieľový modul načítava (read() ) dáta zo
svojich vstupov v slučke a rovnako ako odosielanie, môže byť v blokujúcom alebo nebloku-
júcom stave závisiac od nakonfigurovaného správania.
Ako je vidieť na obrázku 2.5, Libtrap zabezpečuje modulu API pre komunikáciu so
vstupnými a výstupnými komunikačnými rozhraniami. Rovnako je vidieť, že súčasne pou-
žitá verzia libtrap podporuje tri typy rozhraní libtrapu. Najčastejšie používané typy roz-
hraní sú UNIXové sockety pre lokálnu komunikáciu a TCP/IP sockety pre vzdialenú ko-
munikáciu medzi modulmi na rozdielnych zariadeniach. Posledné dostupné komunikačné
rozhranie využíva zdieľanú pamäť. Pamäťové rozhranie podporuje iba komunikáciu 1:1, za-
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tiaľ čo UNIXové sockety a TCP/IP sockety dovoľujú užívateľovi k jednému výstupnému
rozhraniu pripojiť N cieľových modulov. Vyrovnávacia vrstva (Buffering sublayer) znižuje
počet časovo-náročných prenosových požiadaviek, napríklad tak, že ich agreguje. Libtrap
obsahuje rôzne vysokoúrovňové funkcie ako sú TimeOut, Multi-Read, Auto-Flush.
Obrázek 2.5: Architektúra libtrap knižnice
Typy a parametre komunikačného rozhrania sú vyberané užívateľom pre každý modul
v čase štartu modulu. Takáto inicializácia rozhraní umožňuje modulu adaptovať sa v ko-
munikácii s ostatnými modulmi, ktoré sú už spustené.
Keď sa modul Nemei úspešne naštartuje, libtrap automaticky nadviaže spojenie vstup-
ných rozhraní s výstupnými rozhraniami iných modulov a čaká na nové spojenia na výstup-
ných rozhraniach. Spojenie je plne abstrahované, čiže modul sa nemusí pokúšať o spojenie.
Ak spojenie medzi dvoma modulmi zlyhá alebo ak jeden z modulov zlyhá, libtrap sa po-
kúsi obnoviť spojenie automaticky. Opätovné pripojenie je urobené nezávisle na zvolenom
type rozhrania. Obnova nielen, že toleruje zlyhanie fyzického komunikačného kanála, ale
umožňuje reštartovať modul bez ovplyvnenia zvyšku systému.
Moduly Nemei sú určené k spracovaniu obrovského množstva dát s vysokou priepust-
nosťou. Preto komunikačná vrstva musí poskytovať vysoko-priepustné rozhranie pre mo-
duly. Vytvorená vyrovnávacia vrstva agreguje požiadavky a takto efektívne redukuje réžiu
súvisiacu s každým prenosom. Vyrovnávanie zväčšuje počet správ, ktoré môžu byť poslané
z jedného modulu do druhého.
Vyrovnávacia vrstva je prístupná pre vstupné a výstupne rozhrania akéhokoľvek typu.
Vyrovnávanie môže byť vypnuté užívateľom pre zníženie odozvy urgentne doručovaných
správ. Môže byť užitočné vypnúť vyrovnávanie, napríklad pre moduly, ktoré produkujú
varovné hlásenia (správy, ktoré nie sú časté, ale musia byť doručené hneď ako je to možné).
Vyrovnávacia vrstva taktiež podporuje mechanizmy pre automatické odosielanie obsahu
vyrovnávacej pamäti po určitom intervale pre moduly generujúce veľa správ nepravidelne.
Tento mechanizmus sa nazýva Auto-Flush. Zabraňuje správam uloženým vo vyrovnávacej
pamäti starnutiu, pretože vyrovnávacia vrstva bez Auto-Flush nezačne prenos, pokiaľ nie je
vyrovnávacia pamäť plná. Auto-Flush podporujú iba výstupné rozhrania. Časový interval
je konfigurovateľný a Auto-Flush môže byť dokonca aj vypnutý užívateľom.
Ďalším mechanizmom je Multi-Read. Môže byť použitý v moduloch, ktoré využívajú
viac ako jedno vstupné rozhranie. Multi-Read umožňuje načítavať správy zo všetkých vstup-
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ných rozhraní povolených maskou paralelne. Operácia načítavania je dokončená sadou vlá-
kien, ktoré čakajú na prichádzajúce dáta. Výsledok Multi-Read operácie je dostupný vo
forme poľa, kde každý element poľa obsahuje výsledný kód operácie, veľkosť prijatej správy
a ukazateľ do dát prijatej správy [8].
2.2.2 Unified Record
Unified Record (UniRec) je špeciálny dátový formát správy, ktorý sa posiela cez TRAP
rozhrania. Moduly si potrebujú vymieňať rôzne typy dát a ich obnos môže byť veľmi veľký.
To implikuje tri požiadavky, ktoré sú reflektované v UniRecu:
1. Format je flexibilný, tj. zvláda dynamicky vytvárať nové štruktúry správ
2. Je pamäťovo efektívny, tj. dosiahne čo najväčšej efektívnosti ako jednoduché štruktúry
jazyka C pre minimalizovanie réžie počas posielania správ
3. Manipulácia s dátami v správe je rýchla, tj. prístup k elementom správy nespôsobuje
spomalenie modulu
UniRec záznam pozostáva z niekoľkých polí (fields), každé pole má meno a typ. Sku-
pina polí v zázname sa nazýva šablóna (template). Šablóna je špecifikovaná vymenovaním
názvov všetkých jej polí. Zoznam možných názvov polí spolu s ich typmi a významom
sú v globálnom konfiguračnom súbore, ktorý môže byť rozšírený, ak je potrebné nové pole.
Každé TRAP rozhranie používa iba jednu šablónu, tzn. že všetky správy poslané cez prísluš-
né rozhranie sú v rovnakom formáte. Každé dva moduly navzájom prepojené rozhraním
musia používať rovnaký UniRec formát na danom spoločnom rozhraní. Šablóna každého
rozhrania je definovaná počas inicializácie modulu. Kým formát výstupného rozhrania je
zvyčajne určený funkciou modulu, veľa modulov umožňuje špecifikovať formát očakávaný
na ich vstupných rozhraniach pomocou parametrov príkazového riadku.
Záznam uložený v pamäti alebo poslaný cez TRAP rozhranie, vyzerá obdobne ako jedno-
duchá štruktúra jazyka C - individuálne polia sú uložené jeden za druhým bez dodatočných
dát alebo zarovnania. Záznam pozostáva z nemennej časti (static part), v ktorej všetky
polia majú nemennú veľkosť a premenlivej časti (dynamic part), v ktorej sú uložené polia
s premenlivou veľkosťou, viď obrázok 2.6. Dynamické polia sú uložené na konci záznamu.
Offsety ukazujúce na koniec týchto polí sú uložené na konci statickej časti.
Šablóna je zvyčajne špecifikovaná počas inicializácie modulu reťazcom s názvami všet-
kých polí v zázname. Uloží sa to ako štruktúra obsahujúca informácie o tom, ktoré polia sú
použité, tabuľku s ich offsetmi v zázname a ďalšie pomocné informácie. Tabuľka s offsetmi
umožňuje rýchly prístup k jednotlivým poliam záznamu.
Poradie názvov polí v špecifikácii šablóny nie je dôležitý. Poradie polí v zázname je vždy
určené pomocou nasledujúcich pravidiel:
1. Prvé sú statické polia, potom offsety dynamických polí a potom hodnoty dynamických
polí
2. Polia v statickej časti sú triedené podľa ich dĺžky v zostupnom poradí
3. Polia s rovnakou dĺžkou sú triedené abecedne podľa ich názvu
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Obrázek 2.6: Príklad UniRec záznamu, kde základný záznam o IP toku rozširuje niekoľko
polí s premenlivou veľkosťou.
K poliam sa pristupuje pomocou jednoduchých makier, ktoré vezmú ukazateľ do štruk-
túry šablóny, ukazateľ na začiatok záznamu a identifikátor poľa.
UniRec polia môžu obsahovať akýkoľvek základný typ podporovaný jazykom C , reťazec
znakov, alebo jeden z dvoch špeciálnych typov - typ pre uloženie časovej známky s pres-





V sieti existuje veľké množstvo sieťových útokov. Pri každom útoku sa využívajú chyby
alebo vlastnosti daného protokolu, resp. aplikácie alebo operačného systému. Všetky útoky
sa dajú zhrnúť do štyroch kategórií rozdelených podľa účelu:
• Prieskum (anglicky Reconnaissance)
• Prístup (anglicky Access)
• Odstavenie služby (anglicky Denial of Service)
• Červy (anglicky Worms), vírusy (anglicky Viruses) a trójske kone (anglicky Trojan
Horses)
Prieskumové útoky slúžia ku zbieraniu informácií v sieti. Najčastejšie čo sa zisťuje je,
či dané zariadenie je zapnuté, aký port je otvorený, tzn. aká služba je spustená alebo sa
sleduje prevádzka medzi zariadeniami. Vďaka prieskumu útočník dokáže zistiť zraniteľnosti
alebo slabosti siete, prípadne zariadení v sieti a následne pomocou iného typu útoku využiť.
Potom, čo sa útočníkovi podarilo úspešne dokončiť prieskum, pokúsi sa získať prístup
k zariadeniam, aby ich mohol ovládať. Pokúsi sa použiť buď to slovníkové útoky, útoky
hrubou silou (anglicky brute force attack) alebo sa pokúsi zneužiť dôveru užívateľa a ten
mu dobrovoľne dá prihlasovacie meno a heslo do systému. Ak sa útočník dostal už do
systému, vždy si vytvorí zadné dvierka a pomocou nich sa už dokáže dostať do systému
úplne nepozorovane, a tak získavať dáta alebo tajné informácie.
Útoky na odstavenie služby (ďalej len DoS) sú najjednoduchšou formou útoku. Vďaka
svojej jednoduchosti predstavujú aj najväčšie zlo, pretože dokážu napáchať významné škody
a je ich veľmi ťažké eliminovať v sieti. Z toho dôvodu je nutné, aby si správcovia sietí dávali
obzvlášť pozor na tieto útoky. Distribuované DoS sú DoS útoky, ktoré prevádzkujú viacerí
útočníci na spoločnú obeť.
Červy, vírusy alebo trójske kone sú programy, ktoré slúžia buď ako zadné dvierka pre
útočníka alebo spôsobujú inú škodu pre koncové zariadenia. Veľmi často sa tieto programy
samy rozširujú a distribuujú medzi počítačmi. Zatiaľ čo vírusy a červy sú samostatné pro-
gramy, trójske kone sú zákernejšie tým, že sa tvária ako iný program, napríklad hra. Kým
užívateľ si hrá tú hru, trójsky kôň sa sám rozposiela cez emailového klienta, aby si túto hru
zahrala aj ďalšia obeť alebo môže vytvárať aj zadné dvierka pre útočníka [5, 4, 2, 3, 12].
V tejto práci som sa zameral najmä na útoky spojené s prieskumom, konkrétne so
skenovaním portov a problematikou DoS a Distribuovaných DoS útokov.
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3.1 Skenovanie portov
Skenovanie portov (anglicky port scanning) je počin vzdialeného testovania veľkého počtu
portov, k stanoveniu, v akom stave sa dané porty nachádzajú. Cieľom takéhoto skenova-
nie je nájsť port v otvorenom stave, čo znamená, že aplikácia načúva a akceptuje spojenia
na danom porte [11]. Skenovanie portov odhaľuje slabiny v sieťach a z pohľadu bezpeč-
nosti smeruje ku cielenému útoku, ale samotné skenovanie k tomu nemusí vždy smerovať.
Skenovanie portov môže uľahčiť administrátorom správu ich sietí a zamedziť prípadným
útokom.
Pri skenovaní sa rozlišujú tieto štyri druhy skenovaní:
Vertikálne skenovanie je skenovanie voči jednej obeti, na ktorej sa prechádzajú rôzne
porty s cieľom odhalenia ich stavov, a tak získania informácií o zraniteľnosti daného
systému.
Horizontálne skenovanie je skenovanie, pri ktorom sa skenujú viaceré obete na jednom
porte so záujmom zistenia jednej špecifickej slabiny na čo najväčšom počte zariadení.
Distribuované skenovanie pri takomto skenovaní už neskenuje jeden útočník, ale viacero
so zámerom zníženia pravdepodobnosti odhalenia. Cieľom takýchto útokov je veľké
množstvo zariadení ako aj portov.
Tajné skenovanie (anglicky stealth scan) je skenovanie, ktoré sa snaží úplne vyhnúť de-
tekcii. Sú zvyčajne vertikálne alebo horizontálne rozložené vo väčšom časovom úseku.
Jednotlivé skenovania prebiehajú pod určitým komunikačným protokolom, čiže je možné
rozdeliť útoky aj podľa komunikačného protokolu, ktorý používajú. Najčastejšie sú komu-
nikačné protokoly TCP/IP modelu. V rámci týchto skenovaní ich môžeme rozdeliť aj podľa
vrstvy modelu, na ktorej komunikujú [7].
3.1.1 TCP SYN skenovanie - polovičné
Polovičné TCP SYN skenovanie (anglicky TCP SYN Half Scan) je najpoužívanejšie ske-
novanie z dobrých dôvodov. Jeho priebeh je rýchly, tisíce portov za sekundu na rýchlej
sieti. Skenovanie je relatívne nenápadné a utajené, kvôli tomu, že nikdy nenadviaže úplné
TCP spojenie. Rovnako funguje aj nad rôznymi implementáciami TCP zásobníkov (ang-
licky stack) na rozdiel od iných druhov skenovaní. Tak isto umožňuje aj jasne a spoľahlivo
rozlíšiť stavy portov. Jeho jedinou nevýhodou je, že vyžaduje raw pakety, čiže útočník musí
mať administrátorské práva.
Polovičné SYN skenovanie je dosť jednoduché na používanie aj bez akýchkoľvek znalostí
TCP protokolu. Na obrázku 3.1 je vidieť ako prebieha úspešné oskenovanie portu na obeti
útočníkom.
Ako vidíte na obrázku, útočník začína poslaním TCP paketu s nastaveným SYN flagom
na port 22 (SSH). To je prvý krok v TCP 3-way handshake, ktorý iniciuje spojenie. Ak
je port obete otvorený, druhým krokom obeť odpovie paketom s nastaveným SYN a ACK
flag. V normálnej komunikácií, by útočník dokončil 3-way handshake poslaním paketu s na-
staveným ACK flagom potvrdzujúc SYN/ACK. Lenže útočník to už robiť nemusí, pretože
SYN/ACK vypovedá o tom, že port je otvorený. Ak by útočník potvrdil spojenie, musel
by sa zaoberať tým, ako to spojenie uzavrieť. Čiže potvrdiť spojenie je nevýhodné. Ak by
útočník ignoroval SYN/ACK, obeť by tento paket odoslala znovu lebo by predpokladala,
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Obrázek 3.1: Polovičné TCP SYN skenovanie otvoreného portu 22.
že sa tento paket stratil. Správna odpoveď je odoslať paket s nastaveným RST flagom, ako
je vidieť na obrázku. To povie obeti, aby resetoval pokus o spojenie.
Na obrázku 3.2 je vidieť, ako určuje útočník, že port 23 (telnet) je zatvorený. Prvý krok
je vždy rovnaký, útočník pošle paket s nastaveným SYN flagom obeti. Ale obeť namiesto
toho, aby potvrdila spojenie pomocou SYN/ACK, pošle spätne ACK/RST. ACK/RST
pošle z dôvodu, že ACK potvrdí, že prijal paket a RST povie útočníkovi, že spojenie s ním
nevytvorí, čiže port je zatvorený. Takže ďalšia komunikácia už nie je potrebná.
Obrázek 3.2: Polovičné TCP SYN skenovanie zatvoreného portu 23.
Prípadne, ako je vidieť na obrázku 3.3, môže sa stať, že na paket s nastaveným SYN
flagom, nepríde žiadna odpoveď od obete. Na základe toho sa môže útočník rozhodnúť pre
opätovné odoslanie toho istého paketu alebo nie. Ak sa tak rozhodne a naďalej neprichá-
dza odpoveď, útočník môže tento port považovať za buď to filtrovaný za nejakým filtrom
alebo zatvorený. Prípadne ešte môže prísť útočníkovi ICMP odpoveď na jeho SYN paket
s rovnakým záverom ako pre žiadnu odpoveď.
Toto skenovanie sa dlhú dobu považovalo za utajené skenovanie z dôvodu, že je neba-
dateľnejšie ako plné TCP SYN skenovanie, ktoré bolo najbežnejšie používané [11].
3.1.2 TCP SYN skenovanie - plné
TCP SYN skenovanie plné (anglicky TCP Connect Scan) je najzákladnejšie skenovanie.
Toto skenovanie sa využíva, keď útočník nemá prístup k raw paketom, použitím systé-
mového volania connect. Toto systémové volanie sa používa aj pri prehliadačoch, P2P
klientoch a ďalších aplikáciách pre nadviazanie spojenia.
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Obrázek 3.3: Polovičné TCP SYN skenovanie portu 23, na ktoré neprichádza odpoveď.
Ak je možné použiť polovičný TCP SYN skenovanie, je lepšie použiť to, lebo systémové
volanie connect je menej kontrolovateľné ako raw pakety, čo z toho robí menej efektívne
skenovanie. Systémové volanie dokončí spojenie s otvoreným portom radšej, ako reseto-
vať polootvorené spojenie. Nielenže to trvá dlhšie a vyžaduje aj viac paketov pre získanie
rovnakej informácie, ale aj cieľové zariadenie môže ukladať vytvorené spojenia do logov.
Administrátor, ktorý uvidí zhluk pokusov o spojenie v logoch z jediného systému pochopí,
že bol skenovaný pomocou plného TCP SYN skenovania.
Na obrázku 3.4 je vidieť plné TCP SYN skenovanie na otvorený port 22 (SSH) obeti.
Obrázek 3.4: Polné TCP SYN skenovanie otvoreného portu 22.
Prvé dva kroky (odoslanie SYN a SYN/ACK) sú rovnaké ako pri polovičnom TCP
SYN skenovaní. Potom namiesto ukončenia polootvoreného spojenia pomocou RST paketu,
útočník potvrdzuje SYN/ACK paket s vlastným ACK paketom, a tým vytvorí spojenie. Po
uzavretí spojenia útočník posiela RST paket, aby urýchlene ukončil spojenie. V bežnej TCP
komunikácii po ukončení posielania dát nasleduje posledné potriasanie rukami pomocou FIN
paketov.
Aj keď plné TCP SYN skenovanie použije asi dva krát viac paketov ako polovičné, tak
z celkového hľadiska je to zanedbateľné, pretože vo väčšine prípadov budú porty zatvorené
alebo filtrované. Takže jedine, kedy prejde viac paketov v sieti oproti polovičnému TCP
SYN skenovaniu je, keď sa spojenie nadviaže [11].
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3.1.3 UDP skenovanie
Zatiaľ čo najpopulárnejšie služby v internete fungujú cez TCP protokol, UDP služby sú
široko používané. DNS (port 53), SNMP (port 161/162) a DHCP (port 67/68) sú tri naj-
častejšie. Pretože UDP skenovanie je všeobecne pomalšie a zložitejšie ako TCP, niektorí
bezpečnostní technici ignorujú tieto porty. Je to chyba, pretože zneužiteľné UDP služby sú
pomerne bežné a útočník neignoruje celý protokol.
UDP skenovanie funguje tak, že posiela prázdny UDP paket (bez dát) do každého portu
obete. Na základe odpovede, resp. jej neprítomnosti sa dokáže útočník rozhodnúť, v akom
stave sa daný port nachádza.
Asi najzvláštnejší stav, v ktorom sa skenovaný port nachádza je, keď na odoslaný UDP
paket obeť nijako neodpovedala. Aplikácia takýto paket mohla vyhodnotiť za invalidný
a obratom ho zahodila alebo takýto paket bol filtrovaný a žiadna odpoveď na to nebola
zaslaná. Čiže je neurčiteľné či paket port je otvorený alebo filtrovaný filtrovacím zariadením.
V takýchto prípadoch sa používajú rôzne techniky na určenie v akom konkrétnom stave
sa daný port nachádza. Jednou z nich je, že sa využíva to, že štruktúra paketov pre rôzne
služby je iná, napríklad DNS paket vyzerá úplne rozdielne ako DHCP alebo SNMP paket.
Poslaním paketu v správnej štruktúre zistíme, či daný port je filtrovaný alebo otvorený.
Nevýhodou je to, že útočník si musí udržiavať veľkú databázu takýchto sond, pre každý
protokol je iná sonda [11].
3.1.4 TCP FIN, Null, Xmas skenovanie
Tieto tri druhy skenovaní využívajú nepatrnú dieru TCP v rozlišovaní od otvoreného a
zatvoreného portu. Poslanie akéhokoľvek paketu neobsahujúceho bity SYN, RST alebo ACK
vyústi k poslaniu RST/ACK paketu ako odpoveď, keď je port zatvorený, viď obrázok 3.5 a
v žiadnu odpoveď, ak je port otvorený, viď obrázok 3.6. Pokiaľ žiaden z týchto bitov nebude
nastavený (SYN, RST, ACK), tak nezáleží na kombinácii zvyšných bitov tj. FIN, PSH a
URG. Podľa kombinácie týchto troch bitov odlišujeme tieto tri skenovacie metódy:
Null skenovanie bity v TCP hlavičke s položkami príznakov sú všetky nastavené na nulu,
čiže nie je nastavený žiaden príznak.
FIN skenovanie paket má nastavený iba príznak FIN.
Xmas skenovanie paket má nastavené všetky príznaky tj. FIN, PSH a URG.
Obrázek 3.5: Skenovanie TCP FIN, NULL a Xmas zatvoreného portu.
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Obrázek 3.6: Skenovanie TCP FIN, NULL a Xmas otvoreného alebo filtrovaného portu.
Veľkou nevýhodou týchto skenovaní je, že nie každý systém dodržuje RFC 793 [1] do-
slova. Veľké množstvo systémov posielajú ACK/RST paket nezávisle na tom, v ako stave
sa daný port nachádza. Takto reagujú systémy Microsoftu Windows, zatiaľ čo Unixové
systémy sa dajú týmito metódami oskenovať.
Ďalšou nevýhodou týchto skenovaní je problém rozlišovania medzi otvoreným portom
a filtrovaným, keďže veľa paketových filtrov zahadzujú takéto pakety a neposielajú žiadnu
ICMP správu o zahodení paketu [11].
3.1.5 TCP Idle skenovanie
Pri TCP Idle skenovaní útočník môže skenovať obeť bez posielania jediného paketu obeti
z jeho vlastnej IP adresy. Táto skenovacia technika využíva odraz od jednoduchého zaria-
denia, od tzv. zombíka. Detekčné systémy pri tomto skenovaní ukážu na zombíka namiesto
na útočníka. Pritom zombíkom sa môže stať hocijaké zariadenie, ktorého operačný systém
jednoducho inkrementuje IP ID, IP ID je identifikačné číslo fragmentu IP paketu. Tým,
že niektoré operačné systémy inkrementujú IP ID, útočník si vie zistiť koľko paketov bolo
odoslaných od posledného paketu.
Fundamentálne, Idle skenovanie pozostáva z troch krokov, ktoré sa opakujú pre každý
port:
1. Zistiť IP ID zombíka a zaznamenať si ho.
2. Vytvoriť SYN paket so zombikovou IP adresou a poslať ho na konkrétny port, ktorý
je skenovaný, obete. Závisiac na stave portu a reakcii obete sa môže resp. nemusí
inkrementovať IP ID zombíka.
3. Zistiť zombíkovo IP ID znova. Stav portu obete zistíme porovnaním nového IP ID a
toho, ktoré sme získali v kroku 1.
Po tomto procese zombíkovo IP ID by sa malo zväčšiť buď o jedna alebo dva. Zvýšenie
o jedna indikuje, že zombík neposlal žiaden paket, s výnimkou odpovedi na útočníkov
paket. Tento nedostatok odoslaných paketov znamená, že port nie je otvorený. Zvýšenie
o dva indikuje to, že zombík poslal paket medzi kontrolami. Tento extra paket zvyčajne
znamená, že port je otvorený. Obeť pravdepodobne poslala zombíkovi SYN/ACK paket, ako
odpoveď na SYN paket vytvorený útočníkom. Zvýšenie o viac ako dva zvyčajne znamená,
že útočník našiel zlého zombíka.
Pri skenovaní otvoreného portu je vidieť z obrázku 3.7, že útočník najprv posiela
SYN/ACK paket zombíkovi, aby si zistil jeho aktuálne IP ID. Zombík mu pošle RST paket
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Obrázek 3.7: TCP Idle skenovanie otvoreného portu.
obsahujúci jeho IP ID, pretože neočakáva takýto paket a inkrementuje svoje IP ID. Potom,
čo sa podarilo útočníkovi zistiť zombíkovo IP ID, posiela SYN paket obeti so zmenenou
zdrojovou IP adresou na zombíkovu. Keďže je port otvorený obeť zasiela SYN/ACK paket
zombíkovi a snaží sa s ním nadviazať spojenie, lenže zombík takýto paket neočakáva tak
zasiela spätne RST paket a inkrementuje IP ID znova. Naposledy si zistí útočník IP ID zom-
bíka poslaním SYN/ACK paketu, na ktorý mu odpovie opäť RST paketom. Porovnaním
oboch zistených IP ID útočník zistí, že druhý je o dva väčší, čiže port je otvorený.
Obrázek 3.8: TCP Idle skenovanie zatvoreného portu.
Pri skenovaní zatvoreného portu je vidieť z obrázka 3.8, že priebeh skenovania je rov-
naký ako pri otvorenom porte. Útočník si poslaním SYN/ACK paketu zombíkovi a jeho
následnom odoslaní RST paketu zistí IP ID zombíka. Potom čo zombík odoslal RST paket
si inkrementuje IP ID. Potom pošle SYN paket obeti s podvrhnutou zdrojovou IP adresou
zombíka. Keďže obeť má port zatvorený, odošle RST paket ako odpoveď. Zombík na pri-
jatý RST paket nijako nereaguje, čím sa mu neikrementuje IP ID. Útočník si už len zistí
rovnakým spôsobom IP ID zombíka a zistí, že sa mu inkrementovalo o jedničku, čiže vie,
že port nie je otvorený.
Skenovanie filtrovaného portu, ako je vidieť na obrázku 3.9, je úplne rovnaké ako ske-
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Obrázek 3.9: TCP Idle skenovanie filtrovaného portu.
novanie zatvoreného portu s jedným drobným rozdielom, že na SYN paket obeť vôbec
nereaguje, čím sa IP ID zombíka neikrementuje a útočník po zistení IP ID zombíka vie, že
skenovaný port nie je otvorený.
Ako je vidno z predchádzajúcich obrázkov, pri skenovaní zatvoreného a filtrovaného
portu sa IP ID inkrementuje len o jeden, čo útočníkovi nedáva možnosť rozlíšiť medzi
týmito dvoma stavmi.
Veľkou nevýhodou tohto typu skenovania je, že trvá pomerne veľmi dlho oproti iným
skenovacími technikám a hľadanie správneho zombíka, ktorý inkrementuje IP ID vo svojich
IP hlavičkách, nemusí byť rovnako rýchle.
3.2 Denial of Service, Distributed Denial of Service
Denial of service (DoS) alebo odstavenie služby je najjednoduchší spôsob útočenia spomedzi
útokov. Cieľom takýchto útokov je zabrániť bežným užívateľom prístupu k službe, ktorú
poskytuje dané zariadenie. Princíp takýchto útokov spočíva v zasielaní veľkého množstva
požiadaviek, čím sa spotrebujú zdroje danej služby (CPU, RAM apod.) alebo prenosové
pásmo. Takéto útoky sa prevažne uskutočňujú z viac ako jedného zdroja, lenže vtedy sa
hovorí o distribuovaných DoS (DDoS) útokoch. Základný DoS útok je charakteristický tým,
že útočník posiela požiadavky priamo k cieľu, ako je vidieť na obrázku 3.10. Na tomto útoku
sa musí podieľať čo najviac útočníkov, aby útok dosiahol svoj cieľ.
Obrázek 3.10: Denial of Service.
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Prostredníctvom absencie zabezpečenia IP hlavičky sú všetky DoS a DDoS útoky skryté.
Hlavička IP protokolu obsahuje zdrojovú a cieľovú adresu paketu. Pri normálnom spojení
je zdrojová adresa nastavená na odosielateľa paketu, zatiaľ čo cieľová adresa je nastavená
na prijímateľa paketu. Zmenou zdrojovej adresy na inú ako je adresa odosielateľa, je skoro
nemožné zistiť odkiaľ tento paket prišiel a to umožňuje ukryť útočníka. Schopnosť meniť
zdrojovú adresu vyžaduje raw pakety, avšak na ich vytvorenie sú potrebné administrátorské
práva. Ďalšou komplikáciou je to, že celý paket je nutné zhotoviť vlastnoručne a následne
ho odoslať. Ak by útočník nepodvrhával zdrojovú adresu, všetky odoslané odpovede by sa
vrátili naspäť k útočníkovi a aby útočník úspešne uskutočnil útok, musel by mať väčšie
prenosové pásmo ako obeť.
Pri uskutočňovaní DDoS útoku sa využívajú botnety, čo sú skupiny zariadení, ktoré sú
infikované programom, ktoré prijímajú príkazy útočníka. Tento typ útoku bol vymyslený,
aby vyriešil problém spojený s DoS útokom (malý počet útočníkov). Na obrázku 3.11 vidieť
takýto útok. Pri týchto útokoch figurujú takto označené zariadenia:
• Útočník: Útočník inicializuje útok. Vo väčšine prípadov nie je len jeden útočník, ale
viacero, ktorí využívajú svoje vlastné botnet siete.
• Master zombie: Útočník vlastní viac ako jednu botnet sieť. Poslaním požiadavky
pre Master zombie sa inicializuje útok pre daný botnet.
• Slave zombie: Ak Master zombie obdrži príkaz na spustenie útoku, prepošle tento
príkaz všetkým Slave zombie, ktorí následne zaútočia.
• Obeť: Obeť je zariadenie alebo sieť, ktorá sa stane terčom útoku.
Obrázek 3.11: Distributed Denial of Service, Botnet.
Spätné dohľadanie útočníka je v tomto prípade náročné, pretože útočník iba usmerňuje
botnety, aby zaútočili a on sám sa nijako nepodieľa na samotnom útoku. Tieto botnety
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dodávajú útočníkom podstatne väčšiu silu ako samotné DoS útoky, pretože nielen, že je
podstatne viac útočiacich zariadení, ale aj dodávajú útočníkovi väčšiu anonymitu, keďže
primárnu požiadavku na útok pošle len pre Master zombie.
DoS a DDoS útoky umožňujú vytvárať aj tzv. reflektované útoky, ktoré vznikajú vďaka
využitiu normálnej služby používanej v rámci celého internetu a podvrhávaním zdrojovej
IP adresy za tú, na ktorú sa má daný útok odraziť. Ako jednoduchý príklad vieme použiť
DNS server. Ak útočník na tento server pošle dotaz, v ktorom bude zmenená zdrojová IP
adresa obeti, tak DNS server spracuje dotaz a odpoveď pošle na túto podvrhnutú IP adresu
obeti [14].
3.2.1 Útok TCP SYN flood
Útok TCP SYN flood (ďalej len SYN flood) je útok známy tým, že využíva implementačné
charakteristiky TCP protokolu a môže byť použitý za účelom urobiť server neschopný spra-
covať požiadavky aplikácií legitímnych užívateľov pre vytvorenie TCP spojenia. Akákoľvek
služba, ktorá používa TCP sockety je potencionálne zraniteľná SYN floodom.
Základ SYN floodu spočíva v dizajne 3-way handshaku, ktorým sa začína TCP spojenie.
Na obrázku 3.12 je vidieť ako tento proces prebieha. V prvom rade sa pokúsi užívateľ
nadviazať spojenie so serverom, a to tak, že pošle synchronizačný paket, SYN paket. Potom,
čo server obdrží SYN paket, potvrdí spojenie zaslaním svojho synchronizačného paketu,
SYN/ACK paketu. Tretí paket overí užívateľovu schopnosť prijímať pakety na adrese, ktorú
uviedol ako zdrojovú adresu v prvom SYN pakete [1].
Obrázek 3.12: Priebeh TCP 3-way handshaku v normálnej komunikácii.
Transmission Control Block (TCB) je dátová štruktúra transportného protokolu, ktorá
udržiava všetky informácie o spojení. Veľkosť pamäte, ktorú využívajú jednotlivé TCB,
závisí na tom, aké TCP možnosti a ďalšie funkcie implementácia poskytuje a najmä,
ktoré z nich sú použité pri spojení. Zvyčajne každý TCB prekračuje aspoň 280 bytov a
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v niektorých operačných systémoch používajú viac ako 1 300 bytov. Pomocou stavu SYN-
RECIEVED sa indikuje, že spojenie je zatiaľ len polovične otvorené a legitímnosť spojenia
je ešte stále otázna. Je veľmi dôležité zmieniť, že TCB je alokovaný už po prijatí SYN pa-
ketu, a to ešte predtým, ako sa podarí vytvoriť plné spojenie inak povedané, že užívateľova
dostupnosť bola overená.
Táto vlastnosť vedie k potencionálnemu DoS útoku, kde prichádzajúce SYN pakety
spôsobia alokáciu veľkého množstva TCB, a tým dôsjed k vyčerpaniu pamäte. V záujme
vyhnúť sa vyčerpaniu pamäte, operačný systém všeobecne má nastavený tzv. backlog para-
meter, pomocou ktorého obmedzuje maximálne množstvo vytvorených TCB udržiavaných
v SYN-RECIEVED stave zároveň. Hoci backlog chráni dostupné zdroje pamäti serveru
od útoku, backlog samotný reprezentuje ďalší zdroj zraniteľný útokom. Bez voľného miesta
v backlogu, je nemožné spracovávať nové žiadosti o spojenia, pokým sa nejaký TCB nezruší
alebo nebude nejako odstránený zo SYN-RECIEVED stavu.
Vyčerpať backlog sa SYN flood snaží tak, že posiela dostatok SYN segmentov pre vypl-
nenie celého backlogu. Útočník ako zdrojové IP adresy v SYN paketoch používa také, ktoré
pravdepodobne nevytvoria žiadnu odpoveď, ktorá by mohla viesť k uvoľneniu TCB z SYN-
RECIEVED stavu. Pretože TCP sa snaží sprostredkovávať spoľahlivý prenos, udržiava
TCB v SYN-RECIEVED stave počas relatívne dlhej doby, pokiaľ sa nevzdá a polootvorené
spojenie zruší, čím uvoľní miesto pre ďalšie spojenie. Ako je vidieť na obrázku 3.13, ak sa
počas útoku užívateľ pokúsi pripojiť na túto službu, zistí, že služba je odstavená a jeho
požiadavka vôbec nebola spracovaná [9].
Obrázek 3.13: Ukážka TCP syn flood útoku, spolu s blokovaním legitímneho užívateľa,
žiadajúceho o spojenie so službou
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3.2.2 DNS amplifcation attack
DNS amplification attack (DNS zosilňujúci útok) zneužíva vlastnosť DNS služby tak, že
na malú požiadavku dokáže prísť veľká odpoveď. Útočník, ktorý dokáže kompromitovať
DNS server a vytvoriť tam veľký záznam, napr. záznam typu TXT, dokáže vytvoriť veľmi
veľké zosilnenie útoku. Nato, aby dosiahol útočník tak veľkého zosilnenia nemusí práve
len kompromitovať DNS server, ale stačí mu buď vytvoriť vlastný DNS server pre vlastnú
doménu alebo, čo je asi najjednoduchšie, nájsť takýto DNS server. Využitím vlastnosti
rekurzívnej rezolúcie dokáže útočník takúto odpoveď rozšíriť po ďalších DNS serveroch, a
tým útok umocniť.
Rekurzívna rezolúcia je typická tým, že vyhľadáva záznam postupne medzi DNS ser-
vermi, až nájde požadovaný záznam. Na obrázku 3.14 je vidieť, ako prebieha takáto rezolúcia
doménového mena www.fit.vutbr.cz, v tomto príklade je vidieť aj nerekurzívne vyhľadáva-
nie záznamu, ktoré prebieha medzi lokálnym DNS serverom a jednotlivými autoritatívnymi
servermi.
Obrázek 3.14: Ukážka rekurzívnej rezolúcie DNS servera pre www.fit.vutbr.cz doménu.
Potom, čo užívateľ zadal do svojho prehliadača www.fit.vutbr.cz, prehliadač spustí re-
zolúciu a pošle požiadavku na preklad tohto doménového mena. DNS server sa pozrie do
svojej lokálnej cache pamäti a zistí, že uvedené doménové meno tam nemá. Tak spustí ďal-
šiu rezolúciu a pošle požiadavku na koreňový server. Koreňový DNS server túto odpoveď
nemá, ale odporučí lokálnemu serveru autoritatívny server pre top-level doménu. V tomto
prípade cz. Lokálny server prepošle tento dotaz na .cz autoritatívny server. Tento server rov-
nako nevlastní záznam o doméne, ale odporučí autoritatívny server druhej úrovne. V tomto
prípade vutbr.cz. Po preposlaní dotazu na tento server, lokálny server obdrži záznam o do-
méne www.fit.vutbr.cz, ktorý si uloží do svojej cache pamäte. Takto získaný záznam server
prepošle späť užívateľovmu prehliadaču, ktorý už tento záznam potrebne spracuje [6].
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Aby DNS aplification attack bol čo najúčinnejší, musí útočník splniť niekoľko potrebných
náležitostí:
1. Zaobstarať si botnet sieť, aby mohol útočník posielať čo najväčší možný počet dotazov
za čo najkratší čas.
2. Získať alebo vytvoriť zoznam otvorených rekurzívnych DNS serverov (serverov, ktoré
využívajú rekurzívnu rezolúciu a prijímajú požiadavky globálne), aby jeden DNS ser-
ver nemusel spracovávať veľké množstvo požiadaviek a zahadzovať pakety, ktoré ne-
dokáže spracovať, rozdelí sa táto záťaž medzi ostatné DNS servery, čiže sa zahodí
podstatne menšie množstvo paketov.
3. Požiadavky, ktoré spôsobia čo najväčšie zosilnenie útoku. Takéto požiadavky môže
útočník získať napríklad tak, že predtým zaútočí na nejaký DNS server a kompro-
mituje ho tak, že modifikuje jeho zónový súbor a zaradí tam zosilňujúci zdrojový
záznam. Možností ako vytvoriť resp. získať takéto požiadavky je mnoho.
Takto pripravený útočník môže zahájiť veľmi silný útok. Na obrázku 3.15 je vidieť ako
takýto útok prebieha.
Obrázek 3.15: Ukážka DNS amplifikačného útoku s využitím botnetu.
Útočník zašle botnet sieti informácie o tom, kto je obeťou a aké DNS požiadavky majú
použiť a ktoré DNS servery majú využívať. Botnet sieť začne zaplavovať DNS servery
požiadavkami so zmenenou zdrojovou IP adresou na adresu obete. Ak tieto DNS servery
ešte nemajú vo svojej cache pamäti tieto zosilňujúce záznamy, tak spustia rezolúciu, aby
ich získali. Potom, čo tieto záznamy obdržia, tak si tieto záznamy uložia do svojich cache
pamätí. Týmto získa útok na efektívnosti, pretože servery sa už nemusia opätovne dotazovať
na záznam po prijatí požiadavky. Získané zosilnené odpovede servery pošlú na adresu obete,




Rozdiel medzi reálnym generátorom útoku a simulátorom útoku je pomerne značný. Zatiaľ
čo generátor reálne spôsobuje škodu na zariadeniach vyčerpávaním zdrojov, ako sú napríklad
CPU, RAM alebo prenosové pásmo, tak simulátor len vytvára záznamy o takomto útoku.
Pomocou simulátora nie je možné takýto útok vytvoriť ani zreplikovať, pretože sú to len
záznamy, v žiadnom prípade to nie sú celé pakety.
Vytvorený simulátor je zameraný na útoky, ktoré je možné detekovať bez znalosti obsahu
paketov, teda iba na základe flow záznamov. Je to modul frameworku NEMEA zložený zo
submodulov, ktoré predstavujú jednotlivé útoky. A to konkrétne útoky:
1. TCP SYN skenovanie - plné
2. TCP SYN skenovanie - polovičné
3. UDP skenovanie
4. Útok TCP SYN flood
5. DNS amplification attack
Ďalej v tejto kapitole budem rozoberať ako sa konfigurujú zmienené útoky, aký je formát
výstupu a ako spúšťať tento simulátor spolu s povinnými a voliteľnými parametrami.
Celý tento simulátor je napísaný v jazyku C, pretože je to jazyk, s ktorým mám najviac
praktických skúseností, a pretože v ňom je napísaná väčšina ostatných Nemea modulov.
4.1 Konfigurácia útokov
Konfigurácia útokov je riešená cez konfiguračný súbor. Názov konfiguračného súboru je
ľubovoľný, nie je nijako pevne určený. Takýto konfiguračný súbor sa následne zadá ako
parameter pri spúšťaní útoku.
Pri konfigurácii jednotlivých útokov je dôležité dbať na to, aby názov naprogramovaných
útokov bol vždy na prvom riadku konfiguračného súboru. Keďže konfiguračný súbor je
citlivý na veľké a malé písmená, je potrebné dohliadnuť aj na tento fakt. Názvy útokov sú
nasledovné:
SYN SCAN FULL pre TCP SYN skenovanie plné
SYN SCAN HALF pre TCP SYN skenovanie polovičné
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UDP SCAN pre UDP skenovanie
SYNFLOOD pre útok TCP SYN flood
DNS AMPLIFICATION pre DNS amplification attack
Po zadaní názvu útoku nasleduje konfigurácia parametrov útoku. Spôsob ako zadávať
parametre a ich vlastnosti je popísaný nasledovne:
[parameter] = [vlastnosti] ;
[vlastnosti] → [vlastnosti] , [vlastnosti]
[vlastnosti] → [vlastnosť]
Z uvedeného spôsobu vyplýva, že pri zadaní parametru nasleduje znak =, po ktorom
zadávame vlastnosti parametru ukončené znakom ;. Tieto vlastnosti môžu byť viacnásobné
alebo jednoduché, záleží na konkrétnom parametri. Ak sú viacnásobné, jednotlivé vlastnosti
oddeľujeme čiarkou (,).
Je dôležité upozorniť na bodkočiarku na konci zadávania parametrov, pretože načíta-
vanie z konfiguračného súboru je nastavené tak, aby preskakovalo prázdne znaky ako sú
napríklad medzera, koniec riadku, tabulátor apod. Táto vlastnosť umožňuje zadávať čísla
a iné vlastnosti prehľadnejšie. Samozrejme, ak je potrebné, aby sa daný biely znak ocitol
vo vlastnosti je nutné umiesť danu postupnosť znakov medzi úvodzovky.
Konfiguračný súbor podporuje aj riadkové komentáre, ktoré musia začínať znakom #.
4.1.1 Spoločné parametre
Pri konfigurácii jednotlivých útokov sa vyskytujú niektoré parametre, ktoré sú spoločné
pre všetky naprogramované útoky. Parametre vyskytujúce sa v každom naprogramovanom
útoku sú tieto:
• Jednoduché




– rôzne druhy size of
– rôzne druhy success to
– server responds
• Viacnásobné
– source ip, destination ip
– source port, destination port
Paramtere typu size of
Parametre typu size of sú parametre, ktoré predstavujú veľkosti jednotlivých paketov
v bytoch. Napríklad pri parametri size of request je zadaná vlastnosť 64, čo predstavuje
požiadavku veľkosti 64 bytov. Vlastnosti týchto parametrov musia byť celé kladné čísla.
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Paramtere typu success to
Pri parametroch typu success to sa jedná o pravdepodobnosť, že sa vykoná, poprí-
pade, že nastane nejaká udalosť. Pri behu programu sa pre tieto udalosti používa šta-
tistická pravdepodobnosť, tzn. že ak sa vygeneruje pseudonáhodné číslo, ktoré spadá do
intervalu pre vytvorenie takej udalosti, tak sa táto udalosť vytvorí. Napríklad parameter
success to answer je nastavený na hodnoty 28.4, čo znamená, že je 28,4 % šanca na odpo-
veď serveru. Čiže ak sa vygeneruje číslo, ktoré je väčšie ako nula a zároveň menšie, nanajvýš
rovné 28,4, tak sa odpoveď vytvorí, inak nie. Vlastnosti týchto parametrov podporujú hod-
noty typu double, tzn. že podporujú aj čísla s desatinnou čiarkou, avšak súčet hodnôt týchto
parametrov nesmie byť väčší ako 100 %. Zadávanie desatinnej čiarky je riešené pomocou
bodky (.).
Parameter packet loss
Obdobným parametrom je packet loss. Tento parameter sa zadáva rovnako ako parametre
typu success to a až na jedinú výnimku funguje rovnako. Tou výnimkou je, že tento
parameter informuje program s akou pravdepodobnosťou sa vytvorený paket stratí, čiže sa
zohľadňuje aj kvalita linky.
Parameter server responds
Parameter server responds nadobúda hodnoty len on alebo off, ktoré v tomto prípade
hovoria o tom, či server má odpovedať alebo nie. Inak povedané, či sa program má zaoberať
možnou reakciou servera na požiadavku. Ak sa server má zaoberať požiadavkou, tak sa
nastaví vlastnosť on, ale ak má nastavenú vlastnosť off, tak sa to tvári akoby mizli pakety
požiadaviek v sieti.
Parameter time of start
Parameter time of start, ako už z jeho názvu vyplýva, určuje čas začiatku útoku. Tento
parameter má dve možnosti, ako ho zadávať. Prvá možnosť, asi tá najjednoduchšia, je
zadať vlastnosť actual, kedy sa pre útok použije aktuálny čas v GMT časovom pásme.
Druhou možnosťou, ako zadať tento parameter, je pomocou reťazca v formáte rrrr-MM-
ddThh:mm:ss, kde rrrr predstavuje rok, MM mesiac, dd deň, hh hodiny, mm minúty a ss
sekundy. Napríklad ak útok začal 22. marca 2013 o 13:25 a 56 sekunde tak to zaznačíme
nasledovne 2013-03-22T13:25:56. Je treba si povšimnúť, že medzi konkrétnym dňom a časom
je písmenko T.
Parametre packet time a respond delay
Posledné parametre z jednoduchých parametrov sú packet time a respond delay. Parame-
ter packet time má pre každý útok trošku rozdielnu vlastnosť, keďže každý útok je niečím
iným špecifický, ale stále predstavuje dobu, po ktorej sa má poslať ďalší paket. Napríklad
pri DoS útokoch predstavuje, ako rýchlo posiela útočník pakety, zatiaľ čo pri skenovacích
útokoch je rýchlosť skenovania a reakcie na prichádzajúce odpovede. Informáciu o tom, ako
rýchlo zvládne reagovať obeť, určuje parameter respond delay. Zadaním tohto parametra
v každom prípade určíme, ako rýchlo server spracuje požiadavku a odošle odpoveď. Vlast-








Zadaním čísla typu double, ako vlastnosť týchto parametrov získame, že časy medzi
jednotlivými paketmi budú vždy rovnaké. Týmto spôsobom zadávame konštantné rozdelenie
medzi paketmi útoku. Tento typ nevnáša do generovania paketov žiadnu náhodu, od toho
slúžia ďalšie funkcie.
Ak máme záujem, aby jednotlivé intervaly medzi paketmi boli rovnomerne rozložené
z nejakého intervalu min až max, použijeme rovnomerné rozdelenie. Rovnomerné rozdelenie
sa zadáva pomocou uniform(min, max).
Pri exponenciálnom rozdelení sa zadávajú dva argumenty, a to A a x0. Zvyčajne pri
exponenciálnom rozdelení sa uvádza parameter λ, pričom λ = 1A . Argument A som použil
z dôvodu, že argument A sám o sebe predstavuje strednú hodnotu náhodnej veličiny, čiže
si vieme skôr predstaviť ako krivka bude vyzerať. Argument x0 predstavuje počiatočnú
hodnotu, od ktorej sa budú vytvárať ďalšie hodnoty. Exponenciálne rozdelenie sa zadáva
pomocou exp( x0, A ). Napríklad, ak chceme, aby počiatočná hodnota bola 20 milisekúnd
a stredná hodnota bola 23 milisekúnd, zadáme to ako exp(20, 3), keďže 23− 20 = 3.
Ďalšou možnosťou ako vložiť trochu náhody do generovania jednotlivých paketov je
pomocou normálneho rozdelenia. Argumentmi tohto rozdelenia sú σ a µ. Argument µ určuje
strednú hodnotu, zatiaľ čo σ2 jeho rozptyl. Podmienkou tohto rozloženia je, že σ2 > 0.
Normálne rozdelenie sa zadáva ako normal(µ, σ2). Ak by však náhodná hodnota, ktorá
vznikla pomocou tohto rozloženia, mala byť záporná, tak sa nahradí hodnotou nula.
Posledným spôsobom ako zadať packet time je použitím rozdelenia χ2. Toto rozde-
lenie je založené na normálnom rozložení s µ = 0, σ = 1. V tomto rozdelení tvar krivky
určuje stupeň voľnosti n, kde n je celé kladné číslo. Vygenerovanú hodnotu x vieme upravo-
vať pomocou počiatočnej hodnoty x0 a multiplikátoru. Táto funkcia sa zadáva nasledovne
chi2(x0, multiplikátor, n).
Pred zadávaním vlastností týchto parametrov je nutné si urobiť ešte jeden výpočet,
keďže nezadávame počet paketov za sekundu, ale čas medzi paketmi v milisekundách. Tento
čas vypočítame podľa vzorca:
packet time =
1
počet paketov za sekundu
· 1000 (4.1)
Napríklad, chceme, aby útočník generoval pakety rovnomerne z intervalu 100 paketov za
sekundu až 1000 paketov za sekundu. Po dosadení do rovnice nám vyjdu čísla 10 a 1.
Zadaním uniform(1, 10) ako vlastnosť packet time docielime požadovaných hodnôt.
Pre viac informácií k vyššie zmieneným rozloženiam nájdete v [13].
Viacnásobné parametre source ip, destination ip
Keďže všetky útoky fungujú nad IP protokolom, tak je zjavné, že všetky zariadenia by mali
mať svoju IP adresu, na ktorej sú dosiahnuteľné. Tieto zariadenia môžu byť obeťami týchto
útokov alebo tieto zariadenia môžu byť samotnými útočníkmi alebo účastníkmi botnetu.
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Týmto by simulátor mal poskytovať možnosť zadávať veľké množstvo IP adries, čo umožňuje
viacnásobnosť týchto dvoch parametrov. Pod parametrom source ip je možné si predstaviť
všetky IP adresy, ktoré používa útočník. Môžu to byť adresy samotného útočníka, ak sa
jedná o skenovania alebo to môžu byť podvrhnuté IP adresy obeti, na ktoré sa má odraziť
útok, to samozrejme závisí na útoku. Pri parametri destination ip sú IP adresy, ktoré
odpovedajú na požiadavky útočníka, čo môžu byť zariadenia, ktoré sú obeťami útoku, alebo
len slúžia pre odrazenie požiadavky k obeti, samozrejme závisí to rovnako na samotnom
útoku. Je niekoľko spôsobov ako zadávať IP adresy a to zadaním:
1. jednej IP adresy
2. rozsahom IP adries
3. celej podsiete pomocou prefixu
4. náhodných IP adries
Tento modul podporuje rovnako ako IP protokol verzie 4, tak aj verziu 6. Je nutné dbať
na to, že pred spustením modulu sa kontroluje či v obidvoch parametroch source ip a
destination ip sa vyskytujú rovnaké verzie IP protokolu, tzn. ak je v jednom parametri
použitá IPv4 musí byť použitá aj v druhom a naopak. To iste platí aj pre IPv6.
Pod pojmom ”zadaním jednou IP adresou“ sa rozumie, že užívateľ modulu zadá len
jednu IP adresu. To ale neznamená, že pre celý parameter môže zadať len jednu IP adresu,
samozrejme, že môže vymenovať ľubovoľný počet IP adries, ale musí ich oddeliť čiarkou ako
to vyplýva z vlastností viacnásobného parametru. Príklad správneho zadávania jednoduchý
IPv4 a IPv6 adries:
source ip = 147.229.9.23, 2001:67c:1220:809::93e5:917, 147.229.176.19,
2001:67c:1220:8b0::93e5:b013 ;
Vymenovanie každej jednej IP adresy, ktoré sú stále o jednotku väčšie je nepraktické.
Pomocou rozsahu sa to dá skrátiť a to takže sa zadá prvá a posledná IP adresa z rozsahu a
oddelia sa cez pomlčku. Príklad správneho zadávania IP adries pomocou rozsahu pre IPv4
a IPv6 protokol:
destination ip = 127.0.0.1 - 127.0.0.5, ::1 - ::5 ;
Ak je útok vedený voči celej podsieti a máme predstavu akú masku (prefix) táto sieť po-
užíva, je možné zadať to podľa formátu IP adresa subnetu/prefix. Modul si dokáže poradiť,
aj keď sa namiesto IP adresy subnetu zadá IP adresa zo subnetu s daným prefixom. Príklad
správneho zadávania IP adries pomocou subnetu s prefixom pre IPv4 a IPv6 protokol:
source ip = 147.229.0.0/16, 2001:67c:1220::/48;
Posledný spôsobom ako zadávať IP adresy je formou náhodných IP adries. Takto je
možné zadávať dvoma spôsobmi. Prvým spôsobom je zadať modulu počet, koľko náhod-
ných IP adries má vytvoriť. To sa zadáva pomocou 4random # pre IPv4 alebo 6random #
pre IPv6, kde # predstavuje ľubovoľné kladné celé číslo. Takto náhodne vytvorené IP adresy
sa už nemenia počas celej doby programu, čiže sa vyberú náhodne raz, a to po spracovaní
konfiguračného súboru. Druhý spôsob ako zadávať náhodné IP adresy je pomocou úplne
náhodnej IP adresy. Ta sa zadáva 4random pre IPv4 alebo 6random pre IPv6. Takto vy-
tvorená IP adresa sa stále dynamicky mení počas celého behu modulu. Náhodne vytvorené
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IP adresy sa vytvárajú tak, aby nevznikli IP adresy tzv. bogons, čo sú adresy z privátnych
rozsahov, multicastové adresy a ďalšie rezervované adresy. Príklad správneho zadávania IP
adries pomocou náhodných IP adries pre IPv4 a IPv6 protokol:
destination ip = 6random, 4random, 6random 25, 4random 20 ;
Všetky tieto spôsoby zadávania IP adries je možné kombinovať ľubovoľným spôsobom.
Viacnásobné parametre source port, destination port
Keďže porty sa používajú k tomu, aby sa odlíšili aplikácie, ktoré bežia na jednom zariadení
(jednej IP adrese), je aj to nutné zohľadniť v simulátore. Niektoré porty sú rezervované
pre služby, na ktoré sa bežne vedú rôzne útoky. Preto by mal byť útok konfigurovateľný aj
pre porty, s možnosťou výberu portov, na ktoré sa tieto útoky prevedú. Útočníkove porty
sú označené ako source port a porty obete destination port. Samozrejme, pre každý
konkrétny útok sa tie vlastnosti môžu troška líšiť, ale vždy je zachovaná štruktúra, tak že
source port ide od útočníka.
Pri zadávaní portov je to veľmi podobné ako pri zadávaní IP adries. Porty je možné zadať
vymenovaním portov alebo použitím rozsahu alebo kombináciou oboch týchto spôsobov. Je
nutné si uvedomiť že maximálne číslo portu je 65 535, čiže ak sa akýmkoľvek spôsobom
zadá port väčší ako toto číslo, program sa ukončí s chybou. Príklad zadávania portov je
nasledujúci:
source port = 30 000 - 65 000, 65 535;
destination port = 80, 53, 20 - 24;
4.1.2 Skenovanie portov
Všetky naprogramované skenovacie techniky fungujú na rovnakom princípe, útočník (pa-
rameter source ip) posiela požiadavku a čaká na odpoveď od obeti (destination ip pa-
rameter). Ak odpoveď neprichádza, snaží sa požiadavku posielať ešte toľko krát, koľko je
nastavený parameter resend, oneskorenie medzi znovuodoslaním paketu sa nastavuje pomo-
cou parametru resend timeout. Parameter resemd timeout sa zadáva rovnakým štýlom
ako parameter packet time.
Keďže útočník môže skenovať zariadenia náhodne alebo sekvenčne, bola naprogramo-
vaná aj táto možnosť. Ak má útočník záujem skenovať zariadenia sekvenčne, tak stačí
nastaviť parameter sequential dst ip na hodnotu on, pre náhodne prechádzanie je to
hodnota off. Rovnako to funguje aj pre prechádzanie portov. Nastavením hodnoty on pre
parameter sequential dst port sa spustí sekvenčné prechádzanie portov na jednej IP ad-
rese, zvolením off zas náhodné prechádzanie portov. S náhodným prechádzaním súvisia aj
parametre random ip sum a random port sum, keďže bez týchto parametrov by náhodné
prepínanie sa mohlo zacykliť. Tieto dva parametre informujú program koľko krát má ná-
hodne vybrať IP adresu alebo port.
Pri skenovaní môže skenované zariadenie na jednu požiadavku odpovedať viacerými
možnými spôsobmi, a to aj inými protokolmi, resp. nemusí vôbec odpovedať. Potencionálne
odpovede, ktoré môže skenované zariadenie odoslať, sú zohľadnené v konfiguračných súbo-
roch. Avšak na jednu požiadavku nemôže zariadenie odpovedať rozdielne, preto súčet všet-
kých parametrov typu success to anwer pri jednotlivých skenovacích technikách nesmie
byť väčší ako 100%. Ak je však ich súčet je menší ako 100%, doplnok k týmto odpovediam
je, že server neodpovedá na danú požiadavku.
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4.1.3 Útok TCP SYN flood
TCP SYN flood útok umožňuje útočiť dvoma spôsobmi, a to buď priamo alebo reflektívne.
To, aký význam majú source ip a destination ip, nie je možné presne povedať, závisí to
až od konkrétneho útoku. O parametri source ip sa dá jedine povedať, že sú adresy, ktoré
podvrháva útočník.
Pri priamom aj reflektovanom útoku vznikajú odpovede v určitom množstve. Tieto od-
povede vznikajú v rámci TCP protokolu a majú nastavené rôzne príznaky. Tieto príznaky je
možné nastaviť pomocou parametru answers flags. Zadávanie tohto parametru je možné
pomocou binárneho alebo hexadecimálneho čísla pomocou štandardnej predpony 0b pre
binárne číslo alebo 0x pre hexadecimálne číslo. Príklad pre zadávanie čísel, postupne pre
binárny a hexadecimálny zápis:
answers flags = 0b10010; #pre SYN ACK binárne
answers flags = 0x14; #pre RST ACK hexadecimálne
4.1.4 DNS amplification attack
Zadaním do prvého riadku konfiguračného súboru DNS AMPLIFICATION sa spustí submodul,
ktorý simuluje DNS zosilňujúci útok. Tento útok je reflektívny a zosilňujúci, pričom sa
využívajú DNS servery k tomuto účelu. Čiže obete pre tento útok sú IP adresy, ktoré
útočník podvrhne za svoje vlastné. Z toho vyplýva, že obete sú source ip. DNS servery,
ktoré sa využívajú pre odrazenie útoku, sú tým pádom destination ip.
Odrazené odpovede od DNS server vo väčšine prípadov presahujú veľkosť jedného pa-
ketu a je potrebné odpoveď odoslať vo viacerých paketoch. Parameter packets per answer
umožňuje rozdeliť tieto odpovede do požadovaného počtu paketov. Program sa potom po-
kúsi rozdeliť odpoveď čo najefektívnejšie. Aby bolo možné popísať, ako sa to čo najefektív-
nejšie rozdeľuje je nutné zmieniť to, že veľkosť paketov odpovedi size of answer je možné
zadať rovnako ako parameter packet time, pretože odpovede od DNS serverov nebývajú
vždy rovnako veľké, čiže je možné použiť vyššie zmienené štatistické funkcie. Rozdelenie
potom prebieha tak, že sa vygeneruje veľkosť výslednej odpovede. Ak táto veľkosť je v in-
tervale
veľkosť ∈ ( (packets per answer− 1) ∗MTU, packets per answer ∗MTU) (4.2)
tak sa vytvoria pakety o veľkosti MTU plus zvyšok do celkovej veľkosti. Avšak ak by sa
veľkosť do tohto intervalu nevošla, tak sa to rozdelí rovnomerne, a to:




Veľkosti jednotlivých paketov je nutné určovať preto, lebo sú simulované aj straty pa-
ketov. Bez tohto dôvodu by to bolo jedno, pretože výstupom simulátoru je celkový počet
paketov a ich celková veľkosť.
Aby sa zabezpečil aj správny čas pre odoslanie takéhoto počtu paketov, je v submo-
dule zavedený parameter server sending time, ktorý sa zadáva rovnako ako packet time,
s významom doby odmlky medzi jednotlivými paketmi odpovedi.
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4.2 Výstup zo simulátoru
Po úspešnom spracovaní konfiguračného súboru sa na štandardný výstup vypíše ”Útočíme!“.
Potom modul pristúpi k samotnej simulácii útoku. Pri odosielaní flow záznamov do ďalších
modulov je výstup naformátovaný do <BASIC FLOW> formátu. Tento formát obsahuje po-
ložky:
• SRC IP - zdrojá IP adresa toku
• DST IP - cieľová IP adresa toku
• SRC PORT - zdrojový port toku
• DST PORT - cieľový port toku
• PROTOCOL - použitý protokol v danom toku
• PACKETS - celkový počet paketov v toku
• BYTES - celková prenesená veľkosť toku v bytoch
• TIME FIRST - čas odchytenia prvého paketu toku
• TIME LAST - čas odchytenia posledného paketu toku
• TCP FLAGS - všetky zistené príznaky v zachytenom toku
4.3 Detekcia nasimulovaných útokov
Naprogramovaný simulátor bol úspešne využitý k otestovaniu detekčných systémov a ním
nasimulované útoky boli úspešne detekované. Schéma, ktorá bola použitá pri testovaní
simulátoru a detekčných systémov je na obrázku 4.1
Obrázek 4.1: Zapojenie simulátoru útokov spolu ďalšími modulmi pre otestovanie detekč-
ných systémov.
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Pri tomto zapojení bol pripojený ku kolektoru modul flow counter, rovnako ako ku si-
mulátoru. Tento modul slúžil ako kontrola týchto modulov, že skutočne z týchto modulov
vystupujú flow záznamy. K celkovému testovaniu však tieto moduly nie sú vôbec potrebné.
Následne sa tieto dáta spájajú pomocou spájacieho modulu a odosielajú do testovaných
detekčných systémov. Detekčné systémy, na ktorých sa testovanie uskutočňovalo boli Host-
StatsNemea (detekuje skenovanie portov a DoS útoky) a DNSAmplification (detekuje DNS
amplifikačný útok). Tento simulátor bol použitý aj v bakalárskej práci [15] pri testovaní




Výsledkom tejto práce je simulátor sieťových útokov, ktorý dokáže simulovať útoky, a to
tak, že sa vytvoria len flow záznamy o útokoch. Tento simulátor je vytvorený vo frameworku
Nemea a implementované sú útoky, ktoré je možné detekovať bez znalosti obsahu prenese-
ných správ. Nemea framework bol vytvorený za účelom monitorovania sietí a odhaľovania
anomálií a útokov, ktoré vzniknú v sieti.
V textovej časti som detailne popísal Nemea framework, pre ktorý bol modul simulátoru
implementovaný. Sieťové útoky skenovacími technikami ako napríklad TCP SYN skenova-
nie s polovične otvoreným spojením, TCP SYN skenovanie s úplne otvoreným spojením,
UDP skenovanie boli implementované v simulátore a detailne priblížené v kapitole 3. Pre
infromatívne účely a zároveň možné rozšírenie simulátoru, boli zmienené TCP skenovanie
s použitím kombinácie rôznych príznakov paketu, rovnako ako aj nepriame skenovacie tech-
niky ako napríklad TCP Idle skenovanie. Z DoS útokov boli popísané jednoduché, ale za
to veľmi efektívne útoky ako TCP SYN flood a DNS amplifikačný útok. Oba tieto útoky sú
implementované vo vytvorenom simulátore.
V poslednej časti je popísaná konfigurácia jednotlivých implementovaných útokov. Popí-
sané sú aj vlastnosti jednotlivých parametrov konfiguračného súboru. Simulátor podporuje
aj rôzne štatistické funkcie, aby útoky vyzerali čo najreálnejšie. Umožňuje zadávať náhodne
IP adresy, ako aj ich veľké množstvo. Výsledný simulátor simuluje aj pokusy zariadení
o odpoveď, ktoré je možné aj vypnúť. Keďže simulátor je vytvorený formou submodulov,
je možné veľmi jednoducho vytvoriť ďalší submodul podľa potreby, resp. upraviť vytvorené
submoduly.
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