A nonlinear analysis of the effect of heat transfer on capillary jet instability
I. INTRODUCTION
Continuous flow of liquid emanated from a nozzle forms a liquid jet, which breaks up into droplets. When the jet velocity is low, the breakup is due to capillary instability, which is referred to as Rayleigh breakup mode. 1 Previous studies on this topic include the work of Savart, 2 Plateau, 3 Rayleigh, 4,5 and Weber. 6 The classical study by Rayleigh 4, 5 resulted in a dispersion relation between the growth rate of instability and the wave number of inviscid jets. Fluid viscosity and aerodynamic effect were included in the study by Weber. 6 The comprehensive knowledge and theories about breakup process were explained in a few review papers such as the work of Bogy, 7 Sirignano and Mehring, 8 Ashgriz and Yarin, 9 Chigier and Reitz, 10 and Lin and Reitz. 11 Since the early theoretical studies, much experimental work has been done to investigate the breakup of liquid jets in Rayleigh regime. Molat and Blaisat 12 used an image analysis technique to measure the distribution of droplet size for low velocity cylindrical liquid jets. Cheong and Howes 13 investigated the influence of gravity on capillary jet instability. González and García 14 experimentally demonstrated the growth of disturbance on capillary jets using Electro Hydro-Dynamic (EHD) sinusoidal stimulation. Rohani et al. 15 applied manipulated disturbance by using a piezoelectric actuator in order to control droplet generation rate and breakup length. Later, Sudo et al. 16 and Shimasaki and Taniguchi 17 carried out electromagnetic vibration to characterize the droplet production rate of capillary jets.
The breakup of capillary jets has been studied numerically, for which direct numerical simulation methods such as Volume of Fluid (VOF), level set, and front tracking are commonly used.
Pan and Suga
18 applied level-set method to study the breakup process of laminar liquid jets. Mé-nard et al. 19 investigated the jet breakup in Rayleigh regime using a coupled level-set-ghost-fluid approach. Later, Zhang et al. 20 studied capillary jet breakup by the Arbitrary Lagrangian-Eulerian (ALE) method coupled with direct boundary tracking technique. Delteil et al. 21 analyzed the Rayleigh breakup of round liquid jets using the VOF method. As a widely used technique for dealing with the interface of two phase flows, this method is based on the advection of volumetric fraction of reference phase in each grid cell. 22 To study the instability of a capillary jet either theoretically, experimentally or numerically, a harmonic disturbance needs to be imposed on the jet. There are different types of disturbances. For example, surface disturbance can be produced by modulating jet radius. This type of disturbance has been used in the classical studies to develop the linear theories of instability for capillary jets. Velocity disturbance can be generated by modulating the inlet velocity of the jet. This type of disturbance has been commonly used for numerical simulations. Another common type of disturbance is jet vibration, for which the jet nozzle is mechanically vibrated. The vibration disturbance is easy to be implemented experimentally.
The objective of the present work is to investigate the roles of varied types of disturbances in inducing the linear instability of capillary jets. The focus is put on understanding the equivalence between three types of disturbances: radius modulation, velocity modulation, and jet vibration. Since each type of disturbance is commonly employed by one specific research methodology, results of linear theory based on surface disturbance, numerical simulation based on velocity disturbance, and experiments with jet vibration are used to validate the theoretically derived equivalence between the three types of disturbances.
II. LINEAR THEORY BASED ON RADIUS MODULATION
In this section, the theory of linear instability based on surface disturbance will be briefly introduced. The comparison between the Rayleigh equation 4 and the Weber equation 6 will show that the linear theory for free inviscid jets can be used for the current study. Figure 1 shows an inviscid liquid jet with uniform velocity U 0 emanating from a circular nozzle with inner radius R 0 . This jet is a free jet as it flows in void without any body force. Right at the nozzle exit, which is referred to as jet inlet, surface disturbance is imposed by applying axisymmetric modulation to the local jet radius. At the jet inlet, the local radius is displaced by
Here, η 0 and f denote the amplitude and frequency of the radius modulation, respectively. The surface displacement imposed at the jet inlet continues to travel downstream, forming a travelling wave. This travelling wave moves faster than capillary waves if
As shown in Fig. 1 , the wave can be described either in a lab frame of reference, denoted by x, or in a frame moving at the jet velocity U 0 , denoted by x m and x = x m + U 0 t. In the lab frame with its FIG. 1. A free inviscid liquid jet with uniform velocity U 0 enters at jet inlet (or nozzle exit) x = 0 where radius modulation is imposed. Two frames of reference can be used to describe the jet: lab frame x, and moving frame x m .
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Here, κ = 2π/λ is the spatial wave number, and λ = U 0 / f is the observed wavelength. At a downstream location x, the local amplitude is η 0 e β x , and β is spatial growth rate. From the moving frame, the surface wave is described as
where ω is temporal growth rate. If both ω and β are constant, they satisfy ω = βdx/dt = βU 0 . Based on Eq. (3), solving the mass and momentum conservation equations for the inviscid jet results in a dispersion relation between the growth rate of instability ω and the wave number κ, 4 which is
Here, ω ′ = ω  R 3 0 ρ/σ is the non-dimensional growth rate and κ ′ = κR 0 is the non-dimensional wave number. Eq. (4) is plotted in Fig. 2 . Weber 6 considered a viscous jet in a quiescent inviscid gas and obtained another dispersion relation between ω ′ and κ
′
. The relation includes the Ohnesorge number of the jet, Oh = µ l / √ ρ l σR 0 , where µ l is the viscosity of the jet fluid. The relation also depends on ρ g /ρ l We, where ρ g is the density of the gas. For the present work, Oh = 9.44 × 10 −3 , and 4.73 × 10
. The Weber equation is plotted in Fig. 2 , which shows that for the liquid jets studied in the present work their growth rates can be approximated by the linear growth rates of free inviscid jets. Hereinafter, the theory for free inviscid jets, Eq. (4), will be used for theoretical analysis.
The development of unstable surface disturbance will eventually cause the jet to break up once the disturbance amplitude grows up to the unperturbed jet radius R 0 . The distance travelled by the FIG. 2. Comparison between the linear theory for free inviscid jets (Oh = 0; ρ g /ρ l = 0) (Eq. (4)) with the theory for viscous jets flowing in an inviscid gas phase (Weber 6 disturbance is the finite length of the jet, which is referred to as breakup length and expressed by
Here, non-dimensional breakup length and disturbance amplitude are L 
III. EQUIVALENCE BETWEEN VELOCITY MODULATION AND RADIUS MODULATION

A. Theoretical consideration
The classic linear theory discussed in Sec. II was derived by imposing a surface disturbance on a liquid jet with constant and uniform velocity U 0 . With the surface disturbance given by Eq. (1), the jet radius at x = 0 can also be expressed as a sinusoidal function given by
which is shown by Fig. 3(a) . In many cases, it is more practical to apply velocity disturbance while maintaining a constant jet radius R 0 . In the numerical study of the present work, velocity disturbance is employed by imposing a velocity modulation at x = 0, which is expressed by
Eq. (7) is shown in Fig. 3(b) .
Here, we will compare the two types of disturbances on free inviscid jets and determine their relation. Now we consider a jet, which is unsteady, inviscid and irrotational. Then, the momentum equations can be replaced by the Bernoulli equation for the entire unsteady flow, 23 which can be viewed as an equation of mass-specific mechanical energy. The input of the mechanical energy that enters into the jet at x = 0 can be described aṡ
where the subscript i indicates the location x = 0. The velocity v is another velocity component, which in this section is considered as the radial component. For the local curvature at the jet inlet, one principal radius is the local jet radius R i , and the other principal radius is infinity since (∂ R/∂ x) x=0 = 0. Thus, Eq. (8) becomeṡ
For the surface disturbance given by Eq. (6), the velocity is unidirectional and uniform, i.e., u i = U 0 . Although dR i /dt 0, the input flow does not have velocity component in radial direction, i.e., v i = 0. Substituting the velocities in Eq. (9) gives the rate of energy input for radius modulation,Ė R , which isĖ
For the velocity disturbance given by Eq. (7), the input flow has a constant radius R i = R 0 and zero flow in radial direction (v i = 0). Hence, the rate of energy input for velocity modulation iṡ
The physical meaning of Eqs. (10) and (11) can be explained by considering a jet flowing out of a nozzle, which outputs not only kinetic energy but also surface energy due to the transformation from internal flow to free surface flow. For the two types of disturbances to be equivalent, it requireṡ
Now, Eqs. (6) and (7) should be inserted into Eqs. (10) and (11), respectively. Then, substituting Eqs. (10) and (11) 
Since δ ′ 0 ≪ 1 and η ′ 0 ≪ 1, first order approximation is applied. As a result, Eq. (13) reduces to 3 2 δ
which is the relationship between the two types of disturbances. If We ≫ 1, the relationship can be further simplified as
Combining Eqs. (5) and (15), the breakup length for a velocity-modulated jet is
B. Numerical model for validation
To validate the derived equivalence between velocity modulation and radius modulation, numerical simulation based on velocity disturbance is conducted. A two-phase numerical model is built to simulate the breakup of capillary jets flowing in ambient gas, which otherwise would be quiescent. Figure 4 shows the domain of the numerical model, which is a square cylinder in the 
The input velocity is
which is the non-dimensional form of Eq. (7). The pressure outlet boundary condition is imposed on all the other side surfaces of the domain.
To be consistent with the present experimental work, in the numerical model, water and air are considered as the liquid and gas phases, respectively. Both phases are treated as incompressible fluids. The subscript l and g are used to represent liquid and gas phases, respectively. For the VOF method, the color function, c, represents the volume fraction of liquid in each grid cell, which is c = 0 gas, 0 < c < 1 liquid and gas, c = 1 liquid.
The density and viscosity of each grid cell are assumed to be in linear relations with the color function. Normalized by the density of the liquid phase, the non-dimensional density of each grid cell is given by
Normalized by the viscosity of the liquid, the non-dimensional viscosity of each grid cell is given by
The properties of air and water are provided in Table I . Since the value of c varies spatially and temporally, Eqs. (19) and (20) indicate that the density and viscosity will change with location and time. Hence, for the entire two-phase flow system, the general governing equations for compressible fluids should be used. To obtain dimensionless equations, U 0 is used as the velocity scale, R 0 is used as the length scale, and R 0 /U 0 is used as the time scale. Divided by ρ l U 0 /R 0 , the non-dimensional continuity equation is where t ′ = tU 0 /R 0 and u ′ = u/U 0 are non-dimensional time and non-dimensional velocity vector, respectively.
Divided through by ρ l U 2 0 /R 0 , the non-dimensional momentum equation is ∂u
where transpose has been used. Since each phase is considered incompressible, bulk viscosity has been taken to be zero. Non-dimensional pressure is denoted by p ′ = p/ ρ l U 2 0 , and Re = ρ l U 0 R 0 /µ l is the Reynolds number of the jet. The gravity term, which should appear as 1/Fr R = Bo/We and exists only in x direction, has been dropped due to its insignificance. Here, Fr R is a Froude number based on the jet radius, Bo = ρ l gR 2 0 /σ is the Bond number, and g is the gravitational acceleration. For the current study, Bo = 0.002 and We > 1, and hence 1/Fr R < 0.002.
The surface tension comes into play when the balance of normal stress at the liquid-gas interface needs to be satisfied. The stress balance is expressed by
where
is the deformation tensor, n is normal unit vector to the interface, and µ ′ c=0 is the dimensionless viscosity of the gas phase. In the present work, the governing equations are solved using the Gerris code, 24 which is an open source code for solving two or three-dimensional Navier-Stokes equations. The main feature of the code is the octree adaptive mesh refinement with entirely automatic mesh generation in complex geometries, along with its accurate surface tracking capacity. The Gerris code has been used in a number of numerical simulations of multiphase flows. [e.g., Refs. 25 and 26] .
For the current numerical model, an adaptive three-dimensional spatial discretization is used. The coarse meshing used is level-3 meshing (level-0 indicates the entire domain as the root cell), and the entire domain is discretized into 8 × 8 × 24 cells with the length of the cell edge ∆l
For adaptive meshing, tracer-based refinement criteria including the tracer and its gradient are used, which is essential to this type of free-surface flow. The finest meshing used is level-8, and the cell size is ∆l Figure 5 shows the mesh of the center plane of the domain at two transient points. As the simulation advances in time, the liquid-gas interface moves and develops, and local mesh resolution in the vicinity of the interface adjusts automatically so that the finest mesh grids (level-8) remain at the interface.
C. Numerical validation results
A liquid jet is simulated with varied initial velocity disturbance amplitudes 0.01 ≤ δ ′ 0 ≤ 0.08. The jet has a Weber number We = 14.8 and Reynolds number Re = 408. The inlet velocity is modulated at a constant frequency such that the non-dimensional wave number κ ′ = 0.697, which is the theoretical wave number corresponding to the maximum growth rate. The purpose of this simulation is to evaluate the effect of initial disturbance on the breakup length in comparison with theoretical predictions. Breakup length is measured from the jet inlet where velocity disturbance is imposed to the far end of the continuous jet where a droplet just detaches from the jet. For each case, fifteen consecutive droplets are followed, and the length of the jet is measured right after the detachment of each droplet. The average of the fifteen measurements is shown in Fig. 6 , and the standard deviation is shown as error bar.
The theory of breakup length for velocity disturbance is given by Eq. 
IV. EQUIVALENCE BETWEEN JET VIBRATION AND VELOCITY MODULATION
The disturbance on a jet can be introduced by mechanically vibrating the jet nozzle, which is a commonly used method for experimental studies. In this section, jets generated from a vibrated nozzle are experimentally studied. The relation between jet vibration and velocity modulation is theoretically derived.
A. Experimental tests
For the current experimental study, distilled water is used as the working fluid. A gear pump (Cole-Parmer 75211-10) with PMDC (permanent-magnet, direct-current) motor is used to deliver pulseless and adjustable flow. A thin stainless steel tube 25 mm long and 0.125 mm in radius is used as the jet nozzle. With the highest flow rate tested in the present work, the radius-based Weber and Reynolds numbers are 40 and 670, respectively. Comparing the nozzle length with the hydrodynamic entry length indicates a fully developed internal flow at the nozzle exit. 27 As shown in Fig. 8 , the nozzle is directly connected to a mechanical wave driver oscillator (Pasco Scientific SF-9324), which vibrates the nozzle horizontally while the jet flows downward. To minimize the resistance to the oscillation, a soft and thin hose connects the nozzle to the pump. The oscillator is driven by a sinusoidal voltage signal with vibration frequency f J and voltage amplitude V p , which is generated by a function generator (Tektronix AFG3021B) and amplified by an amplifier. A high speed camera (Vision Research M310) is used to record the breakup of liquid jets. The frame rate of the camera is set to be more than 10 times as fast as the vibration frequency.
The jet simulated above is experimentally tested. To have Weber and Reynolds numbers same as above, the jet has a mean velocity U 0 = 2.938 m/s. The oscillator is operated at a vibration frequency f J = 2609 Hz such that κ (16)).
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The experimental jets shown in Fig. 9 are measured for breakup length. Average and standard deviation are taken based on five measurements for each jet. It is found that all the breakup lengths of the experimental jet are longer than those of the numerical jet. To understand the difference from the perspective of initial disturbance, it is assumed the experimental jet was also subjected to velocity disturbance. Based on the breakup length measurement and assuming ω ′ = ω Effort has been made to measure the nozzle vibration from the high speed images. Unfortunately, with the limited resolution of the camera and lens, all cases except for V p = 5 V cannot be measured. For the test with V p = 5 V, the nozzle vibration is measured and shown in Fig. 11 . It shows a vibration amplitude A 0 = 19 µm, which, expressed in a normalized form, is A ′ 0 = A 0 /R 0 = 0.15. Assuming the vibration to be sinusoidal gives
where κ ′ J = 2πR 0 f J /U 0 is the wave number of jet vibration.
B. Theoretical consideration
Now the question is how the vibration shown in Fig. 11 causes instability. Figs. 8 and 9 show that the liquid jet flows in a distorted way due to the nozzle vibration. Hence, different from the disturbances employed in the theory and numerical work, the nozzle vibration here does not produce axisymmetric disturbances. The vibration could cause three kinds of disturbances. The first one is azimuthal disturbance, as the jet cross-section could be deformed. For this kind of disturbance, the capillary jet is stable. 28 The second one is sinuous disturbance as the centerline of the jet is curved. This disturbance could cause Kelvin-Helmholtz instability if the aerodynamic interaction between the jet and ambient air is significant. The criterion for this instability to occur 29 is that the jet Weber number should be larger than a critical value given by 0.6 + 1.25Oh 0.9 . For the present work, the critical value is 522, which is far larger than the tested range of Weber number. Thus, the jet is stable to the sinuous disturbance. The third one is equivalent velocity disturbance as the nozzle vibration could affect the fluid velocity of the jet. The following analysis aims to derive an expression for the velocity disturbance as a function of the jet vibration.
In addition to the mean jet velocity u i = U 0 , there is another velocity component in transverse direction due to the nozzle vibration, which is v i = dA/dt. Here we assume A ′ 0 ≪ 1 so that the vibrated jet is still dominated by the velocity component in x direction. The assumption also ensures insignificant distortion to the flow trajectory and insignificant deformation to the circular cross-section of the jet. Substituting the two velocities and R i = R 0 in Eq. (9) gives the rate of energy input for the vibrated jet, which iṡ
We assume that the jet vibration is equivalent to a velocity disturbance, which has input velocity only in x direction. Similar to Eq. (7), the velocity is written as
The rate of energy input based on the velocity can be obtained by substituting Eq. (26), v i = 0, and R i = R 0 in Eq. (9) . This can also be done by replacing u i in Eq. (11) with u i, J . Equating the rate of energy input toĖ J , and dividing through by ρ l U 3 0 πR 2 0 , we have
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If We ≫ 1, Eq. (28) can be simplified by dropping 1/We. Substituting Eq. (28) in Eq. (26) gives the velocity input, which, expressed in its non-dimensional form, is
The first two terms on the right hand side of Eq. (29) indicate that the jet vibration increases the mean jet velocity by A Comparing Eq. (29) with Eq. (7) shows that the jet vibration is equivalent to a velocity disturbance with amplitude,
For the current case, δ (29) and (7), the equivalence between the jet vibration and velocity disturbance also requires
This important relation between the two wavenumbers indicates that one nozzle vibration cycle produces two velocity disturbance cycles. Hence, it is expected the droplet generation rate is twice as fast as the vibration frequency. However, for all the vibrated jets shown in Fig. 9 (κ ′ J = 0.697) the droplet spacing is measured to be ∼2πR 0 /κ ′ J rather than πR 0 /κ ′ J . This is because 1 < 2κ ′ J < 2, and the jet beaks up only for every two velocity disturbance cycles, which come from one nozzle vibration cycle.
To verify the discussion above, the jet velocity and vibration frequency are varied to change the vibration wave number κ ′ J . Figure 12 shows liquid jets with 2 Wb numbers We = 6.6 and 14.8 and κ ′ J ranging from 0.27 to 0.70. For each jet, average droplet spacing, denoted by s, is measured. The wave number of jet breakup is defined as κ ′ b = 2πR 0 /s, which is then compared with k ′ j . The accuracies of the two wave numbers depend on the uncertainties associated with the measurement of radius, frequency, jet velocity and wavelength. Nonetheless, the following observation is clear from Fig. 12 : if 0.5 < κ
, the observation can be expressed by a general relation, which is
Here, n is the smallest integer that satisfies κ ′ b < 1. Hence, as shown in Fig. 12 , n = 1 for κ ′ J < 0.5, and n = 2 for 0.5 < κ ′ J < 1. Although not tested, it is expected that n 3 for κ ′ J > 1.
V. MORE DISCUSSION ON NUMERICAL AND EXPERIMENTAL RESULTS
It should be noted that the gravity exists in the experiments but is not considered both in the numerical model and the linear theory. The gravity effect has been discussed in Sec. III B by considering a Froude number Fr R using the jet radius R 0 as the length scale. A more conservative evaluation can be made by using the breakup length as the length scale, which is Fr L = We/(BoL Another major difference between the experimental work and numerical simulation is related to the inlet velocity profile. In the numerical model, the inlet velocity u i is uniform across the jet radius, while the inlet velocity for experimental jets is fully developed pipe flow with mean velocity U 0 . The relaxation of velocity profile has been shown to assist jet breakup 30 by reducing breakup length. The effect of initial velocity profile is not investigated in the present work.
Further comparison with the linear theory is made by comparing the growth rates of numerical and experimental jets with the linear theory (Eq. (4)) for varied wave numbers. Both numerical and experimental jets have the same Weber number We = 14.8. For the numerical jet, the velocity disturbance frequency f is changed to vary the wave numbers κ constant, the vibration amplitude A 0 changes with f J , and A 0 is too small to be measured. Since all the tested vibration wave numbers are larger than 0.5 and smaller than 1, the breakup wave number κ
To measure the growth rates of the numerical jet, individual disturbance peaks (wave crests) are tracked along the jet, and the growth of the peak radius over time is used to determine the growth rate. Here the relation given in Eq. (3) is used. For the experimental jet, initial disturbance is unknown, and it is difficult to track radius evolution at the early stage of the disturbance growth due to the limited image resolution. Radius is measured where disturbance has grown visible. Using the local disturbance as the initial disturbance η ′ 0 , and using the distance between the measured location to the far end of the jet as the breakup length L ′ 0 , growth rate can be roughly determined using Eq. (5). For each jet, five measurements are taken, and standard deviations are shown as error bars. All the numerical and experimental growth rates are plotted in Fig. 13 , where Eq. (4) is plotted as the dispersion curve. Due to the low accuracy of measuring surface displacement, the standard deviations of the data are relatively large. Figure 13 shows that both numerical and experimental growth rates agree well with the linear theory for free inviscid jets. Figure 13 together with Fig. 2 supports our assumption that the numerical and experimental jets in the present work can be approximated as free inviscid jets.
VI. CONCLUSIONS
The equivalence of velocity modulation to radius modulation is given by Eq. (14) , and in a simple form by Eq. (15) . For equal wavenumber, it is found that if a surface disturbance has initial amplitude 1.5 times as much as that of a velocity disturbance, the two disturbances will result in equal breakup length. Applying the relationship, the breakup length of numerical jets subject to velocity disturbance is found to agree with the theoretical prediction based on the surface disturbance.
The equivalence of jet vibration to velocity modulation is given by Eq. (29), Eq. (30) showing the relation of amplitude, and Eq. (31) showing the relation of wavenumber. Jet vibration could cause three kinds of disturbances to the jet: azimuthal, sinuous, and equivalent velocity disturbances. For small vibration, the jet is unstable to the velocity disturbance but stable to the azimuthal and sinuous disturbances. The equivalent velocity disturbance is determined to be a function of the vibration amplitude and vibration wave number. It is shown that the jet vibration slightly increases the mean jet velocity. The disturbance amplitude is found to be reasonably close to a theoretical estimate based on the measured breakup length of the jet. Validated by our experimental observation, the wave number of velocity disturbance is twice as much as the vibration wave number.
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APPENDIX: MESH INDEPENDENCY ANALYSIS
To determine the meshing resolution that can be used for the current numerical study, simulation is repeated for varied fine meshing levels. For the entire domain, the coarse meshing (level-3) generates 8 × 8 × 24 cells, and the size of each cell is ∆l ′ 3 = 2 (see Fig. 5 as an example) . Three mesh refinement levels 6, 7, and 8 are tested. For the three refinements levels, the finest mesh is ∆l (17)) is the lowest, we track the jet necking and measure the development of the necking radius as flowing downstream. Figure 14 shows that the measurement of the necking radius for the three refinement levels . There is significant difference between level 6 and level 7, while the difference between level 7 and level 8 is insignificant. Level 8 is chosen and used for all the numerical simulations presented in this paper. 
