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Abstract
We consider the one-dimensional stochastic differential equation
X t = x0 + Bt +
 t
0
δ − 1
2 Xs
ds,
where δ ∈ (1, 2), x0 ∈ R and B is a Brownian motion. For x0 ≥ 0, this equation is known to be solved by
the δ-dimensional Bessel process and to have many other solutions. The purpose of this paper is to identify
the source of non-uniqueness and, from this insight, to transform the equation into a well-posed problem.
In fact, we introduce an additional parameter and for each admissible value of this parameter we construct
a unique (in law) strong Markov solution of this equation. These solutions are the skew and symmetric
Bessel processes, respectively. Moreover, we uncover an alternative way to introduce the δ-dimensional
Bessel process.
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MSC: 60H10; 60J25; 60J55; 60J60
Keywords: Bessel process; Bessel equation; Singular stochastic differential equations; Continuous strong Markov
processes; Local times; Uniqueness in law; Pathwise uniqueness
1. Introduction
Throughout this paper, (Ω ,F ,P) stands for a complete probability space equipped with a
filtration F = (Ft )t≥0 which satisfies the usual conditions, i.e., F is right-continuous and F0
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contains all sets from F which have P-measure zero. For a process X = (X t )t≥0 the notation
(X,F) indicates that X is F-adapted.
The processes considered in the following belong to the class of continuous semimartingales
and local times of continuous semimartingales play an important role in this work. Therefore, in
the Appendix we summarize some facts about continuous semimartingales and their local times
which we use in the sequel. By writing (A.), we refer to a formula or a result of the Appendix.
In the present paper, we consider the one-dimensional stochastic differential equation (SDE)
X t = x0 + Bt +
 t
0
δ − 1
2 Xs
ds, (1.1)
where δ ∈ (1, 2), x0 ∈ R and B is a Wiener process.
A continuous semimartingale (X,F) defined on a probability space (Ω ,F ,P) is called a
(weak) solution of Eq. (1.1) if there exists a Wiener process (B,F) on the same probability
space such that Eq. (1.1) holds for all t ≥ 0 P-a.s.
We say that the solution of Eq. (1.1) is unique (in law) if any two solutions (X1,F1)
and (X2,F2) with the same initial value defined on the probability spaces (Ω1,F1,P1) and
(Ω2,F2,P2), respectively, possess the same image law on the space CR([0,+∞)) of continuous
functions defined on [0,+∞) and taking values in R.
For other equations appearing in the sequel, the notion of a (weak) solution and uniqueness
(in law) are defined in the same way.
It is well-known that for x0 ≥ 0 Eq. (1.1) is satisfied by a δ-dimensional Bessel process
started at x0 (see e.g. Revuz and Yor [19, Chapter XI, Section 1]). Moreover, as pointed out by
Cherny [7, Theorem 3.2], the δ-dimensional Bessel process started at x0 ≥ 0 is the unique non-
negative solution of Eq. (1.1). Of course, the same is true when we allow δ ≥ 2. For δ ∈ (0, 1],
we note that the equation which a δ-dimensional Bessel process solves is of different type than
Eq. (1.1) and a Bessel process of dimension δ ∈ (0, 1) is not a semimartingale.
Coming back to dimensions δ > 1, there is an important difference between the behaviour of
a Bessel process of dimension δ ∈ (1, 2) and δ ≥ 2. After the Bessel process with dimension
δ ≥ 2 has started, it never reaches zero. In contrast, the δ-dimensional Bessel process with
δ ∈ (1, 2) hits zero with probability one and is instantaneously reflected at zero (see [19, Chapter
XI, Section 1]). This behaviour of a Bessel process of dimension δ ∈ (1, 2) was exploited in [7]
to show that for x0 ≥ 0 and δ ∈ (1, 2) there exist other solutions of Eq. (1.1) than the Bessel
process and, therefore, uniqueness does not hold for Eq. (1.1). The author constructed solutions
different from the Bessel process by changing the sign of the Bessel process when it reaches
zero. In this way, one can obtain a solution of (1.1) that is non-positive after hitting zero. It is
also possible to change the sign randomly. When the δ-dimensional Bessel process hits zero one
decides by an independent Bernoulli variable whether the sign is changed or not. This kind of
construction leads to solutions of (1.1) that are not strong Markov.
In the present article, we identify the source of non-uniqueness of Eq. (1.1). We show by using
an invertible space transformation that solving Eq. (1.1) is equivalent to solving an SDE of the
following type:
Yt = y0 +
 t
0
σ(Ys) dBs + 12

LY+(t, 0)− LY−(t, 0)

, (1.2)
where σ is a certain measurable function and LY+ (resp. LY−) stands for the right (resp. left) local
time (see Appendix) of the solution process. Similar space transformations, known as Zvonkin
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transformations (see Zvonkin [28]), are well-established in the context of SDEs. Based on the
generalized Itoˆ formula, they were used by Stroock and Yor [21], Le Gall [17] and Engelbert and
Schmidt [10,13] to reduce SDEs with so-called generalized drift which involve the local time of
the unknown process to equations without drift. Via this method, Engelbert and Schmidt [10,13]
were able to derive rather weak necessary and sufficient conditions for existence and uniqueness
of solutions of SDEs with generalized drift. Later, other authors (see e.g. Bass and Chen [4]) also
used this kind of space transformations to treat equations with generalized drift.
However, to show the equivalence between Eqs. (1.1) and (1.2) we use a new type of space
transformation. The transformations appearing in [21,17,10,13,4] are in a certain sense regular,
more precisely, the space transformation and its inverse are the difference of convex functions
and hence they fulfil the requirements of the generalized Itoˆ formula (A.1). In contrast, to show
that every solution of Eq. (1.1) can be transformed into a solution of Eq. (1.2) we work with
a space transformation which is “singular”. It is not the difference of convex functions and we
must be careful when we want to argue with the generalized Itoˆ formula. However, its inverse
can be again represented as the difference of convex functions. It should be emphasized that
the described deviation from the usual concept of space transformations is crucial and causes
significant effects not studied previously.
In Eq. (1.2), a drift part appears that is described by the jumps of the local time of the solution
at zero. These jumps are not determined neither by Eq. (1.1) nor by Eq. (1.2), which is the reason
for the non-uniqueness of Eq. (1.1). We use this insight to reformulate Eq. (1.1) as a well-posed
problem by determining the jumps of the local time in a certain way. To this end, for every
solution (X,F) of Eq. (1.1) we conclude the existence of a local time L Xm which is defined in the
sense of an occupation times density with respect to the measure m(dx) = f (x) dx , where the
density is given by f (x) = |x |δ−1, x ∈ R. The idea to introduce such a local time in the context
of SDEs for Dirichlet processes goes back to Engelbert and Wolf [14]. Note that the measure
m restricted to [0,+∞) is just the speed measure of the Bessel process with parameter δ and
that local times in the sense of an occupation times density with respect to the speed measure
are a well-known tool for one-dimensional continuous strong Markov processes. Using L Xm , for
β ∈ [−1, 1] we consider the reformulated equationX t = x0 + Bt +
 t
0
δ − 1
2 Xs
ds,
L Xm(t, 0)− L Xm(t, 0−) = 2β Lˆ Xm(t, 0),
(1.3)
with symmetric local time Lˆ Xm , where the second line in Eq. (1.3) fixes the jumps of the local
time appearing in Eq. (1.2).
We show that, for every β ∈ [−1, 1] and x0 ∈ R, Eq. (1.3) possesses a unique solution and
this solution is strong Markov. Of course, these solutions, one for every β ∈ [−1, 1], are special
solutions of Eq. (1.1). They are called skew Bessel processes with skewness parameter β. Their
behaviour is analogous to that of skew Brownian motions and can be described as follows. The
skew Bessel process of dimension δ ∈ (1, 2) starts at x0 and after each time it reaches zero,
it goes in the positive direction with probability p = (1 + β)/2 and in the negative direction
with probability 1 − p. In the special case β = 0, in which the jumps of the local time at zero
disappear, we call the resulting solution a symmetric Bessel process.
The method developed in the next section to solve Eq. (1.3) also gives an alternative to
introduce the Bessel process of dimension δ ∈ (1, 2), which we shortly discuss in the third
section of this paper and which is different from the classical definition of a Bessel process in the
context of SDEs described for example in [19, Chapter XI, Section 1].
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At the end of the paper, we briefly deal with the scale function, the speed measure and the
infinitesimal generator of a skew Bessel process with skewness parameter β.
Watanabe [26] defined a whole class of diffusion processes by fixing their scale functions and
speed measures in dependence of certain parameters. For these diffusions he stated conditions on
the parameters such that the corresponding diffusion is invariant under time inversion. For special
selections of the parameters used to describe the scale functions and speed measures, Watanabe
introduced in [26, Remark 3], the name skew Bessel processes for the corresponding processes.
In Section 4 of the present article, we determine the scale functions and the corresponding
speed measures of the solutions, one for each pair (δ, β) ∈ (1, 2)× (−1, 1), to Eq. (1.3) and see
that they coincide (up to linear transformations) with the scale functions and the speed measures
of the skew Bessel processes introduced by Watanabe. Therefore, the solutions to Eq. (1.3)
possess the same laws as the skew Bessel processes introduced by Watanabe. This connection
between skew Bessel processes and Eq. (1.3) is not yet known in the literature.
With respect to the work of Watanabe, we also remark that in some sense in [25, Example 1],
the skew Bessel processes are considered, too. To be more precise, in [25] the author assumed
that all diffusion processes are given on natural scale. As a consequence, the speed measures
in [25, Example 1], to define the skew Bessel processes are the image of the speed measures of
the skew Bessel processes in [26, Remark 3], under certain homoeomorphisms and the resulting
diffusions differ by these homoeomorphisms.
We also mention Barlow, Pitman and Yor [3]. They took up the idea of Walsh’s Brownian
motions, which goes back to Walsh [24]. In [24], Walsh studied the class of skew Brownian
motions (see also Harrison and Shepp [15], Lejay [18] and all the references therein) and showed
that they possess a discontinuous local time in the space variable at zero. In the epilogue of this
article, he described a possible generalization of skew Brownian motions, the Walsh’s Brownian
motions. Using the theory of Feller semigroups, Barlow, Pitman and Yor [3] constructed the class
of Walsh’s Brownian motions from the semigroup of a reflected Brownian motion. In their work
they remarked, without giving a proof and without giving a name to the resulting processes,
that their construction can be carried over to the semigroup of a Bessel process of dimension
δ ∈ (0, 2). In so doing, it is reasonable to suppose that for δ ∈ (1, 2) their construction can be
used to obtain the skew Bessel processes described by Eq. (1.3).
In the context of SDEs, we mention the paper of Decamps, Goovaerts and Schoutens [8].
The authors took the scale function and speed measure of a two-dimensional Bessel process and
introduced a discontinuity at some level a > 0 described by a skewness parameter β ∈ (0, 1).
The corresponding diffusion, whose state space is the positive half-line, is called an asymmetric
skew Bessel process, where the skew behaviour takes place at the level a and is determined by β.
Decamps, Goovaerts and Schoutens showed that these asymmetric skew Bessel processes solve
SDEs which involve the local time at a of the solution processes. Finally, they generalized the
obtained equations to dimensions δ ≥ 2.
Trutnau [22,23] studied (squared) Bessel and CIR processes with skewness along a
deterministic time dependent curve. These processes are described via SDEs that involve the
local time at zero, responsible for the skewness, of the continuous semimartingale which is given
by the difference of the solution process and a positive continuous function λ. But this is a
different problem than treated in the present paper. As a special case, when λ is a strictly positive
constant, the class of asymmetric skew Bessel processes considered in [8] is included in the class
of equations treated in [22]. Also Eq. (1.1) is contained in the class of equations of [22]. For
this, particularly, λ must be chosen identically equal to zero. But then there is no skewness since
in case λ ≡ 0 the semimartingale local time used to obtain skewness in the equations of [22]
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vanishes. For a constant function λ, skewness only appears when λ is strictly positive. The skew
Bessel processes which we study via Eq. (1.3) are not covered by the class of SDEs treated
in [22,23]. In [22], merely the classical non-negative solution, the δ-dimensional Bessel process,
is obtained as a solution to Eq. (1.1).
2. Symmetric and skew Bessel processes
We recall that we consider δ ∈ (1, 2) and x0 ∈ R in Eq. (1.1). We begin by proving two
auxiliary observations. The first one states that any solution (X,F) of Eq. (1.1) has no occupation
time in zero and that the local time of X in zero vanishes. The last statement is, as a special case,
included in Revuz and Yor [19, Lemma IX.(3.3)]. For the convenience of the reader we give a
proof below. We remark that the local time L X+ is defined in the Appendix.
Lemma 2.1. Let (X,F) be a solution of Eq. (1.1). Then t
0
1{0}(Xs) ds = 0, t ≥ 0, P-a.s. and L X+(t, 0) = 0, t ≥ 0, P-a.s.
Proof. Since (X,F) is a solution of Eq. (1.1) it satisfies1 t
0
1
|Xs | ds < +∞, t ≥ 0, P-a.s. (2.2)
Therefore, it follows immediately that X has no occupation time in zero. (This can also be seen
by applying the occupation times formula (A.2) t
0
1{0}(Xs) ds =
 t
0
1{0}(Xs) d⟨X⟩s =

{0}
L X+(t, y) dy = 0, t ≥ 0, P-a.s.)
To show the second statement, we fix t > 0 and define
An :=

L X+(t, y) >
1
n
, y ∈

0,
1
n

, n ∈ N.
Then, because of the right-continuity of L X+(t, · ), we have
{L X+(t, 0) > 0} =

n∈N
An .
Now, using the occupation times formula (A.2), we obtain P-a.s. t
0
1
|Xs | ds =

R
1
|y| L
X+(t, y) dy ≥
1
n

[0, 1n )
1
|y| dy = +∞
on An, n ∈ N. But on the other hand, (2.2) holds. Therefore, we conclude P(An) = 0, n ∈ N,
and hence P({L X+(t, 0) > 0}) = 0. Since t > 0 was chosen arbitrarily, the continuity of L X+(·, 0)
implies the desired result. 
Taking the absolute value of any solution (X,F) of Eq. (1.1) started at x0 ∈ R, we obtain
a δ-dimensional Bessel process with initial value |x0|, i.e., we obtain the unique non-negative
solution of Eq. (1.1) started at |x0|. This is proven in the following lemma.
1 0−1 = +∞.
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Lemma 2.3. Let (X,F) be a solution of Eq. (1.1). Then (|X |,F) is a δ-dimensional Bessel
process started at |x0|.
Proof. Applying (A.1) with f (x) = |x |, x ∈ R, and taking into account the previous Lemma 2.1,
we obtain
|X t | = |x0| +
 t
0
sgn(Xs) dBs +
 t
0
sgn(Xs)
δ − 1
2 Xs
ds + L X+(t, 0)
= |x0| + Bt +  t
0
δ − 1
2 |Xs | ds, t ≥ 0, P-a.s.,
where sgn = −1(−∞,0] + 1(0,+∞) and (B,F) is the Wiener process given by
Bt =  t
0
sgn(Xs) dBs, t ≥ 0.
This proves the claim. 
The following results show that solving Eq. (1.1) is equivalent to solving an equation of
different type. This is established by using a space transformation which we introduce now.
We set
g(x) = |x |1−δ, x ∈ R,
and
G(x) =
 x
0
g(y) dy = 1
2− δ sgn(x) |x |
2−δ, x ∈ R.
We notice that if (X,F) is a δ-dimensional Bessel process, then G restricted to [0,+∞) is just
the scale function of the diffusion X .
The inverse H of G is given by
H(x) = (2− δ) 12−δ sgn(x) |x | 12−δ , x ∈ R.
Later we will use the relation
H(x) =
 x
0
(g ◦ H)−1(y) dy, x ∈ R, (2.4)
with g−1(x) = |x |δ−1, x ∈ R.
Theorem 2.5. Let (X,F) be a solution of Eq. (1.1). Then (Y,F) defined by Y = G(X) is a
continuous semimartingale with decomposition
Yt = y0 +
 t
0
σ(Ys) dBs + 12

LY+(t, 0)− LY−(t, 0)

, t ≥ 0, P-a.s., (2.6)
where y0 = G(x0) and σ(x) = (g ◦ H)(x) = ((2− δ)|x |) 1−δ2−δ , x ∈ R.
Remark 2.7. We point out that the statement of Theorem 2.5 includes in particular the existence
of the stochastic integral appearing in (2.6), i.e., the property t
0
σ 2(Ys) ds < +∞, t ≥ 0, P-a.s. (2.8)
3268 S. Blei / Stochastic Processes and their Applications 122 (2012) 3262–3287
Moreover, on closer examination we observe σ(0) = +∞, which is not common for a coefficient
of a stochastic integral. But it is not hard to see that, in the sense of equivalence classes of the
stochastic integral, we can modify σ in zero such that we obtain a coefficient which is, as σ ,
always different from zero but real valued and such that the stochastic integrals coincide. Indeed,
from Lemma 2.1 we know that X has no occupation time in zero and since G is a bijection the
same is true for Y = G(X). Therefore, we can alter σ in zero without changing the stochastic
integral. For example, in (2.6) we can replace σ by the modificationσ(x) = σ(x), x ∈ R \ {0},
and σ(0) = 1 and the statement of Theorem 2.5 still holds. In the following, we still use
σ = g ◦ H but keep in mind that, always when it is necessary, we can use an appropriate
real-valued coefficient in the stochastic integral of Eq. (2.6). In this context, we also refer to
Remark 2.17.
Proof of Theorem 2.5. To prove the result, one is tempted to apply the generalized Itoˆ formula
(A.1) but G is not the difference of convex functions. This is caused by the fact that g has a
singularity in zero such that g is not of locally bounded variation.
To overcome this difficulty, we choose two sequences (pn)n∈N and (qk)k∈N with pn ↑ 0,
n →+∞, and qk ↓ 0, k →+∞, and define
gn,k = g 1[pn ,qk )c , n, k ∈ N, (2.9)
as well as
gn = g 1[pn ,0)c , n ∈ N.
Moreover, we set
Gn,k(x) =
 x
0
gn,k(y) dy, x ∈ R, n, k ∈ N,
and
Gn(x) =
 x
0
gn(y) dy, x ∈ R, n ∈ N.
Clearly, the non-negative right-continuous functions gn,k , n, k ∈ N, are of locally bounded
variation. Therefore, for arbitrary n, k ∈ N we conclude that Gn,k is the difference of convex
functions. Applying the generalized Itoˆ formula (A.1), we deduce that (Gn,k(X),F), n, k ∈ N,
are continuous semimartingales with decomposition
Gn,k(X t ) = Gn,k(x0)+
 t
0
gn,k(Xs) dBs
+
 t
0
gn,k(Xs−) δ − 12Xs ds +
1
2

R
L X+(t, y) dgn,k(y), (2.10)
t ≥ 0, n, k ∈ N,P-a.s. By means of the occupation times formula (A.2), for the third summand
of the right-hand side in (2.10) we get t
0
gn,k(Xs−) δ − 12Xs ds = −
1
2

R
L X+(t, y)1[pn ,qk )c (y) (1− δ) sgn(y) |y|−δ dy
= −1
2

R
L X+(t, y) dgn,k(y)−
1
2
L X+(t, pn) g(pn)
+ 1
2
L X+(t, qk) g(qk),
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t ≥ 0, n, k ∈ N,P-a.s. Hence, from (2.10) we obtain
Gn,k(X t ) = Gn,k(x0)+
 t
0
gn,k(Xs) dBs − 12 L
X+(t, pn) g(pn)
+ 1
2
L X+(t, qk) g(qk), (2.11)
t ≥ 0, n, k ∈ N,P-a.s.
Now, for arbitrary n ∈ N, we take the limit k →+∞. We observe
gn,k ≤ gn,k+1 ≤ g and lim
k→+∞ gn,k = gn λ-a.e.
2
as well as t
0
g2(Xs) ds =
 t
0
g2(|Xs |) ds < +∞, t ≥ 0, P-a.s., (2.12)
where the finiteness in (2.12) is a consequence of Lemma 2.3 and Cherny [6, Corollary 2.3].
Thus, we can apply Theorem A.6 and deduce
lim
k→+∞
 t
0
gn,k(Xs) dBs =
 t
0
gn(Xs) dBs
in probability for every t ≥ 0. Because of the monotone convergence theorem, we additionally
conclude
lim
k→+∞ Gn,k(x) = Gn(x), x ∈ R.
Based on (2.11), for every t ≥ 0 from the last two relations we get
Rt := lim
k→+∞
1
2
L X+(t, qk) g(qk)
= Gn(X t )− Gn(x0)−
 t
0
gn(Xs) dBs + 12 L
X+(t, pn) g(pn), (2.13)
where the limit is taken in probability. Now let R = (Rt )t≥0 be a continuous modification ofR = (Rt )t≥0, which exists since the right-hand side of (2.13) is one. Because L X+ is increasing
in t , it follows that Rs ≤ Rt and hence Rs ≤ Rt P-a.s. for all s ≤ t . This yields that R = (Rt )t≥0
is P-a.s. increasing. Hence, we obtain the semimartingale decomposition
Gn(X t ) = Gn(x0)+
 t
0
gn(Xs) dBs + Rt − 12 L
X+(t, pn) g(pn), (2.14)
t ≥ 0, n ∈ N, P-a.s.
Now it remains to pass to the limit n →+∞. We have
gn ≤ gn+1 ≤ g and lim
n→+∞ gn = g λ-a.e.
as well as
G(x) = lim
n→+∞ Gn(x), x ∈ R.
2 λ denotes the Lebesgue measure.
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Referring again to (2.12) and Theorem A.6, for every t ≥ 0 from (2.14) we obtain
lim
n→+∞
1
2
L X+(t, pn) g(pn) = G(x0)− G(X t )+
 t
0
g(Xs) dBs + Rt P-a.s., (2.15)
where the limit is taken in probability. We put
L t = G(x0)− G(X t )+
 t
0
g(Xs) dBs + Rt , t ≥ 0.
Then (L ,F) is a continuous increasing process. Hence, (Y,F) = (G(X),F) is a continuous
semimartingale with decomposition
Yt = y0 +
 t
0
σ(Ys) dBs + Rt − L t , t ≥ 0, P-a.s.
The last step of the proof is to show
Rt − L t = 12

LY+(t, 0)− LY−(t, 0)

, t ≥ 0, P-a.s.
From Lemma A.5 we get
LY+(t,G(y)) = L X+(t, y)g(y), t ≥ 0, y ∈ R \ {0}, P-a.s.,
which for every t ≥ 0 implies
Rt = lim
k→+∞
1
2
L X+(t, qk) g(qk) = limk→+∞
1
2
LY+(t,G(qk)) =
1
2
LY+(t, 0) P-a.s.
and
L t = lim
n→+∞
1
2
L X+(t, pn) g(pn) = limn→+∞
1
2
LY+(t,G(pn)) =
1
2
LY−(t, 0) P-a.s.,
where the limits are taken in probability. Using the continuity in t of the involved processes, we
get
Rt = 12 L
Y+(t, 0) and L t =
1
2
LY−(t, 0), t ≥ 0, P-a.s.
which ends the proof. 
We consider Eq. (2.6) with diffusion coefficient σ = g ◦ H and arbitrary initial value y0 ∈ R
as a self-contained equation. Then the last theorem states that if we take any solution of Eq.
(1.1) and transform it via G, we receive a solution of Eq. (2.6). The converse statement that any
solution of Eq. (2.6) can be transformed by using H into a solution of Eq. (1.1) is the content of
the next theorem.
Theorem 2.16. Let (Y,F) be a solution of Eq. (2.6). Then (X,F) defined by X = H(Y ) is a
solution of Eq. (1.1) started at x0 = H(y0).
Remark 2.17. Since we consider Eq. (2.6) as a self-contained equation, we add at this point
some comments to Remark 2.7. Using σ in Eq. (2.6), any solution is also a solution of Eq. (2.6)
when σ is replaced byσ (or any other modification in the sense of Remark 2.7) and vice versa.
This is true, since in both cases it can be shown that a solution (Y,F) of Eq. (2.6) has no
occupation time in zero. For σ this is an immediate consequence of the integrability condition
(2.8). Usingσ , this follows from the occupation times formula (A.2)
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0
1{0}(Ys) ds =
 t
0
1{0}(Ys)σ−2(Ys) d⟨Y ⟩s = 
{0}
LY+(t, y)σ−2(y) dy = 0.
Moreover, this points out why we do not allow a real-valued modification σˆ of σ which is
equal to zero in zero, i.e., σˆ (x) = σ(x), x ∈ R\ {0}, and σˆ (0) = 0. Otherwise, we would change
the situation. It would still be true that, using σ in Eq. (2.6), any solution of Eq. (2.6) is also a
solution of Eq. (2.6) when we replace σ by σˆ . This is true since, as seen, such a solution has no
occupation time in zero. But considering Eq. (2.6) with σˆ instead of σ , we could also construct
solutions which have a strictly positive occupation time in zero. Such a solution is then of course
not a solution of Eq. (2.6) with the original diffusion coefficient σ .
For example, for x0 ≥ 0 we could take the δ-dimensional Bessel process (X,F) as the unique
non-negative solution of Eq. (1.1) and transform it via G. Then from Theorem 2.5 we already
know that (Y,F) with Y = G(X) is a solution of Eq. (2.6) with σ and, as argued above, of
Eq. (2.6) with σˆ . Additionally, Y hits zero with probability one which is true because of the
corresponding property of X (see e.g. Revuz and Yor [19, Chapter XI, Section 1]). By stopping
Y when it reaches zero, it is easy to see that we get another solution of Eq. (2.6) when we use σˆ
instead of σ . But this stopped solution has now strictly positive occupation time in zero after it
has hit zero and so it cannot be a solution of Eq. (2.6) when we use σ .
In general, using σˆ in Eq. (2.6), the time delay technique, developed in Engelbert and
Schmidt [11,13], allows to construct solutions, so-called sticky solutions, which possess strictly
positive occupation time in zero after reaching the origin and which are not stopped in zero.
Finally, the use of σˆ in Eq. (2.6) corresponds to using the diffusion coefficient bˆ = 1R\{0}
instead of b ≡ 1 and the drift coefficient aˆ(x) = δ−12x 1R\{0}(x), x ∈ R, instead of a(x) =
δ−1
2x , x ∈ R, in Eq. (1.1). To see this, one only has to consult the proofs of Theorems 2.5 and
2.16. Hence, in general, solutions of Eq. (1.1) with diffusion coefficient bˆ and drift coefficient aˆ
are sticky. One could call them sticky δ-dimensional Bessel processes.
Proof of Theorem 2.16. Clearly, from (2.4) we see that H is the difference of convex functions
and, applying the generalized Itoˆ formula (A.1), we can argue that X is a continuous
semimartingale with decomposition
X t = x0 +
 t
0
(g ◦ H)−1(Ys) (g ◦ H)(Ys)dBs
+ 1
2
 t
0
(g ◦ H)−1(Ys)

LY+(ds, 0)− LY−(ds, 0)

+ 1
2

R
LY+(t, y) d(g ◦ H)−1(y), (2.18)
t ≥ 0, P-a.s. From (A.3) and g−1(0) = 0 we obtain that the third summand on the right-hand
side vanishes. Furthermore, taking the explicit form of g−1, which implies
dg−1(y) = (δ − 1) y−1 g−1(y) dy,
and Lemma A.5 into account, we conclude
1
2

(0,+∞)
LY+(t, y) d(g ◦ H)−1(y) =
1
2

(0,+∞)
LY+(t,G(y)) dg−1(y)
= 1
2

(0,+∞)
L X+(t, y) (δ − 1) y−1 dy.
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t ≥ 0, P-a.s. Applying the occupation times formula (A.2), we further obtain
1
2

(0,+∞)
LY+(t, y) d(g ◦ H)−1(y) =
 t
0
δ − 1
2 Xs
1(0,+∞)(Xs) d⟨X⟩s
=
 t
0
δ − 1
2 Xs
1(0,+∞)(Xs) ds,
t ≥ 0,P-a.s., where we used (2.18) for the last step. Similarly, we can show
1
2

(−∞,0)
LY+(t, y) d(g ◦ H)−1(y) =
 t
0
δ − 1
2 Xs
1(−∞,0)(Xs) ds, t ≥ 0, P-a.s.
Since by Remark 2.17 Y and, therefore, X = H(Y ) have no occupation time in zero, we conclude
1
2

R
LY+(t, y) d(g ◦ H)−1(y) =
1
2

R\{0}
L X+(t, y) (δ − 1) y−1 dy
=
 t
0
δ − 1
2 Xs
1R\{0}(Xs) ds
=
 t
0
δ − 1
2 Xs
ds, t ≥ 0, P-a.s.
as well as t
0
(g ◦ H)−1(Ys) (g ◦ H)(Ys) dBs = Bt , t ≥ 0, P-a.s.
Consequently, (2.18) shows that (X,F) is a solution of Eq. (1.1). 
From Cherny [7, Theorem 3.2(iii)], we already know that Eq. (1.1) does not admit a unique
solution. By virtue of the equivalence of Eqs. (1.1) and (2.6) in the sense of Theorems 2.5 and
2.16, we can identify the jumps LY+(t, 0)− LY−(t, 0) as the source of non-uniqueness.
For example, let x0 = 0 and as a solution of Eq. (1.1) we take the δ-dimensional Bessel
process (X,F) started in zero. This is to say, we take the non-negative solution of Eq. (1.1)
started at zero, which is always instantaneously reflected when it reaches zero. Transforming X
via G, we get for (Y,F) = (G(X),F), due to Theorem 2.5 and because of the non-negativity
of X ,
Yt =
 t
0
σ(Ys) dBs + 12 L
Y+(t, 0), t ≥ 0, P-a.s.
This decomposition of Y into a local martingale and a half times the right local time of Y exactly
describes the behaviour, inherited from X , that Y is non-negative and immediately reflected
when it hits zero. (For more details on one-dimensional SDEs with reflecting barriers we refer to
Schmidt [20].)
Another solution of Eq. (1.1) for the initial value x0 = 0 is easily obtained by setting
(X ,F) = (−X,F). But then X is a solution that only stays on the negative half line including
zero which is as well reflected in zero but now to the negative half line. For (Y ,F) = (G(X),F)
we deduce
Yt =  t
0
σ(Ys) dBs − 12 LY−(t, 0), t ≥ 0, P-a.s.
where B = −B.
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Generally speaking and which will be accomplished in the following, the jumps LY+(t, 0) −
LY−(t, 0) in Eq. (2.6) are not determined neither by Eq. (2.6) nor by Eq. (1.1). Controlling these
jumps in a certain way already in Eq. (1.1), we turn Eq. (1.1) into a well-posed problem. To that
purpose, in the next result we conclude that for every solution (X,F) of Eq. (1.1) there exists
a local time L Xm which acts as an occupation times density in an occupation times formula with
respect to the measure m given by the density f (x) = |x |δ−1, x ∈ R. This new local time of
X enables us to express and to configure the jumps LY+(t, 0) − LY−(t, 0), which appear in Eq.
(2.6), already in Eq. (1.1) by a term of X . The idea to introduce L Xm goes back to Engelbert and
Wolf [14].
Proposition 2.19. Let (X,F) be a solution of Eq. (1.1). Then there exists a random function
L Xm(t, x) on [0,+∞) × R into [0,+∞), continuous in t ≥ 0 and right-continuous with limits
from the left in x ∈ R which is a version of the local time of X given in the sense of an occupation
times density with respect to the measure m(dx) = f (x) dx with density f (x) = |x |δ−1, x ∈ R.
That is to say, t
0
h(Xs) ds =

R
h(x) L Xm(t, x)m(dx), t ≥ 0, P-a.s.
holds for all non-negative measurable functions h.
Let (Y,F) = (G(X),F) be the corresponding solution of Eq. (2.6) then
L Xm(t, x) = LY+(t,G(x)), t ≥ 0, x ∈ R, P-a.s.
Proof. From Theorem 2.5 we know that (Y,F) = (G(X),F) is a solution of Eq. (2.6). Setting
L Xm(t, x) = LY+(t,G(x)), t ≥ 0, x ∈ R, and noting that f = g−1 as well as σ−2(G(y)) =
g−2(y), we obtain the desired version of the local time: t
0
h(Xs) ds =
 t
0
1R\{0}(Ys) (h ◦ H)(Ys) σ−2(Ys) d⟨Y ⟩s
=

R\{0}
(h ◦ H)(y) σ−2(y) LY+(t, y) dy
=

R\{0}
h(y) σ−2(G(y)) LY+(t,G(y)) dG(y)
=

R
h(y) L Xm(t, y) f (y) dy, t ≥ 0, P-a.s.,
where we used the fact that X has no occupation time in zero and the occupation times formula
(A.2) for Y . 
Remark 2.20. By Lemma A.5 there is the following relation between the local times of X and
Y given as in Theorems 2.5 and 2.16, respectively:
g(x) L X±(t, x) = L Xm(t, x) = LY±(t,G(x)), t ≥ 0, x ∈ R \ {0}, P-a.s.
Note, since Y is a solution of Eq. (2.6), from property (A.4) we obtain that L Xm(t, x) is also P-a.s.
continuous in x ∈ R \ {0}:
L Xm(t, x)− L Xm(t, x−) = LY+(t,G(x))− LY−(t,G(x)) = 0, t ≥ 0, x ∈ R \ {0}, P-a.s.
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Furthermore, in zero we have
lim
x↓0 g(x) L
X±(t, x) = L Xm(t, 0) = LY+(t, 0), t ≥ 0, P-a.s.
lim
x↑0 g(x) L
X±(t, x) = L Xm(t, 0−) = LY−(t, 0), t ≥ 0, P-a.s.
The existence of L Xm for every solution (X,F) of Eq. (1.1) now allows us to reformulate
Eq. (1.1) as a well-posed problem. More precisely, by Proposition 2.19 we have
LY+(t, 0)− LY−(t, 0) = L Xm(t, 0)− L Xm(t, 0−),
where again Y = G(X). Hence, with the help of L Xm we can stipulate these jumps, appearing in
Eq. (2.6) and which are the reason for the non-uniqueness of Eq. (1.1), already in Eq. (1.1). For
this, for β ∈ [−1, 1] we consider the equationX t = x0 + Bt +
 t
0
δ − 1
2 Xs
ds,
L Xm(t, 0)− L Xm(t, 0−) = 2β Lˆ Xm(t, 0),
(2.21)
where Lˆ Xm(t, 0) is the symmetric local time given by
Lˆ Xm(t, 0) =
1
2

L Xm(t, 0)+ L Xm(t, 0−)

, t ≥ 0.
We stress the fact that existence of a solution of Eq. (2.21) especially means that Eq. (1.1) is
fulfilled and, therefore, the existence of L Xm is ensured.
Theorem 2.22. For every β ∈ [−1, 1] and arbitrary initial value x0 ∈ R, Eq. (2.21) possesses a
unique solution. This solution is strong Markov.
In case β = 1 and x0 ≥ 0 (resp. β = −1 and x0 ≤ 0) the solution is non-negative (resp.
non-positive).
Proof. To prove the result, we adapt the statements of Theorems 2.5 and 2.16 to the new situation
described by Eq. (2.21).
Let (X,F) be a solution of Eq. (2.21). Then by Theorem 2.5 and Proposition 2.19 it is easy to
see that (Y,F) = (G(X),F) is a solution of
Yt = y0 +
 t
0
σ(Ys) dBs + β LˆY (t, 0), (2.23)
with the semimartingale symmetric local time LˆY and y0 = G(x0).
Vice versa, if (Y,F) is a solution of Eq. (2.23), then by (A.4) Y satisfies
LY+(t, 0)− LY−(t, 0) = 2β LˆY (t, 0), t ≥ 0, P-a.s.,
which means that (Y,F) is also a solution of Eq. (2.6). Using Theorem 2.16 and Proposition 2.19,
we see immediately that (X,F) given by X = H(Y ) is a solution of Eq. (2.21).
These observations point out that for proving the assertion of the theorem it is enough to show
that, for every β ∈ [−1, 1] and any initial value y0 ∈ R, Eq. (2.23) has a unique solution and that
this solution is strong Markov.
To this end, we notice that Eq. (2.23) belongs to the well-studied class of SDEs with
generalized drift and it is easy to check that the diffusion coefficient σ = g ◦ H of Eq. (2.23)
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satisfies σ > 0 as well as that σ−2 is locally integrable. Therefore, having Remarks 2.7 and 2.17
in mind, Theorems (4.35) and (4.37) in Engelbert and Schmidt [13] (see also [10, Theorem 4])
imply, for β ∈ (−1, 1) and arbitrary initial value y0 ∈ R, the existence of a unique solution of
Eq. (2.23). Moreover, this solution is known to be a strong Markov process (see [10, Remarks
after Theorem 4], or [13, Corollary 4.38]).
To prove the claim for |β| = 1, first we give an additional lemma. It states that in case of
β = 1 (resp. β = −1), assuming a solution to Eq. (2.23) exists, this solution is non-negative
(resp. non-positive) after it has hit zero. We emphasize the fact that this lemma is also valid when
we replace σ = g◦H by an arbitrary (universally) measurable diffusion coefficient in Eq. (2.23).
In case of σ ≡ 1, Harrison and Shepp [15, Section 3], proved the analogous result. (For σ which
is bounded above and below by a positive constant we also refer to [4, Theorem 3.3].)
Lemma 2.24. For β = 1 (resp. β = −1) let (Y,F) be a solution to Eq. (2.23) and set
τ := inf{t ≥ 0 : Yt = 0}. Then, it holds Yτ+t ≥ 0, t ≥ 0, P-a.s. (resp. Yτ+t ≤ 0, t ≥ 0,
P-a.s.) on {τ < +∞}.
Proof. In case β = 1, for any solution (Y,F) of Eq. (2.23) via (A.4) we obtain
LY+(t, 0)− LY−(t, 0) = 2β LˆY (t, 0) = LY+(t, 0)+ LY−(t, 0), t ≥ 0, P-a.s.
This implies that the left local time of Y in zero vanishes: LY−(t, 0) = 0, t ≥ 0,P-a.s. Therefore,
it is LˆY (t, 0) = 1/2 LY+(t, 0), t ≥ 0,P-a.s.
Now, for a non-negative initial value y0 ≥ 0, we obtain via the Tanaka formula (apply (A.1)
for f (x) = x− = −(x ∧ 0), x ∈ R)
Y−t = y−0 −
 t
0
1(−∞,0](Ys) dYs + 12 L
Y+(t, 0)
= −
 t
0
1(−∞,0](Ys) σ (Ys) dBs, t ≥ 0, P-a.s.
But this means that Y− is a non-negative continuous local martingale started at zero, which
implies Y−t = 0, t ≥ 0, P-a.s. immediately and, hence, Yt ≥ 0, t ≥ 0, P-a.s.
In case of a negative initial value y0 < 0, the assertion also follows since, using the trace of
the underlying probability space with respect to Ω = {τ < +∞}, the process (Yτ+t )t≥0 adapted
toF = (Fτ+t ∩ Ω)t≥0 is again a solution to Eq. (2.23) started at zero.
The case β = −1 is treated similarly. 
Now, Lemma 2.24 allows us to use Schmidt [20, Theorems 1 and 2], and we deduce for β = 1
(resp. β = −1) that for every initial point y0 ≥ 0 (resp. y0 ≤ 0) there exists a unique solution
to Eq. (2.23). By an elementary combination of the results of Engelbert and Schmidt [10,13] and
Schmidt [20] it can be seen that in case of β = 1 (resp. β = −1) also for y0 < 0 (resp. y0 > 0)
there exists a unique solution of (2.23). Additionally, it can be shown that the solution is a strong
Markov process, too.
We emphasize that for β = 1 and x0 ≥ 0 (resp. β = −1 and x0 ≤ 0) the solution
of Eq. (2.21) is non-negative (resp. non-positive) which is an immediate consequence of the
analogous behaviour of the corresponding solution of Eq. (2.23), as argued above, and the fact
H([0,+∞)) = [0,+∞) (resp. H((−∞, 0]) = (−∞, 0]). 
For |β| > 1 we remark that there is no solution to Eq. (2.21). Because of the equivalence
between Eqs. (2.21) and (2.23), which we have established with the help of the space
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transformations G and H in the proof of Theorem 2.22, we only need to argue that for |β| > 1
there does not exist any solution of Eq. (2.23). But this follows from the subsequent Lemma 2.25
and the fact that if there was a solution not started at zero, it would reach zero with probability
one. Indeed, if (Y,F) is a solution to Eq. (2.23), then by Theorem 2.16 and Lemma 2.3 |H(Y )|
is a δ-dimensional Bessel process, which implies immediately that Y reaches zero almost surely.
But considering Y from the first time of hitting zero on, it constitutes a solution of Eq. (2.23)
started at zero.
As Lemma 2.24, the next lemma is also of own interest. Therefore, we formulate it for
an arbitrary diffusion coefficient. For σ ≡ 1 Lemma 2.25 contains the corresponding result
of [15, Section 3]. (For σ which is bounded above and below by a positive constant see also
[4, Theorem 3.2].)
Lemma 2.25. Consider Eq. (2.23) with an arbitrary (universally) measurable diffusion
coefficient σ . If it holds σ(0) ≠ 0, then for |β| > 1 there is no solution to Eq. (2.23) started
at y0 = 0.
Proof. Suppose that there exists a solution (Y,F) to Eq. (2.23) with initial value y0 = 0. Then
by (A.4) we obtain
LY+(t, 0)− LY−(t, 0) = 2β LˆY (t, 0) = β (LY+(t, 0)+ LY−(t, 0)), t ≥ 0, P-a.s.
Since we have assumed |β| > 1, it follows
LY+(t, 0) =
1+ β
1− β L
Y−(t, 0) ≤ 0, t ≥ 0, P-a.s.
Hence, the local times of Y in zero vanish: LY±(t, 0) = 0, t ≥ 0,P-a.s. Using the Tanaka formula
(apply (A.1) for f (x) = x+ = x ∨ 0, x ∈ R), we get
Y+t =
 t
0
1(0,+∞)(Ys) σ (Ys) dBs, t ≥ 0, P-a.s.
Therefore, Y+t = 0, t ≥ 0,P-a.s. Similarly, one shows Y−t = 0, t ≥ 0,P-a.s. and we can
conclude Yt = 0, t ≥ 0,P-a.s. But this is only possible if σ(0) = 0. 
Remark 2.26. (i) For later use we remark that if we take a non-negative (resp. non-positive)
solution of Eq. (1.1), then it is a solution of Eq. (2.21) for β = 1 (resp. β = −1) and therefore
unique.
(ii) For β ∈ (−1, 1] (resp. β ∈ [−1, 1)) we can express the right-hand side of the second
line in Eq. (2.21) likewise by using L Xm(t, 0) (resp. L
X
m(t, 0−)) instead of Lˆ Xm(t, 0) to fix the
jump size. But then β must be replaced by a different parameter α = β
(1+β) ∈

−∞, 12
 
resp.
α = β
(1−β) ∈

− 12 ,+∞

.
The solution X of (2.21) can be informally described as follows. It starts at x0 and after each
time it reaches zero, it goes in the positive direction with probability p = (1 + β)/2 and in the
negative direction with probability 1 − p. In case β = 0, which implies p = 1/2, we observe
a symmetric behaviour. This informal description can be put on a firm basis using the excursion
theory and it leads to the following definition. Moreover, this behaviour of X is analogous to
the behaviour of the well-known skew Brownian motion with parameter β = 2p − 1. Also
note, if we replace the diffusion coefficient of Eq. (2.23) by σ ≡ 1, then the skew Brownian
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motion with parameter β is the unique solution of this equation and Walsh showed in [24] that it
possesses a discontinuous local time in the state variable at zero. Moreover, applying (A.4), we
see immediately that any skew Brownian motion solves Eq. (2.6) with σ ≡ 1. For more details
on skew Brownian motions we refer to Harrison and Shepp [15] as well as to Lejay [18] and all
the references given therein.
Definition 2.27. Let x0 ∈ R. For β ∈ [−1, 1] we call the unique solution of Eq. (2.21) skew
δ-dimensional Bessel process with skewness parameter β started at x0. For β = 0 we also refer
to the unique solution of Eq. (2.21) as symmetric δ-dimensional Bessel process started at x0.
To underline the role of the symmetric δ-dimensional Bessel process in the set of solutions to
Eq. (1.1), we give the following theorem.
Theorem 2.28. The symmetric δ-dimensional Bessel process is the unique solution (X,F) of
Eq. (1.1) with continuous local time L Xm . Moreover, this solution is pathwise
3 unique and strong.4
Proof. Of course, the symmetric δ-dimensional Bessel process (X,F) is a solution of Eq. (1.1)
with continuous local time L Xm (see also Remark 2.20). Vice versa, a solution (X,F) of Eq. (1.1)
with continuous local time L Xm fulfils Eq. (2.21) with β = 0 and is therefore the symmetric
δ-dimensional Bessel process.
Furthermore, for β = 0 Eq. (2.23) associated with Eq. (2.21) becomes in this case
Yt = y0 +
 t
0
σ(Ys) dBs . (2.29)
Moreover, we have σ(x) = σ(|x |), σ is strictly positive on (0,+∞), Lipschitz continuous on
every interval [ε, b] with 0 < ε < b and σ−2 is continuous on [0,+∞), where σ−2(0) = 0.
This means, σ satisfies the conditions of Beghdadi-Sakrani [5, Theorem 5.1], which shows that
pathwise uniqueness holds for Eq. (2.29). Since G is a bijection and transforms a solution of
Eq. (2.21) with β = 0 into a solution of Eq. (2.29), it follows that the solution of Eq. (2.21) with
β = 0, the symmetric δ-dimensional Bessel process, is also pathwise unique.
Finally, from the well-known Yamada–Watanabe theorem (see [27]) we derive that the
symmetric δ-dimensional Bessel process is strong. 
Remark 2.30. (i) Unfortunately, the question whether for arbitrary β ∈ (−1, 1)\{0} the solution
of Eq. (2.21) is also pathwise unique and strong is still an open problem. The cases β = 1 and
β = −1 are discussed in Section 3.
(ii) To use Eq. (2.21) or equivalently Eq. (2.23) to control the jump size of the local time
appearing in Eq. (2.6) is of course not the only possibility. Barlow et al. [2] introduced the so
called variably skewed Brownian motion which is the (pathwise) unique (strong) solution of
Yt = y0 + Bt + (LˆY (t, 0)), t ≥ 0,
where is a differentiable function with (0) = 0 and −1 < ′ < 1. Their construction of a
solution demonstrated in [2, Proposition 2.2], can be easily adapted to obtain a solution of
3 There is pathwise uniqueness if whenever we have two solutions given on the same probability space with respect to
the same Brownian motion, then the solutions are indistinguishable.
4 A solution is said to be strong if it is adapted to the filtration generated by the driving Brownian motion and completed
with respect to P.
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Yt = y0 +
 t
0
σ(Ys) dBs + (LˆY (t, 0)), t ≥ 0, (2.31)
where σ is defined as in Eq. (2.6). In their proof one just has to use the solution Y of (2.23)
obtained for β = 0 instead of a Brownian motion. For linear we notice that (2.31) coincides
with Eq. (2.23). Taking a solution (Y,F) of (2.31), then it clearly holds
LY+(t, 0)− LY−(t, 0) = 2 (LˆY (t, 0)), t ≥ 0, P-a.s.
and so, by Theorem 2.16 and Proposition 2.19, the process (X,F) = (H(Y ),F) is as well a
solution of Eq. (1.1) satisfying
L Xm(t, 0)− L Xm(t, 0−) = 2 (Lˆ Xm(t, 0)), t ≥ 0, P-a.s.
In general, every continuous semimartingale (Y,F) with decomposition
Yt = y0 +
 t
0
σ(Ys) dBs + Vt , t ≥ 0,
such that
Vt =
 t
0
1{0}(Ys) dVs, t ≥ 0, P-a.s.
can be used in the sense of Theorem 2.16 to obtain a solution of Eq. (1.1).
3. An alternative introduction of the δ-dimensional Bessel process
In this part, we want to point out that our observations, especially Theorem 2.22, entail an
alternative way to introduce the Bessel process of dimension δ ∈ (1, 2).
The classical way to define a δ-dimensional Bessel process in the context of SDEs is to
consider first the equation
Z t = z0 + 2
 t
0
|Zs | dBs + δt, (3.1)
where z0 ≥ 0. It is known that Eq. (3.1) has a (pathwise) unique (strong) solution which is
moreover non-negative (see Revuz and Yor [19, Chapter XI, Section 1]). The solution Z of
Eq. (3.1) is called the square of a δ-dimensional Bessel process started at z0. The Bessel process
X with initial value x0 ≥ 0 is then defined as the square root of the solution Z of Eq. (3.1) with
initial value z0 = x20 : X =
√
Z . Working with an approximation similar to the one used in the
proof of Theorem 2.5, which is necessary since the function f (x) = √x , x ∈ [0,+∞), due to its
behaviour in zero, does not satisfy the assumptions of the classical or generalized Itoˆ formula, one
can deduce that X satisfies Eq. (1.1). Conversely, taking any solution of Eq. (1.1) and squaring
it, we obtain the unique solution of (3.1) which follows immediately from an application of the
Itoˆ formula. Exploiting these relations between Eqs. (1.1) and (3.1), one can further deduce that
the Bessel process X is the pathwise unique strong non-negative solution of Eq. (1.1) (cf. Cherny
[7, Theorem 3.2(i)]).
Alternatively, we have Theorem 2.22 at our hand and so, for δ ∈ (1, 2) and initial value
x0 ≥ 0, we can define the δ-dimensional Bessel process started at x0 as the unique (in law)
solution (X,F) of Eq. (2.21) for β = 1. Then (X,F) is non-negative and therefore, by referring
to Remark 2.26(i), it is also the unique non-negative solution of Eq. (1.1). In other words and
which is shown in the proof of Theorem 2.22, we have derived (X,F), the unique non-negative
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solution of Eq. (1.1), not with the help of Eq. (3.1) but by using Eq. (2.23) with β = 1. That is
to say, the δ-dimensional Bessel process corresponds to the skew δ-dimensional Bessel process
with skewness parameter β = 1.
To show, without resorting to Eq. (3.1), that (X,F) is also pathwise unique and, therefore,
by the well-known Yamada–Watanabe theorem (see [27]), a strong solution of Eq. (1.1), we
can simply argue as follows. Let (X1,F1) and (X2,F2) be two non-negative solutions of Eq.
(1.1) given on the same probability space (Ω ,F ,P) with respect to the same Brownian motion
B then
X1t − X2t =
 t
0
δ − 1
2

1
X1s
− 1
X2s

ds, t ≥ 0.
Applying the Tanaka formula (cf. (A.1) for f (x) = |x |, x ∈ R) and noting that the local time
L X
1−X2+ (t, 0) of X1 − X2 vanishes, for t ≥ 0 we deduce P-a.s.
|X1t − X2t | =
 t
0
sgn(X1s − X2s )
δ − 1
2

1
X1s
− 1
X2s

ds + L X1−X2+ (t, 0)
=
 t
0
1− δ
2
|X1s − X2s |
X1s X2s
ds
≤ 0
and hence X1t = X2t , t ≥ 0,P-a.s.
Note that with the same arguments it can be shown as well that for β = −1 and initial value
x0 ≤ 0 the solution of Eq. (2.21) is non-positive, pathwise unique and strong. Equivalently,
this means that for x0 ≤ 0 Eq. (1.1) possesses a pathwise unique strong non-positive
solution.
4. The scale function, the speed measure and the infinitesimal generator of a skew Bessel
process
Already in Theorem 2.22 we have stated that the skew δ-dimensional Bessel processes are
strong Markov. Moreover, for β ∈ (−1, 1) their state space is the whole real line and they are
regular, which we shortly reason below. In case of β = 1 (resp. β = −1) for the sake of regularity
we only consider the half line [0,+∞) (resp. (−∞, 0]) as state space, i.e., particularly we only
deal with non-negative (resp. non-positive) initial values.
In the context of strong Markov processes, it is appropriate to specify the scale functions
and speed measures as well as the infinitesimal generators of the skew δ-dimensional Bessel
processes. For the convenience of the reader we shortly recall the notion of the scale function
and speed measure. Additionally, we refer to Revuz and Yor [19, Chapter VII].
Let us fix β ∈ [−1, 1]. The scale function S of a skew δ-dimensional Bessel processes X with
skewness parameter β regarded as a strong Markov process is defined (uniquely up to an affine
transformation) on the state space of X and satisfies for all a < x < b
P({τb < τa}) = S(x)− S(a)S(b)− S(a)
when X starts at the initial value x , where τa = inf{t ≥ 0 : X t = a} is the first hitting time of
the point a.
The corresponding speed measure m characterizes the expected exit time of X from any open
interval (a, b) of the state space of X . More precisely, for a < x < b we denote by
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G(a,b)(x, y) =

(S(x)− S(a))(S(b)− S(y))
S(b)− S(a) , a ≤ x ≤ y ≤ b,
(S(y)− S(a))(S(b)− S(x))
S(b)− S(a) , a ≤ y ≤ x ≤ b,
the Green function. Then we have
E[τ(a,b)] = 2
 b
a
G(a,b)(x, y)m(dy),
where τ(a,b) = inf{t ≥ 0 : X t ∉ (a, b)} is the first exit time of X started at x from the interval
(a, b).
To determine the scale function and the corresponding speed measure of a skew δ-dimensional
Bessel process, we recall that, for β ∈ (−1, 1) and arbitrary initial point x0 ∈ R, we have shown
that there exists a unique solution to Eq. (2.21) by reducing Eq. (2.21) to Eq. (2.23) in the proof
of Theorem 2.22. This was done with the help of the bijection G and its inverse H .
Using in addition the invertible function K and its symmetric derivative k given by
K (x) =

(1− β) x, x ≥ 0,
(1+ β) x, x < 0, k(x) =
(1− β), x > 0,1, x = 0,
(1+ β), x < 0,
and applying the generalized Itoˆ formula for the symmetric local time, it can be shown (see
e.g. Engelbert and Schmidt [13, Proposition 4.29]) that solving Eq. (2.23) is equivalent to
solving
Z t = z0 +
 t
0
κ(Zs) dBs, (4.1)
where z0 = K (y0) and, with the inverse L of K ,
κ(x) = (k σ) ◦ L(x) =

(1− β)

2− δ
1− β x
 1−δ
2−δ
, x ≥ 0,
(1+ β)

2− δ
1+ β |x |
 1−δ
2−δ
, x < 0,
More detailed, if (Y,F) is a solution to Eq. (2.23), then (Z ,F) given by Z = K (Y ) is a solution
to Eq. (4.1) starting at z0 = K (y0). Conversely, if (Z ,F) is a solution to Eq. (4.1) starting at
z0 = K (y0), then, setting Y = L(Z), we obtain a solution (Y,F) to Eq. (2.23) with initial
value y0.
We remark that for the diffusion coefficient κ similar comments as in Remarks 2.7 and 2.17
concerning the singularity in zero apply.
Clearly, κ−2 is locally integrable and κ > 0. Therefore, we know from [13, Theorems 4.17
and 4.22], that for every initial value z ∈ R Eq. (4.1) possesses a unique solution (Z ,F) and that
this solution is strong Markov (see also [10, Theorem 2 and Remark(vii) after Theorem 4]).
The scale function SZ of Z is given by SZ (x) = x, x ∈ R, and the corresponding speed
measure m Z is defined on R by the density κ−2 with respect to the Lebesgue measure (see
[13, Corollary 4.23]). Moreover, Z does not have any absorbing points (see [13, Corollary 4.20])
and is therefore regular on R (see [12], Proposition (1.22) combined with Proposition 1.26(ii)).
Since, as pointed out above and in Theorem 2.22, X = H(L(Z)) is the skew δ-dimensional
Bessel processes with skewness parameter β, X is also regular and its scale function S on R
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is given by S = SZ ◦ K ◦ G. Furthermore, the corresponding speed measure m of X on R
is the image of m Z by the transformation H ◦ L . Hence, by a straightforward computation, it
follows
S(x) =

1− β
2− δ x
2−δ, x ≥ 0,
−1+ β
2− δ |x |
2−δ, x < 0,
and
m(dx) =

(1− β)−1 xδ−1 dx, x ≥ 0,
(1+ β)−1 |x |δ−1dx , x < 0.
The probability that the skew δ-dimensional Bessel processes X with skewness parameter β
started at x0 ∈ (a, b) leaves the interval (a, b) at its right end point b can be calculated with
the help of the scale function. Hence, we see that the constants 1 − β and 1 + β appearing in
the expression of the scale function precisely describe the fact, already explained before, that
X goes to the positive half-line with probability p = (1 + β)/2 and to the negative half-line
with probability 1 − p = (1 − β)/2 after each time X reaches zero. Moreover, since the speed
measure determines the expected time of X needed to leave an interval when started inside, the
occurrence of the constants 1− β and 1+ β in the definition of m is caused by the same effect.
Summarizing, for δ ∈ (1, 2) and β ∈ (−1, 1) we deduce the scale functions and speed
measures (up to linear transformations) of the class of diffusion processes introduced by
Watanabe in [26, Remark 3]. Hence, the corresponding processes possess the same laws.
For β = 1 (resp. β = −1) the scale function and the corresponding speed measure are well-
known. Indeed, for β = 1 and x0 ≥ 0 the solution X to Eq. (2.21) is the δ-dimensional Bessel
process and for β = −1 the solution starting at −x0 ≤ 0 is given by −X . Hence, the scale
function and the speed measure can be chosen on [0,+∞) (resp. (−∞, 0]) by
S(x) = 1
2− δ sgn(x) |x |
2−δ and m(dx) = |x |δ−1 dx .
Note, for β = 1 (resp. β = −1) X is immediately reflected to the positive (resp. negative)
half-line at zero and for the above probability p holds p = 1 (resp. p = 0).
Now we deal with the infinitesimal generator. More precisely, denoting by C0 the set of
continuous real functions which vanish at infinity, we use Dynkin [9, Theorem 16.11], and
determine the C0-infinitesimal generator of a skew δ-dimensional Bessel process with skewness
parameter β ∈ (−1, 1). For the definition of the C0-infinitesimal generator we refer to
[9, Section 2.11]. Moreover, we remark that the reader will find the notion C ′-infinitesimal
generator in [9, Theorem 16.11], where C ′ is introduced in [9, Section 16.14]. But in case of
skew δ-dimensional Bessel-processes the spaces C0 and C ′ coincide.
We claim that the C0-infinitesimal generator G of a δ-dimensional Bessel process with
skewness parameter β ∈ (−1, 1) is given by
G f (x) = 1
2
d2
dx2
f (x)+ δ − 1
2 x
d
dx
f (x), x ≠ 0,
and
G f (0) = lim
h↓0 G f (h)
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acting on the domain
D(G)=

f ∈ C0 ∩ C2(R \ {0}) : (1− β) lim
h↑0 f
′(h) |h|δ−1=(1+ β) lim
h↓0 f
′(h) hδ−1∈R,
lim
h↑0

f ′′(h)+ δ − 1
h
f ′(h)

= lim
h↓0

f ′′(h)+ δ − 1
h
f ′(h)

∈ R, G f ∈ C0

,
where C2(R \ {0}) is the set of real functions which are twice continuously differentiable on
R \ {0}.
To show that our claims concerning the C0-infinitesimal generator G and its domainD(G) are
correct, we follow [9, Theorem 16.11], and determine G and D(G) from the scale function S and
the speed measure m. To that purpose, we introduce the derivative with respect to a monotone
function p. The notation D+p f (resp. D−p f ) stands for the right (resp. left) p-derivative of f
defined, if it exists, by
D+p f (x) = lim
h↓0( f (x + h)− f (x))/(p(x + h)− p(x))
resp. D−p f (x) = lim
h↑0( f (x + h)− f (x))/(p(x + h)− p(x))

.
In case D+p f (x) = D−p f (x) we say that f is differentiable with respect to p at x and denote the
common value by Dp f (x). For p we use particularly the strictly increasing scale function S and
the strictly increasing distribution function
M(x) = m([0, x])1[0,+∞)(x)− m((x, 0))1(−∞,0)(x), x ∈ R,
of the speed measure m.
Having available these notations, we can use [9, Theorem 16.11], from which we conclude
that the C0-infinitesimal generator of a δ-dimensional Bessel process with skewness parameter
β is given by
G f = 1
2
DM DS f, f ∈ D(G). (4.2)
Moreover, the domain D(G) of G is characterized in [9, Theorem 16.11 after (16.47)]. In our
case we obtain that D(G) coincides with the set of all functions f ∈ C0 such that f satisfies
the following conditions. For f certain smoothness criteria must hold (consult also [9, Section
15.12]). The right and left S-derivatives D±S f (x) must exist for all x ∈ R and D+S f (resp. D−S f )
must be continuous from the right (resp. left). Additionally, since m is absolutely continuous
with respect to the Lebesgue measure, it must hold D+S f (x) = D−S f (x), x ∈ R. Summarizing
that is to say, f must be continuously differentiable with respect to S. Furthermore, DS f must
be continuously differentiable with respect to M and we require G f ∈ C0. Hence, it is
D(G) = { f ∈ C0 : f is continuously differentiable with respect to S,
DS f is continuously differentiable with respect toM, G f ∈ C0}. (4.3)
Therefore, to prove our claims concerning G and D(G), we determine the expressions on the
right-hand side in (4.2) and in (4.3).
Using the fact that S is continuously differentiable on R \ {0} with a not vanishing derivative,
we obtain that the requirement in (4.3) that f ∈ C0 is continuously differentiable with respect to
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S on R \ {0} holds if and only if f is continuously differentiable on R \ {0}. Moreover, for such
an f we get on R \ {0}
DS f (x) =

f ′(x) x
δ−1
1− β , x > 0,
f ′(x) |x |
δ−1
1+ β , x < 0.
Additionally, we must have differentiability of f with respect to S also in zero and continuity
of DS f must hold in zero as well, i.e., DS f (0) = limh↓0 DS f (h) = limh↑0 DS f (h). But if we
require that the last two limits exist and that they have the same finite value, which means
lim
h→0 f
′(h) |h|δ−1 ∈ R and (1− β) lim
h↑0 f
′(h) |h|δ−1 = (1+ β) lim
h↓0 f
′(h) hδ−1,
then it follows that f is continuously differentiable with respect to S in zero and vice versa.
Furthermore, by (4.3) we need that the S-derivative DS f of f is continuously differentiable with
respect to M on R \ {0}. Since m possesses a density which is continuous and strictly positive on
R \ {0} and since S is twice continuously differentiable on R \ {0} with a not vanishing second
derivative onR\{0} this is equivalent to stipulate that f ′ is continuously differentiable onR\{0},
or in short f ∈ C2(R \ {0}). For f ∈ C2(R \ {0}) we can determine DM DS f on R \ {0}:
DM DS f (x) =


f ′′(x) x
δ−1
1− β + f
′(x) δ − 1
1− β x
δ−2

(1− β) x1−δ, x > 0,
f ′′(x) |x |
δ−1
1+ β + f
′(x) 1− δ
1+ β |x |
δ−2

(1+ β) |x |1−δ, x < 0,
= f ′′(x)+ f ′(x) δ − 1
x
, x ≠ 0.
Still open from (4.3) is that the function DS f must be also continuously differentiable with
respect to M in zero, i.e., DM DS f (0) exists and DM DS f (0) = limh↓0 DM DS f (h) =
limh↑0 DM DS f (h). Thereby, existence and equality of the last two limits imply that DS f
is continuously differentiable with respect to M in zero and vice versa. Summarizing our
observations, the claims concerning D(G) and G are proven.
In case of β = 1 (resp. β = −1) the infinitesimal generator G and its domain are well-known
and they can be obtained in a similar way as above (see also [9, Theorem 15.8]). The generator
is given by
G f (x) = 1
2
d2
dx2
f (x)+ δ − 1
2 x
d
dx
f (x), x ∈ (0,+∞) (resp. x ∈ (−∞, 0)),
and
G f (0) = lim
h↓0 G f (h) (resp. G f (0) = limh↑0 G f (h))
acting on the domain
D(G) =

f ∈ C0([0,+∞)) ∩ C2((0,∞)) : lim
h↓0 f
′(h) hδ−1 = 0,
lim
h↓0

f ′′(h)+ δ − 1
h
f ′(h)

∈ R, G f ∈ C0([0,+∞))

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resp. D(G) =

f ∈ C0((−∞, 0]) ∩ C2((−∞, 0)) : lim
h↑0 f
′(h) hδ−1 = 0,
lim
h↑0

f ′′(h)+ δ − 1
h
f ′(h)

∈ R, G f ∈ C0((−∞, 0])

,
where C0([0,+∞)) (resp. C0((−∞, 0])) denotes the set of continuous real functions given on
[0,+∞) (resp. (−∞, 0]) such that for f ∈ C0([0,+∞)) (resp. f ∈ C0((−∞, 0])) the limit
limx↑+∞ f (x) (resp. limx↓−∞ f (x)) is equal to zero. By C2((0,∞)) (resp. C2((−∞, 0))) we
mean the set of real functions defined on [0,∞) (resp. (−∞, 0]) which are twice continuously
differentiable on (0,∞) (resp. (−∞, 0)).
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Appendix
Let (X,F) be a continuous semimartingale on a probability space (Ω ,F ,P), i.e., X admits a
unique decomposition
X t = X0 + Mt + Vt , t ≥ 0,
where (M,F) is a continuous local martingale with M0 = 0 and (V,F) is a continuous process
whose paths are of bounded variation on every time interval [0, t] and with V0 = 0. For any
continuous local martingale (M,F) by ⟨M⟩ we denote the unique continuous increasing process
such that (M2 − ⟨M⟩,F) is a continuous local martingale and ⟨M⟩0 = 0. For a continuous
semimartingale (X,F) we set ⟨X⟩ = ⟨M⟩, where M is the continuous local martingale part of X .
We will now recall some well-known facts about continuous semimartingales. The proofs can
be found for example in [19, Chapter VI, Section 1].
There exists the right local time L X+ which is a function on [0,+∞) × R into [0,+∞) such
that for every function f which is the difference of two convex functions the generalized Itoˆ
formula holds:
f (X t ) = f (X0)+
 t
0
f ′−(Xs) dXs +
1
2
 t
0
L X+(t, y) f ′+(dy), t ≥ 0, P-a.s. (A.1)
Here, f ′+ (resp. f ′−) denotes the right (resp. left) derivative of f . Moreover, there exists a
modification of L X+ which is increasing and continuous in t as well as right-continuous in y
with limits from the left and we always use this modification.
By L X− we denote the left local time given by
L X−(t, y) = L X+(t, y−), t ≥ 0, y ∈ R,
and the symmetric local time Lˆ X is defined by
Lˆ X (t, y) =

L X+(t, y)+ L X−(t, y)

/2, t ≥ 0, y ∈ R.
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We have the so-called occupation times formula of the local times: t
0
h(Xs) d⟨X⟩s =

R
L X±(t, y) h(y) dy, t ≥ 0, P-a.s., (A.2)
which is valid for every locally integrable or non-negative measurable function h. Moreover, the
local times satisfy t
0
1{y}(Xs) L X±(ds, y) = L X±(t, y), t ≥ 0, y ∈ R, P-a.s. (A.3)
and
L X+(t, y)− L X−(t, y) = 2
 t
0
1{y}(Xs) dVs, t ≥ 0, y ∈ R, P-a.s. (A.4)
Clearly, (A.2) and (A.3) are also valid for the symmetric local time Lˆ X .
The following lemma describes the relation between the local times of a continuous
semimartingale (X,F) and the transformed semimartingale ( f (X),F) in case that f is a
semimartingale function with certain properties. This lemma is a slight modification of
[1, Lemma I.1.18], and the proof of [1] can be easily adapted to the modified situation described
here in Lemma A.5.
Lemma A.5. Let (X,F) be a continuous semimartingale. Furthermore, let f : R → R be an
absolutely continuous and strictly increasing function:
f (x) = f (0)+
 x
0
f ′(y) dy, x ∈ R.
We assume that in every point y ∈ R the function f ′ admits a limit from the right f ′(y+)
and from the left f ′(y−) in [0,+∞]. Moreover, we suppose that ( f (X),F) is a continuous
semimartingale such that
⟨ f (X)⟩t =
 t
0
( f ′(Xs±))2 d⟨X⟩s, t ≥ 0, P-a.s.
holds. Using the sets N± = {x ∈ R : f ′(x±) = +∞}, we have
L f (X)± (t, f (y)) = L X±(t, y) f ′(y±), t ≥ 0, y ∈ R \ N±, P-a.s.
The next theorem is a useful convergence result.
Theorem A.6. Let (X,F) be a continuous semimartingale with decomposition
X t = X0 + Mt + Vt , t ≥ 0, P-a.s.
Furthermore, let fn, n ∈ N, f and h be measurable real functions with
lim
n→∞ fn = f λ-a.e.
5
and
| fn| ≤ h λ-a.e., n ∈ N.
5 λ denotes the Lebesgue measure.
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Moreover, we assume t
0
h2(Xs) d⟨M⟩s < +∞, t ≥ 0, P-a.s.
Then the stochastic integrals of fn(X), n ∈ N, and f (X) with respect to M are well-defined and
we have for every t ≥ 0
lim
n→∞ sup0≤s≤t
 s
0
fn(Xu) dMu −
 s
0
f (Xu) dMu
 = 0
in probability.
Proof. We remind of ⟨X⟩ = ⟨M⟩. Using the occupation times formula (A.2), we get t
0
f 2n (Xs) d⟨M⟩s ≤
 t
0
h2(Ms) d⟨X⟩s < +∞,
t ≥ 0, P-a.s. and by observing | f | ≤ h t
0
f 2(Xs) d⟨M⟩s < +∞, t ≥ 0, P-a.s.
This means, as claimed, that the stochastic integrals are well-defined.
By our assumptions we deduce
lim
n→∞ | fn(y)− f (y)|
2 L X+(t, y) = 0 λ-a.e., t ≥ 0,
and
| fn(y)− f (y)|2 L X+(t, y) ≤ 4h2(y) L X+(t, y) λ-a.e., t ≥ 0, n ∈ N.
This together with
R
4h2(y) L X+(t, y) dy =
 t
0
4h2(Xs) d⟨M⟩s < +∞,
t ≥ 0,P-a.s., where we again applied the occupation times formula (A.2), justifies by means of
Lebesgue’s dominated convergence theorem for every t ≥ 0 P-a.s.
lim
n→+∞
 t
0
| fn(Xs)− f (Xs)|2 d⟨M⟩s = lim
n→+∞

R
| fn(y)− f (y)|2 L X+(t, y) dy
= 0.
Finally, the assertion follows from [16, Proposition 3.2.26]. 
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