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La Réalité Augmentée Spatiale (RAS) permet d’enrichir
des objets du monde réel par apposition d’informations
numériques à l’aide de vidéo-projecteurs. Elle présente
un fort potentiel pour introduire de nouvelles techniques
d’interaction, car la co-localisation de l’espace de rendu et
de l’espace d’interaction dans le monde réel permet de se
baser sur nos habitudes spontanées, comme l’interaction
directe avec les mains. Nous proposons la Lampe
torche magique, une nouvelle interaction à six degrés
de libertés destinée à améliorer l’analyse visuelle d’un
objet réel grâce à l’apposition sélective d’informations
numériques par le biais de la RAS. Cette interaction
fait référence à une triple métaphore de lampe torche
: la zone à inspecter déterminée par le spot lumineux,
l’angle d’inspection caractérisé par la direction de la
lampe torche, et l’intensité de la visualisation déterminée
par la distance entre la lampe torche et l’objet ”éclairé”.
Grâce à une numérisation 3D préalable de l’objet et une
analyse géométrique multi-échelle de sa surface, nous
augmentons l’objet réel avec une visualisation expressive
qui met en évidence les détails de l’objet, tels que les
courbures, à différentes échelles et selon différents angles.
Une première étude utilisateur exploratoire montre que sur
une stèle égyptienne comportant une inscription peu visi-
ble à l’oeil nu, notre technique permet d’améliorer la lis-
ibilité sans perdre le lien entre l’objet réel et les informa-
tions abstraites.
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MOTIVATION
L’analyse et l’inspection d’objets réels, comme par exem-
ple la lecture d’inscriptions sur des objets du patrimoine,
est souvent rendue difficile à cause de l’érosion subie
ou à cause des conditions d’éclairage défavorables. Afin
de mieux analyser le patrimoine, les archéologues pren-
nent souvent des empreintes des objets pour les analyser
en conditions laboratoire ou, pour des objets conservés
en plein air, se rendent sur place la nuit avec des lam-
pes torches afin de limiter la trop forte lumière ambiante
du soleil et de pouvoir contrôler aisément la direction et
l’intensité des sources lumineuses.
La démocratisation des techniques d’acquisition 3D telles
que les scanners laser [12], et plus récemment la pho-
togrammétrie [13], et leurs utilisations dans les sciences
humaines et sociales telle que l’archéologie, ont conduit
à la possibilité d’une analyse virtuelle des objets. Grâce
à une connaissance des caractéristiques géométriques de
l’objet, telles que les courbures (concavités, convexités),
il est possible de mettre en avant certains détails pertinents
des objets en les exagérant lors de la visualisation. Cette
visualisation appelée expressive a reçue un intérêt crois-
sant lors de la dernière décennie, et plusieurs techniques
appliquées à l’analyse du patrimoine ont été proposées :
basées sur l’accessibilité des cavités [16], des courbures
[20], et également des courbures à plusieurs échelles [1,
15].
Or, l’analyse virtuelle des objets a deux principaux in-
convénients. Premièrement, l’objet 3D virtuel étudié à
l’écran est décorrélé de l’objet réel. Certaines inspections
se font mieux en réel et d’autres en virtuel : il faut toujours
basculer entre l’objet réel et sa représentation en virtuel,
et établir un lien entre l’objet réel et virtuel demande
un effort cognitif supplémentaire [6]. Deuxièmement,
l’interaction pour la visualisation des objets 3D virtuels se
fait généralement avec la souris, qui manipule indirecte-
ment une image de l’objet 3D. Par conséquent, les espaces
d’interaction et de visualisation ne coı̈ncident pas et n’ont
pas la même dimensionnalité.
Dans cet article, nous proposons une solution qui réduit
ces deux inconvénients avec une approche qui reçoit
une attention croissante : la réalité augmentée spatiale
(RAS) [18, 3], également appelée projection mapping
dans l’industrie. La RAS permet de projeter des ap-
parences virtuelles sur des objets physiques via un ou
plusieurs vidéo-projecteurs. Pour interagir avec ces infor-
mations projetées, nous utilisons une interface à six degrés
de libertés, qui est un prop selon le modèle de Hinck-
ley [9]. L’interaction et la visualisation sont donc co-
localisées en 3D : l’utilisateur pointe directement l’objet
physique en simulant l’utilisation d’une lampe torche, car-
actérisant parfaitement une interface tangible [10].
Nous appelons notre interacteur tangible la Lampe
torche magique, car elle permet d’améliorer l’analyse
visuelle d’un objet réel grâce à l’apposition sélective
d’informations numériques en RAS. Ces informations
sont obtenues via une numérisation 3D préalable de
l’objet et une analyse géométrique multi-échelle de sa sur-
face [15]. L’interacteur n’émettant aucune lumière, nous
simulons cet effet grâce au vidéo-projecteur, et nous al-
lons bien au-delà. En effet, nous augmentons l’objet réel
avec une visualisation expressive qui met en évidence
les détails de l’objet tels que les courbures, à différentes
échelles.
Contrairement à Wang et al. [21], nous utilisons les
informations 3D du support à augmenter grâce à une
numérisation préalable. Nous ne sommes donc pas limités
à des informations 2D.
Les applications de notre Lampe torche magique sont
nombreuses. Par exemple, en plus de l’analyse
géométrique d’objets réels en laboratoire, des musées
souhaitent l’expérimenter pour leurs expositions ouvertes
au grand public.
La suite de l’article est structurée comme suit. Nous
présentons d’abord la mise en œuvre de la Lampe
torche magique, suivi par une description détaillée de
l’interaction tangible utilisée. Nous présentons ensuite
une première étude utilisateur exploratoire, puis les con-
textes d’applications. Pour finir, nous mettons notre ap-
proche en relation avec des travaux précédents, avant de
conclure et de présenter des axes pour des travaux futurs.
LA LAMPE TORCHE MAGIQUE
Dans cette section, nous présentons la Lampe torche mag-
ique, et plus précisément le matériel utilisé, la méthode
proposée pour l’acquisition 3D préalable de l’objet, ainsi
que les différents modes de visualisation employés.
Le matériel utilisé
Au stade actuel, la Lampe torche magique est configurée
pour un objet réel qui se trouve à une position fixe pour
un seul vidéo-projecteur avec position fixe également.
Il est possible d’étendre le système à plusieurs vidéo-
projecteurs [18]. Les 5 composants principaux nécessaires
sont illustrés en Figure 1.
Pour inspecter un objet réel (item 1), l’utilisateur
tient dans sa main dominante une interface tangible
représentant une lampe torche (item 2), dont la position
et l’orientation dans l’espace sont captées par rapport à
un émetteur de champs électromagnétique (item 3). Afin
d’améliorer l’analyse visuelle de l’objet réel, des informa-
tions supplémentaires issues de l’analyse géométrique de
l’objet sont projetées grâce à un vidéo-projecteur (item 4).
Figure 1. La Lampe torche magique dans sa configuration matérielle
La calibration du vidéo-projecteur avec l’objet réel est ef-
fectuée au préalable, en utilisant une simple caméra (item
5) [2].
Dans notre configuration actuelle, nous utilisons le
système de tracking électromagnétique RazerHydra
(items 2 et 3), un vidéo-projecteur Qumi Q5 à 500 lu-
mens (item 4) placé à une distance de 70cm de l’objet, et
une caméra PlayStation Eye (item 5). Notre configuration
permet de travailler avec des objets réels d’un diamètre
compris entre 5cm et 40cm environ.
L’acquisition préalable de l’objet 3D
Notre Lampe torche magique utilise une représentation 3D
de l’objet. Nous nous appuyons directement sur une sur-
face définie par un nuage de points non-structuré, tel que
généré par des scanners 3D [12] ou par photogrammétrie
[13]. Dans tous les exemples de cet article, la surface a
été reconstruite par photogrammétrie à partir d’une cin-
quantaine de photos prises avec un appareil photo reflex
numérique Canon D30, résultant en un nuage de points
d’environ cinq cents mille échantillons après décimation.
L’acquisition 3D préalable de l’objet permet d’analyser
la surface en pré-traitement de manière précise et sta-
ble. Nous pouvons par exemple distinguer les détails de
l’érosion.
Les modes de visualisations
L’objectif étant de permettre aux utilisateurs d’explorer un
objet en détail, nous utilisons des techniques permettant
de mettre en avant le relief de l’objet. Plus précisément,
nous avons mis en place deux modes de visualisation, un
mode de visualisation directe de la courbure [15] et un
mode de visualisation expressive par Radiance Scaling
[20].
Mode 1 : Visualisation directe de la courbure
Le premier mode est la visualisation directe des courbu-
res par différentes couleurs. Les convexités sont colorées
en rouge, et les concavités en bleu. Afin de favoriser la
Figure 2. Mode 1 : Visualisation multi-échelle de la courbure.
Figure 3. Mode 2 : Visualisation expressive par Radiance Scaling
avec accentuation des zones à fortes courbures.
distinction de différentes valeurs de courbures par satura-
tion différente des couleurs rouge et bleu, nous utilisons
une fonction de transfert permettant de convertir toutes
les valeurs des courbures c (ensemble des réels R) vers
l’intervalle [−1, 1] : c′ = tanh( c
dist
), c′ ∈ [−1, 1], c ∈
R, dist ∈ N∗ avec le paramètre dist à ajuster, comme ex-
pliqué dans la section suivante.
Il est important de noter qu’en chacun des points de la
surface, la courbure varie en fonction de l’échelle. En ef-
fet, nous travaillons avec une courbure d’une zone locale
approximant un voisinage plus ou moins grand du point
sur la surface. Pour cela, nous utilisons une approxima-
tion par sphères algébriques reparamétrisées (GLS) [15].
Plus l’échelle est petite, et plus les petits détails de l’objet
seront visibles. Plus l’échelle sera grande, moins le bruit
et les aspérités seront visibles, et plus les formes générales
ressortent (Figure 2).
Mode 2 : Visualisation expressive par Radiance Scaling
Le deuxième mode est une visualisation expressive basée
sur le Radiance Scaling [20]. L’idée principale est
d’ajuster l’intensité lumineuse renvoyée par l’objet en
fonction de son matériau, de sa courbure, et de la lumière
incidente. Un paramètre supplémentaire (que nous ap-
pelons facteur de normalisation) permet d’accentuer vi-
suellement les zones à forte courbures. Cette technique
permet de mettre en valeur des zones de l’objet que l’on
ne différenciait que peu auparavant en changeant ses pro-
priétés de réflexion. Nous utilisons le Radiance Scaling
sur notre objet en simulant un matériau de type Phong [17]
(Figure 3).
Caractérisation des modes de visualisation
Nous pouvons définir chacun des deux modes de visuali-
sation présentés précédemment avec les paramètres suiv-
ants :
• CN : Ce paramètre correspond à la courbure normalisée
en fonction d’une fonction de transfert. Pour le pre-
mier mode de visualisation, ce paramètre correspond
au paramètre dist. Pour le second mode, il correspond
au facteur de normalisation mentionné précédemment,
permettant de normaliser la courbure.
• INTENSITE : Ce paramètre correspond à l’intensité
lumineuse à la surface de l’objet calculée en fonction
de l’angle entre la normale en un point de la surface
et la direction lumineuse incidente. Pour une valeur
d’intensité comprise dans l’intervalle [0, 1], 0 implique
de ne voir que l’objet réel, et 1 implique de ne voir que
sa version virtuelle.
• ECHELLE : Ce paramètre correspond à l’échelle
utilisée pour calculer les courbures.
L’INTERACTION TANGIBLE AVEC LA LAMPE TORCHE
MAGIQUE
Caractérisation d’une lampe torche réelle
Afin de comprendre la métaphore de la Lampe torche
magique que nous avons conçue, rappelons d’abord les
principes de l’éclairage d’un objet avec une lampe torche
classique. Pour cela, nous proposons 3 caractéristiques
issues d’une vraie lampe torche :
• SPOT : Cette caractéristique correspond au spot lu-
mineux sur l’objet émis par la lampe torche. Un point
sur l’objet est éclairé et influencé par la lampe seule-
ment s’il appartient à ce spot lumineux.
• ANGLE : Cette caractéristique représente l’angle entre
la direction de la lampe (donc de la lumière incidente)
et la normale en un point de la surface de l’objet. Cet
angle influe sur l’intensité lumineuse en ce point.
• DISTANCE : Cette caractéristique correspond à la dis-
tance entre un point de la surface de l’objet et la po-
sition de la lampe. Cette distance influe sur l’intensité
lumineuse en ce point, ainsi que sur la taille du spot
lumineux sur l’objet.
Caractérisation de la Lampe torche magique
La Lampe torche magique couple les caractéristiques
d’une vraie lampe torche, avec un mode de visualisa-
tion. Nous allons expliquer comment coupler les car-
actéristiques d’une lampe torche (SPOT, ANGLE, DIS-
TANCE) avec les paramètres de chacun des modes
de visualisation (CN, INTENSITE, ECHELLE) pour
établir une métaphore de lampe torche. Ceci est possi-
ble grâce à l’interacteur à six degrés de libertés (6DDL)
que nous utilisons, qui est co-localisé avec l’objet.
Concernant les deux modes de visualisation proposés,
les paramètres CN, INTENSITE et ECHELLE sont
appliqués aux caractéristiques SPOT, ANGLE et DIS-
TANCE comme suit :
Figure 4. La Lampe torche magique dans le mode Radiance Scaling : SPOT : Illustration de l’influence de la position du spot lumineux sur
l’objet (ligne (a)). ANGLE : Illustration de différents angles d’éclairement (ligne (b)). DISTANCE : Illustration de l’accentuation des zones à
fortes courbures en fonction la distance de la Lampe torche magique (ligne (c)).
• La caractéristique SPOT permet de modifier la position
et la taille du spot lumineux sur l’objet (Figure 4 (a)).
Les régions de l’objet appartenant à ce spot seront aug-
mentées en fonction du mode de visualisation choisi.
Les régions en dehors de ce spot ne seront pas aug-
mentées, laissant apparaı̂tre l’objet réel tel qu’il est.
• La caractéristique ANGLE modifie l’intensité lu-
mineuse et la forme du spot en fonction de l’angle entre
la lumière incidente et la surface (Figure 4 (b)). Elle
influe donc sur le paramètre INTENSITE des deux
modes de visualisation. En chaque point de l’objet, la
couleur sera donc atténuée en fonction de cet angle.
• Pour le premier mode de visualisation, la car-
actéristique DISTANCE permet de modifier la fonction
de transfert des valeurs de courbures vers l’intervalle
des couleurs, en ajustant le paramètre dist introduit
précédemment. Le paramètre dist correspond à la dis-
tance entre la lampe torche et l’objet.
Pour le second mode de visualisation, DISTANCE per-
met d’accentuer les zones à fortes courbures (Figure 4
(c)).
DISTANCE influe donc sur le paramètre CN des deux
modes de visualisation.
Pour utiliser plus de trois paramètres, comme par exem-
ple faire varier le paramètre ECHELLE des modes de vi-
sualisation, plusieurs possibilités s’offrent à nous. On
peut par exemple utiliser un potentiomètre supplémentaire
posé sur l’interacteur simulant la lampe torche, ou encore
utiliser un interacteur supplémentaire dans l’autre main,
proposant une interaction bi-manuelle.
La Lampe torche magique va bien au delà la simulation
d’une lampe torche classique. Grâce à l’interacteur à
6DDL, notre lampe est une interface tangible parfaite-
ment conforme à la définition de Ishii et Ullmer [10]
: nous augmentons le monde physique réel en couplant
de l’information numérique aux objets et environnements
physiques de tous les jours. Selon la catégorisation des in-
terfaces tangible de Fishkin [7], notre Lampe torche mag-
ique est pleinement incarnée selon l’axe caractérisant la
proximité des entrées et sorties. Selon l’axe métaphore,
qui caractérise la similitude de l’action de l’utilisateur au
sein du système proposé avec l’action se plaçant dans une
situation réelle (non informatisée), notre Lampe torche
magique remplit le critères dit du verbe puisque le geste
est similaire, et le critère dit du nom puisque la forme
de notre interacteur, la manette du RazerHydra, est très
proche d’une lampe torche.
Performances
Comme expliqué précédemment, nous calculons les cour-
bures en pré-traitement pour chacun des modèles que nous
utilisons, comportant chacun environ cinq cents mille
points. Cela prend quelques minutes au premier lance-
ment de l’application [15]. Nous filtrons en temps réel les
positions, directions et trajectoires de l’interacteur pour
supprimer les tremblements de la main, à l’aide d’un fil-
tre logiciel [4]. Que ce soit au niveau de la visualisa-




Pour tester notre proposition de métaphore d’interaction
basée sur une interface tangible, nous avons conduit
Figure 5. Stèle égyptienne utilisée pour l’expérience.
une première étude utilisateur exploratoire. 7 sujets (6
hommes et 1 femme) âgés de 23 à 41 ans (moyenne de
28,6 ans) ont participé. Les hypothèses que nous avons
posées sur notre expérience sont les suivantes :
H1 : La Lampe torche magique encourage et favorise
l’envie d’observer et de découvrir un objet augmenté
par des informations abstraites.
H2 : La Lampe torche magique est efficace pour
l’inspection d’inscriptions sur des objets.
H3 : La Lampe torche magique permet de plus facilement
établir le lien entre objet réel et virtuel.
La tâche des sujets consiste à inspecter les inscriptions sur
une stèle égyptienne (Figure 5). Nous avons numérisé la
stèle par photogrammétrie pour obtenir une représentation
3D de l’objet. La stèle réelle est augmentée en utilisant la
visualisation expressive de l’objet de type Radiance Scal-
ing. Nous analysons et comparons les deux modes suiv-
ants :
Mode LTM L’utilisateur se sert de la Lampe torche mag-
ique pour inspecter l’objet. Il peut donc visualiser
l’objet réel avec augmentation lorsque l’objet est éclairé
par le spot de la Lampe torche magique. Il peut
également analyser l’objet sans augmentation lorsque
le spot lumineux n’est pas visible. En fonction de
la position du spot lumineux à la surface de l’objet,
l’utilisateur a donc la possibilité de voir l’objet avec des
zones augmentées ou non en utilisant la métaphore de
lampe torche.
Mode Réel/Meshlab L’utilisateur se sert du clavier et
de la souris pour inspecter l’objet virtuel à l’aide du
logiciel Meshlab [5]. Il a également la possibilité
d’utiliser directement l’objet réel (sans augmentation)
pour l’analyser visuellement. Cependant, il doit pour
cela porter son attention et son regard alternativement
sur l’écran et sur l’objet.
Dans chacun des deux modes d’analyse LTM et
Réel/Meshlab, le mode de visualisation est le Radiance
Scaling et l’échelle pour calculer les courbures est fixe. En
dehors du mode de visualisation et de l’échelle que nous
fixons, l’utilisateur a la possibilité d’utiliser l’ensemble
des outils qui lui sont proposés par la Lampe torche mag-
ique et par Meshlab. Nous voulons ainsi réduire au
maximum les variables pouvant affecter les résultats de
Figure 6. Les deux séries de motifs à reconnaı̂tre parmi 5
propositions très similaires (ici, le motif réel de chaque série est
celui qui se trouve le plus à gauche, mais durant l’expérience, il se
trouvait à une position aléatoire).
l’expérience, sans pour autant supprimer les avantages de
chacun des deux modes d’analyse LTM et Réel/Meshlab.
L’expérience se déroule comme suit :
Chaque sujet inspecte l’objet 2 minutes en mode LTM,
et 2 minutes en mode Réel/Meshlab, l’ordre de passage
pouvant varier. Après l’inspection dans le premier mode,
nous supprimons l’accès à la stèle. Nous montrons en-
suite au sujet une fiche contenant 5 motifs d’inscription
très similaires. Parmi ces 5 motifs, un seul se trouve
réellement sur la stèle. Deux exercices sont proposés au
sujet. Le premier exercice consiste à identifier le bon mo-
tif parmi les cinq proposés. Le second exercice consiste à
estimer la taille réelle de l’inscription sur sa plus grande
longueur.
Ensuite, après l’inspection dans le deuxième mode, nous
montrons au sujet une deuxième fiche contenant les 5 nou-
veaux motifs d’inscription. Le sujet doit également identi-
fier le motif appartenant véritablement à la stèle, différent
du premier motif. Nous lui demandons ensuite d’estimer
la distance réelle entre le premier et le second motif sur
l’objet.
Nous avons veillé à ce que l’ordre de passage pour tester
ces deux modes soit contrebalancé au mieux (intra-sujets)
(Table 1). Nous voulions ainsi qu’il y ait autant de sujets
ayant fait l’expérience dans l’ordre LTM - Réel/Meshlab
que dans l’ordre Réel/Meshlab - LTM. Cependant, nous
n’avons pour l’instant fait passer l’expérience qu’à 7
personnes. Les tâches ne sont donc pas parfaitement
réparties.
Une fois l’expérience terminée, le sujet remplit un ques-
tionnaire. Parmi les questions, nous lui demandons ses
préférences entre les deux modes. Nous lui demandons
également son ressenti sur la tâche d’inspection avec la
Lampe torche magique.
Résultats de l’étude
Sur les 7 utilisateurs, 3 d’entre eux ont réussi à retrouver le
motif réel parmi la liste des 5 motifs en utilisant la Lampe
torche magique. Le même nombre d’utilisateur a réussi
à retrouver le motif lorsque l’expérience se faisait en par-
allèle avec le logiciel Meshlab et l’objet réel. Cependant,
parmi les 7 utilisateurs, l’un d’entre eux n’a pas du tout
reconnu le motif avec le mode Réel/Meshlab. Ce mode
ne lui avait en effet pas permis de voir le motif sur l’objet
réel. Nous sommes conscient de la difficulté de la tâche,
mais cela motive les sujets pour faire l’inspection encore
plus soigneusement lors du deuxième mode.
1er mode 1er motif 2ème mode 2ème motif # utilisateurs
LTM Motif 1 Réel/Meshlab Motif 2 2
LTM Motif 2 Réel/Meshlab Motif 1 2
Réel/Meshlab Motif 1 LTM Motif 2 2
Réel/Meshlab Motif 2 LTM Motif 1 1
Total 7
Table 1. Répartitions pour contrebalancer les modalités et les tâches de l’expérimentation
.
Lorsqu’il est question d’estimer la taille réelle du mo-
tif, les deux méthodes obtiennent des résultats simi-
laires. Cependant, lorsqu’il est demandé aux utilisateurs
d’estimer la distance entre les deux motifs, les résultats
en mode Réel/Meshlab sont loin de la distance réelle :
les sujets ayant terminé l’expérience dans ce mode ont
en moyenne estimé que la distance entre ces deux motifs
est de de 4,3cm, et ceux ayant terminé par le mode LTM
ont estimé en moyenne 7,7cm. La distance réelle entre
ces deux motifs étant de 8,3cm. Nous expliquons cette
différence entre les deux modes par le fait que la Lampe
torche magique permet de garder une notion de l’espace
et des distances réelles.
Les réponses aux questionnaires confirment que les util-
isateurs préfèrent largement l’utilisation du mode LTM au
mode Réel/Meshlab (6 sur 7 sujets, donc plus de 85%).
Ils ont plus de facilités à faire le lien entre l’objet réel et le
côté virtuel.
Parmi les remarques les plus courantes, les utilisateurs ont
aimé de la Lampe torche magique son côté interactif et sa
simplicité d’utilisation. De même, il a souvent été men-
tionné que contrairement à des logiciels 3D classiques, la
Lampe torche magique permet de se concentrer sur une
zone de l’objet en particulier, sans être gêné par le reste
de l’objet.
Concernant le ressenti des utilisateurs, voici le commen-
taire de l’un d’entre eux caractérisant bien les remarques
des autres utilisateurs : ”It’s more clear with the lamp. I
like it. I prefere the lamp, we can focus !”.
Même si seulement 7 personnes ont participé à
l’expérience, cette première étude exploratoire donne un
aperçu des possibilités en terme de simplicité d’usage et
de puissance d’exploration offertes par notre technique
d’interaction. Nous pensons que les hypothèses peuvent
être validées. Ces premiers retours nous encouragent à
conduire une étude utilisateur plus complète, permettant
notamment de mettre à l’essai le mode de visualisation
par courbure. Nous aimerions également valider plus
formellement les 3 hypothèses que nous avons formulées.
CONTEXTES D’APPLICATIONS
L’application en musée semble être un contexte adapté à la
Lampe torche magique. Notre système permet d’inspecter
l’objet sans pour autant le toucher, ce qui permet de ne
pas l’abı̂mer. De plus, il est tout à fait possible que
l’objet se trouve derrière une vitrine interdisant tout con-
tact physique.
Nous pensons également que la Lampe torche magique
peut être utilisée dans un contexte demandant une plus
grande expertise. Nous travaillons avec nos partenaires
épigraphistes, pour améliorer notre système.
DISCUSSION ET TRAVAUX PRÉCÉDENTS LIÉS
Les travaux se rapprochant le plus de notre Lampe torche
magique ont été introduits par Wang et al. [21]. Ils pro-
posent une technique sans aucun a priori sur la scène à
augmenter. Ils disposent d’une caméra, d’un projecteur
et d’une lumière proxy. Ils mettent en surbrillance des
arêtes grâce aux traitements des images de la scène cap-
turée par la caméra. Leur technique permet de modifier
l’aspect visuel de la scène en mettant notamment en valeur
les arêtes vives. Sans a priori sur la scène, leur technique
se limite cependant à des informations 2D+normales, tan-
dis que nous utilisons des informations 3D préalablement
acquises concernant l’objet à augmenter. Cela nous per-
met notamment d’avoir une véritable compréhension de
la géométrie et de la topologie de l’objet. Par exem-
ple, il nous est possible d’utiliser les courbures. De
plus, nous ne faisons pas simplement une augmentation
d’un objet. Chacun des 6DDL de l’interacteur est utilisé
pour manipuler les paramètres de visualisation permettant
de faire une analyse géométrique complexe. Cependant,
notre solution actuelle est fortement liée à la numérisation
préalable de l’objet à augmenter. L’une de nos per-
spectives est donc d’adapter notre technique à un mode
d’acquisition de la géométrie en temps réel, couplé avec
une estimation des courbure temps réel [14]. Une telle
acquisition est proposée par Izadi et al. [11] avec leur so-
lution KinectFusion.
Des travaux tels que PaperLens [19] permettent
d’augmenter des volumes, comme par exemple le
corps humain, en utilisant un support de projection
mobile et planaire. En faisant bouger ce plan dans
l’espace, les informations projetées évoluent. Le support
plan est utilisé comme un plan de coupe du volume. La
Lampe torche magique permet quant à elle d’augmenter
la surface d’un objet, et non un volume. De plus, nous
exploitons chacun des degrés de libertés pour réaliser
une analyse géométrique complexe. Contrairement à
PaperLens, nous projetons des informations liées à l’objet
en lui même.
CONCLUSION
Dans cet article, nous avons présenté une nouvelle inter-
action tangible permettant d’augmenter un objet réel avec
des informations géométriques obtenues à partir d’une
numérisation 3D de l’objet. Le principal avantage de notre
technique est d’avoir un lien direct entre l’objet réel et
l’objet virtuel, car ils sont superposés. Notre étude utilisa-
teur exploratoire nous a permis de mettre en avant l’intérêt
de pouvoir faire un focus sur une zone particulière de
l’objet pour ne pas perturber l’analyse visuelle. De plus,
il en ressort que notre interaction est facile d’utilisation.
Les applications de notre approche sont nombreuses. La
démocratisation des imprimantes 3D permet de générer
des objets réel à partir des objets virtuels, et notre Lampe
torche magique peut donc être utilisée même si l’objet réel
n’est pas disponible, en le remplaçant par une impression
de l’objet.
Nous poursuivons plusieurs pistes pour des travaux fu-
turs. Concernant la RAS, nous souhaitons adapter notre
principe de Lampe torche magique pour un contexte mo-
bile. En effet, nous avons validé notre concept dans une
configuration fixe, mais l’évolution des vidéo-projecteurs
permet d’avoir une bonne luminosité avec un encombre-
ment de plus en plus petit. L’acquisition 3D de l’objet
étant nécessaire pour pouvoir l’augmenter avec des infor-
mation concernant sa géométrie, nous souhaitons étudier
de nouvelles méthodes d’acquisition à la volée utilisant
des caméras de profondeur. De plus, pour l’instant, l’objet
réel est augmenté sans prise en compte de l’éclairage réel.
Dans le futur, nous souhaitons établir une analyse automa-
tique qui prend en compte l’éclairage réel, afin d’avoir une
luminosité et des ombres cohérentes, que ce soit au niveau
de leur direction ou de leur dureté. Cela nous permettrait
d’améliorer davantage la lisibilité des objets.
Concernant l’interaction tangible avec une lampe
torche, nous souhaitons étudier comment des paramètres
supplémentaires peuvent être influencés, notamment
en interaction bi-manuelle asymétrique [8]. Nous en-
visageons également de continuer à comparer notre
interaction tangible avec des interactions gestuelles. Nos
premiers essais de capture de gestes des mains avec
l’interface LeapMotion ont montré que l’amplitude du
mouvement est insuffisante pour une inspection d’un
objet réel, notamment pour spécifier différents angles.
Nous souhaitons donc étudier les gestes en RAS avec un
matériel ayant une zone de détection plus importante.
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