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Resumen
Contexto: Una de las estrategias para la gestión de 
grandes volúmenes de datos es la computación dis-
tribuida y en paralelo. Entre las herramientas que 
permiten aplicar estas características se encuen-
tran algunos sistemas de gestión de bases de datos 
(SGBD), como Oracle, SQL Sever y DB2.
Método: En este artículo se presenta un caso de es-
tudio donde se evalúa el rendimiento de una consul-
ta SQL en dos de estos SGBD. La evaluación se hace 
mediante diversas formas de distribución de los da-
tos en una red computadores y con diferentes grados 
de paralelismo.
Resultados: Aunque son necesarias pruebas más ex-
haustivas y con mayor variedad de consultas, se evi-
denciaron las diferencias de rendimiento entre los 
dos SGBD analizados.
Conclusiones: Las diferencias en rendimiento de los 
dos SGBDs analizados muestran que a la hora de 
evaluar este aspecto, se deben considerar las parti-
cularidades de cada SGBD y el grado de paralelismo 
de las consultas.
Palabras clave: Bases de datos, paralelismo, compu-
tación distribuida.
Abstract
Context: One of the strategies for managing large vo-
lumes of data is distributed and parallel computing. 
Among the tools that allow applying these charac-
teristics are some Data Base Management Systems 
(DBMS), such as Oracle, DB2, and SQL Server.
Method: In this paper we present a case study whe-
re we evaluate the performance of an SQL query in 
two of these DBMS. The evaluation is done through 
various forms of data distribution in a computer ne-
twork with different degrees of parallelism.
Results: The tests of the SQL query evidenced the 
performance differences between the two DBMS 
analyzed. However, more thorough testing and a wi-
der variety of queries are needed.
Conclusions: The differences in performance be-
tween the two DBMSs analyzed show that when 
evaluating this aspect, it is necessary to consider the 
particularities of each DBMS and the degree of para-
llelism of the queries.
Keywords: Databases, Parallelism, Distributed 
computing.
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INTRODUCCIÓN
En la última década, los volúmenes de datos ge-
nerados y procesados por las aplicaciones se han 
incrementado de manera significativa. Por ejem-
plo, hay aplicaciones que han generado exabytes 
(un exabyte equivale a 1018 bytes) de datos pro-
venientes de sensores, con cientos de millones de 
datos espaciales, temporales y de redes sociales 
(Cheng, Caverlee, Lee y Sui, 2011). El procesa-
miento distribuido y en paralelo es una alterna-
tiva para gestionar estos grandes volúmenes de 
datos, los cuales pueden provenir de aplicaciones 
como chats, blogs, servicios de correo, redes so-
ciales (datos como tuits), entre otros. En particu-
lar Hadoop (http://hadoop.apache.org) es uno de 
los sistemas más usados para este propósito. Por 
otro lado, están los sistemas de gestión de bases 
de datos (SGBD) convencionales. Entre estos se 
destacan por su posicionamiento en el mercado: 
Oracle, SQL Server y DB2, los cuales incluyen 
también opciones para explotar el procesamiento 
distribuido y en paralelo.
En este artículo, se presenta un caso de estudio 
donde se analiza el rendimiento de Oracle y de 
SQL Server considerando estas opciones. Este aná-
lisis puede ser valioso para los desarrolladores si se 
consideran: i) los grandes volúmenes de datos es-
tructurados que se deben gestionar hoy; ii) los po-
cos estudios comparativos al respecto (de hecho, 
no se encontró ningún trabajo que compare estos 
SGBD), incluso muy pocos evalúan el desempeño 
del paralelismo en un solo SGBD y los pocos que 
lo hacen (Burleson, 2005; Microsoft, 2015; ORA-
CLE, 2014b, 2014c) no son recientes (se hicieron 
con versiones antiguas del SGBD) o son publica-
dos por la misma compañía fabricante del SGBD, 
lo que puede restarle objetividad y generar sesgos, 
y iii) la poca documentación que existe para el di-
seño de pruebas de distribución y de paralelismo 
en SGBD. En cuanto a este aspecto, aunque las 
pruebas consideradas no son complejas ni exhaus-
tivas, sí ofrecen un punto de partida para la elabo-
ración de un conjunto de pruebas en un ambiente 
mayor, por ejemplo, en una red (cluster) con cien-
tos de procesadores.
El artículo está estructurado así. En Paralelismo: 
conceptos esenciales, se presentan los conceptos 
esenciales del paralelismo. En Elementos para el 
procesamiento de consultas distribuidas y en pa-
ralelo en Oracle, se presentan algunos conceptos 
particulares de Oracle para llevar a cabo consul-
tas distribuidas y en paralelo. En Metodología y 
experimentos, se presenta el caso de estudio y en 
Resultados los resultados de los experimentos. En 
Trabajos relacionados, se exponen trabajos rela-
cionados y en Conclusiones, se concluye el artícu-
lo y se plantean trabajos futuros.
Paralelismo: conceptos esenciales
El paralelismo permite que varios procesadores 
cooperen para la ejecución de un proceso. Usual-
mente, uno de los procesadores, denominado 
coordinador o maestro, distribuye las operaciones 
y recibe los resultados de los otros procesadores, 
denominados esclavos (Deepak, Kumar, Durgesh y 
Bhupendra, 2012; ORACLE, 2014b). El coordina-
dor también suele ejecutar las operaciones no pa-
ralelas del proceso y puede actuar también como 
esclavo (Oracle, 2014b).
En Silberschatz, Korth y Sudarsham (2011) el pa-
ralelismo se clasifica en paralelismo de intraopera-
ción y de interoperación. El primero permite que 
una operación de un proceso se ejecute de forma si-
multánea mediante n procesadores donde cada uno 
suele operar sobre un conjunto diferente de datos; n 
se denomina grado de paralelismo (Oracle, 2014b) 
(en inglés se denomina DOP, degree of parallelism). 
Por ejemplo, considérese la siguiente consulta en 
SQL donde “cédula” es un atributo numérico:
SELECT *
FROM empleado
ORDER BY cedula;
Supóngase que se tienen cuatro procesa-
dores P1, P2, P3 y P4 para ejecutar esta consulta 
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en paralelo. La operación de ordenamiento (“OR-
DER BY cedula”) se puede ejecutar mediante pa-
ralelismo de intraoperación (aquí se supone que 
no existe un mecanismo previo de ordenamiento 
de las filas de la tabla empleado según el atributo 
cédula, por ejemplo, mediante un índice B+). En 
este ejemplo, la operación se va a distribuir entre 
tres procesadores P1, P2 y P3 (el P4 va a actuar solo 
como coordinador). El coordinador distribuye en-
tonces los datos entre los tres procesadores. Por 
ejemplo, véase la figura 1, las cédulas entre 1 y 4 
para el procesador P1, las cédulas entre 5 y 8 para 
el procesador P2 y las cédulas entre 9 y 12 para el 
procesador P3. Esta división se conoce como di-
visión por rangos (Sadat y Lecca, 2009). Cada uno 
de los tres procesadores (P1, P2 y P3) ordena local-
mente sus datos y los envía al coordinador, el cual 
los imprime (para iniciar la impresión, el coordi-
nador debe esperar los datos ya ordenados de P1, 
luego los de P2 y finalmente los de P3).
La tabla “empleado” puede estar en un disco 
compartido (cada procesador tiene acceso a él); de 
no ser así, el coordinador debe enviar a cada pro-
cesador su correspondiente partición (Akl, 1989).
Por otro lado, el paralelismo de interoperación 
permite que diferentes operaciones de un proceso 
se puedan ejecutar simultáneamente. El paralelis-
mo interoperación se clasifica a su vez en cana-
lizado (pipelining) e independiente (Silberschatz, 
Korth y Sudarsham, 2011). El paralelismo canali-
zado permite que una operación B trabaje con los 
resultados que genera una operación A, así las dos 
operaciones trabajan simultáneamente (Silbers-
chatz, Korth y Sudarsham, 2011). Por ejemplo, sea 
A la operación de reunión (join representada con el 
símbolo ⋈) de dos relaciones r y s, y sea B la opera-
ción de impresión de los resultados de la reunión. 
De esta forma, un procesador se puede encargar de 
ejecutar la reunión (operación A) y a medida que 
Lectura
Acceso a la Tabla
Ordenamiento
por cédula
Impresión
*
*
*
*
P1
División por rangos
P1
P2 P2
P3 P3
cédula nombre depto
1 Ana 1
2 Joel 4
5 Raúl 2
7 Luis 3
8 Saúl 3
9 José 2
11 Matt 1
cédula nombre depto
5 Raúl 2
7 Luis 3
8 Saúl 3
Empleado
cédula nombre depto
9 José 2
11 Matt 1
Empleado
cédula nombre depto
1 Ana 1
2 Joel 4
Empleado
cédula nombre depto
11 Matt 1
9 José 2
Empleado
cédula nombre depto
7 Luis 3
5 Raúl 2
8 Saúl 3
Empleado
cédula nombre depto
1 Ana 1
2 Joel 4
Empleado
cédula nombre depto
1 Ana 1
7 Luis 3
5 Raúl 2
11 Matt 1
2 Joel 4
9 José 2
8 Saúl 3
Empleado
Figura 1. Paralelismo en consulta de ordenamiento
Fuente: elaboración propia
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va generando resultados los va enviando al proce-
sador que los imprime (operación B).
Por su parte, el paralelismo independiente permi-
te que una operación A y una operación B se ejecu-
ten simultáneamente, siempre y cuando ninguna de 
las dos operaciones necesite datos de la otra (Bur-
leson, 2005; Silberschatz et al., 2011). Por ejemplo, 
considérese la reunión de cuatro relaciones r ⋈ s ⋈ 
t ⋈ u. Aquí, es posible que un procesador ejecute 
temp1 ← r ⋈ s (operación A) mientras otro procesa-
dor ejecuta temp2 ← t ⋈ u (operación B); y el resul-
tado final está dado por temp1 ⋈ temp2.
Elementos para el procesamiento de 
consultas distribuidas y en paralelo en Oracle
A continuación, se explican algunos conceptos 
necesarios para comprender los experimentos 
ejecutados.
Database link
En Oracle un database link es un elemento de una 
base de datos (BD) (local) que permite acceder a los 
datos de otra BD (Burleson-Consulting, 2014). A con-
tinuación se crea un database link llamado conexión:
CREATE DATABASE LINK conexion
CONNECT TO username
IDENTIFIED BY password
USING ‘(DESCRIPTION = (ADDRESS = (PRO-
TOCOL = TCP)
(HOST = 192.168.0.1)(PORT = 1521))
(CONNECT_DATA = (SID = ORCL)))’ ;
Donde “username” y “password” corresponden 
al usuario de la BD remota, la cual está ubicada en 
la dirección IP 192.168.0.1 en el puerto 1521, y su 
nombre es ORCL. Por ejemplo, para acceder des-
de la BD local a una tabla departamento ubicada 
en la BD remota se ejecuta la siguiente consulta:
SELECT *
FROM departamento@conexion;
Limpieza de memoria cache
Cuando en un SGBD se ejecuta una consulta, los 
datos pueden quedar alojados en la memoria ca-
ché (de esta forma, si la consulta se repite se pue-
den evitar accesos a disco); estos datos se deben 
eliminar para evitar sesgos en los resultados de 
las pruebas ejecutadas. Por ejemplo, en Oracle se 
usan las siguientes dos sentencias (Burleson-Con-
sulting, 2008; Oracle, s.f.):
ALTER SYSTEM FLUSH SHARED_POOL;
ALTER SYSTEM FLUSH BUFFER_CACHE;
La primera sentencia elimina planes de eje-
cución (Burleson-Consulting, 2013) y la segunda 
limpia la memoria caché de datos (Burleson-Con-
sulting, 2014).
Hint
En Oracle, un hint permite modificar el plan de 
ejecución de una consulta SQL (Antognini, 2013; 
Oracle, 2014a). Los hints se especifican luego de 
la cláusula SELECT así:
SELECT /*+ hints */ *
FROM …;
Para las consultas de los experimentos se usó el 
hint PARALLEL. Este permite especificar el DOP de 
una consulta:
/*+ PARALLEL(DOP) */
Si se omite el valor del DOP, por ejemplo, si 
solo se especifica /*+ PARALLEL */, Oracle lo es-
tablece automáticamente (Harrison, 2000; Oracle, 
2014c). Si el DOP es mayor al número de proce-
sadores físicos disponibles entonces el optimiza-
dor puede limitarlo o puede generar procesadores 
virtuales (por ejemplo, un mismo procesador físico 
puede generar varios procesadores virtuales). En 
los experimentos, se ofrecen más detalles.
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METODOLOGÍA
Las pruebas se ejecutaron en una red inalámbri-
ca con tres computadores, conectados median-
te un enrutador. En un computador, denominado 
central, se crearon dos database links, uno (com1) 
hacia el computador 1, y otro (com2) hacia el 
computador 2; análogamente en los computado-
res 1 y 2 se crearon los respectivos database links 
(central1 y central2) hacia el computador central.
Las especificaciones de los tres computado-
res fueron las siguientes. Cada uno tenía procesa-
dor de dos núcleos (dos físicos y dos lógicos, Intel 
Core i5-4200U @ 1.60-2.30GHz), memoria RAM 
de 8 GB, sistema operativo Windows 8.1 – 64 bits 
y SGBD Oracle Database 12c Enterprise Edition. 
Las especificaciones del enrutador fueron: marca 
D-Link, tipo DIR-300, velocidad de transferencia 
de datos 54Mbps y switch de cuatro puertos.
Tablas
Las tablas base para los experimentos fueron “em-
pleado” y “departamento”.
CREATE TABLE departamento(codigo NUM-
BER(10) PRIMARY KEY,
nombred VARCHAR(10) NOT NULL);
CREATE TABLE empleado(cedula NUMBER(8) 
PRIMARY KEY,
nombre VARCHAR(8) NOT NULL,
depto NUMBER(10) NOT NULL,
salario NUMBER(10) NOT NULL);
La tabla “departamento” se creó solo en el com-
putador central y la tabla “empleado” se creó en 
los tres computadores. Sin embargo, un empleado 
solo se almacena en uno de los tres computadores; 
por ejemplo, la intersección de las cédulas entre 
las tres tablas de empleados es vacía (tabla em-
pleado particionada) (figura 2).
Computador central
Computador 1 Computador 2
cédula nombre depto salario
996 José 2 743000
997 Lina 1 897000
998 Luis 2 564000
Empleado
cédula nombre depto salario
990 Ana 1 656000
991 Juan 1 373000
992 Raúl 2 878000
Empleado
cédula nombre depto salario
993 José 1 765000
994 Ruth 2 938000
995 Ana 2 827000
Empleado
código nombred
1 Ventas
2 Finanzas
Departamento
Figura 2. Distribución de datos
Fuente: elaboración propia.
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Nótese que las tablas empleado y departamen-
to están relacionadas por medio de los atributos 
“código” (de departamento) y “depto” (de emplea-
do). No obstante, esta última columna “depto” (de 
empleado) no se definió como clave foránea con 
respecto a la columna “código de departamento” 
debido a que la tabla departamento es remota con 
respecto a las tablas de empleados de los compu-
tadores 1 y 2.
Consultas
Las consultas de los experimentos se ejecutaron 
desde el computador central y requirieron datos 
de las tablas de empleados de los computadores 1 
y 2. Estos datos pueden ser enviados al computa-
dor central para que este ejecute todo el proceso 
de la consulta o el proceso puede ser distribuido 
y ejecutado entre los tres computadores, y cada 
computador remoto retornar los resultados de su 
procesamiento al computador central. Se conside-
raron cinco consultaslas cuales generan los mis-
mos resultados, pero difieren según la forma en 
que se ejecuta el proceso, el cual se controla me-
diante el hint PARALLEL y las vistas (explicadas 
más adelante) (Cervantes Ramírez, 2012). Las con-
sultas imprimen el código, el nombre y el prome-
dio de los salarios de cada departamento. Además, 
los resultados se ordenan ascendentemente según 
el código del departamento (columna “depto”).
Cada consulta se ejecutó con seis muestras de 
datos (ver tabla 1). Cada consulta con cada muestra 
se ejecutó tres veces y se registró el valor promedio 
de las tres ejecuciones. Por ejemplo, en la muestra 
1 se tenía una tabla departamento con 30.000 filas 
y tres tablas de empleados (una en cada computa-
dor) cada una con 300.000 filas.
Consulta 1. Procesamiento centralizado sin 
paralelismo en ningún computador
Considérese la consulta:
SELECT depto, nombred, salarioPromedio
FROM (SELECT depto, AVG(salario) AS 
salarioPromedio
FROM (SELECT * FROM empleado@com1
UNION
SELECT * FROM empleado@com2
UNION
SELECT * FROM empleado)
GROUP BY depto), departamento
WHERE depto = codigo
ORDER BY depto;
El computador central (desde el cual se emite 
la consulta) recibe los datos de las tablas emplea-
do del computador 1 y del computador 2, los une 
(UNION), ejecuta la subconsulta (agrupamiento 
por “depto”), luego ejecuta la reunión con su tab-
la “departamento” y ordena por “depto”. Aquí, los 
computadores 1 y 2 se limitan a enviar los datos al 
computador central donde se ejecutan las opera-
ciones de agrupamiento, reunión y ordenamiento 
de la consulta.
Tabla 1. Número de filas de las muestras usadas en los experimentos
Muestra
1 2 3 4 5 6
Departamento
(solo en el computador central)
30000 60000 90000 120000 150000 180000
Empleado
(en cada computador)
300000 600000 900000 1200000 1500000 1800000
Fuente: elaboración propia.
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Consulta 2. Procesamiento centralizado con 
paralelismo en el computador central
Considérese ahora la consulta:
SELECT /*+ PARALLEL(3) */ depto, nombred, 
AVG(salario)
FROM (SELECT /*+ PARALLEL(3) */ codigo, 
nombred, e1.*
FROM empleado@com1 e1, departamento
WHERE e1.depto = codigo
UNION
SELECT /*+ PARALLEL(3) */ codigo, nombred, e2.*
FROM empleado@com2 e2, departamento
WHERE e2.depto = codigo
UNION
SELECT /*+ PARALLEL(3) */ código, nombred, ec.*
FROM empleado ec, departamento
WHERE ec.depto = codigo)
GROUP BY depto, nombred
ORDER BY depto;
Esta consulta es similar a la anterior, pero con el 
hint PARALLEL. Esto significa que las operaciones 
de la consulta se ejecutarán en el computador cen-
tral pero con paralelismo en este (en la consulta 
anterior con DOP = 3). De nuevo, los computado-
res 1 y 2, se limitan a enviar sus datos al computa-
dor central.
Consulta 3. Procesamiento descentralizado, 
pero sin paralelismo en ningún computador
Se crea una vista en cada uno de los computado-
res como se explica a continuación. Considérese 
la vista creada en el computador 1:
CREATE OR REPLACE VIEW no_parallel_view_
c1 AS
SELECT depto, nombred, salarioPromedio
FROM (SELECT depto, AVG(salario) AS 
salarioPromedio
FROM empleado
GROUP BY depto
), departamento@central1
WHERE depto = codigo;
Aquí, se agrupan los empleados del computa-
dor 1 por el atributo “depto” y se ejecuta la re-
unión con la tabla departamento enviada desde 
el computador central (por ejemplo, la reunión se 
ejecuta en el computador 1). En forma análoga, 
se crean también las vistas “no_parallel_view_c2” 
(en el computador 2) y “no_parallel_view_central” 
(en el computador central).
Luego las vistas son invocadas desde el com-
putador central mediante la consulta:
SELECT *
FROM (SELECT depto, nombred, 
AVG(salarioPromedio)
FROM (SELECT * FROM no_parallel_view_c1@
com1
UNION
SELECT * FROM no_parallel_view_c2@com2
UNION
SELECT * FROM no_parallel_view_central)
GROUP BY depto, nombred)
ORDER BY depto;
La diferencia con la consulta 1 es que los datos 
a unir (UNION) ya están agrupados (por “depto”) 
y reunidos con la tabla departamento. Sin embar-
go, al igual que en la consulta 1, las operaciones 
de unión (de los resultados de las vistas enviadas 
por los computadores 1, 2 y de los resultados de la 
vista local del computador central), agrupamien-
to (por “depto” y “nombred”) y ordenamiento por 
“depto” se terminan de ejecutar en el computador 
central.
Consulta 4. Procesamiento descentralizado y 
con paralelismo en los computadores 1 y 2
Se crea una vista en cada uno de los computadores 
como se explica a continuación. Considérese la si-
guiente vista creada en el computador 1:
CREATE OR REPLACE VIEW parallel_view_c1 
AS
SELECT /*+ PARALLEL(3) */ depto, nombred, 
salarioPromedio
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FROM (SELECT /*+ PARALLEL(3) */ depto, 
AVG(salario) AS salarioPromedio
FROM empleado
GROUP BY depto
), departamento@central1
WHERE depto = codigo;
Al igual que en la vista de la consulta 3, se 
agrupan los empleados del computador 1 por 
el atributo “depto” y se ejecuta la reunión (en el 
computador 1) con la tabla departamento enviada 
desde el computador central. Sin embargo, la dif-
erencia con la consulta 3 está en el hint PARALLEL 
que fuerza a que la consulta que define la vista se 
ejecute con paralelismo (con DOP = 3) en el com-
putador 1 (cuando la vista es invocada). De forma 
análoga ocurre para la vista “parallel_view_c2” 
del computador 2 y con la vista “parallel_view_
central” del computador central.
Luego, las vistas son invocadas desde el com-
putador central, mediante la consulta:
SELECT *
FROM (SELECT depto, nombred, AVG 
(salarioPromedio)
FROM (SELECT * FROM parallel_view_c1@
com1
UNION
SELECT * FROM parallel_view_c2@com2
UNION
SELECT * FROM parallel_view_central)
GROUP BY depto, nombred)
ORDER BY depto;
Nótese que aunque la formulación de esta con-
sulta es prácticamente igual a la de la consulta 
3 (solo cambian los nombres de las vistas), aquí 
las consultas correspondientes a las vistas de los 
computadores 1 y 2 son ejecutadas en paralelo 
en sus respectivos computadores y sus resultados 
(ya agrupados por “depto” y ya reunidos con la 
tabla “departamento”, la cual fue enviada desde 
el computador central a cada uno de estos dos 
computadores) son enviados al computador central 
donde se termina de ejecutar la unión (UNION) de 
los resultados de las vistas, el agrupamiento final 
(por “depto” y “nombred”) y el ordenamiento por 
“depto” (sin ejecutar paralelismo en el computa-
dor central).
Consulta 5. Procesamiento descentralizado con 
paralelismo en los tres computadores
Se usan las mismas vistas creadas para la consulta 
4 y se invocan desde el computador central me-
diante la siguiente consulta:
SELECT /*+ PARALLEL(3)*/ *
FROM (SELECT /*+ PARALLEL(3) */ depto, nom-
bred, AVG (salarioPromedio)
FROM (SELECT /*+ PARALLEL(3) */ * FROM 
parallel_view_c1@com1
UNION
SELECT /*+ PARALLEL(3) */ * FROM parallel_
view_c2@com2
UNION
SELECT /*+ PARALLEL(3) */ * FROM 
parallel_view_central)
GROUP BY depto, nombred)
ORDER BY depto;
La diferencia con la consulta 4 es que aquí el 
computador central termina de ejecutar la unión 
(UNION) de los resultados de las vistas, el agru-
pamiento final (por “depto” y “nombred”) y el 
ordenamiento por “depto” con paralelismo (pa-
ralelismo ejecutado en el computador central), 
luego de recibir los datos de los computadores 1 
y 2 ya agrupados por “depto” y ya reunidos con 
la tabla departamento (la cual fue enviada a estos 
dos computadores desde el computador central). 
Nótese que en los computadores 1 y 2 también 
se ejecuta paralelismo en cada uno de ellos para 
generar sus correspondientes resultados, como en 
la consulta 4.
En la tabla 2 se ilustra cada una de las cinco 
consultas.
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Tabla 2. Flujo de datos y de operaciones de cada consulta
Consulta 1 
Centralizado sin paralelismo: 
 
UNION Tablas Empleado 
GROUP BY depto 
⋈ Empleado y Departamento 
ORDER BY depto 
 
 
 
 
 
 
 
 
 
 
Consulta 2 
Centralizado con paralelismo 
(en el computador central): 
 
⋈ de cada Tabla Empleado con 
Departamento 
UNION reuniones anteriores 
GROUP BY depto, nombred 
ORDER BY depto 
 
 
 
 
 
 
 
 
 
 
Consulta 3 
Descentralizado sin paralelismo 
(en cada computador): 
 
GROUP BY depto 
⋈ con Departamento 
(computador central) 
 
Sin paralelismo 
(en el computador central): 
 
UNION Vistas no_parallel_view 
GROUP BY depto, nombred 
ORDER BY depto 
 
 
 
 
 
 
 
 
 
 
Vista sin paralelismo 
 
GROUP BY depto 
⋈ con Departamento (enviada desde el 
computador central) 
 
Vista sin paralelismo 
 
GROUP BY depto 
⋈ con Departamento (enviada desde el 
computador central) 
Consulta 4 
Descentralizado con paralelismo 
(en los computadores 1 y 2): 
 
GROUP BY depto 
⋈ con Departamento 
(computador central) 
 
Con paralelismo 
(en el computador central): 
 
UNION Vistas parallel_view 
GROUP BY depto, nombred 
ORDER BY depto 
 
 
 
 
 
 
 
 
 
 
Vista con paralelismo 
 
GROUP BY depto 
⋈ con Departamento (enviada desde el 
computador central) 
 
Vista con paralelismo 
 
GROUP BY depto 
⋈ con Departamento (enviada desde el 
computador central) 
 
Consulta 5 
Descentralizado con paralelismo 
(en los tres computadores): 
 
GROUP BY depto 
⋈ con Departamento 
(computador central) 
 
Con paralelismo 
(en el computador central): 
 
UNION Vistas parallel_view 
GROUP BY depto, nombred 
ORDER BY depto 
 
 
 
 
 
 
 
 
 
 
Vista con paralelismo 
 
GROUP BY depto 
⋈ con Departamento (enviada desde el 
computador central) 
 
Vista con paralelismo 
 
GROUP BY depto 
⋈ con Departamento (enviada desde el 
computador central) 
 
Vista
 paral
lel_vi
ew_c
1 
Tabla
 Emp
leado
 
Tabla Empleado 
Computador 1 
Computador 
2 
Computador 
central 
Sin paralelismo 
Procesamient
o centralizado 
sin 
Sin paralelismo 
Tabla
 Emp
leado
 
Tabla Empleado 
Computador 2 
Computador 
central 
Sin paralelismo Procesamiento 
centralizado 
con paralelismo  
Computador 1 
Sin paralelismo 
Computador 1 
Computador 
central 
Vista no_parallel_view_c2 
Tabla Departamento 
Procesamiento 
descentralizado 
sin paralelismo 
 
Vista
 no_p
aralle
l_view
_c1 Tabla
 Depa
rtame
nto 
Computador 2 
Computador 1 
Computador 
central Vista parallel_view_c2 
Tabla Departamento 
Procesamiento 
descentralizado 
sin paralelismo 
 
Tabla
 Depa
rtame
nto 
Computador 2 
Vista
 paral
lel_vi
ew_c
1 
Computador 1 
Computador 
central 
Vista parallel_view_c2 
Tabla Departamento 
Procesamiento 
descentralizado 
con paralelismo 
Tabla
 Depa
rtame
nto 
Computador 2 
Fuente: elaboración propia.
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RESULTADOS
En la tabla 3 y en la figura 3 se presentan los resultados de los experimentos.
Tabla 3. Resultados de la ejecución de pruebas
Consulta Muestra Tiempo primera ejecución (s)
Tiempo segunda 
ejecución (s)
Tiempo tercera 
ejecución (s)
Tiempo promedio 
ejecuciones (s)
1
1 18,67 17,93 22,05 19,55
2 31,18 31,75 27,12 30,02
3 43,63 44,01 43,92 43,85
4 56,32 54,67 51,89 54,29
5 83,70 70,82 71,40 75,31
6 111,43 117,27 114,87 114,52
2
1 17,04 23,21 25,40 21,88
2 33,44 27,13 32,27 30,95
3 52,38 46,22 47,62 48,74
4 56,93 59,60 60,10 58,88
5 64,87 62,49 67,29 64,88
6 68,59 69,39 68,71 68,90
3
1 16,71 20,08 18,00 18,26
2 27,42 29,14 29,53 28,70
3 34,65 41,62 38,04 38,10
4 51,55 53,69 50,21 51,82
5 58,64 65,69 62,28 62,20
6 75,64 82,78 88,65 82,36
4
1 20,89 20,65 17,54 19,69
2 28,69 28,35 29,71 28,92
3 46,08 41,55 42,01 43,21
4 46,39 45,92 49,61 47,31
5 58,81 53,16 56,34 56,10
6 64,69 66,23 67,29 66,07
5
1 17,78 16,29 17,69 17,25
2 30,02 29,60 29,24 29,62
3 34,42 37,28 44,89 38,86
4 50,48 52,27 44,03 48,93
5 59,53 71,08 66,11 65,57
6 109,33 89,15 98,81 99,10
Fuente: elaboración propia.
Para el menor tamaño de muestra, el tiempo de 
ejecución de las cinco consultas fue prácticamente 
el mismo. A partir de la muestra 5, las consultas 2 y 
4 obtuvieron un menor tiempo de ejecución. Con 
la muestra mayor, la 6, las consultas 1 y 5 registra-
ron los tiempos de ejecución más altos, esto sugie-
re que el costo del paralelismo puede ser igual o 
más alto que el procesamiento secuencial; de he-
cho, hay operaciones que no convienen ser parale-
lizadas o que su ejecución secuencial es difícil de 
superar (Cervantes Ramírez, 2012). Los costos de 
coordinación y de comunicación, los volúmenes 
de datos y el número de procesos en paralelo son 
decisivos a la hora de elegir una alternativa.
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Experimentos con variación en el DOP
Para la ejecución de consultas con paralelismo, 
se recomienda usar como DOP el número total 
de procesadores que posee el computador, tan-
to los físicos como los lógicos (Oracle, 2014b). 
Otras fuentes recomiendan que el DOP debe co-
rresponder al número total de procesadores – 1, 
con el fin de dejar un procesador como coordi-
nador de la consulta (Burleson-Consulting, 2012). 
Un DOP menor o mayor al recomendado puede 
afectar negativamente el desempeño de la consul-
ta. Por ejemplo, si se ejecuta una consulta, con un 
DOP recomendado igual a 4 y luego con un DOP 
igual a 200, el rendimiento entre las dos consul-
tas será muy distinto: la generación y coordinación 
de los 200 procesos de las segunda consulta afec-
tarán negativamente su tiempo de respuesta. Por 
ello, el DOP óptimo se suele encontrar mediante 
pruebas para cada consulta específica (Baskan y 
Oracle, 2015; Burleson-Consulting, 2012). A con-
tinuación, se muestran los resultados de los expe-
rimentos con tres DOP.
Como se expuso en Metodología y experimen-
tos, cada computador usado en los experimentos 
posee cuatro procesadores (dos físicos y dos lógi-
cos). Se usaron los siguientes DOP: 3, 6 y 9. Los 
resultados para DOP = 3 se presentaron en la tabla 
3. Los resultados con DOP = 6 y con DOP = 9 se 
muestran en las tablas 4 y 5. En las figuras 4, 5 y 6 
se comparan los resultados para las consultas con 
paralelismo (consultas 2, 4 y 5).
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Figura 3. Comparación del tiempo promedio de ejecución de las cinco consultas
Fuente: elaboración propia.
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Tabla 4. Resultados de la ejecución de pruebas don DOP = 6
Consulta Muestra
Tiempo 
primera 
ejecución (s)
Tiempo 
segunda 
ejecución (s)
Tiempo tercera 
ejecución (s)
Tiempo 
promedio 
ejecuciones (s)
2
1 14,01 13,71 12,04 13,25
2 22,50 21,46 21,50 21,82
3 35,68 31,92 33,73 33,78
4 43,46 45,60 42,01 43,69
5 52,53 52,21 52,23 52,32
6 62,21 62,39 65,84 63,48
4
1 24,97 21,38 20,12 22,16
2 32,84 32,63 36,17 33,88
3 36,96 38,69 36,28 37,31
4 49,69 44,45 45,91 46,68
5 55,79 59,42 55,89 57,03
6 68,46 67,20 71,69 69,12
5
1 19,40 16,85 17,88 18,04
2 26,73 28,25 27,85 27,61
3 44,75 37,98 39,66 40,80
4 46,11 48,84 50,03 48,33
5 65,74 59,44 58,62 61,27
6 74,35 69,29 76,49 73,38
Fuente: elaboración propia.
Tabla 5. Resultados de la ejecución de pruebas con DOP = 9
Consulta Muestra
Tiempo 
primera 
ejecución (s)
Tiempo 
segunda 
ejecución (s)
Tiempo tercera 
ejecución (s)
Tiempo 
promedio 
ejecuciones (s)
2
1 12,03 14,95 15,51 14,16
2 23,37 26,82 24,51 24,90
3 35,66 33,68 34,23 34,52
4 42,26 43,84 46,61 44,24
5 53,21 53,36 53,87 53,48
6 62,56 60,67 61,47 61,57
4
1 22,60 22,03 23,13 22,59
2 38,67 35,94 34,22 36,28
3 47,93 46,93 48,45 47,77
4 53,02 57,02 54,40 54,81
5 72,02 70,32 74,45 72,26
6 82,52 84,25 79,36 82,04
5
1 22,38 23,29 23,20 22,96
2 32,30 34,68 33,61 33,53
3 47,68 42,83 50,00 46,84
4 61,28 60,78 62,34 61,47
5 75,78 69,42 68,67 71,29
6 81,87 81,34 84,06 82,42
Fuente: elaboración propia.
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Figura 4. Comparación de los tiempos obtenidos en la consulta 2 para da DOP
Fuente: elaboración propia.
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Figura 5. Comparación de los tiempos obtenidos en la consulta 4 para cada DOP
Fuente: elaboración propia.
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Figura 6. Comparación de los tiempos obtenidos en la consulta 5 para cada DOP
Fuente: elaboración propia.
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Como se observa, el DOP óptimo depende de 
cada consulta. Por ejemplo, para la consulta 4, 
el DOP que ofreció el mejor desempeño fue el 
DOP = 3, mientras que para la 5, el mejor fue el 
DOP = 6. Para la consulta 2, se evidenció que el 
DOP = 3 es menos eficiente que el DOP = 6 o 
el DOP = 9. No obstante, el tiempo de ejecución 
para las consultas con DOP = 6 o DOP = 9 suele 
crecer más rápido que el tiempo de ejecución para 
las consultas con DOP = 3, a medida que aumen-
tan los tamaños de muestra. Así, para tamaños de 
muestra más grandes, el DOP 3 fue más eficiente.
Oracle vs SQL Server
Con el fin de comparar los tiempos de respuesta 
que ofrecen Oracle 12c y SQL Server 2014 se hi-
cieron los siguientes experimentos. Se compararon 
estos dos SGBD porque, además de soportar para-
lelismo, son dos de los de mayor posicionamiento 
en el mercado (Solid-IT y DB-Engines, 2015).
Las condiciones de los experimentos siguen las 
descritas en Metodología y experimentos. Se eje-
cutaron dos consultas:
• La primera consulta corresponde a la consulta 1 
presentada en el aparte Consultas y con los datos 
(departamentos y empleados) distribuidos como 
allí se explica.
• En la segunda consulta, todos los empleados y to-
dos los departamentos se encuentran en el com-
putador central; por tanto, los computadores 1 y 
2 no participan de la consulta. Además, se usó el 
hint PARALLEL en Oracle (y MAXDOP en forma 
correspondiente en SQL Server), por ejemplo, la 
consulta se ejecuta con paralelismo en el com-
putador central. A esta consulta se le denominará 
consulta 6 y se esquematiza en la figura 7.
La razón por la que se usan estas consultas para 
las pruebas de los dos SGBD es que el procesa-
miento en paralelo y distribuido simultáneamente 
tiene limitaciones en SQL Server, al menos en la 
versión trabajada (2014).
Consulta sobre datos remotos sin paralelismo
Considérese la consulta 1 en SQL Server:
SELECT depto, nombre, salarioPromedio
FROM (
SELECT depto, AVG(salario) AS salarioPromedio
FROM  ( SELECT * FROM [com1].master.dbo.
empleado
UNION
SELECT * FROM [com2].master.dbo.empleado
UNION
SELECT * FROM dbo.empleado
) AS t0
Consulta 6 
Centralizado con 
paralelismo 
(en el computador 
central) 
GROUP BY depto 
⋈ Empleado y 
Departamento 
ORDER BY depto 
Computador Central 
Procesamiento centralizado con 
paralelismo 
Tabla 
Empleado 
Tabla 
Departame
nto 
Figura 7. Flujo de datos y de operaciones de la consulta 6
Fuente: elaboración propia.
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GROUP BY depto
) AS t1, dbo.departamento
WHERE depto = codigo
ORDER BY depto;
GO
Y considérese la misma consulta en Oracle (la 
consulta 1 presentada en el aparte Consultas). En 
la figura 8 se presentan los resultados.
Consulta sobre datos locales con paralelismo
Considérese ahora la consulta 6 en SQL Server:
SELECT depto, nombre, salarioPromedio
FROM (
SELECT depto, AVG(salario) AS salarioPromedio
FROM dbo.empleado
GROUP BY depto
) AS t1, dbo.departamento
WHERE depto = codigo
ORDER BY depto
OPTION (MAXDOP 4)
Y considérese la misma consulta en Oracle 
(en la consulta anterior se quita OPTION (MAX-
DOP 4) y se adiciona al SELECT principal el hint 
/*+ PARALLEL(4)). En la figura 9 se presentan los 
resultados.
Como se explicó en el aparte Experimentos con 
variación en el DOP, algunos autores recomiendan 
usar como DOP el número total de procesadores 
del sistema. En particular, en SQL Server si el 
MAXDOP es mayor al número de procesadores 
del computador, este lo ignora y solo usa el núme-
ro de procesadores disponibles (Microsoft, 2015).
En el experimento, el computador central tenía 
cuatro procesadores; por consiguiente, el DOP que 
siempre eligió SQL Server fue 4. En ese sentido, 
para la comparación con las consultas paralelas en 
Oracle también se usó un DOP = 4. De otra parte, 
en SQL Server es posible establecer un umbral para 
el paralelismo: a cada consulta SQL Server le asig-
na un costo, si este supera el umbral establecido, la 
consulta se hace de manera paralela. Si se establece 
este umbral en el valor mínimo (1), se garantiza la 
ejecución en paralelo para todas las consultas.
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Figura 8. Comparación de los tiempos de la consulta 1 para cada SGBD
Fuente: elaboración propia.
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Como se aprecia en las figuras 8 y 9, SQL Serv-
er ofreció menores tiempos de respuesta para las 
dos consultas. Lo anterior puede estar relacionado 
con el sistema operativo Windows, ya que este y 
SQL Server son de la misma compañía. De hecho, 
algunos autores informan de mayores tardan-
zas en la ejecución de acciones de Oracle sobre 
Windows (Burleson-Consulting, 2009; Hussain, 
Farooq, Shamsudeen y Yu, 2013) que sobre otros 
sistemas operativos. Adicionalmente, De Carvalho 
y Mattos (2009) argumentan que, en casos don-
de el número de usuarios es pequeño o el sistema 
operativo es Windows, se obtiene un mejor de-
sempeño con SQL Server que con Oracle o con 
PostgreSQL. Considerando lo anterior, y a partir de 
los experimentos con diferentes DOP en Oracle, 
se observó que SQL Server ofreció menores tiem-
pos de ejecución que Oracle sin importar el DOP 
elegido en Oracle.
TRABAJOS RELACIONADOS
En los últimos años se han hecho varios estudios 
sobre el desempeño de las consultas con parale-
lismo en SGBD. En Cervantes (2012) se desarrolla 
una investigación sobre cómo aplicar GPU-com-
puting (graphics processing unit) para mejorar el 
tiempo de respuesta de las consultas en parale-
lo. Basándose en el plan de ejecución del SGBD 
SQLite (http://www.sqlite.org), las operaciones 
de dicho SGBD son programadas en la platafor-
ma CUDA (NVIDIA, 2012; Hernández, Gaviria y 
Montenegro, 2014) donde son procesadas en una 
GPU. Así, se obtiene un motor de ejecución ca-
paz de solucionar un subconjunto de operaciones 
del lenguaje SQL en paralelo (en particular, con-
sultas unitabla, multitabla y con funciones de agre-
gación). Por último, los autores concluyen que los 
tiempos de ejecución y procesamientos en la GPU 
son mucho menores que en la CPU. El motor desa-
rrollado plantea una alternativa de desarrollo para 
SGBD con procesamiento en GPU.
Hong y Stonebraker (1993) presentan un en-
foque para la optimización de consultas en XPRS 
(eXtended Postgres on Raid and Sprite), un SGBD 
paralelo multiusuario basado en una memoria 
compartida con varios procesadores. Los autores 
presentan una estrategia de optimización en dos 
fases: la primera es una optimización convencion-
al que encuentre el plan óptimo secuencial y la 
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Figura 9. Comparación de los tiempos obtenidos en la consulta 6 para cada SGBD
Fuente: elaboración propia.
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segunda encuentra la mejor “paralelización” del 
plan secuencial anterior. Además incluyen eviden-
cia experimental a través de una serie de pruebas 
de rendimiento que les permite validar su estrate-
gia de optimización.
Akal, Böhm y Schek (2002) se enfocan en las 
consultas OLAP (online analytical processing). Los 
autores hicieron numerosos experimentos para 
evaluar el desempeño de varias consultas. Como 
resultado, se llega al desarrollo de un optimizador 
en dos fases: en una primera, se divide una consul-
ta en subconsultas las cuales son enviadas a cada 
nodo participante. Luego, en la segunda, cada 
nodo optimiza y evalúa su subconsulta. Como 
parte de sus resultados, los investigadores proveen 
una clasificación para las consultas OLAP, la cual 
es usada para decidir cuándo y cómo las consultas 
deberían ser paralelizadas.
Miranda, Lima, Valduriez y Mattoso (2006) pro-
ponen el motor Apuama, el cual añade paralelismo 
para mejorar el rendimiento de las consultas OLAP 
en C-JDBC (Clustered JDBC: c-jdbc.ow2.org). Pre-
sentan pruebas de rendimiento para consultas 
OLAP sobre PostgreSQL, donde se demuestra que 
se mejora el proceso de lectura y el rendimiento de 
las operaciones de actualización para dichas con-
sultas, con una mejora en el desempeño de mane-
ra lineal y en ciertos casos, de manera superlineal.
Lima, Furtado, Valduriez y Mattoso (2009) pre-
sentan una propuesta para mejorar el desempeño 
de las aplicaciones OLAP en un DBC (database 
cluster). Se propone una estrategia de balanceo 
de cargas que toma ventaja de un particionami-
ento virtual adaptativo para redistribuir la carga. 
La validación experimental se hizo sobre SmaQSS 
(smashing queries while shrinking disk space). El 
DBC muestra que la estrategia es eficiente y ob-
tiene unos resultados superlineales.
Garofalakis y Ioannidis (1997) analizan los 
problemas que suelen presentar las consultas en 
un entorno paralelo donde se comparte, entre 
otros, la memoria, el disco, el costo de comuni-
cación remota entre los procesadores involucra-
dos. Los autores revelan la complejidad detrás de 
la programación distribuida para consultas parale-
las. Se proponen algunos algoritmos heurísticos, 
algunos de ellos casi óptimos.
Finalmente, Stonebraker et al. (2010) exponen 
la importancia de combinar los SGBD paralelos 
y el paradigma de programación en paralelo Ma-
pReduce en la resolución de problemas analíticos 
complejos, argumentando que los DBMS paralel-
os son apropiados para el procesamiento eficiente 
de grandes volúmenes de datos, mientras que Ma-
pReduce es apropiado para las tareas analíticas 
complejas y de ETL (extract, transform and load). 
El resultado es un sistema más eficiente que com-
bina lo mejor de ambos mundos.
CONCLUSIONES
En este artículo se presentó un caso de estudio 
donde se evaluó el desempeño de una consulta 
en dos SGBD. La consulta que incluía entre sus 
operaciones unión, reunión (join), agrupamiento y 
ordenamiento, se ejecutó en un ambiente distri-
buido y con diferentes grados de paralelismo; se 
evaluaron también diferentes formas de distribu-
ción del trabajo entre los computadores de la red 
(cluster). Aunque el caso de estudio es simple y se 
deben evaluar consultas más complejas (por ejem-
plo, una consulta que involucre varias reuniones), 
los resultados evidenciaron las diferencias de ren-
dimiento entre los dos productos y cómo se afecta 
este según el grado del paralelismo y del número 
de procesadores usado. Incluso, algunos experi-
mentos mostraron que en ocasiones el procesa-
miento secuencial puede ser más eficiente que un 
procesamiento en paralelo y distribuido. De he-
cho, a pesar de que existen modelos de costos 
(Rajaraman, Leskovecm y Ullman, 2013; Silbers-
chatz et al., 2011) (que consideran factores como 
los costos de comunicación y de procesamiento 
en cada nodo de la red) que indican para una con-
sulta u operación en particular a partir de que vo-
lumen de datos el procesamiento distribuido y en 
paralelo puede ser beneficioso, el rendimiento tan 
distinto de los dos SGBD analizados muestra que 
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existen otros factores que deben ser considerados 
(por ejemplo, el acople entre un producto (SGBD) 
y el sistema operativo parece ser decisivo así como 
las particularidades de cada SGBD) a la hora de 
evaluar el rendimiento.
Como trabajo futuro se planea evaluar la consul-
ta en una red de más computadores y con muestras 
de datos mayores. También se planea comparar el 
rendimiento de los SGBD frente a sistemas como 
Hadoop y MongoDB, donde la programación dis-
tribuida y en paralelo se ejecuta mediante el par-
adigma de programación MapReduce. Otra línea 
de investigación es considerar la interacción del 
paralelismo con la computación ubicua (Sánchez, 
2015).
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