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LOW ENERGY RESOLVENT FOR THE HODGE LAPLACIAN:
APPLICATIONS TO RIESZ TRANSFORM, SOBOLEV ESTIMATES AND
ANALYTIC TORSION
COLIN GUILLARMOU AND DAVID A. SHER
Abstract. On an asymptotically conic manifold (M, g), we analyze the asymptotics of
the integral kernel of the resolvent Rq(k) := (∆q + k
2)−1 of the Hodge Laplacian ∆q on
q-forms as the spectral parameter k approaches zero, assuming that 0 is not a resonance.
The first application we give is an Lp Sobolev estimate for d + δ and ∆q. Then we obtain
a complete characterization of the range of p > 1 for which the Riesz transform for q-forms
Tq = (d + δ)∆
−1/2
q is bounded on Lp. Finally, we obtain an asymptotic formula for the
analytic torsion of a family of smooth compact Riemannian manifolds (Ωǫ, gǫ) degenerating
to a compact manifold (Ω0, g0) with a conic singularity as ǫ→ 0.
1. Introduction
Let (M, g) be an n-dimensional asymptotically conic manifold with cross-section a closed
Riemannian manifold (N, h0). Such a manifold is the interior of a smooth compact manifold
M with boundary ∂M = N , equipped with a complete smooth metric g with the following
property: there exists a smooth boundary defining function x ∈ C∞(M) (i.e. {x = 0} = N
and dx|N does not vanish) such that near x = 0, the metric g can be written in the form
g =
dx2
x4
+
h(x)
x2
with h(x) a smooth family of metrics on N such that h(0) = h0. Notice that, setting x = r
−1,
a neighbourhood of ∂M equipped with g is asymptotic to the metric cone (R+r ×N, dr2+r2h0)
as r →∞. In the special case where N = Sn−1 with the usual metric (or is a disjoint union
of copies of Sn−1), we say that (M, g) is asymptotically Euclidean. For technical purposes,
we assume
h(x)− h0 = O(xn0), n0 ≥ 3 (1)
and we say that (M, g) is asymptotically conic to order n0.
Let d be the exterior derivative acting on differential forms and δ its formal adjoint. The
Hodge Laplacian on q-forms is defined by ∆q = dδ + δd and its spectrum is [0,∞). For
Re(k) > 0, the resolvent Rq(k) = (∆q + k
2)−1 is well defined as a bounded operator on
L2(M, dg). In this article, we analyze the behaviour of this operator as k > 0 goes to 0 by
using a parameter-dependent pseudo-differential calculus adapted to the geometry, which was
introduced by the first author in collaboration with Hassell [GH1]. The pseudo-differential
calculus Ψ∗k(M) of [GH1] is recalled in Section 3 below. It is described through Schwartz
kernels of operators: a k-dependent family of operators A(k) lies in the calculus when it
has a Schwartz kernel A(k; z, z′) which is a polyhomogeneous conormal distribution on a
manifold M2k,sc obtained by a sequence of blow-ups from [0, 1]k ×M z ×M z′ (see Section 3.1
for the definition of M2k,sc). More informally, this means that the kernel A(k; z, z
′) has full
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asymptotic expansions as k → 0, z → y ∈ ∂M , z′ → y′ ∈ ∂M under certain regimes of
convergence.
In the construction of the parametrix for the low-energy resolvent R(k), we make two
assumptions. The first assumption is that the operator ∆q has no zero-resonances, which
means that
kerx−1L2(∆q) = kerL2(∆q). (2)
In our geometric setting, it turns out that this condition is equivalent to
kerL2(∆q) = kerLr(∆q), ∀r ∈
[
2,
2n
(n− 2)
]
, (3)
where Lr = Lr(M, dg).
Our second assumption involves the spectrum of the Hodge Laplacian ∆N = dNδN +δNdN
acting on the form bundle ⊕n−1p=0Λp(N) of the cross-section (N, h0), where dN is the exterior
derivative on N and δN its formal adjoint (with respect to h0): we assume that

|q − n
2
| ≤ 1/2⇒ 1− (n
2
− q)2 /∈ SpΛq(∆N |Im dN ),
Hq(N) = 0 if q = n
2
− 1,
Hq−1(N) = 0 if q = n
2
+ 1
(4)
where SpΛp(∆N) denotes the spectrum of ∆N acting on p-forms onN andH
q(N) = kerΛq(∆N)
is the q-th de Rham cohomology of N .
Theorem 1. Let (M, g) be asymptotically conic to order n0 ≥ 3 and assume (2) and (4).
Then there exists k0 > 0 such that the resolvent Rq(k) = (∆q + k
2)−1 is a pseudo-differential
operator in the calculus Ψ∗k(M) for k ≤ k0.
A more precise statement, including the orders of the operator and describing the poly-
homogeneity of the Schwartz kernel at the various boundary hypersurfaces of M2k,sc, is given
in Theorem 12. As Theorem 12 is proved by a parametrix construction, it also gives the
explicit leading-order asymptotic terms of the kernel at all faces.
Remark 1. Zero-resonances can appear only for degrees q such that |q − n/2| ≤ 1, and they
are absent under certain assumptions on the bottom of the spectrum of ∆N on forms of degree
r ∈ [n/2−1, n/2]; for one such assumption, see Lemma 19 when n is odd and Remark 9 when
n is even. In fact, assumption (2) could likely be removed, but the parametrix construction
would be much more technically involved, similar to the work [GH2] for Schro¨dinger operators
on functions. However it should be noticed that from the analysis of [GH2], there are likely
some cases with zero-resonances where the resolvent is not a pseudo-differential operator
in the calculus Ψ∗k(M). Assumption (4) is likely not necessary either, but the construction
would be more complicated - in fact, quite similar to the analysis of the resolvent on functions
in dimension n = 2 done in [Sh1, Section 4]. We finally mention that assumptions (2) and
(4) are always satisfied on asymptotically Euclidean manifolds of dimension n ≥ 3 (ie. when
(N, h0) is a disjoint union of canonical spheres (S
n−1, dθ)).
Application to Sobolev estimates. We first give a Sobolev inequality which follows
from the resolvent description.
Theorem 2. Let (M, g) be asymptotically conic to order n0 ≥ 3, let p = 2n/(n + 2) and
define the conjugate exponent p′ = 2n/(n− 2). Assume (4) and that kerL2(∆q) = kerLr(∆q)
for all r ∈ [p, p′]. Then there exists C > 0 such that for all q-forms u, v ∈ C∞0 (M ; Λq)
||(Id− Πker(∆q))v||Lp′ ≤ C||(d+ δ)v||L2, ||(Id−Πker(∆q))u||Lp′ ≤ C||∆qu||Lp, (5)
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where Πker(∆q) is the orthogonal projector on kerL2(∆q) in L
2.
Of course these inequalities extend by continuity to u, v in appropriate Sobolev spaces (see
Theorem 18). The conditions (4) and kerL2(∆q) = kerLr(∆q) for all r ∈ [p, p′] are satisfied
when N is a disjoint union of canonical spheres. Uniform Sobolev estimates (for ∆−λ) were
recently proved for functions in the same geometric setting by the first author and Hassell;
see [GH3]. For differential forms, Li [Li] proves some Sobolev estimates of the same form
for d + δ on complete manifolds under some curvature conditions (non-negativity of some
curvature tensor).
Application to Riesz transform on forms. The Riesz transform acting on functions
on a complete Riemannian manifold is defined by T0 = d∆
−1/2 and is bounded from the
space of L2 functions to the space of L2 1-forms. It is a classical question in harmonic
analysis (asked for instance by Strichartz [St]) to understand for which p the map T0 is
bounded on Lp. We refer for instance to Section 1.3 of the paper [ACDH] by Auscher-
Coulhon-Duong-Hoffman for a quite complete list of results in the geometric setting. For
instance, Bakry [Ba] proved that T0 is bounded on any L
p for p ∈ (1,∞) if (M, g) is a
complete manifold with non-negative Ricci curvature, and Coulhon-Duong [CD] obtained
the quite general result stating that T0 is bounded on L
p for p ∈ (1, 2] when the volume of
balls satisfies the doubling property and the heat kernel satisfies Gaussian upper estimates.
On the other hand, for p > 2, there exist simple examples where T0 is not bounded on L
p.
For instance, it is shown by Carron-Coulhon-Hassell [CCH] that an n-dimensional manifold
with two ends isometric to Rn \B(0, R) has T0 bounded on Lp if and only if p ∈ (1, n); this
result has been generalized significantly by Devyver [De].
As in [St], we define the Riesz transform on q-forms as the operator taking q-forms on M
to a direct sum of (q − 1) and (q + 1)-forms on M defined by
Tq = D∆
−1/2
q where D := d+ δ
(to make sense of Tqf ∈ L2 when f ∈ L2, we can consider weak limits of D(∆q + ǫ)−1/2f as
ǫ→ 0+; see the beginning of Section 5).
In this work we consider the sharp range of p for which Tq is bounded on an asymptotically
conic manifold with cross section (N, h0). The answer turns out to be quite complicated,
and it can be expressed in terms of both topological and spectral data: first the cohomology
of M , then the small eigenvalues of the Laplacian ∆N on the cross section, and finally the
rate of decay of L2 harmonic q-forms on M . To state the result we introduce the following
indices related to the Laplacian ∆N on forms on N : writing SpΛp(∆N |H) for the spectrum
of the Laplacian ∆N on p-forms restricted to a vector space H ⊂ L2(N,Λp(N)), we define
for p = q − 1, q, q + 1
λp := min(SpΛp(∆N |Im dN )), µp := min(SpΛp(∆N |(Im δN )⊥)), γp := min(SpΛp(∆N |(Im dN )⊥)),
γ′q :=
{
γq if q ≥ n/2− 1
λq+1 if q < n/2− 1 , µ
′
q =
{
µq if q ≤ n/2 + 1
λq if q > n/2− 1.
To state the result as smoothly as possible, we make an extra assumption in the Introduction
which will be removed later in the paper: we assume that λq > 1− |q − n/2|2. Then under
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this assumption we define
ν0 :=min
(√
(
n
2
− q)2 + λq − 1,
√
(
n
2
− q − 1)2 + γq,
√
(
n
2
− q + 1)2 + µq−1
)
νD :=min
(√
(
n
2
− q)2 + λq + 1,
√
(
n
2
− q − 1)2 + γ′q,
√
(
n
2
− q + 1)2 + µ′q−1
)
.
(6)
Then we prove
Theorem 3. Let (M, g) be asymptotically conic to order n0 ≥ 3 with cross-section (N, h0)
and assume that λq > 1 − |q − n/2|2. Let ν0, νD be be the indices defined by (6) from the
spectrum of ∆N on (q − 1) and q-forms. Assume that (4) and (2) hold and finally, define
νker := min
(
ν0 + 2, max{ν ≥ ν0; kerL2(∆q) ⊂ xν+n2−1L∞}
)
. (7)
Then the Riesz transform Tq is bounded on L
p if
n
n− (n/2 + 1− νker)+ < p <
n
(n/2− ν0)+ . (8)
To obtain the exact interval of Lp boundedness, we make the extra assumption that n0 > ν0+2
if ν0 < n/2. Under this additional assumption, we have:
Case 1. If q < n/2 − 1 and the natural map Hq+1(M, ∂M ) → Hq+1(M) in cohomology
is not injective, or if q > n/2 + 1 and the natural map Hn−q+1(M, ∂M) → Hn−q+1(M) in
cohomology is not injective, then the Riesz transform Tq = D∆
−1/2
q on q-forms is bounded
on Lp if and only if (8) holds.
Case 2. In all other cases, Tq is bounded on L
p if and only if
n
n− (n/2 + 1− νker)+ < p <
n
(n/2−min(νD, νker))+ .
Remark 2. The same result holds without assuming λq > 1 − |q − n/2|2, but the indices ν0
and νD need to be defined slightly differently (ie. they need to be defined by (24) and (55)).
The general case is in Theorem 13.
Remark 3. For q = 0, H1(M, ∂M ) = 0 if and only ifM has one end, and whenH1(M, ∂M ) 6=
0 the map H1(M, ∂M) → H1(M) is never injective. In particular, since for q = 0 one has
ν0 = n/2−1 and kerL2(∆q) = 0, we recover Theorem 1.5 in [GH1] about the Riesz transform
on functions by applying Case 1 of Theorem 3. We also recover Theorem 1.4 of [GH1] by
applying Case 2 of Theorem 3 since νD =
√
(n
2
− 1)2 + λ1 where λ1 is the first non-zero
eigenvalue of the Laplacian ∆N on functions (or equivalently exact 1-forms).
Using that ν0 ≥ |q − n/2| − 1 when |q − n/2| > 1, we obtain the first corollary, which
is weaker than Theorem 3 in the sense that it does not give the sharp range of p for Lp
boundedness of Tq, but it has the advantage of being stated only in terms of the degree q:
Corollary 4. Let q satisfy |q − n/2| > 1 and let (M, g) be asymptotically conic to order
n0 ≥ 3 with cross-section (N, h0). Assume that kerx−1L2(∆q) = kerL2(∆q) = 0; then the
Riesz transform Tq is always bounded on L
p if
n
n/2 + |n/2− q| < p <
n
n/2 + 1− |n/2− q| . (9)
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If kerx−1L2(∆q) = kerL2(∆q) 6= 0, then Tq is always bounded on Lp if
min
(
2,
n
n/2− 2 + |n/2− q|
)
< p <
n
n/2 + 1− |n/2− q| .
Remark 4. By Theorem 3, we see that the lower bound in (9) is sharp if the cohomology
Hq(N) is non-trivial. This contrast with the case of Riesz transform on functions where
the lower exponent of boundedness in a very general case is 1, see [CD]. It is not unlikely
that such a (in general non-sharp) result could be extended to a more general setting, such
as manifolds with volumes of large balls being comparable to those of Euclidean balls of
dimension n, and satisfying some bounds on the curvature tensor as well as some Sobolev
inequality for D as in Theorem 2 (see [De] for the case q = 0).
When N = Sn−1 is the sphere with curvature +1, one has ν0 = n/2−1 (see (26)), and the
map Hq+1(M, ∂M )→ Hq+1(M) is always injective for 0 < q < n since Hq(Sn−1) = 0. Thus
Theorem 3 applied to asymptotically Euclidean manifolds with n ≥ 3 and n0 > n/2+1 gives
Corollary 5. Let (M, g) be asymptotically Euclidean to order n0 > n/2+1, with dimension
n ≥ 3. Then νker ∈ {n2 − 1, n2 , n2 + 1}, and we have:
Case 1. If q = 0 or q = n, the Riesz transform Tq = D∆
−1/2
q on q-forms is bounded on Lp
if and only if
1 < p < n, if ker(H1(M, ∂M)→ H1(M)) 6= 0,
1 < p <∞, if ker(H1(M, ∂M)→ H1(M)) = 0.
Case 2. If q /∈ {0, n}, the Riesz transform Tq = D∆−1/2q on q-forms is bounded on Lp if
and only if
n
n−2 < p < n, if νker =
n
2
− 1,
n
n−1 < p <∞, if νker = n2 ,
1 < p <∞, if νker = n2 + 1.
Although our geometric situation is quite restrictive in terms of the structure near infin-
ity, there seem to be only very limited results about the Riesz transform for forms in the
literature, and even Corollary 5 did not seem to be known (in fact, Theorem 3 answers an
open problem asked by Carron-Coulhon-Hassell [CCH, Sec. 8]). There are a few previously
known results: Bakry [Ba] proved Lp boundedness of Tq on manifolds such that a curvature
term appearing in the Weitzenbock formula is non-negative, Auscher-McIntosh-Russ [AMcR]
proved boundedness of Riesz transforms for forms on Hardy spaces for manifolds with vol-
ume measure satisfying the doubling property, while Mu¨ller-Peloso-Ricci [MPR] obtained
boundedness on Lp for all p in the case of the Heisenberg group.
Conic degeneration and analytic torsion. We now apply Theorem 1 to investigate the
behaviour of the analytic torsion under conic degeneration. The degeneration we discuss was
originally proposed by Degeratu and Mazzeo as a means of analyzing elliptic operators on the
more general class of iterated cone-edge spaces [Ma2]. The objective is to generalize theorems
such as the Cheeger-Mu¨ller theorem to singular spaces by analyzing the behavior of the
quantities involved in the smooth analogues as a family of smooth manifolds degenerates to
a singular manifold. With this objective in mind, in [Sh2], the behaviour of the determinant
of the Laplacian is investigated under conic degeneration. Here, we generalize this work to
investigate the behaviour of the analytic torsion.
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Let (M, g) be a smooth asymptotically conic manifold with cross section (N, h0) which
is exactly conic outside the compact manifold with boundary Wˆ := {x ≥ 1}, which means
that g = dx2/x4 + h0/x
2 in {x < 1}. As in the work of the second author [Sh2], we define
a family of smooth compact manifolds (Ωǫ, gǫ) which degenerate to a manifold (Ω0, g0) with
an exact conic singularity as follows: assume that there is a compact set K ⊂ Ω0 where g0
is smooth such that
(Ω0 \K, g0) is isometric to ((0, 1)r ×N, dr2 + r2h0).
For each ǫ > 0 small, let Mǫ := {z ∈ M ; x(z) ≥ ǫ}, and consider the manifold Ωǫ = K ⊔Mǫ
obtained by gluing K with Mǫ along ∂K ≃ ∂Mǫ ≃ N . The obtained manifold is smooth
and the metric g0 on K glues smoothly with the metric ǫ
2g defined on Mǫ, giving a metric
on Ωǫ which we denote by gǫ. As ǫ goes to zero, Ωǫ approaches Ω0 in the Gromov-Hausdorff
sense; see [Sh2] for more details concerning the geometry.
We first need to make some assumptions on the cross-section N . Since analytic torsion
is trivial in even dimensions, we assume that n is odd. We then say that N satisfies the
modified Witt condition if [
0,
3
4
]
∩ SpΛ(n−1)/2(∆N) = ∅. (10)
Usually M is said to be Witt if 0 /∈ SpΛ(n−1)/2(∆N ), so the modified Witt condition is slightly
stronger. As we will see, the modified Witt condition rules out zero-resonances for ∆q on M
for all q ∈ [0, n], which allows us to apply Theorem 1 to obtain the microlocal description of
the resolvent Rq(k) on M near k = 0.
We can define a determinant of the Laplacian for any form degree on any compact manifold
Ω by the method of Ray-Singer [RS], using a spectral zeta function for the Laplacians ∆Ωq
acting on q-forms:
ζΩq (s) :=
∑
λj∈Sp(∆q),λj>0
λ−sj for Re(s) > n/2, log(det(∆
Ω
q )) := −ζ ′q(0),
where ζ ′q(0) is obtained by meromorphic extension of ζ
Ω
q (s) in s ∈ C. The analytic torsion is
then defined by
log T (Ω) :=
1
2
n∑
q=0
(−1)q+1q log(det∆Ωq ).
By the work of Cheeger [Ch3], Dar [Da] and Mooers [Mo], the objects above are also
well-defined on a compact manifold with conical singularities Ω0, under the Witt condition
0 /∈ SpΛ(n−1)/2(∆N ) (unless stated otherwise, we will always use the Friedrichs extension at
the conic points when a choice of self-adjoint extension is necessary). The analytic torsion
on manifolds with conic singularities has been the object of a considerable amount of recent
study; see, for example, [Le, MV, Ve] and the references therein.
We can also define analogous objects onM . AlthoughM is non-compact and its Laplacian
on q-forms ∆Mq has continuous spectrum in R
+, we can define a renormalized determinant
of ∆Mq and thus a renormalized analytic torsion, under the assumption that N satisfies the
modified Witt condition. To define the renormalized determinant, one uses a renormalized
trace of the heat kernel defined as follows:
RTr(e−t∆
M
q ) := FPǫ→0
∫
{x≥ǫ}
Tr(HMq (t; z, z))dg(z) (11)
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where HMq (t; z, z
′) is the heat kernel for q-forms on M at time t and FP means finite part in
the sense of Hadamard. The determinant of ∆Mq is then defined as usual by log(det∆
M
q ) :=
−∂sζMq (0) through the zeta function
ζMq (s) =
1
Γ(s)
∫ ∞
0
(RTr(e−t∆
M
q )− dim kerL2 ∆Mq )ts−1 dt,
once we have shown that RTr(e−t∆
M
q ) has expansions in powers of t and log(t) as t→ 0 and
t→ +∞. We may therefore define a renormalized analytic torsion on M by
log(T (M)) :=
1
2
n∑
q=0
(−1)q+1q log(det∆Mq ).
It turns out, by the result of Anne´-Takahashi [AT], that as ǫ ∈ (0, ǫ0] goes to 0, there are
a finite number of small non-zero eigenvalues of ∆Ωǫq which converge to 0: for each q, if Nq
denotes the number of such eigenvalues, we have N0 = 0 and
Nq = dimker(∆
Ω0
q ) + dimkerL2(∆
M
q )− dimker(∆Ωǫ0q ). (12)
This is a topological invariant, since all these kernel dimensions can be expressed in terms
of cohomologies of M , Ω0 and Ωǫ0 . Let the small eigenvalues themselves be µ
q
i (ǫ), i = 1 to
Nq. Our theorem is the following, whose proof is given in Section 7:
Theorem 6. Let Ωǫ be defined as above and assume that N satisfies the modified Witt
condition. As ǫ→ 0, for each q between 0 and n,
log det∆Ωǫq = −2 log ǫ(ζMq (0)) +
Nq∑
i=1
log µqi (ǫ) + log(det∆
Ω0
q ) + log(det∆
M
q ) + o(1),
and therefore
log(T (Ωǫ)) = (
n∑
q=0
(−1)qqζMq (0)) log ǫ+
n∑
q=0
(−1)qq(
Nq∑
i=1
log µqi (ǫ))
+ log(T (Ω0)) + log(T (M)) + o(1).
Remark 5. An analogous theorem holds for the torsion defined with coefficients in a family
of flat vector bundles, assuming that the family is constant in ǫ on the region where Ωǫ is an
exact cone (so that the gluing construction makes sense). To see this, we note (as in [MV, Eq.
2.3]) that a flat vector bundle E over the cone CN may be written as a pullback of a flat vector
bundle F over the cross-section N . Therefore all calculations in local coordinates are exactly
the same as in the trivial bundle case, as long as we consider the appropriate cross-section
(N,F ) and its associated Gauss-Bonnet operator and Laplacian. In particular, although the
result of Anne´-Takahashi in [AT] is not stated for twisted forms, their arguments (which use
direct eigenform transplantation methods) work just as well. The conformal scaling property
that we need also follows from this pullback observation.
Remark 6. This theorem contains a non-explicit contribution from the small eigenvalues, but
we show in Lemma 30 that Nq = 0 for all q under the assumptions that λq > 1− |q− n/2|2,
that ν0 ≥ 1 for all q (with the notation of (6) and above) and that the cohomology Hq(N)
is 0 for q ∈ [1, n − 2]. This happens, for instance, if N = Sn−1 is the canonical sphere and
n ≥ 5. When Nq = 0 for all q and Ωǫ has trivial cohomology in all degrees between 1 and
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n − 1, since we know that T (Ωǫ) is constant for ǫ > 0 by the result of Ray-Singer [RS], we
deduce that for all ǫ ∈ (0, ǫ0]
log(T (Ωǫ)) = log(T (Ω0)) + log(T (M)).
Outline. In Section 2, we recall the relevant material from the b-calculus of Melrose
and compute the indicial roots of the Hodge Laplacian on an asymptotically conic manifold.
Section 3 contains a discussion of the pseudodifferential calculus of [GH1, GH2], which we
use in Section 4 to explicitly construct the resolvent for the Hodge Laplacian at low energy.
The applications to the Riesz transform are discussed in Section 5, the Sobolev estimates
are proved in Section 6, and the applications to analytic torsion are considered in Section 7.
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2. Laplacian on forms, indicial sets and b-pseudodifferential operators
In this section, we will use the formalism of the paper [GH1], and we refer to reader in
particular to Section 2 of that paper for details about the considered objects.
2.1. Setup and functional spaces. We start by recalling some facts about b-structures
and polyhomogeneity.
b-structures. Throughout, we will use the conformal metric
gb = x
2g
which is an exact b-metric in the sense of Melrose [Me], i.e. an asymptotically cylindrical
metric on M . Associated to this b-structure, we can define an algebra of vector fields Vb(M)
which is the set of smooth vector fields tangent to the boundary ∂M . Locally near N , if we
let y1, . . . , yn−1 be local coordinates on N , the vector fieds in Vb(M) are linear combinations
(over C∞(M)) of x∂x, ∂y1, . . . , ∂yn−1 . The enveloping algebra of Vb is denoted Diffb(M); this
is the space of smooth differential operators generated by compositions of elements in Vb(M)
and multiplication by smooth functions. When the operators act linearly from sections of
E to sections of F , where E and F are smooth vector bundles over M , we use the notation
Diffb(M ;E, F ); when E = F we simply write Diffb(M ;E).
As in [Me], there is a natural bundle associated to gb, called the b-tangent bundle and
denoted bTM ; the algebra Vb(M) may be viewed as the space of smooth sections of bTM .
We also let bT
∗
M denote the dual of bTM , and let Λqb be the exterior qth power of
bT
∗
M .
For later purposes, we also introduce some notation regarding half-densities; these are a bit
inconvenient notationally but are useful for defining distributional kernels of operators in a
more invariant way. The bundle of b-half densities, denoted Ω
1
2
b , is the smooth line bundle
trivialized by |dgb| 12 , where dgb is the volume form of gb. See the book [Me] for more discus-
sion of these and other b-structures, or the review of Grieser [Gr].
Scattering structures. We can define similar “scattering” objects associated to the orig-
inal metric g. In particular, we define Vsc(M) to be the algebra of smooth vector fields which
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can be written locally near N as linear combinations (over C∞(M)) of x2∂x, x∂y1 , . . . , x∂yn−1 .
These vector fields correspond to vector fields of uniformly bounded length on (M, g), and
may again be viewed as sections of a bundle denoted scTM . The dual bundle is scT ∗M , and
the q-th exterior power of scT ∗M is denoted Λqsc; this bundle is the natural setting for analyz-
ing q-forms on (M, g). As we did for gb, we define the bundle of scattering half-densities Ω
1
2
sc
to be the trivial line bundle trivialized (over C∞(M)) by |dg| 12 , where dg is the volume form
of g. In particular one has x
n
2Ω
1
2
sc = Ω
1
2
b . Finally, we denote the bundle of smooth q-forms on
M by Λq.
b-Sobolev spaces. We now define the j-th Sobolev spaces on q-forms on (M, g), but
with respect to b-densities. First set H0b := L
2(M ; Λqsc ⊗ Ω
1
2
b ). Then write
Hjb := {ω ∈ H0b ; LX1 . . .LXjω ∈ H0b , ∀X1, . . . , Xj ∈ Vb(M)}
where L denotes the Lie derivative. For ν ∈ R we also define the space
xν−H0b :=
⋂
α<ν
xαH0b .
Polyhomogeneity and index sets. We shall need the notions of index sets and poly-
homogeneous conormal distributions on a manifold with corners, and we refer to [Me0] for
details. An index set E is a discrete subset of R×N0 such that for each m ∈ R, the number
of points (β, j) ∈ E with β ≤ m is finite. We also adopt the convention that if (β, j) ∈ E,
then (β + 1, j) ∈ E and (if j > 0) (β, j − 1) ∈ E. Recall the operations of addition and
extended union of two index sets E and F , denoted E+ and E∪F respectively:
E + F = {(β1 + β2, j1 + j2) | (β1, j1) ∈ E and (β2, j2) ∈ F}
E∪F = E ∪ F ∪ {(β, j) | ∃(β, j1) ∈ E, (β, j2) ∈ F with j = j1 + j2 + 1}. (13)
We say that E ≥ z0 (resp. E > z0), with z0 ∈ R, if all (z, k) ∈ E is such that z ≥ z0 (resp.
z > z0).
Now let Z be a manifold with corners, with boundary hypersurfaces H1, . . . , Hℓ. Let ρHi
be smooth boundary defining functions for each Hi; we write ρ :=
∏ℓ
i=1 ρHi , and call ρ a
total boundary defining function. An index family E = (EH1, . . . , EHℓ) is a collection of index
sets, one for each boundary hypersurface. The notation for index sets carries over to index
families; for example, we say that E ≥ z0 if EHi ≥ z0 for all Hi. A distribution u on Z is said
to be polyhomogeneous conormal with index family E if at each hypersurface Hi there is an
asymptotic expansion
u ∼
∑
(s,j)∈EHj
a(s,j)ρ
s
Hj
(log ρHj )
j
with a(s,j) ∈ C∞(Z), and with joint asymptotic expansions at each corner. See [Me] or [Gr]
for further details.
2.2. Laplacian on forms. The usual exterior derivative d is defined on Λq(M). To view it as
acting on half-density valued q-forms, we write d(ω⊗|dg| 12 ) := (dω)⊗|dg| 12 if ω ∈ C∞(M ; Λq).
By writing it out in coordinates, we will see that d is a scattering differential operator:
d ∈ Diff1sc(M ; Λqsc ⊗ Ω1/2sc ,Λq+1sc ⊗ Ω1/2sc ).
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To make explicit calculations, we decompose the bundle Λqsc(M) near the boundary as a
direct sum
Λq(N)⊕ Λq−1(N) → Λqsc(M)
(ωt, ωn) → x−qωt + x−q−1dx ∧ ωn. (14)
Rather than write out the explicit form of d itself, we write d = xA = A′x for b-operators
A,A′ ∈ Diff1b(M,Λqsc(M) ⊗ Ω1/2sc ,Λq+1sc (M) ⊗ Ω1/2sc ). Computing directly, the forms of A and
A′ in this decomposition (mapping Λq(N)⊕ Λq−1(N) to Λq+1(N)⊕ Λq(N)) are
A =
(
dN 0
x∂x − q −dN
)
, A′ =
(
dN 0
x∂x − q − 1 −dN
)
where dN is the exterior derivative on the boundary N . Similarly, the adjoint δ with respect
to the metric g can be written δ = Bx = xB′, and an easy computation shows that in the
decomposition (14), if we let δN be the adjoint of dN with respect to h0, we have
B =
(
δN −(x∂x − n+ q − 1)
0 −δN
)
+ xn0Diff1b(M ; Λ
q
sc ⊗ Ω1/2sc ,Λq−1sc ⊗ Ω1/2sc ),
B′ =
(
δN −(x∂x − n + q)
0 −δN
)
+ xn0Diff1b(M ; Λ
q
sc ⊗ Ω1/2sc ,Λq−1sc ⊗ Ω1/2sc ).
It will be convenient to consider ∆q as acting on Λ
q
sc⊗Ω1/2b , which amounts to conjugating
all operators by xn/2. We now define the operator Pb ∈ Diff2b(M ; Λqsc ⊗ Ω1/2b ) by
Pb = AB +B
′A′, so that ∆q = xPbx.
Let ∆N = δNdN + dNδN be the Hodge Laplacian on the form bundle Λ(N) = ⊕n−1p=0Λp(N).
We compute (taking into account the conjugation by xn/2) that in the decomposition (14),
Pb =
( −(x∂x)2 + (n2 − q − 1)2 +∆N 2dN
2δN −(x∂x)2 + (n2 − q + 1)2 +∆N
)
+ xn0W, (15)
whereW ∈ Diff2b(M ; Λqsc⊗Ω1/2b ). Here Pb acts on an element of Λqsc⊗Ω1/2b by Pb(ω⊗|dgb|
1
2 ) =
Pb(ω)⊗ |dgb| 12 . Since ∆q is formally self-adjoint with respect to the scalar product induced
by g, one easily checks that Pb is also formally self-adjoint on H
0
b .
2.3. The operator Pb and its index set. We will show, using the theory of Melrose [Me],
that Pb is Fredholm and that it has a pseudodifferential inverse defined on its image. First
we need to compute the indicial set of Pb. The indicial family in the sense of [Me] is the
one-parameter family of operators (with λ ∈ C)
Iλ(Pb) =
( −λ2 + (n
2
− q − 1)2 +∆N 2dN
2δN −λ2 + (n2 − q + 1)2 +∆N
)
(16)
acting on L2(N ; Λq(N)⊕Λq−1(N)), and the indicial set I(Pb) is the set of those λ for which
Iλ(Pb) is not invertible.
To compute the indicial set, we use the Hodge decomposition of ∆N on q-forms. Specifi-
cally, we can write the L2 spectrum of ∆N as follows:
SpΛq(∆N) =
(
SpΛq(∆N ) ∩ {0}
)
∪
(
SpΛq(∆N |ImdN )
)
∪
(
SpΛq(∆N |ImδN )
)
=: Sq0 ∪ SqdN ∪ SqδN
,
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and note that SqdN = S
q−1
δN
. Let Hq(N) := kerΛq ∆N be the space of harmonic q-forms
on N , and let F qL,α := kerΛq(∆N − α2) ∩ ImL on q-forms, where L ∈ {dN , δN}. Using
this decomposition, we see that Iλ(Pb) preserves the following subspaces of L
2(N ; Λq(N) ⊕
Λq−1(N)): (
Hq(N)⊕ Im δN
)
⊕ {0},
{0} ⊕
(
Hq−1(N)⊕ Im dN
)
,
Im dN ⊕ Im δN .
(17)
On the first two spaces of (17), Iλ(Pb) is diagonal and thus invertible if and only if λ /∈
(I1 ∪ I2) where
I1 :=
{
±
√
(
n
2
− q − 1)2 + α2;α2 ∈ Sq0 ∪ SqδN
}
,
I2 :=
{
±
√
(
n
2
− q + 1)2 + α2;α2 ∈ Sq−10 ∪ Sq−1dN
}
.
(18)
For the third space, for each α with α2 ∈ SqdN , we use an orthonormal basis (φα,k)k=1,...,dimF q−1δN ,α
for F q−1δN ,α; then (dNφα,k)k=1,...,dimF qδN ,α
is an orthogonal basis for F qdN ,α. Using these bases,
dN : F
q−1
δN ,α
→ F qdN ,α is given by the identity matrix, while δN is the matrix α2Id. Therefore,
Iλ(Pb), acting on CdNφα,k ⊕ Cφα,k, is of the form
Iλ(Pb) =
( −λ2 + (n
2
− q − 1)2 + α2 2
2α2 −λ2 + (n
2
− q + 1)2 + α2
)
.
An easy computation shows that the matrix can be diagonalized as(
(
√
(n
2
− q)2 + α2 − 1)2 − λ2 0
0 (
√
(n
2
− q)2 + α2 + 1)2 − λ2
)
in the basis
φ−α,k :=
(
dNφα,k,
(
(
n
2
− q)−
√
(
n
2
− q)2 + α2
)
φα,k
)
φ+α,k :=
(
dNφα,k,
(
(
n
2
− q) +
√
(
n
2
− q)2 + α2
)
φα,k
). (19)
The matrix of Iλ(Pb) on the third space of (17) is thus invertible if and only if λ /∈ I3 ∪ I4,
where
I3 :=
{
±(
√
(
n
2
− q)2 + α2 − 1);α2 ∈ SqdN
}
I4 :=
{
±(
√
(
n
2
− q)2 + α2 + 1);α2 ∈ SqdN
}
.
(20)
The indicial set of Pb (which we also call indicial set of ∆q) is thus
I(Pb) = I(∆q) = I1 ∪ I2 ∪ I3 ∪ I4. (21)
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We define the following subspaces of L2(N,Λq(N) ⊕ Λq−1(N)) associated to the index sets
I1, . . . , I4:
E1 :=
(
ker∆N ⊕ ImδN
)
⊕ {0}, E2 := {0} ⊕
(
ker∆N ⊕ ImdN
)
,
E3 :=
⊕
α2∈SqdN
dimFδN ,α⊕
k=1
Cφ−α,k, E
4 :=
⊕
α2∈SqdN
dimFδN ,α⊕
k=1
Cφ+α,k.
(22)
We also define, for ν ∈ I(Pb), the following vector subspaces of L2(N ; ΛqN ⊕ Λq−1N )
Eν := ker Iν(Pb), E
j
ν := Eν ∩ Ej
which yields the orthogonal decomposition
L2(N ; Λq(N)⊕ Λq−1(N)) =
4⊕
j=1
⊕
ν∈Ij
Ejν . (23)
We finally define
ν0 := min(I(Pb) ∩ [0,∞)). (24)
Notice that the condition ν0 > 0 is equivalent to the condition (4) of the Introduction. If
λp := min(SpΛp(∆N |ImdN )), µp := min(SpΛp(∆N |(ImδN )⊥)), γp := min(SpΛp(∆N |(ImdN )⊥)) for
p = q − 1, q, q + 1, then as long as λq > 1 − |n/2 − q|2, we get the formula (6) from the
introduction:
ν0 = min
(√
(
n
2
− q)2 + λq − 1,
√
(
n
2
− q − 1)2 + γq,
√
(
n
2
− q + 1)2 + µq−1
)
. (25)
In the case where the boundary is the canonical sphere (∂M = Sn−1, h0 = dθ2) (i.e. when
M is asymptotically Euclidean) we have SqdN = {(q − 1 + j)(n − q − 1 + j); j ∈ N} for
1 ≤ q ≤ (n− 1); see for instance [GM]. As a consequence, it is easy to compute that
I1 =


{±(j + n
2
); j ∈ N0} if q ∈ [1, n− 2]
{±(j + n
2
− 1); j ∈ N0} if q = 0
{±n
2
} if q = n− 1
∅ if q = n
,
I2 =


{±(j + n
2
); j ∈ N0} if q ∈ [2, n− 1]
{±(j + n
2
− 1); j ∈ N0} if q = n
{±n
2
} if q = 1
∅ if q = 0
,
I3 =
{ {±(j + n
2
− 1); j ∈ N0} if q ∈ [1, n− 1]
∅ if q = 0, n ,
I4 =
{ {±(j + n
2
+ 1); j ∈ N0} if q ∈ [1, n− 1]
∅ if q = 0, n ,
(26)
and ν0 = n/2− 1.
Now that we have computed the index set, various consequences follow immediately from
the theory of Melrose [Me, Section 6.2]. First we have the relative index theorem for 2nd
order elliptic b-operators:
RESOLVENT AT LOW ENERGY AND RIESZ TRANSFORM 13
Theorem 7 (Melrose’s Relative Index Theorem, [Me]). The operator Pb is Fredholm as a
map from xαHjb to x
αHj−2b for all j ≥ 2 and all α ∈ R \ I(Pb). The index of Pb is equal to
0 for |α| < ν0 and the index increases by dimEν as α crosses the value ν ∈ I(Pb), with α
decreasing.
We also have a regularity result [Me]:
Theorem 8 (Regularity of solutions to Pbu = f). Suppose that for β ∈ R, f ∈ xβH0b (M) is
polyhomogeneous on M with respect to the index set E, that u ∈ xαH0b , and that Pbu = f .
For b ∈ R let µ(b, j) = ♯{b + k; k = 0, . . . j} ∩ I(Pb). Then u ∈ xαH2b is polyhomogeneous
with respect to the index set E∪F , where F is the index set{(
ν + j, k
) | j, k ∈ N0, ν ∈ I(Pb), ν ≥ α, 0 ≤ k ≤ µ(ν, j)− 1}.
When (N, h0) = (S
n−1, dθ2), this reduces to{(
n/2 + l, k
) | l ∈ Z, n/2 + l ≥ α, 0 ≤ k ≤ Nl − 1}.
where Nl is the number of elements of the form ±(n/2 − 1 + j), j ∈ N0 in the interval
(α, n/2 + l] .
A consequence of this theorem is that each u ∈ xα−Hb0 satisfying the assumption of
Theorem 8 has a full asymptotic expansion which starts with
u =
( ∑
ν∈I(Pb)
α≤ν<α+n0
kν∑
k=0
xν(log x)kuν(y) +O(xα+n0)
)
|dgb| 12
for some kν ∈ N0 and some uν ∈ C∞(N ; Λq(N)⊕ Λq−1(N)). In fact, by assumption (1), we
get
Proposition 9. Assume ν0 > 0 and α ∈ I(Pb), then if Pbu = O(xα+n0) with u ∈ xα−H2b
having asymptotic
u =
( ∑
ν∈I(Pb)
α≤ν<α+n0
kν∑
k=0
xν(log x)kuν(y) +O(xα+n0)
)
|dgb| 12 ,
then in fact kν = 0 (so there are no log terms) and uν ∈ Eν for all ν ∈ [α, α+ n0).
The proof of Proposition 9 is straightforward and proceeds by plugging the asymptotic
expansion into the equation Pbu = O(xα+n0), then using that for uν ∈ C∞(N ; Λq(N) ⊕
Λq−1(N)) and µ ∈ R
Pb(x
µ log(x)kuν(y)|dgb| 12 ) =
(
xµ log(x)kIµ(Pb)uν(y)− kµxµ log(x)k−1uν(y)
+ k(k − 1) log(x)k−2uν(y) +O(xµ+n0 log(x)k)
)
|dgb| 12 .
(27)
It follows immediately from Theorems 7 and 8 that for ν ∈ I(Pb), the vector space
{ω ∈ xν−ǫHjb | Pbω = 0}
/{ω ∈ xν+ǫHjb | Pbω = 0}
for sufficiently small ǫ > 0 is finite dimensional, independent of ǫ, and independent of j by
elliptic regularity. From Theorem 8, elements of this space have the form xνφν(y)+O(xν+ǫ)
where φν ∈ Eν . The span of such φν is a vector subspace of E|ν| which we denote Gν . Finally,
from [Me, Chap. 6]:
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Proposition 10. The subspaces Gν and G−ν of Eν are orthogonal complements with respect
to the inner product on L2(N ; Λq−1(N)⊕ Λq(N)) given by h0.
2.4. b-pseudo-differential operators. The b-double space M2b is defined by blowing-up
∂M × ∂M inside M ×M , which we denote [M ×M ; ∂M × ∂M ]; for details, see for instance
[Me, Section 4.2]. Let βb : M
2
b → M2 be the blow-down map. The double space M2b is a
manifold with codimension-2 corners and three boundary hypersurfaces: the left boundary
lb, whose interior projects down to ∂M × M◦ through βb; the right boundary rb, whose
interior projects down to M◦ × ∂M ; and the b-face bf, which projects down to ∂M × ∂M
through βb and is diffeomorphic to ∂M × ∂M × [−1, 1]τ where τ := (x − x′)/(x + x′). We
denote by diagb the closure of the lift through βb of the diagonal of M
◦ ×M◦.
Let Elb, Erb be index sets. The pseudo-differential operator class Ψm,Elb,Erbb (M) is the set of
continuous linear operators A mapping the space {f ∈ C∞(M ; Ω
1
2
b ); f = O(x∞)} to its dual,
which have Schwartz kernels κA = κ
1
A + κ
2
A ∈ C−∞(M2; Ω
1
2
b (M
2)) so that
i) β∗κ1A is smooth on M
2
b \diagb, vanishes to infinite order at lb and rb, and has a classical
conormal singularity of order m at diagb;
ii) β∗κ2A is polyhomogeneous on M
2
b with index sets Elb at lb, Erb at rb, and N0 at bf.
Operators acting on a smooth bundles are defined similarly as their Schwartz kernels can
be considered as matrix valued distributions.
2.5. Inverse for Pb. By Proposition 5.64 in [Me], we have:
Proposition 11. Assume ν0 > 0 and (1) with n0 ≥ 3. There exists Qb ∈ Ψ−2,Elb,Erbb (M)
such that PbQb = Id − Πb where Πb is the orthogonal projection on the kernel of Pb in H0b .
The index sets satisfy
Elb ⊂ {(ν, k) ∈ I(Pb)× N0; ν ≥ ν0}, Erb ⊂ {(ν, k) ∈ I(Pb)× N0; ν ≥ ν0}.
and if m := min(ν˜ − ν0, 2) with ν˜ defined in (31), we have
Elb ∩ [ν0, ν0 +m)× N0 ⊂ Elb ∩ [ν0, ν0 +m)× {0},
Erb ∩ [ν0, ν0 +m)× N0 ⊂ Erb ∩ [ν0, ν0 +m)× {0},
Elb ∩ [ν0 +m, ν0 +m+ 2]× N0 ⊂ Elb ∩ [ν0 +m, ν0 +m+ 2]× {0, 1},
Erb ∩ [ν0 +m, ν0 +m+ 2]× N0 ⊂ Erb ∩ [ν0 +m, ν0 +m+ 2]× {0, 1}.
In Proposition 5.64 in [Me], the index set is larger than we claim here, but by writing that
PbQb = QbPb = −Πb near rb and lb (since the kernel of Id is supported at the diagonal) and
expanding the equation at x = 0 and x′ = 0, the identity (27) gives the desired statement
for Erb, Elb.
3. Pseudo-differential calculus for low energy
In this section we briefly recall the definition of the calculus Ψm,Ek (M) of pseudo-differential
operators with parameter k ∈ [0, k0], as well as a few facts which are detailed in Section 2.2
of [GH1].
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Figure 1. The blown-up space M2k,sc.
3.1. The space M2k,sc and half-densities. The Schwartz kernel of the resolvent Rq(k) =
(∆q+k
2)−1 is a distribution on the spaceM◦×M◦×(0, 1]. The spaceM2k,sc is a manifold with
codimension-2 corners, obtained by performing several blow-ups of M2 × [0, 1], as explained
in Section 2.2.1 of [GH1] (we refer the reader to this section for a more detailed explanation).
The reason for the blowups comes from the off-diagonal behaviour of the resolvent kernel.
We denote the boundary hypersurfaces ofM2×[0, 1] by zf = M2×{0}, rb =M×∂M×[0, k0],
and lb = ∂M ×M × [0, 1]. Then we blow-up1 the submanifold (∂M)2 × {0}, followed by
the lift to this space of (∂M)2 × [0, k0], M × ∂M × {0}, ∂M ×M × {0}, to produce a space
we call M2k,b. The new boundary hypersurfaces so created are denoted bf0, bf, rb0 and lb0,
respectively, while the old ones are still denoted zf, lb and rb. The blow-down map is denoted
βk,b : M
2
b →M2 × [0, 1] and the new boundary hyperfsurfaces satisfy
βk,b(bf0) = ∂M × ∂M × {0}, βk,b(bf) = ∂M × ∂M × [0, 1],
βk,b(rb0) =M × ∂M × {0}, βk,b(lb0) =M × ∂M × {0}.
Finally, to produce the space M2k,sc, we blow up the submanifold bf∩diagk,b, where diagk,b :=
β−1k,b(diag(M◦ ×M◦)× (0, 1), to create a new boundary hypersurface sc. See Figure 3.1.
There is a natural blow-down map βsc,k : M
2
k,sc → M2 × [0, 1] associated to these iterated
blow-ups.
The space M2k,sc has eight boundary hypersurfaces, each a geometric realization of a dif-
ferent asymptotic regime. The face zf may be identified naturally with M2b . The interior of
the face bf0 identifies with the product of exact cones M
2
0 , where M0 = (0,∞)×N . Indeed,
letting (y, y′) be coordinates on N2, we can use the coordinates k, κ = k/x, κ′ = k/x′, y, y′
near the interior of bf0. In these coordinates, bf0 is defined by k = 0, so writing (κ, y, κ
′, y′) ∈
((0,∞)×N)2 provides the diffeomorphism between the interior of bf0 and M20 . The interior
1The reader not familiar with real blow-ups may consult Chapter 5 of [Me2]
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of the face sc is a bundle over bf ∩ diagk,b ≃ N , with fibers Rn.
The bundle of b-half-densities Ω
1
2
b (M
2
k,b) onM
2
k,b is defined to be the smooth line bundle triv-
ialized by ρ−
1
2µ, where µ is any non-vanishing smooth section of the bundle of half-densities
and ρ is a global boundary defining function onM2k,b (i.e. a product of boundary functions for
the boundary hypersurfaces). In particular, this bundle is trivialized by |dgb(z)dgb(z′)dkk |
1
2 .
Let Ω˜
1
2
b (M
2
k,sc) be the lift of Ω
1
2
b (M
2
k,b) to M
2
k,sc. Except at sc, this bundle restricts canonically
to each hypersurface, and gives the bundle of b-half-densities on the hypersurface (which is
also a manifold with corners).
Denote by πk :M
2× [0, 1]→ M2 the projection off the k variable. The bundle Λqsc⊗ (Λqsc)∗
on M2 pulls-back through the map βsc,k ◦ πk = M2k,sc →M2 to a smooth bundle denoted
Fq := (βk,sc ◦ πk)∗(Λqsc ⊗ (Λqsc)∗).
The operators we shall consider have Schwartz kernels which pull back to M2k,sc as distribu-
tional sections of Fq ⊗ Ω˜
1
2
b (M
2
k,sc).
3.2. Operator calculus. We will show that the Schwartz kernel of Rq(k) is a polyhomoge-
neous conormal distribution on the space M2k,sc, with a classical conormal singularity at the
spatial diagonal. The space of operators Ψ
m,(abf0 ,azf,asc),A
k (M) acting on scattering q-forms
(with b-half-density values) is a space of pseudo-differential operators depending paramet-
rically on k and with Schwartz kernels given by conormal polyhomogeneous distributions
on M2k,sc; it is introduced in [GH1, Def 2.8] for functions, but the definition for operators
acting on bundles is identical. The index m ∈ R corresponds to the order of the conormal
singularity at the diagonal (i.e. the usual order for pseudo-differential operators). The set
(abf0 , azf, asc) ∈ R3 gives the behaviour of the part of the kernel which is singular at the
diagonal at the faces bf0, zf, sc. And A is an index set
A = (Abf0 ,Azf,Asc,Arb0,Alb0)
which corresponds to the polyhomogeneous expansion of the part of the kernel which is
smooth in the interior at the respective faces. In addition, the kernels of operators in this
class vanish to infinite order at lb, rb, and bf. More precisely, A ∈ Ψm,(abf0 ,azf,asc),Ak (M) if
its Schwartz kernel pulls-back to M2k,sc to a sum κ1(A) + κ2(A), where ρ
−abf0
bf0
ρ−azfzf ρ
−asc
sc κ1(A)
is a distributional section of Fq ⊗ Ω˜
1
2
b (M
2
k,sc) supported in a neighbourhood of diagk,sc :=
β−1k,sc(diag(M◦ ×M◦)× (0, k0) and conormal to this submanifold uniformly (and smoothly)
up to the boundary, and κ2(A) is smooth in the interior of M
2
k,sc and polyhomogeneous
conormal with index set A (and vanishing to infinite order at lb, rb, and bf). We also ask
that azf ∈ Azf, abf0 ⊂ Abf0 and asc ⊂ Asc.
Composition. This calculus forms an algebra, as there is a composition law: given index
families A and B as above and operators
A ∈ Ψm,(abf0 ,azf,asc),Ak (M), B ∈ Ψ
m′,(bbf0 ,bzf,bsc),B
k (M)
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then C := A ◦B ∈ Ψm+m′,(abf0+bbf0 ,azf+bzf,asc+bsc),Ck (M) with C given as in [GH1, Prop 2.10] by
Csc = Asc + Bsc,
Czf =
(Azf + Bzf)∪(Arb0 + Blb0),
Cbf0 =
(Alb0 + Brb0)∪(Abf0 + Bbf0),
Clb0 =
(Alb0 + Bzf)∪(Abf0 + Blb0),
Crb0 =
(Azf + Brb0)∪(Arb0 + Bbf0),
Cbf = Clb = Crb = ∅.
(28)
The proof is done in [GH1] for operators acting on 0-forms, but applies as well for q-forms.
Here the composition means that the k-dependent operator A⊗ |dk
k
|− 12 is composed on the
right with B⊗ |dk
k
|− 12 and then tensored with |dk
k
| 12 again so that its lifted kernel is a section
of Ω˜
1
2
b on M
2
k,sc. The operator Id ⊗ |dkk |
1
2 is in the calculus (if Id is the identity operator on
b-half-densities on M), and we will simply denote this operator Id to avoid writing the extra
|dk/k| 12 factor everywhere in the paper.
Inverse of Id − E(k). If E(k) ∈ Ψm,(ebf0 ,ezf,esc),Ek (M), with m < 0, ef > 0 and Ef > 0 for
f ∈ {zf, bf0, sc}, and if Erb0 + Elb0 > 0, then by the composition law, we have that for large
enough N , E(k)N is Hilbert-Schmidt with ‖EN(k)‖HS → 0 as k → 0. In particular, the
operator Id−E(k)N is invertible for k small enough, and the Neumann series ∑∞j=0E(k)Nj
for the inverse converges in operator norm (see [GH1, Cor. 2.11]) providing the following
right inverse for Id−E(k):
∞∑
j=0
E(k)N−1(Id−E(k)Nj)−1. (29)
This inverse lies in the calculus Ψ∗k(M) by the composition law (28).
Normal operators. If the index family A is nonnegative, then the restriction of the
Schwartz kernel of A ∈ Ψm,(abf0 ,azf,asc),Ak (M ; Λqsc) to any of the faces zf, bf0, sc is a well-defined
distribution, called the normal operator at f and denoted If(A), for f = zf, bf0, sc. The
distribution Izf(A) corresponds to the Schwartz kernel of a b-pseudodifferential operator of
order m acting on Λqsc. Using the decomposition (14) as Λ
q(N) ⊕ Λq−1(N) of the bundle
Λqsc near N = ∂M , the distribution Ibf0(A) corresponds to the kernel of a pseudodifferential
operator acting on (Λq(N) ⊕ Λq−1(N)) ⊗ Ω
1
2
b (M0), where Ω
1
2
b (M0) is the bundle of b half-
densities on the compactification M 0 = [0,∞] × N of M0. Finally the kernel Isc(A) is a
family, parametrized by N × (0, k0], of convolution pseudodifferential operators acting on
half-densities on scattering forms on Rn.
The normal operators respect composition:
If(A) ◦ If(B) = If(A ◦B)
provided that
Arb0 + Blb0 > 0 and Alb0 + Brb0 > 0.
When A is differential, the Schwartz kernel is supported on the diagonal ∆k,sc, and we can
identify Izf(A), Ibf0(A) and Isc(A) with differential operators on bundles over M , M0, and
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Rn respectively. A b-differential operator P of order m acting in the left variable on M2k,sc
is a sum of compositions of at most m vector fields of Vb which are tangent to rb0 (resp.
to lb0), and thus restricts smoothly to rb0 (resp. to lb0) as a differential operator denoted
Irb0(P ) (resp. Ilb0(P )).
4. Resolvent kernel
Our strategy to construct the resolvent kernel near k = 0 follows the method of [GH1] and
more particularly [GH2] when there are L2 forms in ker∆q. Once the indicial operator and
index set of Pb are obtained in (16) and (21), there are only minor changes to make in the
construction of [GH2] (which was for functions) to extend it to forms. Therefore, we will not
repeat all the details used in [GH2] but simply explain the main steps and changes. Since
we care about applications to the Riesz transform for forms, we shall need to construct a
precise parametrix with several terms in the asymptotic expansion of the resolvent kernel at
the face rb0. This would be unnecessary for simply showing the polyhomogeneity of R(k).
We will construct a parametrix G(k) ∈ Ψ−2;(−2,0,0),Gk (M) that solves
(∆q + k
2)G(k) = Id−E(k),
where E(k) is an error term to be specified later. Throughout, we use k as a boundary
defining function for the interior of the boundary faces zf, bf0, lb0, rb0 of M
2
k,sc. On the left
factor of M2, z ∈ M is written z = (x, y) close to N = ∂M , where y are local coordinates
on N , and primes indicate the same coordinates on the right factor. We also denote
κ := k/x, κ′ := k/x′, s = x/x′.
We use the coordinates (z, z′) on zf, (κ, κ′, y, y′) for bf0, (z, y′, κ′) for rb0 and (z′, y, κ) for
lb0. Using these coordinates we will write the polyhomogeneous expansion of G(k) at (the
interior of) the face f, for f = zf, bf0, rb0, lb0, in the form
G(k) ∼
∑
(j,p)∈J, j≤j0
kj(log k)pGjf + o(k
j0)
where J is some index set. We call Gjf the model at order j at the face f. At the other
boundary hypersurfaces of M2k,sc, elements of the calculus will be rapidly decreasing (except
at sc, where there will be a smooth expansion).
We construct G(k) by setting a finite number of models at each boundary hypersurface,
together with the singularity at the diagonal, with the property that the models match at
adjacent faces so that there exists a polyhomogeneous distribution which has polyhomoge-
neous expansion at each face corresponding to our models. The parametrix G(k) can then be
taken to be this distribution. If the models are constructed to solve the appropriate model
problems at each face, then (∆q + k
2)G(k) will be the Schwartz kernel of the Identity plus a
polyhomogeneous distribution E(k) which vanishes to high order at the faces corresponding
to k = 0 (i. e. bf0, zf, lb0, rb0).
Throughout, we will make the assumption that ∆q has no zero-resonances; recall that this
means kerx−1L2(M)(∆q) = kerL2(M)(∆q). This assumption is equivalent to the statement that
(as an operator on b-half density-valued forms)
kerH0b (Pb) = kerxH0b (Pb). (30)
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and by using Theorem 8 giving us the conormal regularity of solutions of Pbu = 0, we
deduce easily that the no zero resonance condition is equivalent to (3). We define the kernel
exponent
ν˜ := max{ν ∈ I(Pb); kerH0b (∆q) ⊂ xν−1−H0b }, (31)
which tells us which weighted space kerH0b (Pb) lies in; notice that our assumption (30) implies
that ν˜ > 1. By Theorem 8, ν˜ can also be defined as
ν˜ = max{ν ∈ I(Pb); kerL2(∆q) ⊂ xn/2+ν−1L∞(M,Λqsc)}.
where we consider kerL2(∆q) as pure forms and not density valued forms, and the L
p spaces
are with respect to the measure dg. From Proposition 10, we have
Gν = 0 and G−ν = Eν for all ν ∈ I(Pb) ∩ (0, ν˜). (32)
Finally, we define
m := min(ν˜ − ν0, 2). (33)
In the case where kerH0b (∆q) = 0, the construction below works as well and we set m = 2.
4.1. Singularity at the diagonal. As in [GH1], this is standard and corresponds to the
usual parametrix construction for elliptic operators on compact manifolds. In particular,
∆q + k
2 is elliptic in the sense that its symbol times ρ−2bf0 is elliptic uniformly on N
∗diagk,sc.
Therefore, there exists an operator Q ∈ Ψ−2,(−2,0,0)k (M) such that (∆q + k2)Q − Id ∈
Ψ
−∞,(0,0,0)
k (M). The full symbol of Q at the diagonal diagk,sc is uniquely determined modulo
symbols of order −∞ by ellipticity.
4.2. Leading term at sc. As explained in [GH1, Sec. 4.2], sc is a bundle with Euclidean
fibers, and the normal operator Isc(∆q + k
2) corresponds to a Euclidean Laplacian ∆R
n
q + k
2
on q-forms. This Laplacian has an inverse for any k > 0, and we set G0sc to be that inverse.
Moreover, by scaling in k, it is immediate that G0sc is polyhomegenous on sc, with index set
−2 at bf0 ∩ sc and infinite-order decay at sc ∩ bf.
4.3. Leading term at bf0. We follow the description in [GH1, Sec. 3.4]. The interior of
the face bf0 may be identified with the product of two exact cones M
2
0 , where the first cone
is (0,∞)κ × Ny and the second cone is the same with primed coordinates. Therefore, we
may use (κ, κ′, y, y′) as coordinates. The operator (∆q + k2) vanishes at order 2 at bf0, and
k−2∆q + 1 has indical operator (acting on b-half-densities) Ibf0(k
−2∆q + 1) = κ−1Pbf0κ
−1 at
bf0. Here Pbf0 is a differential operator on M0 on sections of (Λ
q(N) ⊕ Λq−1(N)) ⊗ Ω
1
2
b (M0)
(using the decomposition (14) of Λqsc), which can be written in matrix form as follows:
Pbf0 =
( −(κ∂κ)2 + (n2 − q − 1)2 +∆N + κ2 2dN
2δN −(κ∂κ)2 + (n2 − q + 1)2 +∆N + κ2
)
, (34)
where Ω
1
2
b (M0) are b-half densities on M0 = [0,∞] × N . Using the spectral decomposition
(22), we can diagonalize in the same way we did for Pb. We find that Pbf0 has an inverse
Qbf0 in terms of this decomposition:
Qbf0 :=
∑
ν∈I(Pb),ν>0
ΠEν
(
Iν(κ)Kν(κ
′)H(κ′ − κ) + Iν(κ′)Kν(κ)H(κ− κ′)
) ∣∣∣∣dκdydκ′dy′κκ′
∣∣∣∣
1
2
.
(35)
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Here and below, ΠEν = ΠEν (y, y
′) means the Schwartz kernel of the orthogonal projection
on Eν ⊂ L2(N ; ΛqN ⊕Λq−1N ), and Iν(z), Kν(z) are the modified Bessel functions. As in [GH1,
Sec. 3.4], we set
G−2bf0 = (κκ
′)Qbf0. (36)
The consistency of this model with G0sc follows exactly as in [GH1, Sec. 3.5]. The model
G−2bf0 also vanishes to infinite order at rb, lb and bf; this follows from the exponential decay
of Bessel functions Kν(κ) as κ→∞.
4.4. Terms at zf. We follow closely the approach of Section 4 in [GH2]. By Proposition 11
and the fact that 0 /∈ I(Pb), the operator Pb has a generalized inverse Qb ∈ Ψ−2,Elb,Erbb (M)
such that
PbQb = QbPb = Id−Πb, with Πb =
J∑
j=1
ϕj ⊗ ϕj,
where {ϕj} is a basis of the L2 real orthonormalized (half-density) eigenforms of Pb with
eigenvalue 0. When zf is viewed as M2b , the intersection zf∩ bf0 is identified with the b-face
of M2b , which in turn may be identified with (0,∞)s×N ×N , where s := x/x′. Using these
coordinates, one has, as in [GH1, Sec 4.6], that the kernel of Qb restricted to zf∩bf0 is given
by
Qb|zf∩bf0 =
∑
ν∈I(Pb),ν>0
ΠEν (y, y
′)
e−ν| log s|
2ν
|dydy′ds/s| 12 . (37)
Since ∆q = xPbx, we obtain
∆q(x
−1Qbx−1) = Id−
J∑
j=1
(xϕj)⊗ (x−1ϕj).
In order to solve the model problem at zf, we need to understand the asymptotics of the ϕj .
By the absence of zero-resonances (see (30)), all elements ϕj are such that x
−1ϕj ∈ kerH0b (∆q).
Using Proposition 9 and the definition of ν˜, we have
ϕj =
( ∑
ν∈I(Pb)
ν˜≤ν≤ν˜+2
xνajν +O(xν˜+2+ǫ)
)
|dgb| 12 (38)
with ajν ∈ Eν . Let (ψi)i=1,...,J be an orthonormal basis of kerH0b ∆q; then
ψi =
J∑
j=1
αijx
−1ϕj
for some αij ∈ R. Now, if Πker∆q is the orthogonal projection on kerH0b ∆q, we write
xϕj = Πker∆q(xϕj) + ψ
⊥
j .
and as in [GH2, eq 3.10, 3.11], we have that
Πker∆q(xϕj) =
J∑
k=1
αkjψk and
J∑
j=1
(Πker∆q(xϕj))⊗ x−1ϕj =
J∑
j=1
ψj ⊗ ψj .
This tells us that ψ⊥j ∈ xν˜−1−H0b , so there exists ǫ0 ∈ (0, 1) such that x−1ψ⊥j ∈ xν˜−2−H0b ⊂
x−1+ǫH0b for all ǫ ∈ (0, ǫ0). By Theorem 7 and the fact that the indicial set is discrete, we
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may fix an ǫ ∈ (0, ǫ0) so that the operator Pb is Fredholm on x−1+ǫH0b . Now the null space
of Pb on x
1−ǫH0b is the same as the null space of Pb on H
0
b by our assumption (30), thus it
is spanned by the ϕj. But x
−1ϕj is a linear combination of the ψk, so x−1ϕj is orthogonal
to ψ⊥k , so ϕj is orthogonal to x
−1ψ⊥k for any j, k. Hence x
−1ψ⊥j ∈ x−1+ǫH0b is orthogonal to
the null space of Pb on x
1−ǫH0b , and thus by Proposition 10 it is orthogonal to the kernel of
the adjoint of Pb on x
−1+ǫH0b . This means that it is in the range of Pb in x
−1+ǫH0b . So there
exists χj ∈ x−1+ǫH0b (M) such that
Pbχj = x
−1ψ⊥j .
The forms χj are not necessarily unique, but since ν0 > 0 and G−ν = Eν for ν ∈ (0, ν˜) by
(32), we can always add elements in kerx−1+ǫH0b Pb to χj to ensure that χj ∈ xν˜−2−H0b .
Using the same analysis as in [GH2, Sec. 4], first note that bjν ∈ Eν , defined by
bjν(y) =
J∑
k=1
J∑
l=1
αkjαkla
l
ν(y),
provide the leading asymptotics of ψ⊥j :
x−1ψ⊥j =
( ∑
ν∈I(Pb)
ν˜≤ν≤ν˜+2
−bjν(y)xν−2 + ajν˜(y)xν˜ +O(xν˜+ǫ)
)
|dgb| 12 .
Then, as in [GH2], we have
x−1χj =
( ∑
ν∈I(Pb)
ν˜≤ν≤ν˜+2
xν−3
( bjν(y)
4(1− ν) + β
j
ν−2(y)
)− ajν˜(y)xν˜−1 log x
2ν˜
+O(xν˜+2+ǫ)
)
|dgb| 12 . (39)
for some βjz ∈ Ez such that βjz = 0 for z < ν0. By construction, one has
∆q
(
x−1(Qb +
J∑
j=1
(χj ⊗ ϕj + ϕj ⊗ χj))x−1
)
= Id−
J∑
j=1
ψj ⊗ ψj .
We now define our model operators at zf as follows:
G−2zf =
J∑
j=1
ψj ⊗ ψj ,
Gαzf =0, ∀ α ∈ (0, 2),
G0zf =(xx
′)−1(Qb +
J∑
j=1
(χj ⊗ ϕj + ϕj ⊗ χj)).
(40)
Again as in [GH2], we have near the interior of zf
(∆q + k
2)(k−2G−2zf +G
0
zf)|dkk |
1
2 = (∆qG
0
zf +G
−2
zf +O(k2))|dkk |
1
2 = Id +O(k2).
This means that for any polyhomogeneous conormal parametrix G(k) which agrees with
these models at zf to positive order, the lifted Schwartz kernel of (∆q+k
2)G(k)− Id vanishes
to a positive order at zf.
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Now we need to check compatibility of these models with the model at bf0; the analysis
again proceeds exactly as in [GH2]. Let ρzf and ρbf0 be smooth defining functions of zf, bf0
such that ρzfρbf0 = k; then we must show that the coefficient of the ρ
l+2
zf term in the asymp-
totic expansion of G−2bf0 at bf0∩zf agrees with the coefficient of the ρ−2−lbf0 term in the expansion
of Glzf at bf0∩zf for −2 ≤ l ≤ 0. Even though they are not smooth onM2k,sc, it suffices (and is
convenient) to choose near the interior of zf∩bf0 the functions ρzf = (κκ′)1/2 = k/(xx′) 12 and
ρbf0 = (xx
′)1/2. The term G−2bf0 vanishes to second order at zf, and G
−2
zf vanishes at bf0 and
therefore matches with G−2bf0 . Then the same exact argument as in [GH1, Sec 3.5] shows that
(ρ−2zf G
−2
bf0
)|∩bf0 = (ρ2bf0G0zf)|zf∩bf0 . Note in particular (as in [GH2]) that since x−1χj ⊗ x−1ϕj
has a kernel which has order 2(ν˜ − 2) > −2 at bf0 by (38) and (39), it does not contribute.
4.5. Terms at rb0 and lb0. Next we construct terms G
∗
rb0
at rb0. As in [GH1, Sec. 3.7
and 4.4] and [GH2, Sec 3.3 and 4], these are determined by the first few terms in the Taylor
series of Glzf at zf ∩ rb0 for l ≤ 0, as well as the expansion of G−2bf0 at bf0 ∩ rb0. To analyze
these Taylor series, we begin with the kernel Qb. Localizing near rb, the kernel of the identity
vanishes identically and we have
PbQb = QbPb = −Πb.
Using Theorem 8, (30) and the formal expansion at rb0 of this equation, we can write the
following asymptotic for Qb at rb:
Qb =
( 1∑
k=0
∑
ν∈I(Pb),
ν0≤ν≤ν0+2
ων,k(z, y
′)x′ν log(x′)k +O(x′ν0+2+ǫ)
)
|dgbdg′b|
1
2 (41)
for some ων,k ∈ x−ν−ǫL2(M × ∂M ; Λqsc ⊗ Eν). By considering the operator operating on the
right variable and using Proposition 9, we see that ων,1 = 0 if ν < ν˜ and
ων˜,1(z, y
′)|dgbdg′b|
1
2 =
J∑
j=1
ϕj(z)⊗ a
j
ν˜(y
′)
2ν˜
|dg′b|
1
2 .
We write ων = ων,0 to simplify notation. By considering the operator Pb acting on the left
variable, and using (27), we see that
Pb(ων(z, y
′)|dgbdg′b|
1
2 ) =
{
0, if ν < ν˜
−∑Jj=1 ϕj(z)⊗ ajν(y′)|dg′b| 12 , if ν ≥ ν˜ .
By matching the series (41) with the expansion of Qb|zf∩bf0 (given by (37)) at rb0 (i.e. at
s =∞), and using Proposition 9, we have that if ν ∈ [ν0, ν0 + 2)
ων(x, y, y
′) =
(x−νΠEν (y, y′)
2ν
+
∑
µ∈I(Pb),
ν0≤µ<ν
x−µγν,µ(y, y′) +O(x−ν+n0)
)
. (42)
for some γν,µ(y, y
′) ∈ Eµ⊗Eµ. Notice that theO(x−ν+n0) remainder is inH0b when n0 > ν0+2.
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Recalling that m = min(ν˜ − ν0, 2), we may now write down the asymptotic expansions at
rb0 of G
∗
zf:
G−2zf =
∑
ν∈I(Pb),
ν˜≤ν≤ν˜+2
J∑
j=1
x−1ϕj(z)⊗ x′ν−1bjν(y′)|dg′b|
1
2 +O(x′ν˜+2+ǫ),
G0zf =
( J∑
j=1
∑
ν∈I(Pb),
ν˜≤ν≤ν˜+2
x−1ϕj(z)⊗ ( b
j
ν(y
′)
4(1− ν) + β
j
ν−2(y
′))x′ν−3 +
N∑
j=1
x−1χj(z)⊗ x′ν˜−1ajν˜(y′)
)
|dg′b|
1
2
+
∑
ν∈I(Pb),
ν0≤ν≤ν0+2
x−1x′ν−1ων(z, y′)|dgbdg′b|
1
2 +O(x′ν0+m−1+ǫ).
On the other hand, the matching with G−2bf0 is explained in details in the asymptotically
Euclidean case in [GH1, Sec. 3.7] (see also [GH2, Sec. 4] for the general asymptotically
conic case) and comes from the expansion at κ = 0 of the Iν(κ) terms in (35).
We can now write down several terms at rb0. For ν ∈ I(Pb)∩ [ν0 +m, ν0 +2+m), we set
Gν−3rb0 :=κ
′K˜ν−2(κ′)
( J∑
j=1
x−1ϕj(z)⊗ βjν−2(y′) + x−1ων−2(z, y′)|dgb|
1
2
)∣∣∣dκ′
κ′
dy′
∣∣∣ 12
+ κ′K˜ν(κ′)
J∑
j=1
x−1ϕj(z)⊗ bjν(y′)
∣∣∣dκ′
κ′
dy′
∣∣∣ 12
(43)
where K˜ν(κ
′) := 1
Γ(ν)2ν−1
Kν(κ
′). Here we use the convention that ajν = 0 when ν < ν˜ and
βjν = 0 when ν < ν0; this is in order to make the notation consistent when ν˜ > ν0+2. Notice
that ∆q acting on the left annihilates these models, since it kills x
−1ϕj(z) and x−1ων−2(z, y′)
for ν − 2 < ν0 + m ≤ ν˜. Moreover, these models match the models at zf and bf0 by
construction (they also vanish at infinite order at rb, since Kν(κ
′) = O(κ′−∞) as κ′ →∞).
For Riesz transform purposes, we compute (d+δ)Gν−3rb0 with ν ∈ I(Pb)∩[ν0+m, ν0+2+m),
where d+ δ acts in the left z-variable:
(d+ δ)Gν−3rb0 =
(
(d+ δ)(x−1ων−2(z, y
′))|dgb| 12
)
κ′K˜ν−2(κ
′)
∣∣∣dκ′
κ′
dy′
∣∣∣ 12 . (44)
Later, we shall discuss when these terms are 0.
Next we compute a higher order term at rb0; the analysis splits into two cases.
Case 1. Assume first that ν˜ < ν0 + 2 (i.e. m < 2). We set
Gν˜−1rb0 :=κ
′K˜ν˜(κ′)
( J∑
j=1
x−1ϕj(z)⊗ βjν˜(y′) + x−1χj(z)⊗ ajν˜(y′) + x−1ων˜(z, y′)|dgb|
1
2
)∣∣∣dκ′
κ′
dy′
∣∣∣ 12
+ κ′K˜ν˜+2(κ′)
J∑
j=1
x−1ϕj(z)⊗ bjν˜+2(y′)
∣∣∣dκ′
κ′
dy′
∣∣∣ 12 .
The matching with the models at bf0 and zf may be checked in a similar way to the matching
conditions for the lower order terms. Using that Pb(
∑
j χj(z) ⊗ ajν˜(y′)) + Pb(ων˜(z, y′)) =
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−∑j ϕj(z)⊗ bjν˜(y′), we have
∆qG
ν˜−1
rb0
= −Gν˜−3rb0 , (45)
where ∆q acts tangentially on rb0 in the left z variable. This implies that any polyhomoge-
neous kernel G(k) with expansion at rb0
G(k) ∼
∑
ν∈I(Pb)
ν˜≤ν≤ν˜+2
kν−3Gν−3rb0 |dkk |
1
2
will be such that near any point of the interior of rb0
(∆q + k
2)G(k) = O(ρν˜−1+ǫrb0 )
for some ǫ > 0. An important observation for Riesz transform purposes is that
(d+ δ)Gν˜−1rb0 6= 0 (46)
since otherwise one would have ∆qG
ν˜−1
rb0
= 0 by applying d+δ on the left, contradicting (45).
Case 2. On the other hand, if ν˜ ≥ ν0 + 2 (i.e. m = 2), we set
Gν0+1rb0 :=κ
′K˜ν0+2(κ
′)x−1
( J∑
j=1
ϕj ⊗ βjν0+2 + χj ⊗ ajν0+2 + ων0+2|dgb|
1
2
)∣∣∣dκ′
κ′
dy′
∣∣∣ 12
+ κ′K˜ν0+4(κ
′)
J∑
j=1
x−1ϕj ⊗ bjν0+4
∣∣∣dκ′
κ′
dy′
∣∣∣ 12 − κ′K˜ν0(κ′)x−1v(z, y′)∣∣∣dκ′κ′ dy′
∣∣∣ 12
where v(·, y′) ∈ x−ν0−2−H0b , depending smoothly on y′, satisfies for all y′ ∈ N
Pbv(z, y
′) = ων0(z, y
′) +
J∑
j=1
ϕj(z)⊗ βjν0(y′),
v(z, y′) =
(x−ν0−2ΠEν0 (y, y′)
8ν0(ν0 + 1)
+O(x−ν0−1)
)
|dgb| 12 .
(47)
It is not obvious that a form v(z, y′) satisfying (47) exists, in particular when ν˜ = ν0 + 2,
but this follows from Lemma 3.1 of [GH2]. We refer the reader to that paper for details;
note that the proof is written in the asymptotically Euclidean setting, but as in [GH2, Sec.
4], it applies to the asymptotically conic setting as well. It is now easy to check that Gν0+1rb0
matches with G−2bf0 , due to the leading asymptotic of v(z, y
′) in (47) as x→ 0; matching with
G∗zf is also easy to check. Moreover, by construction, one has
∆qG
ν0+1
rb0
= −Gν0−1rb0 (48)
where ∆q acts tangentially on rb0 in the left z variable. This implies that any polyhomoge-
neous kernel G(k) with expansion at rb0
G(k) ∼
∑
ν∈I(Pb)
ν0≤ν≤ν0+2
kν−1Gν−1rb0 ⊗ |dkk |
1
2
will be such that near any point of the interior of rb0
(∆q + k
2)G(k) = O(ρν0+1+ǫrb0 )
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for some ǫ > 0. As before, a consequence of (48) is that
(d+ δ)Gν0+1rb0 6= 0 (49)
since otherwise one would have ∆qG
ν0+1
rb0
= 0.
The lb0 terms G
ν−3
lb0
for ν ∈ [ν0 +m, ν0 +m + 2] are defined from Gν−3rb0 by switching the
primed and unprimed coordinates. The matching follows from the symmetry of the models
at zf and bf0 under the involution (z, z
′) → (z′, z). For later Riesz transform purposes, we
observe that the dependence of Gµlb0(κ, y, z
′) on κ and y is always a sum of terms of the form
κK˜µ(κ)cµ(y), where cµ ∈ Eµ. On the other hand, as in (34), we have
(k−2∆q + 1)|lb0 = κ−1Plb0κ−1 with
Plb0 :=
( −(κ∂κ)2 + (n2 − q − 1)2 +∆N + κ2 2dN
2δN −(κ∂κ)2 + (n2 − q + 1)2 +∆N + κ2
)
.
From this equation together with the spectral decomposition, we see that (k−2∆q + 1)|lb0
acting in the left variable kills the models Gν−3lb0 (the key is that Kµ(κ)cµ(y) is in the kernel
of the corresponding Bessel operator). This implies that any polyhomogeneous G(k) with
asymptotic expansion at lb0 given by the G
ν−3
lb0
will satisfy (∆q + k
2)G(k) = O(ρν0+m+1+ǫlb0 )
near any point of the interior of rb0.
4.6. Error term and resolvent. Let G(k) ∈ Ψ−2,(−2,0,0),Gk (M) be a pseudo-differential
operator in the calculus which has all the prescribed terms defined above at the faces
bf0, rb0, lb0, sc, zf, and where G is an index set satisfying
Gsc = 0, Gzf ⊂ (−2, 0) ∪ (0, 0) ∪ N , Gbf0 ⊂ (−2, 0) ∪N ,
Grb0 = Glb0 ⊂
ν0+m+2⋃
ν=ν0+m
(ν − 3, 0) ∪N
for some index set N > 0. The error term E(k) defined by (P + k2)G(k) = Id−E(k) is also
polyhomogeneous conormal on M2k,sc. By construction, its index set E satisfies
Esc ≥ 1, Ezf > 0, Ebf0 > 0,
Erb0 > ν0 +m− 1, Elb0 > ν0 +m+ 1.
(50)
Therefore, as a consequence of the discussion of the inverse of Id−E(k) in section 3, the
series (29) converges for small k > 0, so the Neumann series construction yields an inverse
which we write Id+S(k). By the composition law, Id+S(k) = (Id−E(k))−1 lies in the
calculus, and S(k) has an index family S satisfying the same lower bounds (50) as E .
The resolvent itself is given by Rq(k) = G(k) + G(k)S(k), and a final application of the
composition law to analyze G(k)S(k) gives the following refinement of Theorem 1:
Theorem 12. Let (M, g) be asymptotically conic to order 3, ie. it satisfies (1) with n0 = 3.
Assume that 0 /∈ I(Pb) and there are no zero-resonances. Then there exists k0 > 0 such that
the resolvent Rq(k) = (∆q + k
2)−1 on half-densities satisfies for k ∈ (0, k0]
Rq(k) ∈ Ψ−2,(−2,0,0),Rk (M) (51)
for some index family R satisfying
Rzf ⊂ −2 +N , Rbf0 ⊂ −2 +N , Rsc = 0, Rlb0 = Rrb0 ⊂ ν0 +m− 3 +N
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for some with some index set N > 0 and m ∈ [0, 2] defined by (33). Moreover, the leading
term of the resolvent kernel at zf, bf0, sc, lb0, rb0 is equal to the leading term of the parametrix
G(k) at the corresponding face as defined above.
Remark 7. The condition 0 /∈ I(Pb) is equivalent to the statement that ν0 > 0, where ν0 is
defined by (24), which is also equivalent to the condition (4) of the Introduction. We will show
in Lemma 19 that when n is odd, 0 /∈ I(Pb) and there is no zero-resonance for ∆q if either
q 6= (n±1)/2 or if q = (n±1)/2 and the modified Witt condition SpΛ(n−1)/2(∆N)∩[0, 3/4] = ∅
holds. When n is even, the same conclusion holds if |q − n/2| > 1, if q = n/2 − 1 and
Hn/2−1(N) = 0, if q = n/2+1 andHn/2(N) = 0, or if q = n/2 and SpΛn/2(∆N )∩[0, 1] = ∅ (see
Remark 9). For asymptotically Euclidean manifolds, these conditions hold; thus Theorem
12 applies to asymptotically Euclidean manifolds whenever n ≥ 3 (as long as n0 ≥ 3).
Remark 8. Taking θ ∈ (−π/2, π/2) fixed, the same proof as above shows that Rq(eiθk) =
(∆q−k2e2iθ)−1 has exactly the same property as Rq(k) in terms of conormal polyhomegeneity
and the construction above is smooth in θ. The construction remains essentially the same by
replacing k and κ by keiθ and keiθ/x, and using the fact that Iν(κe
iθ) and Kν(e
iθk) satisfy
all the needed properties for any θ ∈ (−π/2, π/2).
5. Riesz transform
5.1. Definition of Riesz transorm on forms. First, let us define the operator
D := (d+ δ)
whose square D2 is the Laplacian ∆q when acting on q-forms. To discuss the Riesz transform
for q-forms, we first define, for ǫ > 0 small, the bounded operator on L2
T ǫq := D(∆q + ǫ)
−1/2.
Notice that (T ǫq )
∗T ǫq = ∆q(∆q + ǫ)
−1 is a non-negative self-adjoint operator on L2 with norm
1 and with kernel kerL2(∆q). For each f ∈ L2, there exists a sequence ǫi going to zero for
which T ǫiq f converges weakly to h ∈ L2(M ; Λq+1sc ⊕ Λq−1sc ), satisfying ||h||L2 ≤ ||f ||L2 and
Dh = ∆
1
2
q f ∈ H−1(M ; Λq+1sc ⊕ Λq−1sc ).
The limit h is independent of the choice of ǫi; to see this, note that since 〈T ǫq f, ψ〉 = 0 for
all ǫ > 0 and all ψ in the kernel of D on L2(M,Λq+1sc ⊕ Λq−1sc ), we must have 〈h, ψ〉 = 0.
Taking another converging subsequence with limit h′, we observe that D(h′ − h) = 0 and
〈h′− h, ψ〉 = 0 for all ψ in the kernel of D, hence h′ = h. We may therefore define the Riesz
transform on q-forms by
Tqf := h.
This is a linear map bounded on L2 with norm ||Tq||L2→L2 ≤ 1, and we denote it Tq = D∆−1/2q .
Notice that T ǫq can be written in terms of the resolvent as the integral
T ǫq =
2
π
∫ ∞
0
D(∆q + ǫ+ k
2)−1dk;
as ǫ goes to zero, for any α > 0, these converge as operators mapping L2(M) to the Sobolev
space H−α(M). We want to consider the weak limit as ǫ → 0, so we shall consider its
Schwartz kernel. We split the k-integral into an integral on (0, k0] and an integral on [k0,∞)
for some small k0. By the arguments of [GH1, Sec. 5.2], we have that
2
π
∫∞
k0
DRq(
√
k2 + ǫ)dk
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is a continous family for ǫ ∈ [0, 1) of scattering pseudo-differential operators of order −1 in
the sense of [Me3]. These are Calderon-Zygmund operators and hence bounded on Lp for
any p ∈ (1,∞). The value at ǫ = 0 is the following operator, which is also bounded on Lp:
T hfq :=
2
π
∫ ∞
k0
DRq(k)dk.
The more delicate part of the analysis concerns the low frequency region, and this is where
we need our parametrix. We want to show that 2
π
∫ k0
0
DRq(
√
k2 + ǫ)dk has a limit as ǫ→ 0
given by
T lfq :=
2
π
∫ k0
0
DRq(k)dk, (52)
and that the limit is well defined as a bounded operator on Lp for some range of p containing
2. In fact we will simply show that (52) is well defined, and from the proof it will be clear
that the operators 2
π
∫ k0
0
DRq(
√
k2 + ǫ)dk are bounded on Lp uniformly down to ǫ = 0 for
some interval of p containing 2.
5.2. Indicial roots of d and δ. To state the result about boundedness of Riesz transform,
we need to define the index sets of d and δ = d∗ (or equivalently of D := d + δ). These
operators act on sections of Λqsc⊗Ω1/2sc as described in Section 2.2, but we can also see them
as acting on Λqsc ⊗ Ω1/2b by conjugating by xn/2.
For ν ∈ Ij, and ων ∈ Ejν non zero, we see by using the expressions of d, δ in Section 2.2 (as
before we use the isomorphism (14)) and performing a bit of algebra that
d(xν+
n
2
−1ων) = 0 near ∂M ⇐⇒ ν ∈ Ijd,
δ(xν+
n
2
−1ων) = O(xν+n2+n0) near ∂M ⇐⇒ ν ∈ Ijδ
(53)
where

I1d = {−(n2 − q − 1)} ∩ I1
I2d = I
2
I3d = {−(
√
(n
2
− q)2 + α2 − 1);α2 ∈ SqdN}
I4d = {
√
(n
2
− q)2 + α2 + 1;α2 ∈ SqdN}
,


I1δ = I
1
I2δ = {n2 − q + 1} ∩ I2
I3δ = {−(
√
(n
2
− q)2 + α2 − 1);α2 ∈ SqdN}
I4δ = {
√
(n
2
− q)2 + α2 + 1;α2 ∈ SqdN}.
(54)
Let us define these indicial sets of d and δ by
I(d) := ∪4j=1Ijd , I(δ) := ∪4j=1Ijδ .
We ultimately want to know when a harmonic q-form ω ∈ x−αH0b (as a section of Ω1/2b ), for
some α ∈ [ν0, ν0 + 2], is such that dω ∈ H0b and δω ∈ H0b . To that aim we define
νd := −max(R− ∩ I(Pb) \ I(d)), νδ := −max(R− ∩ I(Pb) \ I(δ))
νD := min(νd, νδ).
(55)
From these definitions, we see that for a harmonic q-form ω ∈ x−µ−1−H0b with µ ∈ [ν0, ν0+2)
which satisfies
ω =
( ∑
ν∈I(Pb)
−µ≤ν≤−ν0
xν−1ων(y) +O(xǫ)
)
|dgb| 12 , ω−µ 6= 0, ων ∈ Eν
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for some ǫ > 0, we certainly have (recall D = d+ δ)
dω ∈ H0b =⇒ µ < νd, δω ∈ H0b =⇒ µ < νδ, Dω ∈ H0b =⇒ µ < νD. (56)
Moreover, if n0 > ν0 + 2, then the error term in δ does not interfere and we in fact have
dω ∈ H0b ⇐⇒ µ < νd, δω ∈ H0b ⇐⇒ µ < νδ, Dω ∈ H0b ⇐⇒ µ < νD. (57)
In many cases these indices can be expressed in terms of smallest eigenvalues: if λq >
1 − |q − n/2|2 we can characterize νD by the formula (6) in the Introduction. For the
asymptotically Euclidean case where N is a disjoint union of Sn−1, this gives
νδ =
{
n/2 if q > 0
∅ if q = 0 , νd =
{
n/2 if q < n
∅ if q = n . (58)
5.3. Main theorem. We will show the following:
Theorem 13. Let (Mn, g) be asymptotically conic to order n0 ≥ 3 with cross-section N .
Assume that 0 /∈ I(Pb) and that ∆q has no zero-resonances. Finally, let and ν0 defined by
(24) and
νker := min
(
ν0 + 2,max{ν; kerL2(∆q) ⊂ xν+n2−1L∞(M,Λqsc)})
)
. (59)
Then the Riesz transform T = D∆
−1/2
q on q-forms is bounded on Lp if
n
n− (n/2 + 1− νker)+ < p <
n
(n/2− ν0)+ . (60)
To get the precise interval of boundedness, assume that n0 > ν0 + 2 if ν0 < n/2. Then
Case 1. If q < n/2 − 1 and the natural map Hq+1(M, ∂M ) → Hq+1(M) in cohomology
is not injective, or if q > n/2 + 1 and the natural map Hn−q+1(M, ∂M) → Hn−q+1(M) in
cohomology is not injective, then Tq is bounded on L
p if and only if (60) holds.
Case 2. In all other cases, let νD be the index defined by (55); then Tq is bounded on L
p if
and only if
n
n− (n/2 + 1− νker)+ < p <
n
(n/2−min(νD, νker))+ .
5.4. Proof of Theorem 13. The main step in our analysis is to describe the asymptotic
behaviour of the Schwartz kernel of T lfq to deduce its sharp L
p boundedness. We start with
the following:
Proposition 14. The operator DRq(k) is a pseudo-differential operator in our calculus of
order −1 with index set bounded below by 0 at zf, −1 at bf0, 1 at sc, νker − 3 at rb0, and
νker − 2 at lb0. Moreover, at lb0 and rb0 the leading nontrivial coefficient of the Schwartz
kernel of DRq(k) is the same as that of DG(k).
Proof. First notice that in the notation of Section 4, νker = ν0 +m. Observe that DRq(k) =
DG(k) + (DG(k))S(k), where S(k) is defined in the previous section, so it is certainly an
element of the calculus. We first analyze DG(k). The operator d+δ = x.x−1D is a first order
scattering operator, with x−1D being an operator in Diff1b . This algebra preserves conormal
polyhomogeneity (with orders) on M2k,b since Vb lifted from the left to M2k,b consists of vector
fields tangent to all boundary hypersurfaces. Thus D acting in the left variable increases the
index sets at lb0 and bf0 by 1 and the pseudo-differential order (singularity at the diagonal)
by 1, it preserves the index set at sc. Moreover, DG−2zf = 0 since G
−2
zf is the orthogonal
projector on the L2 kernel of ∆q (thus of D), we see that DG(k) has index set bounded
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below by 0 at zf. Finally, let µrb0 and µlb0 be the leading nontrivial orders of DG(k) at rb0
and lb0 respectively. From (46) and (49), we know that µrb0 ∈ [νker− 3, νker− 1], and we will
prove that µlb0 = νker− 2 (in fact, we will compute both µrb0 and µlb0 explicitly; see Lemma
15). Since the index set S of S(k) has S ≥ E , we read off from the composition law (28) that
the leading order of (DG(k))S(k) at lb0 is at least min(µlb0+ǫ, νker+ǫ), which is greater than
µlb0 . Similarly, the leading order of (DG(k))S(k) at rb0 is at least min(νker− 1+ ǫ, µrb0 + ǫ),
which is greater than µrb0 . This completes the proof. 
As in the proof of the Proposition, we define µrb0 , µlb0 by
µrb0 = the smallest elements of the index set of DRq(k) at rb0,
µlb0 = the smallest elements of the index set of DRq(k) at lb0.
We must compute µrb0 and µlb0 . The following two lemmas are the necessary ingredients.
Lemma 15. For each degree q, let eq : H
q(M, ∂M )→ Hq(M) be the map coming from the
long exact sequence for relative cohomology. Assume n0 ≥ 3.
a) In all cases, µlb0 = νker − 2 and µrb0 ≥ ν0 − 1.
b) Suppose n0 > ν0 + 2. If q < n/2 − 1 and eq+1 is not injective, or if q > n/2 + 1 and
en−q+1 is not injective, then µrb0 = ν0 − 1.
c) If n0 > ν0 + 2 and b) does not hold, µrb0 = min(νD, νker)− 1, with νD defined by (55).
Proof. We need to determine as far as possible the leading-order terms of the Schwartz kernel
of DG(k) at the faces lb0 and rb0.
Asymptotic at lb0. It is direct to see that Ilb0(k
−1d) and Ilb0(k
−1δ) do not both kill the
leading term Gνker−3lb0 of Rq(k) at lb0. Indeed, in the decomposition (14), Ilb0(k
−1d) = A′κ−1
and Irb0(k
−1δ) = Bκ−1 where
A′ =
(
dN 0
−κ∂κ + n2 − q − 1 −dN
)
, B =
(
δN κ∂κ +
n
2
− q + 1
0 −δN
)
. (61)
Now consider an element of the form F (κ)a(y) ⊗ φ(z′) with a ∈ ∪4i=1Ei, F ∈ C∞((0,∞))
and φ ∈ x−mH0b for some m > 0. It is killed by Ilb0(k−1d) if and only if either a ∈ E2
or a ∈ E3 ∪ E4 with F (κ) a power of κ. Similarly, those killed by Ilb0(k−1δ) must have
either a ∈ E1 or a ∈ E3 ∪ E4 with F (κ) a power of κ. In particular, since Gνker−3lb0 is a
sum of elements of the form κKν(κ)aν(y) ⊗ φ(z′) with aν ∈ Eν for some ν ∈ I(Pb), and
since E1 ∩ E2 = {0}, we have that DG(k) (and hence DR(k) by Proposition 14) has a
non-vanishing term at lb0 at order νker− 2 given by (A′+B)(Gνker−3lb0 ). Hence µlb0 = νker− 2,
which proves the first claim of a) in Lemma 15.
Asymptotic at rb0. Applying D to G(k) and considering the asymptotic expansion at rb0,
we have using (44)
DG(k) =
∑
ν∈I(Pb)
νker≤ν<νker+2
kν−3D(x
n
2
−1ων−2(z, y′))|dg| 12κ′K˜ν−2(κ′)
∣∣∣dκ′
κ′
dy′
∣∣∣ 12+
+ kνker−1D(Gνker−1rb0 ) +O(ρνker−1+ǫrb0 )
;
moreover, by (46) and (49), DGνker−1rb0 6= 0. The problem of determining µrb0 thus reduces to
finding when D(x
n
2
−1ων−2(·, y′)) = 0 for all y′ ∈ N . Note that since ων−2 is zero by definition
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whenever ν−2 < ν0, there are no terms at order less than ν0−1; hence µrb0 ≥ ν0−1, which
ends the proof of a).
Assume now that n0 > ν0+2, and let µ = ν−2. From (57), we see that d(xn2−1ων−2(·, y′)) ∈
L2 for all y′ ∈ N if and only if µ < νd and δ(xn2−1ων−2(·, y′)) ∈ L2 if and only if µ < νδ. Fix
y′ ∈ ∂M and define
vµ,y′ := x
n
2
−1ωµ(·, y′).
Action of d. Suppose that µ ∈ [ν0,min(νd, νker)). Recall the result of Hausel-Hunsicker-
Mazzeo [HHM, Thm. 1.A]: there is a canonical linear isomorphism
kerL2(∆q)→


Hq(M, ∂M ) if q < n/2
Im(Hq(M, ∂M)→ Hq(M)) if q = n/2
Hq(M) if q > n/2
(62)
where Hq(M) is the absolute cohomology and Hq(M, ∂M ) the relative. Since dvµ,y′ is an
L2-harmonic form, we see that it represents a class [dvµ,y′ ] in H
q+1(M, ∂M) if q < n/2−1 and
a class in Hq+1(M) if q ≥ n/2− 1. For q = n/2− 1, it is in the image of the extension map
eq+1 : H
q+1(M, ∂M )→ Hq+1(M) arising in the long exact sequence for relative cohomology:
· · · → Hq(∂M )→ Hq+1(M, ∂M )→ Hq+1(M)→ Hq+1(∂M)→ . . . . (63)
To compute [dvµ,y′ ], we first note that vµ,y′ is only conormal at the boundary rather than
smooth. However, we may apply the argument of Melrose [Me, Lemma 6.11] in order to
regularize vµ,y′ without changing the class. Namely, we use the map Fs : M → M defined
by ∂sF
∗
s φ := F
∗
s ∂xφ for s > 0 small (with F0 := Id) to show that dF
∗
s (vµ,y′) = F
∗
s dvµ,y′
is an exact smooth form on M (up to the boundary). By the fact that F ∗s induces the
identity in exact cohomology H∗(M),we have that [dvµ,y′] = 0 in Hq+1(M) if q ≥ n/2 − 1
and eq+1([dvµ,y′ ]) = 0 in H
q+1(M) if q < n/2− 1. If q ≥ n/2− 1 this implies that dvµ,y′ = 0.
On the other hand, if q < n/2− 1, we consider two cases. First, if eq+1 : Hq+1(M, ∂M )→
Hq+1(M) is injective, then dvµ,y′ = 0. If on the contrary it is not injective, then we must
have Hq(∂M ) = Hq(N) 6= 0, and then (18) and (20) imply that ν0 = n/2 − q − 1. Then
the form vν0,y′ is conormal at the boundary and is in C
0(M,Λq) with leading behaviour
ων0,y′|∂M ∈ ker∆N = Hq(N) ≃ Hq(∂M ). As above, one can regularize it to make it smooth
without changing the class in Hq(M), and so the class of dvν0,y′ in H
q+1(M, ∂M ) corresponds
precisely to the image of [vν0,y′ |∂M ] under the map Hq(∂M) → Hq+1(M, ∂M) in the long
exact sequence. However, by (42), 2ν0vν0,y′(x, y)|x=0 = ΠEν0 (y, y′). Suppose dvν0,y′ = 0 for
all y′. Then the image of the map Hq(∂M)→ Hq+1(M, ∂M) is zero, and hence by exactness,
eq+1 is injective, which is a contradiction. We conclude that when eq+1 is not injective, the
supremum of µ ∈ [ν0, νker] such that d(xn2−1ωµ′(., y′)) = 0 for all y′ ∈ ∂M and all µ′ < µ is
given by µ = ν0. On the other hand, when eq+1 is injective, it is given by µ = min(νd, νker).
Therefore, the leading term at rb0 of dG(k) is at order ν0 − 1 when eq+1 is not injective and
q < n/2 − 1, while it is at order at least min(νd, νker) − 1 in all other cases, and is at order
exactly νd − 1 if νd < νker.
Action of δ. Now suppose that µ ∈ [ν0,min(νδ, νker)) and consider δ(vµ,y′). Using Poincare´
duality and the Hodge star operator ⋆, we see that ⋆δ(vµ,y′) ∈ L2(M,Λn−q+1sc ) gives a repre-
sentative in Hn−q+1(M) by (62) when q ≤ n/2+1 and in Hn−q+1(M, ∂M ) when q > n/2+1.
But this form is exact, so we may use the previous argument with the map Fs to regularize
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and proceed as above. We conclude as before that the leading term of δG(k) at rb0 is at
order ν0 − 1 when en−q+1 is not injective and q > n/2 − 1, while it is at order at least
min(νδ, νker)− 1 in all other cases (and is at order exactly νδ when νδ < νker).
Finally, using the fact that DGνker−1rb0 6= 0, the exact order of DG(k) at rb0 is
min(νd, νδ, νker)− 1 if q ∈ [n/2− 1, n/2 + 1],
min(νd, νδ, νker)− 1 if q < n/2− 1 and eq+1 is injective,
min(νd, νδ, νker)− 1 if q > n/2 + 1 and en−q+1 is injective,
ν0 − 1 in all other cases.
(64)
This completes the proof of Lemma 15. 
Now to know the asymptotic behaviour of the kernel of T lfq , we need to integrate the kernel
of DR(k) in k:
Lemma 16. The first (resp. second) integral below does not vanish identically in z (resp.
z′): ∫ ∞
0
κ′µrb0 (δ + d)G
µrb0
rb0
(z, κ′, y′)dκ′; (65)∫ ∞
0
κµlb0+1(Ilb0(k
−1δ) + Ilb0(k
−1d))G
µlb0
lb0
(κ, y, z′)dκ. (66)
Proof. First we prove the statement at rb0. The argument splits into two cases. Suppose
first that DGν−3rb0 does not vanish for some ν ∈ [νker, νker + 2); then D(x
n
2
−1ων−2(·, y′)) is
nonzero. Note that ν > 2, otherwise ων−2 = 0 by definition, yielding a contradiction. We
want to show that
D(x
n
2
−1ων−2(·, y′))
∫ ∞
0
κ′ν−2K˜ν−2(κ′) dκ′
is nonzero. But since ν − 2 > 0, as in [GH1, Sec. 5.2], the κ′ integral becomes −π1/2 Γ(ν− 32 )
Γ(ν−2) ,
which is nonzero. This is enough.
The other possibility is that DGνker−1rb0 is the first nonvanishing term. Suppose for contra-
diction that (65) vanishes. Then applying D to (65) and using the fact that in this case
D2Gνker−1rb0 = −Gνker−3rb0 , we must have that∫ ∞
0
κ′νker−1Gνker−3rb0 (κ
′, z, y′) dκ′ = 0.
Using the formula (43), we have∫ ∞
0
(
κ′νkerK˜νker−2(κ
′)
( J∑
j=1
x−1ϕj(z)⊗ βjνker−2(y′) + x−1ωνker−2(z, y′)
)
+ κ′νkerK˜νker(κ
′)
J∑
j=1
x−1ϕj(z)⊗ bjνker(y′)
)
= 0.
(67)
This integral is a sum of three integrals, each given by a function of (z, y′) times an integral
in κ′. Each of the three functions has different asymptotics in (x, y, y′) near the boundary,
so each term must vanish individually. The argument above shows that the κ′ integral in
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the third term does not vanish, therefore the third function of (z, y′) does. To complete the
proof, all we need to do is show that∫ ∞
0
κ′νkerK˜νker−2(κ
′) dκ′ 6= 0,
as then the same argument will apply to the first two terms, forcing Gνker−3rb0 = 0, which is a
contradiction. We may assume νker > 2, as otherwise the first two terms are zero.
To compute the integral, write νs = νker − 2, and let F (κ′) = κνsK˜νs. As in [GH1], F (κ′)
is the Fourier transform of the function f(t) = C(1 + t2)−(νs)−1/2, where C = −Γ(νs+1/2)π−1/2
Γ(νs)
is a nonzero constant. So the integral of κ′2F (κ′) is a nonzero multiple of f ′′(0). Doing
the calculations, the integral is a nonzero multiple of 2C(−νs − 1), which is nonzero. This
completes the case of rb0.
We now need to prove a similar statement for lb0. By Lemma 15, µlb0 = νker − 2. Using
symmetry and (43), we may write (66) as∫ ∞
0
κνker−2(A′ +B)
(
K˜νker−2(κ)gνker−2(y, z
′) + K˜νker(κ)gνker(y, z
′)
)
dκ, (68)
where A′, B are given by (61) and gν(·, z′) ∈ Eν ⊗ Λqsc with ν > 0 for each z′ ∈ M . Note
that gνker(y, z
′) and gνker−2(y, z
′) have different asymptotics as z′ → ∂M . For the integral
to be 0, we thus need each term to be 0; since gνker−2 is never identically zero, we consider
the first integral in (68); suppose that it vanishes and set ν = νker − 2. We write gν(y, z′) =∑4
j=1 g
j
ν(y, z
′) with gjν ∈ Ejν ⊗ Λqsc (following the notation (23)).
First, we observe from the form of A′ that the Λq(N) component of A′(K˜ν(κ)gν(y, z′)) is
zero only if g1ν(·, z′) ∈ (Hq(N)⊕ {0})⊗ Λqsc, and thus ν = |n/2− q − 1|. In this case∫ ∞
0
κνA′(K˜ν(κ)g1ν(y, z
′))dκ =
dx
x
∧ g1ν(y, z′)
∫ ∞
0
κν(−κ∂κ + n/2− q − 1)(K˜ν(κ))dκ
but integration by parts in κ (here κνK˜ν(κ) is continuous at κ = 0) shows that∫ ∞
0
κν(−κ∂κ + n/2− q − 1)(K˜ν(κ))dκ = C
∫ ∞
0
κνK˜ν(κ)dκ
with C ≥ 1, and the integral does not vanish. This implies that g1ν = 0. The same argument
works to show that g2ν = 0 using B instead of A
′. Finally, using (19) and (20)∫ ∞
0
κνA′(K˜ν(κ)gν(y, z′))dκ =
dx
x
∧ dNφ−z′(y)
∫ ∞
0
κν(−κ∂κ − 1 +
√
(
n
2
− q)2 + α2−)(K˜ν(κ))dκ
+
dx
x
∧ dNφ+z′(y)
∫ ∞
0
κν(−κ∂κ − 1−
√
(
n
2
− q)2 + α2+)(K˜ν(κ))dκ
for some φ∓z′ ∈ (ker(∆N − α2∓) ∩ ImδN) ⊗ Λqsc with α∓ > 0 and ν = |
√
(n
2
− q)2 + α2∓ ∓ 1|.
Notice that dφ−z′ and dφ
+
z′ are independent (if non-zero) since α+ 6= α−. Integrating by parts,
the integrals become
C∓
∫ ∞
0
κνK˜ν(κ)dκ 6= 0,
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where C− (for the first integral) is ν+
√
(n
2
− q)2 + α2− > 0, and C+ (for the second integral)
is ν −
√
(n
2
− q)2 + α2+ = 1. We conclude that (68) cannot be zero for all z′, since gν is not
identically zero. This completes the proof of Lemma 16. 
The last step in the proof of Theorem 13 is to describe the Lp boundedness of T lfq , using
very similar arguments as in Proposition 5.1 of [GH1]. For this purpose we switch back to
writing the kernels as multiples of the scattering half-density |dgdg′| 12 and then multiply by
|dgdg′|− 12 to remove the density factors and see the kernel as acting on pure forms (which is
a more convenient thing to deal with Lp(M,Λqsc) spaces defined with respect to the volume
density |dg|). This has the effect of adding n/2 to the index sets at rb0 and lb0 and adding
n at bf0: the index set A of the Schwartz kernel DRq(k) (with density removed) satisfies
Asc ≥ 1, Azf ≥ 0, Abf0 ≥ n− 1, Arb0 ≥ µrb0 + n/2, Alb0 ≥ µlb0 + n/2. (69)
Proposition 17. Let α = n/2−1−µrb0 and let β = n/2−1−µlb0. The operator T lfq defined
in (52) bounded on Lp(M) for all p between
n
n− β+ < p <
n
α+
,
where α+ = min(α, 0), β+ = min(β, 0). Moreover, this range is sharp.
Theorem 13 then follows immediately from this proposition, the preceding discussion, and
Lemma 15.
Proof. Throughout, we identify all operators with their Schwarz kernels. Let χ1(z, z
′) be a
smooth cutoff function which is 1 on the region where x ≤ ǫ, x ≤ ǫ, and 1/4 ≤ x/x′ ≤ 4,
and which is 0 outside a small neighborhood of this region. Then define T1 = χ1T
lf
q . The
remainder T lfq −T1 may be split into three pieces: T2, supported in the region where x < x′/4;
T3, supported in the region where x > 4x
′; and T4, supported in the region where x ≥ ǫ and
x′ ≥ ǫ (see Figure 5.4 for an illustration of this decomposition). We then consider each Ti
separately. Note first that the operator with kernel T4 is a compactly supported classical
pseudo-differential operator of order 0, and thus is bounded on all Lp for 1 < p <∞.
Next, we obtain pointwise bounds on the kernels of T2 and T3: we claim that there exists
C > 0 such that
|T2(z, z′)| ≤ Cxαx′n−α, |T3(z, z′)| ≤ Cxn−βx′β . (70)
We prove the statement for T3 only; the proof for T2 is precisely analogous (this is very
similar to the proof in Proposition 5.1 of [GH1], with a slightly improved bound, so we refer
there for details). We break the integral (52) in k into two pieces: the first from 0 to x′ and
the second from x′ to 1; since we are only considering T3, we may assume x′ < x/4.
In the first region of integration, we have k ≤ x′ < x, so we use the coordinates
(k/x′, x′/x, x, y, y′). In these coordinates, using (69) shows that the integrand is bounded by
Cxn−1(x′/x)n−1−α = Cx−α(x′)n−1−α.
Integration in k from 0 to x′ gives a bound of Cx−α(x′)n−α.
In the second region, we use the same coordinates as in [GH1]: x′/(x′ + k) as a boundary
defining function for rb, x + x′ + k for bf0 and (x′ + k)/(x + x′ + k) for rb0. Therefore, for
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Figure 2. Decomposition of integrals: Ti and Ai.
any N , the second integral is bounded by
CN
∫ 1
x′
(x+ x′ + k)n−1
(x′ + k)n−1−α
(x+ x′ + k)n−1−α
x′N
(x′ + k)N
dk.
Letting N = 2n and using κ′ = k/x′, we bound this integral by
Cxαx′n−α
∫ ∞
1
(1 +
x′
x
(1 + κ′))α(1 + κ′)−n−1−α dκ′.
Since x′ < x/4 on the support of T3, this is bounded (if α ≥ 0) by
Cxαx′n−α
∫ ∞
1
(1 + (1 + κ′))α(1 + κ′)−n−1−α du = C ′xαx′n−α,
as desired. If α < 0, then note that (1 + x′/x(1 + κ′))α ≤ 1, giving an analogous bound.
This proves (70).
From (70), we deduce directly (as in the proof of [HL, Corollary 5.9]) that the operator
with kernel T2 is bounded on L
p for p < n/α and the operator with kernel T3 is bounded on
Lp for p > n/(n−β). By Lemma 15, both µlb0 and µrb0 are at least min(ν0−1, ν˜−2) > −1,
so α and β are less than n/2, hence T2 and T3 are bounded on L
2. As a consequence,
T1 = T − T2 − T3 − T4 is also bounded on L2.
To finish the proof of the Proposition, we shall show that T1 is bounded on L
p for all
1 < p < ∞; to do so, we will follow the argument of Hassell-Lin [HL, Sec. 5]. It suffices to
show that there is a constant C such that
|T1(z, z′)| ≤ C|z − z′|−n; |∇zT1(z, z′)| ≤ C|z − z′|−n−1; |∇z′T1(z, z′)| ≤ C|z − z′|−n−1. (71)
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Assuming this claim, we may combine it with the boundedness of T1 on L
2 to apply Calderon-
Zygmund theory, which shows that T1 is of weak type (1, 1), as is its adjoint. Interpolation
and duality then show boundedness on Lp.
The proof of (71) is based on the last three parts of the proof of Proposition 5.1 in [GH1].
Recall from (69) that the integrand of T1 (obtained from (52) by multiplying by χ1) has
orders n − 1 at bf0, 1 at sc, ∞ at bf, and conormal order −1 at the diagonal; since ∇z
and ∇z′ are first order scattering differential operators, the integrands of ∇zT1(z, z′) and
∇z′T1(z, z′) have orders n at bf0, 2 at sc, ∞ at bf, and conormal order 0 at the diagonal.
Since they have the same orders and our proof only depends on those orders, we consider
only ∇zT1. We break the kernel into three pieces: A4, which is localized near the diagonal
and away from zf and bf; A5, which is localized near the diagonal and away from sc and bf
(say that it has support where k ≤ x); and A3, which is localized near sc but away from the
diagonal. Again, see Figure 5.4.
For A3, we let boundary defining functions in the support of A3 be ρ = (1+k
2|z−z′|2)−1/2
and ρbf0 = k. The integrals of |T1| and |∇zT1| are therefore respectively bounded by∫ 1
0
(1 + k2|z − z′|2)−Nkn−1 dk,
∫ 1
0
(1 + k2|z − z′|2)−Nkn dk.
Changing variables in the integral to u = k|z − z′| and choosing N large then gives bounds
of C|z− z′|−n and C|z− z′|−n−1 respectively (the region of integration may vary with |z− z′|
but is always contained in [0,∞)).
For A4, we let W = k(z − z′) be a defining function for the diagonal and k as a defining
function for bf0; we only need order 0 at sc (even though we have orders 1 and 2 respectively).
Plugging these in, we get bounds of∫ 1
0
kn−1h1(|W |)dk,
∫ 1
0
knh2(|W |)dk,
where h1(t) and h2(t) are both exponentially decreasing for large t and are bounded by
Ct−n+1 and Ct−n respectively for t small. Changing variables to integrate in W and using
the same argument as for A3 then gives bounds of C|z−z′|−n and C|z−z′|−n−1 respectively.
Last, for A5, we may use x(z − z′) as a defining function for the diagonal and x as a
defining function for bf0. Our integrals are bounded respectively by∫ x
0
xn−1h1(x|z − z′|) dλ = xnh1(x|z − z′|);
∫ x
0
xnh2(x|z − z′|) dλ = xn+1h2(x|z − z′|).
Writing t = x|z − z′| gives bounds of
|z − z′|−ntnh1(t); |z − z′|−n−1tn+1h2(t).
Since tnh1(t) and t
n+1h2(t) are globally bounded, (71), and hence the boundedness part of
Proposition 17, follows.
It remains to show that the range is sharp. However, this is a direct consequence of
Lemma 16. Indeed, the asymptotic of the Schwartz kernel T (z, z′) of the Riesz transform
(as a half-density) as z′ →∞ is obtained by using the expression
Tq(z, z
′) =
2
π
∫ ∞
0
DRq(k; z, z
′)dk,
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where the resolvent kernel Rq(k; z, z
′) is now viewed as a scattering half-density. This
amounts to multiplying the kernel of Rq(k) ∈ Ψ−2,(−2,0,0),Rk (M,Λqsc⊗Ω
1
2
b ) by (xx
′)n/2⊗|dk
k
|− 12 .
For z ∈M◦ fixed, we easily see that as x′ → 0
Tq(z, z
′) ∼ 2
π
x′µrb0+1+
n
2 x
n
2
(∫ ∞
0
κ′µrb0DG
µrb0
rb0
(z, κ′, y′)dκ′
)
|dg(z)dg(z′)| 12 , (72)
which, by Lemma 16, does not vanish identically in z. Therefore, by the same argument
given at the end of [GH1, Sec.5], Tq cannot be bounded on L
p for p ≥ n/α+ (note that
µrb0 + 1 +
n
2
= n − α); in particular it will not act boundedly on a function of the form
(log x)−1xα near the boundary. The same argument for the asymptotic z →∞ involves the
second integral in Lemma 16, and an analogous argument shows that Tq is not bounded on
Lp for p ≤ n/(n− β)+. This completes the proof of Proposition 17. 
5.5. Proof of Corollary 5. Now we prove Corollary 5, which follows more or less imme-
diately from (58). It suffices to apply the result of Theorem 3, together with the values
ν0 = n/2− 1 and νd = νδ = n/2 for q /∈ {0, n}. Notice that the map Hq(M, ∂M )→ Hq(M)
is always injective if q ∈ [2, n/2] because for those q, Hq−1(Sn) = 0. We also use the fact
that by the maximum principle (and Poincare´ duality), kerL2(∆q) = 0 when q ∈ {0, n}.
6. Sobolev estimates
In this section, we use the construction of the resolvent to prove some Sobolev estimates
for q-forms. For k ∈ N and p ∈ (1,∞), we define W k,p to be the Sobolev space consisting of
q-forms for which applying up to k Lie derivatives in the direction of scattering vector fields
keeps the forms in Lp; the measure is dg. Since scattering vector fields are precisely those in
xVb(M),
W k,p := {u ∈ C−∞(M,⊕nq=0Λq(M));LX1 . . .LXju ∈ Lp, ∀j ≤ k, ∀Xi ∈ xVb(M)}.
When p = 2, we denote Hk :=W k,2.
Theorem 18. Let (M, g) be asymptotically conic to order n0 ≥ 3. Assume that ν0 > 0 and
that there are no zero-resonances. We also assume that νker > 2 if νker is defined by (59).
Let p = 2n/(n + 2) and p′ = 2n/(n − 2); then there exists C > 0 such that for all q-forms
u ∈ W 2,p and v ∈ H1,
||(Id− Πker(∆q))v||Lp′ ≤ C||Dv||L2, ||(Id− Πker(∆q))u||Lp′ ≤ C||∆qu||Lp (73)
where Πker(∆q) is the orthogonal projector on kerL2(∆q) in L
2.
Notice that the condition νker > 2 is the condition that kerL2(∆q) ⊂ Lr for all r ≥ p =
2n/(n+ 2); it is required to make sense of (Id− Πker(∆q))u ∈ Lp′ when u ∈ H1 or u ∈ W 2,p.
Proof. First consider the integral kernel given by G0zf in (40). Viewing it as a scattering
half-density on zf, it is a conormal distribution with leading orders n − 2 at bf0, interior
conormal order −2 at the diagonal, and order n/2 + νker − 3 at both rb0 and lb0. We prove
first that there is C > 0 such that for all u compactly supported
||G0zfu||Lp′ ≤ C||u||Lp.
To prove this, it suffices to get pointwise estimates on this kernel and use the Hardy-
Littlewood-Sobolev result. We follow the arguments of [HL] to get pointwise bounds: the
kernel G0zf can be split into Gd + GL + GR, where G1 is supported near the diagonal in the
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region x/x′ ∈ [1/4, 4] (its support intersects only the boundary bf0), GL is supported in
x/x′ ≤ 1/2 (its support intersects only the boundaries lb0 and bf0) and GR is suported in
x′/x ≤ 1/2 (its support intersects only the boundaries rb0 and bf0). By Lemma 5.3 and 5.4
in [HL], we have a pointwise estimate for the kernel (with the densities removed) outside the
diagonal:
|Gd(z, z′)| ≤ Cd(z, z′)−n+2,
where d(·, ·) is the Riemannian distance. In particular, applying the Hardy-Littlewood-
Sobolev result of [GG], we deduce that Gd is the kernel of a bounded operator from L
p to
Lp
′
if p = 2n/(n + 2). Now the kernel GR has pointwise norm bounded by Cρ
n−2
bf0
ρνker−3rb0 ,
where ρbf0 , ρrb0 are boundary defining functions of bf0 and rb0 respectively on zf. Since x
′/x
and x are such boundary defining functions in the region where GR is supported, the kernel
of GR is bounded by Cx
′νkerxn−21[0,1/2](x′/x). This kernel is then easily seen (as in [HL]) to
be bounded as a map Lp → Lp′ as long as νker− 3 > −1. The same argument applies to GL,
and this proves the boundedness of G0zf.
To prove the Sobolev estimate for ∆q, we take u ∈ C∞0 (M ; Λqsc). We have
(Id− Πker(∆q))u = G0zf∆qu
by the construction of G0zf in Section 4.4; this equality makes sense when u is compactly
supported. Therefore, using the Lp → Lp′ bound on G0zf, we get
||(Id− Πker(∆q))u||Lp′ ≤ C||∆qu||Lp
and by density, this shows the second estimate of (73).
Finally, we have seen in the proof of Proposition 14 thatDRq(k)u = DG
0
zfu+o(1) as k → 0
for all u ∈ C∞0 (M ; Λqsc) compactly supported. Moreover Proposition 14 shows that the kernel
of DG0zf (living on zf) has order bounded below by n− 1 at bf0, interior conormal order −1
at the diagonal, n/2+ νker−2 at lb0 and n/2+ νker−3 at rb0. Splitting the kernel into near-
diagonal and off-diagonal terms as before, we see that the near-diagonal term is bounded
from L2 to Lp
′
by the Hardy-Littlewood-Sobolev result in [GG], and the off-diagonal terms
are bounded by the same argument as above. This shows that ||DG0zf||L2→Lp′ ≤ C for some
C > 0. Since moreover Rq(k)D = DRq(k) for k > 0 by the L
2-functional calculus, we deduce
that the same holds at the limit k = 0 when acting on compactly supported functions; that is,
DG0zfu = G
0
zfDu for u ∈ C∞0 (M ; Λqsc). Then for such u, (Id−Πker(∆q))u = G0zfD2u = DG0zfDu,
and by using the L2 → Lp′ bound of DG0zf we obtain
||(Id− Πker(∆q))u||Lp′ ≤ C||Du||L2.
By density, this shows the first estimate of (73). 
Notice that the condition νker > 2 is equivalent to asking that kerL2(∆q) = kerLr(∆q) for all
r ∈ [2n/(n+2), 2], by the regularity result of Theorem 8 on solutions of ∆qu = 0. Combining
with the fact that the absence of zero-resonances is equivalent to (3), the statement of
Theorem 2 in the introduction is thus the same as Theorem 18. We also notice that when
∂M = Sn, any u ∈ kerL2(∆q) satisfies Du = 0; by considering the indicial roots of D in (54)
together with (26), we see that u ∈ xnL∞ for q ∈ [1, n − 1] (and u = 0 if q = 0 or n), and
therefore νker > 2 in the asymptotically Euclidean case.
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7. Analytic Torsion and the proof of Theorem 6
In this section, we prove Theorem 6 by following the method introduced by the second
author [Sh1, Sh2]. Once we have the result on the resolvent behavior at low energy, the proof
is rather similar, and we just adapt the arguments as needed to our case. We consider the
geometric setting of a family of smooth compact Riemannian manifolds (Ωǫ, gǫ) degenerating
as ǫ→ 0 to a compact manifold with a conic singularity (Ω0, g0) with cross section (N, h0),
as explained in the Introduction (here ǫ ∈ (0, ǫ0] for some ǫ0 > 0 small). The non-compact
manifold (M, g) with exact conic end from which Ωǫ is constructed has also cross section
(N, h0). We denote by ∆
Ωǫ
q , ∆
Ω0
q and ∆
M
q the Laplacians on Ωǫ, Ω0, andM acting on q-forms,
and as above, ∆N is the Laplacian acting on the whole form bundle Λ(N) = ⊕n−1p=0Λp(N).
The key to describe the analytic torsion of Ωǫ as ǫ→ 0 is to obtain a detailed analysis of
the heat trace on q-forms on Ωǫ, which we denote Tr(H
Ωǫ
q )(t) (here and below we use the
notation HZq (t) := e
−t∆Zq when Z ∈ {Ωǫ,Ω0,M}). The proof proceeds in two steps. First we
shall prove Theorem 20, which expresses Tr(HΩǫq )(t) in terms of the heat traces on Ω0 and
M . This will be proved in part by using the work of Section 4 describing the low-energy
resolvent on M . Then we shall use what we know about the heat trace on Ω0 and on M to
directly analyze the spectral zeta function
ζΩǫq (s) =
1
Γ(s)
∫ ∞
0
(Tr(HΩǫq )(t)− dimker(∆Ωǫq ))ts−1 dt.
This second step depends on a scaling argument on exact cones and also on a spectral
convergence result of Anne´ and Takahashi [AT]. From there, we proceed to the determinants
of the Laplacians and the analytic torsion. We will assume that n is odd since the analytic
torsion vanishes in even dimension, but it is easily seen from the proof below that the
results about asymptotic expansions of the determinants of the Laplacians on q-forms in
even dimension work similarly. There is one difference: in that case, the expansion of
det(∆Ωǫq ) will contain a log(ǫ)
2 coefficient coming from the log(t) coefficient of Tr(HΩ0q (t)) as
t→ 0 (see for instance [Sh2] for the case q = 0).
7.1. Consequences of the modified Witt condition. We first show that the Witt con-
dition rules out zero-resonances on M and thus allows us to apply the results of Section 4
to study the resolvent RMq (k).
Lemma 19. Assume M satisfies the modified Witt condition (10). Then 0 /∈ I(∆Mq ), where
I(∆Mq ) is the indicial set defined by (21). Moreover, ∆Mq has no zero-resonance for any q.
Proof. To prove the lemma, first suppose for contradiction that 0 ∈ I(∆Mq ). Since n is odd,
we see by examining the indicial set in (18) and (20) that 0 ∈ I3. Moreover, q must be
either n+1
2
or n−1
2
; in either case, α2 = 3/4, so 3/4 ∈ SqdN . But SqdN = Sq−1δN , so in either
case, 3/4 ∈ SpΛ(n−1)/2(∆N). This contradicts the modified Witt assumption, and therefore
0 /∈ I(∆Mq ).
Now we show that ∆Mq has no zero-resonances. Recall that a zero-resonance is a q-form u
(valued in b-half-densities) satisfying ∆Mq u = 0 which is in x
−1H0b \H0b . Such a form must
be smooth in M by elliptic regularity, and by Theorem 8, it is polyhomogeneous conormal
on M ; in fact, one has u ∈ xν0−1−H2b with ν0 > 0 and u ∼ xνuν(y) for some ν ≥ ν0 and
uν ∈ Eν . The first step is to show that such a form must satisfy du = 0 and δu = 0, which
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follows immediately as long as the integration by parts
〈∆Mq u, u〉 = 〈du, du〉+ 〈δu, δu〉
is justified. Since x−1d and x−1δ are b-differential operators of order 1, one has du ∈ xν0−H1b
and δu ∈ xν0−H1b . We switch back to scattering half-densities and factor out the |dg|
1
2 factor
to view u, du, δu as forms: we get
u ∈ xn2+ν0−1L∞(M,Λqsc), du ∈ x
n
2
+ν0L∞(M,Λq+1sc ), δu ∈ x
n
2
+ν0L∞(M,Λq−1sc ).
Then we integrate by parts on the region Mǫ = {x ≥ ǫ} for ǫ > 0 small and let ǫ→ 0. The
boundary term in the integration by parts is∫
∂Mǫ
ι∂Mǫ(δu ∧ ∗u− u ∧ ∗du). (74)
and this integral goes to zero as ǫ→ 0: indeed each term in the integrand is ǫn+2ν0−1 times
a bounded element of Λn−1sc pulled-back by the inclusion ι∂Mǫ , thus the integral is O(ǫ2ν0).
We conclude that any zero-resonance is also in the kernel of the operator D = d + δ. This
means that ν must be an indicial root of D = d+ δ, i.e. ν belongs to I(d) ∩ I(δ) as defined
in (53). These roots are given by (54), and under the modified Witt condition we see that
min(I(d)∩I(δ)∩R+) ≥ 3/2, which implies that ν ≥ 3/2. Consequently, u ∈ L2(M,Λqsc) (or
u ∈ H0b when viewed as a b-half-density), which is a contradiction. 
Remark 9. We notice that the proof above also works similarly in even dimension: for
q = n/2− 1, the Laplacian ∆Mq has no resonance if H
n
2
−1(N) = 0; for q = n/2+ 1, it has no
resonance if H
n
2 (N) = 0; for q = n/2, it has no resonances if SpΛn/2(∆N) ∩ [0, 1] = ∅; and
when |q − n/2| > 1, the Laplacian never has resonances.
As a consequence, the manifold M satisfies the hypotheses of Theorem 12 and therefore
the low-energy resolvent RMq (k) of the Laplacian on q-forms has the structure described
there.
7.2. Heat trace structure theorem. The key ingredient in the proof of Theorem 6 is a
structure theorem for the trace of the heat kernel on q-forms on Ωǫ, as a function of (t, ǫ). In
fact, it is more convenient to work with the variables (
√
t, ǫ). We consider Q = [0, 1]√t×[0, ǫ0]ǫ
where ǫ0 > 0 is small, and we let Q0 be the manifold with corners obtained by radially
blowing up the corner
√
t = ǫ = 0 in Q; see Figure 3. Functions which are smooth (or
polyhomogeneous conormal) on Q0 correspond to functions on Q which are smooth (or
polyhomogeneous conormal) when written in polar coordinates around (0, 0). Denote the
face created by this blowup by F (projecting to (0, 0) by the blow-down map); the face
projecting to {√t = 0} is denoted by L, and the one projecting to {ǫ = 0} is called R.
We shall use the arguments of [Sh2] to prove that the heat trace Tr(HΩǫq )(t) is polyhomoge-
neous conormal on Q0. Let χ2(z) be a smooth radial cutoff function on Ωǫ, equal to zero for
r ≤ 15/16 and to one for r ≥ 17/16, and non-decreasing in r; moreover, let χ1(z) = 1−χ2(z).
We explain how Theorem 3 in [Sh2] can be extended from functions to the following case of
general q-forms:
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Figure 3. The blown-up space Q0.
Theorem 20. The heat trace Tr(HΩǫq (t)) is polyhomogeneous conormal on Q0 with leading
orders −n at L and F and leading order 0 at R. Moreover, one has
Tr(HΩǫq (t)) =
∫
M
χ1(ǫz)Tr(H
M
q (
t
ǫ2
, z, z))dg(z) +
∫
Ω0
χ2(z)Tr(H
Ω0
q (t, z, z))dg0(z) +R(ǫ, t),
(75)
where R(ǫ, t) is polyhomogeneous conormal on Q with infinite-order decay at t = 0. In
particular, for all k ∈ N there is Ck ≥ 0 such that for all ǫ > 0 small and t ≤ 1, one has
|R(ǫ, t)| ≤ Cktk.
Proof. We only describe the slight changes to the proof in [Sh2, Sec. 4] which are needed to
extend it from functions to q-forms. The main point is to obtain a uniform parametrix con-
struction for the heat kernel on Ωǫ, and in fact Section 4 of [Sh2] concerning the parametrix
construction was written with this situation in mind. The argument requires precise descrip-
tions of the asymptotic structure of the heat kernels on Ω0 and on M . The polyhomogenous
structure of the integral kernel of χ2H
Ω0
q (t)χ2 for any χ2 with support not intersecting the
cone tip is precisely the same in the general-q case as it is in the q = 0 case; the kernel
is polyhomogeneous conormal on the space Ω20,heat obtained by blowing up Ω
2
0 × {
√
t = 0}
inside Ω20 × [0, 1]√t. This follows from the general heat calculus for second order elliptic
self-adjoint differential operators on closed manifolds (note that Mooers [Mo] also describes
the behaviour near the cone tip).
The heat kernel onM for short time is also polyhomogeneous conormal on a certain space:
we set
M2sc :=M
2
k,sc ∩ {k = 1}, diagsc := diagk,sc ∩ {k = 1}
with M2k,sc defined as in Section 3.1 and diagk,sc as in Section 3.2. Then as a direct conse-
quence of the work of Albin [Al], (see [Sh1, Appendix] for details2) we have the following
2We notice that Albin’s heat calculus does not require q = 0 (in fact, it allows general vector bundle
coefficients), and neither does the argument in the appendix of [Sh1] which completes the construction of
the heat kernel. The leading orders of the heat kernel on M for time bounded above are also the same as in
the q = 0 case.
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Proposition 21. Let T > 1 fixed, then for t < T , the heat kernel HMq (t) for q-forms on M
is polyhomogeneous conormal on the space
M2heat := [M
2
sc × [0, T ]√t; diagsc × {
√
t = 0}] (76)
obtained by blowing-up M2sc × [0, T ]√t at the submanifold diagsc × {
√
t = 0}. Moreover there
is infinite-order decay at all faces except the scattering face sc (where the leading order is
zero) and the temporal face tf obtained from the blowup (where the leading order is −n in
terms of
√
t).
In order to understand the long-time heat kernel on M , we apply the analysis of the
low-energy resolvent and the methods in [Sh1, Th. 2], based on the expression of the heat
operator as a contour integral of the resolvent. We shall show that the space on which the
heat kernel is polyhomogeneous is the same for general q-forms, but that the leading orders
of the heat kernel at the boundary hypersurfaces may change:
Proposition 22. For any fixed time 0 < T < 1 and any q with 0 ≤ q ≤ n, HMq (t) is
polyhomogeneous conormal on M2ω,sc for t > T , where ω := t
−1/2. The leading orders at
the boundary hypersurfaces are bounded below by 0 at sc, by n at bf0, by 0 at zf, and by
n/2−1+νker at lb0 and rb0. Moreover, the coefficient of the zeroth order term at zf (if any)
decays to order strictly greater than n at bf0.
Proof. By Lemma 19, we can apply and Theorem 12 and Remark 8, which show that the
Schwartz kernel of (∆Mq + k
2eiθ)−1 is phg conormal on M2k,sc for each fixed θ ∈ (−π/2, π/2),
and with smooth dependence in θ. The leading orders of the resolvent, with respect to the
half-density bundle Ω˜
1
2
b (M
2
k,sc), are 0 at sc, −2 at bf0 and zf, and νker − 3 at rb0 and lb0.
Switching to the natural scattering half-densities adds n/2 at lb0 and rb0 and n at bf0, giving
n− 2 at bf0 and n/2+ νker− 3 at lb0 and rb0. Additionally, from the construction in Section
4.4, the leading-order term G−2zf at zf decays to higher order at bf0; with respect to scattering
half-densities, it decays to order strictly greater than n − 2, which we write n − 2 + δ for
some δ > 0. Theorem 8 in [Sh1] also requires that the spectrum of ∆Mq be contained in
[0,∞), which it is, and that the high-energy resolvent be polynomially bounded in |λ| for θ
with |θ| > π/4. As in [Sh1], the polynomial bounds on the high-energy resolvent are a direct
consequence of the usual semiclassical scattering calculus and just comes from ellipticity (see
[VZ, WZ] and section 10 of [HW]). The conditions of Theorem 8 in [Sh1] are therefore met.
The polyhomogeneity and leading-order statements in Theorem 22 then follow immediately
from the application of [Sh1, Th. 8]. Note that in particular, the transition from resolvent
to heat kernel adds 2 to the orders at zf, bf0, lb0, and rb0.
Finally, we must show that the coefficient of the order-0 term at zf decays to higher
order at bf0. To do this, we note that the corresponding property is true for the low-energy
resolvent, so we may break off the leading order term. Write the resolvent as a sum of two
kernels, RMq (k) = R1 + R2, where R1 consists precisely of the leading-order term at zf. R1
then has order −2 at zf and order n − 2 + δ at bf0, while R2 has order greater than −2 at
zf and order 0 at bf0. Applying Lemma 10 of [Sh1] separately to the two terms, we see that
HMq (t) = H1(t) + H2(t), where H1(t) has order 0 at zf and order n + δ at bf0, while H2(t)
has positive order at zf and order n at bf0. Therefore, the order-0 term of H
M
q (t) at zf is
the same as the order-0 term of H1(t) at zf, and hence decays to order n + δ at bf0. This
completes the proof of Proposition 22. 
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The proof of Theorem 3 in [Sh2, Sec. 4] is done in a general setting by simply assuming
that the heat kernel is polyhomogeneous conormal on M2ω,sc for large time and on M
2
heat for
small time, with lower bounds on the index sets at the boundaries of these spaces. The
small time behaviour for forms is the same as for functions, so the argument for small time is
unchanged. The necessary large time assumption is written down in Section 4.2 of [Sh2] and
called the “Alternative Hypothesis.” It requires the following lower bounds on the orders of
M2ω,sc (with ω = t
−1/2) for HMq (t): 0 at zf and
n
2
+ ǫ for some ǫ > 0 at rb0, lb0. Moreover,
the coefficient of the term of order 0 at zf (if any) must decay to order strictly greater than
n at bf0. Thus Proposition 22 implies that H
M
q (t) satisfies the Alternative Hypothesis and
we can apply the result of Section 4.2 of [Sh2]. Indeed, nothing in the argument in [Sh2]
requires q = 0; the parametrix construction for the heat kernel is the same for differential
forms and for functions, once the definition of t-convolution is generalized in the usual way
to operators on forms. The only other key property used is the conformal scaling of the heat
kernel:
HǫZq (t, z, z
′) = ǫ−nHZq (
t
ǫ
,
z
ǫ
,
z′
ǫ
).
As discussed for example in [Ch3], this holds for q > 0 as well as q = 0. This completes the
proof of Theorem 20. 
7.3. Renormalized heat trace on M . We now need to analyze each of the terms in
Theorem 20. We begin by studying∫
M
χ1(ǫz)Tr(H
M
q (τ, z, z))dv(z), (77)
where τ = t/ǫ2. This was studied in Section 3.1 of [Sh1] for the case of functions. Since
we have the polyhomogeneous conormality of the heat kernel on M2ω,sc for large time and on
M2heat for small time, the same proof extends verbatim to the case of q-forms: this gives
Proposition 23. As a function of (τ, ǫ), the integral (77) has a polyhomogeneous conormal
expansion in [0, 1]τ × [0, 1]ǫ, and in the space [[0, 1]τ−1/2 × [0, 1]ǫ; τ−1/2 = ǫ = 0] obtained by
blowing-up τ−1/2 = ǫ = 0 inside the square [0, 1]τ−1/2 × [0, 1]ǫ. As a consequence, the finite
part as ǫ→ 0, denoted
FPǫ→0
∫
M
χ1(ǫz)Tr(H
M
q (τ, z, z))dg(z), (78)
exists and has polyhomogeneous asymptotic expansions in τ at both τ = 0 and τ =∞.
As in [Sh1], a similar argument applies to the integral∫
{x≥ǫ}
Tr(HMq (τ, z, z))dg(z),
and hence the renormalized heat trace RTr(HMq (τ)) defined by (11) exists and has polyho-
mogeneous expansions in τ at τ = 0 and τ =∞.
It will be necessary to be more specific about the asymptotic expansion of (77) as ǫ→ 0.
In fact, we can explicitly compute most of the divergent terms. By [Ch3], the local trace of
the heat kernel on the exact metric cone CN = (0;∞)r × N with metric dr2 + r2h0 has a
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local asymptotic expansion away from the conic points and away from infinity: for z ∈ CN ,
Tr(HCNq (τ, z, z)) ∼
∞∑
k=0
uk(z)τ
(k−n)/2 as τ → 0
where the uk(z) are functions on CN which are zero for all odd k. Since n is odd, there is
no τ 0 coefficient in the heat expansion. For each k ∈ [0, n− 1], let
fk(τ) =
τ (k−n)/2
k − n
∫
N
uk(1, y) dh0(y), lk = −
∫ 2
1/2
χ′1(r)r
k−n dr.
Then we have the following expansion, which is precisely analogous3 to [Sh1, Lemma 19]:
Proposition 24. For each fixed τ > 0,∫
M
χ1(ǫz)Tr(H
M
q (τ, z, z))dg(z) =
n−1∑
k=0
lkfk(τ)ǫ
k−n + RTr(HMq (τ)) + R˜(ǫ, τ),
where R˜(ǫ, τ) goes to zero as ǫ goes to zero.
Remark 10. Note that this proposition shows (78) is equal to RTr(HMq (τ)), and therefore,
as in [Sh1, Prop. 20], the renormalized trace is independent of the cutoff function used to
define it.
Proof. As in [Sh1, Lemma 19], the proof proceeds by comparing the heat kernel on M with
the heat kernel on CN . The first step is the following comparison lemma: we identify a
region {z ∈ M ; x(z) ≤ δ} with {z ∈ CN ; r(z) ≥ 1/δ} for some δ > 0 small enough and we
have
Lemma 25. For any fixed t > 0 and any q between 0 and n, as |z| → ∞, the pointwise
norm of the difference HMq (t, z, z)−HCNq (t, z, z) decays faster than any polynomial in |z|.
Proof. This is shown for q = 0 in [Sh1, Lemma 16] by using the maximum principle, so
we must find an alternate approach for general q. The approach we use is based on the
asymptotically conic heat calculus4 of Albin [Al]. We use the scattering heat space M2heat
of (76); recall that sc denotes the scattering face (the lift of the scattering face in M2sc to
M2heat), and let tf be the temporal face of the final blowup (of the t = 0 diagonal). We
now define various classes of time-dependent pseudodifferential operators whose kernels are
polyhomogeneous conormal on M2heat, again following [Al]. For any real numbers α1 and α2,
we let Ψα1,α2(M2heat) be the class of operators whose Schwartz kernels are polyhomogeneous
conormal on M2h , with index set bounded below by α1 at sc and α2 at tf, and with infinite-
order decay at all other boundary hypersurfaces. Let Ψ∗(M2heat) be the union of all such
classes. Further, let Ψ∞,∞(M2heat) be the class of operators whose kernel is phg conormal on
M2heat with infinite-order decay at all boundary hypersurfaces. On these classes of operators,
Albin shows that t-convolution
A ∗B(t) =
∫ t
0
A(t− s)B(s)ds
3There is however a difference with [Sh1, Sec. 3.2]: since we consider n odd, there is no log ǫ term in the
expansion and RTr(HMq (τ)) is the only ǫ
0 coefficient.
4The heat calculus for metrics with iterated edge structures, which includes asymptotically conic metrics,
is discussed in the end of Section 4 in [Al], and the composition law is given in Theorem 4.3 of that paper.
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is a well-defined binary operation whenever the integrals in the convolution converge. In
particular from the composition rule in [Al, Th. 4.3], we obtain that all convolutions of an
operator in Ψ∗ with one in Ψ∞,∞ are well-defined, and the class Ψ∞,∞ is a two-sided ideal
in Ψ∗.
Now let χ3, χ4 ∈ C∞(M) be smooth functions so that χ3 + χ4 = 1, χ3 has compact
support, and M is exactly conic on the support of χ4. Let χ˜3 be a smooth function with
compact support which is equal to 1 on a neighbourhood of the support of χ3 and let χ˜4 be
a smooth function with χ˜4 = 1 in a neighbourhood of the support of χ4. Finally, let W be a
compact manifold which agrees with M whenever χ˜3 6= 0. Then define an approximate heat
kernel A(τ) whose integral kernel on M2heat is:
A(t, z, z′) = χ˜3(z)HWq (t, z, z
′)χ3(z′) + χ˜4(z)HCNq (t, z, z
′)χ4(z′).
Note that the limit of A(t) as t → 0 is the delta function. We claim that ||A(t, z, z) −
HqZ(t, z, z)|| has infinite-order decay in |z| as |z| → ∞. To prove the claim, we compute
E(t, z, z′) :=(∂t +∆Mq )A(t, z, z
′) = [∆qZ , χ˜3(z)]H
W
q (t, z, z
′)χ3(z′)
+ [∆qZ , χ˜4(z)]H
CN
q (t, z, z
′)χ4(z′).
By the properties of the cutoff functions, we see that the support of E(t, z, z′) is bounded
away from the lift of the spatial diagonal in M2heat, and the outgoing support (in z) is
compact. Therefore, E(t, z, z′) is zero in a neighborhood of sc and tf. Moreover, it is easy
to see from the explicit form of HCNq (t) and the known properties of H
W
q (t) that for t < T ,
each decays to infinite order, together with all derivatives, at each of the other boundary
faces of M2heat. Therefore, E(t) ∈ Ψ∞,∞(M2heat). On the other hand, by Duhamel’s formula,
HMq (t) = A(t)−(HqM ∗E)(t). Since Ψ∞,∞ is an ideal and we know thatHMq (t) ∈ Ψ0,−n(M2heat)
(Proposition 21), we have A(t) − HMq (t) ∈ Ψ∞,∞(M2heat). This immediately implies the
infinite-order decay of ||A(t, z, z)−HMq (t, z, z)||, and hence the lemma. 
From this point, the proof of Proposition 24 proceeds precisely as in [Sh1]. Namely, we
first use the conformal homogeneity of the heat kernel, as in the well-known work of Cheeger
[Ch3], to compute the asymptotic expansion in ǫ of∫
r≤1/ǫ
Tr(HCNq (τ, r, y, r, y))r
n−1drdh0(y)
in terms of the short-time heat invariants. Then we may use elementary calculus, as in
Section 3.2 of [Sh1], to compute the expansion∫
CN
χ1(ǫr, y)Tr(H
CN
q (τ, r, y, r, y))r
n−1drdh0(y).
Finally, we use Lemma 25 with τ replacing t to finish the proof. We refer to [Sh1, Sec. 3.2]
for more details. 
Remark 11. We notice that the expansion of Proposition 24 is really an expansion at the
face F of Q0, and R˜(ǫ, τ) is thus polyhomogeneous conormal on Q0 with positive order at F
and zeroth order at R by Theorem 20.
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7.4. Leading order at ǫ = 0. The final ingredient needed to analyze the asymptotics of
the determinant, as in [Sh2, Th. 2], is the leading-order behavior of Tr(HΩǫq (t)) at the face R
of the (
√
t, ǫ) blown-up space Q0 (recall that R is the face that projects to ǫ = 0 on Q by the
blow down map Q0 → Q). The key is a spectral convergence result of Anne´ and Takahashi
(theorems A and B in [AT]), generalizing earlier work of Degeratu-Mazzeo and Rowlett in
the q = 0 case [Ma2, Row]. Our assumption that N satisfies the modified Witt condition
simplifies the statement of their result by ruling out zero-resonances on M (zero-resonances
are called extended solutions in their work). In the absence of zero-resonances, their result
can be stated as:
Lemma 26. [AT] Let n ≥ 3. As sets with multiplicity, the spectrum Sp(∆Ωǫq ) converges as
ǫ→ 0 to the union of Sp(∆qΩ0) with a set consisting of Mq zeroes, where Mq = dimkerL2 ∆Mq .
Remark 12. Recall that ∆qΩ0 is the Friedrichs extension of the Laplacian; this particular
extension is singled out because of the absence of zero-resonances. In the notation of [AT],
the space W of elements which ‘generate extended solutions’ is {0}, and hence the Gauss-
Bonnet operator D1,W is the minimal extension D1,min. Since ∆1,W = (D1,W )
∗D1,W , we see
that ∆1,W is the Friedrichs Laplacian.
In particular, Lemma 26 implies that the number of ‘small eigenvalues’ of ∆qΩǫ which are
positive for ǫ > 0 but converge to zero as ǫ→ 0 is precisely
Nq = Mq + dimker∆
Ω0
q − dimker∆Ωǫ0q .
Note that the Hodge-de Rham theorem implies that dim ker∆Ωǫq is independent of ǫ. We
call the small eigenvalues µ1(ǫ), . . . , µNq(ǫ), and break off the contribution from the kernel
and the small eigenvalues to write
Tr(HΩǫq (t)) = dim ker∆
Ωǫ
q +
Nq∑
i=1
e−tµi(ǫ) + Tr′(HΩǫq (t)) (79)
where the last term is defined by the expression and correspond to the sum over eigenvalues
bounded below by a positive constant as ǫ→ 0. With this notation, we now prove:
Proposition 27. For any fixed positive t, as ǫ→ 0
Tr′(HΩǫq (t))→ Tr(HΩ0q (t))− dimker∆Ω0q .
Moreover, there are constants C < ∞, δ > 0, and µ > 0 such that for any ǫ < δ and any
t ≥ 1,
|Tr′(HΩǫq (t))| ≤ Ce−µt. (80)
Proof. The proof is very similar to the proof of [Sh2, Th.4]. The idea is to obtain a suitable
uniform lower bound on the non-small eigenvalues of Ωǫ and then use Lemma 26. The first
step is the following upper bound on the heat trace:
Lemma 28. Fix T > 0. There is a constant C such that for all ǫ ≤ 1/2 and all t ≤ T ,
|Tr(HΩǫq (t))| ≤ Ct−n/2.
Proof. The function tn/2 is polyhomogeneous conormal on Q and hence lifts to be so on Q0,
with leading orders n at L and F and 0 at R. By Theorem 20, tn/2Tr(HΩǫq (t)) is polyhomoge-
neous conormal on Q0 with leading order 0 at each boundary face, and is therefore continuous
up to the boundary of Q0 - and hence bounded on the compact subset {ǫ ≤ 1/2, t ≤ T}. 
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By Lemma 26, there exist λ0 > 0 and ǫ0 > 0 such that for all ǫ ≤ ǫ0, all the small
eigenvalues µi(ǫ) are less than λ0/2 and all other eigenvalues of Ωǫ are greater than λ0;
assume without loss of generality that λ0 < 1. The needed lower bound on the non-small
eigenvalues is:
Lemma 29. Let λ˜ǫ,k be the k-th eigenvalue of ∆
Ωǫ
q which is greater than or equal to λ0. Then
there are constants C ′ > 0 and N0 ∈ N, both independent of ǫ, such that for all ǫ ∈ [0, ǫ0],
k ≥ N0
λ˜ǫ,k ≥ C ′k2/n.
Proof. Let N˜ǫ(λ) be the number of eigenvalues of ∆
q
Ωǫ
which are greater than or equal to
λ0 but less than or equal to λ. Applying Lemma 28 with T = n/2λ0, we have that for all
t ≤ n/2λ0,
N˜ǫ(λ)e
−λt ≤ Tr′(HΩǫq (t)) ≤ Tr(HΩǫq (t)) ≤ Ct−n/2. (81)
In particular, applying this with t = n/2λ gives that N˜ǫ(λ) ≤ C˜λn2 for some C˜ independent
of ǫ, and thus taking λ = λ˜ǫ,k gives the result. 
Finally, we use Lemmas 26 and 29 to prove Proposition 27. For any N ∈ N, we may write
Tr′(HqΩǫ(t)) =
N∑
k=0
e−tλ˜ǫ,k +
∞∑
k=N+1
e−tλ˜ǫ,k .
The first term (finite sum) decays exponentially in t uniformly in ǫ by the uniform lower
bounds on λ˜ǫ,k, and the second term decays exponentially as well, by Lemma 29; this proves
the second claim of Proposition 27. In addition, the first term converges to the analogous
sum for Ω0 by Lemma 26, and the remainder may be chosen as small as we like by taking
N large enough and using Lemma 29; this easily implies the first claim in Proposition 27.
Note also that by taking the pointwise limit as ǫ goes to zero, the same exponential bound
in Proposition 27 holds for Tr(HΩ0q (t))− dimker∆Ω0q . 
7.5. Zeta function and determinant. The zeta function and determinant may now be
analyzed directly, again following section 3 of [Sh2]. Denoting Hq(Ωǫ) = ker∆Ωǫq , we define
ζΩǫq (s) =
1
Γ(s)
∫ ∞
0
(Tr(HΩǫq (t))− dimHq(Ωǫ))ts−1 dt. (82)
Notice that dim(Hq(Ωǫ)) is independent of ǫ since it is the q-th Betti number of Ωǫ. To
analyze (82), we break it into several pieces, as in [Sh2]. The only differences between our
case and the q = 0 case are in the projection term (dimHq(Ωǫ) is not equal to 1 in general)
and the leading-order term of Tr(HΩǫq (t)) at the face R corresponding to ǫ = 0 in the blown-
up space Q0. Therefore, the analysis will only be different for those terms which involve the
leading-order term at R and/or the projection off the kernel. We now consider each of them
in turn.
7.5.1. Long-time contribution. First we break up (82) at t = 1 and analyze the integral from
1 to infinity. Rewriting it in terms of Tr′(HΩǫq (t)):
1
Γ(s)
∫ ∞
1
(Tr′(HΩǫq (t)) +
Nq∑
i=1
e−µi(ǫ)t)ts−1 dt. (83)
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We apply the dominated convergence theorem, together with Theorem 27, to analyze the
part of the integral coming from Tr′. That part of the integral is holomorphic near s = 0.
As in Section 3.1 of [Sh2], its contribution to the derivative of the zeta function at zero is
precisely ∫ ∞
1
Tr′(HΩǫq (t))t
−1 dt.
The uniform exponential bound (80) on Tr′(HΩǫq (t)) allows us to apply the dominated con-
vergence theorem to get a limit as ǫ→ 0: we see that this term contributes precisely∫ ∞
1
(Tr(HΩ0q (t))− dimker∆Ω0q )t−1 dt+ o(1)
to the derivative of the zeta function, and by a similar argument, precisely
1
Γ(s)
∫ ∞
1
(Tr(HΩ0q (t))− dimker∆Ω0q )ts−1 dt+ o(1)
to the zeta function itself in a neighborhood of s = 0. The second part of the integral (83)
is the function
Nq∑
i=1
1
Γ(s)
∫ ∞
1
e−µi(ǫ)tts−1 dt =
Nq∑
i=1
(
µi(ǫ)
−s − 1
Γ(s)
∫ 1
0
e−µi(ǫ)tts−1 dt
)
.
For each i, we write
1
Γ(s)
∫ 1
0
e−µi(ǫ)tts−1 dt =
1
Γ(s)
∫ 1
0
(e−µi(ǫ)t − 1)ts−1 dt+ 1
sΓ(s)
.
The integrand in the first term is holomorphic in a neighborhood of s = 0, and hence its
contribution to the determinant is
∫ 1
0
(e−µi(ǫ)t − 1)t−1 dt, which goes to zero as ǫ (and hence
µi(ǫ)) goes to zero. Putting everything together, the long-time contribution as ǫ→ 0 to the
zeta function in a neighborhood of s = 0 is:
1
Γ(s)
∫ ∞
1
(Tr(HΩǫq (t))− dimHq(Ωǫ))ts−1 dt =
1
Γ(s)
∫ ∞
1
(Tr(HΩ0q (t))− dimker∆Ω0q )ts−1 dt+
Nq∑
i=1
µi(ǫ)
−s − Nq
sΓ(s)
+ o(1).
(84)
7.5.2. Small time contribution. Consider the short-time zeta function:
1
Γ(s)
∫ 1
0
(Tr(HΩǫq (t))− dimHq(Ωǫ))ts−1 dt =
1
Γ(s)
∫ 1
0
Tr(HΩǫq (t))t
s−1 dt− dimH
q(Ωǫ)
sΓ(s)
.
We follow the method of Section 3.3, 3.4 and 3.5 in [Sh2] to analyze the expansion in ǫ of
1
Γ(s)
∫ 1
0
fǫ(t)t
s−1 dt with fǫ(t) = Tr(HΩǫq (t)).
The idea is to fix b > 0 and to break the integral into integrals over the regions A := {√t >
bǫ} and B := {√t ≤ bǫ}. The region A localizes near the face R in Q0 and the region B
localizes near L. We first write fǫ(t) = f
0
R(t) + f˜ǫ(t), where f
0
R(t) is the leading coefficient of
fǫ(t) at the face R in Q0; from (79) and Proposition 27, we have
f 0R(t) = Tr(H
Ω0
q (t))− dimker∆qΩ0 + dimHq(Ωǫ) +Nq.
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Then we write
1
Γ(s)
∫ 1
b2ǫ2
fǫ(t)t
s−1dt =
1
Γ(s)
∫ 1
0
(Tr(HΩ0q (t))− dimker∆qΩ0)ts−1 dt+
dimHqΩǫ +Nq
sΓ(s)
− 1
Γ(s)
∫ b2ǫ2
0
f 0R(t)t
s−1 dt+
1
Γ(s)
∫ 1
b2ǫ2
f˜ǫ(t)t
s−1dt.
(85)
Using the small time expansion of Tr(HΩ0q (t)) due to Cheeger [Ch3], we see that as t→ 0
f 0R(t) =
n∑
k=0
akt
(k−n)/2 +O(tα), α > 0
for some ak. Again there is no log(t) coefficient due to the fact we work in odd dimension.
This directly gives the ǫ-expansion of the integral 1
Γ(s)
∫ b2ǫ2
0
f 0R(t)t
s−1dt, and combining with
(85) and (84), we deduce that for s near 0, one has as ǫ→ 0
ζΩǫq (s) =ζ
Ω0
q (s) +
Nq∑
i=1
µi(ǫ)
−s +
1
Γ(s)
(∫ 1
b2ǫ2
f˜ǫ(t)t
s−1dt+
∫ b2ǫ2
0
fǫ(t)t
s−1dt
)
− 1
Γ(s)
n∑
k=0
2ak(bǫ)
k−n+2s
k − n + 2s + o(1).
(86)
Moreover we easily check (for instance see the details in [Sh2, Sec. 3.3]) that the o(1) term is
uniform in C1 norm in the s parameter near s = 0. Now we use the expression (75) of fǫ(t),
the small time expansion of the local trace Tr(HΩ0q (tz, z)) and Proposition 24 to express∫ b2ǫ2
0
fǫ(t)t
s−1dt =
∫ b2ǫ2
0
∫
Ω0
χ2(z)Tr(H
Ω0
q (t, z, z))dg0(z)t
s−1dt
+ ǫ2s
∫ b2
0
∫
M
χ1(ǫz)Tr(H
M
q (τ, z, z))dg0(z)τ
s−1dτ + o(1)
=
n∑
k=0
2a˜k(bǫ)
k−n+2s
k − n + 2s ++ǫ
2s
∫ b2
0
(RTr(HMq (τ)) + R˜(ǫ, τ))τ
s−1dτ + o(1)
for some a˜k ∈ R. According to Proposition 23, the R˜(ǫ, τ) term is polyhomogeneous conormal
in (ǫ, τ) ∈ [0, 1]2 and vanishes at ǫ = 0. By the argument of Section 3.6.1 of [Sh2], we see
that ǫ
2s
Γ(s)
∫ b2
0
R˜(ǫ, τ)τ s−1dτ will be o(1) in ǫ→ 0 uniformly in s near 0.
We also have from (75) that as ǫ→ 0∫ 1
b2ǫ2
f˜ǫ(t)t
s−1dt =
∫ 1
b2ǫ2
(∫
M
χ1(ǫz)Tr(H
M
q (
t
ǫ2
, z, z))dg0(z)− h(t)
)
ts−1dt+ o(1),
where h(t) = lim
ǫ→0
∫
M
χ1(ǫz)Tr(H
M
q (t/ǫ
2, z, z))dg0(z).
Change variables to τ = t/ǫ2; this becomes∫ 1
b2ǫ2
f˜ǫ(t)t
s−1dt = ǫ2s
∫ ǫ−2
b2
(∫
M
χ1(ǫz)Tr(H
M
q (τ, z, z))dg0(z)− h(ǫ2τ)
)
τ s−1dτ + o(1).
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We now proceed as in Section 3.6.2 of [Sh2]: using the expansion of Proposition 24 at the
face F of Q0, the polyhomogeneity statement of Proposition 23, and Remark 11, we obtain
that RTr(HMq (τ)) = f∞ + o(1) for some f∞ ∈ R, and
h(t) =
n−1∑
k=0
lkfk(t) + f∞ + lim
δ→0
R˜(δ, t/δ2),
with limδ→0 R˜(δ, t/δ2) a well-defined polyhomogeneous function of t which goes to 0 as t→ 0.
From this one gets
1
Γ(s)
∫ 1
b2ǫ2
f˜ǫ(t)t
s−1dt =
ǫ2s
Γ(s)
∫ ǫ−2
b2
(
RTr(HMq (τ))− f∞ + R˜(ǫ, τ)− lim
δ→0
R˜(δ, τǫ
2
δ2
)
)
τ s−1dτ.
The term R˜(ǫ, τ) − limδ→0 R˜(δ, τǫ2δ2 ) is polyhomogeneous conormal on Q0 (as a function of
(ǫ,
√
t = ǫ
√
τ )) and vanishes at all boundary faces. It is easy to see, as in [Sh2], that it
will contribute a uniform o(1) term to the integral as ǫ → 0, with C1 dependence in s near
s = 0. As for the RTr(HMq (τ)) − f∞ part (which goes to 0 as τ → ∞), a straightforward
computation gives as ǫ→ 0
ǫ2s
Γ(s)
∫ ǫ−2
b2
(RTr(HMq (τ))− f∞)τ s−1dτ =
f∞(bǫ)2s
sΓ(s)
+
ǫ2s
Γ(s)
∫ ∞
b2
RTr(HMq (τ))τ
s−1dτ + o(1),
with C1 dependence in s near s = 0 for the remainder (again we refer to Section 3.6.2 of
[Sh2] for more details). We finally obtain
ζΩǫq (s) =ζ
Ω0
q (s) +
Nq∑
i=1
µi(ǫ)
−s +
n∑
k=0
2(a˜k − ak)(bǫ)k−n+2s
Γ(s)(k − n+ 2s) +
f∞(bǫ)2s
sΓ(s)
+
ǫ2s
Γ(s)
∫ ∞
0
RTr(HMq (τ))τ
s−1dτ + o(1).
with C1 dependence in s near s = 0 for the remainder. Fix s < 0 small; since ζΩǫq (s) is
independent of b, we deduce directly that
ζΩǫq (s) = ζ
Ω0
q (s) +
Nq∑
i=1
µi(ǫ)
−s +
ǫ2s
Γ(s)
∫ ∞
0
RTr(HMq (τ))τ
s−1dτ + o(1).
All these terms are C1 in s near s = 0, thus we get as ǫ→ 0:
−∂sζΩǫq (0) = −∂sζΩǫq (0) +
Nq∑
i=1
log µi(ǫ)− 2 log(ǫ)(ζMq (0))− ∂s(ζMq )(0) + o(1).
This completes the proof of Theorem 6.
7.6. Cases with no small eigenvalues. The small eigenvalues in Theorem 6 are the major
remaining obstacle to a complete analysis of the analytic torsion under conic degeneration.
However, in certain cases, it is possible to prove that Nq = 0 for all q, which removes the
undetermined term in Theorem 6:
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Lemma 30. Suppose n is odd and the cross-section N is such that:
a) the cohomology Hq(N) is trivial for all q ∈ [1, n− 2],
b) the spectrum of ∆N on forms satisfies
SpΛ(n−1)/2(∆N) ∩ [0, 15/4) = ∅, SpΛ(n−3)/2(∆N |Im dN ) ∩ [0, 7/4) = ∅.
Then Theorem 6 holds with Nq = 0 for all q. (Note that condition b) is strictly stronger than
the modified Witt condition).
Proof. We shall follow the discussion in section 5 of [AT]. Consider the manifold Ωǫ0 for
ǫ0 > 0 small, and split it as K ∪Mǫ0 (as in the Introduction) so that ∂Mǫ0 = N = ∂K. Then
there is a Mayer-Vietoris sequence:
. . .→ Hq(Ωǫ0)→ Hq(K)⊕Hq(Mǫ0)→ Hq(N)→ Hq+1(Ωǫ0)→ . . .
Since Hq(N) is trivial for all q between 1 and n− 1, this sequence splits, and we see that for
any q with 2 ≤ q ≤ n− 1,
Hq(Ωǫ0)
∼= Hq(Mǫ0)⊕Hq(K).
On the one hand, since Mǫ0 is homeomorphic to M , we may apply the results of Hausel,
Hunsicker, and Mazzeo [HHM] to relate the L2-cohomology of M to the cohomology of
Mǫ0 . In particular, for q > n/2, kerL2(∆
M
q ) ≃ Hq(Mǫ0), while for q < n/2, kerL2(∆Mq ) ∼=
Hq(Mǫ0, N). On the other hand, by condition a), the relative and absolute cohomology are
isomorphic in all degrees greater than zero (from the usual long exact sequence in cohomol-
ogy); so for all q with 2 ≤ q ≤ n− 1, Hq(Mǫ0) ∼= kerL2(∆Mq ).
On the other hand, we can relate the cohomology of K to dim ker∆qΩ0 . First we need to
compare the kernel of ∆
Ωǫ0
q to the L2 cohomology of Ω0. The problem is that there may
be L2 harmonic forms which are not Friedrichs if ∆Ω0q is not essentially self-adjoint near
the cone tip. However we claim that if the cross-section N is such that the indicial set
I(∆Mq ) has no elements in (0, 1), then the Hodge Laplacian in degree q on Ω0 is essentially
self-adjoint. This fact is essentially due to Bruning-Seeley [BS], but we use the exposition
in Loya-McDonald-Park [LMP]: near the cone tip of Ω0, the metric is precisely dr
2 + r2h0.
Then there is a decomposition for the q-form bundle similar to the one near infinity on M ,
and we follow the normalization conventions of [LMP]; each q-form φ near the cone point
r = 0 can be written as
φ = rq+
n−1
2 φt + r
q−1+n−1
2 dr ∧ φn,
where φt ∈ Λq(N) and φn ∈ Λq−1(N). On this decomposition Λq(N)⊕Λq−1(N) of the q-form
bundle near the cone point, the Laplacian is
−∂2r +
1
r2
Aq,
where, after some easy algebra,
Aq +
1
4
I =
(
∆N + (
n
2
− q − 1)2 −2dN
−2δN ∆N + (n2 − q + 1)2
)
.
Then as in [LMP], ∆qΩ0 is essentially self-adjoint if Aq has no eigenvalues in (−1/4, 3/4);
i.e. if Aq +
1
4
I has no eigenvalues in (0, 1). However, except for the signs of the off-diagonal
elements, Aq+
1
4
I is precisely the same matrix as we obtained in the calculation of the indicial
roots of Pb in (16) (with λ = 0). We can perform the same decomposition to compute the
eigenvalues. Since multiplying both off-diagonal elements by −1 changes neither the trace
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nor determinant and hence does not change the eigenvalues, the eigenvalues of Aq +
1
4
I are
precisely I(Pb) = I(∆Mq ).
Using the form of the indicial set of ∆Mq in (18) and (20), we see that condition b) in
Lemma 30 above implies I(∆Mq )∩ (0, 1) = ∅ for all q. Hence the space of harmonic forms in
the Friedrichs domain of ∆Ω0q is isomorphic to the L
2 cohomology of Ω0.
However, by work of Cheeger [Ch2], the Witt condition implies that the L2 cohomology of
Ω0 is isomorphic to the intersection cohomology of Ω0 with middle perversity. Further, the
intersection cohomology of middle perversity of Ω0 is isomorphic to either the cohomology
of K, the relative cohomology of K, or the image of the relative cohomology of K in the
absolute cohomology of K, depending on the degree [Ch2]. As before, condition a) implies
that the relative and absolute cohomologies are isomorphic for all degrees between 2 and
n− 1. So for 2 ≤ q ≤ n− 1.
dim ker(∆Ω0q ) = dimH
q(K).
Putting everything together, we have that for all q with 2 ≤ q ≤ n− 1,
dimHq(Ωǫ0) = dimker(∆
Ω0
q ) + dimkerL2(∆
M
q ),
and hence by (12), Nq = 0 for 2 ≤ q ≤ n− 1. But since Nq = Nn−q by duality and N0 = 0
by [Sh2], Nq = 0 for all q, which completes the proof. 
Example. The conditions of Lemma 30 are satisfied, for instance, by taking any Rie-
mannian compact manifold N with metric h0 which satisfies H
q(N) = 0 for q ∈ [1, n − 2]
and then rescaling: write hλ = λ
2h0. The manifold (N, hλ) satisfies the conditions of the
Lemma for λ > 0 small enough, since the spectrum on all q-forms with q ∈ [1, n− 2] scales
by λ−2. We also notice that the case of the canonical sphere (N = Sn−1, dθ2) with n ≥ 5
satisfies the conditions of Lemma 30, since ν0 = n/2− 1 > 1 for all q.
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