The role of measurement induced disturbance in weak measurements is of central importance for the interpretation of the weak value. Uncontrolled disturbance can interfere with the postselection process and make the weak value dependent on the details of the measurement process. Here we develop the concept of a generalized weak measurement for classical and quantum mechanics. The two cases appear remarkably similar, but we point out some important differences. A priori it is not clear what the correct notion of disturbance should be in the context of weak measurements.
I. INTRODUCTION
Weak measurements [1] [2] [3] serve as an operational definition of the expectation value of an observable in the intermediate time between the preparation of a system and a postselection on the final state of the system. If one were to employ standard (strong) measurements between the preparation and postselection the inevitable disturbance caused by the measurement (see e.g. the "No Information Gain Without Disturbance" theorem of Ref. [4] ) would interfere with the postselection. The central idea of weak measurements is to avoid the issue of disturbance by making the interaction between the measurement apparatus and the system during the intermediate measurement arbitrarily small. Motivated by recent work [5, 6] we explore the relation between classical and quantum mechanical weak measurements and the role of disturbance.
For a classical systems the expectation value of some observable between a preparation and a postselection has a perfectly unambiguous meaning, and if one applies the weak measurement procedure with a non-disturbing measurement one recovers the 'correct' expectation value. However, if one allows the intermediate measurement to disturb the system, even if this disturbance goes to zero along with the interaction strength, one can get weird results (see Section III). This indicates the importance of understanding how the disturbance vanishes in the weak limit.
To gain a better understanding of this problem, we find it useful to develop the theory of classical and quantum weak measurements in parallel (the parallels between quantum and non-ideal classical measurements have recently been highlighted [5, 7] ). We start by introducing a notion of generalized weak measurements within an operational framework which general enough to encompass both classical and quantum mechanics. When applied to a classical system, the (generalized) weak expectation value takes the form j,k q kÃkj p j j q j p j
WhereÃ is a real matrix, p j is the probability for the system to be prepared in state j, and q j is the probability for the postselection to succeed given the system is in state j. In the quantum case the generalized weak expectation value takes the form Re φ|Â|ψ φ|ψ , (quantum) (2) which is the standard AAV form [1] , except thatÂ is not Hermitian in general. Weak values of non-Hermitian operators have been considered previously [8] [9] [10] . We show that for any real matrixÃ there is a weak measurements procedure that yields (1) as its expectation value by an explicit example. Similarly we show that any operatorÂ can in principle appear in (2) .
While (1) and (2) look similar, the possibility of (quantum) interference in the denominator of (2) makes an important difference. In particular the classical weak measurement only exhibits anomalous weak values whenÃ is not diagonal (which implies the the measurement process disturbs the system), while anomalous weak values occur in the quantum case for any non-trivial (i.e. not proportional to the identity)Â.
For the generalized weak measurements, the only constraint on the disturbance induced by the measurement is that it should vanish at vanishing interaction. To control the disturbance we introduce two different constraints in the general framework. Both constraints lead to the usual notion of a non-disturbing measurement when applied to classical mechanics. For quantum mechanics the situation is more intriguing; One of the constraints is impossible to satisfy, while the other one can be satisfied by all measurements (strictly speaking you, in general, have to change the measurement procedure slightly, but this change has no effect on the actual measurement outcome).
Another way to control the disturbance is to introduce some quantitative measure of the amount of disturbance. We introduce such a measure following Ref. [11] , and we show under quite general assumptions that the measurements minimizing this quantity lead to the usual AAV weak value. This results should be compared to the uniqueness theorem of Ref. [12] .
The outline of the article is as follows: In Section II we introduce generalized weak measurements in a general operational formalism. We then consider weak measurements in classical mechanics in Section III. Section IV forms the main part of these notes and deals with weak measurements in quantum mechanics. We end in Section V with a discussion and outlook on some questions that would be interesting to address in further work. Appendices A and C contains some technical details, while Appendix B deals with the special case of indirect measurements.
II. GENERAL FORMALISM
Here we will described generalized weak measurements in an operational framework which is independent of the details of the physical system under consideration. Let S be the set of preparation procedures of the system. In classical mechanics an element of S would be a probability distribution on the systems phase space, while for quantum systems the elements are density matrices. For brevity we will often refer to the elements of S as states. Our measurement apparatus will have a finite number of outcomes, and we will use the index m to denote a specific outcome. Given a state s ∈ S, the probability of getting outcome m is denoted P λ (m|s). The non-negative number λ quantifies the interaction strength between the system and the apparatus. The important point is that both the disturbance caused by the measurement apparatus and the information extracted about the system should go to zero as λ → 0.
In order to define expectation values, we need to assign numerical values to the measurement outcomes. We thus introduce a real number A m to each m, and, considering A as a random variable, we define the expectation value
The A m can be understood as contextual values as introduced in Ref. [13] (see also Ref. [5] ).
In these notes we will only be interested in the weak limit λ → 0. With no interaction, λ = 0, the probability P λ (m|s) is assumed to be independent of the state s, and will be denote P 0 (m). We further assume that we have an asymptotic expansion around λ = 0,
is satisfied, we can define the following (non-postselected) weak limit of the expectation value:
Note that we have to amplify the signal by a factor λ −1 to get something non-trivial. In the remainder of these notes we will tacitly assume that Eq. (5) is satisfied.
In order to discuss postselection we need to know the state of the system once it leaves the measurement apparatus. The state after the measurement conditioned on a given outcome is specified by the map
Note that the map is non-trivial even for non-disturbing measurements, since the outcome m in general increases our knowledge about the system. We denote the the of postselection procedures byŠ. An element ofŠ is a map[20]š : S → [0, 1] giving the probability that the postselection will succeed on a given state, s(s) := P (š will accept s).
By only considering the experimental runs where a given postselection procedure succeeds, we get the following expectation valuě
In wordsšE
is the conditional expectation value of A given a initial preparation s, and conditioned on the success of a final postselectionš. To take the weak limit of this we need to demand that
in accordance with our interpretation of λ as interaction strength. We can then define the generalized weak value by
where δš(M m (s)) is defined by the following small λ expansion:
The RHS (11) is only defined whenš(s) is non-zero, and this will be tacitly assumed in the following.
We will use that S andŠ are convex set. I.e. if s and s ′ are preparation procedures, then one can construct a combined procedure by selecting procedure s with probability α and s ′ with probability 1 − α. This combined state is denoted αs + (1 − α)s ′ . By a similar constructionŠ is also convex. From basic probability we get the following relations:
. (15) A. Disturbance
Without postselection we do not need to worry about how the measurement apparatus affects the system, but, as we have seen, the generalized weak expectation value (11) will depend on this disturbance. In order to associate an unique postselected expectation value with a given ordinary observable we thus have to constrain the disturbance. Here we formulate two simple condition within the general operational framework. Later we will see that both of these have the desired effect on classical measurements, but that the situation is not so simple for quantum mechanics.
Morally, we want to say that the measurement apparatus does not change the ontic state of the system, but since our operational framework lack the notion of an ontic state, we cannot express this directly. Instead we can assume that there exists a subset of the states S ′ ⊂ S such that every state s can be written as a convex combination of states in S ′ ,
We will then say that a measurement procedure is non-disturbing in the strong sense if
Assume that we have an expansion of s as in (16) . Given aš we can then define a new state by
If now (17) holds, we finď
Thus, if a measurement is non-disturbing in the strong sense, then the postselected weak value is equal to the non-postselected weak value in the combined ensemble s ·š.
Another possibility is to say that the state we obtain if we ignore the measurement outcome m, i.e.
is just s to first order in λ. We will thus call a measurement procedure such that
non-disturbing in the weak sense. This definition seems to be implied in Ref. [14] . We note that (17) indeed implies (21) in accordance with the naming.
III. CLASSICAL MECHANICS
In order to clarify the ideas of the previous section, and to provide a background to understand quantum weak measurements, let us consider the situation in classical mechanics.
A model of weak measurements with disturbance on a classical system was recently given in Ref. [6] . That model does, however, not strictly fall within our framework, since the dependence of the disturbance on the interaction strength is different.
For simplicity we will consider systems with a finite number of ontic states (i.e. the 'phase space' of the system consists of a finite number of points), and we will denote these s j . The preparation procedures are then specified by probability distributions on the ontic states, that is
From the definition (11) we find thať
for some real matrixÃ independent of s andš. Here p j is the probability for the system to be in state j when prepared according to s, while q j is the postselection probability,
A natural question is whether all real matricesÃ can appear in (23)? The answer is positive, as can be seen by the following simple construction. Let the real matrixÃ be given. We consider a measurement with two outcomes, denoted by m = ±. Take the probability to get a given outcome to be (note that λ has to be sufficiently small for the model to make sense)
and the post-measurement state to be
In the last equation [·] + denotes the positive part, as defined by
A calculation now shows that (23) is indeed satisfied. We conclude that the space of generalized weak measurements on a classical system with d states is equivalent to the space of
Before we turn to quantum mechanics let us note the following result: if a classical weak measurement is non-disturbing in the weak sense if and only if it is non-disturbing in the strong sense. One direction has already been shown to hold in general. To see the other direction we assume that the measurement is non-disturbing in the weak sense. We take S ′ to be the set of ontological states. By assumption we have
for all states s ∈ S. Using that every state can uniquely[22] be written as
it is now easy to check that (28) can only hold for ontic states s ∈ S ′ if we have
Going back to (23) we see that for non-disturbing classical weak measurementsÃ will be diagonal (the converse is however not true in general).
For classical mechanics we thus have the following simple picture: If a generalized weak measurement is non-disturbing in the usual sense that it does not change the ontic state of the system, then it will be described by a diagonal matrixÃ kj (furthermore is easy to see that all diagonal matrices appear this way). By the above result it is actually sufficient to assume that the measurement is non-disturbing in the weak sense. If one does not put any constraints on the disturbance, then the measurement is described by a general real matrix A kj .
IV. QUANTUM MECHANICS
Having discussed the simpler classical case, we go on the main topic of the paper, namely weak measurements in quantum mechanics. We take it as an axiom of quantum mechanics that the space of preparation procedures, S, is identified with the set of density matrices (positive operators of trace one) on some Hilbert space H. In the remainder of the article we will keep the finite dimensional system space H fixed. For the set of postselection conditions the most general choice is the effects (positive operators with eigenvalues ≤ 1) on H, such that the probability for a system in state s to be postselected iš
Before we perform an explicit calculation ofšE 
It is clear from the general formalism outlined in Section II that G commutes with the convex structure on S andŠ in the sense that
and similar for the second argument. 
If we set s = |ψ ψ| andš = |φ φ| we recover the usual AAV expression [1] 
except that we don't requireÂ to be Hermitian. We will callÂ a generalized observable.
Some operators give the same expectation values when plugged in to (34). It would thus be more precise to define a generalized observable to be a element of
whereÂ ∼Â ′ iffÂ −Â ′ is a purely imaginary multiple of the identity. See Appendix A for further details.
Let us now verify (34) by a more careful calculation. The most general measurement on a quantum system can be described by a quantum instrument [15] . For our purposes it will be convenient to express the instrument in terms of Kraus operators. For each measurement outcome m we thus have a family of operatorsK
The probability of obtaining outcome m is
and the post-measurement state is
We assume that the Kraus operators have an expansion in λ,
The basic assumption that M λ=0 m (s) = s is then equivalent to
It is clear from (38) and (39) that the physics is invariant under a change of phase of thê K λ m,n operators. We will thus assume that K 0 m,n is real and positive (for all m, n). Plugging (38) and (39) into (11) we obtain (34) withÂ explicitly given bŷ
and where we define the averaged δK by
Similarly to the classical case, we can show that any generalized observableÂ is realized by a measurement scheme. To show this we consider the following explicit model (see also the model of Ref. [9] ): LetÂ ∈ End(H) be given. Let H aux be a two dimensional Hilbert space with orthonormal basis |± . On H ⊗ H aux we define the operator
The model is then defined by setting (we omit the n index onK, since it is trivial)
and (34) is verified.
Let us rewrite the expression for the (generalized) quantum weak value in a way that makes comparison with the classical case easier. We will focus on pure states, so we set s = |ψ ψ| andš = |φ φ|. Choose an orthonormal basis |j for H, and define
The weak value is then given by
On the other hand, the classical weak value is given by (Eq. (23))
The two expressions look very similar, but it is important to keep in mind that p j and q j are (positive) probabilities, while u j and v j are (complex) amplitudes. This makes an important difference. Let us say that a measurement allows for anomalous weak values if one can makě
arbitrarily large by choosing s andš appropriately. In the classical case we see that this is possible iffÃ jk is not diagonal (anomalous weak values in classical systems are also discussed in Ref. [6] ). In the quantum case, however, we can get anomalous weak values for any non-trivial (i.e. not proportional to the identity)Â jk due to the possibility of destructive interference in the denominator of (47).
In this section we avoid discussing the details of the measurement apparatus. Since the concept of weak measurement is often presented in the context of indirect measurements (in particular von Neumann measurements), we consider this special case in Appendix B.
A. Disturbance
Let us first show that a non-trivial weak measurement cannot be non-disturbing in the strong sense. In order that every state can be written as
it is well known that S ′ must contain all pure states [23] . To first order in λ, M sends pure states to pure state:
with
The only way that |ψ ′ can be in the same ray as |ψ for all m and ψ is if all δK m are proportional to the identity. But then we also haveÂ ∝ 1 andšE The situation for the weak condition of Section II A is quite different. We fist note that
Here we have used that from (37) it follows thatD is Hermitian. Since (52) is a unitary transformation to order λ, we can eliminate the disturbance by performing the inverse unitary after M. Moreover, this compensating transformation does change the generalized observableÂ. In more detail, the replacement
ensures that M λ ? (s) = s + O(λ 2 ) and using (5) one can check that it leavesÂ invariant.
We see that disturbance in quantum mechanics behaves quite different from classical mechanics. One the one hand a quantum mechanical measurement cannot be non-disturbing in the strong sense (except in the trivial case), whereas this is usually implicitly assumed for classical measurements. On the other hand being non-disturbing in the weak sense is rather restrictive in the classical setting (since it implies being non-disturbing in the strong sense), while it does not restrict the class quantum mechanical measurements at all (in the sense that the generalized observableÂ is unconstrained).
B. Minimal disturbance and uniqueness of the weak value
By settingš = 1 in (34) we obtain the expectation value without postselection,
HereÂ R denotes the Hermitian part ofÂ, i.e.
We have just seen that the conditions of non-disturbance discussed in Section II A are not useful in restricting the allowed generalized observable. This means that, given an ordinary observableÔ, it is not immediately clear which generalized observable (satisfyingÂ R =Ô)
we should associate with it. This is in contrast to the classical case, where either of the conditions of non-disturbance selects a uniqueÃ (namely the diagonal one) for a given observable. For an extended discussion of the uniqueness of the weak value see Ref. [12] and references therein.
Instead of requiring the measurement to be non-disturbing, one can look for for a way to quantify the amount of disturbance, and then demand this quantity to be minimal. In
Refs. [12, 13] it is shown that one recovers the AAV weak value if one requires that the Kraus operators are positive and Hermitian (this is taken as the definition of a minimally disturbing measurement in Ref. [16] ). Note that the assumptions in Refs. [12, 13] are somewhat different from ours. [24] Here we want to highlight the numerical quantity measuring disturbance [11] which is minimized, and show how it appears from a operational point of view. For a pure state, a natural way to measure the disturbance is by the survival probability (this can also be understood as the quantum fidelity between the initial and final state)
We find that
by using the relation
which follows from (37). Note that the second order term of F λ only depends on the first order terms ofK λ m,n . To get a state independent number we now average over ψ with respect to the Haar measure [11, 17] . We use the integral
and findF
We will take F as our measure of disturbance. Note that F can be understood as a weak limit ofF λ ,
It is convenient to write
where
The function f (K) is non-negative, and vanishes iffK is proportional to the identity. It follows immediately that F is strictly positive for all non-trivial measurements. We can now show the following (the proof is in Appendix C): Fix the number of measurement outcomes, the set of values A m , and an observableÔ. Among the generalized weak measurements withÂ R =Ô those which minimize F haveÂ ∼Ô. More loosely, the minimally disturbing generalized weak measurements yield the AAV weak value. Consider a weak measurement procedure which is non-disturbing in the weak sense.
Without postselection it will measure some ordinary observableÔ. If we consider the measurement to be non-disturbing, it should not interfere with postselection. Thus the experiment with postselection should still be a measurement ofÔ, just in a different ensemble.
ButšE w s [A] also depends onÂ I , which is not determined byÔ. In other words, the weak value depends on how we measureÔ, even though the measurement is non-disturbing. It seems that, to understand option (a), one would have to either make sense of this additional (contextual [18, 19] ) dependence in the weak value, or introduce some additional argument to fixÂ I .
If weak measurements disturb the system, then it is difficult to understand why the weak value should be considered the expectation value of an observable in the postselected ensemble. We have seen that if one allows for (weak) disturbance in a classical setting, one does not get the 'right' answer when turning on postselection. The main question arising from position (b) then seems to be: What is the correct interpretation of the weak value?
Option (c) is attractive because it allows for a straight forward interpretation of the weak value as the expectation value of some observable between preparation and postselection.
The measure of disturbance F lends some support to this position in that, when it is minimal, the measurement yields the AAV weak value. On the other hand, the minimum of F cannot be zero (unless the measured observable is a trivial constant), even in the original AAV setup (see also the discussion around Eq. (B10)). It is of course possible that we are simply quantifying the disturbance in the wrong way.
Appendix B: Indirect measurement
Often weak measurements are discussed in context of indirect measurements, indeed, this how they where introduced [1] . In this case, information is first transferred from the system of interest, H, to an auxiliary meter system, H aux , and then a measurement is performed on the meter system. The interaction is described by a unitary evolution of the form
whereÔ is the observable we want to measure, andP is a Hermitian operator on H aux . We will not make any specific assumptions about the nature of H aux orP for now. Furthermore it will be sufficient to assumeÛ
instead of (B1).
A general measurement on H aux is described by POVM, i.e. a collectionÊ m of positive
Let the initial state of the meter system be s aux , the probability of a given measurement outcome is then
while the post-measurement state is obtained by restricting the trace to H aux :
SinceÔ is the only operator acting on H in the problem, we expectÂ to be proportional toÔ. A direct calculation indeed shows that
with α a generally complex constant given by it will be possible to choose the phase of α by changing the A m , and one can thus extract the complex AAV weak value in a single experimental setup.
Regarding disturbance, we find theD operator (see Eq. (52)) to be given bŷ
An indirect measurement is thus non-disturbing in the weak sense exactly when the expectation value ofP is zero. Let us also note that
We see that that F can only be zero if eitherÔ is proportional to the identity, or P 2 saux = 0. But if P 2 saux = 0 then one can show that α = 0 and henceÂ = 0. We thus confirm that only trivial measurements can have F vanishing.
In the paradigmatic von Neumann setupP is taken to be an momentum operator conjugate to the meter variableX. It is also conventional to take s aux to be a pure state, and the wavefunction in theX basis to be real. It then follows that P saux = 0 and hence that the measurement is non-disturbing in the weak sense. For the POVM elementsÊ m a typical choice is of the formÊ
where Ω m ⊂ R is some partitioning of R. With this choice α becomes real, and we recover the AAV weak value.
Appendix C: Minimally disturbing measurements
We want to characterize the minimally disturbing (in the sense of having the smallest Using that f (δK I m,n ) = 0 iff δK m,n is proportional to the identity and Eq. (64) it is clear that for minimally disturbing measurements in MÔ ,A we must haveÂ ∼Ô, which is what we wanted to show. We leave a more thorough characterization of the minimally disturbing measurements to further work.
