Measures of resting-state functional connectivity allow the description of neuronal 2 networks in humans and provide a window on brain function in normal and 3 pathological conditions. Animal models are critical to further address experimentally 4 the function of brain networks and their roles in pathologies. Here we describe for the 5 first time brain network organization in the mouse lemur (Microcebus murinus), a 6 small primate attracting increased attention as a model for neuroscience. Resting-7 state functional MR images were recorded at 11.7 Tesla. Forty-eight functional 8 regions were identified and used to identify networks using graph theory, dictionary 9 learning and seed-based analyses. Comparison of results issued from these three 10 complementary methods allowed the description of the most robust networks from 11 mouse lemurs. Large scale networks were then identified from resting-state 12 functional MR images of humans using the same method as for lemurs. Strong 13 homologies were outlined between cerebral networks in mouse lemurs and humans. 14 15 Keywords 16 Brain function, Cerebral networks, Functional MRI, Graph theory, Human, Microcebus 17 murinus, Mouse lemur, Primate, Resting state 18
Introduction
, independent component analysis (Damoiseaux et al.,
Figure 1. Regions of functional activity identified in mouse lemurs.
Regions of functional activity were identified following dictionary learning analyses of resting state fMR images using 35 components. They are shown on coronal and axial anatomical templates with an automatic slice selection based on the center of mass of each component. All components were organized within five anatomical areas: frontal, parietal, occipital, temporal, and subcortical regions. Figure 2 . Mouse lemur 3D functional atlas based on dictionary learning. Forty eight local functional regions were identified following dictionary learning analyses of resting state fMR images using 35 components. Brain regions were classified based on their locations within the frontal (A), parietal (B), occipital (C), and temporal (D) lobes. We display three different views and three slices extracted from the functional atlas. Another way to analyse cerebral networks is to perform seed-based studies. This 198 method evaluates the relationships between mean BOLD signal in a brain region 199 (seed) and BOLD signal in any voxel of the brain. Here, the seeds corresponded to 200 the 48 previously identified functional regions. Some seeds were only connected with 201 voxels from the same brain region and were not further explored (i.e. the visual and 202 thalamic networks, SB-2 6 and SB-6 6 in Fig. 5 ). Four seeds were connected with 203 voxels localized in brain networks previously described with the graph analysis and 204 dictionary learning methods (i.e. the DMN, fronto-temporal, somato-motor and basal 205 ganglia networks, Fig. 5 ). Two networks identified with other methods were not 206 identified by seed-based analysis (the visual and thalamic networks). As for 207 dictionary learning, some structures (i.e. the anterior cingulum cortex) could be 208 attributed to different networks (Suppl. Table 2 ). More precisely, the networks 209 highlighted by seed-based analysis are described as follows. Each image highlights mean z-statistic maps of regions connected to a cerebral seed. Seed-based analysis detected four of the six previous large scale networks identified with dictionary learning: default mode-like, fronto-temporal, somato-motor, and basal ganglia (seeds positioned in the posterior cingulate cortex, the left medial temporal cortex, the left superior frontal cortex and the left posterior caudate nucleus, respectively). Visual and thalamic networks that were detected with dictionary learning were not detected with seed-based analysis: SB-2 6 and SB-6 6 display lack of large network detection using seeds in the left occipital cortex and the left ventral thalamus. Color bars represent z-statistic values. or as the size of the nodes in the graphical representation of the networks (Fig. 3 ).
241
The 3 nodes presenting the highest eigenvector centrality were the anterior cingulum The three regions displaying the highest scores were the anterior cingulate cortex, the posterior cingulate cortex and the central frontal cortex. The dorsal thalamus was the next region showing highest hubness properties. Then the following hubs involved the parietal cortex, superior motor area, as well as the superior temporal and postcentral cortices.
Cerebral networks in humans 258
We then wondered how comparable mouse lemur and human brain networks are.
259
To answer to this question, resting state fMRI data were recorded from 42 healthy Fig. 3 ).
278
Then large scale networks were further characterized in humans using a dictionary 279 learning analysis with 6 components (Fig. 7 , Table 2 ). The 6 networks identified could The spatial map decomposition extracted 6 cortical networks commonly observed in the literature (DMN, visual, fronto-supramarginal, somato-motor, temporal, frontoparietal). This analysis was performed with similar pretreatments as for the mouse lemurs.
Figure 8. Eigenvalue centrality scores, reflecting "hubness", in human brain regions.
The 3 nodes presenting the highest eigenvector centrality were the parietal inferior (right and left) and the precuneus posterior. Then the next hubs were located in the middle frontal cortex (left), the angular region (left) and the posterior cingulum cortex.
Discussion

296
This study provides a detailed characterisation of the organisation of functional 297 networks in mouse lemur primates under isoflurane sedation. Complementary 298 analyses based on dictionary learning, seed-based studies and graph analysis 299 highlighted 48 local functional regions that could be grouped into several large scale 300 networks. We also identified the main hubs and small-world characteristics of mouse 301 lemur brains. Human brain networks were also analysed with algorithms similar to 302 those used in lemurs in order to compare networks in both species. Regions from the DMN, visual, fronto-temporal, somato-motor, basal ganglia and thalamic networks that could be identified by two or three network identification methods are considered as robustly associated to a network and are displayed on this figure. For each network, edges were reported from those identified with graph analysis.
Fronto-temporal network 369
The fronto-temporal network was found in mouse lemurs with dictionary learning 370 and seed-based analysis, but was split into two networks (frontal and temporal) with 371 graph analysis. One of its components, the superior temporal cortex, was a strong 372 hub in the mouse lemur brain. In primates, these regions are reported to be part of Networks specialized in sensory and motor information processing 375 We also identified networks that could be classified as externally-driven. The first 376 one is the visual network. It involved mainly occipital areas. This network has been 377 described in numerous primates under task and rest conditions (Belcher et al., 2013) .
378
The second externally-driven network is the somato-motor network. It has also been 379 widely defined in humans (Beckmann et al., 2005) , primates (Nelissen and Vanduffel, 380 2011), and many other mammals (Sierakowiak et al., 2015) . It integrates sensory 381 input and motor commands. In mouse lemurs, we found that this network contains 382 several hubs such as the anterior cingulum cortex, the superior motor area and the 383 postcentral cortices. 
389
The second subcortical network involved several regions such as the ventral 390 thalamus (a strong hub in mouse lemurs), dorsal thalamus, hippocampus, colliculus, 391 pons and midbrain. It was called "thalamic network". We finally evaluated the small-worldness properties of the mouse lemur functional 394 networks by calculating small-world coefficients σ and ω. Our results attested that 395 mouse lemur networks have small-world properties (ω = 0.39). Interestingly, ω was 396 much smaller in the human brain (ω = 0.08) than in the lemur brain suggesting 397 stronger small-world properties in humans. The small-world configuration is 398 considered as optimal for local information processing and for its global transfer.
399
Indeed, small-world networks have the unique ability to have specialized regions running ParaVision 6.0.1. Anatomical images were acquired using a T2-weighted 546 multi-slice multi-echo (MSME) sequence: TR = 5000 ms, TE = 17.5 ms, 6 echoes, acquisition duration = 11.5 min). Head motion was minimized with foam pads. Gramfort, A., Thirion, B., & Varoquaux, G. (2014) Ma, Z., Perez, P., Ma, Z., Liu, Y., Hamilton, C., Liang, Z., & Zhang, N. (2018) .
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