non-uniform data distributions. In addition, experimental results are presented, which show the accuracy of the analytical estimations when compared to actual runs on both synthetic and real data sets.
INTRODUCTION Supporting large volumes of multidimensional (spatial) data is an inherent characteristic of modern database applications, such as Geographical Information Systems (GIS), Computer Aided Design (CAD),
Image and Multimedia Databases. Such databases need underlying systems with extended features (query languages, data models, indexing methods) as compared to traditional databases, mainly due to the complexity of representating and retrieving spatial data. Spatial Data Base Management Systems (SDBMS), in general, should (i) offer appropriate data types and query language to support spatial data, and (ii) provide efficient indexing methods and cost models on the execution of specialized spatial operations, for query processing and optimization purposes [Gut94] .
In the particular field of spatial query processing and optimization, during the last two decades several data structures have been developed for point and non-point multidimensional objects in low-dimensional space to meet needs in a wide area of applications, including the GIS and CAD domains. Due to the large number of spatial data structures proposed (an exhaustive survey can be found in [GG95] ) active research in this field has recently turned to the development of analytical models that could make accurate cost predictions for a wide set of spatial queries. Powerful analytical models are useful in three ways:
(i) structure evaluation: they allow us to better understand the behavior of a data structure under various input data sets and sizes.
(ii) benchmarking: they can play the role of an objective comparison point when various proposals for efficient spatial indexing are compared to each other.
(iii) query optimization: they can be used by a query optimizer in order to evaluate the cost of a complex spatial query and its execution procedure.
Spatial queries addressed by users of SDBMS usually involve selection (point or range) and join operations. In the literature, most efforts towards the analytical prediction of the performance of spatial data structures have focused on point and range queries [FSR87, KF93, PSTW93, FK94, TS96] and, recently, on spatial join queries [Gun93, HJR97, TSS98] . Some proposals support both uniform-like and non-uniform data distributions, which is an important advantage keeping in mind that modern database applications handle large amounts of real (usually non-uniform) multidimensional data.
In this paper we focus on the derivation of analytical formulae for range and join queries based on Rtrees [Gut84] ; such models support data sets of any distribution (either uniform-like or non-uniform ones) and make cost prediction based on data properties only. The proposed formulae are shown to be efficient for several distributions of synthetic and real data sets with the relative error being around 10%-15% for any kind of distribution used in our experiments.
The rest of the paper is organized as follows: In Section 2, we provide background information about hierarchical tree structures for spatial data, in particular R-tree-based ones, and related work on cost analysis of R-tree-based methods. Section 3 presents cost models for the prediction of the R-tree performance for selection and join queries. In Section 4, comparison results of the proposed models are presented with respect to efficient R-tree implementations for different data distributions. An extended survey of related work appears in Section 5, while Section 6 concludes this presentation. Most of the work in this paper is based on previous work by the authors [TS96, TSS98] .
operation between a relation REL 1 and a relation REL 2 contains those tuples in the cartesian product REL 1 × REL 2 , where the i-th column of REL 1 stands in some relation θ to the j-th column of REL 2 .
In conventional (alphanumeric) applications, θ is often equality. When handling multidimensional data, θ is a spatial operator, including topological (e.g., overlap), directional (e.g., north), or distance (e.g., close) relationships between spatial objects (in the example of Figure 2 , the answer sets of the operators overlap, north, and close with respect to the query object q are {o5}, {o1, o2}, and {o3, o5}, respectively). For each spatial operator, with overlap being the most common, the query object's geometry needs to be combined with each data object's geometry. However, the processing of complex representations, such as polygons, is very costly. For that reason, a two-step 2 procedure for query processing, illustrated in Figure 3 , is usually adopted [Ore89] :
• filter step: an approximation of each object, such as its Minimum Bounding Rectangle (MBR), is used in order to produce a set of candidates (and, possibly, a set of actual answers), which is a superset of the answer set consisting of actual answers and false hits.
• refinement step: each candidate is then examined with respect to its exact geometry in order to produce the answer set by eliminating false hits. The filter step is usually based on multidimensional indexes that organize MBR approximations of spatial objects [Sam90] . In general, the relationship between two MBR approximations cannot guarantee the relationship between the actual objects; there are only few operators (mostly directional ones) that make the refinement step unnecessary [PT97] .
On the other hand, the refinement step usually includes computational geometry techniques for geometric shape comparison [PS85] and, therefore, it is usually a time-consuming procedure since the actual geometry of the objects need to be checked. Although techniques for speeding-up this procedure have been studied in the past [BKSS94] the cost of this step can not be considered as part of index cost analysis and hence it is not taken into consideration in the following.
Several methods for multidimensional (spatial) indexing have been proposed in the past. They can be grouped in two main categories: indexing methods for points (also known as point access methodsPAMs) and indexing methods for non-point objects (also known as spatial access methods -SAMs).
Well-known PAMs include the BANG file [Fre87] , and the LSD-tree [HSW89] , while, among the proposed SAMs, the R-tree [Gut84] and its variants (e.g. the R + -tree [SRF87] and the R*-tree [BKSS90] ) are the most popular. In the next subsection we describe the R-tree indexing method and its algorithms for search and join operations. where oid is an object identifier, used to refer to an object in the database, and R is the MBR approximation of the data object. An intermediate node is a collection of entries of the form
where ptr is a pointer to a lower level node of the tree and R is a representation of the minimum rectangle that encloses all MBRs of the lower-level node entries.
Let M be the maximum number of entries in a node and let m ≤ M / 2 be a parameter specifying the minimum number of entries in a node. An R-tree satisfies the following properties:
Every leaf node contains between m and M entries unless it is the root.
(ii) For each entry (oid, R) in a leaf node, R is the smallest rectangle that spatially contains the data object represented by oid.
(iii) Every intermediate node has between m and M children unless it is the root.
(iv) For each entry (ptr, R) in an intermediate node, R is the smallest rectangle that completely encloses the rectangles in the child node.
(v) The root node has at least two children unless it is a leaf.
(vi) All leaves appear in the same level.
After Guttman's proposal, several researchers proposed their own improvements on the basic idea.
Among others, Roussopoulos and Leifker [RL85] proposed the packed R-tree, for the case that data rectangles are known in advance (i.e., it is applicable only to static databases), Sellis et al. [SRF87] proposed the R + -tree, a variant of R-trees that guarantees disjointness of nodes by introducing redundancy, and Beckmann et al. [BKSS90] proposed the R*-tree, an R-tree-based method that uses a rather complex but more effective grouping algorithm. Gaede and Gunther [GG95] offer an exhaustive survey of multidimensional access methods including several other variants of the original R-tree technique.
As an example, Figure 4 illustrates an set of data rectangles and the corresponding R-tree built on these rectangles (assuming maximum node capacity M = 4). The processing of any type of spatial query can be accelerated when a spatial index (e.g. an R-tree)
exists. The selection query, for example, retrieves all objects of a spatial relation REL that overlap a query window q. It is implemented by performing a traversal of the R-tree index: starting from the root node, several tree nodes are accessed down to the leaves, with respect to the result of the overlap operation between q and the corresponding node rectangles. When the search algorithm for spatial selection (called SS and illustrated in Figure 5 ) reaches the leaf nodes, all data rectangles that overlap the query window q are added into the answer set. In other words, a synchronized traversal of both R-trees is executed, with the entries of nodes R 1 and R 2 playing the roles of data and query rectangles, respectively, in a series of range queries.
For both opeartions, the total cost is measured by the total amount of page accesses in the R-tree index (procedure ReadPage). Procedure ReadPage either performs an actual read operation on the disk or reads the corresponding node information from a memory-resident buffer, thus we distinguish between node and disk accesses 3 in the analysis of Section 3. 
ANALYTICAL COST MODELS FOR SPATIAL QUERIES
average extent of node rectangles of the R-tree
number of node / disk accesses for R-tree R 1 at level l because of the query rectangle q
number of node / disk accesses for R-tree R i at level l because of the node rectangles of the
number of node / disk accesses for a selection query between an R-tree R 1 and a query
number of node / disk accesses for a join query between two R-trees R 1 and R 2 
is a function that returns the number of nodes at level l intersected by the query window q. In other words, Eq. 2 expresses the fact that the expected number of node accesses is equal to the expected number of intersected nodes at each level l (l = 1, ...,
Lemma: Given a set of N rectangles r 1 … r N with average size s and a rectangle r with size q, the average number of rectangles intersected by r is:
Proof: The average number of a set of N rectangles with average size s that intersect a rectangle r with size q is equal to the number of a second set of N rectangles with average size s' (
, ∀k) that contain a point in the workspace. The latter one, by definition, equals to the density D' of the second set of rectangles. Formally:
, where
Assuming that rectangle r represents a query window on R 1 , we derive NA_total(R 1 , q) by combining
Eqs. 2 and 3:
In order to reach our goal we have to express Eq. 4 as a function of the data properties N R 1 (number of data rectangles) and given by the following formula [FSR87] :
Since a node organizes on the average f rectangles, we can assume that the average number of leaf-
, the average number of their parent nodes (i.e., l = 2) is
In general, the average number of nodes at level l is
A second assumption that we make is that the sizes of the node sides are equal (i.e.,
). This squaredness assumption is a reasonable property for a "good" R-tree [KF93] .
According to that assumption and Eqs. 1 and 6, the average extent
is a function of the density
of node rectangles at level l:
What remains is an estimation of of a parent node along each direction is given by:
where t l,k is given by:
and denotes the distance between the centers of two consecutive rectangles' projections on dimension k.
To derive Eq. 9 we divided the (unit) extent of the workspace by the number of different node projections on dimension k. 
Proof: At this point, the original goal has been reached. By combining Eq. 4, 5, 6, 7 and 11, the following formula for the expected number NA_total(R 1 , q) can be derived.
Clearly, this formula can be computed by using only the data set properties N R 1 and 1 R D , the typical R-tree parameter f and the query window q.
JOIN QUERIES
According to the discussion of subsection 2.2, the processing cost of a join query is equal to the total cost of a set of appropriate range queries, as the algorithm SJ shown in Figure 6 illustrates. In this subsection
we propose a pair of formulae that estimate the cost of a join query.
Formally, the problem of R-tree cost analysis for join queries is defined as follows: Let d be the dimensionality of the workspace and WS = [0,1) d the d-dimensional unit workspace. Let us assume two spatial data sets of cardinality N R 1 and N R 2 , respectively, with the corresponding MBR approximations being stored in two R-tree indexes R 1 and R 2 , respectively. In correspondence with the goal of Section 3.1, in this section, the target of our cost analysis is a formula that would efficiently estimate the average number NA of node accesses needed to process a join query between the two data sets, based on the knowledge of the data properties only and without extracting information from the corresponding R-tree structures.
Suppose that the height of a tree index R i (i = 1, 2) is equal to . In order to estimate these two factors we consider that the entries of R 1 (R 2 ) play the role of the data set (a set of query windows q, respectively); then we apply the function 'intsect' from the R-tree analysis for selection queries in order to estimate the access cost for R 1 (R 2 ). No buffering scheme is considered for the analytical estimation of node accesses; hence the access costs for both trees R 1 and R 2 at each level are equal (since equal number of nodes are accessed, as can be extracted by line 14 of algorithm SJ). The processing of line 04 of the SJ algorithm is repeatedly executed at each level of the two trees down to the leaf level of the shorter tree R 2 (without loss of generality, we assume that
Formally: In [TSS98] we provide a slightly modified formula: in particular, instead of the factor − levels. Formally, the total cost in terms of node accesses is given by Eq. 14:
where
The involved parameters are: • i R h , which denotes the height of the tree R i and is given by Eq. 5,
N , , which denotes the average number of nodes of the tree R i at level l i and is given by Eq. 6, as a function of the actual population N R i of the data set, and
, which denotes the average extent of nodes of the tree R i at each dimension k at level l i and is given by Eq. 7, as a function of the density Qualitatively, Eq. 14 estimates the cost of a join query between two spatial data sets based on their primitive properties only, namely number and density of data rectangles , in correspondence with the relevant analysis for range queries (subsection 3.1). Notice that Eq. 14 is symmetric with respect to the two indexes R 1 and R 2 . The same conclusion is drawn by studying the algorithm SJ, since the number of node accesses is equal to the number of ReadPage calls (line 14) which, in turn, are the same for both trees. The equivalence of the two indexes is not the case when a simple path buffer (i.e., a buffer that keeps the most recently visited path for each tree structure) is introduced, as we will discuss in the next subsection.
INTRODUCING A PATH BUFFER
Extending previous analysis, we introduce a simple buffering mechanism that maintains a path buffer for the underlying tree structure(s). The existence of such a buffer mainly affects the performance of the tree index that plays the role of the query set (namely R 2 ), as will be discussed in detail in this subsection, since the search procedure, algorithm SJ illustrated in Figure 6 , reads R 2 entries less frequently than R 1 entries. With respect to that, we assert that the cost of a selection query in terms of disk accesses DA_total(R 1 , q) is almost equal to NA_total(R 1 , q), as formulated in Eq. 12, and therefore provide no further analysis for path buffering. Moreover, the effect of a buffering mechanism (e.g. an LRU buffer) has been already addressed in the literature [LL98] and, according to experimental results, very low buffer size (such as that of a path buffer) causes almost zero impact on point and range query performance. On the other hand, even a simple path buffer scheme highly affects the actual cost of a join query.
As already mentioned, by examining algorithm SJ we conclude that the existence of such a buffering scheme mainly affects the computation of the cost for R 2 because its entries constitute the outer loop of the algorithm and hence are less frequently updated. As for R 1 , since its entries constitute the inner loop of the algorithm, the respective cost computation is not considerably affected by the existence of a path buffer.
These statements are formally explained by the following alternative cases (illustrated in Figure 8 2 hits due to entry D2 (i.e., equal to the number of intersected entries of R 1 at level l+1, namely {A1, B1}).
case (ii): Example of DA(R 1 ,R 2 ,l) computation:
Rule: 2 hits due to entry H1 (i.e., equal to the number of intersected entries of R 2 at level l, namely {D2, E2}).
Exception to the rule: 1 hit due to entry E1 (since the overlapping pairs (E1, D2) and (E1, E2) are consecutively checked) Since the cost for the tree that plays the role of the query (data) set is affected in a high (low) degree, we distinguish between two different cases: the tree R 1 that plays the role of the data set being taller or shorter than R 2 . In the first case (where h h R R 1 2 > ) the propagation of R 1 down to its lower levels adds no extra cost (in terms of disk accesses) to the 'query' tree R 2 that has already reached its leaf level. In the second case (where 2 1 R R h h < ) each propagation of the 'query' tree R 2 down to its lower levels adds equal cost to the 'data' tree R 1 (denoting that buffer existence does not affect the cost of the 'data' tree R 1 ).
Hence, with respect to the above discussion, the access cost of each tree at a specific level l i is calculated according to the following formulae:
and the total cost is given by Eq. 17 (if 
Notice that, in contrast to Eq. 14, Eq. 17 is sensitive to the two indexes, R 1 and R 2 . The experimental results of Section 4 also strengthen this statement.
In the above analysis we have taken two cases into consideration: adopting (a) no, or (b) a simple path buffer scheme. A more complex buffering scheme (e.g. an LRU buffer of predefined size) would surely achieve a lower value for DA_total. However, its effect is beyond the scope of this paper (see [LL98] for related work on selection queries).
SUPPORT FOR NON-UNIFORM DATA SETS
The proposed analytical model assumes data uniformity in order to compute the density of the R-tree node rectangles at a level l+1 as a function of the density of the child node rectangles at level l (Eq. 11). In particular, in order to derive Eq. 8 and Eq. 9, it was assumed that the centers of the projections were equally distanced. This uniformity assumption leads to a model that could be efficient for uniform-like data distributions but hardly applicable to non-uniform distributions of data, which are the rule when dealing with real applications.
In order to adapt the model in a way that would efficiently support any type of data sets (uniform or non-uniform ones) we reduce the global uniformity assumption of the analytical model (i.e., consider the whole workspace) to a local uniformity assumption (by assuming a small sub-area of the workspace) according to the following idea: The density of a data set is involved in the cost formulae as a single number D R i . However, for non-uniform data sets, density is a varying parameter, graphically a surface in d-dimensional space. Such a surface could show strong deviations from point to point of the workspace, compared to the average value. For example, in Figure 9 , a real data set, called LBeach [Bur91] , is illustrated together with its density surface. Although we refer to dynamic indexing we assume that we can use some data properties for our prediction, such as the expected number N and average size s of data, since these properties can be usually computed using a sample of the data set (efficient sampling algorithms have been proposed, among others, by Vitter in [Vit84, Vit85] ).
Based on the above idea, the proposed cost formulae could efficiently support either uniform or nonuniform data distributions by assuming the following modifications:
(i) the average density D R i of the data set is replaced by the actual density 
In this section we provided analytical formulae for the cost estimation of selection or join queries on spatial data sets organized by disk-resident R-tree indexes. The proposed cost models are based on primitive data properties only, without any knowledge of the corresponding R-trees. In the next section we evaluate our model by comparing the analytical estimations with experimental results on synthetic and real data sets in one-and two-dimensional space.
EVALUATION OF THE COST MODELS
The evaluation of the analytical formulae proposed in Section 3 was based on a variety of experimental tests on synthetic and real data sets illustrated in Real two-dimensional data sets are parts of the TIGER database of the U.S. Bureau of Census [Bur91] .
In particular, we have used two TIGER data sets:
• LBeach data set: 53,143 line segments (stored as rectangles) indicating roads of Long Beach, California (Figure 10c ).
• MGcounty data set: 39,221 line segments (stored as rectangles) indicating roads of Montgomery county, Maryland (Figure 10d ).
For the experimental tests we built R*-tree indexes [BKSS90] and performed several spatial joins using the data sets presented before. All experimental results were run on an HP700 workstation with 256
Mbytes of main memory. On the other hand, the analytical estimations of node accesses for selection queries were based on Eq. 12 and the node (disk) cost estimations for join queries were based on Eq. 14 (Eq. 17) with the average capacity of the tree indexes being set to the typical c = 67% value. 4 The average density 
UNIFORM-LIKE DATA SETS
We present several test results in order to evaluate the cost estimation of Eq. 12 for selection (point and range) queries. Figure 11 illustrates the results for two random data sets (N = 40K and 80K, respectively, both with density D = 0.1). The relative error was always below 10% for the two experiments illustrated in Figure 11 as well as the rest experiments with random data sets. As a further step, we evaluated the analytical formulae for join query estimation, presented in Section 3, on various R-tree combinations. Figure 12 illustrates the experimental and analytical results of node and disk accesses (denoted by NA and DA) for (a) one-and (b) two-dimensional random data sets, respectively, for all
The non-linearity of the plots in Figure 12b is due to the fact that all R-tree indexes are not of equal height h; the height of the two-dimensional indexes of cardinality 20K ≤ N ≤ 40K (60K ≤ N ≤ 80K) is equal to h = 3 (h = 4) while the height of all one-dimensional indexes is equal to h = 3. According to our experiments it also turns out that the cost formulae for the estimation of disk accesses DA are nonsymmetric with respect to the trees R 1 and R 2 , a fact that has been already mentioned during the presentation of the cost models in Section 3. The comparison results confirm that, for tree indexes of equal height, the choice of the smaller (larger) index to play the role of the 'query' ('data') tree is the best choice for the effectiveness of SJ algorithm, which however is not a general rule for trees of different height, as illustrated in Figure 13 (all areas but AREA 2 and AREA 3 in the two-dimensional case follow the rule). (i) When no buffering scheme is adopted (i.e., the estimated number of node accesses NA is evaluated) then the estimation is very accurate, since the relative error never exceeds 10%.
(ii) When a path buffer is adopted then the estimated cost of R 2 is always very close to the actual cost (relative error usually below 5%), while the estimated cost of R 1 is usually within 10%-15% of the experimental result. The accuracy of the estimation concerning R 2 (i.e., the tree that plays the role of the query set) is expected since the existence of a buffer has been taken into account in Eq. 8, while
Eq. 9 assumes that the buffer existence does not affect R 1 (i.e., the tree that plays the role of the data set), an assumption that lowers the accuracy of the estimation for the access cost of R 1 . However, as already mentioned in subsection 3.2, the exception to the rule is hardly modeled.
NON-UNIFORM DATA SETS
As explained in Section 3, a transformation of the actual density of each non-uniform data set is necessary in order to reduce the impact of the uniformity assumption of the underlying analytical model from global (i.e., assuming the global workspace) to local (i.e., assuming a small sub-area of the workspace). In other words, instead of considering the average density D avg of a data set, the cost formulae (Eq. 12, Eq. 14, and
Eq. 17) consider the values of the density surface D(x,y) that correspond to the appropriate areas of the workspace. For experimentation purposes, we extracted a density surface for each non-uniform data set using a grid of 40 x 40 cells, i.e., a step of 0.25% of the workspace per axis. The relative error is usually around 10%-15% and this was the rule for all data sets that we tested. The flexibility of the proposed analytical model on non-uniform distributions of data, using the "density surface", is also extracted from the results of our experiments. The evaluation of the model for join queries also includes a wide set of experiments. Figure 16a illustrates weighted average 5 costs (denoted by w.NA and w.DA) on two-dimensional skewed data sets for varying density D. Apart from synthetic data sets we also used real ones from the TIGER database [Bur91] . Figure 16b illustrates the corresponding experimental and analytical results. The labels lb and mg (lb' and mg') denote the actual (mirrored with respect to x-, and y-axes) LBeach and MGcounty data sets, respectively. In general, a relative error below 20% appears for all non-uniform data combinations.
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The weighted average number of disk (and node) accesses is computed by multiplying each cost with a factor inversely proportional to the corresponding cardinality: Summarizing the results of our tests, we list in Skewed data 0%-15% 0%-10% 0%-20%
Real data 0%-15% 0%-20% 0%-20% As discussed in subsection 3.3, the larger the buffer size in an actual database system, the lower the access cost for a selection or join query. However, the benefit for spatial selection queries by using a simple path buffer is not clearly measurable; according to a related work [LL98] , when the buffer size is close to zero then no significant performance gain is achieved. On the other hand, a path buffer clearly affects the performance of join queries, as the gaps between the lines that represent NA and DA in Figures 12 and 16 indicate. This gap is illustrated in Figure 17 with NA values being fixed to value 100% and hence DA values showing the relative performance gain.
A significant savings of 10%-30% appears for one-dimensional data. Recalling that all onedimensional data sets of our experiments generated equal height trees, one can observe that the smaller the 'query' tree, the highest the gain becomes. For two-dimensional data sets, the performance gain increases up to a 50% level. The above conclusion also stands in this case showing, however, a less uniform behavior, which is due to the different index heights. That formula assumes that the R-tree has been built and that the MBR of each node of the R-tree R 1 can be measured. In other words, the proposed formula is qualitative, i.e., it does not really predict the average number of disk accesses but, intuitively, presents the effect of three parameters, namely area, perimeter, and number of objects, on the R-tree performance. In those papers, the influence of the node perimeters was revealed, thus helping one to understand the efficiency of the R*-tree, which was the first R-tree variant to take the node perimeter into consideration during the index construction procedure [PSTW93] .
Faloutsos and Kamel [FK94] extended the previous formula to actually predict the number of disk accesses using a property of the data set, called the fractal dimension. The fractal dimension fd of a data set (consisting of points) can be mathematically computed and constitutes a simple way to describe nonuniform data sets, using just a single number. The estimation of the number of disk accesses DA(R 1 , q, 1) at level 1 (i.e., the leaf level) according to the model proposed in [FK94] (f is the average capacity -fanout -of the R-tree nodes) is given by:
The formula constitutes the first attempt to model R-tree performance for non-uniform distributions of data (including the uniform distribution as a special case: fd = d) superseding the analysis in [FSR87] that assumed uniformity. However the model is applicable to point data sets only, which are not the majority in real spatial applications.
Extending the work of [PSTW93] , Pagel et al. [PSW95] proposed an optimal algorithm that establishes a lower bound result for static R-tree performance. They have also shown by experimental results that the best known static and dynamic R-tree variants, the packed R-tree [KF93] and the R*-tree respectively, perform about 10%-20% worse than the lower bound. The impact of the three parameters (area, perimeter, and number of objects) was further discussed in [PS96] , where performance formulae for various kinds of range queries, such as intersection, containment, and enclosure queries, were derived.
Since previous work used the number of nodes visited (NA is our analysis) as a metric of query performance, the effect of an underlying buffering mechanism has been neglected, although it is a real cost parameter in query optimization. Towards this direction, Leutenegger and Lopez [LL98] modified the cost formula of [KF93] introducing the size of an LRU buffer. Comparison results on three different R-tree algorithms [Gut84, RL85, KF93] showed that the analytical estimations were very close to the experimental cost measures. A discussion on the appropriate number of R-tree levels to be pinned argued that pinning may mostly benefit point queries, and even then only under special conditions.
Apart from cost estimation proposals for selection queries, Gunther's proposal [Gun93] was the earliest attempt to provide an analytical model for estimating the cost of spatial joins. Abstractions of tree indexes, called "generalization trees", were modeled on the support of θ-joins. Implementation algorithms for general θ-joins were presented and evaluated for various probability distributions.
Later, Aref and Samet [AS94] proposed analytical formulae for the execution cost and the selectivity of spatial joins, based on the R-tree analysis of [KF93] . The basic idea of that work was the consideration of the one data set as the underlying database and the other data set as a source for query windows in order to estimate the cost of a spatial join query based on the cost of range queries. Experimental results
showing the accuracy of the selectivity estimation formula were presented in that paper.
Huang et al. [HJR97] recently proposed a cost model for spatial joins using R-trees. Independently to [TSS98] , it is the first attempt to provide an efficient formula for join performance by distinguishing two cases: considering zero-and non-zero buffer management. Using the analysis of [KF93, PSTW93] as a starting point, it provides two formulae, one for each of the above cases. The efficiency of the proposed formulae was shown by comparing analytical estimations with experimental results for varying buffer size (with the relative error being around 10%-20%). However, contrary to [TSS98] , the model proposed in [HJR97] assumes knowledge of R-tree properties like [KF93, PSTW93] do.
Compared to related work, our model provides robust analytical formulae for selection and join cost estimation using R-trees, which:
(i) do not need knowledge of the underlying R-tree structure(s), since they are only based on primitive data properties (cardinality N and density D of the data set) , and
(ii) are shown to be accurate by performing a wide set of experimental results on both uniform-like and non-uniform data sets consisting of either point or non-point objects.
30 6. CONCLUSION Selection and join queries are the fundamental operations supported by a DBMS. In the spatial database literature, there exist several access methods for the efficient implementation of both operations mainly using the R-tree spatial data structure. However, for query optimization purposes, efficient cost models should be also available in order to make accurate cost estimations under various data distributions (uniform and non-uniform ones).
In this paper, we presented a model that predicts the performance of R-tree-based structures for selection (point or range) queries and extended this model to support join queries. The proposed cost formulae are functions of data properties only, namely, their number N and density D in the workspace, and, therefore, can be used without any knowledge of the R-tree index properties. They are applicable to point or non-point data sets and, although they make use of the uniformity assumption, they are also adaptive to non-uniform (e.g. skewed) distributions, which usually appear in real applications.
Experimental results on synthetic and real [Bur91] data sets showed that the proposed analytical model is very accurate, with the relative error being usually around 10%-15% when the analytical estimate is compared to cost measures using the R*-tree, one of the most efficient R-tree variants. In addition, for join query processing, a path buffer was considered and the analytical formula was adapted to support it. The performance saving due to the existence of such a buffering mechanism was highly affected by the sizes (and height) of the underlying indexes and reached up to 50% for two-dimensional data sets. The proposed formulae and guidelines could be useful tools for spatial query processing and optimization purposes, especially when complex spatial queries are involved.
In this work we focused on the overlap operator. Any spatial operator could be used instead. For instance, a topological operator (e.g. meet, covers, contains, etc.) defined by Egenhofer and Fransoza in [EF91] , any of the 13 n (n = 1, 2) possible directional operators between two n-dimensional objects [All83, PT97] , or a distance operator (close, far, etc.) perhaps involving fuzzy information. We have already adapted the model for selection queries in order to estimate the cost of (a) direction relations between spatial objects in GIS applications [TPSS98] and (b) spatiotemporal relations between objects in large Multimedia applications [TVS96] , by handling such relations as range queries with an appropriate transformation of the query window q. We are currently working on appropriate modifications in order to support join queries as well.
A second issue that arises is whether the overlap operator is representative for the accuracy of a cost model. Recent research [PS96] has shown that range (window) queries can be widely regarded as representative for other (e.g., enclosure or containment) queries for a wide range of region sizes. By considering that work on range queries as a background we could also study the case of join queries and a wide set of spatial operators.
