Introduction
ElectroCorticoGraphy (ECoG) consists in recording neural activity using electrodes placed directly on the exposed surface of the brain -from just above (epidural) or just under (subdural) the dura mater. ECoG arrays consist of sterile, disposable, stainless steel http://dx.doi.org/10.1016/j.jneumeth.2016.02.012 0165-0270/© 2016 Elsevier B.V. All rights reserved.
electrodes (Schalk and Leuthardt, 2011; Schuh and Drury, 1997) . The neuroscientific and clinical effectiveness of ECoG investigation should be compared to that of related non-invasive techniques such as electroencephalography (EEG) (Michel et al., 2004) , which consists in recording electrical potentials directly on the scalp, and magnetoencephalography (MEG) (Hämäläinen et al., 1993) , which consists of recording the magnetic fields produced by the neural activity outside the head. In both cases, ECoG achieves both better spatial resolution (below 1 cm) and better signal-to-noise ratio (Schalk and Leuthardt, 2011) . For this reason, ECoG has frequently been used to validate findings from the EEG and MEG literature (Huiskamp, 2002) .
As for EEG and MEG, a full interpretation of ECoG data requires solving an inverse problem in order to reconstruct the neural currents inside the whole brain, in both space and time, from ECoG signals recorded from a limited number of positions close to the cortical surface. Despite a growing interest from the neuroscientific community, existing methods for ECoG source modeling are not yet as systematic and optimized as for EEG and MEG. For example, Fuchs et al. (2007) applied the minimum norm estimation (MNE) method (Hämäläinen and Ilmoniemi, 1984) to both simulated datasets and interictal recordings of epileptic patients, demonstrating that source imaging methods can localize brain electrical sources with fairly high localization accuracy. They used a source model consisting of cortical patches and showed that a single-layer boundary element method (BEM) provides more accurate source estimates compared to a simpler spherical model. However, their model remained relatively simplistic because it describes the brain as a single layer. Zhang et al. (2008) applied a source reconstruction method based on MNE but considered a source space which included deep brain structures. These authors used a finite element method (FEM) to compute the forward model incorporating the scalp, the skull, the cerebral spinal fluid (CSF), the implanted elastic ECoG grids as well as the brain itself. The effectiveness of this approach was further demonstrated against MUltiple SIgnal Classification (MUSIC) Mosher and Leahy, 1998; Mosher and Leahy, 1999) by Dümpelmann et al. (2009) . Cho et al. (2011) applied four different cortical source imaging algorithms based on the Tikhonov regularization framework. More specifically, they used MNE, low-resolution electromagnetic tomography (LORETA), standardized LORETA (sLORETA), and Lp-norm estimation (with p = 1.5) to analyze artificial ECoG datasets generated assuming various sizes for the source patches and various locations. They also applied these four algorithms to clinical recordings acquired from a pediatric epilepsy patient. Finally, Dümpelmann et al. (2012) addressed the question of which factors are relevant for reliable source reconstruction based on sLORETA.
In the present paper we studied the ECoG inverse problem starting from an analysis of its numerical stability. To this aim, we first updated the OpenMEEG software (available at http://openmeeg.github.io; Kybic et al., 2005; Gramfort et al., 2010 ) with a new function for the construction of the ECoG lead-field matrix. The lead-field matrix characterizes the linear transformation which maps the neural current intensity on the cortical mantle onto the electric potentials recorded by the ECoG sensors. Our routine utilizes BEM and interpolation methods to numerically solve the ECoG forward problem in the case of a three-layer head model that includes the scalp, the skull, and the brain. We then computed the condition number of the lead-field matrix, which provides a good quantitative measure of the numerical stability of the ECoG inverse problem, for different configurations of the electrodes' grid, characterized by different position, shape, and number of electrodes.
We finally addressed the ECoG source-modeling problem using a Linearly Constrained Minimum Variance (LCMV) beamformer method (Van Veen et al., 1997) by identifying brain regions that contribute to the generation of the recorded signal while spatially filtering out those that do not. Beamformers currently represent the most widely utilized algorithm for modeling neurophysiological data (Spencer et al., 1992; Van Veen et al., 1997; Sekihara et al., 2001; Sekihara et al., 2002; Hillebrand and Barnes, 2005; Brookes et al., 2007; Quraan, 2011) and therefore constitute a good benchmark. We validated the accuracy and robustness of the LCMV beaformer against synthetic data simulated using the OpenMEEG framework as well as real ECoG measurements recorded during a rapid visual categorization task (Thorpe et al., 1996) .
Methods

The ECoG forward problem
The ECoG forward problem can be formulated using Maxwell's equations under quasi-static approximation, which yields the classical electrostatic equation:
where J p is the primary neural current, is the conductivity and V the electric potential inside a head ˝. Here, the ECoG electrodes are modeled as point-wise elements. The primary neural current field, which is assumed to reflect the postsynaptic activity of cortical pyramidal neurons, is modeled as a linear superposition of current dipoles, constrained to be normal to the cortical surface. The forward problem consists in finding the electric potential V generated at the EcoG electrode positions, for a given current density field J p and given a complete knowledge of .
OpenMEEG is a C++ open source software package for solving the electromagnetic forward problem with a boundary element method (BEM), assuming a head domain ˝ with piecewise constant conductivity while the electric potential V is represented on the boundaries of the regions of constant conductivity. This toolbox was originally developed to compute the lead-field matrix for solving the MEG and EEG forward problems, i.e. to determine the magnetic field outside the head and the electric potential on the scalp, respectively. In the ECoG case, the lead-field matrix linearly maps the current density J p in the source space to the electrical potentials V in the sensor space, which is made of the nodes in the mesh. In order to compute this matrix, we have to define a head model consisting of the tissue conductivities, and a geometrical description (i.e. triangulated meshes) of the interfaces between these tissues. Here, we adopted a three-layer model, which includes the scalp, the skull and the brain, while neglecting inhomogeneities of the skull due to the foramina and craniotomy. Given the head model, OpenMEEG is used to compute the ECoG lead field matrix L by:
(i) Solving a symmetric linear system AZ = H that represents a discretization of Eq. (1), where A has dimension Q × Q (Q is the number of points and triangles in the model), H has dimension Q × N (N is the number of discretization points on the cortex) and Z has dimension Q × N and contains the unknown potentials and normal currents discretized on each boundary; and (ii) Applying an interpolation operator (with dimension M × Q, where M is the number of sensors) to Z (computed in step (i) to infer the potentials at each electrode location.
The matrix L = Z has dimension M × N and represents the ECoG lead-field matrix computed by the routine.
Conditioning of the lead-field matrix
Given the forward model described above, the lead field matrix L maps the source amplitude time series s(t) at N locations in the brain to the measured potential time series V(t):
The inverse problem aims to reconstruct the N source amplitudes from M experimental observations, where N is typically far larger than M. Therefore it is quite natural to consider the leastsquares problem associated to (2), whose minimum norm solution is the so-called generalized solution s + (t). The numerical stability of the ECoG inverse problem (2) is measured by the condition number of the lead-field matrix, i.e. the positive number C(L) such that
It is easy to prove that:
where 1 and q are the biggest and smallest singular value of the lead-field matrix, respectively (see Golub and Van Loan (1996) for a proof).
The ECoG inverse problem
Owing to the fact that the condition number is typically large, the generalized solution is typically not a numerically stable estimate of the neural activity. As a result, the ECoG inverse problem must be addressed by means of some regularization method to find an optimal trade-off between stability and data fitting. Beamformers are the most frequently used regularization algorithms for the analysis of neurophysiological data. They are based on the idea that a good solution can be found by focusing the processing of individual source locations to explain the measured data while blocking signals from all other locations. This result is obtained by applying an appropriate weight vector to the signal time series, i.e. by computinĝ
where r n denotes the position of the source, t is the time point and all the computational effort is to determine the weight vector (or filter) w(r n ) in such a way thatŝ n (t) contains just the actual neural signal. In the case of the Linearly Constrained Minimum Variance (LCMV) beamformer (Van Veen et al., 1997) , this weight vector is computing by minimizing the objective function:
over the set of weights which satisfy the constraint:
In Eq. (6), R is the covariance matrix estimated by
and l(r n ) in Eq. (7) is the n-th column vector of the lead-field matrix L. The solution of the constrained optimization problem (6)- (8) is given by:
It follows that a possible implementation of this LCMV beamformer is given by the following scheme:
1. For each grid point on the cortex, compute the neural activity index:
2. Identify the points where the neural activity index reaches its local maximum. 3. For these points, compute the source waveforms using (5) and (9).
Furthermore, the LCMV beamformer can also be used to produce a complete map of neural activity over time by first computing the weight vector from Eq. (9) for all time points and locations.
Results
Numerical stability of the inverse problem
In order to quantify the numerical stability of the ECoG inverse problem, we studied the condition number of the lead-field matrix L for different grid positions. We constructed the lead-field matrices for four simulated grid placements on the frontal, parietal, occipital and fronto-parietal lobes, respectively (see Fig. 1 ). We used a head model provided by OpenMEEG, with a number of vertices on the brain cortex (16619) that provides a reasonable trade-off between the realism of the geometric foldings of the gray-white matter and the numerical complexity.
Each matrix has dimension M x N, where the number of electrodes M changes slightly depending on the grid placement adopted (M = 55 for the frontal grid, M = 51 for the parietal grid, M = 53 for the occipital grid and M = 51 for the frontal-parietal grid); the number of nodes N used to discretize the cortical source space (source nodes) is fixed to N = 16,619. We ran the source localization algorithm on each of the four electrode configurations. Fig. 2 contains histograms of the number of source nodes as a function of their mean distance from the grid (this distance was computed as the average of the distances between each source node and all the electrodes in the grid). This figure shows that the histograms corresponding to the occipital and fronto-parietal grids reach their peaks in correspondence of mean node-grid distances larger than the ones in the case of the frontal and parietal grids. Table 1 compares the condition number of the lead-field matrix associated to the four grids with the one associated to a simulated experiment mimicking a whole-head EEG helmet with 60 channels. Also in this case the lead-field matrix has been computed within the OpenMEEG package, using the same number of source nodes as in the four simulated ECoG experiments and computing the electric potential on the scalp at 60 points according to a whole-head configuration.
The conditioning for the four ECoG grids remains relatively small (<10 2 ) and was found to be dependent on the grid placement with the highest value for the occipital grid and the smallest for the parietal grid. Also, the comparison with the EEG case shows that the intrinsic numerical instability of EEG is around one order of magnitude higher than that of ECoG, due to the signal attenuation caused by the low-conductive skull.
Numerical validation of the LCMV beamformer
We tested the performance of the LCMV beamformer against synthetic data for different noise levels. We considered two different experimental setups. We first placed a synthetic dipole located at one of the nodes of the cortical source space and assigned to it a Gaussian waveform with peak value 0.02 nAm centered at t = 75 ms and with standard deviation = 20 ms. Using our implementation for the ECoG forward model realized within the OpenMEEG software package, we computed the ECoG potentials for all four grids considered. We further added Gaussian white noise with mean value zero and varying standard deviations in such a way that the signal-to-noise ratio of the data was 6, 4 and 1 dB, respectively (6 dB is a typical SNR value for an averaged ECoG time series, while 1 dB is close to the SNR of raw data). This procedure was repeated for all N dipoles (N = 16,619) placed at all nodes of the source space and oriented normally to the cortical surface. We then applied the LCMV beamformer to this set of synthetic waveforms, in order to reconstruct both the dipole location and its waveform. We found that for most dipoles, the localization error (defined as the Euclidean distance between ground-truth and reconstructed dipole positions) was zero (see Table 2 for the fraction of dipoles with non-zero error). This is expected because the simulation process was based on an "inverse crime", whereby the matrix used to generate the datasets was the lead-field matrix itself. Table 2 focuses on dipoles for which the localization error Table 2 Reconstruction of a single source from synthetic data. For each grid and 3 distinct signal-to-noise ratios (SNRs): fraction of reconstructed dipoles with non-zero error localization, mean dipole-grid distance, mean localization error, and mean correlation coefficient between the reconstructed and the synthetic waveforms. was non-zero and includes the following entries: (1) the fraction of dipoles with non-zero error (% dipoles); (2) the dipole-grid distance (mean grid distance) defined as the mean distance between a dipole and all grid electrodes; (3) the mean and standard deviation of the localization error (mean loc error); (4) the mean and standard deviation of the correlation coefficients between the simulated and reconstructed waveforms (mean corr coeff). Table 2 also includes results for the analysis of two more simulated dataset. In the first case the new routine in OpenMEEG is used to compute the electric potential on the 60 sensors of a simulated ECoG grid that cover the whole brain. This analysis was performed in order to better understand how the partial spatial coverage of a realistic ECoG grid affects localization accuracy. In the second case we used OpenMEEG to compute the synthetic electric potential virtually recorded on the scalp by a simulated 60-channel EEG that cover the whole head. This analysis was performed in order to assess to what extent the localization inaccuracies are induced by skull-related signal attenuation. Finally, Fig. 3 shows the mean source distance from the ECoG grid versus the mean localization error for the four synthetic partial-coverage grids and the three values of the SNR. In order to verify whether there is some preferential direction according to which the beamformer reconstructs the source, in Fig. 4 we have compared the distance of the reconstructed dipole from the grid with the distance of the ground-truth source from the grid.
In the second experiment, we generated 3000 dipole pairs using the following simulation paradigm:
• The positions of the two dipoles were randomly sampled in the source space (i.e., on the nodes of the cortical grid) for each pair in an independent fashion. • The minimum distance between the two dipoles for each pair was set to 2 cm. • The dipole waveforms had strength of 0.02 nAm and time jitter of 20 ms and were further designed to satisfy three different correlation levels (1000 pairs each level): r = 0, 0.6 and 1 (we used the same Gaussian waveform for the two dipoles and considered three different time delays between the two waveforms, i.e. 0 ms, 50 ms, and 150 ms, respectively).
Again, we used OpenMEEG for generating the electrodes potentials on the usual four ECoG grids and added Gaussian noise to reach in all 3000 cases a signal-to-noise ratio of around 5 dB.
For each experiment we studied when: (1) both dipoles in the pair were correctly localized (i.e., the localization error was zero); (2) only one dipole was correctly localized (i.e., the localization error for the other dipole was non-zero); (3) both dipoles were incorrectly localized (i.e., the localization error for both dipoles was non-zero). Table 3 reports the mean localization errors for the three correlation levels. Fig. 5 describes the impact of these correlations on the reconstruction accuracy measured as the fraction of dipoles that are correctly localized. We have also considered a further experiment where pre-stimulus noise was added to the synthetic signal as if recorded by the grid utilized in the real experiment described below but, this time, the dipoles' waveform had an amplitude of 10 nAm and a time jitter of 10 ms. The results of such experiment are again in Table 3 and in Fig. 6. 
Analysis of experimental data
We finally analyzed an experimental dataset recorded from one subject during a rapid visual categorization task. The subject was a patient with pharmacologically intractable epilepsy treated at Children's Hospital Boston (CHB) and implanted with intracranial electrodes to localize seizure foci for potential surgical resection. The study was approved by the hospital's institutional review board and was carried out with the subjects' informed consent. Electrode locations were driven by clinical considerations.
The experimental paradigm is shown in Fig. 7 (left panel) Each one of the 320 trials started with the presentation of a stimulus, i.e., a grayscale image (256 × 256 pixels) subtending about 7 • × 7 • of visual angle. The stimulus set used was a subset of the image dataset used in (Serre et al., 2007) . The stimulus was presented for 34 ms and was followed by a blank screen for another 34 ms (SOA: 68 ms). After this, the response period started, characterized by the presentation of a fixation cross on a uniform mid-gray image. Data were collected using a grid made of three strips placed on the parietal-occipital lobe of the right hemisphere and composed of 64 electrodes (Fig. 7, right panel) . The data was epoched for a duration Fig. 3 . Behavior of the localization error versus the mean source distance from the sensors for the four synthetic grids and the three SNR levels. The localization error has been averaged over the number of dipoles reconstructed at each binned distance from the grid. The bars correspond to the standard deviations.
of 850 ms around the stimulus onset (baseline: 200 ms; sampling frequency 250 Hz; 217 time-points). The grand average for each electrode over epoch led to a data matrix V with size 64 × 217. We then co-registered the sensors' positions on the individual brain segmented by Freesurfer (Dale et al., 1999) and characterized by N = 20,484 cortical nodes. The size of the resulting lead-field matrix L was therefore 64 × 20,484. A straightforward SVD analysis showed that the condition number for this matrix was around 100.83.
The LCMV beamformer was used to reconstruct the source location for these data as the local maximum of the neural activity index in Eq. (10) and the corresponding waveforms given in Eq. (5). Fig. 8 shows the result of the analysis at 120 ms latency. Specifically, the panels in the first column highlight two activation peaks in the neural index map. The panels in the second peak compare the corresponding reconstructed waveforms with the signals recorded by the two ECoG channels closest to the maxima in the neural index map. Fig. 9 contains 15 intensity maps reconstructed every 20 ms starting at 94 ms latency. The Talairach coordinates corresponding to the positions of the activation peaks in the neural index map together with the corresponding brain area are illustrated in Table 4 .
Discussion and conclusions
The first result achieved in this paper has been the implementation of a new function that allows the user to account for a three-compartment head (scalp, skull, and brain) in ECoG experiments. This is a helpful tool since, differently from MEG and similarly to EEG, ECoG is rather sensitive to volume currents and therefore accounting for the presence of the three layers in the computation of the lead-field matrix leads to a more reliable model.
Then we have conducted a quantitative analysis of the numerical stability of the ECoG source-modeling problem, which is independent of the type of inversion algorithm used for localization. Assessing numerical stability requires the computation of the condition number of the lead-field matrix. We used this approach for a forward model computed by means of a symmetric BEM that was implemented within the OpenMEEG framework and found that: Fig. 4 . Behavior of the mean reconstructed source distance from the grid versus the mean source distance from the sensors for the four synthetic grids and SNR level of 5 dB. The red dots indicate the case where the reconstructed source is far from the grid with respect the real one, while the blue dots correspond to the opposite case. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Table 3
Reconstruction of dipole pairs: mean localization error for each dipole in the pair for three levels of correlation. The 'Occipital', 'Parietal', 'Frontal', and 'Fronto-Parietal' cases are concerned with dipoles with strength of 0.02 nAm and time jitter of 20 ms. The 'Real ECoG grid' case is concerned with the same grid as in the real experiment described below and the dipoles have strength of 10 nAm and time jitter of 10 ms. • For all four ECoG grids considered, the condition number was below 10 2 , i.e. typical of mildly ill-conditioned problem (John, 1960) , and one order of magnitude smaller than that the one associated with the forward model of a typical high-density EEG helmet (see Table 1 ).
• The condition number for the four grids increased coherently with the average distance between the source nodes and the grids (see the histograms in Fig. 2 ).
In particular, the occipital grid is associated with the worst condition number and collects information from the most distant sources (up to 20 cm); the parietal grid has the best conditioning and in this case the most distant source is just 14 cm from the electrodes.
We then performed the source modeling of both synthetic and experimental ECoG data by means of an LCMV beamforming algorithm. Beamformers are currently the most frequently used inversion methods in neurophysiology and the LCMV implementation has proven its effectiveness for a number of data analysis studies in both EEG and MEG. In the case of uncorrelated sources, beamformers have a rather similar (although more focused) behavior with respect to L2-regularization methods like the one at the basis of sLORETA, another frequently applied method; in the case of time correlated sources, sLORETA typically outperforms beamforming. In order to compare across different ECoG grids and between the ECoG and EEG modalities, we first considered two 'inverse crime' experiments: synthetic data were generated by means of the same forward model applied for the inversion. The first experiment focused on the reconstruction of a single source and studied how much information can be extracted from the limited amount of cortical data provided by ECoG grids in different positions (Table 2 ). Our results suggest that for high signal-to-noise ratios (close to the ones typical of averaged time series), source localization failed less than 0.1% times with an average localization error always below 1 cm. At lower signal-to-noise ratios (closer to the ones typical of raw data), the failure rate increased up to 25% (for the occipital grid) and, correspondingly, the mean localization error over the whole cortex approached 2 cm (we repeated this experiment also by using neural noise obtained by adding the prestimulus signal of the real dataset to the synthetic field; in this simple one-dipole case, this results in a very high SNR so that all dipoles are always correctly reconstructed). We also computed the rate of dipoles for which the localization error is bigger than 2 cm; at the lowest SNR these rate are: 9% for occipital grid, 3% for parietal grid, 5% for frontal grid and 6.78% for the fronto-parietal one with a mean grid distance of at least 10 cm. The correlation coefficient between the simulated and reconstructed waveforms was almost always close to 1. This is probably due to the fact that, as in Sekihara et al. (2002) , we have projected the beamformer weight onto the signal subspace. These results demonstrate an effective restoration of the dipole's waveform with little sensitivity to the grid position. In this experiment we also compared the results provided by the LCMV beamformer when the ECoG signal is recorded using partialcoverage ECoG grids with respect to the case of an (un-realistic) ECoG grid covering the whole brain and of a (realistic) 60-channel whole-head EEG helmet. This comparison allowed us to assess the impact on the reconstruction accuracy induced by either a partial coverage of the brain as it happens in typical ECoG experiments or signal attenuation due to the skull when data are recorded on the scalp by an EEG device. The results show that the partial coverage of the cortex may deteriorate the reconstruction effectiveness and accuracy of more than 100%, independently of signal attenuation induced by the skull and at all SNR levels. Moreover, Fig. 3 provides a quick assessment of the localization accuracy as a function of the distance from the grid's sensors. This analysis shows that 60-80 mm is a critical distance for the localization power of Table 4 Talairach coordinates and corresponding brain areas for the activation maps in Fig. 9 beamforming to begin to deteriorate. Finally, the results in Fig. 4 shows that the reconstructions provided by the beamformer occur with no direction bias.
The second experiment performed a validation of the beamformer in the case of synthetic data associated to dipole pairs with random positions on the cortex (Table 3) . We found that, if both dipoles in the pair were within 70 mm average distance from the grid, the localization error was null; if one of the two dipoles was within a 70 mm average distance from the grid and the other one was within 110 mm average distance, we localized exactly only the source nearest to the grid; if both dipoles were within 110 mm average distance from the grid, we could not localize exactly any of the sources. In the case when only one dipole was correctly localized, the localization error for the other dipole tended to be rather large (larger than the localization error when both dipoles in the pair were not precisely localized). This may be explained by the fact that the precisely localized source, which was closest to the sensor grid, produced a stronger ECoG field that masked the field produced by the other source. We found this trend to hold for all grids (also in the case of the synthetic data recorded by the real grid), and whether the sources were not or partially correlated in time. When the sources were perfectly correlated in time the beamformer method failed to reconstruct any of the dipoles in the pair; indeed as shown in Figs. 5 and 6 the number of dipole pairs correctly localized was almost zero while the number of cases for which neither source was correctly localized was very high. This behavior is consistent with previous results suggesting that beamformers are sensitive to correlated data (Pascarella et al., 2010) .
The experimental data processed in this paper were potentials evoked during a visual categorization task. The results of the inversion analysis showed that it is possible to use ECoG to detect a very early activation in the occipital region of the left hemisphere while all other activations are reconstructed in the right hemisphere. However the reconstruction at 120 ms in V1, which should be bi-lateral, misses the one component on the left hemisphere, and this is most likely due to the well-established susceptibility of beamforming to temporal correlation (Quraan and Cheyne, 2010) . Specifically, the reconstructed brain activations (Table 4) reflect the flow of information from occipital areas toward more anterior areas along the temporal lobe, which seems consistent with both invasive monkey electrophysiology studies (DiCarlo et al., 2012; Mormann et al., 2008; Liu et al., 2009 ) and non-invasive (MEG and fMRI) human studies (Cichy et al., 2014) . However, not all the reconstructed information in this flow is reliable. In fact, we have generated the synthetic fields associated to all sources in the stream and projected them back with the beamformer. We found that all sources with latencies from 102 ms to 238 ms are correctly reproduced, while the ones with higher latency are missing by the beamformer-ECoG modalty.
Overall, the results of both simulations and the real experiment show that the use of beamformers for modeling sources from ECoG data should be considered with great caution. When the source configuration becomes more complex than in the one-dipole toy case the reconstruction accuracy rapidly deteriorates, particularly when the grid is placed in the occipital region. Further, coherently with what results from also EEG and MEG literature, such deterioration becomes really notable when the time correlation between sources increases. These results suggest that other inversion techniques, for example like the ones formulated in Bayesian frameworks (Sorrentino et al., 2009; Sommariva and Sorrentino, 2014) , should be considered for this kind of analysis.
