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Abstract
The ground state structure and domain walls in Ising-like magnets with
quenched randomness are studied at zero temperature. The methods em-
ployed are exact ground state calculations using graph-theoretical optimiza-
tion and extreme statistics arguments.
The elastic manifolds, i.e., domain walls, with random-bond disorder are
investigated with two different types of periodicity. The first type of pe-
riodicity is when the randomness is periodically repeated. It is shown to
lead after a cross-over to the periodic elastic media universality class, when-
ever the period λ is finite. The second periodicity is due to an additional
modulating potential. There are two types of intermittence seen before the
asymptotic random-bond roughness behavior is reached. The first type is
when the manifolds jump between the minima of the periodic potential and
the second type is when the interfaces roughen over pinning energy barriers.
An external field is applied to the random manifolds. An energy minimiza-
tion argument based on the glassy energy landscape indicates that in an
equilibrium system the manifolds move by sharp jumps between nearly de-
generate energy minima in analogy to a first-order transition. A mean field
argument for the finite-size scaling of the first jump field is derived and nu-
merically confirmed. Using extreme statistics and probabilistic arguments,
the probability distribution of the first jump field and its finite size scaling
are calculated. Based on these the susceptibility of the manifolds is derived.
Random field magnets are studied in two dimensions. The break-up of
long-range order is shown to have a first-order character. The domain wall
behavior is studied, leading to an interface scaling with a roughness expo-
nent greater than unity below the break-up length scale. The domain wall
energy is demonstrated to vanish logarithmically confirming the destruc-
tion of the long-range order. The magnetization and susceptibility versus
the external field are investigated, and they show continuous behaviors and
are independent of the break-up length scale. However, another long-range
order, percolation, is found in two-dimensional random field magnets. The
percolation transition with respect to the external field belongs to the stan-
dard short-range correlated two-dimensional percolation universality class.
The whole phase diagram for percolation as a function of the random field
strength and the external field is predicted.
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1 Random Ising Magnets
1.1 Introduction
In statistical mechanics pure magnets offer simple, but rich in their physics,
examples of continuous phase transitions including the concepts of univer-
sality, broken symmetry, critical phenomena, scaling, and renormalization
[1, 2, 3]. The beauty of magnets is that there are a number of experi-
mentally measurable systems available, in which the theories can be tested.
On the other hand the physics emerges from simple models and rules. For
a long time the experimentalists were forced to do their best in reducing
the amount of “dirt” or “junk”, i.e., inhomogeneities such as impurities, in
samples. However, for about twenty-five years now, since the seminal paper
by Imry and Ma [4], the quenched, frozen-in, structural disorder has be-
come a topic of interest in itself, and it has provided many new fascinating
phenomena objects of study [5].
Disordered magnets, like the pure magnets of traditional temperature-driven
phase transitions, act as good examples of collective phenomena in systems
with quenched randomness including models of a few rules and experimental
systems with almost in a statistical sense ideal, homogeneous randomness.
The term quenched is used in order to make a distinction from the annealed
case [1]. In the annealed case e.g. of a lattice of magnetic ions, where
non-magnetic impurity atoms are present, the system is cooled from high
temperatures slowly, so that the magnetic ions and impurities are in ther-
mal equilibrium with each other. The impurities are able to move and their
positions should be traced when calculating the partition function of the
system. In the quenched case, however, the impurities are fixed in space in
the system. The examples of experimental realizations of random magnets
range over a wide area from structural phase transitions and charge-density
waves in random alloys, dirty high-temperature superconductors, and flu-
ids in porous media to wetting on disordered substrates [5]. The three
most studied classes of randomness in magnets are called random-exchange,
random-field, and spin glasses. In this work only the first two are studied.
This thesis consist of studies of ground state structures, domain walls, and
external field response in random magnets at zero temperature using mainly
exact ground state calculations. The background and some concepts related
to random magnets, and the methods used are introduced in this Section.
In Section 2 two types of periodicity in elastic manifolds are studied. The
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external field response to the domain walls is considered in Section 3 and
two-dimensional random field magnets are studied in Section 4.
1.2 Disorder in Magnets
Pure Magnets
For pure magnets the simplest magnetic model is called the Ising or Lenz-
Ising model [6], which is described by the classical spin-half Hamiltonian
H = −
∑
〈ij〉
JijSiSj, (1)
where the sum is calculated over all the nearest neighboring spin pairs Si
and Sj, the spins can point “up” (+
1
2
) or “down” (−1
2
). For pure Ising
ferromagnets the coupling constant J is positive and the same for all the
nearest neighboring pairs. In the pure case at dimensions greater than unity
there exists a phase transition at a critical temperature Tc. Below Tc the
systems are ferromagnets, whence the order parameter m ≡ 〈Si〉t, which
is called the magnetization or the “spontaneous magnetic density”, has a
nonzero value. The brackets 〈. . . 〉t denote thermal equilibrium. Above Tc
the entropy wins over the energy, the spins point more or less randomly
up or down, and the magnetization vanishes. For one-dimensional magnets
Tc = 0, i.e., even an infinitesimal temperature makes the systems disordered
and only at zero-temperature the magnet is ordered. Thus the so called
lower critical dimension dl = 1.
Random Magnets
Perhaps the simplest way to have quenched randomness in magnets comes
in the form of substitutionally disordered materials in which magnetic and
non-magnetic ions are alloyed together. In this case the exchange inter-
actions between pairs vary and are short-range correlated. If the coupling
constants are positive (semi-definite), Jij ≥ 0 in Eq. (1), the system is called
the random-exchange or random-bond Ising model (RBIM). The random-
exchange Ising model (REIM) is qualitatively similar to the pure case, e.g.
the lower-critical dimension remains one. However, the quantitative mea-
sures change. When discussing domain walls, see a sketch in Fig. 1, we
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will return to random bond (RB) type of randomness, since the domain
walls in the REIM differ substantially from the pure case. If there are cou-
pling constants with equal amounts of negative and positive values, Jij ≶ 0,
i.e., there are antiferromagnetic and ferromagnetic interactions present, the
system is called a spin glass [7, 8, 9]. Antiferromagnetic couplings prefer
the nearest neighboring spins to be oriented opposite to each other and
ferromagnetic interactions prefer the spins to be aligned, and thus there is
a competition between ferromagnetic and antiferromagnetic couplings. At
low temperatures the spins should satisfy simultaneously all the exchange
interactions in the Hamiltonian and they become frustrated when failing in
it. Hence finding the ground state structure for spin glasses is a highly non-
trivial task. Although the spin glass problem comprises a lot of interesting
physics and open questions it is not a topic of this thesis.
( )< ( )< ( )J1 J2 J3
Figure 1: A two-dimensional random exchange magnet with three different
positive coupling constant values J1 < J2 < J3. The spins in opposite
boundaries are fixed to point up and down, and thus there exists a domain
wall between the up and down spin domains.
3
Random Field Magnets
The random-field Ising model (RFIM) is defined by the Hamiltonian
H = −J
∑
〈ij〉
SiSj −
∑
i
hiSi, (2)
where the magnetic fields hi are random and short-range correlated [4, 10,
11]. The random fields (RF) are usually chosen from an even distribution,
so that there is a statistically equal number of fields pointing up and down,
and the mean is zero. They are normally either taken from a bimodal
distribution,
P (hi) =
1
2
δ(hi −∆) + 1
2
δ(hi + ∆), (3)
or from a continuous distribution, such as a uniform or a Gaussian distri-
bution,
P (hi) =
1√
2pi∆
exp
[
−1
2
(
hi
∆
)2]
, (4)
where the disorder strength is given by ∆, the standard deviation of the
distribution. The ferromagnetic exchange interaction J > 0 now competes
with the random fields, which prefer to have the spins oriented with the
local field.
Experiments on Random Field Magnets
Although it at first glance looks difficult to have experimental systems with
the random field type of disorder, there is actually a strikingly rich class of
such experimentally accessible disordered systems. The most studied RF
system is a diluted antiferromagnet in a field (DAFF), where the combina-
tion of dilution and the external field leads to a random field contribution
in the staggered magnetization, which is the order parameter for an anti-
ferromagnet. The Hamiltonian of DAFF is
H = −J
∑
〈ij〉
SiSjij −B
∑
i
iSi, (5)
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where the coupling constants J < 0, i is the occupation number of a spin Si,
and B is the constant external field. The Hamiltonian may be transformed
to the Hamiltonian of RFIM (2) [12, 13]. One of the best three-dimensional
RFIM realizations or DAFFs is FexZn1−xF2, where the magnetic atoms, Fe,
are replaced by non-magnetic ones, Zn, with a concentration of 1− x [14].
There are also other type of experimental realizations of RFIM such as
wetting of liquid helium on a disordered substrate [15].
The Lower Critical Dimension of RFIM
Imry and Ma used in their introductory paper of the random-field problem
a domain argument to show that the lower critical dimension changes from
the pure case to dl = 2 [4]. At low temperatures, when the Hamiltonian of
the random-field magnets, Eq. (2), is minimized, in order to have a domain
of a linear size L the domain wall creates an energy cost of O(JLd−1).
On the other hand the system gains energy by flipping the domain from
the fluctuations of random fields. The typical fluctuations predicted from
Poissonian statistics are O(∆Ld/2). Thus, whenever d/2 ≥ d−1, i.e., d ≤ 2,
it is energetically favorable for the system to break into domains. However,
field-theory calculations in the late seventies with a dimensional reduction
from the random field to the pure case, d→ d− 2, suggested that the lower
critical dimension dl = 3 [16, 17, 18, 19, 20]. On the other hand, studies in
the early eighties of the continuum interface in random field systems gave
dl = 2 [21, 22]. Also an elaborate calculation by optimizing the domain
wall structure by Binder [23] confirmed dl = 2 and showed that the effective
ferromagnetism, which exists at small system sizes, vanishes at the length
scale
Lb ∼ exp[A(J/∆)2], (6)
where A is a constant of order unity, see also [24]. Finally first Imbrie
and then Bricmont and Kupiainen [25, 26] rigorously proved that there is a
ferromagnetic phase in the three-dimensional (3D) random field Ising model.
Later Aizenman and Wehr [27] gave a proof that there is no ferromagnetic
phase in 2D RFIM, hence dl was confirmed to be two. In this thesis the
random field magnets are studied in two dimensions, and thus such topical
issues as the critical exponents of the phase transition in 3D RFIM are not
considered [10, 11, 14].
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Theoretical Concepts in Random Magnets
One should note that for the RFIM the order parameter is the magneti-
zation, 〈m〉, where the brackets now denote the disorder-average over the
ensemble of realizations of randomness. A closely related concept is the
idea of self-averaging [1], which means that the quenched average value of
a measure (e.g. energy) represents the behavior of a typical sample, when
approaching the thermodynamic limit, L → ∞. However, in random sys-
tems all the measures are not self-averaging, and one should be careful when
dealing with such quantities.
A question, which arises when studying random systems, is when the ran-
domness is strong enough to change the systems’ behavior from the pure
case. In the renormalization group (RG) language the question is whether
the impurities are relevant at the critical point to change the universality
class of the system. The answer to the question is known as the Harris
criterion [1, 28]. The specific heat exponent α in magnetic systems is re-
lated to the dimension d of the system and the spin-spin correlation length
exponent ν with a hyper-scaling relation (the term “hyper” means that the
dimension is included in the scaling relation):
α = 2− dν. (7)
The Harris criterion tells that the higher order terms generated by the
two-point energy correlation in the expansion of the partition function are
important and thus the randomness is relevant if dν < 2, i.e., α > 0. This
is the case e.g. for the three dimensional random bond Ising model. The
relevant randomness describes a new, random, fixed point. However, it has
been proved that for example in the randomly diluted ferromagnet there are
arbitrarily large regions, which contain no impurities at all and therefore
have a tendency to order close to the pure Tc. These are called Griffith
singularities and they are extremely rare and thought to be very weak, and
therefore unobservable experimentally.
In the random field systems where the randomness couples to the local
order parameter, magnetization, the disordering effect of the random fields
wins over and it is much stronger than the thermal fluctuations, which play
a secondary role. In the renormalization group calculations the exponent
θRF , which couples to the temperature, is positive and has a negative sign
in front of it, dT = −θRFT . Hence during the renormalization procedure
the temperature flows to zero and it is said to be an irrelevant parameter,
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and therefore much of the equilibrium properties at finite temperatures are
reflected by the zero temperature behavior [1, 5, 11]. In this thesis all the
calculations are done at T = 0. An exact ground state calculation method,
Section 1.4, minimizes the energy defined by Hamiltonians, Eqs. (1) and
(2). Thus the entropy effects are neglected and instead of the free energy
the ground state energy is studied.
In random Ising magnets especially the dynamics differs from the pure case,
e.g. coarsening is much slower, as the length scale for growing domains de-
pends logarithmically on time instead of a power-law [5, 29, 30]. In exper-
iments also non-equilibrium dynamics plays a dominant role, e.g. there is
a hysteresis present in the measurements of DAFF, depending on whether
the systems are field-cooled or zero-field-cooled [14]. It is hoped that the
results of the static studies done here at equilibrium will give some infor-
mation for the dynamics as well, since the equilibrium cluster structures
should be reflected in the dynamics.
1.3 Domain Walls in Random Magnets
Closely related to the ground state structure of a magnet is the structure
of domains and domain walls in the magnet. In order to understand the
coarsening in the magnet its domain wall behavior needs to be understood.
Let us start by writing the effective continuum Hamiltonian of a domain
wall
H =
∫ [
Γ
2
{∇z(x)}2 + Vr(x, z)
]
dDx. (8)
The second term in the integrand is the random potential, which has a
general form 〈Vr(x, z)Vr(x′, z′)〉 ∼ δ(x − x′)R(z − z′). For the random
exchange magnets R is a delta-function, R(z − z′) ∼ δ(z − z′), and in the
random field case it is linearly dependent on z, R ∼ (z− z′). The first term
in the integrand creates the elastic part of the energy, which is (together with
a neglected linear contribution of a flat wall) proportional to the area of a
rough domain wall with a displacement or height z and to the surface tension
Γ. Due to the non-zero surface tension the class of models represented by
the Hamiltonian (8) are called elastic manifolds [31, 32, 33, 34]. Elastic
manifolds are generally defined in dimensions d = (D+n), in which d is the
total, embedding dimension of the system. A D dimensional domain wall
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has an internal coordinate x and is able to fluctuate in n = 1 dimensions
defined by the coordinate z. The embedding dimension of the magnet is
thus d = D + 1. In the case D = 1 the object is a line, which is able to
fluctuate in n ≥ 1 dimensions. When n > 1 z becomes a vector instead of
a scalar. A special case is RB disorder in (1 + 1) dimensions, which besides
being the domain wall of a two-dimensional random exchange Ising magnet
is also a so called directed polymer (DP) [35]. In the case d = D and n > 0
the object is called an elastic medium.
Examples of Random Manifolds
The elastic manifolds have a large number of different physical realizations.
Besides the domain walls, which are n = 1 systems, the D = 1 lines with
n = 2 have experimental realizations as flux lines in type II superconduc-
tors, where the applied magnetic field penetrates in vortex bundles. In that
case the disorder is present in the form of atomic defects (oxygen vacancies
in the doped cuprates), grain boundaries, screw dislocations, etc. [31, 36]
One famous suggestion for an experimental realization of the (1+1) dimen-
sional directed polymer is rupture lines when tearing paper [37]. Actually
it has been claimed that the geometric properties of quasi-static cracks and
directed polymers are similar [38, 39], which can be generalized also for
higher D dimensional cracks [40]. Elastic media on the other hand have
experimental realizations as vortex-lattices in type II superconductors with
high-magnetic field, charge density waves, and Wigner crystals [31, 32].
Static Properties of Random Manifolds
Geometric properties of elastic manifolds are usually characterized by spa-
tial fluctuations. For the mean-square fluctuations one has
w2 =
〈[
z(x)− z(x)
]2〉
∼ L2ζ , (9)
where L is the linear size of the system, the brackets 〈. . . 〉 are the disorder-
average over a large random ensemble, and ζ is the corresponding roughness
exponent. Using the Cole-Hopf transformation [41] the (1 + 1) dimensional
directed polymer can be mapped to the non-equilibrium problem of kinetic
roughening, to the Kardar-Parisi-Zhang (KPZ) equation [42, 43]. In the
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KPZ formalism the exponent ζ has been calculated exactly to be 2/3 in
(1 + 1) dimensions with RB disorder. For higher D dimensional manifolds
with n = 1 the functional RG calculations give the approximate values
ζ ' 0.208(4−D) for RB disorder and ζ = (4−D)/3 for RF disorder [44].
The expression for ζ tells also that the upper critical dimension for the elastic
manifold is Du = 4. For RB manifolds with varying n and D the exponents
have been derived to be ζ ' [(4 − D)/(n + 4)]{1 + (1/4e)2−[(n+2)/2][(n +
2)2/(n + 4)][1 − . . . ]} [33]. Here it should be noted that for the thermal
roughening of a domain wall in pure magnets the (1+1) dimensional case is
equivalent to a random walk (RW) with the corresponding roughness expo-
nent ζ = 1/2. In (2 + 1) dimensions the thermal roughening is logarithmic,
w2 ∼ ln(L) [45]. Hence the disorder induced roughness is much greater at
large length scales and more important than thermal fluctuations.
In the contexts of the surface roughening and fractals, objects which can
be defined with Eq. (9) and have an exponent ζ < 1 are said to be self-
affine. When the exponent ζ = 1, which is the case for (1 + 1) dimensional
RF magnets (only, when L > Lb, see Section 4.2), they are self-similar
or fractals [46, 47]. The roughness behavior may be characterized with
the height-height correlation function, Gk(r) = 〈|z(x)z(x + r)|k〉 ∼ rαkk,
too. If the higher moments k of Gk(r) that define αk vary, such objects
are said to be multi-affine or multi-fractals [48, 49]. The higher moments
are dominated by the largest values of the measure, e.g. in the case of
the surface roughness the higher moments correspond the largest nearest-
neighboring height differences of the surface. In the case of percolation
when considering a random resistor network, the higher moments of the
current correspond to the highest currents, which go through the spanning
cluster [47]. This current goes through the singly connected or red sites,
since the total current has to go through them, and the corresponding multi-
fractal dimension defined by the scaling of the highest non-zero moment of
current is the fractal dimension of the red sites.
The average mean energy of an elastic manifold scales linearly with the
manifold area, E = E0L. The fluctuations of the energy scale as
∆E =
〈(
E − E)2〉1/2 ∼ Lθ. (10)
Thus the expansion of the distribution of the energy is E ∼ E0L + E1Lθ+
other non-analytic corrections. Huse and Henley [50] derived by expanding
the gradient term in the Hamiltonian (8) and by assuming scaling, a hyper-
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scaling relation with ζ,
θ = 2ζ +D − 2. (11)
For domain walls θ is always above zero. For lines or polymers with D = 1
in n > 1 there is still the open question, whether there exists an upper
critical dimension nc at which disorder-induced ζ = 1/2 as for thermal
fluctuations, and thus θ = 0. However, it is known that there exists a Tc
for n > 2 above which the thermal fluctuations dominate, and on the other
hand the disorder induced fluctuations dominate always for n ≤ 2 [51].
Positive θ again couples to the temperature in the renormalization group
sense with a negative sign, dT = −θT , which implies that the temperature
is an irrelevant variable and the T = 0 fixed point dominates. However,
at the randomness dominated pinned phase the temperature is dangerously
irrelevant, because at T = 0 the (free) energy density is singular [3] and
there exist many local minima separated by large barriers scaling also with
Lθ [44]. This means that in RG calculations the interesting correlation
functions cannot be obtained by setting T to zero [52, 53, 54]. This holds
for random field magnets, too, and this is the reason, why the early field-
theory calculations with the dimensional reduction suggesting dl = 3 for
RF magnets failed [44, 1]. The dangerous irrelevance of the temperature
modifies the hyper-scaling law used in the Harris criterion, Eq. (7), for
the random field magnets to be 2 − α = (d − θRF )ν [1, 11]. Note that
this exponent θRF , whose value in 3D is unity or greater but not exactly
known [11], is not the same as the domain wall energy fluctuation exponent
above.
Nevertheless, it has been shown [51] for a directed polymer at finite tem-
perature T > 0 that the fluctuations of the entropy (∆S)2 and the internal
energy (∆Eint)
2 scale linearly with the length of the polymer and cancel
out each other. Hence there are only the fluctuations of the free energy
(∆F )2, which scale with the zero temperature energy fluctuation exponent
2θ = 2/3.
One should also mention the replica techniques, which have been frequently
used for calculations in random systems, especially spin glass problems [7],
in addition to the renormalization group calculations. Directed polymers
have been shown to obey a weakly broken replica symmetry [55], a “baby-
spin glass” phenomenon. This means that the replica symmetric solution
of a DP is degenerate with the solution with the broken symmetry. There
is a broken replica symmetry e.g. if a system does not end up in the same
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low temperature state, when the cooling is started from different high tem-
perature configurations. The order of the terms in calculating the partition
function is important in a broken replica symmetric case. In that case the
probability distribution for the replicated states is nontrivial, i.e., also other
states than a single one and its mirror case (all the spins are reversed) have
a non-zero probability.
Periodicity in Random Manifolds
Elastic manifolds and media can experience periodic potentials. For elastic
manifolds, as in the case of domain walls in magnets, an applied periodicity
is often due to the underlying lattice structure [56, 57, 34], which in analytic
calculations can be added with an extra sinusoidal modulating potential of
wavelength λ, Vp = V0 sin(2piz/λ), in the Hamiltonian (8). In the case of
D = 3 and n = 1 there has been a discussion whether there is a first-
order or second-order roughening transition at a certain disorder strength
below which the domains are flat due to the pinning by the periodic poten-
tial. Also there is an open question how the systems reach the asymptotic
rough domain wall -limit for D = 2 when decreasing the lattice pinning or
increasing the systems size [58].
There are elastic media with periodicity, too, called periodic elastic media
(PEM) where, as in the case of superconductors, one periodicity is due to the
rotational invariance of the phase. A second periodicity is induced when flux
lines form a lattice at high magnetic fields. Closely related is the random
substrate problem, where a D = 2 dimensional surface grows on a random
substrate on layers of absorbed atoms in n = 1 dimensions [59, 60, 61].
This model also serves as a model for the effect of a random field on the
XY-model [59, 60]. After a debate it has been agreed that the roughness
scales as w ∼ lnL [in contrast to thermal fluctuations in dimensions (2+1),
which grow as w2 ∼ lnL]. This phase is called “super-rough” [59, 60, 61, 62,
63, 64, 65]. The substrate roughness is randomly drawn from the interval
di ∈ [0, 1) (in lattice units) and i indexes the position in the substrate. Here,
the random substrate leads to a periodically repeated disorder seen by an
interface lying above the substrate. This arises due to the fact that the first,
third, fifth, i.e., odd nith “atoms” (and similarly for even nith) deposited
at the same position on the random substrate see exactly the same disorder
around them. The Hamiltonian for such a solid-on-solid model on a random
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substrate is
H =
∑
〈ij〉
f(zi − zj), (12)
where zi = di + ni and f is a convex and symmetric function. This corre-
sponds to a case when the RB disorder is repeated with period λ = 2 along
the growth direction, i.e., the potential Vr(x, z + 2) = Vr(x, z).
External Field and Susceptibility in Random Manifolds
Interesting phenomena arise especially when an external field is applied to
an elastic manifold. In disordered superconductors the external field is due
to the current density j, which together with the magnetic field causes a
Lorentz-force driving the vortex lines [36]. The external field gives informa-
tion about the energy landscape of the random system and in experiments
one often measures the susceptibility by applying an external field.
In the Hamiltonian (8) the external field adds an extra potential term
Vh ∼ h(z). Then the Hamiltonian is also applicable to wetting in a three-
phase system, where two of the phases are separated by an interface in a
random bulk [66, 67, 68, 45]. In that case h(z) is equivalent to the chemical
potential, which tries to bind the interface to the wall, and competes with
the random potential, in the presence of which the interface tends to wander
in the low energy regions of the system. In the case where Vh ∼ hzκ and
the mean distance of the interface from the inert wall z is of the order of
the interface transverse fluctuations ξ⊥, there is a power-law relation, from
the minimization of Eq. (8), between the distance of the interface and the
external field:
z ∼ h−1/(κ+τ) ∼ h−ψ. (13)
In this thesis κ = 1 has been used and thus the wetting-exponent becomes
ψ = 1/(1 + τ), i.e.,
ψ =
ζ
2− ζ . (14)
Directed polymers have anomalous fluctuations resulting from the regions
of the random potential with almost degenerate energy minima, which are
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separated by large energy barriers [51, 69, 70]. These spatially large-scale
low-energy excitations are rare, but dominate the thermodynamic properties
and cause large variations in the structural properties at low temperatures.
This is also related to the baby spin-glass phenomenon mentioned earlier.
Let us consider a polymer, which is fixed at one end. The polymer may have
a small energy excitation with a transverse scale ∆ (' lζ , where l is the linear
length of the excitation). The energy excitation scales as ∆θ/ζ , gives rise to
large sample-to-sample variations in the correlation function, and dominates
the disorder averages [70]. At low temperatures the polymer is usually
locked in a unique state and is separated from the lowest excited state by
a free-energy difference, which can be much higher than the temperature.
On the other hand the system may have a nearly degenerate state, to which
the thermal fluctuations can cause a large-scale “hopping”. These nearly
degenerate states are typically separated by large energy barriers and with
large distances from the ground state. For the finite field case there is a
statistical tilt symmetry, which means that the random part of the new
potential of the polymer is statistically the same as the old one, when the
polymer is excited by an applied field. It has been also shown numerically
that the energy difference between two copies of the polymer in the same
realization of the random potential scales as Lθ, where θ = 2ζ−1 = 1/3 [69].
When a polymer is fixed at one end and an external field h is applied to
the other end of the polymer, the polymer does sharp jumps of distance
Lζ , when the field is increased by Lθ. Calculating the susceptibility, χ ∼
〈z2〉 − 〈z〉2, in this case leads typically χ/L = 0, i.e., it is stationary for
large ranges of applied field. With the probability L−θ there is a sample
for which h = 0 is the critical value of h, and the polymer makes a large
jump of height L2ζ ∼ L1+θ. Hence the total average susceptibility becomes
χave ∼ L.
The response of the random manifolds to the external field is seen in their
susceptibility. In this thesis the susceptibility used for a D dimensional
manifold in a d dimensional embedding is [71]
χ = lim
h→0+
〈
∂m
∂h
〉
, (15)
where the change in the magnetization of the whole d dimensional system
is calculated in the limit of the vanishing external field, which is applied
to the whole system, from the positive side. Note that the manifold is
not fixed at any point. This definition is used instead of the one used in
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the studies with the field applied in the end point of the polymer, since it
is more practical for higher dimensional manifolds and corresponds to the
case the extra field potential Vh ∼ hz is added in the Hamiltonian (8). It
should be noted that the magnetization of the system with a domain wall
m ≡ 2 [1− z(x)/Lz] − 1, where Lz is the system height in the direction of
the average normal vector of the manifold.
1.4 Computing Exact Ground States
Calculating random systems using conventional Monte Carlo methods usu-
ally leads to problems, since due to the rugged energy landscape and deep
metastable energy minima, which are separated by high barriers, finding
the true global energy minimum and equilibrium state is difficult and slow.
Finding the ground state structure is actually a global optimization problem.
In this thesis for the numerical studies of the Hamiltonians, Eqs. (1) and (2),
the spin-systems are transformed to random flow graphs. When the man-
ifolds are considered, these systems have domain wall -enforcing boundary
conditions, such that the spins in the opposite boundaries are fixed to point
up and down and the domain wall is the path between the up and down
spin domains which is formed when the energy is minimized. The transfor-
mation is such that there are two extra sites in the graph: the source (s)
and the sink (t), and the coupling constants 2Jij ≡ cij between the spins
correspond to flow capacities cij ≡ cji from a site Si to its neighboring one
Sj. In the random field systems the positive field values 2hi correspond
to flow capacities cit, cit ≡ cti connected to the sink from a spin Si, simi-
larly the negative fields with cis are connected to the source, see a sketch in
Fig. 2. For domain walls in random exchange magnets the sink is formed by
the spins, which are forced to be up and the source is formed by the spins,
which are forced to be down, see Fig. 1.
From these random graphs using a graph-theoretical combinatorial opti-
mization algorithm, a maximum-flow minimum-cut algorithm, the bottle-
neck, which restricts the amount of the flow that is able to flow from the
source to the sink, can be found exactly [72, 73]. This bottleneck, path P ,
divides the system in two parts, sites connected to the sink and sites con-
nected to the source. It is the global minimum cut of the graph. The sum of
the capacities, i.e., the unsatisfied coupling constants and fields, belonging
to the cut equals the maximum flow. The minimum cut is smaller than
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Figure 2: A random graph for calculation of a one-dimensional random
field magnet. The dotted lines represent unsatisfied capacities, i.e., fields
or bonds, and the solid lines represent the satisfied ones. The maximum
flow is pushed from the source to the sink, and the minimum cut, drawn
with a dashed line, defines the ground state. Its spin-structure is plotted in
bottom of the figure.
of any other path cutting the system, and it gives either the ground state
structure of a random field magnet with or without a domain wall, or the
domain wall structure for the random exchange magnet. The value of the
maximum flow is
F =
∑
P
cij +
∑
P
cit +
∑
P
cis, (16)
where the sums are over the capacities belonging to the minimum cut. The
last two terms are not needed for the random exchange magnets. The total
energy is achieved by adding in the Hamiltonians (1) and (2) the values
defined by (16). For the random exchange magnet (here Si = 1)
H = −
∑
〈ij〉
Jij + 2
∑
unsat.
Jij = −
∑
〈ij〉
Jij +
∑
P
cij, (17)
where 〈ij〉 is over all (satisfied and unsatisfied) nearest-neighbor pairs, and
for the random field magnet
H = −
∑
〈ij〉
Jij −
∑
i
hi + 2
∑
unsat.
Jij + 2
∑
unsat.
hi
= −
∑
〈ij〉
Jij −
∑
i
hi +
∑
P
cij +
∑
P
cit +
∑
P
cis. (18)
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Thus the optimized maximum flow gives the smallest value which increases
the energy from a large negative value. Note, however, that in the cal-
culations done in this thesis the reported energy values are actually the
maximum flow values F . The first terms in Eqs. (17) and (18) are statisti-
cally constant for a fixed system size and strength of randomness, and thus
may be set to zero. The maximum flow algorithms can be proven to give
the exact minimum cut of all random graphs, in which the capacities are
non-negative and where there is a single source and sink [74]. In physical
situations this means systems without local frustration, and thus e.g. spin-
glasses or Potts models cannot be studied with them. However, DAFFs can
be studied by doing a standard mapping to a random field magnet.
The idea to use the maximum flow method in order to calculate ground
states in random field Ising magnets was introduced in mid-eighties [75, 76].
The algorithm was used for the first time in this context in ’86 to show that
the 3D RFIM has a ferromagnetic phase [77]. The best known maximum
flow method is by Ford and Fulkerson and is called the augmenting path
method [78]. In this thesis a more sophisticated method called push-and-
relabel by Goldberg and Tarjan is used [79]. The algorithm is optimized
for the calculations done here and the details of the implementation of
the algorithm have been reported already in a Master’s Thesis [80]. The
algorithm scales almost linearly, O(n1.2), with the number of spins and gives
the ground state for a million spins in about one minute in a workstation.
When one wants to study the response to a perturbation, e.g. an external
field, a technique, which takes advantage of the so called residual graph can
be used [81]. In this thesis the technique is used for calculating so called red
clusters, see Section 4.4 and Publication VII. In the algorithm the original
ground state is searched without a perturbation. Then the perturbation
is applied, and the ground state is searched again. This time all the flow
needs not to be constructed from scratch, but instead one can utilize the
final situation of the first ground state search (the residual graph). Only
the extra amount of flow by which the perturbation is done has to be forced
to flow through the system from the source to the sink.
It should be mentioned, too, that for the (1 + 1) dimensional domain walls
there is another efficient method available, the so called transfer matrix
method [82]. In the maximum flow method domain walls may include over-
hangs, in the transfer matrix method usually not.
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1.5 Rare Events and Extreme Statistics
Many of the interesting phenomena studied in this thesis relate to extreme
statistics [83]. These are e.g. the destruction of the effective ferromagnetic
phase in two-dimensional random field magnets, when the system size in-
creases, Section 4.1, the roughening of the elastic manifolds, Section 2.2,
and the response of an elastic manifold to an external field, Section 3.1, or
to an applied potential, Section 2.2, etc.
Extreme statistics is found in several fields. Extreme values are the small-
est or the largest ones of statistically distributed measures, such as the
first failure of an equipment; service time of an equipment, when it is de-
termined by the component, which requires the longest service; and the
breaking strength of a material, etc. The basic idea is to have indepen-
dent and identically distributed random variables and to study either tail of
the distribution, and how these extreme values themselves are distributed
[83]. The extreme statistics naturally depends on the original distribution,
from which the independent and identically distributed random variables
are taken.
Let us have random values, e.g. of energy, which are taken from a distribu-
tion decaying faster than any power-law,
P(E) = k exp
{
−
( |E − 〈E〉|
∆E
)η}
, (19)
where η > 0 [84], and 〈E〉 is the average energy of the system and k ∼
(∆E)−1 normalizes the distribution. The case η = 2 is a Gaussian distri-
bution. Approximating a distribution with the Gaussian one holds for the
field energy of the two-dimensional random field magnets, when observing
the appearance of the first domain, since the random fields are by definition
from Poissonian statistics. The Gaussian approximation holds also for the
flat domain wall energy when the wall roughens. For the rough domain
walls, the exponent η may change due to their global optimization charac-
ter. For example for (1 + 1) dimensional directed polymers, η is known to
vary [85, 35]: the bulk of the distribution of the energy of a directed poly-
mer is Gaussian, and for the tails, for E < Emin and E > Emax, η− = 1.6
and η+ = 2.4, respectively. For higher dimensional manifolds the shape of
the distribution is not known in detail [52].
Assuming a priori that there are N local minima in a system, we get the
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probability of the lowest energy to be E
LN(E) = NP(E) {1− C1(E)}N−1 . (20)
where C1(E) =
∫ E
−∞P(e) de is called the error-function when η = 2. In the
case P(E) is Gaussian likewise for a general η > 0, LN(E) is known to be
Gumbel distributed, exp(u − expu) [84, 86, 87]. In the cases studied here
LN(E) is not trivially Gumbel distributed, since the original distributions
have cut-offs, due to the fact that the energy has to have a nonzero value.
The average of the lowest energy is given by
〈E0〉 =
∫ ∞
−∞
ELN(E) dE, (21)
and the typical value of the lowest energy is estimated from
N
1
k
P(〈E0〉) ≈ 1. (22)
Note, that in approximating the integral, Eq. (21), with the aid of the distri-
bution, Eq. (22) [in the limit C1(E) in Eq. (20) is small], the normalization
1/k should be taken into account. Eq. (22) gives
〈E0〉 ∼ 〈E〉 −∆E [lnN ]1/η . (23)
Similarly one may proceed, e.g. in studying the average gap between the
lowest and the next lowest energies, see Sections 2.2 and 3.2 and Publica-
tions II, IV, and V.
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2 Elastic Manifolds with Periodicity
In this Section two types of periodic elastic manifolds are studied. The
results of the work done are published and explained in more detail in
articles I and II. The first type of periodicity is periodic elastic media,
where the random potential is repeated. The second type of periodicity is
achieved by adding an extra modulating potential.
2.1 Periodic Elastic Media
In Publication I it is shown that an elastic manifold defined by the Hamil-
tonian (8), where the randomness is periodically repeated with a period
of λ, i.e., Vr(x, z + λ) = Vr(x, z), leads to the random substrate problem,
Eq. (12), whenever the period is finite. This is seen when the system size is
increased, and thus when approaching the thermodynamic limit, as a cross-
over from the random manifold roughness exponent to the periodic elastic
media roughness exponent.
The exact ground state calculations are done for (1 + 1) and (2 + 1) dimen-
sional systems with random-bond disorder by varying the periodicity λ and
the system size L. The average normals of the interfaces lie in the {10} or
{11} directions of square lattices and in the {100} or {111} directions of
cubic lattices, respectively.
There are two limits for the periodicity: λ = 2 and λ = ∞. The first case
corresponds to the periodic elastic media and the second to the random
bond manifold. In (1 + 1) dimensions when λ = 2, the manifold has only
two choices, whether to go up or down. This is the same question which a
random walker makes, and thus the roughness exponent becomes ζ = 1/2.
When λ = ∞ the manifold is actually a directed polymer, i.e., it has a
greater exponent from global optimization ζ = 2/3. Similarly in (2 + 1)
dimensions for λ = 2, w ∼ lnL as was stated in Section 1.3 and for λ =∞,
ζ = 0.41± 0.01.
The scaling functions for roughness with different λ and L are derived. In
(1 + 1) dimensions:
w(L, λ) ∼ L2/3f
(
L
λ3/2
)
, (24)
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Figure 3: (a) The scaling function f(z) = w/Lζ for two-dimensional systems
of the roughness w(L, λ) vs. scaling parameter z = L/λ1/ζ , where ζ =
ζDP = 2/3. The solid line has a slope of ζRW − ζDP = −1/6. (b) The
scaling function f(z) = w/Lζ for three-dimensional systems of the roughness
w(L, λ) vs. scaling parameter z = L/λ1/ζ , where ζ = 0.42.
where the scaling function f(z) for the roughness has the asymptotic be-
havior
f(z) ∼
{
const z  1,
z−1/6 z  1, (25)
see Fig. 3(a). Similarly in (2 + 1) dimensions:
w(L, λ) ∼ LζRBf
(
L
λ1/ζRB
)
, (26)
and the scaling function is
f(z) ∼
{
const z  1,
ln z/zζRB z  1, (27)
see Fig. 3(b).
2.2 Elastic Manifolds with an Additional Periodic Po-
tential
Elastic manifolds with an extra applied potential and random bond disorder
are always in (1 + 1) and (2 + 1) dimensions in the random-bond universal-
ity class regardless of the applied potential. However, there are two types
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of intermittence seen before the asymptotic roughness behaviors with ex-
ponents ζ = 2/3 and ζ = 0.41 ± 0.01 in (1 + 1) and (2 + 1) dimensions,
respectively. The first intermittence is due to large fluctuations between
different potential valleys of the mean location of a flat manifold, and the
second type of intermittence happens when the manifold roughens over the
potential barriers, see Publication II.
The calculations are done for systems with random bond disorder having
an extra potential Vp = V0[0.5 sin(2piz/λ) + 0.5] in Hamiltonian (8) for {11}
and {111} oriented lattices. The essential tuning parameter is v = V0λJ/δJ ,
where the average value of the exchange constant is J = 1 and the uniform
distribution of random bonds has a width δJ , and λ is the wavelength of
the potential. For large values of v the interface is always pinned near a
minimum of the periodic potential, but it jumps between different minima
as v is varied. See an example in Fig. 4(a) for (1 + 1)-dimensional case with
various V0 and a fixed random configuration.
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Figure 4: (a) Interface configurations in (1 + 1)-dimensions for various V0.
The disorder configuration and wavelength (λ = 16) are fixed at δJ = 1,
and the disorder is exactly the same for each value of V0. The solid lines
denote the position of the largest values of the sinusoidal periodic potential
Vp. Interfaces are oriented along the {11} direction. (b) Scaled roughness
of interfaces oriented in {111} directions for various values of V0/δJ and L.
λ = 4. The solid line corresponds to the slope ζ = 0.42.
Using an extreme statistics argument, Section 1.5, the gap between the
energies of the manifolds, pinned in the periodic potential minima having
the lowest energy and the next lowest energy, is derived. This gap energy is
compared with the variations of the energy, when the manifold is pinned in
the minimum, resulting from the variations of the amplitude of the periodic
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potential. Balancing these two energies it is approximated that the number
of the minima the manifold visits when v is swept is ln(N)/{ln(Ld−1)}2 of
the N available minima of the potential. Similar chaos behavior can be
seen for a directed polymer, when adding a random perturbation to the
system [88, 89].
When v is decreased even more, the manifolds start to roughen and wan-
der over the pinning barriers, see the two smallest V0 in Fig. 4(a). Using
an Imry-Ma type of argument [4] (see Section 1.2) and the extreme statis-
tics estimation, the length scale at which a (2 + 1) dimensional manifold
roughens,
L1 ∼ exp
[(
V0λ
δJ
)2]
, (28)
is calculated. It is shown in Publication II that on the average the first
droplet, which goes over the energy barrier of the periodic potential, is half
of the manifold size, and thus leads to a first-order type of a cross-over in
roughness. This result should have some relevance to the debate presented
in Section 1.3 [58].
Using the cross-over length scale, L1, the roughness data with various values
of V0/δJ and L can be collapsed, see Fig. 4(b) for (2 + 1) dimensional
case. In the asymptotic limit, for L > L1, the random manifold roughness
exponents, ζ = 2/3 in (1+1) dimensions (Publication II) and ζ = 0.41±0.01
in (2 + 1) dimensions, are reached.
For {100} oriented lattices without an applied potential similar scaling be-
havior is seen. In this case the extra potential gets introduced due to the
lattice itself. The same cross-over length L1, Eq. (28), holds for the roughen-
ing transition here, too (Publication II). This differs from the earlier result
of a study where the amplitude A(p) of the roughness behavior w ∼ A(p)Lζ
has been investigated [90]. The amplitude has a linear behavior with re-
spect to the strength of the dilution type of disorder, i.e., the probability
of undiluted bonds p. By extrapolating from the linear behavior, a critical
p∗ ' 0.89 ± 0.01 was derived, above which the amplitude seems to have a
value zero. However, the scaling behavior confirmed in this thesis indicates
that the roughening cross-over happens at such large length scales for p
close to unity, that it cannot be seen for the finite system sizes used in the
study [90], and A(p) is non-linear for p > p∗.
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3 Elastic Manifolds in an External Field
The response of elastic manifolds or interfaces to the external field is studied
in this Section. The results are reported in detail in Publications III–V.
First, based on an energy landscape argument the movement of a manifold
at equilibrium, when an external field is applied, is studied, Section 3.1. The
susceptibility of the manifold is derived in Section 3.2 from the probability
distribution of the field, when the manifold experience its first jump, and
from the finite size scaling of the first jump field. To finish the story of
the external field response of elastic manifolds the random-bulk wetting
phenomenon is considered in Section 3.3.
3.1 Glassy Energy Landscapes
The elastic manifolds are studied in dimensions (1 + 1) and (2 + 1) with
random-bond disorder in {10} and {100} oriented lattices, with an extra
potential caused by a field Vh ∼ hz in the interface Hamiltonian (8). The
field is actually added to exchange constants so that J⊥(z) = Jrandom +
h(z), where J⊥ are couplings in the z-direction, the direction of the average
normal vector of the manifold. When a ferromagnetic system is studied,
the external field h(z) can be transformed to a constant external field term
−H∑i Si in the bulk Hamiltonian (2) with fixed boundaries.
Based on the anomalous fluctuations of directed polymers, Section 1.3, the
external field contribution to a manifold is generalized. Let us consider a
manifold, which is fixed in one end, then the next optimal position of the
manifold has a displacement ∆ from the original state to the z direction
and the displacement scales as ∆ ∼ Lζ . If on the other hand the energy gap
between two manifolds with energies E0 and E1 grows as E1−E0 ∼ Lθ, then
it follows that E1 − E0 ∼ ∆θ/ζ . The external field has a contribution for
the energy differences of interfaces E1−E0 ∼ hLD∆ ∼ h∆1+D/ζ . Assuming
that this difference balances the gap and using the hyper-scaling law θ =
2ζ +D − 2 it leads to
h ∼ ∆α = ∆(ζ−2)/ζ . (29)
The exponent α is negative assuming that the roughness exponent is below
two, which is satisfied for both types of disorders studied in this thesis.
Hence, smaller fields scale with larger excitations and thus large excitations
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are the preferred ones, at least below the upper critical dimension. Eq. (29)
works only for ferromagnetic RF systems. If the bulk of a RF magnet is
paramagnetic the interface stiffness vanishes and ∆E = E1 − E0 does not
scale. The scaling argument (29) is for an average or a typical behavior, but
here we are interested in the smallest field excitations, i.e., in an extreme
behavior, and thus the scaling argument has to be checked for them. In
Publication V we have calculated for directed polymers, which are not fixed
at any point, the fraction of the first excitations for which the next optimal
position has an overlap with the original position. This overlap versus the
system size has a power-law behavior with a negative exponent. Hence
in the thermodynamic limit the excitations are always without an overlap
between the original and the next state.
In Fig. 5(a) it is shown what happens for two different random realizations
of DPs, when a perturbing external field is applied: the mean height of the
polymer normalized by its original height z/z0 is shown, when the external
field is increased. For both cases there is a large jump of a size about half of
the height of DP’s original position at first jump field, which is h1 = 8×10−5
(case 1◦). As a finite size effect the case 2◦ is preceded by a smaller jump.
This leads to a picture in which assuming a starting position far enough from
the system boundary, a finite number of large jumps exists from the original
position z0(x) to the positions z1(x), . . . , zn(x), . . . , closer and closer to the
wall, i.e., z0(x) > z1(x) > . . . > zn(x) > 0.
The global changes (large jumps) induce finite changes in the magnetization
m, and are reminiscent of first-order phase transitions and level-crossings
between the valleys in the energy landscape for the interface. The idea
of level-crossing is sketched in Fig. 5(b). In order to change between the
geometrically separated minima, an external field is applied, which at jumps
plays the role of latent heat. Originally the interface lies at height z0 and
has an energy E0. When the field is applied interface’s energy increases by
hLDz0 and at h1 the interface jumps to z1 < z0 having energy E(h1) =
E1 + h1L
Dz1 = E0 + h1L
Dz0, where E1 is the energy of the interface at z1
without the field. A similar behavior takes place at hn, n = 2, 3, . . . , when
the interface moves from zn−1 to zn < zn−1.
We have assumed that the roughness exponent ζ does not define only the
width of the manifold, but also the width of the minimum energy valley,
i.e., Lζ is the only relevant length scale in the transverse direction, and thus
the manifold should have Nz ∼ Lz/Lζ minima from which to choose the
global minimum position. For ζ < 1 the number of the minima grows with
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Figure 5: (a) Examples of two realizations of changes in mean heights z¯
of interfaces normalized by their original (global minimum) positions z¯0 vs.
applied field h for (1+1) dimensional systems. Note the large jumps in both
cases. (b) The level-crossing phenomenon for interfaces in random systems
in the presence of an external field.
system size, if the geometry is kept isomorphic, Lz ∝ L. The requirement
ζ < 1 holds for all RB interfaces; and for ferromagnetic RF interfaces, when
D > 1.
Following similar arguments as in deriving Eq. (29) for an excitation, the
mean field result for the finite size scaling of the first jump field is derived.
Let us have an interface at an arbitrary height z0 with an energy E0 and
an isotropic system L ∝ Lz. The energy gap between the two lowest energy
minima scales as ∆E1 ∼ Lθ. On the other hand the energy difference of
elastic manifolds at different heights due to the field contribution is ∆E '
h∆zLD. Assuming that 〈∆z〉 ∼ Lz the field contribution becomes ∆E ∼
hLd. It is expected that the first jump happens, when the gap equals the
field energy, and thus the first jump field scales as
〈h1〉 ∼ Lα = Lθ−d. (30)
In Publications III and V the scaling, Eq. (30), and the assumption 〈∆z〉 ∼
Lz are confirmed numerically for directed polymers and in Publication V
for (2 + 1) dimensional random-bond manifolds.
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3.2 Susceptibility of Domain Walls
The susceptibility of domain walls is studied here based on the probability
distribution of the first jump field and the energy gaps, and on their finite
size scaling.
All the energy minima are assumed to be non-correlated and well separated
from each other, see Fig. 6(a). This picture can be compared with the
idea of hierarchical parabolic wells of random depth used in functional RG
and replica calculations for elastic manifolds [91]. In Fig. 6(a) we have a
global energy minimum E0 at z0, and energy gaps ∆E1 = E1 − E0 and
∆E1∗ = E1∗−E0 > ∆E1 with energies E1 at z1 and E1∗ at z1∗ , respectively.
Note, that here the energy values as well as the field contributions are
normalized by LD which is constant when the system size is fixed. Then
the field h is applied, i.e., the energy landscape is tilted, see Fig. 6(b).
Due to the statistical tilt symmetry the external field h is assumed not to
change the shape of the random landscape. At the smallest tilt so that
the interface moves, i.e., at field h1, it moves to z1∗ , since with the field h1
E0(h1) = E0 + h1z0 = E1∗(h1) = E1∗ + h1z1∗ < E1(h1) = E1 + h1z1.
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Figure 6: (a) A simplified view of the minima in the energy landscape of
a random system. ∆E1 = E1 − E0 is the energy gap between the ground
state at z0, denoted with a black circle, and the second lowest minimum at
z1 denoted with a gray circle. (b) The view of the minima in the random
system when the field is applied.
Using a probabilistic argument the probability distribution of the first jump
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field h1 becomes
P (h1) = exp
[
−
∫ Nz
1
∫ kh1/Nz
0
Pˆ (∆E) d(∆E) dk
]
×∫ Nz
1
Pˆ (kh1/Nz)
1− ∫ kh1/Nz
0
Pˆ (∆E) d(∆E)
dk, (31)
where Pˆ (∆E) is the probability distribution of the gap energies. For a more
complete derivation, see Publication V.
Approximating Pˆ (∆E1) with a uniform distribution (in Publication V vari-
ous distributions are discussed) the probability distribution of the first jump
field is derived to be
P (h1) = exp
[
−Nzh1
2
]
Nz
h1
ln
[
1− h1
Nz
1− h1
]
∼ exp(−h1), (32)
see Fig. 7(a) for a (1+1) dimensional case. It should be noted that the
distribution from the numerical calculations is wider than the exponential
line, Eq. (32), in the figure. The normalization of the distribution leads to
the fact that the numerical result lies below the exponential line at P (h1 '
0), as well.
Following an extreme statistics argument as in Section 1.5 for the lowest
average energy 〈E0〉 of a manifold from a system with Nz ∼ Lz/Lζ energy
minima we get
〈E0〉 ∼ 〈E〉 −∆E [ln(Nz)]1/η , (33)
and similarly for the gap energy 〈∆E1〉
〈∆E1〉 ≈ ∆E
η
η(〈E〉 − 〈E0〉)η−1 ≈
∆E
η [ln(Nz)]
(η−1)/η . (34)
The detailed derivation is reported in Publications IV and V.
In order to derive the scaling function for ∆E1 it is expected that in systems,
where height Lz is small enough to restrict the number of minima, ∆E1
mainly depends on the height of the system Lz. On the other hand, when
Lz is large enough, there are enough valleys from which to choose the two
minima, and one has ∆E1 ∼ ∆E ∼ Lθ, hence
〈∆E1(L,Lz)〉 ∼
{
f˜(Lz), Lz  L,
Lθ, Lz  L. (35)
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Figure 7: (a) The scaling function of the probability distribution
P (h1/〈h1〉) × 〈h1〉 for the first jump field values h1 normalized by their
disorder-average 〈h1〉. The inset shows the tails in the natural-log-scale.
The initial global minimum position z¯0/Lz ' const for both L. The line
is the analytic result from Eq. (32). (b) The scaling function f(y) of the
scaled disorder-average of the jump field 〈h1〉L1−θLz as a function of scaled
transverse system size Lz/L
ζ . The line f(y) = 0.41 ln(y)−1/2 is a guide to
the eye. Also here z¯0/Lz ' const.
Since it is assumed that Lz ∼ Lζ , a natural scaling form based on these
limiting behaviors is
〈∆E1(L,Lz)〉 ∼ Lθf
(
Lz
Lζ
)
. (36)
The argument y = Lz/L
ζ for the scaling function f(y) is just a function of
the number of the minima, i.e., Lz/L
ζ ∼ Nz, and the scaling function has
the form from Eq. (34), when η = 2, (see Section 1.5 for discussion of η)
f(y) ∼ [ln y]−1/2. (37)
Publications IV and V include the numerical data confirming the scaling.
In order to find the scaling relation for the first jump field h1, an Ansatz
〈∆E1〉 = 〈h1〉LLz is made, since the field contributes to the manifold energy
proportional to LD (here D = 1) and Lz ∼ 〈∆z1〉 is the difference in the
field contributions hz to the energy at finite h at different average valley
heights z0, z1. Hence
〈h1(L,Lz)〉LLz ∼ Lθf
(
Lz
Lζ
)
, (38)
28
where the scaling function f(y) for the number of the minima Nz ∼ Lz/Lζ ∼
y has the scaling function Eq. (37). Fig. 7(b) shows the scaling function (38)
with a collapse of 〈h1(L,Lz)〉L1−θLz versus Lz/Lζ for various L and Lz in
(1 + 1) dimensions with a good agreement. Generalizing the numerical
results of (1+1) and (2+1) (the numerical data for the latter case is shown
in Publication V) dimensional calculations to arbitrary dimensions give the
behavior of 〈h1(L,Lz)〉 ∼ Lθ−DL−1z [ln(Lz/Lζ)]−1/2.
The susceptibility per spin of a system with a domain wall, Eq. (15) in
Section 1.3, may be written in the form
χ = lim
h→0+
〈
∆m(h)
∆h
〉
'
〈
∆z1
Lz
〉
lim
h→0+
P (h1), (39)
where P (h1) is the probability distribution of the first jump fields with the
corresponding first jump size ∆z1, and the magnetization |m(h)| ∼ z(h)/Lz.
The limit h → 0+ is taken from the probability of having a jump, and
thus the susceptibility will reflect the “co-existence” phenomenon related
to the first-order transition. Since 〈∆z1〉 ∼ Lz, the finite size scaling of the
susceptibility per spin depends only on the probability distribution of the
first jump field at the limit of the vanishing external field. The probability
distribution has a finite value at P (h1 = 0), see Fig. 7(a), and 〈h1(L,Lz)〉
vanishes with increasing system size, and thus from the normalization factor
at P (h1 = 0) the scaling of the susceptibility becomes
χ ∼ LD−θLz[ln(Lz/Lζ)]1/2, (40)
and at the isotropic limit, L ∝ Lz, the total susceptibility χtot = Ldχ is
χtot ∼ L2D+1−θ[(1− ζ) ln(L)]1/2. (41)
This differs from an earlier result [71], where assuming smooth, analytic
behavior in the manifolds’ thermodynamic functions, the susceptibility (for
a surface of dimension D) being proportional to the displacement of the
manifold was derived to be χD ∼ LD+2 and the susceptibility per unit
hyper-surface to vary as L2 for a manifold of scale L. This result was found
to be independent of the type of the pinning randomness, too. The studies
here take into account the anomalous fluctuations of the manifolds and
scaling of the number of the energy minima, which lead to a logarithmic
factor in the susceptibility. It should be noted that the formula for the
susceptibility in Publication III lacks this logarithmic factor. The correct
formula is reported in Publications IV and V.
29
3.3 Random-Bulk Wetting
In order to see the wetting behavior, let us study the case Lz  L, so that
there is only one valley available, and the assumption that the interface is
near a wall holds for the wetting behavior, see Section 1.3. In Fig. 8(a)
the average mean heights 〈z(h)〉 versus the field h for (1 + 1) and (2 + 1)
dimensional manifolds are shown. The disorder has chosen to be strong so
that it maximizes the amplitude of the roughness scaling. However, there
are still some deviations in the form of greater exponents than the expected
from Eq. (14), which gives the value ψ = 1/2 and ψ ' 0.26 in (1 + 1) and
(2 + 1) dimensions from ζ(1+1) = 2/3 and ζ(2+1) = 0.41± 0.01, respectively.
When one has L ∝ Lz calculating the average mean height 〈z(h)〉 with
a fixed field h is nothing but averaging over the jumped and not jumped
interfaces together with their location, Fig. 5(a), in which case 〈z(h)〉 is a
good example of a non-self-averaging quantity, see Section 1.2.
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Figure 8: (a) The average interface mean height 〈z¯(h)〉, as a function of the
external field h for one dimensional directed polymers, open circles. The
filled diamonds denote (2 + 1) dimensional interfaces. The solid line is a
guide to the eye with a slope ψ = 1/2 and the dashed line has a slope
ψ = 0.26. (b) 〈z¯(h)〉 vs. h for various system sizes in the flat regime. The
line is a guide to the eye with a slope ψ = 1.
In Fig. 8(b) the average mean height 〈z(h)〉 versus the field h for (2 + 1)
dimensional manifolds with a weak disorder is plotted. In this case weak
means for system sizes used that the roughness of the manifold is not yet
in the asymptotic roughness limit, L < L1, Eq. (28). The behavior is
simple: either the interface stays in its original position or jumps directly
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to the wall. Taking into account the jumped and original interfaces as
〈z(h)〉 = 〈z[1 − P (z0, h)]z0 + P (z0, h) × 0〉 = 〈[1 − P (z0, h)]z0〉 =
∫ Lz
0
[1 −
P{z0(h)}]z0 dz0 gives the behavior 〈z(h)〉 ∼ h−1, i.e., the exponent ψ ' 1,
if P{z0(h)} ∼ h−1. The larger manifolds jump faster to the wall, i.e.,
they feel the perturbation earlier, since Eq. (38) for flat interfaces (ζ = 0)
becomes 〈h1(L,Lz)〉 ∼ Lθ−DL−1z [ln(Lz)]−1/2. With fixed Lz and θ = D/2
from Poissonian statistics, in D = 2 leads to 〈h1(L)〉 ∼ L−1, which is
confirmed in Fig. 8(b). This gives the behavior of the wetting scaling,
〈z¯(h)〉 ∼ c(L)h−ψ where c(L) ' L−1 and ψ = 1. The finite size scaling
of the prefactor indicates that at the large L-limit with fixed Lz the flat
interfaces are immediately at the wall, and thus the systems are non-wet.
This implies that there is cross-over around L1 between such a “dry” regime
and the bulk wetting that takes over for even larger L.
The (1 + 1) dimensional wetting exponent has been confirmed already in
an earlier work [92], but the (2 + 1) dimensional studies for rough and flat
interfaces are new.
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4 Random Field Ising Magnets
Let us turn now from random-exchange magnets to random-field magnets.
In Section 4.1 the destruction of the effective ferromagnetic phase in two-
dimensional random-field magnets is demonstrated. The domain wall struc-
ture and its behavior, when crossing the so called break-up length scale, are
studied in Section 4.2. Above the break-up length scale, where random
field magnets are paramagnetic, the behaviors of the magnetization and the
susceptibility are demonstrated, Section 4.3. An interesting phenomenon, a
percolation transition, in two-dimensional random-field magnets is studied
in Section 4.4. All the results are published in the articles VI and VII.
4.1 Destruction of Long Range Order
For small system sizes the random field magnets with weak disorder prefer
to be ferromagnetic (FM), i.e., to have a long-range order, since the cost of
having a domain wall cannot be compensated with the gain from flipping a
domain of spins if the domain is not big enough. However, in two dimensions
for large enough system sizes the system breaks into domains, as proposed
by Imry and Ma, and becomes paramagnetic (PM). The length scale Lb at
which this happens is the so called break-up length scale, and it depends
exponentially on the random field strength squared, Eq. (6). The result
has been derived using extreme statistics in Publication VII. It is amusing
to note that the optimization of the domain wall by Binder [23] and the
optimization of a droplet as a rare phenomenon lead to the same scaling.
It can be easily understood that the most preferable domain is the one which
maximizes the area and minimizes the number of bonds to be broken, so
that the domain is on the average half the system size. Fig. 9(a) illustrates
this, as we increase (with a fixed random field configuration and system size)
the strength of the randomness or decrease the ferromagnetic couplings until
the first domain appears.
This kind of nucleation with a critical size is reminiscent of a first order
transition, and is related to a level-crossing, when either the random field
strength or the system size is varied. This is similar to random elastic
manifolds, when an extra periodic potential, Section 2.2, or a constant ex-
ternal field, Section 3.1, is applied. The magnetization for a certain disorder
strength and system size would be averaged over systems, in which the first
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Figure 9: (a) An example of the ground state after the first excitation.
“Up” spins are drawn in white, and “down” spins in black. (b) The brake-
up length scale Lb versus inverse random field strength (1/∆)
2 for bimodal
and Gaussian disorder (filled circles and empty squares, respectively).
excitation has (|m| ' 0) and has not (|m| ' 1) been formed yet. Hence a
simpler measure for the break up of FM order is defined: the probability
of finding a purely ferromagnetic system, PFM(L,∆), i.e., for a fixed ran-
dom field strength and system size we calculate the probability over several
realizations for magnetization |m| = 1. If the transition to the PM state
would be continuous, this would not make much sense, since already small
fluctuations would cause PFM(L,∆) ' 0. However, due to the first-order
behavior, and to the fact that the smallest energy needed to flip a domain
causes the excitation to be large, PFM is a good measure and has a smooth
behavior. We have checked that |m| vs. PFM does not depend on L.
The break-up length scale Lb is derived here by varying the random field
strength ∆ from the probability of finding a pure ferromagnetic system as
PFM(Lb,∆) = 0.5. The same criterion has been used successfully later in
studying the break-up of randomly coupled ferromagnets [93]. The data is
shown in Fig. 9(b) for Gaussian and bimodal RF disorder (in both cases
J = 1), and the exponential scaling for Lb vs. inverse random field strength
squared is clearly seen. The prefactors are A = 2.1 ± 0.2 and 1.9 ± 0.2 for
Gaussian and bimodal disorder, respectively.
After the ground state is broken to several domains, the largest domains
become fractals, see Section 4.4.
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4.2 Domain Walls in 2D Random Field Ising Magnets
The scaling properties of domain walls are studied here with the so-called
domain wall renormalization group (DWRG) method [94]. The Hamiltonian
(2) is minimized using boundary conditions, where the spins in opposite
boundaries are fixed to be up and down. This is compared to a system with
the same disorder, but with periodic boundaries. The energy of creating
the domain wall is the difference of the energies of the first, domain wall
enforcing, and the second, “normal”, case,
EDW (L) = Efixed(L)− Eperiodic(L). (42)
Note that when calculating the energy of a domain wall as above it is equal
to the differences in the maximum flow, Eq. (16), since the first terms in
Eq. (18) in the domain wall enforcing and the periodic cases cancel each
other.
In Fig. 10(a) the interface width with respect to the system size for three
different disorder strength values is shown. For a weak disorder the global
roughness exponent is found to be ζ ' 1.2 ± 0.05 and thus contradicts
the RG result ζ = (4 − D)/3. This larger exponent exists only up to the
break up length scale, Lb, i.e., when the systems are effective ferromagnetic.
Above the break up length scale the domains become fractal and ζ = 1,
see Section 4.4. There is a sharp transition between these two regimes
and the data for ∆ = 10/9 in the inset of Fig. 10(a) has two regimes,
one corresponding to the effective ferromagnetic phase and the other to
the paramagnetic phase. Driven interface simulations have yielded a large
exponent, ζ ' 1.2± 0.05, too (see e.g. [95]).
In order to understand the behavior of the domain walls with an rough-
ness exponent greater than unity, the interface fluctuations in the form of
the interface step height probability density function (pdf) f(∆zi,i+1, L) are
studied, too. ∆zi,i+1 is the height difference between two neighboring sites
(zi) along the solid-on-solid interface, i.e., the overhangs are neglected (the
same behavior is seen even when only the steps are considered, if there are
no overhangs). The f(∆z, L) shows stretched exponential behavior and the
pdf’s are clearly L-dependent, but only up to the break up length scale.
The data is shown in Publication VI. A similar behavior, so called tur-
bulent scaling, is seen in interface growth problems, which are governed
by intermittent, rare events [96]. A multi-fractal study, see Section 1.3,
of the average step height |∆z| and the interface height-height-correlation
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Figure 10: (a) Scaling of the interface width for a bimodal disorder, ∆ =
2/3 (empty triangles) and 3/2 (filled squares). The line indicates a least-
squares fit with a roughness exponent ζ = 1.20 ± 0.05. The inset shows the
cross-over in interface properties with increasing system size (∆ = 10/9).
(b) Scaling of the energy (per length) for bimodal ∆ = 1/3 (empty circles)
and 5/12 (filled squares). The inset shows the scaling of energy fluctuations
for ∆ = 1/3.
functions Gk(r) demonstrates a multi-affine behavior in the local interface
scaling. The first and the second moments of the height-height-correlation
functions have exponents α1 ' 0.88 and α2 ' 0.66, respectively. The latter
exponent is seen for RF domain wall scaling with an external field, too [97].
Fig. 10(b) shows the DWRG result for the domain wall energy: there is
a logarithmic correction to the domain wall energy in the FM “phase”,
as proposed by Binder in his domain wall optimization calculation when
calculating Lb, see Publication VII. In the PM phase the energy has only
a remnant contribution from the boundary conditions. It should be noted
that the behavior does not depend on the type of disorder, but is similar for
both the bimodal and the Gaussian distributions. For the FM “phase” the
energy fluctuation exponent is θ ' 1, see the inset of Fig. 10(b). The values
for the exponents ζ and θ below Lb disagree with the exponent relation,
Eq. (11).
The different interface roughness scaling behaviors for system sizes below
and above Lb indicate that the domain wall roughening is not scale invariant.
Since the interface stiffness vanishes at Lb and there is a violation of the
hyper-scaling relation, the RG phase diagrams proposed for the DP/KPZ
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problem with the correlated disorder [98, 99] fail at this point.
4.3 Magnetization and Susceptibility of 2D Random
Field Ising Magnets
The external field response to the ground states of two-dimensional ran-
dom field magnets is studied in this Section using the Gaussian distribution
for the random fields. There is a constant external field H applied to the
magnet, which adds the term −H∑i Si in the Hamiltonian (2). Adding
an external field to the systems, whose system sizes are above the break-up
length scale, Lb, does not lead to a first-order type of behavior, similarly
to the first Imry-Ma -domains, but the domains melt continuously, Publi-
cation VII. Below Lb in effective ferromagnetic systems an “avalanche” like
behavior could be studied [100], but because the effective ferromagnetism
vanishes for large enough system sizes and thus does not exist at the ther-
modynamic limit, that behavior is not interesting.
The magnetization behaves continuously and all the magnetization values
for different system sizes lie exactly on top of each other, when L > Lb,
at least if the statistics is good. In order to find the scaling between the
external field and the random field strength the crossing points of magne-
tization curves with a fixed magnetization values at external fields Hm are
taken for different random field strength values ∆. The external field Hm
scales exponentially with respect to the random field strength,
Hm ∼ exp(−6.5/∆). (43)
The data-collapse using the scaling (43) is shown in Fig. 11(a) confirming
the scaling. The magnetization behaves linearly with respect to the external
field for small field values H and has exponential tails. The exponential
behavior of Eq. (43) implies that there is a unique “melting rate” at which
the cluster boundaries get eroded as H increases and that the process is
otherwise similar for all ∆.
Also the susceptibility, χ ∼ 〈m2−〈m〉2〉, with respect to the external field is
studied. The susceptibility is shown to vanish with respect to the area of the
systems, χ ∼ L−2, Publication VII. In Fig. 11(b) the susceptibility versus
the external field has been data-collapsed by scaling the external field with
(43) (as for magnetization) and the susceptibility with χ ∼ exp(7.3/∆).
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Figure 11: (a) The data-collapse of the magnetization m versus the scaled
external field H/ exp(−6.5/∆) for various random field strength values.
(b) The scaled susceptibility χ/ exp(7.3/∆) versus the scaled external field
H/ exp(−6.5/∆) for several random field strength values.
The shape of the data-collapse is constant for small external field values
H and has exponential tails for large values. This seem to result from the
magnetization through χ = ∂m/∂H. To summarize the behavior of the
susceptibility
χ ∼ L−2 exp(7.3/∆)g(H/Hm), (44)
where Hm is from Eq. (43) and
g(y) ∼
{
const, y ' 0,
exp(−0.2|y|), y → ±∞. (45)
From the susceptibility one gets the magnetization correlation length ξm,
which thus has an exponential dependence on the random field strength and
is not related to the Lb.
The continuous behaviors for the magnetization and the susceptibility are
consistent with the Aizenman-Wehr argument proving the nonexistence of
ferromagnetism in 2D RFIM [27] and indicate that the proposals for a crit-
ical random field strength value or a phase transition are wrong [101].
4.4 Percolation in 2D Random Field Ising Magnets
Above the break up length scale Lb the domains look like fractals. Actually,
they resemble percolation clusters by having domains inside domains and
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they are of all different sizes, even up to the system size [47]. Thus the per-
colation behavior in two-dimensional random field Ising magnets is studied
here.
When the random field strength is well above the coupling constant value,
∆  J , the percolation can be easily understood by considering it as an
ordinary site-occupation problem. This means that only the random field
directions are important and the coupling constants may be neglected. The
site-percolation occupation threshold probability for square-lattices is pc '
0.593 [47], i.e., well above one half. Applied to the strong random field
strength case it means that there must be a finite external field in order to
get a domain spanning the system. However, when the random field strength
is decreased, the coupling constants start to contribute and in some cases a
domain spans the system even without an external field. Hence, we propose
a phase-diagram, Fig. 12(a).
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Figure 12: (a) The phase diagram for the 2D RFIM with disorder strength ∆
and an applied external field H. The 1/∆ = 0 axis corresponds to the stan-
dard site-percolation, with the percolation occupation fraction pc = 0.593.
The dashed lines define the percolation thresholds Hc(1/∆) for up and down
spins, below and above of which the systems are simple ferromagnetic. (b)
The data-collapse using L−1/ν , ν = 4/3 and Hc = 0.00186 ± 0.0008 for up
spin-spanning Πup as a function of H for ∆ = 2.6.
The spanning probabilities of up spins Πup with respect to the external field
H for several system sizes L, which are greater than Lb, and for a number
of random field strength values have been studied in the direction of the
vertical arrow in Fig. 12(a). Using the correlation length exponent of the
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standard percolation, ν = 4/3 [47], the critical external field has been esti-
mated to be Hc = 0.00186 for ∆ = 2.6 and the data-collapse of Πup versus
(H −Hc)/L−1/ν is shown in Fig. 12(b), which confirms the estimates of Hc
and ν = 4/3. Similar data-collapses for various other random field strength
values ∆ can be obtained as well. In order to test further the universality
class of the percolation transition studied here also the order parameter of
the percolation, the probability of belonging to the up-spin spanning clus-
ter P∞, is calculated. The data-collapse of P∞/L−β/ν , β = 5/36, ν = 4/3
versus the scaled external field (H − Hc)/L−1/ν has been successfully at-
tempted, Publication VII. The fractal dimension of the spanning cluster
has been measured and the mass of the spanning cluster, as the sum of the
random fields in it, scales with the same fractal dimension Df = 91/48 as
the standard short-range correlated two-dimensional percolation. Thus the
percolation transition with respect to the external field is in the standard
short-range correlated percolation universality class [47] and there exists a
percolation correlation length ξperc, which diverges with a correlation length
exponent ν = 4/3. This, together with Lb, should explain different correla-
tion lengths found for 2D RFIM [102]. The standard correlation universality
class is not surprising, since all two-dimensional short-range correlated per-
colation systems belong to the same universality class. Although the ground
state structure originates from global optimization, the correlations in the
system are not long-range. Other exponents could be measured, too, as
γ for the average size 〈s〉 of the clusters, and σ and τ for the cluster size
distribution. Note, however, that one must be above the break up length
scale and the control parameter should be the external field H instead of
the disorder strength ∆ in order to get the correct exponents. In an earlier
work the cluster size distribution has been measured at H = 0 giving an
exponent differing from standard percolation [103]. This is because for the
used ∆ Hc  0.
There is, however, another question: do the percolation lines in Fig. 12(a)
meet each other at finite ∆c, i.e., does there exist a spanning cluster also
when H = 0 and ∆ > 0? In order to answer the question a critical type
of scaling using the calculated Hc for various ∆ has been attempted. The
Ansatz is
Hc ∼ (∆−∆c)δ, (46)
where δ = 2.05 ± 0.10. In Fig. 13(a) the calculated ∆ values versus the
scaled critical external field [Hc(∆)]
1/2.05 is plotted and it gives the estimate
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∆c = 1.65 ± 0.05. This indicates that the percolation probability lines for
up and down spins meet at ∆c = 1.65 and for ∆ below the critical ∆c there
is always spanning of either of the spin directions in the systems, even for
H = 0. Actually one should note, that the only way that neither of the
spin directions span is to have a so called checker-board situation, which
prevents both of the spin directions to have neighbors with the same spin
orientation. However, another scenario with an exponential behavior for
Hc(∆) fits to the data reasonably well. This would suggest, that there is no
finite ∆c. Fig. 13(b) shows a behavior of Hc ∼ ∆2 exp(−13/∆2− 4). If this
scaling is correct, then the effective percolation seen at finite system sizes
vanishes at the critical length scale Lc which is large enough that one can
be below it in experiments, and thus a system can “apparently percolate”.
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Figure 13: (a) The critical [Hc(∆)]
1/δ, where δ = 2.05 ± 0.10, of up spin
-spanning for each ∆. The data follows Hc ∼ (∆ − ∆c)δ, where ∆c =
1.65± 0.05. (b) The other scenario with Hc ∼ ∆2 exp(−13/∆2 − 4).
The percolation transition has been also studied at H = 0 and varying ∆,
Publication VII, but it is much harder to define, since when moving in the
direction of the horizontal arrow in Fig. 12(a) the critical lines of up and
down spanning are approaching and interfering with each other. Also, the
so called red clusters (RC) have been studied. They are like red sites in
the standard percolation, so that removing any single one breaks up the
spanning cluster. In this case it is investigated what happens if one inverts
any spin belonging to the spanning cluster by fixing the local field hi to a
large value opposite to the spin orientation. Then the new ground state
is found. The crucial difference to site-percolation is that now a whole
sub-cluster can be reversed. It is investigated whether the original cluster
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retains its spanning property for each spin or trial cluster in analogy with
ordinary percolation. Those spins that lead to a destructive (cluster) flip
define then red clusters as all the spins that reversed simultaneously. The
finite size scaling of the number of the red clusters, 〈NRC〉, is shown to scale
with L1/ν , where ν ' 4/3 as in ordinary percolation for red sites, for field
values ∆ ≤ ∆c, when L > Lb. The amplitude for the scaling of 〈NRC〉 is
larger the smaller the field, as is the average mass of red clusters 〈MRC〉.
〈MRC〉 is independent of the system size L and depends only on the random
field strength ∆, Publication VII.
The percolation transition in 2D RFIM explains the problems met when
characterizing the structure of the ground states: why the susceptibility
seems to be diverging at H = 0 and seems to suggest a transition from a
paramagnetic to a ferromagnetic phase [101], which is in contradiction to
the Aizenman-Wehr argument [27]. The percolation lines have an effect at
finite system sizes when the system size L is below the correlation length ξ,
also for higher ∆ than the percolation ∆c. Introducing the external field in
the system makes the whole picture simpler and enables to distinguish the
geometric from the magnetic properties of the ground states of random field
magnets. The average mass of red clusters defines an estimate for the length
scale over which the spins are correlated. Since 〈MRC〉 is not system size
dependent, at large enough length scales the correlations are renormalized to
be short-ranged, and thus the whole ground state of the random field Ising
magnet is short-range correlated except when it is geometrically correlated
due to the percolation.
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5 Conclusions
In this thesis elastic manifolds, in the presence of either of two different
types of periodicity or an external field, and the ground states of random
field Ising magnets are studied at zero temperature using exact ground
state calculations and extreme statistics arguments. The graph-theoretical
combinatorial optimization method is shown to be an accurate and powerful
tool in studying numerically the ground states of random magnets. The
extreme statistics is a useful method in analyzing the first excitations in
systems with a complex energy landscape. It has been actively used lately
in various other physical applications in which usual self-averaging does not
apply [87, 104, 105, 106, 107, 108].
The elastic manifolds with an additional sinusoidal potential are shown to
exhibit chaos type of behavior, similar to spin glasses [109], by moving with
sharp jumps between the minima of the periodic potential. The roughening
cross-over when tuning the system size or the amplitude of the periodic
potential is demonstrated to have a first-order-like transition [58].
The applied external field in the random manifolds are shown in T = 0
to move by sharp jumps between nearly degenerate minima. However, the
relevance of this to the creep phenomenon at small, finite temperatures is
still unclear and needs more study [54, 110]. The zero-temperature suscep-
tibility is shown to be dependent on the scaling of the number of the nearly
degenerate energy minima in the system, in contrast to calculations based
on smooth continuous behavior [71].
The ground states of random field magnets are demonstrated to break up
at the length scale predicted by Binder [23] and not to have any phase
transition [101] contradicting the Aizenman-Wehr argument [27]. The first-
order character seen in the break-up of the two-dimensional random field
magnets may be related to the discussion of the three-dimensional case [111,
112, 113]. Domain walls in random magnets exhibit a multi-scaling behavior
and a roughness exponent higher than the renormalization group calcula-
tions suggest [44]. It will be interesting to see if this phenomenon exists in
higher dimensions, too. The percolation transition studied for the random
field magnets explains the difficulties in understanding the ground state
structure of random field magnets [101, 102] and may be related to the
percolation hull exponent seen in dynamical, non-equilibrium simulations
[114, 115].
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