Abstract. The analysis and design of hybrid systems must exploit their hierarchical and compositional nature of in order to tackle complexity. In previous work, we presented a hierarchical abstraction framework for hybrid control systems based on the notions of simulation and bisimulation. In this paper, we build upon our previous work and investigate the compositionality of our abstraction framework. We present a composition operator that allows synchronization on inputs and states of hybrid systems. We then show that the composition operator is compatible with our abstraction framework in the sense that abstracting subsystems will the result in an abstraction of the overall system.
Introduction
The complexity of hybrid systems analysis and design motivate the development of methods and tools that scale well with dimension and exploit system structure. Hierarchical decompositions model hybrid systems using a hierarchy of models at different layers of abstraction. Analysis tasks are then performed on simpler, abstracted models that are equivalent with respect to the relevant properties. Design also benefits from this approach since the design starts at the top of the hierarchy on a simple model and is then successively refined by incorporating the modeling detail of each layer.
In addition, as systems are usually compositions of subsystems, one must take advantage of the compositional structure of hybrid systems. We seek, therefore, to take advantage of this compositional structure of hybrid systems to simplify the computation of abstractions. This simplification comes from the fact that it is much simpler to abstract subsystems individually and then interconnect them in order to obtain an abstraction, rather than to extract an abstraction of the system as a whole. In order to accomplish this, compositional operators need to be compatible with abstraction operators.
The notions of composition and abstraction are mature in theoretical computer science, and, in particular, in the areas of concurrency theory [10] , [19] , and computer aided verification [9] . Notions of abstraction such as language inclusion, simulation relations, and bisimulation relations have been considered in the context of hybrid systems. A formal model for hybrid systems allowing composition was proposed in [8] , compositional refinements in a hierarchical setting are discussed in [2] , and assume guarantee proof rules are presented in [4] .
For purely continuous systems, the notions of simulation, and bisimulation had not received much attention [18] . Recently, similar notions were introduced in [11, 12] which has resulted in constructions of abstractions for linear control systems [11] , and nonlinear control systems [12] while characterizing abstracting maps that preserve properties of interest such as controllability. Based on these results, in [16] , we took the first steps towards constructing abstractions of hybrid systems while preserving timed languages. This allowed us to introduce in [17] an abstract notion of control systems comprising discrete, continuous and hybrid systems. This abstract framework was the natural setting to understand abstractions of hybrid control systems.
In this paper, we extend the hierarchical approach described in [17] towards compositionality. Following the approach described in [19] , we introduce a general composition operator modeling the interconnection of subsystems and relate compositionality with abstractions. We prove that simulations and bisimulations of hybrid systems are compositional, and we also give necessary and sufficient conditions for bisimulations to be compositional. This paper is structured as follows. In Section 2 we review the abstract control systems framework introduced in [17] and introduce the notions of simulation and bisimulation. In Section 3 we introduce a composition operator based on [19] , modeling the interconnection of subsystems and relate compositionality with abstractions. We prove the main results of the paper showing that abstractions are compositional. We conclude at Section 4 by providing some topics for future research. In Appendix A we collect some mathematical facts and notational issues, and Appendix B contains the proofs of all the results.
Abstract Control Systems
In [17] , we presented an abstract control systems framework which allows the treatment of discrete, continuous, and hybrid control systems in a unified way. This approach differs from other attempts of unification [7, 14] by regarding systems as control systems. We start by looking at discrete and continuous systems to gain some motivation for the general case.
Discrete Control Systems: Let (Q, Σ, δ) be a discrete labeled transition system, where Q is a finite set of states, Σ is a finite set of input symbols, and δ : Q×Σ − → Q is the next-state function. For simplicity, we restrict to deterministic transition systems, and note that δ is in general a partial function. Let us denote by Σ * the set of all finite strings obtained by concatenating elements in Σ. In particular the empty string ε also belongs to Σ * . Regarding concatenation of strings as a map from Σ * × Σ * to Σ * we can give Σ * the structure of a monoid. Furthermore, it is well known from automata theory [5] , that the transition function δ defines a unique partial map from Q×Σ * to Q satisfying the following properties:
A similar description of control system can also be given. Continuous Control Systems: Let U be the space of admissible control inputs. Define the set U t as:
An element of U t is denoted by u t , and represents a map from [0, t[ to U . Consider now the set U * which is the disjoint union of all U t for t ∈ R + 0 :
The set U * can be regarded as a monoid under the operation of concatenation, that is, if
* with concatenation given by:
The identity element is given by the empty input, that is ε = u 0 . Letẋ = f (x, u) be a smooth control system, where x ∈ M , a smooth manifold and u ∈ U , the set of admissible inputs. Choosing an admissible input trajectory u t , f (x, u t ) is a well defined vector field and as such it induces a flow which we denote by
We thus see that a smooth control system defines a partial map:
satisfying:
We think of the monoid as the set of control actions available to influence the evolution of the system. In many cases, however, these available actions change from state to state. This dependence of the available actions on the states forces us to work with generalized monoids, see Appendix A for the correct definition.
Definition 1 (Abstract Control System). Let S be a set and M a generalized monoid over S. An abstract control system over S is a map Φ : M − → S respecting the monoid structure, that is:
We now show how this definition is general enough to cover also hybrid control systems.
Hybrid Control Systems:
The state space of an hybrid control system is a set of smooth manifolds X q parameterized by the discrete states q ∈ Q, denoted by X = {X q } q∈Q . A point in X is represented by the pair (q, x). The set of available actions at each point is described by a subset of the following monoid: 
The semantics associated with the evolution from (q, x) governed by Φ and controlled by a ∈ M (q,x) is the standard transition semantics of hybrid automata [3] . Suppose that a = u t1 σ 1 σ 2 u t2 , then Φ((q, x), a) = (q , x ) means that the system starting at (q, x) evolves during t 1 units of time under continuous input u t1 , jumps under input σ 1 and them jumps again under σ 2 . After the two consecutive jumps, the system evolves under the continuous control input u t2 reaching (q , x ), t 2 units of time after the last jump.
Control System Abstractions
We now review the notions of simulation and bisimulation in the context of abstract control systems while referring the reader to Appendix A for the relevant notation. 
Definition 3 (Simulations of Abstract Control Systems
The above definition slightly generalizes the usual notions of morphisms between transition systems in [19] 
Although we used relations to define simulations and bisimulations we will assume through the remaining paper that F is the relation induced by a map
The approach taken to define bisimulation is similar in spirit to the one in [10] , however instead of preserving inputs between bisimulations, we relate them through the map f . If one chooses a map f which is the identity on inputs we recover the notion of bisimulation in [10] . Several other approaches to bisimulation are reported in the literature and we point the reader to the comparative study in [13] and the references therein. The notion of simulation allows to define several different types of abstraction since when f : M X − → M Y defines a simulation from Φ X to Φ Y , the map f B takes state trajectories of Φ X to state trajectories of Φ Y [15] . This shows, in par-
, where L(Φ) denotes the language generated by abstract control system Φ. When f is simply the inclusion of
Under certain conditions on the relation F the computation of a simulation can be done algorithmically as described in [17] .
Compositional Abstractions
In this section, we follow the categorical description of composition of transition systems as described in [19] . A variety of composition operations can be modeled as the product operation followed by a restriction operation.
Parallel Composition with Synchronization
The first step of composition combines two abstract control systems into a single one by forming their product. Given two abstract control systems a y ) ), where the actions available at each (x, y) ∈ X × Y are subsets of the direct product monoid M X ⊗M Y . The trajectories of the product control system consist of all possible combinations of the initial control systems trajectories. The product can also be defined in a categorical manner. 
The relations π X and π Y are in fact those induced by the canonical projection maps
. This definition of product may seem unnecessarily abstract and complicated at the first contact, it will, however, render the proof of the main result on the compatibility of parallel composition with respect to simulations a much simpler task.
Example 1.
Consider the transition systems inspired from [19] and displayed on the left of Figure 1 where the ε evolutions are not represented. The product of these transitions systems will consist of all possible evolutions of both systems as displayed on the right of Figure 1 . Fig. 1 . Two transition systems on the left and the corresponding product transition system on the right.
In the product abstract control system, the behavior of one system does not influence the behavior of the other system. Since in general the behavior of a system composed of several subsystems depends strongly on the interaction between the subsystems, one tries to capture this interaction by removing undesired evolutions from the product system Φ X × Φ Y through the operation of restriction. Given a generalized submonoid M L ⊆ M W we define the restriction of control system 
It is not difficult to see that the relation i ML is simply the inclusion i ML (a l ) = a l ∈ M W for every a l ∈ M L . With the notions of product and restriction at hand, we can now define a general operation of parallel composition with synchronization. 
Definition 7 (Parallel Composition with synchronization). Let
Example 2. Consider the transition systems displayed on the left of Figure 1 . By specifying the generalized submonoid:
it is possible to synchronize the event a with the event b on the parallel composition of these systems, while the remaining evolutions not controlled by a neither by b remain unchanged. The resulting transition system is displayed in Figure 2 . 
Compositionality of Simulations
We now determine if composition of subsystems is compatible with abstraction. A positive answer to this question is given by the next theorem which describes how the process of computing abstractions can be rendered more efficient by exploring the interconnection structure of hybrid systems.
Theorem 1 (Compositionality of Simulations). Given abstract control systems
The above result was stated for parallel composition of two abstract control systems but it can be easily extended to any finite number of abstract control systems. The relevance of the result lies in the fact that, in general, it is much easier to abstract each individual subsystem and by parallel composition obtain an abstraction of the overall system.
Example 3.
To illustrate the use of Theorem 1 we shall make use of the celebrated water tank system from [1] . Consider two water tanks that can be filled by water coming from a pipe as displayed on the left of Figure 3 . The water level at tank A is measured by x 1 while the water level at tank B is measured by x 2 . Each tank has also an outflow that causes a decrease in the water level. The outflow rate at tank A is v 1 while at tank B is v 2 . This outflow can be compensated by a water inflow coming from the pipe on top of the tanks. This pipe has an inflow rate of w which can be directed to tank A or to tank B by means of a valve located in the pipe. Contrary to [1] , we explicitly incorporate a first order model of the valve in the hybrid automaton describing this hybrid control system, displayed on the right of Figure 3 . We now seek to abstract away the valve dynamics to obtain the usual model that considers the switching of the inflow from one tank to the other instantaneous 1 . Instead of computing an abstraction directly from this hybrid automaton we start by realizing that this automaton can be obtained by parallel composition of hybrid control systems H X and H Y modeling the pipe and the tanks, respectively, as shown in Figure 4 . This compo- Fig. 4 . Hybrid model of the pipe and water tanks on the left and right, respectively.
sition is synchronized on the generalized submonoid M L ⊆ M X × M Y defined by the equalities u 1 = w and u 2 = w − w. We now abstract the pipe model by aggregating all the continuous states in discrete state q 1 to 0 and all the continuous states in discrete state q 2 to w. Theorem 1 ensures that composing H Y with this abstraction will result in an abstraction of hybrid control system H X ML H Y . The new synchronizing generalized monoid is obtained from M L by replacing w by 0 on the continuous inputs in state q 1 and replacing w by w in the continuous inputs at discrete state q 2 . This is also be described by the equalities u 1 = 0, u 2 = w and u 1 = w, u 2 = 0 valid at discrete states q 1 and q 2 , respectively. The resulting hybrid control system is displayed in Figure 5 . This example illustrates the clear advantage of exploring compositionality in computing hybrid abstractions. We have only computed continuous abstractions of one-dimensional control systems (for the pipe automaton), whereas if one would have proceeded directly from hybrid control system H X ML H Y without exploring the compositional structure, one would have computed continuous abstractions of the three-dimensional continuous control systems at each discrete location.
Compositionality of Bisimulations
In this section we extend the previous compatibility results from simulations to bisimulations. Although the product respects bisimulations the same does not happen with the operation of restriction so we need additional assumptions to ensure that bisimulations are respected by composition as stated in the next result.
Theorem 2 (Compositionality of Bisimulations). Given abstract control systems
From the previous result we conclude that if we have a means of computing bisimulations and if we choose the synchronization generalized submonoid carefully we can compute bisimulations by exploring the interconnection structure of large-scale systems.
Conclusions
In this paper, we addressed the interplay between abstractions and compositionality of hybrid systems. Based on previous work on abstractions of hybrid control systems, we introduced a composition operator, and showed that this composition operator is compatible with abstractions based on simulations. Furthermore, we presented necessary and sufficient conditions for this operator to be also compatible with bisimulations. Current research is focusing on classes of hybrid systems and composition operators for which the abstraction process can be fully automated. Another important topic for future research is to understand which conditions guarantee that hybrid systems relevant properties are preserved by abstractions, and specially by composition operators.
A Notation and Mathematical Facts
A relation is a generalization of a function in the sense that it assigns to each element in its domain a set of elements in its codomain. Mathematically a relation F between the sets S 1 and S 2 is simply a subset of their Cartesian product, that is F ⊆ S 1 × S 2 . Given two relations F ⊆ S 1 × S 2 and G ⊆ S 2 × S 3 we can define their composition to be the relation
relation. An object that we will use frequently is the set valued map F :
We also introduce some notation for later use. Given relations
As explained in Section 2 we will need to work with generalized monoids. We start by recalling the notion of monoid. A monoid is a triple (M, ·, ε) where M is a set closed under the associative operation · : M × M − → M and ε is a special element of M called identity. This element satisfies ε · m = m · ε = m for any m ∈ M. We will usually denote m 1 · m 2 simply by m 1 m 2 and refer to the monoid simply as M. Given two elements m 1 and m 2 from M we say that m 1 is a prefix of m 2 iff there exists another m ∈ M such that m 1 m = m 2 . We will be specially interested in generalized monoids obtained as follows. Let X be a set and M a monoid. Then we can regard X × M as a set valued function F : X − → 2 M which assigns to each x ∈ X the monoid F (x) = M. However, in general, not all the elements of M will be available at each point in X so that we need 2 a map G : X − → 2 M such that G(x) may be a strict subset of M with the property that G(x) is prefix closed for every x ∈ X. Such a map will be called a generalized monoid over the set X and we shall denote it by M X . We will, interchangeably, regard a generalized monoid as a map from X to 2 M or as the subset of X × M defined by (x, m) ∈ M X iff m ∈ M X (x). A subset M L of M X which is also a generalized monoid will be called a generalized submonoid.
We now relate generalized monoids through relations. Let F ⊆ M X ×M Y be a relation between generalized monoids. Then F induces a relation
We then say that the relation F is generalized monoid respecting iff satisfies:
and (
B Proofs

Proof (of Theorem 1). Consider the product system (Φ
. By definition of product we know that there is one and only one relation ζ such that:
commutes and this relation is given by ζ = (
Consider now the following diagram:
where g and h are equal only on the generalized submonoid
. Therefore, by definition of restriction there exists one and only one simulation relation η from
Proof (of Theorem 2)
. We now prove Theorem 2 through a series of results. We start by showing that product respects bisimulations:
Proof. Consider the following commutative diagrams: By definition of product there exists one and only one relation η 1 and one and only one relation η 2 such that the diagrams commute. In fact, η 1 is the relation
Under the proper assumptions the operation of restriction is also compatible with bisimulations: Proof. A similar argument to the proof of Proposition 1 shows that Φ Y is a F | ML -simulation of Φ X so that we will only show that Φ X is a F |
−1 ML
-simulation of Φ Y . Consider the following diagram:
where g and h are equal only on the generalized submonoid M L . We will show that (14) commutes by proving the only nontrivial equality, ML) . Recall that the equality F −1 | F (ML) = F | ML −1 implies that the domains of the relations are the same, that is F (M L ) = F (M L ). This allows to conclude that:
Since (14) Proof. The following commutative diagram is a consequence of bisimilarity:
from which we get the following equality:
from which follows the desired equality
Theorem 2 is just a restatement of Lemma 1 and Propositions 1 and 2 and is therefore proved.
