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Renewable energy sources contribute 16% of the global energy 
consumption and most nations are working to increase the share of 
renewables in their total energy budget, to reduce the dependence 
on fossil fuel sources. Most Nordic and Baltic countries have already 
surpassed the target set for EU countries by 2020, to produce 20% 
of energy use from renewables like hydropower, solar energy, wind 
power, bio-energy, ocean power and geothermal energy.
 
This publication presents results from a comprehensive research  
project that investigated the effects of projected future climate 
change on hydropower, wind power and bioenergy in the Nordic and 
Baltic countries, with focus on the period 2020–2050.
 
The research group investigated historical climate, runoff and forest 
growth data and produced climate scenarios for the region based 
on global circulation models. The scenarios were used as input in 
models forecasting changes in glacial meltwater production, basin-
wide runoff, mean wind strength, extreme storm and flooding events 
and energy biomass production.
 
Although the uncertainty in modelling results translates into increased 
risks for decision-making within the energy sector, the projected 
climate change is predicted to have a largely positive impact on energy 
production levels in the region, and energy systems modelling projects 
increased export of energy to continental Europe by 2020.
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Preface 
The project Climate and Energy Systems: Risks, Potential and Adaptation 
(CES), was one of 16 research projects selected to form part of Nordic 
Energy Research´s 2007–2010 strategy and action plan. Involving nearly 
100 scientists at 33 institutions in all Nordic and Baltic countries, the CES 
project contributed to NER’s purpose of adding Nordic value to national 
research programs and activities within the energy sector. The main goal 
of the project was to study the impacts of projected climate change on 
renewable energy sources in the Nordic and Baltic region up to 2050 and 
assess the development of the Nordic electricity system until 2020.  
The total budget of the Climate and Energy Systems project amounted 
to 18,235,000 NOK. With a contribution of 10 million NOK, Nordic Energy 
Research contributed more than 50% of the funding. Nordic energy com-
panies, i.e. the National Power Company in Iceland, Statkraft in Norway, 
DONG Energy in Denmark, Elforsk in Sweden and the Finnish Energy In-
dustries provided funds amounting to 5,800,000 NOK. The participating 
research institutes financed the remaining part of the budget. 
This final report of the CES project starts with a Summary of main re-
sults and describes project aims and structure in Chapter 1. The present 
use of renewable energy resources in the Nordic and Baltic countries and 
near-future prospects are outlined in Chapter 2. These chapters were 
written by the report editors and project administrators. Chapters 3–11 
present main results from the research carried out by CES working 
groups; on climate scenarios, time-series analysis, hydropower, wind 
power, bio-fuels, energy systems and risk analysis. The lead authors of 
these chapters coordinated the working group activities within the project 
on the national and international level. The report concludes with an up-
date of recent developments in the global climate system (Appendix 1) 
and finally lists CES participants who contributed to this report (Appendix 
2). At the end of Chapters 3–11, scientific papers produced in the course of 
the project are listed. Not all of these works are cited in the text. More 
detailed information on publications resulting from the project is given on 
the project webpage: http://en.vedur.is/ces.  
The recent development and implementation of the Top-level Re-
search Initiative (TRI) by the Nordic Council of Ministers, managed by 
NordForsk, Nordic Innovation Centre and Nordic Energy Research shows 
the serious approach taken by the Nordic Council of Ministers regarding 
a Nordic response to the impact of climate change. Partners in Climate 
and Energy Systems took part in formulating two projects funded by TRI. 
These are (i) ICEWIND, led by the Risø National Laboratory in Denmark 
and funded under the TRI program Integration of large-scale wind pow-
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er; and (ii) SVALI, led by the University of Oslo and the Icelandic Meteor-
ological Office and funded by the TRI program Interaction between cli-
mate change and the cryosphere. 
The success in obtaining funding for these new projects demon-
strates the positive results of long-term Nordic investment in the 
buildup of capabilities, technology transfer and research innovation 
within research sectors that are essential in addressing future challeng-
es in the adaptation to climate change.  
 
 
Summary 
Introduction 
This report summarises results from the recently completed research 
project Climate and Energy Systems (CES), which delivered a new as-
sessment of the future development of renewable energy resources in 
the Nordic and Baltic Regions. The project focused on climate impacts 
within the energy sector, addressing both the positive aspects as well as 
the increased risks associated with expected climate change up to the 
mid-21st century. Main results produced by CES working groups are 
briefly summarised in this chapter. 
Statistical analysis of hydrological and meteorological 
time series 
The research group focusing on statistical analyses of hydrological and 
meteorological time series within the CES project made use of data from 
the Nordic stream-flow database, which consists of 160 series of daily 
discharge data from Denmark, Finland, Iceland, Norway and Sweden, to 
analyse long-term trends at individual stations within the Nordic region. 
Long-term trends in regional series have also been analysed based on 
precipitation, temperature and discharge records available in the indi-
vidual countries. 
The regional series analyses undertaken all point towards a positive 
anomaly in annual temperature in recent years, relative to the reference 
period 1961–1990. Results for precipitation and runoff are much more 
variable, both between countries and between regions in individual 
countries. An increase in annual precipitation occurred in Denmark, 
Norway and southern Iceland and annual runoff increased up to the year 
2000 in these same areas and as well as in northern Sweden.  Seasonal 
analysis of runoff anomalies for the Baltic countries indicates a marked 
increase in winter runoff throughout the region, and a decrease in sum-
mer runoff. 
A strong negative trend in the timing of spring snowmelt (i.e. earlier 
snowmelt) is found for many of the stations in the Nordic Region. Analy-
sis of the occurrence of peak flow events exceeding the mean annual 
maximum flood suggests a pattern of spatial variability, with some sta-
tions (for example, in western Norway and in Denmark) exhibiting an 
increase in the total number of events, and other stations (in Sweden, 
Finland and parts of Denmark) exhibiting a decrease. For the Baltic re-
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gion, the analysis of the timing of the spring flood maximum discharge 
suggests an earlier spring flood due to an earlier spring snowmelt. 
Climate scenarios for the Nordic and Baltic region  
Regional climate models (RCMs) were used in CES to produce high-
resolution (25x25 km) climate scenarios for the Nordic and Baltic re-
gion. From an ensemble consisting of 15 RCM climate change simula-
tions, three were selected for use in targeted studies within CES, with 
focus on the period 2021–2050. Some of the working groups in CES have 
used scenarios for the entire 21st century in their modelling studies. All 
three models project a summer temperature increase of at most 2°C 
over most of the region for the period 2021–2050, in comparison with 
the control period 1961–1990. Increases in winter temperatures will be 
more variable and most pronounced (up to 4°C) in the eastern and 
northern areas. In particular, there is a strong response to the general 
warming over the northernmost oceans where feedback mechanisms 
associated with retreating sea-ice come into play. The largest precipita-
tion increase will generally be seen in winter. In summer, there is a larg-
er uncertainty and the possibility that precipitation will decrease in 
southern parts of the region cannot be excluded, although several re-
gional simulations indicate that summertime precipitation could in-
crease over the Baltic Sea. Wind speed changes are generally small with 
the exception of areas that will see a reduction in sea-ice cover, where 
wind speed is projected to increase. 
The analysed RCM scenarios sample only a part of the full uncertainty 
range for the future climate. This is true both for the 15 selected scenar-
ios and even more so for a subset of 3 scenarios used in most of the im-
pact studies within the project. In order to characterize the full spread in 
a better way probabilistic climate change signals were calculated based 
on a larger ensemble of general circulation models (GCMs). It was found 
that the selected RCM-scenarios in general fit well within the distribu-
tions inferred from the wider range of GCM climate scenarios. However, 
for some variables, regions and seasons there are deviations where the 
RCM scenarios deviates from the general picture. The results clearly 
indicate that one should be careful with drawing far-reaching conclu-
sions based on individual model simulations. 
CES climate modelers have also downscaled results from global cli-
mate models to higher resolution (1–3 km), producing spatially more 
detailed scenarios than the standard 25 km simulations. The largest 
differences are seen in mountainous areas, but coastal effects also come 
into play. Biases are observed in those high-resolution model outputs, 
when compared with observations, calling for the development and ap-
plication of bias correction techniques. 
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Additional work done by the climate modeling group involved exam-
ination of the inter-annual variability of future climate, studies of the 
migration of climatic zones, assessment of 21st century precipitation 
trends in selected regions, studies of the characteristics of North Atlantic 
Cyclones, studies of storm statistics and future changes in surface geo-
strophic wind speeds, solar radiation projections and the possible future 
change in climate extremes in the CES area of interest, as determined by 
a range of General Circulation Models (GCMs). 
Modelling future changes in glacier volumes and 
glacial runoff 
Changes in glacier mass balance and associated changes in river hydrol-
ogy are among the most important consequences of future climate 
change in Iceland, Greenland and some glaciated watersheds in Scandi-
navia. As an example, glaciers and ice caps cover 11% of the surface area 
of Iceland and hydropower plants harnessing the potential energy of 
glacial rivers produce 75% of the country´s electricity demand. Since 
1995, the mass balance of all major ice caps in Iceland has been negative 
and runoff data from glaciated watersheds show a clear increase in gla-
cial melt during this period. Within the CES project, the main focus has 
been on the period 2021–2050 in order to assess changes that affect 
decisions related to investments and operational planning of power 
plants and energy infrastructure that need to be made in the near future. 
The snow and ice group used temperature and precipitation scenari-
os produced within CES and related projects to simulate changes in glac-
ier volume and runoff up to 2050. The simulations were carried out with 
coupled mass-balance/ice-flow models and with mass-balance and hy-
drological models coupled to volume–area glacier-scaling models. Re-
sults indicate the most glaciers and ice caps in the Nordic countries, ex-
cept the Greenland ice sheet, will be dramatically reduced in volume in 
the coming decades and are projected to essentially disappear in the 
next 100–200 years. Runoff from ice-covered areas in the period 2021–
2050 may increase by on the order of 50% with respect to the 1961–
1990 baseline. About half of this change has already taken place in Ice-
land. Furthermore, there will be large changes in runoff seasonality and 
the diurnal runoff cycle. The projected runoff change may be important 
for the design and operation of hydroelectric power plants and other 
utilisation of water. 
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Climate change impacts on hydrology and 
hydropower systems 
The work of the hydrology group in CES focused on climate impacts on 
hydropower production and on dam safety studies based on ensembles 
of up-to-date regional climate scenarios. Catchment-scale modelling of 
river runoff was carried out for selected basins in Scandinavia, Iceland 
and the Baltic region. Uncertainties in simulations derived from ensem-
bles of regional climate scenarios were explored and the need for im-
proving the interface between climate models and hydrological models 
was addressed. An improved methodology to cope with impacts on lake 
and river regulation in a changing climate has also been studied, in par-
ticular for large lakes. Finally, a comparison of Nordic design flood 
standards under present and future climate conditions was carried out. 
There is little doubt that the Nordic and Baltic hydropower systems 
will be affected strongly by the projected climate changes. In general, the 
potential for hydropower production is predicted to increase, although 
water shortage may become a problem in some locations for the sum-
mer season. Given earlier snowmelt and reduced snow storage, the oc-
currence of large snowmelt floods is likely to become more seldom. The 
combined effect of an increase in rainfall intensity, number of rainfall 
events and total rainfall volume will most likely provide conditions that 
may be expected to yield larger rain floods. 
For Sweden, simulations focused on extreme floods, dam safety and 
design flood determination. For 100-year floods, hydrological results 
based on 16 regional climate scenarios show varying climate impacts in 
the period 2021–2050. In the central part of the country, 100-year 
floods are likely to decrease in size, mainly due to decreasing snowmelt 
floods in spring, while rain-fed floods in southern Sweden indicate the 
opposite tendency.  
For watersheds in western Norway and Iceland, some of which are 
partially glacier-covered, simulations indicate a runoff increase of 3–
40% in 2021–2050 when compared with the control period 1961–1990. 
For the five largest hydropower-producing rivers in Finland, a 5–10% 
increase in discharge is predicted, a clear increase in winter runoff and 
earlier occurrence of spring runoff peaks. For the Aiviekste river basin in 
Latvia, a 19–27% discharge increase is predicted for 2021–2050, where-
as decreasing discharge is simulated for the river Nemunas in Lithuania 
after 2020. It is not clear to what extent these contrasting runoff changes 
in the Baltic rivers are caused by natural climate variability rather than a 
deterministic climate change trend. 
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Projecting future wind climates in the Nordic and 
Baltic region 
The importance of wind energy is increasing, accounting for 39% of all 
new electricity-generating installations worldwide in 2009. The amount 
of wind power generated in the Nordic countries at the end of year 2010 
was 3800 MW in Denmark, 2200 MW in Sweden, 400 MW in Norway 
and 200 MW in Finland. Wind power is currently not utilised in Iceland. 
The production of wind power is expected to grow significantly both on 
land and offshore in the Nordic and Baltic region in coming years. 
The wind power group’s contribution within the CES project was to 
project possible future wind climates and to assess the sources and 
magnitudes of uncertainties. Moreover, given that wind climates over 
the CES domain exhibit high year-to-year and decade-to-decade variabil-
ity due to natural (or inherent) climate variability, efforts have been 
made to quantify how human-induced climate change due to increased 
greenhouse gas forcing might compare with changes resulting from nat-
ural variability. Specific focus points have been on changes in extreme 
wind speeds at 10 m height and 100 m height and on the assessment of 
strong wind statistics. 
The analysis is based on scenario runs from the HIRHAM5 regional 
climate model with a 25 km horizontal resolution, using the control pe-
riod 1958–2000. Two future scenarios for 50-year winds have been 
produced, for the periods 2001–2050 and 2051–2099. The projected 
wind patterns are similar to those observed in the control period and 
the difference is mostly within 5% over the entire domain studied. One 
scenario suggests a 20% increase in extreme winds in Denmark up to 
2050, but results should be viewed with care due to the large uncertain-
ty involved. 
Effects of climate change on the production of bio-fuels 
The objectives of this study were (i) to investigate the effects of climate 
and forest management on the potential production of bio-fuels (energy 
biomass from forests) along with timber, and on carbon sequestration 
and storage in forest ecosystems; and (ii) to assess carbon dioxide (CO2) 
emissions of the management operations for energy biomass production 
in Finnish conditions. In this context, an ecosystem model (Sima) was 
utilised, integrated with an emission calculation tool, to simulate the 
studied factors during three 30-year periods (1991–2020, 2021–2050, 
2070–2099). The results showed that changes both in climate and thin-
ning regimes may increase substantially the production potential of en-
ergy biomass at energy biomass thinning and final felling over the whole 
of Finland. In addition, increased basal area thinning thresholds will 
enhance energy biomass production at final felling during 2021–2050 
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and 2070–2099 when compared with the current thinning regime. In-
creased thinning thresholds will also enhance timber production during 
the period 2021–2050 and carbon stocks over the whole simulation 
period (1991–2020). It was also found that an increase in initial stand 
density enhanced the energy biomass production at energy biomass 
thinning regardless of climate scenarios.  
Under the climate scenarios employed, a concurrent increase in en-
ergy biomass and timber production as well as in carbon stocks would 
be possible in Finnish forests if thinning was performed at a higher 
thresholds level than currently. In addition, emission calculations for 
energy biomass production indicate that, depending on management 
regimes and species-specific site type, CO2 emissions produced per unit 
of energy (kg CO2 MWh-1) could be reduced or increased up to 6% or 
4%, respectively, compared with the current thinning regime. It is sug-
gested that mitigation and adaptation in forest management and chang-
es in forest policies need to be considered not only from the viewpoint of 
the forest productivity but also the ecological sustainability related to 
the carbon balance of the forest production system. 
Simulating climate impacts on future electricity 
production 
The operation of the NordPool electricity system was simulated using 
data on present and predicted climate conditions. The NordPool energy 
market includes Norway, Sweden, Finland and Denmark, but separate 
simulations were carried out for Iceland. The results show how genera-
tion, demand, and transmission characteristics, for a fixed system con-
figuration, respond to expected changes in temperatures and inflow to 
hydropower reservoirs. Simulations have been carried out using SINTEF 
Energy Research’s EMPS-model. Data from the period 1961–1990 are 
taken to represent present climate, whereas future climate is represent-
ed by regional climate model scenarios. The system model represents 
the electricity system in 2020 and is based on scenarios for production- 
and transmission capacities, electricity demand, input fuel costs, and 
CO2-quota prices. 
Model results are given for hydropower production in the reference 
climate and for two climate scenarios: HIRHAM5-ECHAM5-A1B (Echam) 
and HIRHAM-HadCM3-A1B (Hadam). The model simulates an average 
annual hydropower production of 214.9 TWh for the reference period 
and the two scenarios yield an increase of 11–12% until 2020. Both sce-
narios indicate much larger increase in reservoir inflow during winter 
and results from both models indicate that the major part of the winter 
increase will occur in Norway. The Hadam scenario predicts a summer 
decrease in Norway, Sweden and Finland. Warmer winters are predicted 
to reduce the electricity demand in the traditional high-load period, 
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which will contribute to less variation in reservoir levels. Combined with 
the reduction in demand, NordPool will have an excess supply of elec-
tricity. This will lead to a reduction in imports from and increase exports 
to continental Europe.  
Separate simulations for Iceland indicate that increased glacial runoff 
will increase the potential energy in the total river flows to existing 
power stations by 20% (2.8 TWh) in 2050. The current production sys-
tem is not designed to meet these changes in runoff and will, in 2050, 
only be able to utilize 38% of the increase. This calls for possible rede-
sign and upgrades of currently operated power stations. 
Analysing climate-related risks and opportunities in 
the Nordic energy sector 
The goal of this working group was to assess the climate associated risks 
and opportunities of power and heat production systems in the Nordic 
countries for the next 20–30 years. The increased uncertainty of the 
future renewable resources with respect to climate change is a key issue 
for the energy sector. The main focus is often on minimizing negative 
impacts, but projected climate impacts may also create new opportuni-
ties for some power plants in future. Moreover, changes in seasonal and 
geographical variation of climate-related parameters may affect the 
productivity of current power plants. Disturbances in production due to 
extreme events such as floods, droughts, storms, increased wave heights 
etc. must also be taken into account. Uncertainty translates into riskier 
decisions at all levels within the energy sector, including operational and 
market issues, short-term responses, and investments. 
This study focused on managing the risks and opportunities at the 
operational level with the aim of preventing adverse effects on current 
power systems. The methods being used can also be used to support 
decision-making in the preparatory phases for power-plant construc-
tion. Case studies were carried out for specific power plants in Finland, 
Sweden, Norway and Denmark, using a formal risk-analysis procedure 
that involves scope definition, data collection, risk/opportunity identifi-
cation and risk/opportunity estimation.  
Both risks and opportunities were identified in the case studies. In-
creased hydropower production due to inflow increase and longer-term 
springtime inflow was identified as a major opportunity. Identified risks 
included, for instance, an increase in autumn or wintertime inflow which 
might mobilise ice floes. In a worst case scenario, ice movement could 
create hazardous situations and endanger dams. Biomass-based CHP 
plants were found to benefit from a longer growing season and a subse-
quent increase in biomass growth. In the future, heating demands on 
district heating areas could be expected to decrease due to higher tem-
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peratures, which will in turn necessitate changes in the power plants’ 
heat and electricity production.  
General conclusion 
The Nordic and Baltic region is generally well positioned and sufficiently 
prepared to handle the impacts of projected climate changes on the ener-
gy systems of the region in the first half of the 21st century, and important 
adaptation measures are already being taken. Although the results pre-
sented in this report do not allow detailed comparisons of the effects of a 
warmer and slightly wetter future climate on the different sources of re-
newable energy, it seems clear that the effects on energy production in the 
region will be largely beneficial. Future planning of hydropower stations, 
wind farms and biomass-fired heat and power plants should take the ex-
pected changes in the natural environment into account. 
The uncertainty in various scenarios and impact assessments is em-
phasised in several chapters in this report. Future development of re-
gional climate scenarios with a higher resolution will help reduce such 
uncertainties, as will the advancement of models simulating hydrological 
systems, glaciological processes, ecosystems and energy systems. The 
CES project has demonstrated the Nordic added value of collaborative 
research on renewable energy sources, not least due to the important 
differences in these countries’ energy sectors. Regional studies of im-
pacts, adaptation and vulnerability will receive new impetus with the 
publication of the IPCC’s Fifth Assessment Report (AR5), to be published 
in 2013–2014. 
 
 
 
1. Climate and Energy Systems 
– Project structure 
Árni Snorrason, Jórunn Harðardóttir and Thorsteinn Thorsteinsson* 
*Details on author affiliations are given in the Appendix 
“To know what you know and know what you don't know is the characteris-
tic of one who knows” 
Confucius 
1.1 Project overview 
The Nordic project Climate and Energy Systems (CES) was initiated in 
2007 with the aim of studying the impacts of projected climate change 
on the development of renewable energy systems in the Nordic region 
up to the mid-21st century. Special focus has been on the potential pro-
duction and the future safety of the production systems as well as on 
uncertainties. The key objectives of the project are summarized below: 
 
 To understand the natural variability and predictability of climate 
and climate-dependent renewable energy sources at different scales 
in space and time 
 To continue development of increasingly detailed 21st century 
climate scenarios for the Nordic region 
 To assess the risks resulting from changes in probabilities and nature 
of extreme events 
 To identify risks and opportunities arising from changes in production 
of renewable energy 
 To develop guiding principles for decisions under climate variability 
and change 
 To develop adaptation strategies 
 To conduct a structured dialog with stakeholders 
 
Uncertainty about the future potential of renewable resources in a 
changing climate is a key issue for the energy sector. Uncertainty trans-
lates into riskier decisions within the sector, including operational and 
market issues, short term responses or investments. The productivity of 
some renewable energy resources will likely increase, but management 
will be needed in response to changes in the seasonal and geographical 
patterns of production and demand. Disturbances and costs due to pos-
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sible changes in extremes such as floods, droughts or storms need to be 
dealt with. Uncertainty also calls for adaptation measures, e.g. adapting 
hydropower plants to increasing discharge and ensuring dam safety. 
Climate and Energy Systems is the fourth in a series of Nordic project 
studying the impacts of climate change on Nordic energy resources and 
systems. The first project, Climate Change and Energy Production was ini-
tiated in 1991 (Sælthun et al., 1998). It was funded by the Nordic Council 
of Ministers and focused on climate impacts on runoff and hydropower. In 
the early 2000s, an initiative by Nordic Energy Research led to the pre-
project Climate, Water and Energy (Kuusisto, 2004; Árnadóttir, 2006), 
which paved the way for the larger, comprehensive research program 
Climate and Energy (2003–2006). The latter project provided long-term 
scenarios of climate change and associated impacts on energy systems up 
to 2100 for the Nordic and Baltic countries (Fenger, 2007). 
1.2 Project organization and participants 
The CES project was organized as a matrix structure with four working 
groups (WGs) focusing on renewable energy resources (horizontal bars 
in Figure 1.1). Cross-cutting issues were delegated to other working 
groups (vertical bars in Figure 1.1); e.g. the climate modeling group, 
which prepared climate scenarios used by the four above mentioned 
groups. Information management (including stakeholder involvement 
and public outreach) and workshop and conference organization were 
handled by separate WGs. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.1. Organization of the project. The project manager was based at the 
Hydrological Service (HS) of Iceland´s National Energy Authority (NEA) at the 
inception of CES, but led the project from the Icelandic Meteorological Office 
(IMO) after a 2008 merger of the HS and the IMO. 
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The CES Steering Group consisted of the project manager, representa-
tives of the co-financing Nordic energy companies and leaders of the 
individual working groups (WGs): 
 
Project manager:  Árni Snorrason, NEA/IMO Iceland 
Co-financer:  Tom Andersen, Statkraft Norway 
Co-financer:  Christian Andersson, Elforsk Sweden 
Co-financer:  Kati Takala, Finnish Energy Industries Finland 
Co-financer:  Óli Grétar Blöndal Sveinsson, Landsvirkjun Iceland 
Co-financer:  Aksel Hauge Pedersen, DONG Energy Denmark 
Bio-fuels WG:  Seppo Kellomäki, University of Joensuu Finland 
Climate scenarios WG:  Erik Kjellström, SMHI Sweden 
Energy systems WG:  Birger Mo, SINTEF Norway 
Hydropower, hydrology WG: Sten Bergström, SMHI Sweden 
Hydropower, snow and ice WG:  Tómas Jóhannesson, IMO Iceland 
Risk assessment WG:  Jari Schabel, VTT Finland 
Statistical analysis WG: Hege Hisdal, NVE Norway 
Information management:  Stefanía G. Halldórsdóttir/Jórunn Harðardóttir,  HugurAx/IMO Iceland 
 
A total of about 100 scientists at 33 institutions in the Nordic and Baltic 
countries contributed to the CES project (see Appendix 2). The CES 
Steering group met bi-annually during the period 2007–2010 to assess 
the development of the project. Working groups met annually and main 
results from the project were presented at the Conference on Future Cli-
mate and Renewable Energy, held in Oslo on May 31–June 2 2010 (Pik-
karainen, 2010). Write-up of results in the form of individual chapters 
published in this volume was completed in spring 2011.  
1.3 Working groups and their objectives 
1.3.1 Climate Scenarios Working Group 
The principal aims of the CES Climate Modeling and Scenarios group 
were:  
 
 To provide climate scenario data for the CES groups for use in 
modeling applications.  
 To provide a coherent and consistent analysis of ranges and 
conditional probabilities, for changes in mean climate and climate 
variability, with focus on the period of 2020–2050.  
 To analyze regional climate scenarios in terms of impact-relevant 
indices defined in co-operation with the statistical analysis group.  
 
Results are presented in Chapter 3. Regional climate simulations for the 
period until 2050 were conducted using the advanced regional climate 
models RCA and HIRHAM. The working group also conducted probabil-
ity analysis, providing both decadal ranges and probabilities of climate 
variability and change in the Nordic region until 2050. The link between 
regional climate scenarios and the recent/ongoing climate behavior was 
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analyzed and customized regional climate scenarios for risk analysis 
were developed. 
1.3.2 Statistical Analysis Working Group 
Chapter 4 describes the results of the Statistical Analysis working group. 
This group evaluated trends and variability in long-term historical hy-
dro-climatological time-series, such as precipitation and stream-flow, to 
determine if the effects of climate change are already found in these 
data. Comparisons were also made with expected future trends, based 
on simulated time-series from climate scenarios. Patterns of large-scale 
atmospheric circulation and weather types, both in the past and in the 
future were also studied, with emphasis on changes in the occurrence of 
extreme events, such as floods and droughts. An increased risk of flood-
ing may have adverse consequences for dam safety, and these implica-
tions were analyzed using flood frequency analysis of historical and sce-
nario data. 
1.3.3 Hydropower–Snow and Ice Working Group 
Changes in glacial runoff are one of the most important consequences of 
ongoing and future climate change in Iceland, Greenland and some glaci-
erized watersheds in Scandinavia. Such changes have a strong impact on 
the hydropower industry as discharge volumes, seasonal variations and 
extreme discharge conditions change. The rapid retreat of glaciers also 
has other implications; for example changes in fluvial erosion from cur-
rently glaciated areas, changes in the courses of glacial rivers, which may 
affect roads and other infrastructures, and changes that affect travelers 
in highland areas and the tourist industry. 
During historical times, glaciers and ice caps in Nordic countries have 
retreated and advanced in response to climate changes that are believed 
to have been much smaller than the greenhouse induced climate chang-
es that are expected during the next decades to century. Therefore, the 
main focus of the Hydropower–Snow and Ice working group in CES was 
to analyze the effects of future climate change on glaciers and ice caps in 
Nordic countries and their implications for the hydrology of glacial riv-
ers. Chapter 5 deals with results from this group. 
1.3.4 Hydropower–Hydrology Working Group 
Hydropower is the most important renewable energy source for electric-
ity in the Nordic area. It is therefore of great interest to analyze the pos-
sible impacts of climate change on both the future production and the 
safety of the system. Building on earlier projects, the focus of the Hydro-
power–Hydrology group within CES can be summarized as follows: 
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 Assessments of the effects of climate change on hydropower 
production and dam safety were continued from earlier projects, 
using new and more diversified climate scenarios than in previous 
modeling efforts 
 Improvement of the model interface between climate models and 
hydrological models 
 Exploration of the uncertainties involved in the simulation of future 
conditions for hydropower production and safety 
 Improvement of the methodology to cope with impacts of lake 
regulation in a changing climate 
 Detailed dam safety analyses in comparative design studies across 
national borders 
 Continuing development of an intensive user dialogue 
 
Results are presented and discussed in Chapter 6. 
1.3.5 Wind Power Working Group 
The CES wind power group focused on investigating the conditions for 
production of electricity from wind energy in the Nordic countries and 
how they might change due to global warming during the coming dec-
ades. This relates both to the production potential and especially the 
design conditions for wind farms and their sensitivity to climate change. 
The wind power group analyzed historical data on extreme wind in the 
Nordic countries (50-year wind in 100 m height) and investigated cli-
mate change impacts on the extreme and strong winds, using CES sce-
narios. The approach used was to downscale results from Atmosphere-
Ocean Global Climate Models (AOGCMs) using regional dynamical cli-
mate models (RCM and HIRHAM). Results are presented in Chapter 7. 
1.3.6 Bio-fuels Working Group 
The utilization of various sources of bio-energy is foreseen to increase in 
the Nordic countries in the future. This calls for studies of the present 
and future biomass production potential of forests and of the sustaina-
bility of bio-energy production. Furthermore, the complex relationships 
between climate, bio-energy production in forests and their manage-
ment need further study. In addition, the sustainability of the production 
in the management of forests will be ensured by assessing the environ-
mental side effects and risks of the production. This analysis identifies 
the management regimes optimal in production of forest biomass for 
energy, with minimizing risks and adapting the production systems to 
the climate change. By doing this, estimation of the total role of forest 
biomass in energy production and its effects in substituting fossil fuels 
and mitigating the climate change can be assessed. The key objectives 
are summarized as: 
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 Understanding of the natural variability and predictability of bio-
energy production at different scales in space and time in the context 
of climate change  
 Assessment of potential production of forest biomass for energy 
 Assessment of the risks of the production of forest biomass for 
energy  
 Assessment and development of forest management regimes to 
produce forest biomass along with timber to substitute fossil fuels 
and to mitigate climate change 
 
Chapter 8 deals with results obtained from the CES bio-fuels working 
group. 
1.3.7 Energy Systems Analysis Working Group 
Climate change affects the electricity market in many ways. Increasing 
temperatures reduce the need for electrical heating, and altered wind-
speeds may affect wind-power generation. Altered precipitation and 
changes in snow and glacier-ice melting will, however, have the largest 
climate-change related impact on the NordPool market (the Nordic energy 
market, see Chapter 9) because of the large share of hydropower in the 
region. Previous studies have shown that the geographical and seasonal 
distribution of precipitation as well as river runoff and the annual amount 
of inflow to reservoirs are affected by climate change. Using input from 
other working groups, the energy systems analysis group within CES 
worked on quantifying the variability of electricity production from re-
newable sources and its sensitivity to climate changes. The group carried 
out a detailed analysis of the NordPool electricity market for 2020 using 
SINTEF´s EMPS model (see Chapter 9) and studied the vulnerability of the 
system. The results show how generation, demand, and transmission 
characteristics, for a fixed system configuration, respond to expected 
changes in temperatures and inflow to hydropower reservoirs. The situa-
tion in Iceland was dealt with separately (Chapter 10), since the country’s 
electricity system is not connected to the Nordic and European networks. 
1.3.8 Risk Analysis Working Group 
Chapter 11 discusses a key issue for the energy sector; i.e. the increased 
uncertainty of the future production levels and stability of renewable 
energy resources in a changing climate. The goal of the work carried out 
by the Risk Analysis group within CES was to assess the climate associ-
ated risks and opportunities of power and heat production systems in 
the Nordic countries over the next 20–30 years. An evaluation of risk 
under increased uncertainty in order to improve decision making in a 
changing climate was carried out through the following steps: 
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 Review of risk and uncertainty management approaches used in the 
energy sector 
 Integration of risk and uncertainty in decision support tools. A risk 
management framework, developed by VTT of Finland in accordance 
with the interests of industrial partners, has been tested and applied 
in various energy sectors (e.g. hydro, CHP, bio and wind) 
 
The target users of the decision support tools are decision makers oper-
ating various types of power plants. The tools can also be utilised by 
laymen as a first step in developing a strategy for dealing with changing 
weather patterns over the life time of existing and new power infra-
structure investments. 
1.3.9 Information Management Working Group 
The Information management group was responsible for information 
dissemination, active stakeholder involvement and public outreach. The 
group also facilitated the establishment of working groups at the nation-
al level and maintained a project website (www.en.vedur.is/ces) which 
included a workspace for communication within each working group. 
The Information Management group organized project workshops and 
steering committee meetings. Together with NVE staff, this group was 
responsible for the CES final conference in Oslo 2010 and oversaw the 
publication of information leaflets, conference proceedings and the final 
report from the CES project. 
1.4 Relevance for stakeholders in the energy sector 
Studying the impacts of a changing climate on renewable energy sources 
is an important issue in the Nordic and Baltic Region with its heavy reli-
ance on hydropower production, increasing development of wind power 
and large potential for bio-energy. Knowledge about past, present and 
future variability in climate and hydrology is therefore of vital im-
portance to the energy sector. A change in hydro-climatological variabil-
ity may lead to changes in the operation of reservoirs and wind turbines 
and in the energy production potential. In particular, the variability in 
hydropower is a great concern in the light of recent wet years and some 
sudden dry years, which have resulted in highly variable prices of elec-
tricity. The power industry and society in general need to make long 
term decisions, for example, regarding investments in new production 
capacity. The dam safety issue is also high on the agenda in the Nordic 
and Baltic countries and the industry requests guidance on how to cope 
with climate change in this respect. Thus, a major goal of the CES project 
was to contribute to improved decision making within the energy sector. 
A series of structured dialogs were held with representatives of energy 
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companies in order to assess the project’s relevance for stakeholders 
(Gode and Thörn, 2010). 
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2. Renewable Energy in the 
Nordic and Baltic Countries 
Thorsteinn Thorsteinsson* 
*Details on author affiliation are given in the Appendix 
2.1 Introduction 
The burning of non-renewable fossil fuels and the resulting emissions of 
greenhouse gases is one of the most pressing environmental issues fac-
ing the world today. The buildup of greenhouse gases, like carbon diox-
ide, methane, nitrous oxide and various industrial gases, changes the 
radiative balance of the atmosphere and is believed to be the main cause 
of the 0.74°C rise in mean atmospheric temperature during the 100-year 
period 1906–2005. Rising surface temperatures lead to changes in pre-
cipitation, cloud cover and wind patterns and affect the global hydrolog-
ical cycle. Enhanced melting of glaciers and ice caps has been observed 
on all continents, leading to rising sea levels, and impacts on marine and 
terrestrial ecosystems are already substantial (IPCC, 2007). 
Fossil fuels, which accounted for 81% of the global energy consump-
tion in 2009, are a finite resource and their exploitation is increasingly 
expensive and damaging to the natural environment. In contrast, renew-
able energy sources derive their energy directly from the Sun or from 
the heat in the Earth´s interior and are thus constantly being replen-
ished. Hydropower, wind power, bio-energy, geothermal energy, solar 
energy and ocean (tidal) energy are the most important renewable en-
ergy sources and their share in global energy consumption rose to 16% 
in 2009 (REN21, 2011). In 2010, renewables accounted for nearly 20% 
of the global electricity production (REN21, 2011). The EU Commission’s 
Climate Action and Renewable Energy Package, published in 2008, sets 
the target of reducing greenhouse gas emissions by 20% in the period 
1990–2020 and increasing the share of renewable energy to 20% of 
total energy consumption by 2020 (EC, 2010). 
This chapter briefly summarizes the status of renewable energy use 
in the Nordic and Baltic countries and outlines future prospects. The 
share of renewable energy in total energy use in the Nordic and Baltic 
countries in 2008 and their 2020 targets are shown in Table 2.1. 
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Table 2.1. The percentage (%) share of renewable energy in final energy use
*
 in the Nordic and 
Baltic countries in 2008 and targets for 2020.   
Country 2008 2020 
Denmark 19 30 
Finland 30 38 
Iceland 81 85
** 
Norway 62 66 
Sweden 44 49 
Estonia 19 25 
Latvia 30 40 
Lithuania 15 23 
Sources: EU Facts Sheets (2008). See: http://www.energy.eu/http://www.nordicenergysolutions.org 
Orkustofnun (2010). Energy Statistics in Iceland 2009. 
Ruokonen et al. (2008) – see reference list. 
* 
Here, terminology is taken up unchanged from the references used but it should be noted that 
terminology varies between the different national sources on energy statistics. Primary energy 
refers to energy found in nature that has not been subjected to any conversion or transformation 
process, e.g. coal, lignite, mineral oil, natural gas, uranium (nuclear energy), water (hydropower), 
solar radiation, wind. Final energy is a form of energy available to the user following the conversion 
from primary energy. Final forms of energy include gasoline or diesel oil, purified coal, purified 
natural gas, electricity, mechanical energy. [Source: www.isover.com]. 
**
 A specific 2020 target for Iceland has not been set. The figure is an estimate based on present 
aims to increase the share of renewable energy in the fisheries and transportation sectors (Á. 
Loftsdóttir, personal communication). 
2.2 Denmark 
Fossil energy is still the most important energy source in Denmark, but 
renewables like wind power, biogas, biomass and waste are steadily 
increasing in importance. Their share in the country’s total energy pro-
duction rose from 17% in 2005 to 19.7% in 2009 (Energistyrelsen, 
2010a) and is targeted to rise to 30% by 2020 (Ruokonen et al., 2008). 
Denmark has been a leader in the development of wind power and in an 
international comparison, the country’s wind turbine industry is a major 
player. The most important onshore wind resources are located on the 
western coast of Jylland and on the southern and western coasts of Sjæl-
land and other islands in the eastern part of Denmark. Offshore wind 
resources are very large and 12 wind farms were operational in 2010. In 
2013, the Anholt Offshore Wind Farm will become operational and its 
111 turbines are planned to produce 400 MW. By the end of 2010, in-
stalled wind power capacity stood at 3752 MW (Energistyrelsen, 2010b) 
and the share of wind power in the electricity supply was 21.9%. In Feb-
ruary 2011, the Danish government announced the "Energy Strategy 
2050", aiming for Denmark to become fully independent of fossil fuels 
by 2050 (Klima- og Energiministeriet, 2011). 
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Figure 2.1. Development of the capacity of onshore (green columns) and offshore 
(blue columns) wind mills in Denmark 1980–2009 (vertical axis on the left). The 
red curve shows the percentage of electricity use in Denmark delivered by wind 
energy (vertical axis on the right). 
Source: Energistatistik 2009. Danish Energy Agency. 
2.3 Finland 
In 2009, fossil fuels (coal, oil and gas) accounted for 46% of Finland’s 
total energy consumption, whereas 20% were delivered by wood fuels, 
19% by nuclear energy, 5% by peat, 3% by hydropower and the rest 
came from other sources, including imported energy (Statistics Finland, 
2010). Of all the electricity consumed in Finland, 15% was imported in 
2009. In April 2010, the Finnish government announced plans to build 
two new nuclear reactors as part of the country´s efforts to reduce Rus-
sian imports and meet the EU´s climate obligations (Euractiv, 2010).  
By 2020, Finland aims to become independent of electricity imports 
and the share of renewable energy in the energy mix is then targeted to 
rise to 38% (up from 28.5% in 2005, see Ruokonen et al., 2008). The for-
est industry uses 30% of all energy in Finland and waste from this indus-
try (wood residues, black liquor) contributed 67% of the power genera-
tion from renewable energy sources in the country in 2005. Smaller con-
tributions to renewable energy use come from biomass (wood pellets), 
hydropower, wind power, photovoltaics and solar heating. 
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Figure 2.2. Energy production from renewable energy sources in Finland 1970–2009. 
Source: Yearbook of Energy Statistics 2010. Statistics Finland. 
2.4 Iceland 
The Icelandic energy sector is unique in both its isolation from other 
European networks and the high share of renewable energy in the total 
primary energy budget. In 2009, geothermal energy provided about 
66% of the total primary energy supply, the share of hydropower was 
15%, and fossil fuels, mainly petroleum for transportation, provided the 
remaining 19%. The main use of the geothermal energy is for space 
heating and 90% of households in the country receive hot water from 
district-heating systems. Virtually 100% of electricity use in Iceland 
derives from renewable sources, hydropower plants producing 73% and 
geothermal plants 27% (Orkustofnun, 2010). Iceland has the world’s 
highest hydropower production level per capita (52.500 kWh/person in 
2009; see IEA/OECD, 2010), but ¾ of the electricity produced is used by 
power-intensive aluminium smelters operated in the country.  
2.5 Norway 
Norway has large resources of renewable energy, in the form of hydro-
power, onshore and offshore wind power and bio-energy from wood. 
The country’s potential in developing energy production technologies 
like wave power and osmotic power is also substantial. Norway is Eu-
rope’s largest producer of hydropower, which delivers 99% of the coun-
try´s electricity. On January 1 2008, Norway had a total installed capacity 
of 29030 MW at 699 hydropower stations larger than 1 MW. The Kvill-
dal hydropower station in Rogaland county is Norway’s largest, with a 
maximum generating capacity of 1240 MW. About 60% of the country´s 
hydropower potential is already developed, whereas 22% are perma-
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nently protected (Bogstrand, 2008). As a large exporter of oil and gas, 
Norway continues to put emphasis on increasing its share of renewable 
energy in order to meet climate protection obligations. In a recent study, 
the share of renewable energy in Norway’s total energy consumption is 
predicted to rise to 66% by 2020 (Ruokonen et al., 2008). Moreover, the 
Norwegian government has defined the target of reducing greenhouse 
gas emissions by 30% in the period 1990–2020 and making Norway 
carbon neutral by 2050 (Norwegian Ministry of the Environment, 2007). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.3. Oddatjørndammen in Rogaland, Norways highest rock-filled dam 
(142 m) and the Blåsjø reservoir, which form part of the Ulla-Førre hydropower 
complex.  
Source: Statkraft, Norway. 
2.6 Sweden 
Sweden is the largest producer and user of energy in the Nordic region. 
The country’s total energy production in 2009 amounted to 568 TWh, 
derived from the following sources: Crude oil and oil products 32%, 
nuclear power 26%, biofuels 23%, hydropower 12%, coal 3%, natural 
gas 2%, heat pumps 1% and wind power 0.4%. Imports account for <1% 
(Statens Energimyndighet 2010, page 50). 
Sweden leads the EU countries in the share of renewable energy pro-
duction and the country´s 2020 target is to increase the share of renew-
ables to 50% (up from 33.3% in 1990 and 44.7% in 2009) (Statens En-
ergimyndighet 2010, page 57). The most important renewable energy 
sources in Sweden are (in order of production levels): Wood fuels and 
black liquors, hydropower, heat absorbed by heat pumps, organic waste, 
bio-based motor fuels and wind power. Hydropower delivers 49% of the 
electricity, nuclear power 37%, fossil- and bio-fuel- based production 
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12% and wind power 2% (Statens Energimyndighet 2010, page 79). In 
recent years, investments in wind power have grown notably slower 
than in bio-fuel-based electricity production (Ruokonen et al., 2008), but 
a considerable increase in wind power utilization is expected in the com-
ing decade. 
The Swedish government’s current climate and energy policy sets a 
target for the transport sector, requiring at least 10% of its energy use to 
be met from renewable sources by 2020. The long-term ambition is that 
vehicles in Sweden should be independent of fossil fuels by 2030. The 
vision for 2050 is that Sweden should by then have no net emissions of 
greenhouse gases to the atmosphere. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.4. Electricity production in Sweden, by types of production plant, 1970–
2009. 
Source: Statistics Sweden and the Swedish Energy Agency. 
2.7 The Baltic States 
Estonia, Latvia and Lithuania cover part of their domestic electricity and 
heat usage by utilizing local sources of renewable energy and all three 
states are presently working to increase their share of renewable energy 
within the EU’s current framework policies (see Table 2.1). 
Estonia had an installed total electrical power capacity of 2977 MW in 
2002, derived entirely from thermal power. Among the Baltic States, the 
country is distinguished by relatively high patterns of energy consump-
tion per capita and a carbon intensive structure of the total primary en-
ergy supply (Streimikiene and Klevas, 2007). About 58% of the total 
primary energy supply (and 90% of the electricity production) is cov-
ered by a domestic fossil fuel source; oil shale (2002 figures, see 
Fammler et al., 2003). Estonia's RES-potential lies mainly in biomass, 
biogas, wind and cogeneration from bio-fuels. Hydropower utilization on 
a small scale is also under development as only about half the potential 
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is currently exploited. The 2020 target is that renewables should by then 
deliver 25% of the primary energy supply. 
Latvia had a total installed electrical power capacity of 2145 MW in 
2002, of which hydroelectric plants delivered 1543 MW (Streimikiene 
and Klevas, 2007). Of the Baltic States, Latvia has the largest share of 
renewable energy sources in the total primary energy supply and 47% 
of the electricity was produced by renewables in 2004 (EU Fact Sheets, 
2008). This is due to relatively high hydropower capacity within the 
country, most of which is delivered by the three large power plants Ri-
gas, Kegums and Plavinas on the Daugava river. Latvia relies heavily on 
the import of fossil fuels and electricity from Estonia, Lithuania and Rus-
sia, but has considerable potential for wind power and bio-energy pro-
duction in addition to hydropower. The country´s 2020 target is to pro-
duce 42% of the primary energy use from renewable energy sources. 
Lithuania had a total installed electrical power capacity of 6156 MW 
in 2002 (Streimikiene and Klevas, 2007). By then, nearly one-third of the 
total primary energy supply was generated by the Ignalina Nuclear 
Power Plant, located at the eastern border of the country. Closedown of 
this plant was completed in 2009 as part of the country’s accession 
agreement with the European Union. In order to reduce Lithuania’s de-
pendence on fossil fuel imports for energy production, plans call for the 
opening of a new nuclear reactor by 2016. Strong emphasis is also put 
on the development of renewable energy sources with focus on biomass 
for electricity generation, wind energy and use of waste for fuel produc-
tion. Hydropower, geothermal energy and solar energy options are also 
being investigated. The 2020 target is that renewables should deliver 
23% of the primary energy supply. In addition, the construction of a 440 
km long submarine power link to Sweden, with a capacity of 700 MW, 
will be completed in 2015, thus opening up a connection between the 
Baltic and Nordic power systems (Lithuanian Energy Ministry, 2010). 
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3.1 Introduction 
Climate scenarios from climate models lay the foundation for climate 
impact studies. In relatively small areas, like the Nordic and Baltic re-
gion, coarse-resolution global climate models (GCMs) fail to resolve im-
portant aspects of the regional climate. Downscaling techniques, includ-
ing dynamical and statistical downscaling, can be used to arrive at a 
higher horizontal resolution. Here, in section 3.2, we present a number 
of climate scenarios for the Nordic and Baltic region produced by re-
gional climate models (RCMs) run within the CES project in a joint effort 
with the European FP6-project ENSEMBLES (van der Linden and Mitch-
ell, 2009). The large number of RCM-simulations generated in these two 
projects, forced by a range of GCMs, is unprecedented. However, even if 
the ensemble of RCM simulations is relatively large, it still covers only a 
part of the total uncertainty related to future climate change. Therefore, 
in section 3.3, we put the RCM scenarios in a wider context by compar-
ing them to the output of a large number of GCM simulations. In particu-
lar, it is described how the regional scale information from the 
CES/ENSEMBLES RCMs can be added to the probabilistic climate change 
projections from the larger ensemble of GCMs. The RCM simulations 
described in section 3.2 and used in section 3.3 are undertaken at 25 km 
horizontal resolution. Even if this is state-of-the-art for today’s large 
RCM ensembles, it may still not be sufficient for detailed impact studies 
at local scales. In section 3.4, we present two examples of further in-
creasing the horizontal resolution: (1) by dynamical downscaling to 3 
km in a few smaller areas in the Nordic domain, and (2) by statistical 
downscaling to 1 km horizontal resolution for Norway. In addition to the 
work reported on in sections 3.2–3.4 a number of other studies have 
been undertaken in the Climate Scenario group, these are briefly de-
scribed in section 3.5 before concluding remarks are given in section 3.6. 
The time period of interest to the CES project starts already at the 
present-day situation. Decadal climate prediction, in which actual pre-
dictions are made of the future climate starting from a known initial 
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state, is still in its infancy (Keenleyside and Ba, 2010). Therefore, it was 
decided that the work in the Climate Scenario group should be conduct-
ed on “classical” scenario periods. Consequently, most of the analyses 
concerns climate change comparing 2021–2050 to a control period 
1961–1990. But, there are also exceptions to this due to a shortage of 
computing time (section 3.4.1) and a mismatch of timing with data in 
climate scenario archives, (sections 3.5.7 and 3.5.9). Another exception 
can be found in section 3.5.1 where we discuss the gradual climate 
change starting already in the late 20th century in a probabilistic man-
ner. For the near future, the uncertainty in the future climate change 
signal is not primarily related to the future forcing as different emission 
scenarios do not lead to diverging climate scenarios in a significant way 
until the mid century. The presented analyses have been carried out 
based on the A1B scenario from the Special Report on Emission Scenari-
os (SRES, Nakićenović and Swart, 2000) unless otherwise noted. 
3.2 Regional climate change scenarios 
3.2.1 The CES/ENSEMBLES regional climate change 
scenarios 
When the CES project was started, the larger European FP6-project EN-
SEMBLES was already running. As three of the modelling groups in CES 
were also participating in ENSEMBLES it was early on decided to try to 
benefit from that project by using also other regional climate model sce-
narios made available through that project. This was beneficial also to 
the ENSEMBLES project as we decided to make the scenarios produced 
within CES by the RCM groups available also to the wider ENSEMBLES 
community. We therefore adopted the common ENSEMBLES simulation 
protocol with a minimum domain covering Europe and thus including 
both the Nordic mainland and Iceland. Documentation of the simulation 
protocol can be found at http://ensemblesrt3.dmi.dk/. 
Here we report on an ensemble consisting of 15 RCM climate change 
simulations available at the common ENSEMBLES/CES data base. Of 
these, seven are from the RCM groups active in the CES project. Table 3.1 
gives a list of institutes performing the regional simulations, names of 
RCMs and driving GCMs.  
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Table 3.1. Regional climate change scenarios. For HadCM3, three different versions of the 
HadCM3 model from their so-called perturbed physics ensemble (Collins et al., 2010) have been 
used. These are the reference version (ref), one with low climate sensitivity (low) and one with 
high climate sensitivity (high). A recommended subset of three simulations is indicated in italics 
face. RCM references can be found in Christensen et al. (2010). 
No. Institute RCM GCM GCM reference 
1 DMI HIRHAM5 CNRM-CM3 Gibelin and Déqué (2003) 
2 DMI HIRHAM5 ECHAM5/MPI-OM1 Jungclaus et al. (2006), Roeckner et al. (2006) 
3 Met.No HIRHAM HadCM3Q0 (ref) Collins et al., 2010 
4 SMHI RCA3 BCM Déqué et al. (1994), Bleck et al. (1992) 
5 SMHI RCA3 ECHAM5/MPI-OM1 Jungclaus et al. (2006), Roeckner et al. (2006) 
6 SMHI RCA3 HadCM3Q3 (low) Collins et al. (2010) 
7 VMGO RRCM HadCM3Q0 (ref) Collins et al. (2010) 
8 C4I RCA3 HadCM3Q16 (high) Collins et al. (2010) 
9 CNRM RM4.5 CNRM-CM3 Gibelin and Déqué (2003) 
10 ETH CLM HadCM3Q0 (ref) Collins et al. (2010) 
11 KNMI RACMO2 ECHAM5/MPI-OM1 Jungclaus et al. (2006), Roeckner et al. (2006) 
12 Hadley Centre HadRM3Q0 HadCM3Q0 (ref) Collins et al. (2010) 
13 Hadley Centre HadRM3Q3 HadCM3Q3 (low) Collins et al. (2010) 
14 Hadley Centre HadRM3Q16 HadCM3Q16 (high) Collins et al. (2010) 
15 MPI-M REMO ECHAM5/MPI-OM1 Jungclaus et al. (2006), Roeckner et al. (2006) 
 
The ensemble holds 11 different RCMs downscaling seven different driving 
GCMs if the Hadley Centre perturbed physics members (ref, low and high) 
are counted separately. Some of the GCMs have been downscaled by more 
than one RCM making it possible to illustrate some of the uncertainties re-
lated to formulation of the RCM. All simulations were performed with the 
emission scenario SRES A1B (Nakićenović and Swart, 2000). Thus, the en-
semble does not allow addressing uncertainties related to choice of emis-
sion scenarios, but as the time frame considered here (2021–2050) is rela-
tively close in time this uncertainty is considered to be small. Also, uncer-
tainties related uniquely to natural variability can not be studied as there 
are no simulations differing only in initial conditions.  
3.2.2 A recommended subset of simulations 
As some of the groups working on impact studies have been limited as to 
the maximum number of scenarios that can be considered, a smaller 
subset of three simulations has been recommended for use in CES 
(marked by italics face in Table 3.1). For this subset it was determined to 
use different RCMs and different driving GCMs assuring that there is 
spread in the resulting scenarios.  
3.2.3 Results for a 15-member multi-model ensemble 
Figure 3.1 shows seasonal changes in temperature at the 2m level, pre-
cipitation and wind speed at the 10m level for winter (DJF) and summer 
(JJA) respectively. All changes are calculated as 30-year averages com-
paring 2021–2050 to 1961–1990 as an average over the 15-member 
RCM ensemble in Table 3.1.  
Changes in temperature are on average largest for the winter season 
and most so in the northern and eastern parts of the model domain, i.e. 
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including the domain of interest in CES. The 15-member multi-model 
mean changes in winter temperatures in this area are between 1 and 4°C. 
Simulated changes in summer are in general smaller than in winter and 
mostly less than 2°C for the CES domain. Precipitation is projected to in-
crease in large parts of northern Europe in both winter and summer. In 
winter the increase is largest (10–20%) over parts of the Scandinavian 
region. Summertime precipitation is projected to have a weaker increase 
than in winter, and further to the south precipitation amount is projected 
to decrease. The relatively large summertime increase over parts of the 
Baltic Sea region is probably a result of a relatively strong warming of the 
Baltic Sea in many simulations. This is similar to what has earlier been 
found in the CE and PRUDENCE projects (e.g. Rummukainen et al., 2007; 
Kjellström and Ruosteenoja, 2007). On average, projected changes in wind 
speed are small. However, in many simulations, and thereby also in the 
average, relatively large changes are seen in winter over parts of the 
northern oceans (Barents Sea, parts of the North Atlantic north of Iceland, 
the Baltic Sea). This is probably connected to changes in sea ice conditions 
with less sea ice leading to less stably stratified conditions which in turn 
imply that more momentum can be mixed down towards the surface and 
thereby generating higher wind speed. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.1. Change in 2m-temperature (°C), precipitation (%) and 10m-wind speed 
(%) comparing 2021–2050 with 1961–1990 for the 15-member multi-model en-
semble mean. 
3.2.4 Results for individual RCM scenarios 
Differences between the individual RCMs are evident both in terms of 
magnitude and geographical pattern. As an example, large differences in 
the temperature increase over Iceland are evident between the three 
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recommended scenarios in both winter and summer (Figure 3.2). Many 
simulations, including the recommended ones, indicate that the warm-
ing in summer is as large as in winter over much of the Baltic Sea. We 
note here that none of the 11 RCMs used here included an ocean model. 
This implies that the Baltic Sea surface conditions (temperature and sea-
ice) are given by the coarse scale ocean components of the GCMs. This 
may not be adequate for generating realistic conditions for the Baltic Sea 
(cf. Kjellström et al., 2005; Kjellström and Ruosteenoja, 2007). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2. Change in 2m-temperature comparing 2021–2050 with 1961–1990 
for the three recommended CES scenarios. Unit: °C.  
 
All three recommended RCMs project precipitation increases in most of 
the areas in both winter and summer (Figure 3.3). However, the changes 
are relatively small compared with the multi-model mean in northern 
Fennoscandia (Figure 3.1). Analysis of all 15 simulations shows that 
there is a strong connection to the choice of forcing GCM. This can be 
exemplified by the larger precipitation increase averaged over the RCMs 
forced by HadCM3Q0 (ref) compared with that in those forced by 
ECHAM5/MPI-OM1 and CNRM-CM3 in summer (compare the DMI and 
Met.No simulations in Figure 3.3). In parts of the southern CES area, 
most notably in the Baltic States and in Denmark, precipitation is pro-
jected to decrease in several of the individual simulations. However, this 
is not the case in the three recommended scenarios.  
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Figure 3.3. Change in precipitation comparing 2021–2050 with 1961–1990 for 
the three recommended CES scenarios. Unit: %.  
 
For wind speed, there is also a strong dependency on the choice of GCM 
from which lateral boundary conditions are taken. In winter, relatively 
large changes are seen in the SMHI-RCA3-BCM simulation (Figure 3.4). 
The increase over the British Isles, the North Sea, Denmark and southern 
Sweden in the SMHI-RCA3-BCM simulation is connected to an increase 
in the north-south pressure gradient in this area in the BCM simulation 
as discussed by Kjellström et al. (2011). This simulation shows large 
changes over the northernmost sea areas in both summer and winter. 
Possibly this reflects the fact that the underlying BCM simulation shows 
a cold bias in this region with too extensive sea-ice cover in the control 
period. The climate change signal may therefore be augmented by an 
excessive warming as starting conditions are too cold. 
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Figure 3.4. Change in wind speed comparing 2021–2050 with 1961–1990 for the 
three recommended CES scenarios. Unit: %.  
3.2.5 Other climate change scenarios 
Apart from the CES/ENSEMBLES RCM simulations a number of other 
climate change scenarios have also been analysed or used for subse-
quent climate impact related studies within the CES project. Most of 
these studies are based on the GCM simulations undertaken in the third 
climate model intercomparison project (CMIP3) used extensively in the 
Fourth Assessment Report (AR4) of the IPCC (Meehl et al., 2007). Some 
of these GCM simulations have been downscaled in CES/ENSEMBLES as 
described above (Table 3.1), but also other GCM simulations have been 
used in various studies, either directly or further downscaled by statisti-
cal or dynamical techniques. 
An additional relatively large ensemble of RCM simulations used in 
the CES project has been developed at the Rossby Centre. This involves 
the downscaling of 16 GCM simulations to 50km horizontal resolution 
over the ENSEMBLES minimum domain. This ensemble includes 
downscaling of: 8 different driving GCMs under a few different emission 
scenarios, 3 members from an ensemble with one GCM under one emis-
sion scenario only differing in initial conditions and 3 members from an 
ensemble with one GCM that is perturbed in its parameters. We do not 
present results from this ensemble here but refer to Kjellström et al. 
(2011) for a general description of the ensemble including changes in 
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seasonal mean conditions and to Nikulin et al. (2011) for changes in 
extremes based on daily data. 
3.2.6 Reanalysis-driven RCM simulations 
In addition to simulations of future climate, downscaling of ERA40 rea-
nalysis data for the period 1961–2002 (Uppala et al., 2005) has been 
carried out within the CES and ENSEMBLES projects, with the purpose of 
evaluating the RCMs in the recent past climate. Further documentation 
of these simulations and an evaluation of RCMs can be found in e.g. 
Christensen et al. (2010). They report on the RCMs ability to reproduce 
observed features of the climate including: the large-scale circulation, 
mesoscale variability, probability distributions of daily and monthly 
temperature and precipitation, extreme precipitation and temperature, 
seasonal cycles and long-term trends. A conclusion of that work is that 
no single RCM is best in reproducing all aspects of the climate in the 
ERA40 period. Further, models that are better than average in many 
variables and seasons show poor skill in other aspects implying that the 
use of an ensemble of simulations may be preferable even if the ensem-
ble mean is not always better than the individual models. 
3.3 Probabilistic projections of climate change based 
on a wider range of model simulations 
The RCM simulations described in the previous section, and in particular 
the three simulations that were given the highest priority, only cover a 
part of the uncertainty space of plausible future climate changes. In this 
section, the temperature and precipitation changes as obtained from the 
three simulations are compared with probabilistic estimates based on a 
wider range of global and regional climate model simulations. Ideally, 
such probabilistic projections should answer the following question: if 
all possible RCMs were driven by boundary forcing from all possible 
GCMs and under all plausible emissions scenarios, then what would be 
the resulting distribution of climate changes, including the effects of 
natural variability? 
3.3.1 Probabilistic forecasts of climate change on decadal 
time scales based on GCM simulations  
As a first step, probabilistic forecasts of temperature and precipitation 
change for the four decades before the year 2050 were constructed by 
using output of 19 global climate models (Räisänen and Ruosteenoja, 
2008). The expected anthropogenic warming was found to be quite 
strong compared with natural interdecadal temperature variability, 
whereas the corresponding change in precipitation is much weaker. In 
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most parts of northern Europe, this analysis indicates at least a 95% 
probability that the 10-year annual mean temperature will exceed the 
mean for 1971–2000 in the decade 2011–2020, but the corresponding 
probability of increasing precipitation is only 60–80%. In later decades, 
when the greenhouse gas forcing increases in magnitude, the sign of 
precipitation change also becomes more certain, but the quantitative 
uncertainty in the projections increases as the impact of climate model 
differences grows gradually larger. The sensitivity of the projections to 
differences between SRES emissions scenarios was found to be small 
prior to about 2040, but it increases substantially in the second half of 
the 21st century. As the emission scenario uncertainty is still relatively 
small for the period preceding 2050, we focus on climate change under 
the A1B scenario in the following. 
3.3.2 Adding the RCM climate change signal to the 
probabilistic GCM-based forecasts 
An approximate method for estimating the distribution of climate changes 
for “all” combinations of RCMs and driving GCMs was developed in 
Räisänen and Ruokolainen (2009). The method consists of three main steps: 
 
1. The probability distribution of “large-scale” climate changes is 
estimated from available GCM simulations, using a previously 
developed resampling technique (Räisänen and Ruokolainen, 2006; 
Ruokolainen and Räisänen, 2007; Räisänen and Ruosteenoja, 2008) 
that serves to maximise the sampling of natural climate variability. 
2. Available RCM simulations are used to find a statistical relationship 
between the large-scale and local climate change. 
3. The relationships found in step 2 are combined with the distributions 
obtained in step 1, to estimate probability distributions of local 
climate change. 
 
The method was applied using 19 GCMs from the CMIP3 intercompari-
son (Meehl et al., 2007) and 13 RCM simulations from the ENSEMBLES 
data set (at the time this analysis was made, some of the 15 RCM simula-
tions documented above were not yet available). “Large-scale” changes 
that were inferred directly from the GCMs were defined as area means 
over a 1500×1500 km square around the point of interest. As in Section 
3.2 above, the focus was on 30-year mean climate changes from 1961–
1990 to 2021–2050. 
The resulting 5th, 50th and 95th percentiles of the distributions of an-
nual mean temperature and precipitation change are shown in Figure 
3.5. The best estimate (i.e., the 50th percentile) of warming varies from 
about 1.5°C in Iceland, Denmark and western Norway to more than 2°C 
in Finland and northern Scandinavia. The 95th percentile exceeds these 
values typically by at least 50%, whereas the 5th percentile of warming is 
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mostly less than half the best estimate but still above zero (although in 
Iceland, marginally so). The signal of precipitation change is more uncer-
tain. Although the best estimate shows a precipitation increase exceed-
ing 5% in most parts of northern Europe, the 5th percentile is negative in 
large areas, indicating more than 5% chance of less precipitation in 
2021–2050 than in 1961–1990. The 95th percentile of annual mean pre-
cipitation change is typically about 15%.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.5. The 5th, 50th (median) and 95th percentiles of the probability distri-
butions of annual mean temperature change (top) and precipitation change 
(bottom) from 1961–1990 to 2021–2050. The five purple dots indicate the loca-
tions used in Figure 3.6. 
 
As illustrated for five locations in Figure 3.6, the uncertainty grows larg-
er when individual months instead of annual mean values are consid-
ered. The models generally indicate a larger warming in winter than in 
summer, but the uncertainty in the magnitude of temperature change in 
winter months also tends to be particularly large. For precipitation, the 
larger uncertainty in monthly than annual mean changes is even more 
evident. With just a few exceptions mainly in winter months, the central 
50% (25–75%) range of monthly precipitation changes intersects zero, 
indicating a large uncertainty in the sign of precipitation change in indi-
vidual months. Much of this uncertainty is caused by the large natural 
variability of precipitation, which affects monthly mean values even 
more strongly than seasonal or annual means. 
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Figure 3.6. Comparison between probabilistic estimates of monthly mean tem-
perature (left) and precipitation (right) change with the three recommended 
CES RCM simulations at the five locations indicated by the purple dots in Figure 
3.5. The shading shows the 5th, 25th, 50th, 75th and 95th percentiles of the de-
rived distributions, as indicated by the legend in the top-right corner of the fig-
ure. The three recommended RCM simulations are shown by coloured lines and 
are also identified in the legend. 
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3.3.3 Setting the recommended CES scenarios in a wider 
perspective 
Also shown in Figure 3.6 are the temperature and precipitation changes in 
the three recommended RCM scenarios. In general, these fit well within the 
distributions inferred from the wider range of GCM and RCM simulations. 
However, the temperature change in both DMI-HIRHAM-ECHAM5 and 
SMHI-RCA3-BCM is mostly below the median estimate, and in some cases 
close to the lower bound from the wider distribution, whereas the warming 
in Met.No-HadCM3Q0 tends to exceed the median, particularly in Iceland. 
There are exceptions to these rules, including a very large warming in DMI-
HIRHAM-ECHAM5 in northern Scandinavia in November. 
Figure 3.6 reveals one major difference between the recommended 
RCM simulations and the probabilistic results, namely, a very large in-
crease in precipitation in June and July in Met.No-HadCM3Q0 in the Co-
penhagen area. A partial explanation here is that Met.No-HadCM3Q0 
was not yet available for the sample of RCM simulations used for the 
probabilistic analysis. On the other hand, Met.No-HadCM3Q0 is in this 
specific case an outlier compared with all other RCM simulations, possi-
bly because of a too strong response to increasing sea surface tempera-
ture. This example further emphasises the danger of drawing far-
reaching conclusions from the results of individual model simulations. 
3.4 Downscaling to high spatial resolution 
3.4.1 Dynamic downscaling of precipitation 
In order to assess the impact of horizontal resolution on the simulated 
climate, the atmosphere has been simulated for selected areas at differ-
ent resolutions (Figure 3.7). The simulations are carried out with the 
WRF model (Skamarock et al., 2008) with microphysics parameterized 
by the WSM3 scheme (Hong et al., 2004). The outermost domain is very 
large (400x200 grid-points) with a horizontal resolution of 27 km. There 
is one-way nesting to a 9 km domain (202x202 grid-points) covering 
Southern Scandinavia and parts of Finland (cf. Figure 3.7b). Within the 9 
km domain, there are four domains (one-way nesting) with a 3 km hori-
zontal resolution (cf. Figure 3.7c). The 3 km domains are as follows: W-
Norway: 70x70 points (44.100 km²), Central-Sweden: 142x142 points 
(181.500 km²), Denmark: 70x94 points (59.200 km²) and S-Finland: 
55x70 points (34.650 km²). The simulations are forced by a global simu-
lation by the Arpège model (Déqué et al., 1994), run by the Bergen group 
(BCCR) on a T159c3 irregular grid. The simulation covers one year with 
forcing conditions representative of 1 September 2020 to 31 August 
2021 from the SRES A1B scenario (Nakićenović and Swart, 2000). Values 
of sea surface temperature (SST) are calculated as ERA40 (Uppala et al., 
2005) SSTs plus smoothed SST anomalies from ECHAM5/MPI-OM, cor-
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rected for drift. Biases in the ice-edge are corrected to remove excessive 
ice cover in certain regions. The time varying forcing agents are varied, 
based upon observations. The varying forcing agents constitute CO2, CH4, 
N2O, CFC11 (including other CFCs and HFCs), CFC12 and sulfate aerosols 
(Boucher data, only direct effect). Non-varying forcing agents include 
background aerosols such as black carbon, sea salt, desert dust, as well 
as stratospheric and tropospheric ozone, solar irradiance (1368 W/m2) 
and the distribution of land cover types. No volcanic aerosols were in-
cluded in the simulation. For more technical details, see Rögnvaldsson 
and Ágústsson (2009) and references therein.  
Figures 3.7 and 3.8 show the accumulated one-year precipitation, 
simulated at different horizontal resolutions and Figure 3.9 gives the 
number of days per year when the grid-point precipitation, for each re-
gion and at various horizontal resolutions, exceeds different thresholds. 
In short, the highest horizontal resolution (3 km) yields highest precipi-
tation and a maximum number of extremes. However, the sensitivity of 
accumulated precipitation to horizontal resolution is only moderate, 
except in the Norway region, where the 3 km domain results in about 
50% more precipitation than the 9 km domain. The larger amount of 
precipitation in the mountainous regions of Norway in the high resolu-
tion simulation is expected as ascending motion above the mountains is 
not well resolved at the coarse resolutions. The larger precipitation over 
land is even larger than indicated by Figure 3.8, as approximately one 
fifth of the grid points of the Norwegian region are over sea, and as such 
not very sensitive to improved representation of the terrain. The precip-
itation extremes that appear at the fine resolutions (9 and particularly 3 
km) are much more pronounced in Norway than elsewhere. This differ-
ence must be associated with strong winds and ascending motion over 
the mountains. In spite of mountains being present inside the Swedish 
domain, the total impact of increased resolution is much less in that re-
gion, than near the west coast of Norway. This difference is presumably 
related to the height and the spatial scale of the mountains. Mountains 
also cover a relatively larger part of the Norwegian domain than the 
Swedish domain and this is reflected in the smaller sensitivity of the 
total precipitation in the Swedish domain to horizontal resolution pre-
sented in Figure 3.8.  
In spite of the land being relatively flat both in the Danish and Finnish 
regions, simulated precipitation increases with resolution. The sensitivi-
ty in Denmark is limited, but the signal is more evident in Finland. Figure 
3.8 reveals that there is a precipitation maximum aligned with the coast 
of Southern Finland. This maximum becomes more pronounced when 
resolution is increased, indicating that increased resolution may en-
hance coastal convergence and that this effect may be important in a 
climate context. A similar feature can be detected in the Danish domain 
(Figure 3.7), but the size of that domain is such that this effect does not 
appear clearly in the accumulated precipitation in Figure 3.8. 
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Figure 3.7. Accumulated stratiform precipitation simulated with the WRF model 
with boundaries from the Arpege T159c3 (SRES A1B) model simulated by the 
Bergen group (BCCR). The simulated period is September 2020 to September 
2021 with horizontal resolution a) 27 km, b) 9 km and c) 3 km. Unit: mm. 
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Figure 3.8. Accumulated precipitation in the regions in Figure 3.7 for different 
horizontal resolutions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.9. Number of days per year when the precipitation exceeds the limits of 
a) 10 mm and b) 25 mm in the areas in Figure 3.7. 
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3.4.2 High resolution climate projections for the 
Norwegian mainland 
High resolution climate projections for the Norwegian mainland have 
been developed at the Norwegian Meteorological Institute (Met.No) as 
contributions to the CES project. As the spatial resolution in RCMs is ra-
ther coarse (the CES scenarios presented in sections 2 and 3 are all at 25 x 
25 km horizontal resolution), and the output often shows biases, post 
processing of projections from RCMs is necessary to make them more 
useful when studying possible consequences of climate change. Examples 
of RCM biases as compared to local observational data include: erroneous 
monthly cycles of precipitation and temperature, too high or too low tem-
peratures in winter and summer respectively, too large precipitation 
amounts, and wrong representation of the number of days with precipita-
tion. Here we describe how temperature and precipitation obtained with 
RCMs are adjusted empirically to better represent the observed climate 
following the method given in Engen-Skaugen (2007).  
Calculation of adjustment factors 
Adjustment factors are calculated from observationally based fields with 
resolution 1 km2 for “the control period” which in this case is 1961–
1990. The observationally based gridded data sets of temperature and 
precipitation, which represent “present climate”, are obtained by inter-
polating station values. Daily precipitation sum and mean daily tempera-
ture are interpolated to daily grids with spatial resolution of 1 km2 cov-
ering the Norwegian mainland (Tveito et al., 2005). The interpolation 
method used is triangulation on precipitation and residual interpolation 
on temperature (Tveito et al., 2005). The precipitation values are cor-
rected for altitude and for under-catch due to wind loss (Førland et al., 
1996). Time series in each 1 km2 grid point of temperature and precipi-
tation are available from 1957–present (see http://senorge.no).  
The daily 1 km2 observationally based grids contain uncertainties 
due to low density of available temperature and precipitation stations 
and because station measurements may not be representative for the 1 
km2 area. Uncertainty of the estimates follows the density of stations. In 
Norway, the density of temperature and precipitation stations increased 
from the beginning of measurements (before 1900) until ~1970. The 
number of stations was stable in the twenty-year period 1970–1990, but 
it has decreased after 1990. Another important aspect is that most of the 
stations are situated in low lying regions. High-elevation regions with 
complex terrain are therefore associated with larger uncertainty.  
Empirical adjustment of RCM output 
Daily temperature and precipitation projections from the three recom-
mended RCM scenarios (No. 2–4 in Table 3.1) were interpolated to the 1 
km2 grid covering the Norwegian mainland (same lattice points as for 
the observationally based grids). Each grid point is considered as indi-
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vidual time series in the subsequent adjustment procedure that involves 
the following steps: 
 
1. The time series are normalised and standardised with mean value 
and standard deviation for the control period (1961–1990). 
2. The residuals are then scaled up with mean value and standard 
deviation from observations during the same time period.  
3. The climate signal from the RCM output is counted for in the scaling 
process for future time periods.  
 
The procedure results in locally adjusted time series that maintain the 
monthly mean climate change signal as given by the RCMs. 
An example of time series extracted from a grid point at the high 
mountain area Dovre in Norway, is presented in Figure 3.10. The figure 
shows accumulated frequency distribution curves of daily temperature 
during winter (DJF) for the time period 1961–1990 and the three projec-
tions for 2021–2050. It is clear that the projected temperature will in-
crease for all days albeit not homogeneously as the change in very cold 
winter days tends to be larger. The mean change is largest in the met.no 
HadCM3-run, less in the SMHI BCM-run and smallest in the DMI ECHAM5-
run. This is in accordance with the figures presented in Figure 3.2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.10. Accumulated frequency distribution curves of daily temperature for 
the reference period 1960–1990 and the future period focused on within the CES 
project (2021–2050). The three projections (met.no, SMHI and DMI) are listed as 
No. 2–4 in Table 3.1. 
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Another example of empirically adjusted projections of seasonal mean 
temperatures in southern Norway is given for the three selected model 
runs in Figure 3.11. The adjusted data have been used as input to the 
hydrological modelling in Norway (Bergström et al., this volume). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.11. Winter and summer temperature projections for southern Norway 
for the time period 2021–2050 based on the three selected RCM runs. 
3.5 Additional studies 
3.5.1 Inter-annual variability of climate: observations 
alone do not tell what to expect for the future 
Along with the expected gradual shift towards higher mean tempera-
tures and generally slightly more precipitation, the inter-annual variabil-
ity of weather conditions will continue. Over time, however, warm 
weather will become increasingly more common and cold weather less 
common. For temperature, the change that has already occurred means 
that observations from the commonly used reference period 1961–1990 
no longer yield a good estimate of the present-day (year ~2010) climate. 
A method for estimating the probability distributions of monthly, 
seasonal and annual means of temperature and precipitation in a chang-
ing climate was developed by Räisänen and Ruokolainen (2008), and 
was further refined and applied in the CES project by Räisänen (2009). 
The method starts from observed time series of climate variability, but 
modifies past observations attempting to make them representative of 
present or future climate conditions, by combining information from the 
observed evolution of the global mean temperature with model simula-
tions of local and global climate change. 
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Figure 3.12. Probability distributions of (a) December mean temperature and 
(b) December precipitation sum in Helsinki, Finland. The blue and green lines 
represent the distributions derived from observations for 1961–1990 and 1961–
2008, respectively, using Gaussian kernel smoothing. The yellow, red and purple 
lines give the model-based best estimates for the distributions around the years 
2010, 2030 and 2050, respectively. The three vertical lines show the 10th, 50th 
and 90th percentiles of the distributions for the reference period 1961–1990. 
 
As an example, the resulting distributions of December mean tempera-
ture and precipitation sum in Helsinki are shown in Figure 3.12. The 
blue and green lines show two observational estimates for the distribu-
tions, based on data for 1961–1990 and 1961–2008, respectively, and 
their differences reflect both climate change and sampling uncertainty. 
The other distributions, representing the present-day climate (2010) 
and the future (2030 and 2050), are built on observations from the 
longer and more recent period 1961–2008, but modifying these for the 
effects of climate change as outlined above. The main message from this 
analysis (which is also valid for other months and locations) is a much 
stronger effect of climate change on temperature than on precipitation 
variability. Already in the present-day climate, more than 70% of De-
cembers in Helsinki are estimated to be warmer than the median value 
for the reference period 1961–1990 (-2.8°C), and this fraction is project-
ed to exceed 90% in the middle of the century. By contrast, the projected 
effect of near-term climate change on the distribution of December pre-
cipitation sum is modest, being comparable with the observed differ-
ences between the two overlapping periods 1961–1990 and 1961–2008. 
However, the impact becomes somewhat more pronounced when con-
sidering seasonal and annual sums of precipitation, which are less 
strongly affected by natural variability. A similar analysis has been re-
peated at 120 Nordic locations for temperature and 230 locations for 
precipitation, and the results have been made available on-line as de-
scribed by Räisänen (2009). 
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3.5.2 Projected migration of climatic zones in Scandinavia 
and the Baltic Countries 
The Köppen climate classification combines two climate parameters of 
high practical importance, namely temperature and precipitation. Many 
impacts of climate change on renewable energy resources are related to 
these two variables either directly or indirectly – through evaporation, 
soil moisture and runoff. Maps of the Köppen classification (Table 3.2) 
were produced, using regional climate model (RCM) simulations under 
the SRES A1B forcing for two future periods and the E-OBS v. 3.0 ob-
served dataset for the reference period (Haylock et al., 2008). The so-
called delta change method was applied to account for bias in the RCM 
output, and the three scenarios recommended for use in CES were con-
sidered (No. 2–4 in Table 3.1).  
According to the three RCMs, there is a general change in the CES 
study area towards milder winters as well as longer and warmer sum-
mers. The large-scale patterns are quite similar among the three RCMs 
as exemplified by DMI-HIRHAM5-ECHAM5 in Figure 3.13. However, 
Met.No-HIRHAM-HadCM3Q0 portrays more rapid zone shifts than the 
remainder (not shown). 
 
 The climatic border line between cold, snowy winters (Df) and mild 
winters (Cf, with the mean temperature of the coldest month above  
-3oC) will penetrate north-eastward, particularly in the Baltic States.  
 The tundra climate (ET, with the mean temperature of the coolest 
month below -3oC and of the warmest month below 10oC) will 
contract in the Scandinavian mountains, being replaced by Df, as well 
as in Iceland, being replaced by Cf.  
 In areas of Fennoscandia where the climate type of seasonal snow 
cover (Df) will still prevail, the zone of long and warm summers (Dfb) 
will extend farther northward. 
 
A separate investigation, conducted as a web-based questionnaire survey, 
indicated that the information regarding the migrating climatic zones, as 
disseminated by maps, was generally interpreted correctly (Jylhä et al., 
2010). This suggests that maps showing projected future climatic zones 
are an easily-comprehensible means to summarize climate change infor-
mation and to compare results based on different RCMs.  
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Figure 3.13. Köppen climate zones deduced from observations for the period 
1971–2000 and from DMI-HIRHAM5-ECHAM5 simulations for two future periods, 
assuming the A1B scenario. 
Table 3.2. Climatic zones prevailing in the study area and their criteria (based on Critchfield (1966) 
but modified for the border between ET and Cf, relevant for Iceland). It is additionally required 
that criteria for arid climates (not given here) are not fulfilled.  
Zone Description Criteria 
ET Tundra Tmin ≤ -3
o
C and Tmax ≤ 10
o
C  
   
Df Cold and snowy winters, rather rainy summers  Tmin ≤ -3
o
C and Tmax > 10
o
C 
Pmin,s ≥ 40 mm or Pmin,s ≥ Pmax,w/3 and Pmin,w ≥ Pmax,s/10 
Dfc Short and cool summers T4,max < 10
o
C and Tmax < 22
o
C 
Dfb Long and warm summers T4,max ≥ 10
o
C and Tmax < 22
o
C 
   
Cf Mild winters and rather rainy summers -3
o
C <Tmin < 18
o
C  
Pmin,s ≥ 40 mm or Pmin,s ≥ Pmax,w/3 and Pmin,w ≥ Pmax,s/10 
Cfc Short and cool summers T4,max < 10
o
C and Tmax < 22
o
C 
Cfb Long and warm summers T4,max ≥ 10
o
C and Tmax < 22
o
C  
Cfa Long and hot summers Tmax ≥ 22
o
C  
   
Cs Mild winters and dry summers -3
o
C <Tmin < 18
o
C 
Pmin,s < 40 mm and Pmin,s < Pmax,w/3 
Csb Long and warm summers T4,max ≥ 10
o
C and Tmax < 22
o
C 
Tmin Average temperature of the coolest month  
Tmax Average temperature of the warmest month  
T4.max Average temperature of the 4th warmest month  
Pmin,s Average precipitation in the driest one of the six warmest months 
Pmax,s Average precipitation in the wettest one of the six warmest months 
Pmin,w Average precipitation in the driest one of the six coolest months 
Pmax,w Average precipitation in the wettest one of the six coolest months 
3.5.3 Projected trends in summertime precipitation in 
Finland 
Future evolution of mean precipitation in Finland in May–September 
(MJJAS) was projected based on the output of 13 regional climate model 
simulations developed in the ENSEMBLES project (Ylhäisi et al., 2010). 
Two areas were considered, one located in the north-east (NE) and the 
other in the south-west (SW). Based on observations, the long-term 
(1908–2008) past MJJAS precipitation trends in those areas were either 
non-significant (SW) or increasing (NE). Model performance was evalu-
ated by comparing the simulated precipitation sums during the baseline 
period 1961–2000 with those based on three observational data sets. 
The models appeared to commonly overestimate precipitation. A simple 
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scaling method was applied for each individual simulation to remove the 
mean bias; the ratio between the observed and simulated precipitation 
sums was assumed to stay constant also in the projected climate. 
According to the multi-model mean (MMM) trends over the 140-year 
time period 1961–2100, precipitation will increase both in SW and NE (Fig-
ure 3.14). The mean MJJAS precipitation in 2021–2050 is 35 mm higher in 
NE and 37 mm higher in SW than in the baseline period 1961–2000. The 
long-term trend over the 140-year time period 1961–2100 in the MJJAS 
rainfall sum was 4.4 mm/10 years in NE and 3.2 mm/10 years in SW, corre-
sponding to a rise per decade of 1.3% and 1.1%, respectively, relative to the 
baseline period. The MMM trends are statistically significant for both areas 
and time periods considered. The variation in the future trends between the 
individual simulations was quite large, particularly so for SW (Figure 3.14). 
Furthermore, the number of independent simulations in this study was 
fairly small, presumably resulting in an underestimate of the actual uncer-
tainty in the future evolution of precipitation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.14. 11-year running means for the MJJAS precipitation sum for two 
study areas in Finland (NE and SW). Thin solid curves show individual simula-
tions and the thick solid curve depicts the multi-model mean (MMM). Dashed and 
dotted curves represent observations in three gridded data sets. The model sim-
ulations are scaled so that the mean value in 1961–2000 corresponds with the 
mean value of the FMI grid (Ylhäisi et al., 2010). 
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3.5.4 Surface air temperature and total precipitation 
trends for Iceland in the 21st century 
Nawri and Björnsson (2010) demonstrated by comparison between 
GCM fields on a 2°x2°-degree grid, ERA-40 reanalyses on a 1°x1°-degree 
grid, RCM simulations on a 0.25°x0.25°-degree grid, and high-density 
observations, that a spatial resolution above 1° in longitude and latitude 
is essential for an accurate representation of surface air temperature 
(SAT) and total precipitation (TP) over the complex terrain of Iceland. 
To further illustrate the impact and potential benefits of a higher spatial 
resolution, trends in SAT and TP over Iceland and the surrounding ocean 
area for a 10-member subset of the IPCC GCMs, as well as for the three 
recommended RCM scenarios (No. 2–4 in Table 3.1) were investigated. 
In all simulations the IPCC A1B emissions scenario was used.  
Differences between land and ocean in linear trends of GCM ensem-
ble mean SAT during the first half of the 21st century are small. The 10-
model average warming rate is 0.30 K per decade over the ocean, and 
0.32 K per decade over land. Differences in spatial patterns and ampli-
tude of warming between different GCMs are, however, large leading to 
considerable differences between the three recommended RCM scenari-
os. The projected linear rates of RCM SAT increase per decade over the 
same period are 0.17 K and 0.20 K based on the SMHI-RCA3, 0.24 K and 
0.32 K based on the MetNo-HIRHAM5, and 0.40 K and 0.44 K based on 
the DMI-HIRHAM5 over the ocean and land, respectively. Given the 
strong influence from the driving GCMs, RCMs provide little independent 
information beyond the GCM results over ocean and at low elevation. 
However, the higher spatial resolution of RCMs allows a more detailed 
analysis of linear SAT trends as a function of terrain elevation. 
Taking into account GCM and RCM runs, average linear trends of total 
precipitation are 0.8% of the 1961–90 mean value per decade, or 2.5% 
per degree warming.  
3.5.5 Characteristics of North Atlantic Cyclones in 
reanalysis and GCM data 
Dominant daily low-pressure centres over the northern North Atlantic are 
mostly restricted to the open sea, and their geographical distribution is 
therefore limited by coastlines and the variable sea-ice edge. An analysis 
of ERA40-data (Nawri, 2010) shows that low-pressure centres on daily to 
seasonal time-scales tend to cluster in a region extending from the north-
ern part of the Norwegian Sea into the Barents Sea, as well as in two re-
gions southwest of Iceland: the Irminger Sea, associated with northward 
moving cyclones passing east of southern Greenland, and the Labrador 
Sea, associated with cyclones passing Greenland to the west and moving 
north into Davis Strait. 19 CMIP3 GCMs show different abilities of repro-
ducing these low-pressure patterns. Three of these are shown together 
with ERA40 in Figure 3.15. As for the ERA40-reanalysis, GCM simulated 
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mean sea level pressure (MSLP) minima are also restricted to the ice free 
ocean. Consequently, the north-eastward spread of persistent wintertime 
cyclone centres is determined to a large extent by the sea ice cover over 
the Barents Sea. For a majority of the GCMs there is more extensive sea ice 
over the Barents Sea compared with the reanalysis, and correspondingly a 
reduced northward spread of dominant cyclone centres.  
According to ERA40, linear trends in MSLP throughout the 1958–2009 
period vary greatly across the North Atlantic region, as well as seasonally. 
In winter, negative trends occur north of 55°N, with a maximum decrease 
east of Greenland at a rate of 1 hPa per decade. In summer, trends are 
weaker but mostly positive around Greenland, with a maximum increase 
of 0.5 hPa per decade over the Labrador Sea. The wintertime trends to-
wards lower pressure east of Greenland are strongly correlated with de-
creasing sea ice cover in that region. Some of the GCMs project a north-
ward shift of the storm tracks over the North Atlantic (Yin, 2005). Con-
tributing to this shift could be an excessive warming resulting from the 
cold bias in the Barents Sea in many GCMs in the 20th century. 
 
 
 
 
 
 
 
Figure 3.15. Distribution of wintertime (DJF) mean sea level pressure minima 
(red dots) during the 1957–1999 period, in relation to mean sea surface temper-
ature (coloured contours) and the average 50% sea ice concentration contour 
(red double contour) for the same period. 
3.5.6 Storm statistics 
Storm statistics have been calculated from both re-analyses and RCM re-
sults (Benestad, 2010). These analyses included storm counts, estimates 
of the maximum gradient wind speed, spatial extent, and geographical 
distribution. The results suggests that there is no significant trend in the 
storm count or the maximum gradient wind speed over the period (1950–
2050) simulated by the RCM, for which the SRES A1b emission scenario 
had been prescribed for the future. However, the model results had some 
biases compared with a similar analysis based on observations or re-
analysis data, and there were indications of long-term increases in the 
frequency for the strongest storms over a larger region in a 20th century 
re-analysis data set. The 20th century re-analysis data also suggested a 
decrease in the maximum gradient winds over 1891–2008, but there is a 
concern that the mean sea level pressure fields in the re-analysis products 
are not homogeneous. Benestad (2010) expressed concerns that RCMs 
with a small spatial domain may be too constrained by the driving models, 
thus yielding too smooth spatial structures. 
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3.5.7 Surface geostrophic winds speed changes in global 
climate models 
Ten global climate models (GCMs) are used to study future changes in 
surface geostrophic wind speeds (vg) in northern Europe; a detailed 
report is given in Gregow and Ruosteenoja (2010, hereafter GR). Geo-
strophic rather than the true winds were analyzed, because the latter 
are sensitive to details in the surface parameterizations. We calculated 
percentage differences in the average vg between the baseline period 
1971–2000 and the scenario period 2046–2065 under the A1B scenario. 
The GCM-simulated baseline period mean vg compares moderately well 
with the observation-based estimate (Figure 1 of GR). 
According to the 10-GCM mean, the largest changes are simulated for 
autumn and winter. However, even in these seasons the average wind 
speeds will only change by a few percent (Figure 3.16). The most notable 
increase in wind speeds is seen in the southern part of northern Europe. 
A closer look at the wind speed histogram was taken for the southern 
part of the Baltic Sea. We find that the increase in average vg is associat-
ed with a decrease in the frequency of low wind speeds (by 3 percentage 
units when summing up all the frequencies with vg < 10 ms-1) and a cor-
responding increase of strong winds.  
 
 
 
 
 
 
 
 
 
 
 
Figure 3.16. 10-GCM mean percentage changes in September-November (left 
panel) and December-February (right panel) mean geostrophic wind speeds (vg) 
from 1971–2000 to 2046–2065. Areas where the response is statistically signifi-
cant at the 5% level are marked by dashed contours. 
3.5.8 Solar radiation projections 
Projections for solar radiation focus here on the Nordic area and the peri-
od 2020–2049; for information for the entire Europe, see Ruosteenoja and 
Räisänen (2009, hereafter RR). Projections are based on simulations per-
formed with 18 global climate models under the SRES A1B, A2 and B1 
scenarios. For the baseline period 1971–2000, the mean of the 18 model 
simulations accords strikingly well with observations (Figure 1 of RR). 
The geographical distribution of the projected insolation change (an 
average of 18 models) is depicted in Figures 3 (percentage) and 4 (in 
absolute terms) of RR. In the relative sense, largest changes occur in 
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central Scandinavia and southern Finland in winter, where more than 
5% of incident radiation is lost. In the remaining three seasons, changes 
are quite modest, less than ±5%. When the radiation response is studied 
in absolute terms, the impression becomes somewhat different. In the 
winter months, changes in Nordic areas are very minor, less than 10 MJ 
m-2. The largest changes occur in spring and summer, with the maximum 
decreases (increases) of about 40 MJm-2 in northern Lapland in spring 
(central Sweden in summer). In southern Europe, solar radiation is in 
general simulated to increase. There are areas where the annual insola-
tion increases by more than 100 MJ m-2. Considering the differences 
among the various model projections, the result indicating an insolation 
decrease in winter months in the Nordic area seems to be quite robust. 
3.5.9 Changes in extremes as projected by a range of 
GCMs 
To estimate a possible future change in climate extremes over the terri-
tories of Europe (EU) and European Russia (ER) Shkolnik and Efimov 
(2010) used results from an ensemble of 9 CMIP3 comprehensive global 
(coupled atmosphere-ocean) climate models. Two timeslices: 1980–
1999 (baseline) and 2046–2065 (under the SRES A2 emission scenario) 
were considered. It was shown that the annual extreme temperature 
range, calculated as the difference between 20 yr mean absolute annual 
maxima and minima temperatures, tends to decrease in the future 
warmer climate over northern Europe by 2046–2065, mainly as a result 
of the strong warming in winter with cold extremes getting less severe. 
Changes in summertime heat waves (wintertime cold waves), defined as 
periods with a number of consecutive days with daily maximum (mini-
mum) temperatures more than 5°C above (below) the 20-year summer 
(winter) daily maximum (minimum) averages for 1980–1999, were also 
investigated. It was found that the duration of summertime heat waves 
will be longer and wintertime cold waves shorter, by as much as 10 days 
in the CES area of interest. For extreme precipitation, the results show 
that the simulated fraction from daily precipitation events above base-
line 90th quantile in summer increases in northern Europe. At the same 
time there is no significant change in the dry spell length in the region.  
In general, the changes in selected temperature indices are prone to 
moderate uncertainty due to inter-model differences at least for the 
particular modeling set and periods considered. For precipitation the 
uncertainty is larger. Over most of the region not only the magnitude of 
changes in precipitation extremes but even the sign of these changes 
cannot be estimated at a reasonable level of confidence. 
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3.6 Summary and concluding remarks 
From a broad range of climate change scenarios it can be concluded that 
the Nordic and Baltic region will probably move in the direction of a 
warmer and wetter climate in the future. The projected future warming 
is most pronounced in the eastern and northern areas during winter. In 
particular, there is a strong response to the general warming over the 
northernmost oceans where feedback mechanisms associated with re-
treating sea-ice come into play. The largest precipitation increase will 
generally be seen in winter. In summer, there is a larger uncertainty, and 
the possibility that precipitation will decrease in southern parts of the 
region cannot be excluded. However, many RCM simulations show rela-
tively strong increases in summertime precipitation over the Baltic Sea. 
The latter is probably a consequence of the strong increase in SSTs in 
this area in some coarse GCMs and we advocate use of high-resolution 
regional coupled atmosphere-ocean models in future climate change 
studies for this area. Wind speed changes are generally small with the 
exception of areas that will see a reduction in sea-ice cover, where wind 
speed is projected to increase.  
The three recommended RCM scenarios (No. 2–4 in Table 3.1) fit well 
into the wider range of RCM simulations produced in the ENSEM-
BLES/CES matrix of RCM-GCM combinations and in an even wider con-
text of CMIP3 simulations. Some of the uncertainties regarding future 
climate change can be inferred from the spread between the members of 
such an RCM-GCM matrix. The results show that the choice of forcing 
GCM is instrumental to the overall uncertainty, but also that choice of 
RCM leads to significant differences for some seasons and areas. The 
latter implies that the use of dynamical downscaling adds an additional 
level to the total uncertainty of the deduced climate change. 
Downscaling to even higher horizontal resolution (1–3 km) shows 
resulting climatologies that contain many more features compared with 
the 25 km simulations being standard in ENSEMBLES/CES. The largest 
differences are seen in mountainous areas, but also coastal effects come 
into play. When compared to observations it is evident that climate 
model output is biased. These biases are problematic in further impact 
studies and in some cases it may be necessary to apply some kind of bias 
correction technique to obtain climate data that are representative local-
ly in an adequate way. Different methods for bias correction of RCM runs 
are used in impact research communities (e.g. Yang et al., 2010; Elshamy 
et al., 2009; Engen-Skaugen, 2007). There is a need for comparison of 
different bias correction methods to evaluate the effect of the adjust-
ment procedures on the statistical distribution of climate variables (e.g. 
extremes) to be able to give improved recommendations to end users of 
climate projections. 
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4.1 Introduction 
Climate change projections for the Nordic and Baltic Regions indicate a 
warmer and wetter future climate, together with a likely increase in the 
occurrence of extremes. Given that global temperature trends in recent 
years show some consistency with projections for the future, the ques-
tion arises as to whether or not there also exists evidence of climate 
change in historical data at regional or local scales. A main objective of 
the statistical analysis group within the Climate and Energy Systems 
project has been to study patterns of change in historical data, with a 
particular emphasis on hydro-climatological variables of relevance to 
the renewable energy sector. In some cases, annual and seasonal anoma-
lies have been considered, whilst in other work the focus has been on 
extreme events. Work on identifying connections between large-scale 
atmospheric processes and local phenomena has also been undertaken 
using, for example, weather type classifications and the North Atlantic 
Oscillation (NAO) index. 
An overview of investigations analysing historical data is given in this 
chapter. The work is reported under three themes: i) analyses of region-
al series and trends for the individual countries; ii) analyses of local ob-
servations for determining changes in the occurrence of extreme events; 
and iii) analyses of links between atmospheric processes and local vari-
ables of interest to the energy sector, i.e. streamflow and wind. Some of 
this work has used data from the Nordic streamflow database, which 
consists of 160 records of daily data from Denmark, Finland, Iceland, 
Norway and Sweden (see Hisdal et al., 2007). This database was updated 
to 2005 within the Climate and Energy Systems project. These data were 
also used to update the analysis of trends in streamflow in the Nordic 
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region (Wilson, et al., 2010) undertaken in the previous CE project (His-
dal et al., 2007; 2010).  
4.2 Analysis of regional series and long-term trends 
Long-term regional series of temperature, precipitation and runoff have 
been compiled and updated for the Nordic and Baltic countries. Because 
there are differences between the Nordic countries as to the most ap-
propriate methods for estimating regional quantities given differences in 
local conditions, particularly topography, the compiled series are re-
ported on a country-by-country basis for the Nordic region. For the Bal-
tic countries, a combined analysis has been undertaken, although identi-
fied regions have also been further subdivided to reflect national bound-
aries. The emphasis within the project has been on comparisons relative 
to a 1961–1990 reference period, and most of the regional series have 
been standardised with respect to this baseline. Where sufficient data 
are available, anomalies relative to the reference period have been ana-
lysed for earlier periods, in addition to deviations in recent years. 
4.2.1 Sweden 
Regional series for the period 1901–2009 were compiled for four regions 
in Sweden. These regions comprise the land areas draining to the Both-
nian Bay, the Bothnian Sea, the Baltic Proper and the Swedish west coast. 
This regional division has previously been used by Lindström and Alexan-
dersson (2004) and Hellström and Lindström (2008). For each year, a 
mean deviation in temperature (in °C) and runoff (in %), relative to the 
1961–1990 reference value, was estimated for each of the four regions. It 
is thus assumed that the year to year climatic signal is the same within 
each region. The regional temperature series were originally constructed 
by Alexandersson (2002) and have thereafter been extended annually. 
The runoff series in the present study are based on 16 long-term dis-
charge series from the larger catchments within the regions. 
The regional average deviations in temperature and runoff for the pe-
riod 1901–2009 are illustrated for the four regions in Figure 4.1. The tem-
perature signal is very similar in all four regions in Sweden. The main 
characteristics are the mild periods in the 1930’s and from 1988 until the 
present, and a cooling period in between these two periods. The warmer 
periods are particularly evident in the Bothnian Bay region corresponding 
to northern Sweden. Subsequent to 1987, only one year has been colder 
than the 1961–1990 average. The past 20 years have been approximately 
one degree warmer than the 1961–1990 normal value. Runoff, however, 
varies more between the regions than does temperature, although some 
common characteristics can be seen in all four regions. For example, the 
1970’s represent the driest 10-year period in all regions, although this 
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anomaly is more evident in the two southern regions, the Baltic Proper 
and the West Coast. Within northern Sweden, runoff anomalies have been 
positive following this dry period. This period of high runoff culminated in 
the years 1998–2001, and runoff in more recent years has been more in 
line with the long term normal. All of the regions exhibit positive devia-
tions in runoff during the 1920’s, and in southeastern Sweden (Baltic 
Proper region), the largest positive deviations are found in that decade. It 
should be noted that the positive runoff anomalies in the 1920’s are asso-
ciated with a period of slightly cooler temperatures, i.e. they precede the 
positive temperature anomalies of the 1930’s. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.1. Regional average deviations in temperature and runoff 1901–2009 
for four regions in Sweden, with respect to average values for 1961–1990. The 
thick black curve shows a smoothing obtained by a Gauss filter with a standard 
deviation of 3 years. 
4.2.2 Finland 
Regional series for the period 1901–2005 were compiled for northern and 
southern Finland. The regional series up to 2002 were originally compiled 
within the CE project (Lindström et al., 2006), and were here extended 
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using discharge data from the CES database and temperature data from 
FMI. The Northern Finland region is comprised of land areas that drain to 
the Barents Sea, the Bothnian Bay and Ostrobothnia, and southern Finland 
of land areas draining to Ladoga, the Bothnian Sea and the Gulf of Finland. 
For each year a mean deviation in temperature (in °C) and runoff (in %), 
relative to the 1961–1990 reference value, was estimated for each of the 
regions, using the same methods as applied in Sweden.  
The temperature signal is generally similar in northern and southern 
Finland (Figure 4.2). The temporal pattern of anomalies is characterised 
by mild periods in the 1930’s and from 1988 until the present and a cool 
period in between these two periods. The positive deviation in tempera-
ture during the past 20 years is approximately one degree, similar to 
Sweden. Cold years in the beginning of the 1940’s are very dominant in 
the southern Finland region, and pronounced negative deviations in 
runoff are also found during this decade. Two relatively wet periods are 
particularly notable in the southern Finland regional series, the 1920’s 
and the 1980’s. These periods share some similarities with the Swedish 
Baltic Proper regional series for these periods. The positive runoff devia-
tions in the 1920’s continue into the 1930’s, but similar to the Swedish 
Bothnian Sea regional series, they begin during a period of normal to 
slightly cooler temperatures. 
In addition to the regional analysis of temperature and runoff pre-
sented in Figure 4.2, monthly precipitation sums for the period May–
September have been studied in two areas in Finland (Ylhäisi et al., 
2010). One of the areas considered is located in south-west (SW) Finland 
with a slight maritime influence, and the other area is in the north-east 
(NE) where the climate is more continental. Trends during the last 100 
years were studied based on gridded data for Finland developed by FMI. 
Statistically significant long-term tendencies were found for June at SW 
and for May, July and the sum from May to September at NE, indicating 
increases in precipitation. For a shorter time period, 1961–2000, two 
other observational datasets (E-OBS gridded data (Haylock et al., 2008); 
and CRU gridded data (Mitchell and Jones, 2005)) were also analysed. All 
three datasets indicated a tendency towards an increase in precipitation 
in June in the SW and a decrease in September in the NE. In many cases, 
however, the trends were not statistically significant and varied in sign 
from month to month and between the two study sites.  
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Figure 4.2. Regional average deviations in temperature and runoff 1901–2005 
for northern and southern Finland, with respect to average values for 1961–
1990. The thick black curve shows a smoothing obtained by a Gauss filter with a 
standard deviation of 3 years. 
4.2.3 Norway 
A new set of five regions has been compiled for Norway for use in esti-
mating regional runoff series. These regions replace the 13 regions re-
ported in Førland et al. (2000) and were identified based on annual run-
off data from 82 stations for the period 1897 to 2009. Following normal-
isation of each station series (achieved by dividing annual values by the 
station mean for the period 1961–1990), cluster and correlation anal-
yses were used to group stations with similar temporal behaviour. Sta-
tion groupings, together with catchment boundaries and the boundaries 
of existing hydropower regions, were used to delimit the five regions 
illustrated in Figure 4.3. Temperature and precipitation regional series 
exist for Norway for the periods 1876–2003 and 1986–2004, respective-
ly, for the six temperature and 13 precipitation regions described in 
Førland et al. (2000). These series were recalculated for the five runoff 
regions by areal weighting of each of the temperature and precipitation 
series, relative to the boundaries of the runoff regions. 
The precipitation and runoff regional series were calculated as the 
mean of the normalised series for each region. Each individual tempera-
ture series, however, was normalised by subtracting the mean for the 
reference period 1961–1990 and dividing by the standard deviation. The 
method used to calculate the runoff and precipitation regional series is 
the same as that used for Sweden and Finland. However, there is a dif-
ference in derivation of the temperature regional series. In Sweden and 
Finland each individual series was standardised by subtracting the mean 
value only, prior to calculating the regional average of the station values. 
The results of the analyses indicate that all regions are characterised by 
relatively high temperatures within the recent period (1990–2003), 
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similar to the results for Sweden and Finland. Precipitation and runoff 
for individual years within the period 1990–2003 were more variable, 
but higher values were observed in all regions for both of these varia-
bles, relative to the 1961–1990 reference period. Figure 4.3 illustrates 
the percentage change in the average value between the reference and 
recent periods for the five regions. A 4–6% increase in precipitation is 
estimated for the four western and northern regions of Norway, where-
as southeastern Norway has only experienced a small increase (1.5%) 
between the two periods. Runoff is observed to have increased by ap-
proximately 9% in the recent period, and the western mountainous re-
gion of Norway has experienced a moderate increase of 5.8%. The other 
three regions exhibit only a slight increase in the recent period. The in-
crease in the northernmost region of Norway is consistent with the run-
off deviations in northern Sweden, as illustrated by the regional series 
for the Bothnian Bay region in Figure 4.1. In that case, the smoothed 
series exhibits a positive anomaly of the order of 7–10% in recent years, 
whereas a negative anomaly for the period 1960–1980 is evident. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.3. Percentage increase in the regional a) precipitation and b) runoff in 
Norway in the period 1990–2003, relative to the 1961–1990 reference period. 
4.2.4 Iceland 
Monthly, seasonal and annual regional series of temperature, precipita-
tion and runoff were compiled for Iceland for the period 1961–2006 for 
three regions in Iceland. These regions are based on weather forecasting 
domains defined by Einarsson (1978), aggregated into three regions 
(Figure 4.4). Each individual series of temperature, precipitation and 
runoff was normalised using the same procedure described above for 
Norway. Gridded temperature and precipitation data were used for the 
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analysis. The temperature data set was produced using a spline interpo-
lation method after elevation correction and the precipitation data set 
was produced with an orographic precipitation model (Crochet et al., 
2007; Jóhannesson et al., 2007). Precipitation and temperature series 
were compiled for all regions while runoff series were compiled for two 
regions only (south and northwest). Two gauging stations correspond-
ing to partially glacier-covered catchments were used to generate the 
regional series in the southern region (region 1), and five gauging sta-
tions were used for the northwestern region (region 3), one of which 
represents a partially glacier-covered catchment. In both regions, the 
total catchment areas corresponding to these gauging stations cover 
only a limited area within the respective regions, i.e. 19% of Region 1 
and 7% of Region 3. 
The annual regional series are illustrated in Figure 4.4, where mean 
annual values for the three 15-year periods between 1961 and 2006 are 
also indicated. The temperature series describe a similar signal in all 
regions and indicate that annual temperatures in the years subsequent 
to 1990 have been milder, on average, than during the 1961–1990 refer-
ence period. In particular, all years subsequent to 1995 have been sys-
tematically milder than the 1961–1990 reference value, in all regions, 
except for one year in Region 2 (NE). Seasonal analyses (not shown) 
indicate that the largest seasonal temperature increase in recent years is 
associated with the summer. Annual precipitation for the recent years 
has also been higher, on average, than the 1961–1990 reference value 
but differences exist between regions for individual years. In the south-
ern region (Region 1), annual runoff has also been generally higher in 
recent years, particularly relative to the 1976–1990 15-year period, but 
has not increased as much as the precipitation. Within the northwestern 
region (Region 3), runoff was above the 1961–1990 average in the early 
1990’s, which is similar to what was seen in the early 1970’s, but more 
recent years have generally been characterised by annual runoff below 
or close to the 1961–1990 reference value. A trend analysis of spring 
and autumn maximum precipitation and floods at Icelandic stations was 
undertaken by Jónsdóttir et al. (2008), identifying positive trends in the 
maximum one-, three- and five-day precipitation in spring and autumn 
at some stations. Trends in the magnitude of spring and autumn floods 
were mostly positive in the spring and negative in the autumn, although 
the results were generally not found to be statistically significant. 
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 a) Annual T, P, Q series Region 1 (South) b) Annual T, P series Region 2 (NE) 
 
 
 
 
 
 
 
 
 
 
 c) Annual T, P, Q series Region 3 (NW) d) Regions and catchments 
 
Figure 4.4. Normalised annual regional series of temperature (red lines), precip-
itation (blue lines) and runoff (black lines) in Iceland for (a) Region 1, (b) Region 
2, (c) Region 3. The series have been Gauss-filtered with a standard-deviation of 
3 years (solid lines), and mean annual values for the 1961–1975, 1976–1990 and 
1991–2006 periods are also given (dashed lines). 
4.2.5 Denmark 
For Denmark, analyses of regional trends in precipitation and runoff have 
been conducted based on 8 climate and 18 discharge gauging stations dis-
tributed throughout the country (Figure 4.5). Analyses have considered 
changes in average annual precipitation, changes in monthly precipitation 
to assess seasonal trends, as well as changes in the annual and monthly 
average, maximum and minimum values. Yearly time series were analysed 
by applying the Mann-Kendall non-parametric trend test (Hirsch, et al., 
1982), and the Mann-Kendall seasonal trend test with correction for serial 
autocorrelation (Hirsch and Slack, 1984) was applied to the monthly data. 
The magnitude of the trend was estimated by the non-parametric Sen’s 
slope estimator (Hirsch, et al., 1982), which assumes that the trend is con-
stant over the period analysed. Homogeneity of the seasonal trends was 
tested using the statistic introduced by van Belle and Hughes (1984). 
Results indicate that the average annual precipitation has increased over 
the period 1917 to 2000 at seven of the eight stations considered. The in-
creases at two of the stations (Broderup and Landbohøjskolen) are statisti-
cally significant. This agrees with an estimated change in average annual 
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precipitation of +1.3 mm per year for the whole of Denmark for the same 
period, based on area-weighted stations from the existing station network. 
The analysis of monthly precipitation for each of the 8 climate stations re-
veals large differences in the seasonal trends (Figure 4.6). The months of 
March and December have large and highly significant increases, whilst 
August is associated with decreases, which are significant at Nordby and 
Broderup. The overall pattern provides evidence for a trend towards wetter 
winter months and drier summer months at all of the stations considered. 
The average annual runoff was found to have increased at all of the sta-
tions analysed over the period commencing with the first year of the station 
record (varying from 1917 to 1936 at individual stations) until 2000. This 
increasing trend was found to be significant at 10 of the 18 stations. The 
analyses of monthly average, maximum and minimum runoff at 10 of the 
stations show clear seasonal patterns in the trends (Figure 4.6). The largest 
positive trends in the monthly average runoff are associated with the winter 
half-year. In many streams, average runoff has increased significantly in the 
early spring to summer, most likely reflecting the increased winter recharge 
to these groundwater-dominated streams. The analyses also indicate that 
monthly maximum and minimum runoff have increased as well, implying 
an increased winter flood risk, particularly during winter periods. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.5. The locations of the 18 Danish river gauging stations (blue) and the 
8 climate stations (black) used for the analysis. 
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Figure 4.6. Trends in monthly precipitation at the 8 climate stations (upper dia-
gram), and in the monthly average, maximum and minimum runoff at 10 of the river 
gauging stations (lower diagram) during a 75-year period. *Significant (P<0.05). 
4.2.6 The Baltic countries 
A combined analysis of regional series for temperature, precipitation 
and runoff for Lithuania, Latvia and Estonia was undertaken for the pe-
riod 1961–2007, based on 10 hydrological regions (Figure 4.7) for the 
Baltic area. The series are based on 49 stations for temperature, 72 sta-
tions for precipitation and 64 stations for runoff. All series were normal-
ised relative to the 1961–1990 reference period. Regional series were 
developed on monthly, seasonal and annual bases. 
Comparisons between the temperature series in the recent period 
(1991–2007) relative to the reference period indicate an increase in an-
nual and seasonal temperatures in all regions and all seasons. In Estonia, 
the annual temperature increased by 0.8 oC and in Lithuania by 1.1 oC 
relative to the reference value. Positive changes of air temperature oc-
curred in all seasons (Figure 4.7a), with the largest anomalies observed 
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during the summer season and the smallest increases occurring during 
the autumn season. With respect to precipitation, an increase in precipita-
tion was found for the winter season in recent years for all Baltic coun-
tries. In the western and central regions, precipitation increased by 10–
16%, whilst in the eastern regions it increased by 15–29% during the 
winter season. Changes in precipitation during the spring season are vari-
able between regions. Summer precipitation generally decreased, with the 
largest decreases associated with the western and central regions of Lith-
uania and the eastern region of Estonia. Anomalies in the regional runoff 
series vary with location and season. All regions exhibit an increase in 
runoff during the winter season during the period 1991–2007, with in-
creases of 20 to 60% (Figure 4.7b). A decrease in spring runoff (of 10-
20%) was found in the western regions, but no change of spring season 
runoff was found in the more inland regions. Long-term variability in 
temperature, precipitation and runoff from the 1925 until 2007 has also 
been evaluated for the Baltic countries in other work (Kolcova et al., 
2010), and large variations are observed over this time period. 
4.2.7 Summary of regional series analyses 
Although there are some differences in the methods used to develop the 
regional series described above and in the quantities presented, some 
common themes are apparent. Firstly, all of these studies report positive 
temperature deviations for all regions in recent years relative to the 1961–
1990 reference period. The analyses illustrated for Sweden and Finland 
suggest that these anomalies are not necessarily unique in their magnitude 
within the past century, particularly when a comparison with the 1930s is 
made. However, the figures illustrated for Sweden and Finland, also suggest 
that the persistence of the temperature deviations in the period subsequent 
to 1990 possibly distinguish this period from the early warm period during 
the 1930s. The seasonal analyses presented for the Baltic countries further 
indicates that for this region, the largest seasonal increase in temperature in 
recent years is associated with the summer months.  
With respect to runoff and precipitation, patterns during recent years 
relative to the reference period are much more variable, both between 
countries and between regions within individual countries. This is most 
likely related to the diversity of characteristics and associated rainfall 
and flow regimes which lead to variable responses at the catchment and 
the regional scale. Topography, for instance, will affect local and regional 
precipitation patterns differently depending on its location relative to 
atmospheric circulation patterns (for example, producing orographic 
enhancement vs. topographic blocking). In some regions (for example, 
northern regions in Norway and Sweden, and regions within Iceland), 
overall higher runoff values are observed for the period from 1990 to 
present. However, more detailed analyses of this period, for example in 
Sweden, suggest that the period of higher runoff possibly culminated 
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towards the end of the 1990s and that more recent years have been as-
sociated with runoff values more similar to the average for the 1961–
1990 period. The seasonal analysis presented for the Baltic countries 
indicates a considerable increase in winter runoff in recent years in all of 
the 10 regions considered. Positive anomalies in annual precipitation 
have also been observed in Norway and Iceland in recent years, as well 
as increased winter precipitation in the Baltic countries.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.7. Seasonal anomalies for the period 1991–2007, relative to a 1961–
1990 reference period for: 
a) temperature in C, with the y-axis ranging from 0.00 to 1.00 C 
b) runoff as a percentage, with the y-axis ranging from -40% to +60%. The sea-
sons are indicated by colour: Dark blue – winter; light blue – spring; red – sum-
mer; green – autumn.  
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4.2.8 Summary of regional series analyses 
Although there are some differences in the methods used to develop the 
regional series described above and in the quantities presented, some 
common themes are apparent. Firstly, all of these studies report positive 
temperature deviations for all regions in recent years relative to the 
1961–1990 reference period. The analyses illustrated for Sweden and 
Finland suggest that these anomalies are not necessarily unique in their 
magnitude within the past century, particularly when a comparison with 
the 1930s is made. However, the figures illustrated for Sweden and Fin-
land, also suggest that the persistence of the temperature deviations in 
the period subsequent to 1990 possibly distinguish this period from the 
early warm period during the 1930s. The seasonal analyses presented 
for the Baltic countries further indicates that for this region, the largest 
seasonal increase in temperature in recent years is associated with the 
summer months.  
With respect to runoff and precipitation, patterns during recent years 
relative to the reference period are much more variable, both between 
countries and between regions within individual countries. This is most 
likely related to the diversity of characteristics and associated rainfall 
and flow regimes which lead to variable responses at the catchment and 
the regional scale. Topography, for instance, will affect local and regional 
precipitation patterns differently depending on its location relative to 
atmospheric circulation patterns (for example, producing orographic 
enhancement vs. topographic blocking). In some regions (for example, 
northern regions in Norway and Sweden, and regions within Iceland), 
overall higher runoff values are observed for the period from 1990 to 
present. However, more detailed analyses of this period, for example in 
Sweden, suggest that the period of higher runoff possibly culminated 
towards the end of the 1990s and that more recent years have been as-
sociated with runoff values more similar to the average for the 1961–
1990 period. The seasonal analysis presented for the Baltic countries 
indicates a considerable increase in winter runoff in recent years in all of 
the 10 regions considered. Positive anomalies in annual precipitation 
have also been observed in Norway and Iceland in recent years, as well 
as increased winter precipitation in the Baltic countries.  
4.3 Analyses of extreme events  
Work within the statistical analysis group has also included investiga-
tions of changes in hydroclimatological extremes. Three of these studies 
are reported here, selected for presentation due to their use of combined 
regional data sets such that the results presented cover either the Nordic 
and/or Baltic regions, rather than referring only to individual countries 
within these regions. The first study considers the occurrence of dry 
spells based on precipitation data for stations in northern Europe. The 
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second study is based on an analysis of the updated Nordic streamflow 
database to consider changes in the occurrence of peak flows in runoff 
series. The third study presents a combined analysis of changes in the 
spring flood for stations within the Baltic region. 
4.3.1 Dry spells in the Nordic and Baltic region 
Temporal changes in meteorological drought in the Northern Europe 
during the 20th century were evaluated using daily precipitation data 
from 15 stations in the Nordic countries (Denmark, Finland, Sweden, 
Norway) and the Baltic countries (Estonia, Latvia, Lithuania) (Hohenthal 
et al., 2010). Dry spell lengths were defined relative to 10, 100 and 400 
mm thresholds for cumulative precipitation. The number of dry days at 
each station was calculated using 1.0 and 0.10 mm threshold values for 
daily precipitation. Both dry spell lengths and the number of dry days 
were calculated for the annual and the May – August (i.e. “summer”) 
periods. The period of record varied between the stations, with most 
records beginning before 1910. (Two exceptions to this are the records 
for Riga in Lativa, which begins in 1943, and for Östersund in Sweden, 
which begins in 1918). Most of the analysed records extend until 2007, 
although some end a few years earlier. 
The annual and summer dry spell lengths and number of dry days vary 
depending on the location of the stations with respect to mountain ranges 
and large water bodies, as well as with local air temperatures. Longer dry 
spells and higher number of dry days are found more often at the stations 
located in the cooler and more continental northern and eastern regions 
of Northern Europe than at stations located in the warmer and more mari-
time southern and western regions. The lengths of the longest 100 and 
400 mm dry spells show more variation between the stations than do the 
10 mm dry spells. The longest dry spells commencing during the summer 
months are generally shorter than dry spells beginning during other sea-
sons. In Finland, Sweden and the Baltic countries, the 100 and 400 mm 
dry spells at the northern sites are longer than at the southern stations. In 
Norway, Sweden and Denmark, the eastern stations tend to be associated 
with longer dry spells relative to the western stations in those countries. 
Trend analyses of the drought parameters were undertaken using 
both the parametric t-test and the non-parametric Mann-Kendall test. 
The Mann-Kendall test rejects the false null hypothesis (H0 = no trend) 
more often when the distribution of the values is clearly skewed (Önöz 
and Bayazit, 2003), while t-test rejects the false null hypothesis more 
often when the values are normally distributed. The results indicate that 
meteorological drought occurrence has either remained the same or has 
decreased during the 20th century at most of the sites considered, par-
ticularly at the annual level. Highly significant (p<0.01) decreasing 
trends were found for the longest 100 and/or 400 mm dry spells in Co-
penhagen, Vestervig, Oslo, Jyväskylä, Riga and Vilnius, and for the <1.0 
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and/or <0.1 mm precipitation days in Bergen-Samnanger, Oslo and Riga 
(Figure 4.8). Increasing trends are the exception, but are found especial-
ly in the summer time series at stations located in the southern portions 
of the region. Significant (p<0.05) increasing trends were found in the 
longest 10 mm dry spells in Hammer, Odde and Copenhagen, and in the 
number of <0.1 mm precipitation days in Riga and Copenhagen. 
4.3.2 Changes in the occurrence of peak over threshold 
floods in the Nordic region 
Data from the Nordic streamflow database were used to investigate pos-
sible changes in the occurrence of high flows based on daily data from 
84 discharge stations distributed throughout the Nordic region (Figure 
4.8). Time series from these particular stations have been deemed to be 
suitable for daily analyses in previous work in the CE project (see Hisdal 
et. al, 2007). Peak over threshold floods were defined as the occurrence 
of discharge values exceeding the mean annual flood for the period 
1961–1990 for a given daily discharge time series. Clusters of peaks 
were aggregated (to avoid sequent peaks from the same event) using 5-
day and 70% recession criteria. The resulting peak over threshold series 
was then subdivided into fifteen-year periods for the period 1961–2005, 
and for stations where longer term series are available, also for the peri-
od 1931–1960. The number of events in each 15-year period were then 
tabulated, and the events for the entire series were ranked with refer-
ence to the period in which they occurred. 
Results representing the change in the total number of events in the 
most recent 15-year period (1991–2005) relative to the two previous 
15-year periods (1961–1975; 1976–1990) are illustrated in Figure 4.8. 
The change indicated represents the difference between the number of 
events occurring in 1991–2005 relative to the number of events occur-
ring in each of the two fifteen-year periods. If the number of events in 
1991–2005 was greater than (or less than) the number in each of the 
two previous periods, then the difference between the number in 1991–
2005 and the largest (or smallest) number of occurrences in the two 
previous 15-year periods is illustrated. Otherwise, a station is reported 
as having no change. For stations with data records extending to 1931, 
comparisons were made between the number of events in 1991–2005 
and all four 15-year periods between 1931 and 1990. The stations with 
the largest increases in the number of high flow events tend to be locat-
ed on the western coast of Norway. Two Danish stations also exhibit this 
change. Stations in southern and eastern Norway and throughout most 
of Sweden, Finland and Denmark exhibit either no change or a decrease 
in the number of events. With respect to stations located in Iceland, one 
station located in southern Iceland (Maríufoss) was found to have an 
increase in the number of events in 1991–2005 relative to 1961–1990, 
and one station located in the northwest (Dynjandi) exhibits a decrease. 
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The statistical significance of the changes was tested using a 2 test for 
the number of events in each 15-year period, and a Mann-Whitney rank 
sum test to compare the relative magnitudes of the events in each 15-
year period. In most cases, the tendencies illustrated in Figure 4.8 were 
not found to be significant. Exceptions to this include two stations locat-
ed on the western coast of Norway which were found to have a signifi-
cant increase in the number of events over the mean annual flood. Signif-
icant decreases in the number of events were found at one station in 
southern Sweden and two stations in Denmark. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.8. Change in the number of events in the period 1991–2005 which ex-
ceed the mean annual flood (1961–1990) relative to the periods 1961–1990 and 
1931–1990. See text for further details. 
4.3.3 Changes in spring flood in rivers of the Baltic States 
Changes in parameters characterising the spring flood, including flood 
duration and frequency, runoff volume, peak discharge, and the timing 
of its occurrence were evaluated for 69 stations in the Baltic region. The 
Mann-Kendall trend test and the nonparametric Sen’s method (Helsel 
and Hirsch, 2002) for the magnitude of the trend were used to detect 
trends in these quantities during three time periods (1923–2007, 1941–
2007 and 1961–2007). Flood frequency estimation was based on the 
Gumbel distribution. 
The results show a tendency towards a decrease in the spring flood 
maximum discharge and in its interannual variability at all stations con-
sidered, excepting three stations with positive trends and six stations 
with no trend. Significant and weakly significant negative trends were 
found for the periods, 1923–2007 (19 of 21 stations) and 1941–2007 
(28 of 31 stations), respectively. The period 1961–2007 exhibited a neg-
ative tendency, but trends were not found to be significant, except in the 
western part of Lithuania, where out of 12 stations, 3 exhibited positive 
trends and 5 exhibited negative trends. In addition, no maximum dis-
charges over 1% probability (return period = 100 years) have been ob-
served during the last 70 years or over 5% probability (return period = 
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20 years) during the last 50 years, with the exception of rivers in West-
ern Lithuania, where, for example, the spring flood in 1994 was the larg-
est discharge recorded during the last 80 years.  
For some time periods, the results also indicate that the spring flood 
peaks are now occurring earlier in the year. For the period 1923–2007, 
trends have been found to be negative, indicating earlier peak discharg-
es. The tendency for an earlier spring maximum discharge timing has 
been reported for stations throughout the Baltic region (Meilutytė-
Barauskienė and Kovalenkovienė, 2007; Klavins et al., 2002; Reihan et 
al., 2007). However, for the periods 1941–2007 and 1961–2007 trends 
in the timing of the spring flood were found to be insignificant. The 
spring flood duration is also observed to have decreased. The fraction of 
spring runoff to the annual runoff has decreased by 3–5% on average 
and by up to 10% in some regions. No significant trends were found for 
changes in spring flood volume, although the tendency was towards 
decreases in this quantity.  
4.4 Analyses of links between atmospheric processes 
and hydroclimatological variables 
In addition to studies which have analysed historical precipitation, tem-
perature and runoff time series, work has been undertaken which con-
siders links between atmospheric processes and variables directly rele-
vant to the renewable energy sector, such as runoff and wind. The first 
study reported here evaluates the occurrence of rainfall floods in Nor-
way with respect to the “weather type” responsible for the heavy rain-
fall. The second study evaluates connections between the North Atlantic 
Oscillation (NAO) and daily average streamflow and wind speeds in the 
Scandinavian countries and Finland. In addition, work on the relation-
ship between regional hydrological droughts and associated weather 
types has also been undertaken (Fleig, et al., 2010 a,b) with applications 
to Denmark and Great Britain. Long-term precipitation and discharge 
series in Iceland and their relationship to atmospheric circulation has 
also been investigated using an EOF analysis (Jónsdóttir and Uvo, 2009), 
in order to identify the principal patterns of variability in sub-regions 
within Iceland. 
4.4.1 Rainfall floods and weather types in Norway 
More than 900 rainfall events were identified based on 150 long-term 
daily precipitation series using a peak-over-threshold (POT) method, 
using a variable threshold to reflect the magnitude of rainfall in different 
regions within Norway. A number of floods were independently identi-
fied from daily flow series at 62 discharge stations located throughout 
Norway, also based on the exceedance of a threshold value (see Figure 
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4.9 for station locations). The runoff series included in this analysis are 
either unaffected by hydropower regulation or have been naturalised to 
take account of the effects of regulation. The date of the maximum daily 
rainfall was then compared with the date of the maximum daily mean 
discharge at nearby discharge stations. Events where the occurrence of 
the maximum rainfall vs. the maximum discharge differed by less than 
three days were defined as rainfall flood events for this analysis. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.9. The most frequent rainfall flood generating weather type in Norway 
based on the Grosswetterlagen (GRW) classification. See text for description of 
the weather types illustrated.  
 
The data set includes some events from the late 1890s, although most 
events occur after 1917, reflecting increases in the hydrological station 
network. In order to cover all of the rainfall flood events identified from 
the historical runoff data, it was therefore necessary to utilise weather 
type indices from two sources: Grosswetterlagen (GRW) (Gerstengarbe 
and Werner, 2005) and the Lamb-Jenkinson index (LWT) (Hulme and 
Barrow, 1997) rather than indices based on re-analysed data series, 
which begin in 1948. The Grosswetterlagen is focussed on Germany 
while the Lamb-Jenkinson index focuses on Great Britain. Both indices 
are available as daily indices, beginning in 1881. Each index comprises of 
approximately 30 classes, which can be grouped into three main weath-
er types: Cyclonic, Anticyclonic and Zonal systems. The weather type 
associated with the date of the occurrence of the maximum rainfall in a 
given event was extracted for all rainfall floods for each discharge sta-
tion. The total number of cyclonic, anticyclonic and zonal events was 
then calculated for each station, and the percentages of each type were 
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plotted for the two indices at each station. The most frequent rainfall 
flood generating weather type is shown for each station in Figure 4.9, 
based on the GRW-classification. Where a secondary weather type is also 
important in generating rainfall floods, this is indicated as the second 
type in the legend. 
The weather type HM (yellow), “Hoch mittel”, is characterised by anti-
cyclonic systems over central Europe, and the well-defined region extend-
ing from Trøndelag to South Troms in central to north Norway represents 
an area where this weather type is quite dominant. The weather type BM 
(red), “Brücke mittel”, is associated with a ridge extending from the conti-
nent to Britain, and is important in parts of western coastal Norway and, 
in this analysis, also appears in the northernmost catchments (although 
snowmelt dominates flooding there). The types WA (medium blue) and 
NWA (orange to pink) also reflect weather types in which anticyclones in 
the south force frontal systems to the north. Many events in southwestern 
Norway and in the inland and southeastern areas are linked to westerly 
weather types with zonal wind over Germany (WZ, indicated with dark 
blue to purple). Some rainfall floods in the southwest and along the south-
east coast are linked to cyclones over the European mainland (TRM/TRW 
– light to medium blue). Catchments in western Norway draining north-
wards to the Trondheimfjord are shielded by mountains in the west and 
south, so that the NWA dominates there. Overall, the results illustrate the 
strong regional link between rainfall generating weather types and the 
Norwegian geography and topography.  
Some of the largest floods in Norway have occurred as a result of me-
ridional weather types, linked to blocking anticyclones in the Atlantic 
Ocean and over Finland/Russia. Warm and humid air masses originating 
from the Mediterranean or from subtropical part of the Atlantic are trans-
ported in a sector from southeast to southwest causing heavy rainfall and 
extreme floods in southern Norway. These events, however, occur too 
infrequently to be identified by the type of analysis presented here. The 
south-eastern type was responsible for the most extreme flood disaster on 
record in Norway, occurring in July 1789, which was caused by the Vb-low 
type storm trajectory (van Bebber, 1891). This weather type has caused 
many of the worst floods in Central Europe, such as the Oder flood in 1997 
and the flood in the Elbe in August 2002. It can also contribute to large 
floods both in southern Sweden and southeast Norway. 
4.4.2 Linking NAO with streamflow and wind 
Variability in hydro- and wind energy parameters and their link to com-
mon climatological forcing via the North Atlantic Oscillation (NAO) has 
also been analysed. The NAO index is defined by the normalized pressure 
difference during the winter between a location in southwestern Europe 
and a station in Iceland (Pinto et al., 2009). The NAO signal tends to be 
strongest during the winter (Cherry et al., 2005). Therefore, correlations 
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between the daily NAO index and the i) average daily streamflow (based 
on station data held in the Nordic streamflow database); and ii) wind 
speed were assessed for that season. The results indicate that daily values 
of the wintertime NAO for 1950–2002 show some correlation with daily 
average streamflow in the region, with the highest correlations generally 
found in western Norway and at a few sites in southern Sweden, having 
values of up to 0.71 (Figure 4.10). Correlations with wind speed records 
are generally weaker, with the highest correlations associated with west-
ern Norway and with Denmark. Thus, a positive NAO index has a tendency 
to be linked with wetter, windier winters particularly in the southwestern 
region of the study domain. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.10. Correlation between winter NAO and wind speeds/stream flow 
(1980–2002) 
4.5 Summary 
The regional series analyses undertaken within the CES project all point 
towards a positive anomaly in annual temperature in recent years, rela-
tive to the 1961–1990 reference period. For countries where data are 
available and have been analysed (i.e. Figures 4.1 and 4.2 for Sweden 
and Finland, respectively), the magnitude of this anomaly is similar to 
that observed in the 1920’s, although the length and persistence are 
more pronounced for the period subsequent to 1991. Results for precipi-
tation and runoff are much more variable, both between countries and 
between regions in individual countries, and it is not feasible to draw 
general conclusions for the region. Notable features, however, include a) 
reported increases in annual precipitation in Denmark (Figure 4.5), 
Norway (Figure 4.3), and in the southern region of Iceland (Figure 4.4); 
and b) reported increases in annual runoff up to the year 2000 in these 
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same areas and also in the northern region of Sweden (Figure 4.1). In 
addition, the seasonal analysis of runoff anomalies for the Baltic coun-
tries indicates a marked increase in winter runoff throughout the region, 
and a decrease in summer runoff (Figure 4.7). The monthly analysis 
presented for Denmark (Figure 4.6) supports this tendency towards 
wetter winter and drier summer months. 
Changes in extremes at individual stations throughout the Nordic 
and/or Baltic regions during recent years have also been considered in 
the CES project using differing approaches and methods. The analysis of 
trends in dry spells generally suggests that meteorological drought occur-
rence has either remained the same or has decreased during the 20th cen-
tury, although some increasing trends were found for sites in Denmark 
and in Latvia. The analysis of the occurrence of peak flow events exceed-
ing the annual maximum flood (Figure 4.8) also suggests a pattern of spa-
tial variability, with some stations (for example, in western Norway and in 
Denmark) exhibiting an increase in the total number of events, and other 
stations (in Sweden, Finland and parts of Denmark) exhibiting a decrease. 
For the Baltic region, the analysis of the timing of the spring flood maxi-
mum discharge suggests an earlier spring flood due to an earlier spring 
snowmelt, which is consistent with previously published analyses for the 
Nordic region (Hisdal et al., 2007; Wilson et al., 2010). 
The analyses of the connection between atmospheric circulation and 
hydroclimatological variables (Figures 4.9 and 4.10) demonstrate the 
potential fruitfulness of such an approach in identifying regional links 
between climate and runoff. It is, for example, noteworthy that the analy-
sis of weather types contributing to rainfall flooding in Norway (Figure 
4.9) has generated a spatial pattern which shares some similarities with 
the peak over threshold flood analysis (Figure 4.7), in that the stations 
associated with the largest increases in western Norway tend to be asso-
ciated with particular weather types. Further work using this approach 
has a clear potential for contributing to a better understanding of the spa-
tial variations observed in the response of runoff to changes in climate. 
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5.1 Introduction 
Changes in glacier mass balance and consequent changes in glacier mar-
gins and land-ice volumes are among the most important consequences 
of future climate change in Iceland, Greenland and some glaciated wa-
tersheds in Scandinavia. Global sea level rise, observed since the begin-
ning of the 20th century, is to a large extent caused by an increased flux 
of meltwater and icebergs from glaciers, ice caps and ice sheets. The 
increased flux of meltwater from land-ice has, apart from rising sea lev-
els, potential global effects through the global ocean thermohaline circu-
lation. It has also local effects on river and groundwater hydrology of 
watersheds adjacent to the glacier margins, with societal implications 
for many inhabited areas.  
Changes in glacier mass balance and glacier geometry for several ice 
caps and glaciers in the Nordic countries have been modelled with mass 
balance and dynamic models within the CES project to estimate future 
response of glaciers to climate change as specified by the CES climate 
change scenarios. The main focus has been on the period 2021–2050 to 
assess changes that affect decisions related to investments and opera-
tional planning of power plants and energy infrastructure that need to 
be made in the near future. Some simulations were continued until the 
end of the 21st century to see the continued development for several 
decades after 2050. Natural climate variability is relatively more im-
portant for climate change simulations for the near future compared 
with the more distant future when the magnitude of the expected an-
thropogenic forcing has substantially exceeded the random background 
variability of the climate. Therefore, many different climate change sce-
narios where employed and used to assess the relative contributions of 
natural climate variability and deterministic greenhouse-gas induced 
climate trends in the simulated glacier changes. 
Due to the importance of future glacier changes for the energy indus-
try in Iceland, the most extensive CES glacier simulations were carried 
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out for the main Icelandic ice caps but studies with a somewhat more 
limited scope were also carried out for Greenland, Norway and Sweden. 
Glaciers and ice caps cover about 11% of the total area of Iceland and 
receive about 20% of the precipitation that falls on the country. They 
store the equivalent of 15–20 years of annual average precipitation over 
the whole country. Substantial changes in ice volume will, therefore, lead 
to large changes in the hydrology of glacier rivers with important impli-
cations for the energy industry and many other social sectors such as 
transportation and tourism. Glacier runoff affects most of the larger wa-
tersheds in Greenland and it is a large component in the water budget of 
several hydropower plants in Norway. Rapid changes are already taking 
place on the glaciers of the Nordic countries as the adjacent forefields 
bear witness to (Figure 5.1). As an example, Storbreen in Norway has 
retreated more than 500 m and lost 1/5 of its volume since mass bal-
ance measurements began in 1949 (Andreassen, 2009). In Iceland, all 
termini of non-surging glaciers that are monitored regularly have re-
treated since the beginning of this century. Many outlet glaciers of the 
Greenland ice sheet have been thinning and retreating at an accelerating 
rate during the last decade. 
 
 
 
 
 
 
 
Figure 5.1. Left: The terminus region of the Greenland Ice Sheet near Paakitsoq 
on the western coast of Greenland (photo: Andreas Ahlstrøm 2003). The ice near 
the margin in this area is currently thinning by ~1 m per year. Centre: The for-
mer course of the Skeiðará river that drains the Skeiðarárjökull outlet glacier 
from the Vatnajökull ice cap, southeastern Iceland (photo: Ragnar Axelsson 
2011). The Skeiðará river changed course in 2009 from the eastern side of the 
glacier to the Gígja river course close to the middle of the glacier tongue. This 
rendered the 1-km long Skeiðará bridge useless on dry land. Right: The Stor-
breen glacier in Jötunheimen in southern Norway (photo: Liss M. Andreassen 
2008). The glacier has retreated by 500 m and lost one-fifth of its volume since 
1949. Distinct end moraines extend down to the valley floor mark the post-
glacial maximum of the glacier and bear witness to the large sensitivity of many 
glaciers to variations in climate. From its maximum extent in the 18th century, 
the glacier area has decreased by 25% and the length by almost 40%. 
5.2 Climate scenarios for glacier modelling 
The CES climate scenario group recommended three dynamically 
downscaled RCM scenarios (ECHAM5-r3/DMI-HIRHAM5, HadCM3/ 
MetNo-HIRHAM, BCM/SMHI-RCA3) as described in Chapter 3 about cli-
mate scenarios. For Iceland and Greenland, a more recent downscaling of 
the ECHAM5-r3 global model with the RCAO regional model (Döscher et 
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al., 2010; Koenigk et al., 2011) was used instead of the BCM/SMHI-RCA3 
downscaling. The glacier simulations in Iceland also made use of a data set 
of 10 global AOGCM climate change simulations based on the A1B emis-
sion scenario submitted by various institutions to the IPCC for its fourth 
assessment report (IPCC, 2007). These 10 GCMs were chosen from a larg-
er IPCC data set of 22 GCMs based on their surface air temperature per-
formance compared with the ERA-40 reanalysis in the period 1958–1998 
in an area in the N-Atlantic encompassing Iceland and the surrounding 
ocean (Nawri and Björnsson, 2010). 
The recent warming in Iceland and Greenland has been particularly 
rapid, with a warming of ~1.25–2°C taking place at most weather sta-
tions in Iceland during the last 30 years (Figure 5.2). This rapid recent 
warming complicates the interpretation of climate change scenarios 
specifying a change in climate with respect to a past baseline period. The 
expected climate change during the next several decades with respect to 
the CES baseline period 1961–1990 depends crucially on how much of 
the rapid warming since the baseline period is viewed as a part of a de-
terministic warming trend and how much is viewed as a part of random 
climate variability. A temporary warming trend caused mainly by cli-
mate variability is likely to revert back to relatively cooler temperatures 
over a time period determined by the statistical autocorrelation of the 
temperature time-series. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.2. The difference of annual mean temperature with respect to the aver-
age of the period 1981–2000 for eight weather stations in Iceland from the mid-
dle of the 20th century to 2009. The period 1981–2000 is chosen as a reference 
because it is used in the spin-up of dynamic glacier models (see below). Straight 
lines show a least squares fit to the data from the last 30 years for each of the 
time-series, i.e. from the period 1980–2009. 
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There are many issues that need to be considered in the derivation of 
scenarios for short term climate change impact assessments. The most 
important are: 
 
 Type of scenario. Typical δ-change scenarios have various flaws as 
described in the Chapter 3 about climate scenarios. Direct model 
output is, however, often difficult to use because of biases that make 
it unsuitable for hydrological and glaciological modelling 
 Baseline period. The climate of any past baseline period such as 
1961–1990 or 1971–2000 is characterised by a particular realisation 
of natural variability which is unlikely to be repeated in the future. In 
most cases, the climate of a (past) baseline period in a particular GCM 
simulation is characterised by internal “natural” variability of the 
respective GCM which has nothing to do with the actual climate 
during the same period in the real world. Using differences with 
respect to such a past baseline period unnecessarily introduces 
substantial uncertainties about past climate into the δ-change 
scenario. The use of the baseline period as a reference for 
comparison with a possible future climate needs to be separated 
from the use of the baseline period in the derivation of a climate 
change scenario 
 Recent climate changes. A scenario needs to merge smoothly with the 
recent past climate, taking into account the effect of recent climate 
change that may partly be of anthropogenic origin and also the 
substantial internal autocorrelation of the climate. Past climate is in 
principle known and there is no reason to let internal “natural” 
variability of climate model simulations during already elapsed time 
periods introduce uncertainty into climate change scenarios 
 Seasonality of climate changes. The annual cycle has a substantial 
effect on many aspects of the water cycle. There is large uncertainty 
regarding modelled changes in the seasonality of many climate 
variables. Modelled changes in seasonality need to be considered in 
detail and the deterministic component separated from the effects of 
random natural variability and, to the extent possible, model errors 
and biases 
 Surface characteristics. The crude resolution of GCMs and some RCMs 
leads to an underestimate of the continentality of the climate at the 
location of many glaciers in the Nordic countries. The model cells 
nearest to the glaciers may contain large ocean areas that bring 
maritime effects far inland and into mountain areas where the 
climate is in reality to a large degree sheltered from maritime effects. 
It is particularly important to consider this problem when GCMs 
model results are directly used to derive climate change scenarios 
without downscaling 
 Choice of climate models. There is considerable variation in the 
realism of different climate models regarding the present-day climate 
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in particular regions of the globe. Climate models need to be 
evaluated to detect serious biases and obvious errors that may 
degrade the quality of any scenarios derived from them 
 Internal consistency of climate variables. Hydrological and 
glaciological simulations are based on several climate variables 
simultaneously. It is important that time-series of different climate 
variables in such modelling maintain their internal consistency when 
scenarios are derived. Precipitation has, for example, a tendency to 
fall on relatively warm days whereas cold periods have a tendency to 
be dry in some climate regions. It may be crucial to maintain such 
relationships in scenarios of future climate for simulations of future 
hydrological and glacier response to climate change to be meaningful 
 
Based on the above considerations, climate change scenarios for the 
hydrological and glaciological modelling in Iceland were derived as fol-
lows (more details are given by Jóhannesson, 2010). 
 
 The choice of RCM and GCM models was based on the analysis of 
Nawri and Björnsson (2010) and on the recommendations of the CES 
scenario group. This resulted in a total of 13 scenarios, 3 RCM-based 
and 10 based on IPCC GCM simulations. The choice of the GCM 
models was based on their surface air temperature performance for 
the present-day climate near Iceland as mentioned above 
 For GCM-based scenarios, temperature change in the highland 
interior of Iceland, where the large ice caps are located, were 
increased by 25% based on the results of RCM downscalings (Nawri 
and Björnsson, 2010) 
 Expected values for temperature and precipitation in 2010 were 
estimated by statistical AR (auto-regressive) modelling of past 
records, thereby taking into account the warming that has been 
observed in recent years as well as the inertia of the climate system 
so that the very high temperatures of the last few years have only a 
moderate effect on the derived expected values. These expected 
values are intended to represent the deterministic part of the recent 
variation in climate when short-term climate variations have been 
removed by the statistical analysis 
 Scenarios of monthly mean temperature and accumulated 
precipitation were calculated from 2010 to the end of the climate 
simulation by fitting a least squares line to the monthly values 
simulated by the RCM or GCM from 2010 onwards and shifting the 
simulated time-series vertically so that the 2010 value of the least 
squares line matched the expected 2010 value based on the AR 
modelling of past climate. In this manner, the 1961–1990 CES baseline 
period was not directly used in the derivation of the future scenario. 
The CES baseline may nevertheless be used to express the scenario in 
terms of differences with respect to a baseline period if desired 
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The trend analysis of future climate eliminates the direct use of a past 
baseline period in the derivation of the scenarios and provides a con-
sistent match with the recent climate development. The statistical 
matching of the past climate observations with the trend lines of the 
future climate, furthermore, provides an implicit bias correction. This is 
important near Iceland because the RCM and GCM simulations showed 
great biases with respect to observations in this area and the simul-
ations of past variations in the climate were also quite different from the 
actual climate development, particularly with respect to the overall cold 
temperatures of the period 1961–1990 and the magnitude of the warm-
ing of the last several decades.  
Figure 5.3 shows the 13 scenarios for annual mean temperature at 
the meteorological station Hveravellir in central Iceland together with a 
temperature time-series from Stykkishólmur, western Iceland, that ex-
tends back to the early half of the 19th century. The upper panel shows 
that, with the exception of the scenario based on the CSIRO_MK35 GCM 
model, the scenarios exhibit apparently random interannual to decadal 
variations, with a magnitude similar to past variations in the Styk-
kishólmur and Hveravellir records, superimposed on a general warming 
trend. The CSIRO_MK35 GCM model stands out with much greater inter-
annual and decadal variations that appear to be substantially larger than 
past variations in temperature in spite of this model being one of the 10 
models chosen from the set of 22 IPCC models with an overall realistic 
temperature performance in terms of bias and spatial variations in this 
area. One GCM model (MIUB_Echo_G) has somewhat smaller warming 
than the others, particularly near the end of the 21st century, whereas 
another (UKMO_HadCM3) indicates a greater rate of warming and com-
paratively large amplitude of interannual to decadal variations com-
pared with the others. With the possible exception of the CSIRO_MK35 
GCM model, this set of scenarios may provide an indication of the range 
of natural variability of the climate of the early 21st century as well as 
the magnitude of model uncertainties that may be expected in simula-
tions with current GCM and RCM models. The lower panel of Figure 5.3 
shows annual median values for different groups of the scenarios in 
order to highlight a more deterministic signal. It indicates a warming of 
close to 2°C near the end of the period 2021–2050 with respect to 1981–
2000, about half of which has already taken place, and a warming of ~3–
4°C by the end of the 21st century. Changes with respect to the CES base-
line period 1961–1990 are very similar. 
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Figure 5.3. Future scenarios for annual mean temperature at Hveravellir, cen-
tral Iceland. The longest temperature time-series from Iceland reconstructed for 
the Stykkishólmur meteorological station back to 1831 is also shown. Upper 
panel: All 13 scenarios (see text for explanations). Lower panel: Medians of sev-
eral groups from the scenarios for each year. The figures show the difference of 
the mean annual temperature of glaciological years (starting in October of the 
previous year and ending in September of the respective year) with respect to 
the average of the period 1981–2000. 
 
An analysis of the seasonality of the temperature changes shows that the 
warming is somewhat greater during the autumn and winter compared 
with the spring and summer. This is similar as found in earlier analyses 
of future climate change in Iceland (Björnsson et al., 2008). 
Precipitation changes were found to be dominated by the simulated 
“natural” climate variability. For some stations, including Hveravellir, 
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the AR statistical analysis of recent changes indicated an increase in 
precipitation in the last few decades but for others this was not the case. 
Typically, a slow increase of ~5–10% was found during the 21st century 
without a consistent seasonal variation. 
For glacier simulations in Norway and Sweden, the three CES RCM-
based scenarios were employed. The RCM results for Norway were further 
adjusted from the RCM grid points to a 1x1 km grid by the statistical 
downscaling method of Engen-Skaugen (2007) and for Sweden the RCM 
results were bias-corrected with ERA-40 using the metodology described 
by Radić and Hock (2006). The CES scenarios could not be used in Green-
land because the RCM simulations did not reach far enough west to cover 
the Paakitsoq study area on the west coast of Greenland. Therefore, the 
glaciological modelling for Greenland had to be based on currently available 
simulations for that area from SMHI and DMI (see below).  
5.3 Precipitation modelling 
A linear theory of orographic precipitation (Smith and Barstad, 2004) 
has recently been used to produce a gridded daily precipitation data set 
for Iceland with 1 km horizontal resolution for the period 1958−2006 
(Crochet et al., 2007; Jóhannesson et al., 2007). The LT-model combines 
airflow dynamics and cloud microphysics to calculate precipitation over 
complex terrain. The model was forced with large-scale atmospheric 
variables taken from the European Centre for Medium range Weather 
Forecasts (ECMWF). The data set is particularly suitable for creating 
forcing fields for glacier and hydrological modelling in remote moun-
tainous areas where traditional precipitation time-series from precipita-
tion gauges are few and far apart and where statistically based methods 
for spatial interpolation of station records are known to be inadequate. 
This precipitation data set is complemented by a data set of gridded 
daily temperature with the same horizontal resolution derived by spatial 
interpolation from the station network using a fixed vertical tempera-
ture lapse rate. 
The present work explored whether several refinements in the meth-
odology and parameterisation could improve the overall quality of the 
downscaled precipitation estimates at various temporal scales. Of particu-
lar importance was more physically-based and time varying estimation of 
several model parameters based on ambient atmospheric conditions. The-
se parameters were previously determined with a statistical optimisation. 
With a physically-based parameter estimation, the application of the 
model for the downscaling of climate scenarios does not have to be based 
on an implicit, and perhaps unjustified, assumption of constant model 
parameter values under a changing climate. 
An ensemble of simulations were performed over various periods 
ranging from 5 to 15 years, considering different strategies in the pa-
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rameterization schemes and for estimating several input parameters. 
The best precipitation estimates of this ensemble were of similar quality 
in average, and sometimes better than previously obtained, but none of 
them resulted in a systematic improvement under all conditions. The 
resulting precipitation data sets are being used in mass balance and hy-
drological modelling of the Icelandic ice caps providing substantial im-
provements over earlier spatial precipitation distributions based on 
horizontal and vertical precipitation gradients. As an example Figure 5.4 
shows the simulated distribution of accumulated precipitation on the 
Vatnajökull ice cap for January 1995.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.4. Distribution of accumulated precipitation on the Vatnajökull ice cap 
for January 1995 simulated with the LT-model of orographic precipitation. The 
250-m contours show the shape of the ice surface and the surrounding terrain. 
 
As a part of the CES project, the performance of the LT-model for precip-
itation modelling on the Svartisen ice cap in Norway was investigated 
(Schuler et al., 2008) and the model was also tested for an area in Swe-
den encompassing Storglaciären and Mårmaglaciären. The model is, 
furthermore, being used in a glaciological context to model precipitation 
in mountainous areas in British Columbia in Canada. The model will be 
developed further based on the experience gathered in these widely 
separated areas. 
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5.4 Glacier mass balance and runoff simulation 
5.4.1 Paakitsoq, western Greenland 
Two downscaled simulations of the future climate of the Paakitsoq area 
near the western coast of Greenland (ECHAM5/SMHI-RCAO and 
ECHAM5/DMI-HIRHAM4, both based on the A1B emission scenario) 
were used to evaluate the quality of such simulations for glacier mass 
balance studies and to assess future glacier mass balance changes in this 
area (Machguth and Ahlstrøm, 2010). It was found that the output of 
both RCMs was characterised by considerable biases in modelled air 
temperature, global radiation and precipitation. Furthermore, RCAO 
seems to have an exaggerated variability of summer temperature in the 
neighbourhood of the Paakitsoq area resulting in an unrealistic spread 
of annual mass balance profiles as a function of altitude. A possible rea-
son for this variability is that RCAO is a fully coupled RCM including an 
ocean module that may introduce unrealistic variations of ocean cur-
rents and sea-ice into the simulations in comparison with the GCM ocean 
state that is the lower boundary condition in HIRHAM4.  
Estimating and correcting the RCM biases is not trivial because there 
are little meteorological and glaciological data to go from but this was 
nevertheless done resulting in reasonable present-day mass balance 
distributions from both RCMs. The future mass balance and mass bal-
ance changes were then calculated as functions of altitude using the 
same bias corrections (Figure 5.5). The mass balance changes were cal-
culated as differences between the periods 2060–2080 and 1980–2000 
in order to obtain a large difference compared with the underlying natu-
ral variability. Over this 80-year long period, the calculated change in 
mass balance below 1000 m a.s.l. is approximately -1 m/y which is about 
half of the estimate obtained by Ahlstrøm et al. (2008). The modelled 
change in mass balance diminishes rapidly with altitude above ~1000 m 
a.s.l. and is close to zero above ~1500 m a.s.l. The difference with re-
spect to the earlier results of Ahlstrøm et al. is partly due to different 
mass balance models in the two studies (an energy balance model in the 
current study and a degree–day model in the study by Ahlstrøm et al.) 
and partly because the estimate presented by Ahlstrøm et al. includes 
the feedback effect arising from the lowering of the ice surface which is 
not included in the current study. Because of the large bias corrections, 
uncertainties in the simulated mass balance and mass balance changes 
must be considered large. The simulated future mass balance relies on 
the assumption that the RCM biases calculated for the present-day cli-
mate are valid in the future. 
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Figure 5.5. Simulations of glacier mass balance as a function of elevation for the 
Paakitsoq area near the western margin of the Greenland Ice Sheet calculated 
using bias-corrected RCAO (left panel) and HIRHAM4 (right panel) RCM downscal-
ing of global climate simulations with the ECHAM5 GCM. The dotted orange curves 
show the difference between the years 2060–2080 and 1980–2000.  
5.4.2 Storbreen, Southern Norway 
Storbreen (61°34' N, 8°8' E) is a small glacier (5 km2) in the Jotunheimen 
mountain massif in central southern Norway. Measurements of winter 
balance (bw) and summer balance (bs) have been carried out since 1949. 
An automatic weather station (AWS) has been operated in the ablation 
zone of the glacier since September 2001 providing a near-continuous 
series of meteorological parameters and surface energy balance. Analysis 
of the first five years of data revealed that variations in temperature and 
reflected shortwave radiation (albedo) explained most of the inter-annual 
variation in melt, whereas the seasonal mean incoming shortwave radia-
tion was remarkably constant between the years (Andreassen et al., 
2008). Within the CES project, a mass balance model was applied and 
tested for Storbreen (Andreassen and Oerlemans, 2009). The model was 
calibrated and validated with data from the AWS. The model included 
parameterisation of snow albedo and was forced by temperature and 
precipitation data from weather stations outside the glacier.  
Results revealed that modelled and observed bw and bs values com-
pared well for the period 1949–2006. Although discrepancies occurred 
in some years, the mass balance model was able to reproduce the main 
characteristics of bw and bs. Climate sensitivity calculations suggested 
that a 1°C warming must be compensated by a 30% increase in precipi-
tation to avoid mass deficit and that the day of maximum bw and mini-
mum bs will be greatly influenced by warming. Model results indicated 
that warming of 1 (3) °C will increase the length of the ablation season 
by ~20 (~50) days. The model sensitivities to ice and firn albedo will 
increase in a warmer climate due to earlier removal of the snow pack 
and thus an extension of the ice and firn melt periods. 
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5.4.3 Iceland 
Ice-volume and runoff simulations were carried out with coupled mass-
balance/ice-flow models and with mass-balance and hydrological mod-
els coupled to volume–area glacier-scaling models. Figure 5.6 shows 
changes in the geometry of the Langjökull and Hofsjökull ice caps in 
central Iceland simulated with a dynamic ice-flow model until the end of 
the 21st century for the climate change scenario based on the DMI HIR-
HAM dynamic downscaling (for a description of the methodology used in 
these simulations, see Guðmundsson et al., 2009). This simulation indi-
cates a ~30% reduction in the volume of Langjökull and ~20% for 
Hofsjökull by 2050.  
 
 
 
 
 
 
 
Figure 5.6. Simulations of the Langjökull and Hofsjökull ice caps in central Ice-
land for climate forcing as specified by the ECHAM5/DMI-HIRHAM4 dynamically 
downscaled climate change scenario. This scenario falls near the middle in the 
set of 13 scenarios shown in Figure 5.3. The panels show the initial spin-up state 
assumed to be valid for 1990 (left) and the simulated ice cap geometries at 2050 
(centre) and 2100 (right). 
 
Figure 5.7 shows ice-volume and runoff changes for Langjökull and 
Hofsjökull for all 13 Icelandic GCM- and RCM-based climate change sce-
narios. The temperature and precipitation changes specified by the sce-
narios are also shown. Before 2010, the model is forced with records of 
observed temperature and precipitation. The results corresponding to 
the CSIRO_MK35 GCM model stand out with very large interannual to 
decadal runoff variations that may be untrustworthy as mentioned be-
fore. During the first half of the 21st century, the other simulations show 
substantial future variations in runoff superimposed on a rising trend 
and a slow reduction in ice volume. The runoff changes fluctuate close to 
~1 m/y for the first decades after 2010 for both Langjökull and 
Hofsjökull, rising to ~2 m/y for Hofsjökull and 2–4 m/y for Langjökull 
near the middle of the century. The reason for this difference in the re-
sponse of the two ice caps is that the lower altitude distribution of 
Langjökull leads to an amplified response. In spite of the annual fluctua-
tions, the simulated runoff changes are almost always positive and their 
magnitude is such that increased glacier runoff will be substantial for 
watersheds with only 10% glacier coverage or even less. 
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Figure 5.7. Simulated changes in ice volume and glacier runoff for the Langjökull 
and Hofsjökull ice caps in Iceland for 13 climate change scenarios deduced for 
the Hveravellir meteorological station. Top panel: Changes in temperature and 
relative changes in precipitation with respect to the average of the period 1981–
2000. The averages of the period 2000–2009 are indicated with red dashed lines 
to indicate the changes that have already taken place. Centre and bottom panels: 
Simulated changes in ice volume and glacier runoff for Langjökull and 
Hofsjökull. The changes are for technical reasons with respect to the period 
1981–2000 but this is very similar to the CES reference period 1961–1990. Red 
dashed lines show the results of simulations where the future climate is main-
tained at the 2000–2009 average. 
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5.4.4 Norway 
Figure 5.8 shows ice-volume and runoff changes for Midtdalsbreen for 
three climate projections from the ENSEMBLES project with the A1B 
emission scenario used in CES project for Norway. Runoff from the glaci-
er and total runoff from the catchment are shown separately. Before 
2005, the coupled mass-balance/flow-line glacier model is forced with 
records of observed temperature (Bergen/florida) and precipitation 
(Bulken). During the first 20 years, the simulations shows substantial 
interannual runoff variations with no trend except for the results based 
on MetNo-HIRAM-HadCM3 that stand out with a rising trend and a fast 
reduction in ice volume. The runoff from the glaciated part fluctuates 
close to ~2.8 m/y for the first decades after 2005, rising to ~3.8 m/y 
near the middle of the century and continues to increase to ~4–5 m/y at 
the end of the century. The runoff increase from the ice-covered area is 
both related to increasing temperature, and a result of the progressive 
lowering of the ice surface. Considering total runoff from the catchment, 
the picture is different in the latter half of the century. The runoff from 
the catchment fluctuate close to ~2.5 m/y for the first decades after 
2005, rising to ~3.6 m/y near the middle of the century and decreases 
during the latter half of the century. The decreasing runoff in the latter 
half of the century is due to a decrease in the glacier component of the 
total runoff that is a consequence of the reduction in glacier area associ-
ated with the reduction in ice volume. This shows that it is important to 
take dynamic glacier changes into account in order to obtain realistic 
estimates of melt water runoff from initially ice-covered areas in long 
integrations for a warming climate.  
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Figure 5.8. Simulated changes in glacier runoff and ice volume for the Mid-
tdalsbreen outlet glacier in Norway for the three CES climate change scenarios 
for Norway. Changes in runoff from glaciated areas (upper), total runoff from 
catchment (middle) and relative volume change with respect to 1961–1990 
(lower). The averages of the period 1961–1990 are indicated with black dashed 
lines to indicate the changes with respect to the CES baseline period. The runoff 
series are smoothed by Gaussian low-pass filters removing variations on smaller 
time-scales than a decade (thick lines). 
 
Two partly glacier-covered watersheds in Norway, Nigardsbrevatn and 
Fønnerdalsvatn, were modelled with the HBV hydrological model cou-
pled to a volume–area glacier-scaling model that was developed as a 
part of the CES project (Jóhannesson, 2009). This model makes it possi-
ble to carry out simple runoff modelling of drainage basins with many 
glaciers without detailed mass balance and dynamic modelling of each 
glacier. Long hydrological simulations of such watersheds need to take 
into account the limited ice volume stored in the glaciers, and preferably 
also the progressive lowering of the ice surface and the reduction in 
glacier area that are associated with a reduction in ice volume. The cur-
rent versions of the Swiss WaSiM and the Norwegian HBV models effec-
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tively assume an inexhaustible reservoir of ice with an unchanged alti-
tude distribution, which may lead to an unrealistic contribution of melt 
water from initially ice-covered areas in long integrations for a warming 
climate. Figure 5.9 shows an example of the results for Nigardsbrevatn 
for the three CES climate change scenarios, both with and without the 
glacier-scaling model. It is seen that the results with and without the 
glacier-scaling model are not much different during the initial decades of 
the future simulation but as the ice volume is reduced the results start to 
diverge and have become noticeably different around 2050. By the end 
of the 21st century the difference between simulations with and without 
the glacier-scaling model is greater than the inter-model difference cor-
responding to the different scenarios. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.9. Simulated discharge from the partly ice-covered Nigardsbreen/Ni-
gardsbrevatn watershed in Norway using the HBV hydrological model coupled to 
a volume–area glacier-scaling model for three climate change scenarios. Results 
from simulations with and without the glacier-scaling model are shown. 
5.5 Comparison of future projections 
Coupled mass-balance/ice-dynamic or mass-balance/glacier-scaling 
modelling was carried out within the CES project for three ice caps in 
Iceland, a glacier and two partly glacier-covered watersheds in Norway 
and two glaciers in Sweden, in each case for several different climate 
change scenarios. Figure 5.10 shows the simulated variation of ice vol-
ume with time for all these simulations to the end of the 21st century 
(some of the simulations end before 2100 because the corresponding 
climate scenarios do not extend up to 2100). It is seen that most of the 
glaciers have lost more than half of their volume by the end of the 21st 
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century for most of the climate scenarios. Simulations were also carried 
out for all glaciers in Iceland and Scandinavia with a lumped model 
based on volume–area scaling using 10 GCM-based A1B climate change 
scenarios (Radić and Hock, 2011) showing a somewhat larger range of 
variation depending on the choice of scenario. The simulated glacier 
response depends crucially on the employed scenarios and on the meth-
odology used to implement them in glacier mass balance models so that 
ice loss by the end of the 21st century varies by an order of magnitude 
between scenarios for simulations of the same glacier.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.10. Relative changes in ice volume simulated with coupled mass-
balance/ice-dynamic or mass-balance/glacier-scaling models three ice caps in 
Iceland (Langjökull, Hofsjökull and S-Vatnajökull), one glacier (Midtdalsbreen) 
and two partly glacier-covered watersheds (Nigardsbrevatn and Fønnerdalsvatn) 
in Norway and two glaciers in Sweden (Storglaciären and Mårmaglaciären). The 
dashed lines show the results of individual similations and thick, solid curves of the 
same colour show the median of all scenarios for the corresponding glacier. 
5.6 Conclusions 
The results of the CES project largely confirm the main results obtained 
in the earlier assessments including the CE and CWE projects. These 
results may be summarised as follows: 
 
 Most glaciers and ice caps in the Nordic countries, except the 
Greenland ice sheet, are projected to essentially disappear in the next 
100–200 years 
 Runoff from ice-covered areas in the period 2021–2050 may increase 
by on the order of 50% with respect to the 1961–1990 baseline. 
About half of this change has already taken place in Iceland 
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 There will be large changes in runoff seasonality and in the diurnal 
runoff cycle and, in some cases, changes related to migration of ice 
divides and subglacial watersheds 
 The dynamic response of the glaciers, that is the retreat of the ice 
margin and the thinning of the ice, has little effect on the modelled 
runoff changes in the short term but this becomes important in the 
second half of the 21st century 
 The runoff change may be important for the design and operation of 
hydroelectric power plants and other utilisation of water 
 There is a large uncertainty associated with differences between the 
climate development as modelled by different GCMs and RCMs. Most 
GCMs and RCMs still have spatial resolutions that are far coarser than 
needed for realistic mass balance modelling, making it necessary to 
apply special downscaling techniques and bias corrections in the 
glaciological modelling 
 
The results show that substantial changes in ice volumes and glacier run-
off may be expected in the future and that the glaciers are already consid-
erably affected by human-induced climate changes. Glacier changes and 
runoff variations in the next few decades will nevertheless be much af-
fected by natural climate variability as they have been in the past and pre-
dictability is, in addition, limited by scenario-related uncertainties. 
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6.1 Introduction 
The work of the Hydropower-Hydrology group of CES has focused on hy-
dropower production and dam safety studies based on ensembles of up-to-
date regional climate scenarios. The model interface between climate mod-
els and hydrological models has been improved and uncertainties have 
been explored. An improved methodology to cope with impacts on lake and 
river regulation in a changing climate has also been studied, in particular for 
large lakes. Finally, a comparison of Nordic design flood standards under 
today’s and future climate conditions has been carried out. 
The work of the CES Hydropower Hydrology group has to a high de-
gree been based on national research programmes in individual coun-
tries, supplemented by support from CES. Therefore, the different stud-
ies may have somewhat different focus and are often based on different 
methodologies and databases. So is, for example, the selection of region-
al climate scenarios different between national programmes. This fact 
has to be borne in mind when comparing results. 
6.2 Methods 
The use of ensembles of regional climate scenarios is an overarching 
strategy within CES. But in the case of hydrology and water resources 
the interface between models is another strategic issue. Due to system-
atic climate model errors, some form of adjustment is generally required 
in the raw climate model output before use in hydrological simulations. 
This is necessary to obtain realistic and credible hydrological results. So 
far three methods have been developed and used; the so called Delta-
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change method, the Distribution Based Scaling (DBS) approach, and an 
Empirical adjustment method. 
6.2.1 The Delta-change method 
The Delta-change method is the most widely used technique for hydro-
logical impact studies. It is based on the assumption that the relative 
change between a control simulation and a simulation of the future cli-
mate can simply be superimposed upon the observed time series used as 
input to the hydrological model. The change is normally expressed as 
percent for precipitation and as degree Celsius for air temperature. The 
method has the advantage of being simple to use but it has been criti-
cized for not handling all the modelled changes in statistics properly, 
such as number of rainy days, long term annual fluctuations and ex-
tremes. Some of these signals are washed out by a too simplistic inter-
face between models. The Delta-change method has been standard in 
many previous studies of climate impacts on hydropower such as the 
ones in the CE-project (Bergström et al., 2007). 
The Delta-change method can be combined with a temperature de-
pendant temperature change to take into account the different changes 
in different parts of the temperature distribution (Andréasson et al., 
2004). In this method, the temperature change is calculated as a season-
al linear function of the temperature in the control period, estimated 
based on the daily RCM temperatures. The monthly temperature chang-
es can then be scaled to match the original monthly changes in tempera-
ture in the scenario. This was used as part of the delta-change method in 
the calculations in Finland.  
The delta-change method was also used in a modified version in Ice-
land. The delta-changes scenarios were given as differences for each 
future month with respect to expected values for temperature and pre-
cipitation in 2010 estimated by statistical AR (auto-regressive) model-
ling of past records. The monthly internal variability from the climate 
models is preserved by this methodology and account is taken of the 
inertia of the climate and the warming that has taken place in Iceland in 
recent years and decades (see further description in Chapter 5.2 and in 
Jóhannesson, 2010). 
6.2.2 Distribution Based Scaling (DBS) 
The Distribution Based Scaling (DBS) approach (Yang et al., 2009) was 
developed to overcome the drawbacks of the Delta-change method. In the 
DBS approach, two primary meteorological variables, precipitation (P) 
and temperature (T), from climate model projections are adjusted before 
being used for hydrological simulations. Observed daily P and T time se-
ries for a reference period are used as a base to derive the respective scal-
ing factors for the P and T outputs from the corresponding time period of 
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the climate projection. The function of the scaling factors is to adjust out-
put from the regional climate model to make it statistically comparable to 
observations, in terms of mean and standard deviation. The scaling factors 
are then applied to the climate projection as it extends into the future. 
This correction assumes that the biases of the climate model are systemat-
ic and constant for the entire climate projection. 
For precipitation, two separate gamma distributions are implemented. 
One gamma distribution is for low-intensity rainfall events, and the other 
for the extremes. The lower gamma distribution represents precipitation 
up to the 95th percentile of total precipitation events; the upper distribu-
tion represents events above the 95th percentile. The gamma distribution 
is a two-parameter distribution with the shape parameter, α, and the scale 
parameter, β. The product of αβ describes the mean value of the studied 
data set, and αβ² represents the variance. Both mean and variance are 
calculated for RCM raw output and observations respectively. The deficit 
in mean and ratio in variance can, therefore, be used as indices of the re-
sulting improvement from applying the DBS approach.  
Compared to precipitation, adjusting daily temperature is less com-
plex. It is described by a Gaussian distribution with mean, μ, and stand-
ard deviation, σ. The distribution parameters are smoothed over the 
reference period using a 15-day moving window. Separate distribution 
parameters are calculated for precipitation days and non-precipitation 
days to take into account the dependence between P and T. As with pre-
cipitation, the resultant scaling factors are subsequently applied to the 
climate projections. 
6.2.3 The Empirical adjustment method 
An empirical adjustment technique (Engen-Skaugen, 2007), is used in 
Norway to refine daily RCM output to better reflect local conditions. 
RCM output for temperature is height corrected for individual stations, 
and output for precipitation during a control period is corrected relative 
to observed monthly data. Further empirical adjustment of both 
precipitation and temperature are applied to RCM output for the future 
scenario period, based on residuals representing the variability of daily 
precipitation or temperature. The method preserves the relative 
changes in mean values and in the standard deviation based on daily 
values, between the control and future periods, as simulated by the RCM. 
6.2.4 Evapotranspiration 
Evapotranspiration change is often subject to less attention than tem-
peratures and precipitation when impacts on water resources due to 
climate change are modelled. But evapotranspiration maybe an equally 
important factor as precipitation change in certain areas. Attempts have 
been made to extract changes in evapotranspiration from climate mod-
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els, but the most commonly used technique is to simply assume a pro-
portionality to air temperature changes. This is the technique used in all 
studies within the CES-project. 
6.2.5 The hydrological model 
Most studies in the Nordic and Baltic countries are carried out by use of 
some variant of the HBV-hydrological model (Bergström, 1995). The 
exception is the group from Iceland, which uses the WASIM model due to 
its need for a better groundwater description than HBV can offer. There 
are different national standard versions of HBV, which have developed 
over time to meet the needs of the specific country.  
6.3 Uncertainty and ensembles 
The use of ensembles of regional climate scenarios visualises the una-
voidable uncertainty in simulation of future conditions for hydropower 
production and safety. In the CES-project as many as 20 different climate 
scenarios have been used in some cases. But there are other sources of 
uncertainty as well such as choice of technique in the interface between 
the climate models and the hydrological model, choice of hydrological 
model and its calibration. It is of utmost importance that these uncer-
tainties are communicated properly to decision makers.  
6.3.1 An example from the border between Norway and 
Sweden 
One way of illustrating the uncertainty caused by differences in the re-
gional climate simulations is by presenting diagrams like in Figure 6.1. It 
shows the development of the 100-year inflow flood in the Höljes basin 
in upper Klarälven in Sweden (named Trysilelva in Norway). Figure 6.1 
is based on 16 regional climate scenarios and a continuous frequency 
analysis carried out in a moving window of 30 years. The interface be-
tween the climate models and the hydrological model is based on the 
Distribution Based Scaling approach. The frequency analysis is based on 
the Gumbel distribution function. 
In Figure 6.1 each regional climate scenario has a unique colour code. 
Note that some of these only extend until 2050. As can be seen uncer-
tainties are large even though the tendency of declining 100-year floods 
is clear in this case. The wide range of the obtained results brings up the 
critical issue of which of regional scenarios to choose in an impact analy-
sis. This question is still unsolved.  
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Figure 6.1. The development of the 100-year inflow flood in the Höljes basin in 
upper Klarälven in Sweden (named Trysilelva in Norway) based on an ensemble 
of regional climate scenarios and a continuous frequency analysis carried out in 
a moving window of 30 years. Altogether 16 scenarios were available for the 
period until 2050 and 12 for the remaining part of the century.  
6.3.2 A Lithuanian example 
In Lithuania, catchment-scale modeling of climate change impact on the 
Merkys river runoff was carried out. The simulations were based on scenar-
ios from two global climate models (ECHAM5, HadCM3), three emission 
scenarios for greenhouse gases (A2, A1B, B1) and the Delta-change ap-
proach for transferring the climate change signal to a meteorological sta-
tion. A simulation of the river runoff in the 21st century was made using the 
HBV hydrological model (Kriaučiūnienė et al., 2009). During the century, 
runoff is projected to decrease by 30–50% according to the different sce-
narios but there are significant uncertainties (Figure 6.2). 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.2. Change in the discharge of the Merkys river according to six different 
climate scenarios for the period 2001–2100. 
 
Further analysis of the uncertainty in the modelling of climate change 
impacts was carried out by a separation of the effects of the hydrological 
model parameter set, the emission scenario and the global climate model 
used in the simulations. The study used the GLUE (Generalized Likelihood 
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Uncertainty Estimation) method (Beven and Binley, 1992; Ratto and Salt-
elli, 2001), which uses the accumulated difference between the calculated 
and the observed discharge, h, as a criterion for the goodness-of-fit. The 
average of h was calculated separately for emission scenarios and global 
climate models for each decade under consideration. 
The period of 1975–1984 was selected for calibration and validation of 
the hydrological model by manual calibration of 16 of its parameters. The 
GLUE method was applied to the six most important parameters out of 
these 16. They were:  – soil moisture parameter; cfmax – snow melting 
factor; FC – maximum storage of the soil moisture reservoir; k4 – base 
flow recession parameter; perc – ground water percolation (upper to low-
er zone); sfcf – snowfall correction factor. The remaining parameters were 
left unchanged after the manual calibration. All together 1000 sets of val-
ues of the parameters sfcf, FC, cfmax, , k4 and perc were generated using a 
Monte Carlo method and discharge was generated. In the output h varied 
between 10 and 200 mm. In the estimation of uncertainty of the model 
parameters, two h values were selected: (1) the average h obtained 
when river discharges are simulated according to 1000 parameter sets 
(120 mm); and (2) average h of the 10 best-fit parameter sets according 
to the GLUE function (31 mm). 
The uncertainty analysis was performed by comparing the respective 
impacts of emission scenarios and global climate models with the results 
of the hydrological model expressed by ∆h for every decade of the 21st 
century.  
The results showed that simulated runoff was most sensitive to the 
selected emission scenario. For example, the air temperature in the 
Merkys catchment area at the end of the century can differ by up to 2.2°C 
depending on which emission scenario is used. The choice of a global 
climate model had much less influence on the results. The calibration 
process reduced the influence of model parameters on the uncertainty of 
simulated of river runoff from 23% to 7%. 
6.4 Hydropower production 
National studies on the impacts of climate change on hydropower produc-
tion have been carried out in most of the Nordic and Baltic countries. Some 
of this work was made in co-ordination with CES and is presented below. 
6.4.1 A Finnish example 
The Finnish Watershed Simulation and Forecasting system (WSFS) was 
used to simulate changes in discharge and hydropower potential in the 
five largest and most important hydropower producing rivers in Finland. 
Simulations were carried out for the period 2021–2050 (Figures 6.3 and 
6.4), using the Delta-change method. The WSFS includes a HBV-type con-
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ceptual watershed model developed and operated at the Finnish Envi-
ronment Institute and used for operational forecasting and research pur-
poses in Finland (Vehviläinen et al., 2005). Two scenarios produced an 
average increase of 5–10% in annual discharge relative to the control 
period and a clear increase in winter runoff. The scenarios differed from 
each other especially during summer, when one scenario produced a de-
crease in discharge while the other indicated no change from the control 
period. Spring runoff peaks occurred earlier in both scenarios, but while a 
slight increase in average peak discharge was produced by one scenario, 
the other produced a clearly smaller and earlier peak discharge. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.3. Watersheds of the five largest and most important hydropower pro-
ducing rivers in Finland.  
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Figure 6.4. Sum of average weekly discharges (million m3/s) in the five largest 
rivers of Finland (see Figure 6.3) in the control period 1961–1990 and calculated 
for 2021–2050 using two scenarios (DMI-Echam5 and Met.no-HadCM3). 
6.4.2 An Icelandic example 
To investigate the effect of climate change on the hydrological regime in 
Iceland and the implications for the hydropower industry, projections of 
river discharge in the period 2021–2050 have been made for two water-
sheds using the WASIM hydrological model (Figure 6.5). One of the wa-
tersheds has a 10% glacier cover while the other one has none (Einars-
son and Jónsson, 2010a). 
The runoff projections are based on thirteen climate change scenarios 
(Nawri and Björnsson, 2010; Jóhannesson, 2010), ten derived from GCM 
model runs prepared in connection with the IPCC 2007 report and three 
based on RCM downscalings recommended by the CES climate scenario 
group (Kjellström, 2010). To account for changes in temperature and pre-
cipitation, monthly delta changes with respect to the period 1981–2000 
for each future year are applied repeatedly to a single past base year. By 
this method, monthly variability from the climate scenario runs is pre-
served. As the runoff modelling depends on the selection of base year, 
three different base years were used, each close to the mean of the base-
line periods 1961–1990 and 1981–2000 in their climatic characteristics. 
In the present study the groundwater module of WASIM has been 
implemented for the first time in hydrological modelling of watersheds 
in Iceland (Einarsson and Jónsson, 2010b). This is an important step 
forward because bedrock in large areas of the country is porous and has 
high hydraulic conductivity, making groundwater flow an important 
part of the runoff from many watersheds. The results are presented in 
Figure 6.6. Average warming for both watersheds between the reference 
period and the scenario period is on the order of 2°C. A precipitation 
increase averaging 20% is predicted for the partly glacier covered wa-
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tershed and an average increase of 3% is predicted for the other one. As 
glacier melt is affected by increasing temperatures this causes an aver-
age increase of 40% in the runoff for the glacier covered watershed and 
an average runoff increase of 3% for the non-glaciated one. The timing of 
maximum snowmelt is predicted to occur approximately one month 
earlier for both watersheds and the magnitude of the mean annual max-
imum snowmelt is predicted to decrease by 5–70%. 
The period of considerable snow cover is predicted to diminish from 
7 months annually to 5 months for the Austari Jökulsá catchment and 
from 7 to 3 months for the Sandá catchment. Mean annual maximum 
snow thickness is predicted to decrease by 5–80%. This results in in-
creased average winter flow and more evenly distributed seasonal dis-
charge to the benefit of hydropower development on these rivers. For 
the partly glacier covered watershed, runoff from the glacier will in-
crease substantially and the duration of glacier runoff is predicted to 
increase by nearly two months. The increase of annual glacier melt, as-
suming unchanged glacier geometry, is predicted to be in the range from 
75–150% depending on the climate scenario. This leads to increased 
hydropower potential for partly glacier covered watersheds during the 
period in which past precipitation stored in the glaciers is released.  
Compared to the period 1961–1990 a warming of about 1°C has al-
ready been observed for the watersheds during the period 2000–2009, 
causing considerable discharge changes in the same direction as the 
predicted future changes. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.5. Location of the partly glacier covered watershed of the river Austari 
Jökulsá (VHM144) and the non-glacier covered watershed of the river Sandá in 
the Þistilfjörður district (VHM26). 
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Figure 6.6. Observed and predicted discharge for the partly glacier covered wa-
tershed of Austari Jökulsá (top) and for the non-glacier covered watershed of 
Sandá (bottom). 
6.4.3 A Latvian example 
The largest hydropower plants in Latvia produce approximately 50% of 
the electricity used in the country. The HBV model was used in climate 
change impact studies for the Plavinas hydropower plant on the Dauga-
va River and the Aiviekstes hydropower plant on the Aiviekste River. 
The simulation of future (2021–2050) climate conditions was based on 
results of the three climate models DMI-HIRLAM-ECHAM5, MetNo-
HIRLAM-HadCM3 and SMHI-RCA3-BMC, employing the SRES A1B emis-
sion scenarios. The climate model results were downscaled using a sta-
tistical downscaling method (Sennikovs and Bethers, 2009).  
According to the scenarios and the hydrological simulation the annu-
al runoff will increase by 19–27%. The most remarkable increase was 
found for the winter (DJF) season (30–70%). All scenarios predict a de-
crease in runoff for the period April–May (Figure 6.7). 
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Figure 6.7. Percentage changes in monthly runoff from 1961–1990 to 2021–2050 
for the Aiviekste hydropower plant in Latvia, according to 3 climate scenarios: 
DMI-HIRLAM-ECHAM5, MetNo-HIRLAM-HadCM3, SMHI-RCA3-BCM. 
6.4.4 A Lithuanian example 
Presently, hydropower comprises only 2.2% of the total energy produc-
tion in Lithuania but is expected to increase in importance in the future. 
The Kaunas hydropower plant on the river Nemunas produces some 
359.0 GWh, while 84 small hydropower plants produce about 65 GWh. 
The volume and seasonal distribution of runoff in the Nemunas river are 
thus of particular importance in the context of the CES project. 
The climate change impact on hydrological processes in the Nemunas 
river basin was estimated using the A1B, A2 and B1 emission scenarios 
and the two global climate models ECHAM5 and HadCM3. Temperature 
and precipitation simulations from the regional climate model were 
downscaled by the Delta-change approach. The climate scenarios were 
then used as input data in the HBV hydrological model and climate 
change impacts were calculated for every decade of the period of 2011–
2100 (Figure 6.8). The results were compared with the baseline period 
which was 1975–1984 in this specific national project (Kriaučiūnienė et 
al., 2008). 
As shown in Figure 6.8, the average annual runoff is projected to de-
crease with the exception of the period 2011–2020 during which a small 
increase is predicted. According to all emission scenarios, the river run-
off will increase in winter, because of higher temperatures and less sta-
ble snow cover. Spring runoff will decrease for the same reason. The 
runoff shows a tendency to decrease in summer and in autumn (Mei-
lutytė-Barauskienė et al., 2010).  
The projected decrease in runoff in the river Nemunas will have a 
great impact on the energy production of the Kaunas hydropower plant 
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during the 21st century. The analysis of the seasonal runoff distribution 
shows that energy production will increase in winter and decrease in 
spring, summer and autumn. According to the simulations, the average 
energy production will decrease between 7 and 26% during the period 
2001–2100 in comparison with the baseline period. 
 
 
 
 
 
 
 
 
 
Figure 6.8. Simulated changes of seasonal runoff in the river Nemunas in Lithua-
nia for the periods of 2021–2030 and 2041–2050 according to six climate sce-
narios, in comparison with the baseline period 1975–1984. 
6.4.5 A Norwegian example 
Three climate projections from the ENSEMBLES project assuming the 
A1B emission scenario for greenhouse gases were used for studying the 
impacts of climate change on hydrological processes in Norway: The 
Max-Planck Institute ECHAM5 model downscaled by the Danish Meteor-
ological Institute using the HIRHAM5 regional climate model; the Hadley 
Centre HadCM3 model downscaled by the Norwegian Meteorological 
Institute using the HIRHAM regional climate model; and the Bjerknes 
Centre BCM model downscaled by the Swedish Meteorological and Hy-
drological Institute using the RCA3 regional climate model. 
Figure 6.9 shows changes in mean annual runoff from the control pe-
riod 1961–1990 to the projection period 2021–2050 for maps with 1 by 
1 km2 grid cells for all of Norway. The projected increase in runoff is 
generally substantial. The maps were produced by a spatially distributed 
version of the HBV hydrological model (Beldring et al., 2003) with pre-
cipitation and temperature input from the three climate projections 
downscaled to the grid cells of the hydrological model on a daily time 
step, using an empirical adjustment procedure developed by Engen-
Skaugen (2007). The purpose of this method is to reproduce the statisti-
cal properties of daily precipitation and temperature data with spatial 
resolution 1 by 1 km2 for the control period 1961–1990, based on spatial 
interpolation of observed meteorological data. The applicability of this 
procedure for hydrological modelling was verified by Beldring et al. 
(2008). Although hydropower production depends on a number of fac-
tors, including the design of reservoirs and hydropower plants, reservoir 
operation strategies, distribution of floods and droughts and energy 
demand, these maps still present a view of the change in inflow to hy-
dropower reservoirs for different regions. 
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Figure 6.9. Percent change in mean annual runoff from 1961–1990 to 2021–2050 
for climate projections A1B/Max-Planck Institute ECHAM5/Danish Meteorological 
Institute/HIRHAM5 (left), A1B/Hadley Centre HadCM3/Norwegian Meteorological 
Institute/HIRHAM (centre), and A1B/Bjerknes Centre BCM/Swedish Meteorologi-
cal and Hydrological Institute/RCA3 (right).  
6.5 Regulation of lakes and rivers 
A great number of the rivers and lakes in the Nordic and Baltic countries 
are regulated for water management, flood protection and hydropower 
production. The rules are often set by some legal rules or decrees, which 
may date back several decades or more. The decree for the largest one, 
Lake Vänern, was, for example, adopted as early as in 1937 based on the 
knowledge and on the climate conditions of those days. As a warmer 
climate may make old regulation roles obsolete, the question of adjust-
ment of these have been studied within the CES-project, in particular by 
the Finnish team at SYKE. 
6.5.1 A Finnish example 
More than 300 lakes in Finland are regulated for hydropower, flood pro-
tection and recreational purposes. Lake regulation requires a legal regu-
lation permit, which in many cases includes upper and lower regulation 
limits for water levels. Often these limits include a mandatory lowering 
of water levels at certain set dates in spring to make room for the 
snowmelt flood. Temperature increases projected by climate change 
scenarios will, however, change the seasonality of runoff and cause 
spring floods to decrease and occur earlier. Many of the current regula-
tion permits will no longer function properly in these changed condi-
tions and as much as half of the regulation permits may need revision 
due to climate change (Silander et al., 2006). 
The Finnish Environment Institute's Watershed Simulation and Fore-
casting System (WSFS) (Vehviläinen et al., 2005) was used to simulate 
the impacts of climate change on hydrology and lake regulation 
(Veijalainen et al. 2010a). The simulations were performed in several 
lakes in 12 watersheds in different parts of Finland with an ensemble of 
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climate scenarios for 2010–39, 2040–69 and 2070–99, using the control 
period 1971–2000. The observed temperatures and precipitations of the 
control period were changed using the Delta-change approach. 
Different regulation practices were simulated in the WSFS by use of 
operating rules, whereby a specific water level at a certain time of the 
year corresponds to known outflow. In the reference period the operat-
ing rules corresponded on average to the current regulation practices. 
The climate change simulations were carried out with the similar oper-
ating rules as in the reference period and additionally with modified 
regulation. The modified operating rules took the changed climate with 
shorter and wetter winters better into account and assumed milder and 
earlier lowering of water levels during winter and spring. Figure 6.10 
shows an example from Lake Höytiäinen where the current regulation 
limits are broken during spring with the modified regulation to avoid 
low water levels in summer. 
The results show that changes of runoff cause the current regulation 
practices with a winter and spring lowering of water levels to function 
poorly on many lakes. In large lakes in southern and central Finland, the 
largest challenges in the future will be autumn and winter floods and 
occasional summer dryness. To adapt to these changes and to decrease 
the negative effects of climate change, many of the regulation practices 
and limits have to be changed (Figure 6.10). In northern Finland, the 
changes in seasonality are smaller, since snowmelt floods remain the 
largest floods and, therefore, the changes required in regulation practic-
es are less dramatic. 
The new regulation permits and limits should be flexible enough to 
function properly in a variety of conditions. Winters with large amounts 
of snow will still occur even in southern and central Finland during 
2010–39, which means that storage space for spring snowmelt floods 
may still be required. On the other hand, winters with low snow accumu-
lation and large runoff will become more common and the new regula-
tion practices should take this into account. Decreasing and earlier 
spring floods and longer and warmer summers increase the risk of low 
water levels in summer and early autumn, and therefore the lakes 
should be high enough before summer. 
The mild winters of 2006–2008 already demonstrated that in south-
ern Finland some of the regulation permits are not suitable for warmer 
conditions. Therefore, it is important to assess the suitability of the cur-
rent regulation permits and practices in future conditions to avoid situa-
tions where unsuitable regulation will aggravate problems caused by 
climate change. 
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Figure 6.10. Average, minimum and maximum water levels in Lake Höytiäinen 
within the Vuoksi watershed in eastern Finland. Shown are data from the refer-
ence period 1971–2000 and a projection for 2040–69 assuming the modified 
regulation rules. The climate scenario used is an average from 19 global climate 
models employing the A1B emission scenario. 
6.6 Extreme floods and dam safety 
Design flood determination is one of the most important questions in 
scientific hydrology. The situation is now even more delicate due to the 
prospect of global warming, creating new challenges for the hydroelec-
tric power industry. Large investments are made to upgrade dams to 
comply with the current safety requirements. At the same time, it is real-
ised that the hazards associated with global warming cannot be ignored. 
However, existing regional climate scenarios continue to vary over a 
wide range, especially in the case of extreme precipitation within areas 
as small as a catchment area. This calls for special care in the interpreta-
tion of climate modelling results from a dam safety point of view. It is 
also recognized that new climate calculations will most likely appear as 
science advances and a new attitude must be developed by the dam 
owners to deal with this moving target. A new dimension has arrived in 
dam safety philosophy and work. 
The fundamental questions asked are: 
 
 What will be the combined effects on dam safety of more irregular 
winters, altered snow conditions, altered precipitation and altered 
evaporation? 
 How is the best use to be made of scenarios from meteorological 
climate models in order to calculate the effects on design floods? 
 What is the magnitude of the uncertainty in scenarios? 
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The national standards for analysis of dam safety differ widely between 
the Nordic and Baltic countries. But normally both the 100-year flood 
and a more extreme design value are of interest depending on the classi-
fication of the dams. In the following sections, both these aspects are 
addressed. An intercomparison is also carried out between Norway, 
Sweden and Finland and is presented separately in section 6.7. 
6.6.1 Changes in the 100-year floods in Finland 
Climate change impacts on 100-year floods in Finland by 2010–2039 
and 2070–2099 were estimated to gain a general overview on national 
scale impacts (Veijalainen et al., 2010b). These results can be used to 
assess dam safety on lower risk dams and in planning flood risk assess-
ments for the EU flood directive.  
Changes in floods were evaluated at 67 sites in different part of Fin-
land with runoff-areas ranging from 86 to 61,000 km2. The hydrological 
simulations were performed with a HBV-type conceptual hydrological 
model within the Watershed Simulation and Forecasting System (WSFS) 
(Vehviläinen et al., 2005). Altogether 20 climate scenarios from both 
global and regional climate models and with different emission scenari-
os were used with the delta change approach. The 100-year floods in the 
reference period 1971–2000 and in 2010–2039 and 2070–2099 were 
estimated with frequency analysis using the Gumbel distribution. 
According to the results, the 100-year floods in Finland will decrease 
on average by 8–22% in 2070–2099 compared to the reference period, 
but variation between different sites and hydrological regions will be 
significant (Figure 6.11). In northern and central Finland, where snow-
melt-floods are the largest floods, annual floods will decrease or remain 
unchanged due to decreasing snow accumulation in winter. On the other 
hand, increased precipitation especially in autumn and winter will result 
in increasing floods in large central lakes and their outflow rivers in 
central Finland. Changes in snow accumulation and melt and their im-
portance in flood generation explain the changes in flood behaviour. A 
significant shift is predicted to take place in the seasonal distribution of 
runoff and floods with increasing magnitude of autumn and winter 
floods and decreasing magnitude of spring floods, especially in southern 
and central Finland. Scenarios imply that floods will decrease at most 
sites, but an increase is predicted in some of the most important flood 
hazard regions with high potential damages. 
The results demonstrate that even within a relatively small area like 
Finland, the impacts of climate change on floods can vary substantially 
due to regional differences in climatic conditions and watershed proper-
ties. Important explanatory variables in the changes of floods include 
many hydrological and climatological characteristics such as the timing 
of floods, importance of snowmelt-floods, snow water equivalent, winter 
temperature, latitude, lake percentage and watershed size. These varia-
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bles can explain most of the average changes at different sites and their 
explanatory power improves when applied separately to different hy-
drological regions. The uncertainties included in flood and climate 
change studies are, however, still considerable and in many sites the 
range produced by the 20 climate scenarios was large. 
6.6.2 Changes in the 100-year floods in Norway 
The three recommended CES climate projections (Kjellström et al., this vol-
ume) and the hydrological modelling strategy described in the subsection A 
Norwegian example in section 4 of this chapter, were used for studying the 
impacts of climate change on 100 year floods in the 21st century in Norway. 
Runoff changes in Norway are strongly linked to changes in the snow re-
gime. Snow cover will be more unstable and all three scenarios indicate 
increase in winter and autumn runoff in areas where the snow cover has a 
major impact on runoff in the control climate. These results are caused by 
the combined effects of higher temperature and more precipitation in win-
ter in the scenario climate. Reduced snow cover leads to smaller snow melt 
floods, while increased precipitation where a larger proportion falls as rain 
will increase rain floods, and possibly also combined snow melt and rain 
floods (Beldring et al., 2008). 
Figure 6.12 and Figure 6.13 illustrate the long term variability of 100-
year floods for two Norwegian catchments based on the Gumbel distribu-
tion using running 30 year periods. The Tora catchment is located at eleva-
tions 717–2006 m a.s.l. in a mountain region in the north-western part of 
southern Norway, while catchment Gryta is located at elevations 163–438 
m a.s.l. in the forest region in the south-eastern part of southern Norway. 
Due to the large precipitation increase in western Norway, the high eleva-
tion catchment Tora will experience an increase in 100-year floods caused 
by the effect of more severe combined snowmelt and rain floods. The 100-
year floods in the catchment Gryta will not increase to the same extent be-
cause the precipitation increase projected for south-eastern Norway is 
moderate, and there will be a shift in the flood regime towards less influ-
ence of snowmelt floods. 
The results for the two catchments shown in Figure 6.12 are similar to 
those obtained in an investigation of projected changes in the 200-year 
flood in 115 catchments distributed throughout Norway (Lawrence, 2010). 
In that study, catchments located in western Norway and along much of the 
coastal zone throughout Norway have the largest projected increases in the 
magnitude of the 200-year flood, whereas more inland catchments domi-
nated by snowmelt floods are less vulnerable to this change. There is, how-
ever, considerable uncertainty, particularly associated with projections for 
catchments in areas where snowmelt dominates flooding (Lawrence and 
Haddeland, 2010). 
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Figure 6.11. The average, minimum and maximum changes in 100-year floods at 
67 study sites in Finland. Results for the period 2070–99 are compared to the 
control period 1971–2000. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.12. The catchments Tora (263 km2), located in a mountainous region in 
the north-western part of southern Norway (top) and Gryta (7 km2), located in a 
forest region in the south-eastern part of southern Norway (bottom). Both are 
used in this study to exemplify changes in 100-year floods. 
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Figure 6.13. 100-year flood values based on data for running 30 year intervals 
for the climate projections A1B/Max-Planck Institute ECHAM5/Danish Meteoro-
logical Institute/HIRHAM5, A1B/Hadley Centre HadCM3/Norwegian Meteorolog-
ical Institute/HIRHAM, and A1B/Bjerknes Centre BCM/Swedish Meteorological 
and Hydrological Institute/RCA3. See locations of the Tora and Gryta catchments 
in Figure 6.12. 
6.6.3 Changes in the 100-year floods in Sweden 
Analysis of the 100-year flood is an essential component in the Swedish 
Guidelines for Design Flood Determination for Dams (Svensk Energi et 
al., 2007), in particular for less significant dams. Therefore, nationwide 
climate change impact studies have been made as a foundation for dis-
cussion on adaptation strategies. One example of such a simulation is 
shown in Figure 6.1, but altogether 1001 such simulations are now 
available nationwide. The results in the form of interpolated maps show-
ing mean change from the reference period 1963–1992 to the scenario 
period 2021–2050, based on 16 regional climate scenarios and the Dis-
tribution Based Scaling (DBS) approach (see section 3) are shown in 
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Figure 6.14. The frequency analysis is based on the Gumbel distribution 
function and a moving 30-year window technique. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.14. Analysis of the median change and percentiles of the change for the 
100-year flood in Sweden (%) from the period 1963–1992 until the period 2021–
2050. The results are based on 16 regional climate scenarios and the Distribu-
tion Based Scaling (DBS) approach in 1001 river basins.  
 
The map in the middle of Figure 6.14 shows that median impacts on the 
100-year floods in Sweden are quite variable. In the centre of the country, 
they tend to go down, mainly due to decreasing snowmelt floods in spring, 
while rain-fed floods in the south show the opposite tendency. The two 
percentile maps show, however, that the span of possible outcomes is 
great when all of the 16 regional climate scenarios available are used. 
6.6.4 Impacts on design floods for high hazard dams in 
Norway 
For Norwegian high hazard dams, the flood that a dam must be able to 
withstand without failure is the probable maximum flood. This inflow 
flood is calculated by a hydrological model with probable maximum 
precipitation input and a contribution from snowmelt that depends on 
the time of the year when maximum precipitation is expected to occur. 
The probable maximum inflow flood is routed through the reservoir and 
the outflow flood and reservoir water level is determined. The initial 
conditions of the hydrological model with respect to soil moisture and 
groundwater storage and the water level of the reservoir are selected to 
be as unfavourable as possible with respect to minimization of flood 
magnitudes and reservoir level. 
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Results for two Norwegian reservoirs with dams are presented in 
Figure 6.15. The catchment area of one of the reservoirs is located at 
elevations between approximately 900 and 1950 m a.s.l. in a mountain 
region in the north-western part of southern Norway, the other reser-
voir catchment area is located at elevations between approximately 300 
and 550 m a.s.l. in a forest region in the south-eastern part of southern 
Norway. In both catchments, probable maximum precipitation occurs 
during autumn. The flood calculations that have been approved for these 
reservoirs and dams were used as the basis for this study.  
In order to determine the projected change in probable maximum 
precipitation for durations of 6, 24, 48 and 72 hours for the catchments 
draining to these reservoirs, the results from a study by the Norwegian 
Meteorological Institute (Engen-Skaugen and Førland, 2010) were ap-
plied. Probable maximum precipitation was determined for the control 
climate 1961–1990 and the future climate 2021–2050, using the A1B 
emission scenario and the Max-Planck Institute ECHAM5 model 
downscaled by the Danish Meteorological Institute with the HIRHAM5 
regional climate model. In this study, the data was downscaled to a spa-
tial resolution of 1x1 km2 on a daily time step using the empirical ad-
justment procedure developed by Engen-Skaugen (2007).  
To modify the snowmelt contributions to the probable maximum in-
flow floods, snowmelt for the autumn with the same duration as the 
approved flood calculations and a return period of 30 years was deter-
mined based on HBV model simulations. The relative change in probable 
maximum precipitation based on the results from the Norwegian Mete-
orological Institute and the absolute change in daily snowmelt with the 
return period 30 years were used to modify the flood calculations that 
have been approved for these two reservoirs and dams. All other condi-
tions in the approved flood calculations were kept unchanged. 
Figure 6.15 shows the inflow flood based on probable maximum pre-
cipitation input with contribution from snowmelt, and the subsequent 
outflow flood after routing through the reservoir for the two sites. The 
high mountain catchment will experience both a large increase in prob-
able maximum precipitation and the amount of snowmelt. These results 
are caused by the combined effects of more precipitation and higher 
temperature in the autumn in the projected climate, while temperatures 
still remain below the freezing point for sufficiently long periods to al-
low snow to accumulate. The lowland forested catchment on the other 
hand, will experience a minor increase in probable maximum precipita-
tion and a decline in the amount of snowmelt. Although precipitation 
will increase in the projection period in the lowland catchment, these 
changes are moderate. Higher temperatures will reduce the snow stor-
age in the autumn with an impact on the amount of snowmelt. 
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Figure 6.15. Inflow flood based on probable maximum precipitation input with 
contribution from snowmelt, and the subsequent outflow flood after routing 
through a reservoir. Reservoir and dam with catchment located at elevations 
between approximately 900 and 1950 m a.s.l. in a mountain region in the north-
western part of southern Norway (top). Reservoir and dam with catchment lo-
cated at elevations between approximately 300 and 550 m a.s.l. in a forest re-
gion in the south-eastern part of southern Norway (bottom). 
6.6.5 Impacts on design floods for high hazard dams in 
Sweden 
The simulation scheme for design flood determinations in Sweden was 
developed in the 1980s when it became obvious that the criteria then in 
use were obsolete. In a recent new edition of the guidelines (Svensk Ener-
gi et al., 2007) it is prescribed that climate change shall also be considered 
in the design studies. This has led to a research project with the aim to 
analyse possible impacts of climate change on the design floods and to 
find means to account for climate change in future design studies.  
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A number of drainage basins and dams, relevant for the power indus-
try and the mining industry, have been selected for the studies of climate 
change impacts on design floods. In these basins, floods are calculated 
using the available regional future climate scenarios. Focus for the de-
sign studies in a changing climate is on the first half of the 21st century, 
but simulations are also made until the year 2100.  
Figure 6.16 shows one example of simulations for the Seitevare dam 
in upper River Luleälv in the far north of the country. Shown are changes 
in the major components of a design simulation for high hazard dams 
(Design Flood Category I, according to Swedish guidelines). The end 
result is represented by the bars to the far right denoted “Design W”. 
They show impacts on the design level of the reservoir according to the 
regional climate scenarios. 
Results so far show that global warming may have great significance for 
dam safety, flood risks and the production of hydroelectric power in Swe-
den. The milder and more unstable winters in the future also means that 
there is a risk that spill will be released more often. This affects both dam 
safety and the lives of those who live along the rivers. Higher winter flows 
are at the same time beneficial to the production of hydroelectric power. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.16. Changes in the main components of a design flood simulation for the 
Swedish high hazard dam Seitevare, based on several regional climate scenari-
os. Shown are design precipitation (Design P), design snowpack (Design snow), 
and calculated mean and max inflow according to the Swedish guidelines for 
design flood determination. “Design W” denotes changes in the design level of 
the reservoir. 
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6.7 A Nordic intercomparison of design flood 
standards 
Various methods for estimating the magnitude and likelihood of low 
frequency, extreme flooding are used in analyses for evaluating dam 
safety in the Nordic countries. Within the CES project, a comparison of 
the methods currently used in Finland, Norway and Sweden was under-
taken. This comparison particularly considered the application of these 
methods in an assessment of climate change impacts, based principally 
on the CES climate scenarios. 
All three countries use a combination of flood frequency analyses and 
design flood simulations to meet requirements for assessing flood risks 
under the current climate for assessing the safety of reservoirs and dams 
of various risk classes (Working group for the Dam safety Code of Prac-
tice, 1997; Svensk Energi et al., 2007; NVE, 2009). The comparison, 
therefore, considered a) flood frequency analyses, as applied to simulat-
ed daily discharge series from hydrological models based on input data 
from climate scenarios, and b) design flood simulations, based on similar 
input climate data, further processed according to the requirements for 
the procedure in each country. 
In all cases, input precipitation and temperature series for the simu-
lations cannot be taken directly from RCM output, but must be further 
adjusted to local conditions prior to use in hydrological modelling. This 
is done by applying the Delta-change method, the DBS approach, or the 
Empirical adjustment procedure. 
The procedures used for this adjustment vary between the Nordic 
countries, as do the source RCMs for which adjusted data are available. 
The comparison presented here, therefore, considers the question: Giv-
en the methods and data currently available in practice in each of the 
three countries, how similar are the estimates of the impact of climate 
on large magnitude, low frequency flooding, which are derived from the 
various procedures? Two transboundary catchments were used for the 
comparison: Tana River at Polmak (Finland and Norway) and Muonio 
River at Muonio (Sweden and Finland). In addition, comparisons be-
tween Norwegian and Swedish methods were made based on two 
catchments located in a similar area near the boundary: Nybergsund 
(Norway) and Höljes (Sweden). All four catchments are located in areas 
where seasonal snowmelt makes a significant contribution to annual 
maximum flows. 
6.7.1 100-year floods 
The 100-year flood was used as the common basis for comparing results 
based on flood frequency analysis. In this application, flood frequency 
analysis was undertaken on simulated (rather than historical) daily data, 
and the Gumbel extreme value distribution was used for estimating re-
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turn periods. Estimated changes in the 100-year flood between a refer-
ence period and the CES 2021–2050 scenario period are given in Table 
6.1 for each of the catchments. The different estimates for the individual 
catchments are in general consistent in terms of the projected sign of the 
expected change. In most cases, a decrease is projected, due to changes 
in snow storage leading to a decrease in the contribution of snowmelt to 
peak flows.  
There are, however, significant differences between the results for 
the different scenarios for each catchment. In addition, projections based 
on the Delta-change method tend to indicate larger decreases than with 
the bias correction type methods used in Norway and Sweden, and in 
some cases, increases in the magnitude of the 100-year flood are pro-
jected. The estimated percentage change also varies considerably with 
the particular 30-year period evaluated, as the fit of the extreme value 
distribution is sensitive to individual events. This variation was previ-
ously illustrated in Figure 6.1 for the Höljes catchment for each of the 16 
scenarios considered for the period 1992–2100. 
Table 6.1. Percentage change in the 100-year flood for catchments used in the comparison of 
Nordic design flood standards.  
 Polmak 
(14157 km
2
) 
Muonio 
 (9259 km
2
) 
Nybergsund 
(4420 km
2
) 
Höljes 
 (6001 km
2
) 
SYKE (Finland)
1
 
DMI-Echam5 –15 –12   
Met.no-Hadley –17 –11   
SMHI-BCM 
 
–22 –12   
NVE (Norway)
2
 
DMI-Echam5 –10/+33  –33/–2  
Met.no-Hadley –26/–12  –24/+5  
SMHI-BCM 
 
–35/–30  –13/–2  
SMHI (Sweden)
3
 
DMI-Echam5  –5  –1 
Met.no-Hadley  –11  –31 
Median of 16  –3  –6 
Maximum of 16  +11  +15 
1
SYKE calculations are based on reference period 1961–1990 as compared with 2021–2050. The 
delta change method was used to adjust P,T data from RCMs. 
2
 NVE calculations are based on reference period 1961–1990 as compared with 2021–2050. Two 
methods are used to adjust P,T data: Delta change (first number given) and empirical adjustment 
(second number). Values given are the median based on simulations with 25 different HBV parame-
ter sets. 
3
SMHI calculations are based on reference period 1963–1992 as compared with 2021–2050. The 
DSB method was used to adjust P,T data. Results are also given for the median of 16 scenarios 
representing differing GCM/RCM combinations. 
6.7.1 Design floods for high hazard dams 
The methods used in each country for simulating design floods were also 
used to estimate possible changes in the design flood between reference 
and future periods. Finland and Sweden use a design precipitation based 
approach in which the design flood is produced by combining the design 
138 Climate Change and Energy Systems 
precipitation with other critical weather and catchment conditions 
(Svensk Energi et al., 2007; Veijalainen and Vehviläinen, 2008).  
In the method used in Finland for estimating extreme floods, design 
precipitation is combined with 30 years weather data to find the most 
critical timing of the design precipitation, which produces the largest flood 
(Veijalainen and Vehviläinen, 2008). This flood is considered to be the 
design flood and it should have a return period of approximately 5000–
10000 years, which corresponds to the design criteria for high hazard 
dams in Finland (Working group for the Dam safety Code of Practice, 
1997). The method is based on the Swedish design flood calculation 
method for large dams (Svensk Energi et al., 2007), but the Swedish guide-
lines have been modified to be better suited for the Finnish conditions and 
dam safety rules. The design floods for 2021–2050 were simulated by 
changing the temperature and precipitation of the 30 year period using 
the delta-change approach and three different climate scenarios and 
changing the design precipitation according to two projections. The delta 
change approach also includes a temperature dependant component in 
the temperature change (Andréasson et al., 2004) to take into account the 
different changes in different parts of the temperature distribution. The 
projections for design precipitation change by 2021–2050 were estimated 
seasonally based on the daily RCM data. The "smaller" change in design 
precipitation was the average change from eight RCM scenarios and the 
"larger" change was the 90th percentile of the same scenarios. 
Design flood estimations for the probable maximum flood in Norway 
are usually based on the application of an event-based simulation using a 
simple three-parameter hydrological model, PQRUT (described in NVE, 
2009). This model is run on an hourly timestep and uses estimates for the 
probable maximum precipitation (PMP) (e.g. Førland and Kristoffersen, 
1992) as input. A snowmelt contribution can also be added to the input, 
but in practice, for catchments as large as those considered here, the ap-
plication of a full HBV model is more suitable for simulating snow storage 
and release. Therefore, for the purposes of this comparison, two methods 
were applied to the Norwegian catchments: 1) an event-based hourly 
simulation using PQRUT; and 2) an application of HBV with a daily 
timestep, in which the PMP sequence was used to replace the input pre-
cipitation for a 20-day period during the snowmelt season each year. Es-
timates for PMP for the scenario data were calculated from gridded sce-
nario data (adjusted from RCMs using the empirical adjustment method) 
by the methods described in Alfnes (2007). 
A comparison of the results obtained for the different catchments us-
ing the various methods is given in Table 6.2. The results for Polmak and 
Muonio estimated by SYKE highlight the differences resulting from the 
use of a design precipitation reflecting the average of eight scenarios vs. 
the more extreme case representing the 90th percentile of the range of 
scenarios. This is further illustrated in Figure 6.17, which displays the 
simulations with the largest and smallest changes in peak discharge, 
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relative to the design flood for the control period. The results for Polmak 
and Nybergsund (Figure 6.18) calculated by NVE emphasise the impact 
of including changes in patterns of snowmelt in the simulation of the 
probable maximum flood (PMF). In those cases, the small positive 
changes reported for the event-based PQRUT simulations directly reflect 
the increases in estimated PMP for all three scenarios in these catch-
ments. The HBV modelling for Polmak, however, points towards a de-
crease in the PMF for two of the scenarios, and the estimated changes 
are very similar to those obtained by SYKE using the average 
(i.e.“smaller”) value for the design precipitation sequence. 
Table 6.2. Percentage changes in the design flood for high hazard dams for catchments used in the 
comparison of Nordic design flood standards.  
 Polmak (14157 km
2
) Muonio (9259 km
2
) Nybergsund 
(4420 km
2
) 
Höljes  
(6001 km
2
) 
SYKE (Finland)1 Design precip. 
Smaller 
Design precip. 
larger 
Design precip. 
smaller 
Design precip. 
Larger 
   
DMI-Echam
5
 –7 –1 –12 –2    
Met.no-Hadley –8 +1 –10 –3    
SMHI-BCM 
 
–10 –3 –11 –4    
NVE (Norway)
2
 PQRUT HBV   PQRUT HBV  
DMI-Echam
5
 +5 +6   +3 +11  
Met.no-Hadley +10 –10   +2 –7  
SMHI-BCM 
 
+8 –10   +3 +8  
SMHI (Sweden)
3
 
DMI-Echam
5
       –2 
Met.no-Hadley       –21 
Median of 16       –5 
Maximum of 16       +15 
 
 1SYKE calculations are based on reference period 1961–1990 as 
compared with 2021–2050. The delta change method was used to adjust 
P,T data from RCMs. Results are for design precipitation estimated from 
eight scenarios where “smaller” refers to the use of the average of the 8 
scenarios, and “larger” to the use of the 90th percentile 
 2 NVE calculations are based on reference period 1961–1990 as 
compared with 2021–2050.PQRUT simulations only consider 
changes in PMP for a single 480-hour event. HBV modelling simulates 
the entire period and the 480-hour PMP event is used to replace the 
input precipitation for 20 days during the snowmelt period 
 3SMHI calculations are based on reference period 1971–1990 as com-
pared with 2030–2050. Results are also given for the median and maxi-
mum of 16 scenarios representing differing GCM/RCM combinations 
 
A comparison between the two methods applied by NVE for Nybergsund 
are illustrated in Figure 6.18 for one scenario. In this case, the PQRUT 
model again indicates a small increase in the magnitude of the peak flow, 
whereas a decrease is projected based on the HBV model, which includes 
changes in snow storage and melting between the two scenario periods. 
Overall, the absolute magnitude of the peak flow tends to be larger for 
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simulations based on PQRUT. This is due to the simplicity of the PQRUT 
model, which is based on three parameters estimated from regional 
empirical formulas, generated for use in catchments generally much 
smaller than those considered here. The changes in the design flood 
estimated by SMHI for Höljes show some agreement with those obtained 
for Nybergsund, in that the results obtained by NVE are all within the 
range of the 16 simulations undertaken for Höljes. Values for Höljes, 
however, generally suggest a decrease in the design flood, whereas five 
of the six estimates for Nybergsund indicate a small increase. 
The comparison of the methods suggests that differences in the climate 
scenarios considered, the methods used for adjusting RCM output to a 
local scale, and whether or not and by which methods changing patterns 
of snowmelt are taken into account, all contribute to differences in design 
flood estimates between the three countries. The results indicate that the 
delta change approach generally produces larger decreases for snow and 
flood magnitudes than the use of direct bias corrected daily RCM data. 
This is mainly due to larger increases in high winter temperatures in this 
method, which lead to smaller amounts of snow accumulation. However, 
even with the same method and model and in the same catchment, differ-
ent climate scenarios can produce markedly different results. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.17. The design flood in Polmak in the control period 1961–1990 and in 
the smallest and largest design floods in 2021–2050. The smallest design flood is 
produced with the smaller change in design precipitation and SMHI-BCM scenar-
io and the largest design flood with the larger change in design precipitation 
and Met.no-Hadley scenario.  
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Figure 6.18. Comparison of estimation of the probable maximum flood (PMF) 
using the PQRUT model with 20-day probable maximum precipitation (PMP) 
sequence and the HBV model with the PMP sequence and full snow storage and 
melting routines. The comparison is based on one climate scenario. Results for 
other scenarios are given in Table 6.2. 
6.8 Discussion and conclusions 
There is little doubt that the Nordic and Baltic hydropower systems will be 
affected strongly by a changing climate. Production volumes will change 
differently from one region to another and seasonalities will alter as winters 
are becoming milder and wetter. The results also show that there is consid-
erable uncertainty as regional climate scenarios vary greatly and the chosen 
methodologies, for example in the downscaling of climate simulations, have 
different effects on both volumes of water and floods. 
The hydrological simulations have generated a large amount of data on 
projected changes of runoff for the Nordic-Baltic region. The results show 
that the potential for hydropower production will generally increase, alt-
hough water shortage may become a problem in some locations for the 
summer season. Given earlier snowmelt and reduced snow storage, the 
occurrence of large snowmelt floods is likely to become more seldom. The 
combined effect of increase in the rainfall intensities, number of rainfall 
events and total rainfall volume will most likely provide conditions that 
may be expected to yield larger rain floods. 
There are many sources of uncertainties in the hydrological impact 
projections; in the climate modelling, the method used for transferring 
the climate change signal to meteorological station sites and in the hy-
drological modelling. The hydrological climate change projections pre-
sented in this report are based on climate projections from several dif-
ferent combinations of emission scenarios for greenhouse gases, global 
climate models, regional climate models and methods for transferring 
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the climate change signal to hydrological models. Nevertheless, a com-
parison between the annual and seasonal hydrological projections 
shows general similarities.  
The difference between different climate scenarios is particularly 
large when it comes to impacts on design floods. The floods can either 
increase or decrease depending on how changing precipitation patterns 
interact with modified snowmelt conditions. It is, therefore, crucial to 
use more than one climate scenario in this type of studies. One key find-
ing is also that the national guidelines for determination of design floods 
show different sensitivity to simulated climate change. This needs more 
attention since there is a growing demand for climate impact studies in 
dam safety analysis. 
The CES-project has demonstrated that the choice of regional climate 
scenarios is a crucial factor in any impact study. So far this choice has been 
rather arbitrary. In some cases the simple strategy has been to use those 
scenarios which for the time being are easily available. This means that 
the used ensemble of scenarios is not a systematic mix of global climate 
models, emission scenarios, regional models and in a few cases, initial 
conditions. For future work more attention has to be given to this issue so 
that the used ensemble of regional climate scenarios is as unbiased as 
possible and covers a reasonable spread of future developments. It is cer-
tainly a challenge to provide such an ensemble of regional climate scenar-
ios and to develop an adaptation strategy that can handle the fact that the 
output from the ensembles will always represent a moving target. 
The model simulations have not considered land use or vegetation 
changes caused by climate change or human transformation of the land 
surface. However, it is likely that changes in land cover may interact 
with climate, leading to different projections of future hydrological con-
ditions due to feedback effects involving the land surface and the atmos-
phere. The uncertainty of hydrological climate change impact simula-
tions increases due to the lack of consideration of possible land use and 
vegetation changes.  
Evaporation is an important part of the hydrological cycle. On aver-
age, approximately one third of the precipitation falling in the Nordic 
countries is lost to the atmosphere as evaporation, while the remaining 
fraction discharges to the ocean. The hydrological model calculates po-
tential evaporation using a temperature index approach for the control 
and projection climates. Although this is a common parameterisation 
procedure in hydrological models, it may not be valid under changed 
climate conditions as transpiration from plants depends on several fac-
tor like wind, humidity, radiation and ambient air CO2 concentration 
which may influence the feedback between the land surface and the at-
mosphere. Neither does transpiration depend linearly on temperature. 
However, the effects of these changes are uncertain. 
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7. Wind power 
Niels-Erik Clausen, Xiaoli Guo Larsén, Sara C. Pryor and Martin Drews* 
*Details on author affiliations are given in the Appendix 
7.1 Introduction 
Despite the economic crisis in recent years causing a slump in the re-
newable energy sector in the last quarter of 2008 and throughout 2009 
due to a lack of investment capital, wind energy continued its growth. 
There was a 35% increase in total installed wind energy capacity in 
2009, and the average growth during the last five years is 36% (BTM 
Consult, 2010). The strongest growth rates in 2009 were seen in firstly 
China and secondly in the USA, with China more than doubling its in-
stalled capacity in 2009, advancing to a second place in cumulative in-
stalled capacity after the USA. For the second year running, more wind 
power was installed than any other power generating technology, ac-
counting for 39% of total new electricity-generating installations. In 
terms of CO2 emission, Europe’s installed wind energy in 2009 helped 
avoid emission of 106 million t of CO2 per year, equivalent to removing 
25% of all cars in the EU off the roads (EWEA, 2010). 
All operating offshore farms except one are situated in northern Eu-
rope, i.e. in Denmark, the UK, Sweden, the Netherlands, Germany, Ireland 
and Belgium. Since September 2009, Norway has a single prototype 
floating turbine in operation (2.3 MW). By the end of 2009, the offshore 
market corresponds to 2.7% of the total European wind capacity (2063 
MW of installed capacity) and in 2010 1000 MW of newly installed off-
shore wind capacity in European waters are expected, thus making up 
around 10% of Europe’s annual new wind installation. 
The amount of wind power in the Nordic countries at the end of year 
2010 was: Denmark 3800 MW, Sweden 2163 MW, Finland 197 MW and 
Norway 448 MW. Wind power is currently not utilized in Iceland. The 
production of wind power is expected to grow significantly both on land 
and offshore in the Nordic region in coming years. 
Wind is caused by global and local differences in air temperature and 
pressure. The most important parameter for wind power is the wind in 
the lowest part of the atmosphere. Local winds depend on the surface 
characteristics: terrain, type of surface and nearby obstacles and are 
always superimposed upon the larger scale wind systems. When larger 
scale winds are light, local winds may dominate the wind patterns. Thus 
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changes in global, regional or local temperature fields, in local vegetation 
and in other factors will affect the wind climate. 
The impact of climate change on the average wind speed has been re-
ported earlier (Fenger et al., 2007; Pryor and Barthelmie, 2010). In this 
chapter, the impact on the extreme wind in the form of the 50-year wind 
as well as on the so-called strong wind is reported. The extreme wind is an 
important design parameter for structural design of wind farms on land as 
well as offshore but also for other infrastructure, e.g. bridges and build-
ings. Strong wind speeds are important for e.g. the planning of operation 
and maintenance of wind farms and may occur once or twice a year. 
When focussing on rare events like the 50-year wind derived from 
highly spatially resolved climate projections we face a number of chal-
lenges. Thus a major contribution within the CES project has been both 
to assess possible future wind climates, and also to assess the sources 
and magnitudes of uncertainties. Further, given that wind climates over 
the CES domain exhibit high year-to-year and decade-to-decade variabil-
ity due to natural (or inherent) climate variability, we also sought to 
quantify how anthropogenically-forced climate change due to increased 
greenhouse gas forcing might compare with natural variability (see 
Pryor and Schoof, 2010 and Pryor et al., 2010). 
7.2 Extreme wind speeds 
Analyses of the Regional Climate Model output from the CES project 
were conducted with three principal foci; 
 
 To examine possible changes in extreme wind speeds at 10 m. 
 To estimate the extreme winds at wind turbine hub height (100 m), 
and to examine evidence for possible evolution of those extreme 
wind speeds 
 To provide an assessment of strong wind statistics (herein we use the 
99th percentile wind speed, but other work has included analysis of 
the 90th and 95th percentile wind speed (Clausen et al., 2009; Pryor 
and Schoof, 2010)) 
 
In keeping with the Wind Turbine Design standards we use the 50-year 
return period wind speed as the primary metric of extreme wind speeds. 
Within the CES project, we also quantified possible changes in wind gust 
magnitudes, the inter-annual variability of the wind resource and the 
directional frequency of intense wind speeds (for information regarding 
these parameters, see Pryor and Schoof, 2010 and Pryor et al., 2010). 
In light of high inherent (or internal) variability of wind climates over 
the study region we seek to examine possible trends in extreme wind 
climates in the context of natural variability. Thus we examine differ-
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ences in extremes in two different temporal windows and examine long-
er-term tendencies up to the end of this century.  
7.3 Model and data 
The analysis is based on scenario runs from HIRHAM5 (Christensen et 
al., 2006), in accordance with the latest reports from the ENSEMBLES 
project and Pryor et al. (2010). HIRHAM5 has a good representation of 
wind climate. The results used here are from two runs of HIRHAM5, one 
with the boundary conditions from ERA-40 for the control period 1958–
2000 and one with a single set of lateral boundary conditions from 
ECHAM5 for the A1B scenarios for the period 1951–2099. In the A1B 
scenario, the greenhouse gas emissions increase until the middle of the 
21st century, followed by a decrease until 2099 (Nakićenović and Swart, 
2000). The details of these data are given in Table 7.1. The horizontal 
resolution is about 25 km with a model time step of 10 min. Data for 10 
m are saved hourly while data used for the analysis in 100 m height are 
saved 6-hourly. We also use the reanalysis data ERA-40 for reference.  
Table 7.1. Description of the model simulations used for analysis.  
Data Description Temporal 
resolution 
Horizontal 
resolution 
Period Heights 
(m)  
HIRHAM5-
ERA40 
HIRHAM5 runs with forcing 
from ERA-40  
 
6 hourly 25 km 1958–2000 10, 34, 155 
HIRHAM5-
ECHAM5 
HIRHAM5 runs with forcing 
from ECHAM5  
 
6 hourly 25 km 1951–2099 34, 155 
1 hourly 10 
ERA-40 Reanalysis data from 
ECMWF 
6 hourly 250 km 1958–2000 10 m 
7.4 Methods 
The outputs from HIRHAM5-ECHAM5 represent the past and future 
projections at a given greenhouse gas emission, while the outputs from 
HIRHAM5 with forcing from the reanalysis data ERA-40 are assumed to 
represent the “reality”. Thus the results from HIRHAM5-ECHAM5 for the 
control period, here 1958–2000 (period I), are calibrated through a 
comparison with results from HIRHAM-ERA40. Accordingly we gain 
knowledge about the uncertainty in the A1B scenario, first in the control 
period and then extend this knowledge for the future scenarios. 
In order to estimate the winds at the hub height, here defined as 100 
m, we use the modeled winds from the two lowest model levels, about 
34 m and 155 m, and apply the logarithmic wind law to obtain the winds 
at 100 m. Since we are only dealing with the strongest winds here, the 
neutral stability condition is a reasonable assumption. Unfortunately, 
the winds at 34 and 155 m are saved only every 6 hours. This will intro-
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duce an underestimation (bias) of the extreme winds. However, the ef-
fects of temporal and spatial resolution will be discussed in a separate 
section below, where recipes for correcting these effects are introduced 
and the bias is estimated. 
The extreme winds are calculated in terms of the 50-year wind at 10 
and 100 m height. The Annual Maximum Method is used. It can be 
shown that if the tail of the wind distribution is exponential, then the 
extreme winds have an accumulated probability F(U) that is double-
exponential (Gumbel, 1958): 
 
 ( )      (     (  (   ))) 
 
From a record of n years (here 43 years for period I, 50 years for period 
II and 49 years for period III), the annual maximum winds are sorted in 
ascending order: Umax,i where i = 1, …, n. We use the above F(U) function 
to make a fit to Umax,i and thus extrapolate the samples beyond the rec-
ord length to T years. The T-year period is related to F(U) through the 
following expression 
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Thus the T-year wind can be obtained through the above two expressions: 
 
     
      
 
   
            
 
The coefficients  and  are obtained with the Probability-Weighted-
Moment procedure (Abild, 1994): 
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where     ̅̅ ̅̅ ̅̅ ̅ is the mean of Umax,i, E  0.577216 is Euler’s constant and b1 
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The uncertainty of UT can be calculated from the uncertainty on  and  
and is expressed as: 
 
 (  )  
 
 
√
               
 
  
 
 
with 
  Climate Change and Energy Systems 151 
    
√ 
 
{    (
 
   
)    } 
 
This uncertainty reflects the quality of the fitting with the Gumbel distri-
bution. The 95% confidence interval is calculated as 1.96  (  ), see 
details of derivation in e.g. Abild (1994). 
7.5 Results 
The results are presented below for 10 m height and 100 m height re-
spectively. The parameters used in the two sections are shown in Table 
7.2 below.  
Table 7.2. Parameters for used for analysis of model simulations 
Height over terrain 10 m  100 m  
Domain Northern Europe (0–35°E; 50–70°N) Europe (-10–35°E; 30–70°N) 
Temporal resolution hourly 6-hourly 
Temporal window 1961–1990; 2036–2065  1958–2000; 2001–2050; 2051–2099 
7.5.1 Examination of extreme wind speeds at 10-m 
Estimates of the 10-m extreme wind speed U50 derived from the two HIR-
HAM5 simulations of the historical period 1961–1990 are highly correlat-
ed (r = 0.95), indicating that the ECHAM5 driving fields show a high de-
gree of agreement with the reanalysis data and thus validating use of the-
se simulations for developing climate projections. Further, when the 
extreme wind speed estimates are compared to those from the high-
quality research station at Westermarkelsdorf in northern Germany, the 
results (Table 7.3) indicate that the estimates of U50 derived from HIR-
HAM5 with both lateral boundary conditions lie within the uncertainty 
bounds computed from the observations. A further, but more qualitative 
comparison can be made with return 50-year period wind speed esti-
mates derived from estimates derived from 10-minute average wind 
speeds measured between 1958 and 1986 for a site in eastern Denmark 
(Abild et al., 1992). The observations pertain to a 74 m height and were 
used to derive a U50 estimate of 36.6 m s-1, with  (  ) = 1.1 m s-1 (Abild et 
al., 1992). Using the power law to vertically extrapolate this gives an esti-
mate of U50 at 10-m of about 27.5 m s-1. HIRHAM5 simulations within 
ERA-40 for 1961–1990 give an estimate for hourly average wind speeds 
in the grid-cell containing the observational station of 22.1 m s-1, while the 
simulations within ECHAM5 for 1961–1990 give an hourly average esti-
mate for the grid-cell containing the observational station of 21.6 m s-1. 
These comparisons were conducted to examine the ability of the HIRHAM 
model to capture the primary features and magnitude of the extreme wind 
climate. The good agreement found with observations provides confi-
dence in the climate projections presented herein. 
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Table 7.3. Extreme wind U50 (and 1.96 (   )) (m s
-1
) estimated for 1961–1990 using in situ data 
from the Westermarkelsdorf meteorological station (54.55
o
N, 11.10
o
E) and output for the closest 
grid- cell (centered at 54.53 
o
N, 11.28 
o
E) from HIRHAM5 simulations nested in ECHAM5 and ERA-40. 
 U50 (m s
-1
)   95% confidence interval (m s
-1
)  
Westermarkelsdorf 26.62 3.69 
HIRHAM5/ERA-40 28.31 3.81 
HIRHAM5/ECHAM5 24.34 1.80 
 
When U50 estimates generated from HIRHAM5 output for each 30-year 
period in the 140-year duration simulation are compared with estimates 
for 1961–1990 and the 95% confidence intervals computed therein, the 
majority of grid cells exhibit no significant change. During the mid-21st 
century period ( 2036–2065), approximately 10% of computed grid 
cells exhibit higher extreme wind speeds than during the 1961–1990 
period, indicating a weak tendency towards increased extreme wind 
speeds in the future. However, for the greater part of the study domain 
and for most of the 21st century, the U50 estimates lie within the histori-
cal variability. By the end of the 21st century, the fraction of grid cells 
exhibiting higher U50 estimates than during the control period is close to 
0.2 (i.e. nearly 20% of grid cells) (Figure 7.1), with a maximum increase 
in wind speed magnitude of approximately +15% (Figure 7.2). There is 
tremendous variability in the number of grid cells from the HIRHAM5 
simulations that exhibit higher and lower values of U50 in periods sub-
sequent to 1961–1990. It may also be worthy of note that while there 
is a general tendency towards grid-cells indicating increased U50, there 
are future time periods during which grid cells that had moved beyond 
the control period estimate return to within the envelope of U50 for the 
control period (e.g. periods starting in the 1990’s and again in the 
2040’s (Figure 7.1)). This behavior may indicate substantial quasi-
periodic internal variability within the modeled climate system. 
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Figure 7.1. Fraction of the total number of grid cells over the study domain that 
exhibits a U50 from a given 30-year period that is higher or lower than the 95% 
confidence intervals on the U50 estimate from 1961–1990. Also shown is the 
fractional number of grid cells for which the U50 from a given 30-year period 
is within the 95% confidence intervals on the 1961–1990 estimate.  
 
The spatial pattern of projected changes in extreme wind speed is highly 
irregular and variable with the period used. However, one region that 
appears to exhibit consistent evidence for increased U50 in the HIRHAM5 
extends from the southwest of the domain across the central Baltic Sea, 
and thus covers areas of current or proposed wind energy installations 
(Figure 7.2).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.2 (a)50-year return period wind speed (U50) (m s-1) estimates derived for 
1961–1990 using output from HIRHAM5, and (b) Difference in U50 (in %) comput-
ed using HIRHAM5 output from simulations within ECHAM5 (run 3) for 2036–2065 
versus 1961–1990. The differences are shown as a percent change from the 1961–
1990 estimates. Differences are only shown if statistically significant (i.e. if the U50 
from the future period lies beyond the 95% confidence intervals for 1961–1990).  
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7.5.2 Examination of extreme wind speeds at wind turbine 
hub-height 
In the following results are presented from the analysis of climate 
change impact on extreme wind at 100 m above the terrain, correspond-
ing to the hub height of a modern wind turbine. The parameters used are 
described in Table 7.4 below. 
Table 7.4. Description of the 50-year wind at 100 m from HIRHAM5 with different forcing and 
different periods, all 6h values. 
Parameter Forcing Period 
U50,ERA,I forcing of ERA-40 (control) period I, 1958–2000 
U50,ECH,I forcing of ECHAM5 (control) period I, 1958–2000 
U50,ECH,II forcing of ECHAM5  period II, 2001–2050 
U50,ECH,II forcing of ECHAM5 period III, 2051–2099 
 
The 50-year winds at 100 m, U50, from the control period are shown in 
Figure 7.3a (U50,ECH,I) and Figure 7.3b (U50,ERA,I). The results are instanta-
neous values but saved every 6 hours. This temporal resolution leads to 
underestimation of the 50-year wind but it does not affect our analysis 
of the spatial distribution of U50, nor does it affect the discussion of cli-
mate change in U50. The quality of Gumbel fitting at most of the grid 
points can be considered satisfactory because the ratio (U50)/U50 is 
mostly less than 6%, both for HIRHAM5-ECHAM5 and HIRHAM5-ERA40.  
The difference between U50,ECH,I and U50,ERA,I is presented in Figure 7.3c 
as the absolute difference (U50,ECH,I – U50,ERA,I) and as the percentage differ-
ence 100*((U50,ECH,I – U50,ERA,I)/U50,ERA,I) (%) in Figure 7.3d. It seems that 
for most part of the Scandinavian countries, i.e. the upper-center part of 
the entire domain, HIRHAM5-ECHAM5 is in good agreement with HIR-
HAM5-ERA40, the difference in U50 lying mostly within 10%. Over most of 
Denmark, HIRHAM5-ECHAM5 yields 5–10% lower extreme winds than 
HIRHAM5-ERA40. For areas south of latitude about 50N and east of lon-
gitude about 30E, results from U50,ECH,I are overall more than 10% higher 
than those from U50,ERA,I and more than 20% higher in a considerable part 
of the domain, as evident from Figure 7.3d. This suggests that for these 
areas the ECHAM5 model tends to over-predict extreme winds.  
The future scenario is divided into two parts following the pattern of 
greenhouse gas emission, 2001–2050 (period II) and 2051–2099 (peri-
od III). There is a few years difference in the data length for the three 
time periods but the influence from this is small regarding its effect in 
the calculation of the 50-year wind U50. 
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The 50-year winds at 100 m for the period II and III from HIRHAM5-
ECHAM5 are plotted in Figure 7.4. In comparison with the control period 
the wind patterns look quite similar and the difference is mostly within 
5% over the entire domain. Regions displaying a larger difference are 
distributed irregularly within the domain, see Figure 7.5a for compari-
son between period I and period II and Figure 7.5b for comparison be-
tween period I and period III. However, for most part of Denmark, the 
model scenario suggest that the extreme winds will increase up to 20% 
by 2050, but slightly less by 2099. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.3. Spatial distribution of the 50-year wind at 100 m in the control peri-
od 1958–2000, (a) from HIRHAM5- ERA40 U50,ERA,I, and (b) HIRHAM5- ECHAM5 
U50,ECH,I. Below the differences, absolute (c) U50,ECH,I – U50,ERA,I. and relative (d) 
100((U50,ECH,I – U50,ERA,I)/U50,ERA,I) (%). 
 
 
 
 
 
 
 
 
 
Figure 7.4. (a) Spatial distribution of the 50-year wind at 100 m for period II, 
2001–2050, from HIRHAM5-ECHAM5 U50,ECH,II; and (b) for the period 2051–2099 
from U50,ECH,III. 
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Figure 7.5. (a) Spatial distribution of differences in the 50-year wind between the 
control period and period II 2001–2050 from HIRHAM5-ECHAM5; (b) Spatial 
distribution of difference in the 50-year wind between the control period and 
period III 2051–2099. 
7.6 Trend of strong winds 
The trend of the strongest winds reflects the long term climatological 
variation. Two parameters were used to describe the strong winds, the 
yearly maximum wind speed and the 99th -percentile of the wind speed 
at 34 m. The 99th-percentile of winds is the value below which 99 per-
cent of the winds may be observed. In the following, only results of the 
99th-percentile wind speed analysis are shown. In Wind Engineering, 
due to lack of long term measurements, it has been accepted as a good 
approximation to use a data set as long as 10 years to calculate the 50-
year wind (Mann et al., 1998). For a period of 50 years, if there is no 
trend, it does not make a statistical difference which period to use for 
the calculation of the 50-year wind. If there exists a significant positive 
trend, then it is critical which period is used, because the last 10 years 
will give larger 50-year wind than the first 10 years. 
The trend is defined in terms of the regression coefficient a as in 
 
       
 
where x is the list of the 99th-percentile wind speeds at 34 m.  
The spatial distributions of a for the 99th-percentile of the wind 
speed at 34 m are presented in Figure 7.6. All four plots suggest that 
over most part of the domain the overall trend is small, with |a| < 0.03. 
In the northern-half part of the domain, HIRHAM5-ERA40 results indi-
cate a slight increase of the 99th-percentile wind during the control pe-
riod with 0.01 < a < 0.03. A few areas display a stronger increasing trend 
with a > 0.03, i.e. parts of the N-Atlantic Ocean, the south-east part of the 
Baltic Sea and the western part of Jutland in Denmark.  
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Figure 7.6. Spatial distribution of the regression coefficient a as an indication for 
a trend in the 99th-percentile of the wind speeds at 34 m. (a) from HIRHAM5-
ERA40, control period; (b) from HIRHAM5-ECHAM5, control period; (c) from 
HIRHAM5-ECHAM5, period II; (d) from HIRHAM5-ECHAM5, period III. 
7.7 Effects of temporal and spatial resolution 
The effect of temporal and spatial resolution is a common issue when 
validating the modeled values or when comparing simulations from 
models of different resolutions. According to the IEC standard (IEC 
1999), the 50-year winds at turbine sites should be referred to as 10 min 
values at hub height. In this report, we have a spatial resolution of 25 km 
for all regional climate models but the temporal resolutions include 1 
hour as averaging time (winds at 10 m) and 6 hours as disjunctive sam-
pling interval (winds at higher model levels). 
The effect of temporal resolution, both as averaging time and disjunc-
tive sampling interval, is modeled in Larsén and Mann (2006) by assum-
ing the time series to be a Gaussian process. Thus, values of different 
and/or coarser temporal resolutions can be converted to the same and 
finer resolution as 10 min averages. Without correcting the spatial reso-
lution, the 6-hour disjunctive values will lead to an underestimation of 
about 19% in the peak factor 
      ̅
 
, where  ̅ and   are the mean and 
standard deviation of the wind speed, which with typical values of  ̅ and 
  corresponds to about 14% in umax for mid-latitude sites. 
Winds simulated with meso-scale models are smeared in comparison 
with point measurements, due to the spatial resolution. This is reflected 
as flattened wind variance in the mesoscale range. As shown in Larsén et 
al. (2011), the variance in this range is important in contributing to the 
peak factor and therefore the extreme wind. Although the mean winds 
from the simulations could be reasonable, the lack of the variance leads 
to underestimation of the extreme winds.  
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Larsén et al. (2011) developed an approach to take the tails of the 
spectrum (here in the meso-scale range, from 2 day-1 to the 72 day-1, i.e. 
10 min) into account. The peak factor was derived as a function of the 
variance m0 and second order moment of the spectrum m2. As a result, 
the smoothing effect due to the mesoscale resolution on the peak factor 
is about 15% for the particular case here, namely HIRHAM5-ECHAM5, 
10 m winds of 25 km and 1 hour resolution. This, with  = 3 ms-1, and  ̅ 
in the range of 4 to 8 ms-1, corresponds to an underestimation in the 
extreme wind of 10% to 12%. 
7.8 Summary 
The extreme wind with a return period of 50 years (U50) is an important 
design parameter for wind turbines, while strong winds are more im-
portant for the operation and maintenance of an offshore wind farm. The 
importance of strong winds is twofold: Firstly, during the planning peri-
od, the developer must compare potential wind farm sites and different 
operation and maintenance strategies; secondly, in the daily planning of 
maintenance, strong winds influence decision-making concerning ship 
travel to the wind farm. Strong winds are important as they occur much 
more frequently than extreme winds (e.g. wind speeds >17 ms-1 occur 3–
4 days per year at 10 m height in the Fehmern Belt between Denmark 
and Germany). 
In this work, two scenario runs from HIRHAM5 have been analysed. 
The first scenario run utilized the boundary conditions from the Europe-
an Center for Medium-range Weather Forecasts (ECMWF) reanalysis 
data, ERA40, representing the historical period and the second used 
ECHAM5 boundary conditions for the A1B emission scenario for the 
period 1951–2099. 
For the historical period, the estimates of the extreme wind U50 as 
derived from the two HIRHAM scenario runs above showed a good 
agreement over most of the Scandinavian countries. Over Denmark the 
HIRHAM-ECHAM5 run gives values 5–10% lower than the ERA40 run, 
while for regions south of 50°N and east of 30ºE the ECHAM5 run gener-
ally gives higher values than the ERA40 run.  
The analysis shows that the natural variability of the extreme wind in 
Northern Europe (0–35°E; 50–70°N) is large and that projected extreme 
wind in more than 80% of all grid cells of the domain remains within the 
95% confidence interval of the U50 estimate for the period 1961–1990. 
Those grid cells that exhibit a significant change at the end of this centu-
ry generally show an increased extreme wind speed U50. 
For the middle of this century, the spatial analysis of Northern Eu-
rope shows that the 50-year wind speed U50 (at 10m) generally remains 
within the 95% confidence intervals. The southern part of Denmark as 
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well as parts of Finland and a few other areas show increases > 10% 
(corresponding to 2.5–3.5 ms-1). 
The results for 100 m height are analyzed over a larger spatial do-
main in Europe (30–70°N) and show likewise no significant change in 
U50 in a majority of the grid cells by the middle of the century. As found 
in the 10 m data, an area near Denmark shows increases >10%. Towards 
the end of the century an increasing number of grid cells displays in-
creases in the 50-year wind larger than the natural variability. 
Concerning strong winds at 100 m height, the analysis over Europe in 
general shows small trends for most parts of the domain. This is con-
firmed by an analysis at 10 m height for Northern Europe where the pre-
liminary conclusion is that the changes by the middle of this century as 
well at the end of the century remain within the 95% confidence intervals 
for 1961–1990 data (Pryor, 2009). The numbers listed above are based on 
data of their original temporal and spatial resolutions, namely 25 km, 1-
hourly for the 10 m statistics and 6-hourly for the 100 m statistics. 
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8.1 Introduction 
The EU is committed to reduce its greenhouse gas emissions by 20% and 
also raise the share of renewable energies (including biofuels) to 20% by 
2020 (EC, 2008), which will most likely increase the utilisation of vari-
ous sources of bioenergy including forest biofuels (energy biomass). 
This policy will affect energy production in the Nordic and Baltic coun-
tries and as an example, Finland has already taken important steps to 
promote and increase the share of energy biomass. The Finnish “Nation-
al Forest Programme 2015” aims to increase the use of energy biomass 
from 3.4 million m3 in 2006 to 8–12 million m3 by 2015 (Finnish Minis-
try of Agriculture and Forestry, 2008) and a recent “National Climate 
and Energy Strategy” (2008) approved by the Finnish Government aims 
to increase the share of renewable energy to 38% by 2020, in line with 
the level proposed by the EC. 
A large-scale harvesting of energy biomass will raise the question 
how sustainable the energy systems based on biomass are and what are 
the climatic and management effects on energy biomass production and 
utilisation. In addition, the production of energy biomass needs fossil 
energy and enhances the emissions of greenhouse gases, thus negating 
the benefits of the production. In this context, carbon and energy input 
calculations are needed for evaluating the environmental burden and 
the contribution of forests and energy biomass to reduce emissions and 
storage of carbon in the forest ecosystem. 
Finnish forests are of the boreal type, where forest growth is mainly 
limited by low temperature, a short growing season and limited availa-
bility of nitrogen (Linder, 1987; Kellomäki et al., 1997; Mäkipää et al., 
1998a, b). Low temperatures reduce the decomposition rate of organic 
matter, which limits the availability of nitrogen in the soil. Furthermore, 
a short growing season slows down the process of succession due to the 
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lack of optimal growing conditions, resulting in a longer rotation period 
(time until the final felling is done). Therefore, in changing climatic con-
ditions, characterized by an increase in temperature and carbon dioxide 
(CO2) concentration in the atmosphere and changes in precipitation 
patterns, it is expected that boreal forests will respond in a complex 
manner in the future. 
In Finland, increases in annual mean temperature and changes in pre-
cipitation patterns are expected in the near future (Kjellström et al., 
2011). Furthermore, CO2 concentration in the atmosphere may be dou-
bled by the end of the century (Jylhä et al., 2004; Carter et al., 2005; Ru-
osteenoja et al., 2005). These changes are likely to increase the growth of 
forests directly through intensified physiological processes in trees due to 
elevated temperature and CO2 concentration, but also through longer 
growing seasons and mineralization of nitrogen. Increased sequestration 
and accumulation of carbon in forest biomass could also affect species 
composition in the long run (e.g. Kellomäki et al., 2008; Garcia-Gonzalo et 
al., 2007). The unique characteristics of the boreal forest ecosystems 
make them particularly susceptible to future climate change. 
In addition to changing climatic conditions, forest management prac-
tices, e.g. the intensity and timing of thinning, also affect the growth and 
development of a forest by redistributing the available resources for the 
remaining trees after management intervention. Thinning in young 
stands yields energy biomass (small-sized trees), provides more grow-
ing space for the remaining trees and accelerates the accumulation rate 
of carbon in the growing stocks. Timber (sawlog and pulpwood) and 
energy biomass (logging residues i.e. the stem tops, branches, roots and 
stumps) are produced in older stands during commercial thinning and 
final felling. These forest productions vary widely depending on the spe-
cies, site fertility and climatic conditions. Generally, these factors are 
used to develop forest management recommendations for scheduling 
the timing and intensity of thinning. However, increased growth under 
warmer climate could affect the currently recommended practice of 
managing forests. Thus, the changing climate would necessitate the 
modification of the business-as-usual management in order to fully uti-
lise the positive effects of climate change, such as increased forest 
productivity and carbon sequestration in the forest ecosystem. 
In addition, as the traditional way of managing forests has been to 
produce timber in Finland and other Nordic countries, management 
solely aiming to produce timber may not necessarily be appropriate for 
the joint production of energy biomass, timber and carbon stocks in the 
forest ecosystem. Novel forest management practices are, therefore, 
needed in order to enhance the possibility of climate change mitigation 
in the context of energy biomass production. 
Based on the above mentioned issues, the general objective of this 
study was to investigate the production of energy biomass along with 
timber, and carbon sequestration and storage in forest ecosystems in 
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Finnish conditions. The effects of climate change and forest management 
on these factors were studied based on several climate scenarios and by 
changing current forest management recommendations. In addition, CO2 
emissions in management operations per unit of energy (kg CO2 MWh–1) 
for energy biomass were calculated by using an emissions calculation 
tool. This approach reveals not only the production potential of energy 
biomass, but also facilitates assessment of the role of forests in climate 
change mitigation and fossil fuel substitution. This kind of comprehen-
sive assessment also helps to compare energy biomass with other bio-
energy sources and evaluate different policies for climate change mitiga-
tion in forest management.  
8.2 Materials and methods 
8.2.1 General approach 
The study was conducted by using an ecosystem model (Sima) (Kel-
lomäki et al., 1992, 2008; Kolström, 1998), which simulates forest 
growth and development according to the implemented forest manage-
ment and a given climate scenario. In addition, an emission calculation 
tool was developed and it was used together with Sima for assessing the 
CO2 emissions of the management operations in the production chain, 
such as harvesting and transportation. The production chain was cov-
ered from seedling production in a nursery, proceeds through manage-
ment and harvest, and ends up in the yard of a power plant (chipped 
biomass for energy), a pulp mill (pulpwood) or a sawmill (saw logs). 
The Sima model was run for a 90-year period and the obtained re-
sults were used as an input for the emission calculation tool. In the mod-
el, energy biomass was produced, integrated with timber, in energy bi-
omass thinning (EBT) (small-sized trees) and final fellings (FF) (branch-
es, large roots, stumps, tops of the stem). Two climate scenarios (current 
(i.e. unchanged) and changing climate) were utilised with varying forest 
management regimes. Forest management regimes were varied by in-
creasing initial stand density (ISD) and thinning thresholds from current 
forest management recommendations. By doing this, energy biomass 
and timber production as well as carbon stocks were studied jointly with 
the related emissions. 
Comparisons focused on either the effect of climate or effect of thin-
ning regimes under the current and the changing climatic conditions. To 
be able to assess the effect of climate change, corresponding thinning 
regimes under the changing climate were compared with the current 
climate. The effect of thinning was compared only with the current thin-
ning and this was done for the current and changing climatic conditions. 
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8.2.2 Sima model 
In the utilised model, the dynamics of the forest ecosystem are assumed 
to be determined by the dynamics of the number and mass of trees as 
regulated by their regeneration, growth and death. All these processes 
are related to the availability of resources, which are in turn regulated 
by the dynamics of the gaps in the canopy of the tree stand. The model is 
parameterised for Scots pine (Pinus sylvestris L.), Norway spruce (Picea 
abies L. Karst.), silver birch (Betula pendula Roth), downy birch (Betula 
pubescens Ehrh), aspen (Populus tremula L.) and grey alder (Alnus incana 
Moench., Willd.) growing between the latitudes N 60° and N 70° and 
longitudes E 20° and E 32° within Finland. The model utilises an area of 
100 m2 with a one-year time step. 
Four environmental subroutines are utilised in the model describing 
the site conditions that affect the growth and the development of forests, 
i.e. temperature, light, moisture and availability of nitrogen. Tempera-
ture controls the geographical thresholds and annual growth response 
of each species and their ecotypes included in the study. Simultaneously, 
competition for light controls tree growth and it is dependent on tree 
species and their height distributions. The effect of soil moisture is de-
scribed through the number of dry days, i.e. the number of days per 
growing season with soil moisture equal to or less than that of the wilt-
ing point specific for soil types and tree species. Soil moisture indicates 
the balance between precipitation, evaporation and drainage. The avail-
ability of nitrogen is controlled by the decomposition of litter and soil 
organic matter and it is dependent on the quality of litter, soil organic 
matter, and evapotranspiration. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.1. Outline of the Sima model. 
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The environmental subroutines are linked to demographic subroutines 
by multipliers (M); i.e. G = Go × M1...Mn, where G is growth and/or regen-
eration, Go is growth and/or regeneration in optimal conditions meaning 
that there is no shading and no limitation of soil moisture and supply of 
nitrogen, and M1...Mn are multipliers for different environmental factors 
(Figure 8.1). In addition, in the case of growth, the values of Go are as-
sumed to be related to the maturity of the tree (diameter of tree) and the 
prevailing atmospheric CO2. Furthermore, the parameterisation of the 
growth response is also species-specific. The data for the Go calculation 
are based on the simulations of a physiological growth and yield model 
applying the same methodology as Matala et al. (2005). In these simula-
tions, the growth of a single tree with an ample supply of water and ni-
trogen was calculated under varying atmospheric CO2 concentrations 
and under no shading in Finnish conditions. 
In the model, mortality is determined by factors that are either age-
dependent or age-independent. Age-dependent mortality is a stochastic 
event depending on the maximum age of a tree. In the case of age-
independent mortality, the probability of tree death at a certain moment 
increases with decreasing diameter growth due to competition from 
other trees. After dying, trees are eliminated from among the living trees 
and immediately converted to litter, which is linked directly to a decom-
position subroutine and included in the nitrogen cycle. 
8.2.3 Sample plot data 
The data utilised in this study was based on the Finnish National Forest 
Inventory (Tomppo et al., 2001; Korhonen et al., 2001; Tomppo, 2006). 
The measurements in the inventory were done from systematically lo-
cated rectangular or L-shape clusters, each cluster containing 10–18 
sample plots. The distance between the clusters varied from 6 km in the 
southernmost part of the country to 10 km in Lapland (northern Fin-
land) (Figure 8.2). For our study, data from one sample plot from each 
cluster was used to represent variables such as tree species, diameter at 
breast height (usually measured at 1.3 meter from the ground level), site 
type, location and temperature sum. The simulations included only sam-
ple plots in upland mineral soil sites (Figure 8.2). 
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Figure 8.2. Dots show sample plots, thick line separates southern and northern 
Finland and number indicates different forestry centres in Finland (South: 1–10; 
North: 11–13). 
8.2.4 Site type 
Species composition differs among the site classes over the whole of 
Finland. Scots pine is mostly dominating the less fertile sites i.e. Vaccini-
um and Cladonia, while Norway spruce, together with birch, is dominat-
ing the most fertile sites, i.e. Oxalis-Myrtillus. However, the medium site 
class, Myrtillus, is suitable for (or a mixture of) Norway spruce, birch and 
Scots pine. 
8.2.5 Forest management and climate scenarios 
In the simulations, management includes EBT, commercial thinning, FF 
and regeneration. The thinning rules followed those currently recom-
mended for the different tree species, site types and regions of Finland 
(southern and northern Finland separately) (Tapio, 2006). Whenever a 
given upper threshold for the basal area (cross section area of stems of all 
trees in unit stand) was encountered at a given dominant height, commer-
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cial thinning was triggered (Figure 8.3). Thinning was done from below 
(mostly smaller/suppressed trees were removed), to such a level that the 
remaining basal area after thinning was reduced to the expected value at a 
given dominant height. As recommended by Tapio (2006), EBT was done 
when a dominant tree height of between 8–14 metres was reached. The 
remaining basal area threshold after EBT was also determined by follow-
ing the site- and species-specific recommended number of trees. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.3. Principles defining the thinning regime based on development of domi-
nant height and basal area, considered as current thinning regimes (panel a). 
Before the commercial thinning, energy biomass was harvested at energy biomass 
thinning (EBT) and followed the site- and species-specific recommendation. Thin-
ning regimes were changed in terms of increased (panel b) and decreased (panel 
c) thinning thresholds, where grey lines show the limit used in current recommen-
dation. The thresholds for EBT were similar for all the thinning regimes applied. 
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The modified management regimes were constructed by means of rela-
tive increase (M+) or decrease (M–) of both the thinning thresholds 
(when thinning is done and remaining basal area after thinning) com-
pared with current recommendation (M0) (see Figure 8.3). In addition, 
an ISD, varying from 2000 to 4000 trees ha–1, was used in the analysis of 
emissions calculations per unit of energy for energy biomass. Including 
timber production, all the management regimes produce energy biomass 
at EBT and FF. The thresholds for EBT were always similar for current 
thinning and increased basal area thinning thresholds, but with de-
creased thinning thresholds, the species-specific stem numbers were 
decreased but kept within the recommendation of Tapio (2006). 
The climate data, utilised in the simulations, are provided by the Finn-
ish Meteorological Institute. Projections are averages of responses calcu-
lated using nineteen global climate models, where variables such as min-
imum and maximum temperature, precipitation, solar radiation, air pres-
sure, snow depth, soil moisture and wind velocity have been analysed 
(Ruosteenoja et al., 2007; Ruosteenoja and Jylhä, 2007). The grid for cur-
rent climate (1961–1990) was 10×10 km, whereas the model used in this 
study applied a 50×50 km grid. The climate change scenarios were pro-
duced for three tri-decadal periods, i.e. near-term, 1991–2020, mid-term, 
2021–2050 and long-term, 2070–2099 and used the grid size of 50×50 
km. In the climate scenario, CO2 concentration was estimated to rise from 
the 1990 level of 367 ppm to 545 ppm by 2050. Temperatures were pro-
jected to increase by about 3 °C over the whole of Finland. In winter, 
warming was strongest in the north, while in summer the more pro-
nounced warming would be in the south of the country. Precipitation was 
estimated to increase by about 10% by 2050. The climate scenario utilised 
in this impact study differed little compared to that projected and report-
ed in Kjellström et al. (2011). At 50th percentiles, Kjellström et al. (2011) 
estimated that temperature would increase over 2 °C and precipitation 
would increase by 5% during 2021–2050 in Finland and other Nordic 
countries compared to 1961–1990. 
8.2.6 Emission calculations 
In the emissions calculation, CO2 emissions from the management, dur-
ing the whole production chain in the forest production system, were 
included. This includes production and transportation of seedling, site 
preparation and planting, management operations (thinnings and har-
vesting), chipping and transportation of biomass to the manufacturers’ 
gate as well as all the related commuter traffic and transportation of 
machinery necessary to conduct the operations (Figure 8.4). The energy 
inputs required for each of the processes were analysed and calculated 
by assuming 0.857 kg l–1 C content of fuel, to obtain the value in kg CO2 
MWh–1. Wood density of 400 kg m–3 was utilised in the calculation, while 
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C content in dry biomass was assumed to be 50%. The functional unit for 
this study was determined as 1 ha of forest managed for 80 years. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.4. Diagram of forest production system boundary.  
 
The performance and consumption parameters of the machines used in 
the production were collected from available sources (Table 8.1). In the 
emission calculation, harvested energy biomass and timber were trans-
ported an average distance of 70 km utilising 40 tonnes of transporta-
tion capacity. However, the truck load size was smaller, being 25 tons, 
for stump transportation. A constant coefficient of 0.70 was used for 
determining driving with an empty truck for the return trip. Energy bi-
omass chipping was done in the power plant yard by a drum chipper. In 
the system, average commuter traffic was assumed to be 50 km and fuel 
consumption for a passenger car was 0.07 l km–1. Average values for 
drum chipper and seedling transportation from nursery to the forests 
were assumed. However, emissions from the manufacturing and 
maintenance of the machines have not been included in the calculation. 
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Table 8.1. Parameters utilised in the emission calculation. 
Phases Productivity Fuel consumption 
Forest establishment   
Seeding production  237.54 MJ seedling–1 
Seedling transportation (50 km)  0.40 l km–1 
Site preparation 0.91 ha h–1 18.20 l h–1 
Transportation of Scarifier 12.10 km ha–1 0.54 l km–1 
Forest operations   
Thinning by harvester 8.20 m3 h–1 12.00 l h–1 
Final felling by harvester 17.20 m3 h–1 12.00 l h–1 
Stump removal (excavator) 13.00 m3 h–1 15.00 l h–1 
Forwarder and harvester transportation 0.16 km m–3 0.54 l km–1 
Biomass transportation and chipping   
Forwarding (thinning) 11.80 m3 h–1 8.50 l h–1 
Forwarding (final felling) 15.90 m3 h–1 8.50 l h–1 
Long distance transportation (truck)   
Transportation capacity: 40/25 tons  0.54 l km–1 
Chipping (drum chipper) 150.00 m3 h–1 60.00 l h–1 
Commuter traffic (50 km)  0.07 l km–1 
8.3 Results  
8.3.1 Effects of climate and thinning on energy biomass 
production 
In general, the energy biomass production at EBT (small-sized trees) 
increased over time both for current (i.e. unchanged 1961–1990 cli-
mate) and changing climate in the whole of Finland. During the first pe-
riod (1991–2020), neither increased basal area thinning thresholds, 
compared with current thinning regime, nor climate change, did affect 
the energy biomass production at EBT. During the second period (2021–
2050) increased basal area thresholds did not affect the energy biomass 
production at EBT, but climate change increased energy biomass pro-
duction at EBT. During the last period (2070–2099), climate change in-
creased the energy biomass production at EBT but increased basal area 
thresholds increased the energy biomass production at EBT only under 
changing climate (Figure 8.5). 
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Figure 8.5. Effects of climate change (changing climate “CC” compared to current 
climate “CU”) on energy biomass production (MWh ha–1 a–1) at energy biomass 
thinning (EBT) (panel a) and final felling (FF) (panel b) in three 30-year periods 
(1991–2020, 2021–2050, 2070–2099) under varying thinning regimes for whole 
of Finland. M(0%) represents current thinning regime. The scale of the EBT 
(panel a) is smaller than that of FF (panel b). 
 
The energy biomass production at FF (branches, large roots, stumps and 
tops of the stem) was higher during the second period (2021–2050) 
compared with first period (1991–2020) under both current and chang-
ing climate but it was highest during the third period (2070–2099) un-
der climate change. During the first period (1991–2020), increased basal 
area thinning thresholds, compared with the current thinning regime 
did not affect the energy biomass production at FF under current and 
changing climate, but climate change increased the production at FF. 
During the second and last period, both climate and increased thinning 
thresholds enhanced the energy biomass production at FF (Figure 8.5). 
8.3.2 Effects of climate and thinning on timber production 
and carbon stocks 
In general, the changing climatic conditions increased timber production 
(i.e. sawlog and pulpwood) and carbon stocks in the forest ecosystem 
(trees and soil) in all the three periods (1991–2020, 2021–2050, 2070–
2099) (Figure 8.6). Moreover, increased thinning thresholds compared 
with current thinning also enhanced carbon stocks in all periods and tim-
ber only during the second period for both current and changing climate. 
However, during the first period (1991–2020), increased thinning thresh-
olds reduced timber production both under current and changing climate. 
In both climatic conditions, increased thinning thresholds did not have a 
major effect during the last period (2070–2099). 
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Figure 8.6. Effects of climate change (changing climate “CC” compared to current 
climate “CU”) on timber production (MWh ha–1 a–1) (panel a) and Carbon stocks 
(Mg ha–1) (panel b) in three 30-year periods (1991–2020, 2021–2050, 2070–
2099) under varying thinning regimes for whole of Finland. M(0%) represents 
current thinning regime. 
8.3.3 Energy biomass production and CO2 emissions 
under varying thinning and initial stand density 
In general, increased initial stand density enhanced energy biomass 
recovery at EBT for both Scots pine and Norway spruce. However, the 
emissions per unit of energy (kg CO2 MWh–1) for energy biomass pro-
duction for Scots pine were higher than that for Norway spruce. 
For Scots pine, increased basal area thinning thresholds, compared to 
current thinning, enhanced energy biomass production (up to 14%) and 
decreased CO2 emissions (up to 6%) at the Myrtillus site (Figure 8.7). 
The opposite results were found for decreased thinning thresholds for 
the same species at the same site. At the Vaccinium site, increased thin-
ning thresholds had a similar pattern to the Myrtillus regarding energy 
biomass production and CO2 emissions, except for 2000 ISD, where en-
ergy biomass production was reduced slightly compared to the current 
thinning regime. 
For Norway spruce, decreased thinning thresholds compared with 
current thinning at the Oxalis-Myrtillus and Myrtillus sites had a similar 
effect as on Scots pine, i.e. reduced energy biomass production and in-
creased emission to produce per energy unit of energy biomass (Figure 
8.7). The only exception was found at the Oxalis-Myrtillus site with 2000 
ISD, where energy biomass and CO2 emissions were both lower. Howev-
er, up to a 20% increase in thinning thresholds, compared to current 
thinning, did not show any major changes in energy biomass and CO2 
emissions, but a 30% increase of thresholds enhanced the energy bio-
mass production and reduced CO2 emissions for both sites and ISDs. 
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Figure 8.7. Effect of management regimes on CO2 emissions per MWh of energy 
biomass (kg CO2 MWh–1) for Norway spruce at the Oxalis-Myrtillus (panel a) and 
Myrtillus (panel b) sites and Scot pine at Myrtillus (panel c) and Vaccinium (pan-
el d) sites between 2000–4000 initial stand density (ISD). 
8.4 Discussion  
The objective of this study was to investigate the potential production of 
energy biomass as well as timber and carbon stocks in forest ecosystems 
in Finnish conditions. The effects of climate change (increase in temper-
ature, precipitation and CO2 concentration in the atmosphere) and forest 
management on these factors were studied based on the recent climate 
scenarios and by changing current forest management recommenda-
tions. In addition, management related CO2 emissions for the production 
of energy biomass were studied. However, risks, for example related to 
insect attacks, wind throw, forest fires, and frost damage related to cli-
mate change were not included in the analysis. 
The results show that, compared with current climate, forest produc-
tion is expected to increase considerably in Finland under future climat-
ic conditions. The largest relative changes were found in northern Fin-
land, although the absolute values were higher in southern Finland (data 
not shown here). This is in line with other studies, which have also found 
a corresponding increased production under the future climatic condi-
tions in Finland (e.g., Briceño–Elizondo et al., 2006; Garcia–Gonzalo et 
al., 2007; Talkkari, 1996). 
Under current climate and the current thinning regime, the produc-
tion of energy biomass at FF (ca. 6.6 Tg a–1 or 33 TWh a–1) during the 
first period (1991–2020) had lower values than those estimated by 
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Hakkila (2004), Asikainen et al. (2008) and Kärkkäinen et al. (2008). 
This might be a result of the different cutting scenarios, logging residues 
components and their recovery at varying thinning stages. Thus, results 
from those studies may not directly be comparable with our findings. 
For example, low quality timber as energy biomass raw material and 
energy biomass extraction (logging residues) in all the commercial thin-
nings, were not considered in this study as was done by Kärkkäinen et 
al. (2008). However, estimated total energy biomass potential found in 
this study may be affected by practical limitations, so that the results 
should be considered as theoretical potentials (Table 8.2). 
Table 8.2. Effects of climate (changing climate compared to current climate) and thinning (changing 
regime compared to current regime) on annual energy biomass production and fossil fuel substitu-
tion potential (TWh
1
) over the simulation period in Finland derived at energy biomass thinning (EBT) 
and final felling (FF). M (0%) represents currently recommended thinning thresholds. 
Thinning regimes Under current climate Under climate change 
EBT FF Total EBT FF Total 
M (0%) 8.7 40.4 49.1 17.8 67.5 85.4 
M (+15%) 8.7 43.9 52.6 18.1 72.8 90.9 
M (+30%) 8.4 46.4 54.8 18.4 76.4 94.8 
M (+45%) 8.1 48.7 56.8 19.0 80.3 99.3 
 
The potential production of energy biomass at FF was higher in southern 
Finland compared with northern Finland, which might be due to the effect 
of timber production in those regions (Figure 8.5, result was shown for 
whole Finland). In contrast, energy biomass production at EBT was higher 
in northern than in southern Finland. These dissimilarities in production 
were mainly the result of variation in forest structure and growth poten-
tial in southern and northern Finland. Currently, in the south, the forests 
are dominated by young stands, while, in the north, stands are more ma-
ture or close to that stage (Peltola, 2007). Therefore, with the develop-
ment of the forests both in northern and southern Finland, the energy 
biomass production was enhanced in the second (2021–2050) and third 
(2070–2099) periods compared with the first period (1991–2020). 
The concurrent analyses of energy biomass, timber and carbon 
stocks showed that an increase in these parameters was possible during 
the second period (2021–2050), in which they increased with increased 
basal area thinning thresholds. In the case of timber and carbon, this is 
in good agreement with the findings of Briceño–Elizondo et al. (2006), 
Garcia–Gonzalo et al. (2007), and Thornley and Cannell (2000), who 
concluded that management with higher tree stocking, but also with 
continuous canopy cover and fewer disturbances throughout the rota-
tion could give maximum production of timber and carbon stocks. How-
────────────────────────── 
1 Conversion factor: 19.23 GJ/t (energy biomass thinning) and 19.00 GJ/t (final felling) at 20% moisture 
content of biomass. 1 GJ = 0.2778 MWh. 
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ever, Seely et al. (2002) suggested a trade-off between ecosystem carbon 
storage capacity and timber production, which was found also in this 
study during the first and last periods. Nevertheless, in all cases, in-
creased thinning thresholds enhanced carbon stocks in the forest eco-
system under current and changing climate, as could be expected due to 
an increase in growing stocks. 
In this study, all the CO2 emissions calculated for the forest estab-
lishment phase (seedling production and transportation, site prepara-
tion, scarifier transportation and commuter traffic) were included in the 
energy biomass production chain and thus the result could be an overes-
timation of the energy input required for energy biomass production. 
However, this study found that it was possible to concurrently increase 
energy biomass production and reduce management related CO2 emis-
sions (kg CO2 MWh–1) if thinning thresholds are increased from the cur-
rent recommendations. In general, the emission for energy biomass pro-
duction of Norway spruce was lower than that of Scots pine, as can be 
expected owing to the former producing higher mass of crown mass 
though utilising similar amount of input energy. This study found that 
one unit of fossil energy could roughly produce 30–40 units of biomass-
based energy. The estimated emissions for the whole energy biomass 
production chain were about 7.7–10.5 kg CO2 MWh–1 depending on 
management, sites and species, slightly higher compared with the values 
reported by Wihersaari (2005). The discrepancy might be due to the 
differences between the studies regarding the system boundary settings, 
selection of species and their growth potential, utilised site type, and 
assumed energy and moisture content in the biomass. Nevertheless, 
both studies showed that utilisation of biomass-based energy could 
avoid a considerable amount of greenhouse gases when coal and energy 
biomass carbon neutrality are assumed. 
8.5 Conclusions 
This study concluded that the expected 21st century climate changes and 
their impacts, i.e. elevated temperature and precipitation, a longer grow-
ing season and a concurrent increase in CO2 levels, could increase energy 
biomass production in Finland. Energy biomass production can also be 
enhanced by increasing both initial stand density (ISD) and basal area 
thinning thresholds compared with the current forest management rec-
ommendation. In addition, a concurrent increase in energy biomass and 
timber production as well as carbon stocks in either of the climate sce-
narios considered would be possible if thinning was performed at a 
higher thinning thresholds level than in the current recommendation. 
Moreover, increased thinning thresholds reduced management related 
CO2 emissions for the energy biomass production. For a holistic ap-
proach, however, emissions related to ecosystem processes (e.g. decom-
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position) should also be included in the analysis. Such a comprehensive 
approach would give new insights for ecologically sustainable energy 
biomass production related to the carbon balance of the forest produc-
tion system and climate change mitigation options of boreal forests. 
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9. The Nordic Power System in 
2020. Impacts from changing 
climatic conditions 
Joar Styve, Birger Mo and Ove Wolfgang* 
*Details on author affiliations are given in the Appendix 
9.1 Introduction 
The objective of this study is to identify and quantify changes in gen-
eration of and demand for electricity in the Nordic region as a result 
of changing climatic conditions. In the analysis, we simulate the oper-
ation of a given electricity system using present and predicted cl i-
mate data. Main focus is on the NordPool market, i.e. the single finan-
cial energy market for Norway, Sweden, Finland and Denmark. The 
situation in Iceland is discussed separately in Chapter 10. The results 
show how generation, demand, and transmission characteristics, for 
a fixed system configuration, respond to expected changes in temper-
atures and inflow to hydropower reservoirs. The present climate is 
represented by observed weekly inflow, temperature and wind speed 
for the period 1961–1990. The future climate is represented by mod-
el generated inflow and temperature for the period 2021–2050, from 
the models “DMI-HIRHAM-Echam5” and “met.no-HIRHAM-HadCM3” 
(from now on referred to as Echam and Hadam), using the emission 
scenario “A1B” defined by IPCC (Nakićenović and Swart, 2000). The 
system model represents the electricity system in 2020, and is based 
on forecasts of production – and transmission capacities, electricity 
demand, input fuel costs, and CO2-quota prices. 
Simulations have been carried out using SINTEF Energy Re-
search’s EMPS-model2. Most major players in the NordPool market 
apply the EMPS-model for market analysis. The model is also used for 
hydro scheduling and investment planning (generation and transmis-
sion). The EMPS-model simulates the balance between supply and 
demand in a geographically distributed electricity market, for a selec-
────────────────────────── 
2 EMPS is the acronym for EFI’s Multi-area Power-market Simulator. EFI is now a part of SINTEF Energy 
Research. 
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tion of historical weather years. The electricity system model is given 
exogenously, and EMPS does not account for investment in new pro-
duction or transmission equipment during the simulation period. For 
a more detailed description of the model, see (Wolfgang et al., 2009). 
9.2 Modelling the Nordic power system 
9.2.1 Climatic variables 
Inflow data, provided by the hydrological modelling group, are used 
as input to rivers and reservoirs in the EMPS-model. The received 
data were distributed to the hydropower system model according to 
geographical location. The inflow series were prepared to comply 
with EMPS format requirements by scaling the observed inflow in the 
reference period with the relative change between the hydrological 
models’ reference period and the climatic scenario period.  
Temperature data were used as input for demand predictions in 
the EMPS-model, as the usage of electricity for heating purposes is 
significant in the Nordic countries. Temperature forecasts were given 
for six major Nordic cities. The temperature series were prepared to 
comply with EMPS format requirements by scaling the observed tem-
perature in the reference period with the absolute change between 
the hydrological models’ reference period and the climatic scenario 
period. 
9.2.2 Electricity system model 
The electricity system is modeled as the current system modified 
with expected changes for 2020. The system is divided into 23 areas, 
reflecting major transmission constraints and hydrological diversity. 
The model contains 110 thermal power plants in the Nordic coun-
tries, described by capacity and marginal cost. Marginal costs are 
calculated on basis of predictions for fuel – and CO2-quota prices, 
combined with efficiency and fuel input parameters for each individ-
ual power plant. Expected capacity development towards 2020 is 
based on Eurelectric’s statistics report (Eurelectric 2009). The model 
includes 1108 hydropower modules with a detailed description of 
reservoirs, discharge and relevant constraints. Electricity prices in 
continental Europe are given exogenously. 
9.2.3 Capacities 
The production capacities in the Nordpool countries for the model of the 
2020 system are shown in Table 9.1. Major changes from today’s system 
include: 
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 Finnish nuclear capacity increases by 3.2 GW. 
 Swedish thermal capacity decreases by 1.5 GW. 
 Swedish and Finnish wind capacity increases by respectively 4.4 and 
1.3 GW.  
Table 9.1. Expected generation capacity in 2020 (GW). 
 Nuclear Thermal Hydro Wind Sum 
 Denmark  0.0   8.9   0.0   5.6   14.5  
 Sweden   10.0   6.2   16.4   6.0   38.7  
 Finland   5.9   10.8   3.4   1.5   21.5  
 Norway   0.0   1.5   29.5   1.7   32.6  
 Sum   15.9   27.3   49.3   14.8   107.3  
9.2.4 Electricity consumption 
Assumptions regarding electricity demand in 2020 have been based on 
Eurelectric’s 2009 statistics report where predictions about future con-
sumption were made; Norway, 142.7 TWh yr-1, Sweden, 144.0 TWh yr-1, 
Finland, 101.3 TWh yr-1, and Denmark, 38.2 TWh yr-1. The annual con-
sumption data have been further manipulated to match the observed 
seasonal consumption pattern throughout the year. 
9.2.5 Transmission 
The transmission system for 2020 is based on various predictions (Stat-
nett, 2009; Baltso, 2009; Nordel, 2008), combined with a subjective as-
sessment of what might be a likely outcome. Changes include a 2000 
MW connection between western and central Norway (Aurskog – Far-
dal), an upgrade to 2500 MW between western Denmark and Germany, 
a 1400 MW connection from southern Norway to Germany, and a 600 
MW connection from southern Sweden to the Baltic area. 
9.2.6 Production costs and export/import prices 
An important input parameter in the EMPS system simulations is the mar-
ginal production cost for thermal generation, which was modeled exoge-
nously. The main cost components are input fuel- and CO2-quota prices. 
Individual marginal costs were estimated using forecast fuel and CO2-quota 
prices for 2020 combined with each power plant’s efficiency parameters. 
Another important parameter is the export and import price to areas 
outside the model, in this case continental Europe. These prices are also 
given exogenously in the EMPS-model. Export and import prices were 
estimated by calculating average marginal production costs in Germany 
for gas-based units, using 2020 predicted fuel and CO2 prices. Based on 
observed hourly spot prices in Germany in 2008, we calculated the rela-
tive relationship between day, night and weekend prices. Under the as-
sumption that gas represents the marginal production technology during 
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daytime, the price relationship was applied to the average marginal pro-
duction cost for German gas units to obtain a consistent 2020 estimate for 
prices during night and weekend. These prices were used to represent 
export and import prices to all the connected continental European coun-
tries, after adjustments to account for transmission losses. 
9.3 Results 
9.3.1 Inflow 
Table 9.2 shows the simulated average annual reservoir inflow, measured 
in TWh, for the reference period (1961–1990) and for future conditions 
(2021–2050). Average annual inflow for the Nordpool area in the refer-
ence scenario, using observed climatic variables from 1961 to 1990, is 
214.9 TWh. With the inflow given by the Echam scenario, using predicted 
climatic variables for 2021–2050, the inflow increases to 240.7 TWh (by 
12.0%). The equivalent inflow in the Hadam scenario is 238.3 TWh 
(10.8% increase). In Echam, the inflow increases by 18.0 TWh (44.8%) 
during winter and 7.8 TWh (4.5%) during summer. The major part of the 
increase in winter inflow comes from Norway, where the increase is 12.8 
TWh (59.3%), while the equivalent increase in Sweden is only 4.3 TWh 
(30.3%). The increase in summer inflow is similar in all countries, and 
ranges from 3.0% to 6.9%. In Hadam, the seasonal change pattern is 
stronger. Inflow increases by 35.6 TWh (88.6%) during winter, but de-
creases by 12.2 TWh (7.0%) during summer. Again, Norway with a 24.9 
TWh (115.3%) increase in winter inflow is the most influential contribu-
tor, as Sweden’s corresponding increase is only 9.6 TWh (67.6%). The 
decrease in summer inflow ranges between 8.3% in Norway and 4.6% in 
Sweden. Figure 9.1 illustrates the average annual inflow for all countries 
and scenarios in TWh per year. 
The analyses also indicate that monthly maximum and minimum 
runoff have increased as well, implying an increased winter flood risk, 
particularly during winter periods. 
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Table 9.2. Regional average annual inflow (TWh). 
  Reference Echam Hadam 
Area S W Year S W Year S W Year 
East Norway 46.1 9.4 55.6 48.1 15.4 63.5 43.4 20.5 63.9 
West Norway 33.2 6.2 39.3 36.0 9.7 45.7 30.2 12.9 43.1 
Central Norway 11.7 2.8 14.5 11.3 4.1 15.4 10.3 5.5 15.8 
North Norway 16.5 3.2 19.7 15.4 5.2 20.6 14.8 7.6 22.4 
Sum Norway 107.6 21.6 129.1 110.8 34.4 145.2 98.7 46.5 145.2 
 
North Sweden 44.1 7.8 51.9 46.4 10.3 56.7 42.0 14.4 56.4 
Central Sweden 9.3 2.9 12.2 10.5 3.7 14.2 9.0 5.0 14.1 
South Sweden 3.4 3.4 6.9 3.8 4.5 8.3 3.2 4.4 7.5 
Sum Sweden 56.8 14.2 70.9 60.7 18.5 79.2 54.2 23.8 78.0 
 
Finland 10.3 4.5 14.9 11.0 5.3 16.3 9.7 5.5 15.1 
Nord Pool area 174.7 40.2 214.9 182.5 58.2 240.7 162.5 75.8 238.3 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9.1. Average annual inflow (TWh yr-1) in the NordPool countries. 
9.3.2 Hydropower production 
Table 9.3 shows the average annual simulated hydropower production in 
TWh for all scenarios. In Echam, the increase in NordPool hydropower pro-
duction amounts to 20.7 TWh (10.3%), while for Hadam, the increase is 
18.9 TWh (9.4%). The increase in production is not equal to the potential 
increase from greater inflow as more water will induce more spillage. In 
addition, the seasonal change for production does not follow the seasonal 
change in inflow, or in other words, the strong increase in winter inflow 
does not imply a corresponding increase in winter production. Instead, we 
see that the production increase is distributed relatively evenly throughout 
the year. Production throughout the year is shown in Figure 9.2. 
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Table 9.3. Average annual hydropower production (TWh).  
  Reference Echam Hadam 
 S W Year S W Year S W Year 
Norway 51.5 69.7 121.1 57.6 77.1 134.7 56.1 78.1 134.2 
Sweden 29.2 37.6 66.9 32.9 40.1 73.1 32.9 39.8 72.7 
Finland 6.9 6.9 13.8 7.5 7.3 14.7 6.6 7.2 13.8 
Nord Pool 87.6 114.2 201.8 98.0 124.5 222.5 95.6 125.1 220.7 
 
Table 9.4 shows the average annual simulated spillage in TWh for all 
scenarios. Spillage in the winter season increases relatively more than 
summer spillage, however, spillage during summer remains the largest 
component in total average annual spillage. 
Table 9.4. Average annual spillage (TWh). 
  Reference Echam Hadam 
 S W Year S W Year S W Year 
Norway 6.6 1.1 7.8 7.8 2.3 10.1 6.6 3.8 10.4 
Sweden 3.0 0.9 3.8 4.3 1.5 5.8 3.2 1.9 5.1 
Finland 0.9 0.1 1.1 1.3 0.3 1.5 1.0 0.3 1.3 
Nord Pool  10.6 2.2 12.7 13.4 4.1 17.5 10.8 6.0 16.8 
 
Figure 9.2 shows averages for simulated inflow, reservoir level and pro-
duction for each week of the year. Under the climate scenarios, greater 
winter inflow and smaller spring floods are observed. Together with 
higher winter temperatures, which result in less winter demand and a 
slightly earlier spring flood, this contributes to diminished seasonal var-
iation in reservoir level. The increase in hydropower production is more 
or less evenly distributed over the year. 
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Figure 9.2. Hydropower properties for the NordPool area. 
 
Table 9.5 shows the simulated average annual thermal power production in 
TWh, for all scenarios. In the reference scenario, simulated thermal produc-
tion is 197.3 TWh. Due to increased hydropower production, this is reduced 
by 14.8 TWh (7.5%) in Echam, and 15.5 TWh (7.9%) in Hadam. The largest 
reductions take place in Finland and Denmark where the production is re-
duced by 6.6–7.1 TWh and 5.4–5.6 TWh, respectively. Also here we find that 
the reduction is evenly distributed between summer and winter. 
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Table 9.5. Average annual thermal power production (TWh). 
 Reference Echam Hadam 
 S W Year S W Year S W Year 
Norway 0.8 2.5 3.3 0.6 1.5 2.1 0.6 1.3 1.9 
Sweden 47.0 46.5 93.5 45.8 46.3 92.1 45.7 46.2 91.9 
Finland 31.9 37.5 69.4 28.8 33.9 62.8 29.1 33.3 62.3 
Denmark 14.6 16.5 31.1 10.9 14.7 25.5 11.5 14.2 25.7 
Sum 94.3 103.0 197.3 86.2 96.3 182.5 86.9 94.9 181.8 
9.3.3 Demand 
The average annual demand for electricity in the NordPool area is 432.8 
TWh in the reference case. In the Echam scenario, demand is reduced by 
8.4 TWh (1.9%), while for Hadam, the reduction is 11.0 TWh (2.5%).  
9.3.4 Power trade between countries 
Table 9.6 shows projections for net energy export in comparison with 
the reference period. All countries (excluding Finland) increase their net 
export to continental Europe. The hydro-dominated systems (Norway 
and Sweden) also increase their net export to other NordPool countries. 
Total net export increases for the hydro-dominated systems while Den-
mark and Finland reduce their total net export. All countries but Finland 
are net exporters in the climate scenarios. 
Table 9.6. Average annual net export (TWh/year). 
 Reference Echam Hadam 
 S W Year S W Year S W Year 
Norway -7.0 -7.0 -14.0 0.1 0.9 1.0 -1.2 2.6 1.4 
Sweden 20.9 8.4 29.3 24.4 12.3 36.8 24.4 13.1 37.5 
Finland -7.0 -9.9 -16.9 -8.4 -11.0 -19.5 -9.0 -11.5 -20.6 
Denmark 4.0 5.1 9.1 0.2 3.2 3.4 0.8 2.7 3.5 
Sum 10.9 -3.4 7.5 16.3 5.4 21.7 15.0 6.9 21.8 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9.3. Average weekly electricity price over the year (EURc/kWh). 
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9.3.5 Electricity prices 
The electricity prices are projected to decrease in all NordPool countries. 
Figure 9.3 shows the average weekly electricity price for all simulated 
years in EURc/kWh. Each country’s price is the average of all the inher-
ent area prices. The lower prices are mainly due to higher supply from 
increased inflow combined with lower demand due to higher tempera-
tures. The Danish price levels do not decrease as much as in the other 
countries. This is mainly due to Denmark’s high level of thermal produc-
tion combined with a strong transmission capacity to Germany. 
9.3.6 Energy balances 
Table 9.7, accompanied by Figure 9.4, shows the average annual simu-
lated energy balance in TWh for all scenarios. Main findings are in-
creased hydropower production, decreased thermal power production, 
and decreased demand for all countries in the climate scenarios. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9.4. Average annual energy balance, (TWh/year). 
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Table 9.7. Average annual energy balances (TWh). 
Reference Hydro Thermal Wind Net Import Demand 
Norway 121.1 3.3 5.2 14.0 143.6 
Sweden 66.9 93.5 15.0 -29.3 146.1 
Denmark 0.0 31.1 16.5 -9.1 38.5 
Finland 13.8 69.4 4.5 16.9 104.6 
NordPool 201.8 197.3 41.2 -7.5 432.8 
Echam Hydro Thermal Wind Net Import Demand 
Norway 134.7 2.1 5.2 -1.0 141.0 
Sweden 73.0 92.1 15.0 -36.8 143.3 
Denmark 0.0 25.5 16.5 -3.4 38.6 
Finland 14.7 62.8 4.5 19.5 101.5 
NordPool 222.5 182.5 41.2 -21.7 424.4 
Hadam Hydro Thermal Wind Net Import Demand 
Norway 134.2 1.9 5.2 -1.4 139.8 
Sweden 72.6 91.9 15.0 -37.5 142.1 
Denmark 0.0 25.7 16.5 -3.5 38.6 
Finland 13.8 62.3 4.5 20.6 101.2 
NordPool 220.7 181.8 41.2 -21.8 421.8 
9.3.7 CO2 emissions 
Average annual CO2 emission from the NordPool area is 43.0 million 
tonnes in the reference scenario (Table 9.8). This estimate includes the 
direct emission from power production in each country, and the indirect 
effect of exporting and importing electricity to continental Europe. When 
electricity is imported from continental Europe to NordPool, the induced 
CO2 emission can be credited to the NordPool area. When electricity is 
exported from NordPool to continental Europe, the avoided CO2 emis-
sion in Europe can be credited to the NordPool area. Under the climate 
scenarios (Table 9.8), the direct CO2 emission from the NordPool area 
goes down by 10.6–11.0 Mtonne (ca. 24%). Including the effects from 
trade with continental Europe, the equivalent decrease is 24.5 Mtonne 
(57%). About 60% of the reduction comes from the second order effect 
through trade with continental Europe. 
Table 9.8. Average annual CO2-emission from power production (Mtonne/year). 
 Reference Echam Hadam 
Norway 1.4 1.1 1.0 
Sweden 5.1 4.4 4.4 
Finland 14.7 9.1 8.7 
Denmark 24.0 20.0 20.1 
Sum 45.2 34.6 34.2 
Import from Europe 14.7 8.5 8.7 
Export to Europe -16.9 -24.5 -24.6 
Sum, adjusted for Europe 43.0 18.5 18.4 
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9.4 Concluding remarks  
This analysis has modeled how the NordPool electricity system will re-
spond to predicted changes in climatic conditions. The average annual 
inflow to reservoirs will increase by 12–13% compared to current con-
ditions. A significant part of this increase stems from more inflow during 
the winter season. The inflow increase will result in more hydropower 
production. The modified seasonal distribution of inflow will decrease 
variations in both inflow and reservoir levels over the year. The predict-
ed average daily temperature is expected to increase by 1–2°C. Also here 
we find that temperatures increase more during the winter. Warmer 
winters reduce the electricity demand in the traditional high-load peri-
od, which further contributes to less variation in reservoir levels. Due to 
the increase in inflow, parts of the thermal power production will be 
substituted by hydropower production. Combined with the reduction in 
demand, NordPool will have an excess supply of electricity. This leads to 
reduction in imports and increases exports from/to continental Europe. 
Electricity prices are expected to decrease. The reduction in thermal 
production leads to a 10 Mtonne reduction of CO2-emissions in the 
NordPool area. By including the effects from trade with continental Eu-
rope, an additional reduction of 14 Mtonne CO2 is projected to occur. 
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10. Hydropower in Iceland. 
Impacts and Adaptation  
in a Future Climate 
Óli Grétar Blöndal Sveinsson, Úlfar Linnet and Elías B. Elíasson* 
*Details on author affiliations are given in the Appendix 
10.1 Introduction 
All of the largest hydroelectric power stations in Iceland are fed by glacial 
rivers. Over the last few decades some changes have been observed in 
both the volume and the seasonal distribution of river flows and further 
changes are expected in future climate. These changes will have impacts 
on the utilization and operation of existing power stations and should also 
be taken into account in the design of new ones. In order to be prepared 
for these changes, Landsvirkjun (The National Power Company) has ana-
lyzed the operation of its hydroelectric system with different expected 
“stationary” flow scenarios in the period 2010 to 2050. 
10.2 Runoff model and flow scenarios 
A conceptual rainfall-runoff model is used to create five different flow 
scenarios which are based on perceived trends in historical measure-
ments and prediction of future climate trends. The expected trends in 
future climate are derived from Nordic projects on climate, water and 
energy systems 2002–2010 and from IPCC reports. Temperature trends 
were estimated to be 0.75 °C per century in the period 1950–1975, 1.55 °C 
per century from 1975 to 2000 and 2.35 °C per century after 2000. Within 
the year these trends were seasonally distributed according to the inter-
pretation by meteorologists of climate model results of future expected 
changes. With these estimated trends historical climate measurements 
from 1950 to 2005 were transformed into the future by adding the total 
change from the time of measurements to the target time. In this manner 
five different temperature scenario series, one for each year; 2010, 2015, 
2025, 2035 and 2050 were created. Similar methods were used for pre-
cipitation and glacier area-volume-elevation curves. Using these trans-
formed measurements as input for the runoff model, the five different 
“stationary” flow scenarios were created. 
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10.3 Results and discussion 
Analysis of these scenarios shows that potential energy in the total river 
flows to Landsvirkjun’s power system is expected to have increased by 
20% (2.8 TWh) in 2050. The major part of this increase is explained by 
added runoff in glacial rivers, ranging from 27% to 84% for individual 
rivers. There are also differences in the seasonal flow pattern. Spring 
comes early causing earlier snowmelt, flow is lower in early summer but 
in late summer glacier melt is significantly higher. Small winter floods 
occur more often. Changes in direct runoff rivers and spring fed rivers 
are much smaller, around 5% for most rivers. 
The current production system is not designed to meet these changes 
in runoff and will, in 2050, only be able to utilize 38% of the increase, 
equal to a production increase of 8.5% (0.8 TWh), see Fig. 10.1. This 
proportion is low compared with the present utilization of more than 
85% of the potential energy in the river flows. There are a number of 
reasons for this drop. Iceland has a hydrodominant system with a 30% 
share of geothermal energy and negligible thermal (diesel/gas) produc-
tion capacity. As a result, Landsvirkjun’s hydroelectric stations function 
as base load stations with the peak load being only 15% higher than the 
base load. This means that the utilization of the stations is high, 6570 h 
yr-1 compared to a worldwide mean of 3854 h yr-1 (Energy Information 
Administration international statistics database, 2006). This has result-
ed in a design with sufficient but little additional reservoir capacity and 
limited extra power that will be exceeded if flow increases as predicted. 
The results of this study are being used for more detailed analyses of 
possible redesign and upgrades of current power stations and revalua-
tion of future projects that have been proposed. The increase in produc-
tion has been estimated by simulating the power system with new or 
altered design using these flow scenarios. The results have yielded valu-
able information for decision-making regarding future investment 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10.1. Possible production increase in warming climate. Meas, Meas20 and 
Meas20K are flow scenarios based only on historical measurements. Numbers in 
boxes show difference between current (2010), future and past production capacity. 
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11. The effects of climate 
change on power & heat 
plants – assessing the risks 
and opportunities 
Jaana Keränen, Riitta Molarius, Jari Schabel, Jenny Gode, Edward James-
Smith, Noora Veijalainen and Kirsti Jylhä * 
*Details on author affiliations are given in the Appendix 
11.1 Introduction 
It is important for decision makers to acknowledge and consider the im-
pacts of climate change on Nordic renewable energy resources with re-
gards to strategies for energy production and distribution. There is a need 
to produce information based on risk assessments for investors through 
short-term studies which take into account both the impacts of changing 
climate on power production and the uncertainties of these impacts. Since 
the life-time of power plant investments is usually less than 40 years, 
there is seldom a need for a longer planning period in an economic study. 
Private investors also tend to focus more on the near future because of the 
interest rate and because of the larger uncertainty surrounding the distant 
future. Recognising and identifying risks associated with changes in 
weather patterns is an important step towards planning of new infra-
structure investments and mitigating potential damage to existing power 
production, transmission and distribution systems. 
The goal of this study was to assess the climate associated risks and 
opportunities of power and heat production systems in the Nordic coun-
tries for the next 20–30 years. The increased uncertainty of the future 
renewable resources with respect to climate change is a key issue for the 
energy sector. While the companies obviously aim to minimise negative 
impacts, it must be remembered that it is also possible that some fea-
tures of renewable resources may create new opportunities for the 
power plants in the future. Moreover, changes in the seasonal and geo-
graphical circumstances may affect the productivity of current power 
plants. Disturbances in production due to extreme events such as floods, 
droughts, storms, increased wave heights, etc. must also be taken into 
account. Uncertainty translates into riskier decisions at all levels within 
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the sector including operational and market issues, short-term respons-
es, and investments. 
This study focused on managing the risks and opportunities at the 
operational level with a view to preventing adverse effects on current 
power and heat plants and production due to climatologic changes. The 
method being used can also be used to support decision-making about 
new construction projects and power and heat plants while considering 
their geographical situation. 
The risk and opportunity management tool is targeted at decision 
makers in power companies, which makes it possible to analyse the po-
tential climate change related risks especially associated with power 
plants. It is intended to be used as a first step in the strategy for identify-
ing not only potential risks due to climate change, but also the associated 
opportunities for power companies.  
11.2 Methods 
The use of formal risk assessment procedures across different industrial 
areas has increased. A formal analysis has become a symbol of efficient 
information use, rational decision-making and a willingness to carry out 
actions (Heikkilä et al., 2009). Formal analysis utilisation has four differ-
ent purposes: information purposes, communication, to direct and focus 
the attention and symbolic reasons (Langley, 1989). The implementation 
of formal analysis can be seen to address several purposes and needs at 
the same time. 
The basic premise behind developing the risk and opportunity as-
sessment framework was to integrate climate scenarios with the tech-
nical risk assessment traditions. The industrial safety standard of risk 
analysis for technological systems (IEC 60300-3-9, 2000) was chosen to 
provide a structure for the desired risk analysis process since it is al-
ready widely applied, for instance, in the process industry. A structured 
risk analysis process is general in its nature so it may be exploited across 
many industries and applied to many types of systems. An overview of 
the general risk assessment procedure is presented in Figure 11.1. 
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3. Risk / opportunity
identification
4. Risk / opportunity estimation
(consequences, probabilities)
1. Scope definition
Targets
5. Risk / opportunity evaluation
Adaptation, mitigation Risk management
Risk analysis
Action plan
Risk
assessment
2. Data collection
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 11.1. A modified risk analysis process based on a risk analysis standard 
(IEC 60300-3-9, 2000). 
 
The risk analysis process includes the following steps: scope definition, 
data collection, risk/opportunity identification and risk/opportunity 
estimation. Risk/opportunity evaluation is a part of decision-making in 
which decision makers judge the tolerability of risks and distinguish 
between potential risk reduction or avoidance actions (IEC 60300-3-9, 
2000). Action plan implementation enables continual improvement in 
risk management and establishes an organisation’s adaptation and miti-
gation actions in practice.  
Risk analysis relies on the use of historical meteorological and hydro-
logical data as well as on future climate scenarios. In the work reported 
here, climate modelling and scenarios were initially provided by Finnish 
case studies conducted by the Finnish Meteorological Institute (FMI) and 
the Finnish Environment Institute (FEI). The Swedish case study utilised 
data created by the Swedish Meteorological and Hydrological Institute 
(SMHI), while the Danish study exploited data provided by the Danish 
Meteorological Institute (DMI) and the Norwegian case study made use 
of data created by the Norwegian Meteorological Institute. The climate 
scenarios examined in the different case studies were partially based on 
global climate models. 
The approach utilises brainstorming-based risk identification meth-
ods like "What-if?" analysis to create a shared understanding among 
participants in the risk analysis about possible future events. A "What-
if?" analysis is a structured brainstorming method for determining what 
things can go wrong and for determining the likelihood of, and conse-
quences of, those situations occurring (Dougherty, 1999). The answers 
to these questions form the basis for making judgments regarding the 
acceptability of those risks and determining a recommended course of 
action for those risks deemed to be unacceptable. 
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Two tools to aid data collection during the brainstorming session 
were developed. The first one, known as a functional model, divides the 
power production and distribution process into three parts: Energy 
source, Power plant and Distribution. During the Energy source examina-
tion, climate change effects on the utilised energy source and its aspects, 
such as catchment area or collection area, are studied. The Power plant 
study highlights future changes associated with the actual power plant, 
such as technique and maintenance. The final element, Distribution, al-
lows the study of aspects and changes in the transmission and distribu-
tion network, like future changes in seasonal energy consumption needs. 
Each part can be affected in a specific way due to the changing climate 
and it therefore makes sense to examine the parts separately. And in any 
studied case, one should specifically decide to which extent the possible 
risks and opportunities are examined. An example of a functional model 
for a hydropower plant is shown in Figure 11.5.  
Another tool, known as the Seasonal plan, helps to generate an over-
view of the seasonal issues by incorporating all relevant climate scenario 
data and information on typical seasonal actions for the power plant and 
the different periods of energy production. The seasonal plan helps to 
determine how climate change could affect a power plant’s typical sea-
sonal practices and routines. An example of seasonal plan for a biomass-
based power plant is shown in Figure 11.6. 
The subsequently identified risks and opportunities are then all doc-
umented in a Risk/Opportunity Table (R/O Table), which is the main 
documentation tool within the developed method (Figure 11.2). All nec-
essary information from different sources – such as knowledge from 
climate scenarios and results from the risk/opportunity identification 
sessions – shall be recorded to the R/O Table. Also, all possibilities to 
control or reduce the identified risks, as well as benefits from similarly 
identified opportunities, which arise during the risk/opportunity identi-
fication sessions, should be documented to the R/O Table. 
The risk estimation contains two steps that deal with the definition of 
the risk/opportunity consequences and uncertainty. The uncertainty is 
associated with the likelihood that a risk or an opportunity remains after 
the prevention or enhancement actions have been enforced. The likeli-
hood classification can be expressed in various ways and can be custom-
ised according to the specific case. The risk/opportunity consequences 
will typically be discussed in parallel with risk/opportunity identification. 
 
 
 
Scenarios and pheno-
mena 
Likelihood of the 
phenomena 
Energy source (e.g. catch-
ment area, peat or biomass 
production area) 
Power / Heat plant Distribution network Risk reduction / control 
/ potential 
Likelihood of the 
consequences to the 
energy production 
Consequence category 
Phenomena according to 
regional scenario of 
future climate, hydrolog-
ical model or wind 
model 
Probability according to 
IPCC 2007 
The consequences of the 
phenomena to energy 
source and its usability 
The consequences of 
the phenomena to 
the power plant 
The consequences of the 
phenomena to the 
distribution network 
The operations which 
will be done to protect 
against the phenomena 
and its consequences 
Likelihood according to 
own ranking 
Consequence category 
according to own 
ranking 
Scenario 1: warmer climate 
Phenomena: 1.1 higher 
temperature, especially 
during winter 
Very likely, the probabil-
ity that the next decade 
is warmer is 90% 
Increasing water capacity Hot weather de-
creases the lifetime 
of transformers 
Increased electrical 
resistance affects energy 
losses 
Increased turbine 
capacity 
Very likely  
Figure 11.2. A sample overview of the “R/O Table” (Molarius et al., 2010). 
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Figure 11.3. The representation in a quadrant diagram helps to prioritise the 
action plans needed to manage future risks (Keränen et al., 2010). 
 
Finally, the results of the risk/opportunity analysis are represented vis-
ually in a quadrant diagram of the kind displayed in Figure 11.3. The 
symbols (triangles) used in the diagram aim to portray each identified 
risk or opportunity – “up-pointing” (green) triangles represent opportu-
nities and the “down-pointing red triangles” are associated with risks. 
The size (and shade of colouring) indicate the strength of the identified 
issue – with the darker shades signifying they are major issues, down to 
the lighter shades for the minor issues. The main idea behind the dia-
gram is to provide a readily interpretable overview of the highlighted 
risks and opportunities in relation to the likelihood of the examined 
scenarios and the likelihood of the risks and opportunities identified. 
The different quadrants of the diagram (Act, Prepare and Monitor) pro-
vide both an overview of the results and also helps decision-makers to 
define the significance and order of the action plans made to minimise or 
promote identified risks and opportunities. With the aid of this visual 
summary it is also possible to represent the risk analysis results in an 
effective and balanced way for other stakeholders. 
11.3 Risk assessment case studies 
The risk assessment framework was tested in six case studies. Four of 
the case studies were hydropower plants (two in Finland and two in 
Norway) and two were biomass fired CHP (combined heat and power) 
plants, one in Finland and one in Sweden (Figure 11.4). After various 
case study examinations, the improved risk assessment method and its 
suitability for wind power and distribution network cases was also dis-
cussed and estimated. The risk assessment framework was also evaluat-
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ed from an economics-emphasised risk assessment viewpoint (Linne-
rud, 2009a; Linnerud, 2009b). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 11.4. The Risk Assessment Framework was developed and applied in 
various installations in the Nordic countries. 
 
The implementation method was quite similar in each case study exami-
nation. Before the risk assessment sessions, the climate change scenari-
os for the studied power plant operations, together with other back-
ground information related to the future circumstances, such as hydro-
logical scenarios for a catchment area, were prepared. At the beginning 
of the risk assessment session, the gathered meteorological information 
was introduced and major impacts of future changes were documented 
as keywords within the seasonal plan. Also the power plant’s annual 
routines, such as maintenance operations, were documented to the sea-
sonal plan. The risk and opportunity identification was carried out dur-
ing the session and the results were documented to the R/O Table. Iden-
tified risks and opportunities were then evaluated and the final results 
were presented in the quadrant diagram. All suggestions to control or 
change the identified impacts, that is, to minimise negative risks or max-
imise possible opportunities, were also documented to the R/O Table.  
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11.4 Hydropower plants case studies 
11.4.1 Finnish case study description 
In the Finnish case study two hydropower plants in Northern Finland on 
the catchment area of Kemijoki, the largest river in Finland, were exam-
ined. The catchment area of this 550 km long river is about 51,000 km2. 
Although the greatest flood flow was about 5000 m3s-1 (in 1973), the 
average flow is about 500 m3 s-1. The twenty hydropower plants along 
the river produce about 1000 MW, about one tenth of Finland’s energy 
need (Molarius et al., 2008). 
The Seitakorva hydropower plant is located by the outlet of the lake 
Kemijärvi. The lake is regulated by the power plant and the water level 
of the lake ranges between 142 and 149 metres above sea level accord-
ing to the regulation guideline. The plant has an installed effect of 130 
MW and an average yearly production of 506 GWh. 
The Valajaskoski power plant is located 15 km downstream of the 
city of Rovaniemi in the Kemijoki river basin. Upstream of the Valajasko-
ski power plant the unregulated river Ounasjoki joins the river Kemijoki 
which increases the likelihood of the flood in the river basin and also for 
the city of Rovaniemi. The plant has an installed effect of 101 MW and an 
average yearly production of 365 GWh. 
11.4.2 Scenarios (Finland) 
In the Finnish case study, the climate scenarios were based on two glob-
al climate models: ECHAM4/OPYC3 and HADAm3H. The hydrological 
scenarios for the studied catchment area were developed by the FEI's 
Watershed Simulation and Forecasting System (WSFS). The WSFS is a 
conceptual hydrological model, used for operational flood forecasting 
and for research purposes. The system is based on a watershed model, 
which is originally the HBV (rainfall-runoff) -model, and simulates the 
hydrological cycle using standard meteorological data. The model simu-
lates the entire land area of Finland (Vehviläinen et al., 2005; Ve-
hviläinen & Huttunen, 1997). The main inputs of the model with regards 
to the CES-project were the monthly precipitation and temperature data.  
The hydrological scenarios represented flow changes during two 40-
year periods, the reference period 1961–2000 and future period 2010–
2049. The hydrological scenarios utilised in the risk assessment process 
included the annual average, the minimum and the maximum of incoming 
flows for the two studied hydropower plants. They also included the an-
nual average, the minimum and the maximum water level stated for the 
regulated reservoir situated in the catchment area. In addition, the hydro-
logical scenarios also represented six individual great flood years or very 
dry years, based on the simulated extreme wet or dry period. 
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Based on climate models and hydrological scenarios, the average 
temperature will increase, especially during the winter. Precipitation 
will also increase, together with an increase in autumnal and winter 
flooding. In the future the actual flow peak is expected to take place ear-
lier in the spring. Extreme weather events, like heavy rain or heavy 
snow, are also expected to increase (Jylhä et al., 2009). 
11.4.3 Risk identification 
The experts who participated in the risk assessment sessions were able 
to draw on a wide range of knowledge about the hydropower compa-
nies. For instance, the company experts were responsible for the plant’s 
operational work, real estate, production planning, development work, 
risk management, environmental issues, water resources, security issues 
and maintenance of the electricity grid. Hence, it was possible to obtain a 
comprehensive view of future changes, risks and opportunities.  
All three parts of a power plant’s functional model (Figure 11.5) were 
studied. However, the energy source and some units of the power plants 
were examined in more detail than the distribution network. As the dis-
tribution of electricity was not a part of the company’s business, only a 
cursory examination was conducted. 
 
 
 
 
 
 
 
 
 
Figure 11.5. The functional model provides an overview of those functions of the 
examined power plant which are to be taken into account in the risk analysis 
process (Molarius et al., 2010). 
11.4.4 Risk estimation 
The risk estimation was carried out with the help of a three-level risk-
consequence classification. The actual classification varied in the differ-
ent case studies and was established and confirmed by the current case-
study risk assessment group. The identified risks could be estimated 
monetarily (associated costs or income) by the power plant company. 
Depending on the organisation level in which the costs are managed and 
the associated decision-making is performed, the consequences were 
divided into minor, moderate and major levels. 
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11.4.5 Results (Finland) 
The hydrological scenarios showed that the effects of climate change can 
be expected to be rather steady in the studied catchment area of the Finn-
ish case study. Thus, most of the identified risks were also estimated to be 
minor. The most significant risks, which might require new operational 
actions, planning and guidelines, were related to the autumn or winter 
time flooding increase which might mobilise ice flow – the ice could then 
pack within the dam structures. In the worst case, the ice masses could 
roll over the dam barriers and the integrity of the dam could thus also be 
endangered. The regulation operations of reservoir lakes can become 
more complicated as the wintertime weather circumstances become more 
unstable. In such cases the reservoir’s water level control might in fact 
require new regulating guidelines. A concern arose with regards to initiat-
ing application actions for renewing authority guidelines, as they should 
consider also the time-consuming regulatory process. Nevertheless, op-
portunities were also identified. An earlier and longer-lasting spring could 
not only extend the spring-time flood, but also reduce the anticipated 
flood peak. It is in fact easier to control hydropower plants in such cir-
cumstances, and the company may be able to realise significant economic 
benefits by reducing the amount of by-pass flow. 
11.4.6 Norwegian case study description 
The Norwegian case study hydropower plants (Mel and Åskåra I), are 
located in the county of Sogn and Fjordane in the Western part of Norway. 
Both power plants draw water from reservoirs and their drainage basins 
include glaciers. Mel uses water from four reservoirs in Vetlefjordvass-
draget. The drainage basin includes part of the glacier Jostedalsbreen. 
Water from three smaller magazines is transported in tunnels to Nedre 
Svartevassvatn reservoir which is regulated between 815 and 883 metres 
above sea level. When there is overflow, the excess water may cause flood-
ing of farmland down in the valley. The installed power of the Mel plant is 
52 MW and the average yearly production is 212 GWh (Linnerud, 2009a). 
Åskåra I uses water from the reservoir Store Åsgårdsvatn which is 
regulated between 614 and 697 metres above sea level. The drainage 
basin includes the glacier Ålfotbeen. The drainage basin is characterised 
by gravels and smooth rock slopes which quickly leads the water to Store 
Åsgårdsvatn. Thus, compared with Mel, the reservoir filling will vary more 
directly with the amount of rain. The installed power of this plant is 116 
MW and the average yearly production is 535 GWh (Linnerud, 2009a). 
11.4.7 Scenarios (Norway) 
In the Norwegian case study, the climate scenario information was main-
ly based on the results of the REGCLIM research programme, in which 
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climate change in the Nordic countries was studied. The results are quite 
similar to those from the Finnish case study, indicating increased tem-
peratures, increased and more intense precipitation, and increased and 
more intense wind during the scenario period. Snow cover extent and 
glacier cover are expected to decrease. Overall, there will be changes in 
the seasonal flood patterns, with increasing occurrence of autumn and 
winter flooding. (Linnerud, 2009a). 
11.4.8 Results (Norway) 
The Norwegian study highlighted the following case-specific risks: Gen-
erally, more rainfall means increased production for hydropower com-
panies. On the other hand, more volatile weather conditions require 
changes in optimal seasonal production patterns and may increase the 
risk of overflow. Extreme rainfall and extreme wind will reduce access to 
reservoirs and networks and potentially damage installations. If the 
glaciers disappear or are heavily reduced in volume, the power plant 
loses reservoir capacity (Linnerud, 2009a). 
11.5 Biomass-based CHP plants case studies 
11.5.1 Finnish case study description 
The biomass-based CHP (combined heat and power) plant, which was 
the subject of this case study, is located in the southern part of Finland, 
where it produces heat for the nearby city area and electricity for the 
national grid. The plant uses various fuel fractions such as peat, wood, 
logging waste and also small quantities of reed canary grass. The maxi-
mum harvesting and transport distance between the power plant and 
the biomass collection area is about 100 km. The power plant company 
buys all fuel fractions from subcontractors and does not itself actually 
own any part of the fuel supply. Oil is needed as an emergency fuel. The 
volume of different fuel fractions varies from year to year depending on 
the harvesting conditions, for example. The ratio of peat and wood must, 
however, be maintained within a specified range in order to prevent 
corrosion damage to the power plant boiler. 
A significant amount of critical infrastructure and other built envi-
ronment (e.g. hospitals, health centres and elderly people's homes) are 
connected to the district heating grid, and essential heat energy supply 
needs to be maintained at all times – especially with respect to the 
changing future climate. 
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11.5.2 Scenarios 
The goal of the analyses was to examine what kind of changes, threats 
and opportunities in a CHP power plant’s fuel purchase, transport and 
storage regime, plant operations and energy transmission network 
might be encountered due to changing climatic conditions. In the Finnish 
case study, the short-term climate forecasts and long-term climate pro-
jections data utilised in the risk assessment process were prepared by 
FMI (Jylhä et al., 2009). Meteorological data was extracted from the re-
sults of the ACCLIM project, which produced results consistent with the 
CES project climate scenarios results. The ACCLIM data were chosen for 
this case study because they represented the latest knowledge of climate 
change affects on the Finnish climate at the time of this study. 
The knowledge of biofuels' (e.g. peat, wood, logging waste and reed ca-
nary grass) growth, availability and storage aspects, and the expected 
changes in the future, utilised during the risk assessment session were pro-
vided by the forest science experts from the University of Eastern Finland. 
Based on the reference climate models, future temperatures will in-
crease. The winter will become shorter and the growing season will 
lengthen. Precipitation is also expected to increase, although the biomass 
growth is unable to fully exploit the increased precipitation because of 
simultaneous increased evaporation. Snow cover will be reduced. Excep-
tional weather phenomena might increase, but as the statistical uncertain-
ty needs also to be taken into account, accurate predictions for at least the 
next few decades might be difficult. 
11.5.3 Risk identification 
The risk identification sessions were carried out by the power plant’s 
representatives, the forest science expert and the risk analysis expert. 
The seasonal circumstances and their changes in the future were com-
piled to the seasonal plan, as shown in Figure 11.6. This seasonal plan 
was then used as a checklist within the brainstorming session. 
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Winter Spring
SummerAutumn
Humidity, mild winter, freezing 
rain, strong wind, ground frost
•Lack of ground frost or wet soil will 
hamper wood/reed/canary grass 
harvesting
•Increased snow-induced forest 
damage
•Changes in transportation and 
storage circumstances (humidity, 
microbes, biomass heat value, etc.)
Earlier spring, drought
•Biomass growing season 
lengthens and growth accelerates
•Biomass growth weakness due to 
drought
•Increased risk of biomass fire
Drought, heavy rain,
lightning strikes, hail
•Increased risk of biomass fire
•Peat harvesting will become easier 
on rainless summer
•Increased wind damage
•Higher temperatures will generally 
increase biomass growth
Storms, heavy rains, ground 
frost
•Increased biomass moisture will 
change the transportation and storage 
conditions  
•Increased wind damage
Seasonal events 
and operations
 
 
 
 
 
 
 
 
 
 
 
 
Figure 11.6. The seasonal plan tool is a type of future-oriented tool. It helps por-
tray climate scenario information as keywords according to changing seasonal 
circumstances. 
11.5.4 Risk estimation 
In the Finnish case study, the risk/opportunity estimation was done by 
applying a three-level consequence classification, which was refined 
during the brainstorming session. The classification was based on the 
risks’ impacts on the power plant’s heat energy production and distribu-
tion to the clients. 
The consequences of the risk were estimated to be minor, if they caused 
the following disturbances to the energy production or distribution: 
 
 a momentary shortage of heat energy production,  
 a lack of domestic hot water, or  
 a short-term temperature drop in an apartment 
 
The consequences were estimated to be moderate, if: 
 
 the buildings, which are connected to district heating network, are 
cooling, or 
 normal water-systems’ pipe systems cooling poses a freezing risk to 
the district heating network 
 
The consequences were estimated to be major if: 
 
 the energy transfer is interrupted for at least 1 hour, or  
 so-called critical buildings (e.g. hospitals, health clinics, nursing 
homes, elderly people's homes) need to begin evacuation actions 
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11.5.5 Results 
Increased precipitation can result in the increased moisture content of 
fuel fractions, which decreases the biomass’s fuel heat value and the 
efficiency of the power plant. On the other hand, increased biomass 
growth with regard to increased bioenergy potential is considered to be 
a major opportunity.  
In the future, heating demands on district heating areas might decrease 
due to increasing temperatures, which will result in a need for changes in 
power plants’ combined heat and electricity production. In order to main-
tain the heat production at the current level, further development of the 
grid might be needed or new business opportunities might be sought. It is 
supposed that energy demand estimations will be more difficult to assess, 
if the amount of extreme weather events increases. Extreme weather 
events like heavy rain or snow and strong wind already directly disrupt 
the electricity distribution network (e.g. through fallen trees, etc.). If the 
maintenance of the district heating grid is facilitated by increased temper-
atures and reduced ground frost due to presumption of warmer climate, 
the grid maintenance risks may increase in the future. The identified pow-
er plant’s operation risks included, for example, shortened operating life 
of electrical equipment and increased cooling demand due to the expected 
temperature rise. 
Identified risks related to fuel supply included, for example, peat har-
vesting long-term interruptions because of either a very dry or wet period, 
difficulties in canary grass or wood-based biomass harvesting as a result of 
the loss of ground frost, and the increased biomass’s moisture content nega-
tive influence on storage, transport and combustion processes. 
The heat energy users of the public buildings in the district heating 
network may need to develop adaptation strategies. It is particularly 
important that the heat energy supply is guaranteed, even in changing 
climate circumstances. At the same time, the increasing demand for cool-
ing in a warmer climate – especially for maintaining a healthy indoor 
climate (in e.g. hospitals) – will also need to be considered. Interference-
free biomass fuel supply is important, although alternative fuels can be 
used as emergency fuels. Both the texture of biomass fuel fractions (e.g. 
possible increased moisture) and circumstances of biomass storages 
(e.g. moisture increases the number of harmful microbes, and drought 
increases the risk of fire) may vary as a result of changing climate. To 
ensure the availability of biofuel purchase, transport and storage it 
might be necessary to re-examine the storage locations and capacities. 
11.5.6 Swedish case study description 
The Swedish case study (Gode, 2010) utilised climate scenarios developed 
by the Rossby Centre, SMHI, commissioned by the Governmental investi-
gation on climate impact and vulnerability. The most relevant climate 
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parameters, and their change, were deemed to be increased temperature, 
precipitation and wind. The increasing temperature will most likely result 
in a decrease in heating demand, an increased cooling demand, and an 
extended vegetation season and decreased ground frost. Increased precip-
itation is expected to be expressed by more rain, but less snow. Future 
changes in wind strength in Sweden are uncertain, but for the purpose of 
the risk assessment, a moderate increase in wind speed was anticipated. 
11.6 Distribution grid case studies 
Risks associated with future climate change may place new and greater 
demands on ensuring the security of the electricity supply in the Nordic 
countries. The transmission and distribution networks transport elec-
tricity from generation units to the end user. These networks stretch to 
the farthest corners of the Nordic region supplying electricity to con-
sumers and are often exposed to climatic conditions that can seriously 
affect the supply of electricity from generator to consumer. 
11.6.1 Danish case study description 
Two Danish distribution companies, SEAS-NVE and NOE tested the risk 
assessment framework in order to identify the risks for distribution 
companies in a changing climate and to identify how the tools could be 
improved for use by the grid companies. Structured interviews were 
conducted in which the risk management tool was basically applied as a 
questionnaire; moving through it point by point with the interviewee. 
Each distribution company was represented by a representative of the 
senior management with responsibility for making decisions for new 
investments and operation and maintenance strategies. In addition to 
the two distribution companies, the Danish Energy Association, the um-
brella organisation for Danish grid companies, was consulted for input 
on the risk assessment framework and climate risks facing the grid 
companies (James-Smith, 2010). 
11.6.2 Scenarios 
Danish climate scenarios, provided by DMI, were used in the desktop 
studies to identify potential climate associated risks. These were sup-
plied to the distribution companies during the interviews as distribution 
companies do not generally develop climate scenarios of their own. 
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According to DMI simulations of three climate scenarios for Den-
mark3, climate change is expected to result in both rising winter temper-
atures (2–3°C) and rising summer temperatures (1–3°C). The precipita-
tion amounts will continuously increase in the winter. The frequency 
and duration of droughts and heat waves are projected to increase in the 
summer. In the summer, the precipitation will decrease, whereas down-
pours are expected to become heavier (Jørgensen et al., 2006). In ex-
treme situations of surge, an increase in the maximum sea level (0.45–
1.05 m) is estimated. It is also expected that an increase in the average 
wind velocity (1–4%) will occur. The maximum storm strength is ex-
pected to increase both on land and over the ocean (up to 10%). 
11.6.3 Risk identification 
In these two case studies, a series of risks that may affect distribution 
networks in the future were identified. Both of the case studies generally 
showed that distribution networks in Denmark were already well pre-
pared for most of the risks associated with climate change.  
In Denmark it is expected that higher levels of precipitation and the 
increased risk of flooding could be problematic and could increase the 
risk of disturbances in electricity supply on some level due to water 
seeping into electrical installations. Both case study organisations had 
already experienced increased outages due to flooding of distribution 
boxes, resulting from increased downpours or tidal surges because of 
stronger storms. Re-establishment of the supply cannot be made before 
the electrical installations are dried, which typically takes several days. 
The case studies indicated that adaptation measures are already in place 
for these issues in the form of elevated distribution boxes in areas prone 
to flooding. Distribution boxes in areas prone to flooding are being 
mapped and either replaced or elevated. 
In the case studies, increased corrosion of transformers due to salt 
spray being blown further inland was also identified as a new and seri-
ous problem due to changing weather patterns. Some transformer sta-
tions in the high voltage systems are vulnerable to flooding, and to re-
duce the risk, embankments are typically established around the trans-
former stations. Transformers are also sensitive to higher air 
temperature and technical lifetime could be reduced if long periods of 
high temperatures become more common in summer. 
The case studies emphasised the significant influence of power gener-
ating and consumption patterns in the power grid. Increased deployment 
of distributed generation, generally in the form of wind turbines, imposes 
────────────────────────── 
3 One of the scenarios is based on the EU objective that the global temperature may not rise more than 2 °C. 
The other two scenarios are based on IPCC’s A2 and B2 emissions scenarios (IPCC, 2007). 
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increased pressure on existing infrastructure. Both case studies concluded 
that distribution grids were no longer dimensioned according to demand, 
but rather to production from distributed generation. The case studies 
underlined the sensitivity to changes in wind power production, since the 
number of wind turbines is one of the most important factors for dimen-
sioning the power grid. Increasing wind speeds, the occurrence of strong-
er, more frequent storms and further expansion of wind turbine deploy-
ment could place more pressure on existing infrastructure. This is espe-
cially relevant in winter and during the months in autumn and spring 
when maintenance is usually carried out, because the capacity of the grid 
is reduced when maintenance occurs. Both cases also identified climate 
policy to be a concern for distribution companies. For historical reasons, 
the grid in Denmark is not dimensioned at the lowest level to supply 
households with electricity for heating purposes. If demand for electric 
heating and electric cars were to increase, new investments would most 
likely be necessary. A rapidly increasing demand for electricity amongst 
households, as well as the deployment of more wind turbines, poses a risk 
when dimensioning distribution grids in the future. 
11.6.4 Risk estimation 
Technical and economic changes in the form of increased energy de-
mand and increased levels of wind power are expected to have a much 
larger impact on distribution networks in Denmark than will changes in 
climate patterns. Both case studies identified climate policy and policy 
induced changes to be a significant risk factor in power generation and 
consumption patterns. Moreover, with regards to the wind power itself, 
only a small part of the foreseen increase in energy demand and supply 
of wind power is expected to be directly attributable to climate change. 
11.6.5 Results 
The distribution networks in Denmark are already well prepared for 
most of the physical risks presented by the changing climate. Most of 
the overhead lines have been replaced by underground cables, which 
greatly reduces many weather related risks. Currently, about 90% of 
the electrical distribution lines (up to 20 kV) are cable laid, and with-
in 10 years it is expected that cables will have replaced all overhead 
lines sensitive to storms. 
The high voltage transmission lines are largely overhead lines, and 
they are already dimensioned to withstand increased storm strength 
and precipitation. The transmission system also has a high level of 
redundancy, which allows electricity to be rerouted if a transmission 
line is damaged. An increasing risk associated with the replacement 
of overhead transmissions lines by underground cables, however, is 
typically highlighted in cases of flooding and drought in relation to 
212 Climate Change and Energy Systems 
the fact that high voltage cables need to be able to divert heat to the 
surrounding soil. If the ability of the soil to absorb heat is reduced by 
drought or flood, the transmission cable may not be able to function 
at full capacity or at all. 
Some technical risks associated with water seeping into the distri-
bution boxes and salt corrosion of transformers were identified. A 
major concern for distribution companies appears to be climate poli-
cy that influences the demand patterns and the levels of distributed 
generation on distribution grids – increasing the risk for both under- 
or over-dimensioning current grid extensions and reinforcements, 
and making investments in future transmission and distribution in-
frastructure a significant challenge. 
11.7 Discussion and conclusions 
According to the series of case studies, the implementation of the risk 
assessment framework provides useful discussion and insightful 
opinions about forthcoming changes and circumstances for which the 
power plants need to be prepared. The developed method is valuable 
for the companies to study the upcoming phenomena and trends and 
furthermore evaluate the order and intensity of action plans needed.  
One of the most challenging issues for users is the need to ensure 
that necessary information is available from climate scenarios and 
environmental models, like hydrology models and snow and ice mod-
els, etc. for the risk assessment process. As expert knowledge and 
data was available from the other groups of the CES-project, this was 
not an especially significant issue for the case studies. However, it 
was nevertheless also observed that the climate and environmental 
information needs to be sufficiently clear in order to ensure that mis-
understandings are avoided. Expert participation is not always possi-
ble during the risk analysis process and thus the information needs to 
be readily available for utilisation and analysis by non-experts. 
The case studies highlighted the value of the seasonal plan tool. As 
climate phenomena are strongly seasonal by their nature, it is valua-
ble to have a visual summary of occurring phenomena listed by sea-
sons. The seasonal plan supports the analyses of changes in climate 
and power plant operations during the year and provides shared 
knowledge for the risk and opportunity identification.  
Another developed tool which was identified as being extremely 
valuable was the quadrant diagram, which manages to show at a 
glance the results of the risk analysis process. It does not show any 
detailed information about the identified risks or opportunities, but 
instead not only shows the estimated magnitude of every identified 
risk/opportunity, but also classifies the urgency of any suitable ac-
tions for each specific risk/opportunity and thus supports their pri-
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oritisation in associated action and adaptation plans. The diagram is 
especially useful for representing the risk analysis results to decision 
makers or other stakeholders in an efficient and compact way. 
Both risks and opportunities were identified in the case studies. In 
the hydropower cases in Finland, increased production due to mod-
erate flow growth and longer-term springtime flow was identified as 
a major opportunity. Identified risks included, for instance, an in-
crease in autumn or wintertime flow which might mobilise ice flow. 
In the worst case, the ice masses could create hazardous situations 
and endanger the safety and integrity of dams. In Norway the hydro-
power production was estimated to be more profitable due to in-
creased rainfall. On the other hand, the risk of overflow might also 
increase and, for instance, various network installations may become 
more vulnerable. Biomass-based CHP plants were estimated to bene-
fit from a longer growing season and a subsequent increase in bio-
mass growth. In the future, heating demands on district heating areas 
could be expected to decrease due to higher temperatures, which will 
in turn necessitate changes in the power plants’ heat and electricity 
production. In Denmark, the case study showed that the Danish net-
works are reasonably well prepared for the physical risks presented 
by climate change. A majority of the electrical distribution lines are 
now underground cable lines, which greatly reduces the vulnerability 
to weather related risks. Although a significant portion of the risks 
and opportunities were identified based on examined scenarios, cl i-
mate change as a phenomenon is exceedingly uncertain and it would 
be difficult to claim that all the risks and opportunities associated 
with climate change had been identified. 
The usability of the developed risk assessment method could be 
further improved by enhancing the financial risk dimension in the 
process. In her study Linnerud (Linnerud, 2009a) highlighted the risk 
definition of Modern Portfolio theory and the Capital Asset Pricing 
Model. According to the Capital Asset Pricing Model theory, the risk 
of the investment is measured as the investment’s contribution to the 
standard deviation of a well diversified portfolio. Thus, investments 
which tend to be strongly pro-cyclical are seen as risky, while in-
vestments which tend to be weakly related to the changes in the rest 
of the economy are seen as less risky. Since, for instance, hydro com-
panies may be positively affected by the changing climate, the econ-
omy as a whole may lose, as the risk of investing in the power sector 
may be seen as small or even negative. 
Energy conversion and future energy decisions are complex issues 
in which many different viewpoints need to be considered, and it is 
not only the actual climate change that is demanding the attention of 
decision makers. For instance, biomass based CHP plants need to 
adjust their fuel supply and operations according to political deci-
sions of the government’s financial support and tax definition policy. 
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And last but not least, for CHP plants the future energy demand de-
pends not only on climate conditions but also to a great extent on 
energy efficiency improvement implementation, population growth, 
and the customer’s choice of heating systems, amongst a raft of other 
issues. Therefore, any analysis of future CHP demand must also at-
tempt to take those factors into account. 
11.8 Acknowledgments 
The risk assessment working group is grateful for the valuable con-
tributions from case study participants – especially with regards to 
the associated feedback to the development of the risk assessment 
framework. Climate scenario data and modelling expertise and 
knowledge from the respective Nordic meteorological and environ-
mental institutes was also very much appreciated. 
11.9 References 
Dougherty, T.M. (1999). Risk Assessment Techniques. In: Handbook of Occupational 
Safety and Health. Second Edition, L. Diberardinis, ed., John Wiley and Sons, Chapter 
6, 127–178.  
Gode, J. (2010). Test and evaluation of a risk/opportunity assessment procedure – 
Case study of a Swedish biomass fired CHP plant. IVL Rapport B1948. Swedish 
Environmental Research Institute.  
Heikkilä, A.-M., Murtonen, M., Nissilä, M., Rouhiainen, V. (2009). Quality of risk 
assessment and its implementation. In V. Rouhiainen, ed., Scientific activities in 
Safety & Security. VTT Technical Research Centre, Espoo, Finland, 66–67.  
IEC 60300-3-9 (2000). Dependability management. Part 3: Application guide. Section 
9: Risk analysis of technological systems. Finnish Electrotechnical Standards 
Association.  
IPCC (2007). Climate Change 2007: Synthesis Report. An Assessment of the 
Intergovernmental Panel on Climate Change.  
James-Smith, E. (2010). Using the CES risk assessment framework in the distribution 
sector. Conference on Future Climate and Renewable Energy: Impacts, Risks and 
Adaptation. Oslo. Norwegian Water Resources and Energy Directorate. pp.58–59.  
Jørgensen, A., Christensen, O., May, W. (2006). Klimascenarier for Danmark. Danish 
Meteorological Institute. Copenhagen.  
Jylhä, K., Ruosteenoja, K., Räisänen, J., Venäläinen, A., Tuomenvirta, H., Ruokolainen, 
L., Saku, S., Setola, T. (2009). The changing climate in Finland: estimates for 
adaptation studies. ACCLIM project report 2009. Finnish Meteorological Institute. 
Reports 2009:4. ISBN 978-951-697-700-6 (pdf). (in Finnish – Abstract, extended 
abstract and captions for figures and tables also in English). 
Keränen, J., Kilpelainen, A., Gode, J., Molarius, R., Schabel, J. (2010). Case study – using 
the CES risk assessment framework in the biomass and wind power sectors. 
Conference on Future Climate and Renewable Energy: Impacts, Risks and 
Adaptation. Oslo: Norwegian Water Resources and Energy Directorate. pp.60–61.  
Langley, A. (1989). In search of rationality: The purposes behind the use of formal 
analysis in organisations. Administrative Science Quarterly, 34 (4), 598–631. 
  Climate Change and Energy Systems 215 
Linnerud, K. (2009a). Test and evaluation of a climate risk assessment procedure. 
Case study: The Norwegian hydro power company SFE. CICERO, University of Oslo. 
Report 2009:3. Feb.2009. 44 p. ISSN:0804-4562.  
Linnerud, K. (2009b). How to improve the risk assessment procedure to better 
reflect a financial perspective to risk. CICERO. 11 p. (project internal report)  
Molarius, R., Wessberg, N., Keränen, J., Schabel, J. (2008). Creating a climate change 
risk assessment procedure – Hydropower plant case, Finland. XXV Nordic 
Hydrological Conference – Northern Hydrology and its Global Role (NHC-2008) 
Reykjavík, Iceland. 11–13 August 2008. 
Molarius, R., Keränen, J., Schabel, J., Wessberg, N. (2010). Creating a climate change 
risk assessment procedure: Hydropower plant case, Finland. Hydrology Research 
41 (3–4) 282–294.  
Vehviläinen, B. and Huttunen, M. (1997). Climate change and water resources in 
Finland. Boreal Environ. Res., 2, 3–18.  
Vehviläinen, B., Huttunen, M. Huttunen, I. (2005). Hydrological forecasting and real 
time monitoring in Finland: the watershed simulation and forecasting system 
(WSFS). In: Innovation, Advances and Implementation of Flood Forecasting 
Technology, Conference Papers, Tromsø, Norway, 17–19 October 2005. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
Appendix 1 
The Climate System: A 2011 update 
The coverage in this section is partly based on a Nordic report written by 
Rummukainen et al. (2010), who reviewed advances in studies of the physi-
cal climate system since the publication of the IPCC Fourth Assessment 
Report, AR4 (IPCC, 2007). Updates based on data and information present-
ed on the webpages of key climate data centers are included as well. 
A1.1 Greenhouse gas concentrations 
Ranked by their contribution to the terrestrial greenhouse effect, the 
following greenhouse gases are the most important: Water vapour (H2O) 
contributes 36–72%, carbon dioxide (CO2) 9–26%, methane (CH4) 4–9% 
and ozone (O3) 3–7% (Kiehl et al., 1997). The range in contributions 
reflects absorption overlaps between gases at particular radiation fre-
quencies and indirect radiative effects that have not been fully quanti-
fied (Isaksen et al., 2011). Current concentrations of major greenhouse 
gases (2010 values, excluding H2O), changes since the pre-industrial era 
and the corresponding increased radiative forcing are given in Table A1. 
Trends in CO2, CH4, N2O and CFCs are shown in Figure A1. 
Figure A1 displays globally averaged data showing changes in green-
house gases since 1979. The CO2 concentration continues to increase, 
with a growth rate of 1.94 ppm/year after 1995 (as compared with 1.43 
ppm/year before 1995). The growth rate of methane declined from 
1983 until 1999 and the CH4 burden was nearly constant from 1999 to 
2006, but has continued to increase since 2007. Warm temperatures in 
the Arctic in 2007 and increased precipitation in the tropics in 2007 and 
2008 are believed to cause the recent increase (Dlugokencky et al., 
2009). Nitrous oxide continues to increase at a relatively uniform 
growth rate, while radiative forcing from the sum of observed CFC 
changes ceased increasing in about 2000 and is now declining (Montzka 
et al., 2011). 
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Table A1. Current and pre-industrial concentrations of the most important greenhouse gases
*
 and 
their contributions to changes in the radiative balance of the atmosphere
**
. 
GAS Pre-1750 tropospheric 
concentration 
Recent tropospheric 
concentration 
% increase 
since 1750 
Increased radia-
tive forcing 
(W/m
2
) 
Carbon dioxide (CO2) 280 ppm 388.5 ppm 35% 1.76 
Methane (CH4) 700 ppb 1870/1748 ppb 260% 0.50 
Nitrous oxide (N2O) 270 ppb 323/322 ppb 30% 0.17 
Tropospheric ozone (O3) 25 ppb 34 ppb 36% 0.35 
CFC-11 (CCl3F) 0 241/239 ppt – 0.063 
CFC-12 (CCl2F2) 0 534/532 ppt -– 0.17 
*
 Source: Carbon Dioxide Information Analysis Center, http://cdiac.ornl.gov/pns/current_ghg.html 
and references given there. The recent CO2 concentration (388.5 ppm) is the 2010 average taken 
from globally averaged marine surface data given by the US National Oceanic and Atmospheric 
Administration Earth System Research Laboratory, web site: 
http://www.esrl.noaa.gov/gmd/ccgg/trends/index.html#global.  For methane, nitrous oxide and the 
CFCs, the first value in a cell represents Mace Head, Ireland, a mid-latitude Northern-Hemisphere site, 
and the second value represents Cape Grim, Tasmania, a mid-latitude Southern-Hemisphere site. 
Recent values given for these gases are annual arithmetic averages based on monthly background 
concentrations for October 2009 through September 2010.  [ppm = parts per million; ppb = parts per 
billion; ppt = parts per trillion]. 
**
 Changes (since 1750) in radiative forcing represent changes in the rate per square meter, at which 
energy is supplied to the atmosphere below the stratosphere.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure A1. Global average abundances of the greenhouse gases carbon dioxide, 
methane, nitrous oxide, CFC-12 and CFC-11. Data from the NOAA global air sam-
pling network since the beginning of 1979. These gases account for about 96% of 
the direct radiative forcing by long-lived greenhouse gases since 1750. Source: 
http://www.esrl.noaa.gov/gmd/aggi/ 
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A1.2 Atmospheric warming 
The global warming trend that commenced in the mid-1970s slowed 
after 2005, but 2010 was equal third warmest year on record (with 
2003), exceeded only by 1998 and 2005. According to data prepared by 
the Climate Research Unit (CRU), University of East Anglia, the period 
2001–2010 was 0.44°C above 1961–90 mean and 0.20°C warmer than 
the 1991–2000 decade. After 1998, the next nine warmest years in the 
global instrumental temperature series are all in the decade 2001–2010, 
with 2008 being the sole exception (Brohan et al., 2006 – with updates 
to the data set until 2010, see link in caption to Figure A2). 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure A1.2.  The combined global land and marine surface temperature record 
from 1850 to 2010.  Source: Climate Research Unit, University of East Anglia, UK. 
http://www.cru.uea.ac.uk/cru/info/warming/ 
A1.3 Sea-level changes 
Mean sea-level rose by 17 cm during the 20th century and satellite al-
timetry data showed a steady sea-level rise averaging 3.2 mm/year from 
the early 1990s until 2009. A 6 mm drop in sea level in 2010 has been 
attributed to intensified continental rainfall across the globe, resulting 
from a strong Pacific El Nino/La Niña shift during that year. The Multi-
variate ENSO Index reversed again in 2011 and mean sea level is ex-
pected to start rising again in the wake of this reversal (see 
http://www.jpl.nasa.gov/news/news.cfm?release=2011-262). 
In IPCC’s 4th Assessment Report, projections of sea level change from 
1990 to 2095 spanned the range 0.18–0.59 m, depending on the emis-
sion scenario. Thermal expansion of sea water would be expected to 
account for 70–75% of this rise (IPCC, 2007). These results did not take 
into account a rapid increase in the discharge of ice from ice sheets, 
which had then been observed in many outlet glaciers in Greenland. A 
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recent review concluded that “global sea level rise could significantly 
exceed 1 m by 2100” (Overpeck and Weiss, 2009). 
A1.4 Glaciers and ice sheets 
Significant advances have been made since AR4 in estimating mass 
changes in the ice sheets in Antarctica and Greenland. In AR4, altimetry 
measurements were reviewed both from Greenland and Antarctica. The 
results indicate thinning due to increased melting on the margins of the 
ice sheets, but also of thickening in the interior due to increased accumu-
lation. Results from the GRACE satellite mission indicate that the Green-
land Ice Sheet has lost 230±30 Gt of ice per year in the period 2002–
2009 and Antarctica 143±73 Gt ice per year (Wouters et al., 2008; Veli-
cogna, 2009). These ice losses correspond to 1.1±0.2 mm/year of the 
global mean sea level rise in the period. Acceleration in the velocity of 
outlet glaciers in Greenland was discussed in AR4. Later research has 
documented the extent of this phenomenon (Stearns and Hamilton, 
2007) and a connection to warming sea waters has also been implicated 
(Holland et al., 2008).  
A new comprehensive survey of cryospheric changes in the Arctic re-
veals that nearly all glaciers and ice caps in the Arctic have shrunk over 
the past 100 years. The rate of ice loss increased over the past decade in 
most regions. Total loss of ice from glaciers and smaller ice caps in the 
Arctic probably exceeded 150 Gt per year in the past decade, which is 
comparable in magnitude to the estimated amount lost from the Green-
land Ice Sheet (SWIPA, 2011). 
A1.5 Sea-ice conditions 
Data issued in October 2011 indicate that this year’s minimum in sea-ice 
extent was the second lowest in the satellite record, which started in 
1979. The average minimum sea-ice extent over the period 1979–2010 
was 6.29*106 km2, whereas the preliminary 2011 value was 4.33*106 
km2. The record low in 2007 was marked by a combination of weather 
conditions that favored ice loss (clearer skies, wind patterns, warm tem-
peratures), whereas more typical weather patterns have been observed 
in 2011 along with continued warmth over the Arctic. This supports the 
idea that the Arctic sea ice cover is continuing to thin. 
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Figure A1.3. Daily Arctic sea ice extent as of September 13, 2011, along with daily ice 
extents for the previous three lowest years for the minimum ice extent. The 2011 
minimum in sea-ice extent is only slightly higher than the record minimum in 2007.  
Source: http://www.nsidc.org/arcticseaicenews/ 
A1.6 Arctic amplification 
Serreze et al. (2009) presented evidence that surface-based Arctic am-
plification of global warming has been occurring within the last decade. 
Satellite-derived summer sea-surface temperatures over the Arctic 
Ocean (Steele et al., 2008) indicated substantial warming over areas 
from which sea-ice cover had retreated. Moreover, it was found that 
recent autumn warming, which also affects the overlying atmosphere, is 
stronger in the Arctic than in lower latitudes. The effects of Arctic ampli-
fication on the atmospheric circulation are not well understood, but the 
loss of sea ice cover may lead to changes in storm tracks and rainfall 
patterns over Europe or the American West. Analysing the effects of 
Arctic amplification on the terrestrial Arctic snowpack, Ghatak et al. 
(2010) found a correlation between increasing snow cover over Siberia 
during fall and early winter and decreasing September Arctic sea ice 
over the Pacific sector. Research on Arctic amplification has recently 
been reviewed by Serreze and Barry (2011). 
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