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CLUSTER ALGEBRAS, SYMPLECTIC LEAVES AND QUANTUM
GROUPS
SEBASTIAN ZWICKNAGL
Abstract. This paper investigates the Poisson geometry of cluster algebras
and the corresponding ideal theory of quantum cluster algebras. We then show
how our approach can be applied to the ring theory of quantized coordinate
rings. We give a new construction for the Dixmier map constructed by Yaki-
mov from the space of symplectic leaves on C[G] to the space of primitive
ideals on Cq [G] and give further evidence that this map is a homeomorphism.
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1. Introduction
The present paper studies the Poisson and non-commutative geometry of cluster
algebras and quantum cluster algebras which resemble cluster algebras obtained
from Lie theory. It is part of a program to investigate the ideal theory of quantum
groups. It complements [29] and [30] which focused on the toric Poisson prime
ideals and the ideals in cluster algebras arising from acyclic quivers, respectively.
Many quantized coordinate rings such as the quantum matrices–and, therefore,
the quantized coordinate ring Cq[SLn] of SLn–have been proven to admit quantum
cluster algebra structures (see Geiß, Leclerc and Schro¨er’s [12]), and it was conjec-
tured by Berenstein and Zelevinsky [2] that Cq[G] is an upper quantum cluster
algebra for arbitrary semisimple G. Indeed, the semiclassical limit of Cq[G] is the
so-called standard Poisson structure on C[G] which is known to be compatible with
the upper cluster algebra structure constructed by Berenstein, Fomin and Zelevin-
sky in [1]. Cluster algebras were introduced to study the dual canonical bases,
however, there are also a number of prominent questions regarding the ideal theory
of quantum groups and their classical limits. A conjecture that has attracted a lot
of attention over the last two decades states that the spectrum of Cq[G] and the
spectrum of Poisson prime ideals in the semiclassical limit are homeomorphic. This
conjecture is an analogue of the Kirillov’s Orbit Method (see e.g.[24]), and it has
been proven only in the cases of SL2 and SL3. Even though it has been long known
that there exist bijections between these two sets, it is quite non-trivial to give a
precise conjectural formulations of this homeomorphism. This was accomplished
recently by Yakimov in [28] where the reader may also find more background in-
formation about the problem. As an application of our results on quantum cluster
algebras and their classical limits, we are able to give some apparently new evidence
in this paper that the map is indeed a homeomorphism.
Recall that a cluster algebra A is given by combinatorial data, namely a cluster
x = (x1, . . . , xn) ⊂ A and a skew-symmetrizable m × n-integer matrix B where
m < n. In order to define a quantum cluster algebra Aq we also need a skew-
symmetric integer matrix Λ such that (B,Λ) forms a compatible pair (see Section
2 for the definitions). The subalgebra CΛ[x1, . . . , xn] generated by the elements of
the cluster x in Aq forms a quantum affine space (see Appendix B for the definition)
and our main idea is to study the ideal theory of the quantum cluster algebra via
its intersection with these quantum affine spaces for various clusters. Indeed, the
Laurent phenomenon of [2] which asserts that Aq ⊂ CΛ[x
±
1 1, . . . , x
±
n 1] becomes a
key tool in this approach and we will now outline how it allows us to improve on the
two known constructions of the spectra, due to Joseph [21] and Goodearl–Letzter
(see e.g. [3, Sect 2]).
In both cases, one first studies the torus invariant prime ideals (TIPs) in the
algebra Cq[G] and then stratifies the prime spectrum by assigning a prime I to a
TIP I if I is the maximal TIP contained in I. In order to consider the stratum
assigned to a TIP I we consider the quotient AI = Cq[G]/I and then localize AI
at a suitable multiplicative set. In the case of Joseph’s approach one chooses the
torus invariant elements NI of AI and in the case of Goodearl-Letzter one would
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use the torus invariant regular elements RI . The stratum of I is homeomorphic
to the spectra spec(AI [N
−1
I ])
∼= spec(AI [R
−1
I ]) which are homeomorphic to the
spectrum of a Laurent polynomial ring. Clearly, NI ⊂ RI . Now, assume that
Rq[G] is a quantum cluster algebra. Let x be a cluster, and denote by XI the set
{xd11 . . . x
dn
n : dj = 0 if xj ∈ I}. If we work with a suitable (for I) cluster x then
NI ⊂ XI ∩ AI ⊂ RI , and we can now choose to localize at XI .
The main advantage of our approach is that we can use the fact that if I ⊂ J are
two TIPs and we can find a cluster x that is suitable for both I and J , then we can
use the fact that we use localization at related sets (namely cluster monomials from
the same cluster) to gain information about the inclusion relations between primes
of different strata. Indeed, we can construct inclusion preserving embeddings of the
strata into the spectrum of CΛ[x1, . . . , xn] (see Corollary 4.2).
As we develop analogous results for the Poisson spectra of the semi-classical
limits, we are able to give some additional evidence that both spaces are home-
omorphic. We showcase this approach in the case of SLn which has a quantum
cluster algebra structure. We establish that for each pair of TIPs I and J with
I ⊂ J there exists a cluster that is suitable. Moreover, if we restrict our attention
to clusters associated to reduced expressions of (w0, w0) ∈W ×W where w0 is the
longest word of the Weyl group W of SLn (in the sense of [1]), then we are able to
construct a natural map from the Poisson spectrum P.spec(C[G]) to the spectrum
spec(Cq[SLn]). If we restrict the map to Poisson primitive, resp. primitive ideals,
then it is the inverse of Yakimov’s Dixmier map (see [28, Sect 4] and Section 6.6).
The paper itself is organized as follows. Section 2 recalls some basic facts about
cluster algebras, quantum cluster algebras and compatible Poisson structures. Sec-
tion 3 provides our main results on the TIPs of quantum cluster algebras, while
we discuss in Section 4 the spectra of quantum cluster algebras and the Poisson
spectra of cluster algebras. Section 5 and Section 6 introduce double Bruhat cells
and quantum double Bruhat cells, and we show how to construct the Dixmier map
from the cluster algebra data. Finally, we added two appendices in which we dis-
cuss torus invariant prime ideals in Noetherian rings and properties of quantum
and Poisson planes and tori.
Acknowledgements 1.1. The author would like to thank Milen Yakimov, Jeanne
Scott and Arkady Berenstein for useful discussions about ring theory and cluster
algebras on Grassmannians.
2. Cluster Algebras
2.1. Cluster algebras. . In this section, we will review the definitions and some
basic results on cluster algebras, or more precisely, on cluster algebras of geometric
type over the field of complex numbers C. Denote by F = C(x1, . . . , xn) the field
of fractions in n indeterminates. Let B be a m × n-integer matrix such that its
principal m × m-submatrix is skew-symmetrizable. Recall that a m × m-integer
matrix B′ is called skew-symmetrizable if there exists a m×m-diagonal matrix D
with positive integer entries such that B′ ·D is skew-symmetric. We call the tuple
(x1, . . . , xn, B) the initial seed of the cluster algebra and (x1, . . . xm) a cluster, while
x = (x1, . . . xn) is called an extended cluster. The cluster variables xm+1, . . . , xn are
called coefficients. We will now construct more clusters, (y1, . . . , ym) and extended
clusters y = (y1, . . . , yn), which are transcendence bases of F, and the corresponding
seeds (y, B˜) in the following way.
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For each real number r, denote by r+ and r− the numbers r+ = max(r, 0) and
r− = min(r, 0). Given a skew-symmetrizable integer m×n-matrix B, we define for
each 1 ≤ i ≤ m the exchange polynomial
(2.1) Pi =
n∏
k=1
x
b+
ik
k +
n∏
k=1
x
−b−
ik
k .
We can now define the new cluster variable x′i ∈ F via the equation
(2.2) xix
′
i = Pi .
This allows us to refer to the matrix B as the exchange matrix of the clus-
ter (x1, . . . , xn), and to the relations defined by Equation 2.2 for i = 1, . . . ,m as
exchange relations.
We obtain that (x1, x2, . . . , xˆi, x
′
i, xi+1, . . . , xn) is a transcendence basis of F.
We now define the new exchange matrix Bi = B
′ = (b′ij), associated to the new
(extended) cluster
xi = (x1, x2, . . . , xˆi, x
′
i, xi+1, . . . , xn)
by defining the coefficients b′ij as follows:
• b′ij = −bij if j ≤ n and i = k or j = k,
• b′ij = bij +
|bik|bkj+bik|bkj |
2 if j ≤ n and i 6= k and j 6= k,
• b′ij = bij otherwise.
This algorithm is calledmatrix mutation. Note thatBi is again skew-symmetrizable
(see e.g. [7]). The process of obtaining a new seed is called cluster mutation. The
set of seeds obtained from a given seed (x, B) is called the mutation equivalence
class of (x, B).
Definition 2.1. The cluster algebra A ⊂ F corresponding to an initial seed (x1, . . . , xn, B)
is the subalgebra of F, generated by the elements of all the clusters in the mutation
equivalence class of (x, B) . We refer to the elements of the clusters as the cluster
variables.
Remark 2.2. Notice that the coefficients, resp. frozen variables xm+1, . . . , xn will
never be mutated. Of course, that explains their name.
Remark 2.3. In many cases it is convenient and necessary to assume that the
coefficients are invertible elements such as the cluster algebra structure on double
Bruhat cells (Section 5). However, this is not so useful for our project, as we
are interested in ideals, and their closure relations, and unnecessary, because C[G]
admits a cluster algebra structure in our sense.
We have the following fact, motivating the definition of cluster algebras in the
study of total positivity phenomena and canonical bases.
Proposition 2.4. [7, Section 3](Laurent phenomenon) Let A be a cluster algebra
with initial extended cluster (x1, . . . , xn). Any cluster variable x can be expressed
uniquely as a Laurent polynomial in the variables x1, . . . , xn with integer coeffi-
cients.
Moreover, it has been conjectured for all cluster algebras, and proven in many
cases (see e.g. [26] and [5],[6]) that the coefficients of these polynomials are positive.
Finally, we recall the definition of the lower bound of a cluster algebra A cor-
responding to a seed (x, B). Denote by yi for 1 ≤ i ≤ m the cluster variables
obtained from x through mutation at i; i.e., they satisfy the relation xiyi = Pi.
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Definition 2.5. [1, Definition 1.10] Let A be a cluster algebra and let (x, B) be a
seed. The lower bound LB ⊂ A associated with (x, B) is the algebra generated by
the set {x1, . . . xn, y1 . . . , ym}.
2.2. Upper cluster algebras. Berenstein, Fomin and Zelevinsky introduced the
related concept of upper cluster algebras in [1].
Definition 2.6. Let A ⊂ F be a cluster algebra with initial cluster (x1, . . . , xn, B)
and let, as above, y1, . . . , ym be the cluster variables obtained by mutation in the
directions 1, . . . ,m, respectively.
(a) The upper bound Ux,B(A) is defined as
(2.3) Ux,B(A) =
m⋂
j=1
C[x±11 , . . . x
±1
j−1, xj , yj, x
±1
j+1, . . . , x
±1
m , xm+1, . . . , xn] .
(b) The upper cluster algebra U(A) is defined as
U(A) =
⋂
(x′,B′)
Ux′(A) ,
where the intersection is over all seeds (x′, B′) in the mutation equivalence class of
(x, B).
Observe that each cluster algebra is contained in its upper cluster algebra (see
[1]).
2.3. Poisson structures. Cluster algebras are closely related to Poisson algebras.
In this section we recall some of the related notions and results.
Definition 2.7. Let k be a field of charactieristic 0. A Poisson algebra is a pair
(A, {·, ·}) of a commutative k-algebra A and a bilinear map {·, ·} : A ⊗ A → A,
satisfying for all a, b, c ∈ A:
(1) skew-symmetry: {a, b} = −{b, a}
(2) Jacobi identity: {a, {b, c}}+ {c, {a, b}}+ {b, {c, a}} = 0,
(3) Leibniz rule: a{b, c} = {a, b}c+ b{a, c}.
If there is no room for confusion we will refer to a Poisson algebra (A, {·, ·})
simply as A.
Gekhtman, Shapiro and Vainshtein showed in [13] that one can associate Poisson
structures to cluster algebras in the following way. Let A ⊂ C[x±11 , . . . , x
±1
n ] ⊂ F be
a cluster algebra. A Poisson structure {·, ·} on C[x1, . . . , xn] is called log-canonical
if {xi, xj} = λijxixj with λij ∈ C for all 1 ≤ i, j ≤ n.
The Poisson structure can be naturally extended to F by using the identity 0 =
{f · f−1, g} for all f, g ∈ C[x1, . . . , xn]. We thus obtain that {f−1, g} = −f−2{f, g}
for all f, g ∈ F. We call Λ = (λij)
n
i,j=1 the coefficient matrix of the Poisson structure.
We say that a Poisson structure on F is compatible with A if it is log-canonical with
respect to each cluster (y1, . . . , yn); i.e., it is log canonical on C[y1, . . . , yn].
Remark 2.8. A classification of Poisson structures compatible with cluster algebras
was obtained by Gekhtman, Shapiro and Vainshtein in [13, Theorem 1.4]. It is easy
to see from their description that if n is even, then the cluster algebra has an
admissible Poisson structure of maximal rank.
6 SEBASTIAN ZWICKNAGL
We will refer to the cluster algebra A defined by the initial seeed (x, B) together
with the compatible Poisson structure defined by the coefficient matrix Λ with
respect to the cluster x as the Poisson cluster algebra defined by the Poisson seed
(x, B,Λ).
It is not obvious under which conditions a Poisson seed (x, B,Λ) would yield
a Poisson bracket {·, ·}Λ on F such that {A,A}Λ ⊂ A. We have, however, the
following fact.
Proposition 2.9. Let (x, B,Λ) be a Poisson seed and A the corresponding cluster
algebra. Then Λ defines a Poisson algebra structure on the upper bound Ux,B(A)
and the upper cluster algebra U(A).
Proof. Denote as above by {·, ·}Λ the Poisson bracket on F by Λ. Observe
that the algebrasC[x±11 , . . . x
±1
i−1, xi, yi, x
±1
i+1, . . . , x
±1
n ] are Poisson subalgebras of the
Poisson algebra C[x±11 , . . . x
±1
n ] for each 1 ≤ i ≤ m, as {xi, yi}Λ = {xi, x
−1
i Pi}Λ ∈
C[x1, . . . , xn]. If A is a Poisson algebra and {Bi ⊂ A : i ∈ I} is a family of Poisson
subalgebras, then
⋂
i∈I Bi is a Poisson algebra, as well. The assertion follows. 
2.4. Compatible Pairs and Their Mutation. Section 2.4 is dedicated to com-
patible pairs and their mutation. As we shall see below, compatible pairs yield
important examples of Poisson brackets which are compatible with a given cluster
algebra structure. Note that our definition is slightly different from the original on
in [2]. Let, as above, m ≤ n. Consider a pair consisting of a skew-symmetrizable
m× n-integer matrix B with rows labeled by the interval [1,m] = {1, . . . ,m} and
columns labeled by [1, n] together with a skew-symmetrizable n× n-integer matrix
Λ with rows and columns labeled by [1, n].
Definition 2.10. Let B and Λ be as above. We say that the pair (B,Λ) is com-
patible if the coefficients dij of the m× n-matrix D = B · Λ satisfy dij = diδij for
some positive integers di (i ∈ [1,m]).
This means that D = B · Λ is a m × n matrix where the only non-zero entries
are positive integers on the diagonal of the principal m×m-submatrix.
The following fact is obvious.
Lemma 2.11. Let (B,Λ) be a compatible pair. Then B · Λ has full rank.
Let (B,Λ) be a compatible pair and let k ∈ [1,m]. We define for ε ∈ {+1,−1}
a n× n matrix Ek,ε via
• (Ek,ε)ij = δij if j 6= k,
• (Ek,ε)ij = −1 if i = j = k,
• (Ek,ε)ij = max(0,−εbki) if i 6= j = k.
Similarly, we define a m×m matrix Fk,ε via
• (Fk,ε)ij = δij if i 6= k,
• (Fk,ε)ij = −1 if i = j = k,
• (Fk,ε)ij = max(0, εbjk) if i = k 6= j.
We define a new pair (Bk,Λk) as
(2.4) Bk = Fk,εBEk,ε , Λk = E
T
k,εΛEk,ε ,
where XT denotes the transpose of X . We have the following fact.
CLUSTER ALGEBRAS, SYMPLECTIC LEAVES AND QUANTUM GROUPS 7
Proposition 2.12. [2, Prop. 3.4] The pair (Bk,Λk) is compatible. Moreover, Λk
is independent of the choice of the sign ε.
The following fact is clear.
Corollary 2.13. Let A be a cluster algebra given by an initial seed (x, B) where
B is a m × n-matrix. If (B,Λ) is a compatible pair, then Λ defines a compatible
Poisson bracket on F and U(A).
Example 2.14. If m = n (i.e. there are no coefficients/frozen variables) and B
has full rank, then (B, µB−1) is a compatible pair for all µ ∈ Z>0 such that µB−1
is an integer matrix.
Remark 2.15. Another important example is the following. Recall that dou-
ble Bruhat cells in complex semisimple connected and simply connected algebraic
groups have a natural structure of an upper cluster algebra (see [1]). Berenstein
and Zelevinsky showed that the standard Poisson structure is given by compatible
pairs relative to this upper cluster algebra structure (see [2, Section 8]), see also
Sections 5 and 6.
2.5. Quantum Cluster Algebras. In this section we recall the definition of a
quantum algebra, introduced by Berenstein and Zelevinsky in [2].
2.6. Quantum Cluster Algebras. Recall the definition of a compatible pair from
Section 2.4.
We define, for each skew-symmetric n × n-matrix Λ, the skew-polynomial ring
CtΛ[x1, . . . , xn] to be the C[t
±1]-algebra generated by x1, . . . , xn subject to the re-
lations
xixj = t
λijxjxi .
Analogously, the quantum torusHtΛ is defined as the localization of C
t
Λ[x1, . . . , xn]
at the monoid generated by x1, . . . , xn, which is an Ore set. The quantum torus
is clearly contained in the skew-field of fractions FΛ of CtΛ[x1, . . . , xn], and the
Laurent monomials define a lattice L ⊂ HtΛ ⊂ FΛ isomorphic to Z
n. Denote by
x1e1,...,en the monomial xe11 . . . x
en
n .
We are now ready to define the notion of a toric frame in order to define the
quantum cluster algebra.
Definition 2.16. A toric frame in F is a mapping M : Zm → F− {0} of the form
M(c) = φ(Xη(c)) ,
where φ is a Q(12 )-algebra automorphism of F and η : Z
m → L an isomorphism of
lattices.
Since a toric frame M is determined uniquely by the images of the standard
basis vectors φ(Xη(e1)),. . . , φ(Xη(en)) of Zm, we can associate to each toric frame
a skew commutative m×m-integer matrix ΛM . We can now define the quantized
version of a seed.
Definition 2.17. [2, Definition 4.5] A quantum seed is a pair (M,B) where
• M is a toric frame in F.
• B is a m×n-integer matrix with rows labeled by [1,m] and columns labeled
by an n-element subset ex ⊂ [1,m].
• The pair (B,ΛM ) is compatible.
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Now we define the seed mutation in direction of an exchangeable index k ∈ ex.
For each ε ∈ {1,−1} we define a mapping Mk : Zm → F via
Mk(c) =
ck∑
p=0
(
ck
p
)
qdk2
M(Eεc+ εpb
k) , Mk(−c) =Mk(c)
−1 ,
where we use the well-known q-binomial coefficients(see e.g. [2, Equation 4.11]),
and the matrix Ek,ε defined in Section 2.4. Define Bk to be obtained from B by
the standard matrix mutation in direction k, as in Section 2.1. One obtains the
following fact.
Proposition 2.18. [2, Prop. 4.7] (a) The map Mk is a toric frame, independent
of the choice of sign ε.
(b) The pair (Bk,ΛMk) is a quantum seed.
Now, given an initial quantum seed (B,ΛM ) denote, in a slight abuse of nota-
tion, by X1 = M(e1), . . . , Xr = M(er), which we refer to as the cluster variables
associated to the quantum seed (M,B). Here our nomenclature differs slightly from
[2], since there one considers the coefficients not to be cluster variables. This is,
however, not useful for our purposes. We now define the seed mutation
X ′k =M(−ek +
∑
bik>0
bikei) +M(−ek −
∑
bik<0
bikei) .
We obtain that X ′k = Mk(ek) (see [2, Prop. 4.9]). We say that two quantum
seeds (M,B) and (M ′, B′) are mutation-equivalent if they can be obtained from
one another by a sequence of mutations. Since mutations are involutive (see [2,
Prop 4.10]), the quantum seeds in F can be grouped in equivalence classes, defined
by the relation of mutation equivalence. The quantum cluster algebra generated
by a seed (M,B) ⊂ F is the C[t±1]-subalgebra generated by the cluster variables
associated to the seeds in an equivalence class.
2.7. Toric Actions. We recall the definitions and properties of local and global
toric actions from Gekhtman, Shapiro and Vainsthein [13] (see also [14]) where they
are introduced in the context of cluster manifolds. As discussed in [13], the cluster
manifold associated to a cluster algebra A is not necessarily equal to the spectrum
of maximal ideals of A, even when A is Noetherian. For example the corresponding
variety may have singularities, and hence may not admit a manifold structure. The
main notions, however, carry over into our context.
Let X be an affine variety such that A = C[X ] is a cluster algebra or upper
cluster algebra. Let x = (x1, . . . , xn) be a cluster. Following [13, Section 2.3] we
define for each element w = (w1, w2, . . . , wn) ∈ Zn a local toric action of C∗ on
C[x1, . . . , xn] via maps ψx,α : (x1, . . . , xn) 7→ (αw1x1, . . . , αwnxn) for all α ∈ C∗.
Assume now that we have chosen integer weights wx = (w1, w2, . . . , wn) for each
cluster x. The local toric actions for two clusters are compatible if the following
diagram commutes for any two clusters x = (x1, . . . , xn) and y = (y1, . . . , yn),
connected by a sequence of mutations T :
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C[x]
ψx,α

T // C[y]
ψy,α

C[x]
T // C[y]
.
Compatible local toric actions define a global toric action on the cluster algebra
and a toric flow on X . We have the following fact.
Lemma 2.19. [13, Lemma 2.3] Let B denote the exchange matrix of the cluster
algebra at the cluster x. The local toric action at x defined by w ∈ Zn can be
extended to a global toric action if and only if B · w = 0. Moreover, if such an
extension exists, it is unique.
We shall now discuss how to obtain all Poisson structures compatible with a
cluster algebra A, given a Poisson seed (x, B,Λ) where B is an m × n-matrix.
Denote k = n−m. Let C be an integer n × k matrix. We define an action of the
torus (C∗)k on C[x1, . . . , xn] where d = (d1 . . . , dk) ∈ (C∗)k acts on xi, 1 ≤ i ≤ n,
as
(2.5) d ·C xi = xi
m∏
j=1
d
cij
j .
The local toric action extends to a global toric action of (C∗)k on x if and only if
B ·C = 0 by Lemma 2.19. Notice that every skew-symmetric k×k-matrix V defines
a Poisson bracket on. (C∗)k with {xi, xj}V = vijxixj . One obtains the following
result.
Proposition 2.20. [15, Proposition 2.2] Let U(A) be the Poisson upper cluster
algebra defined by (x, B,Λ), and denote by {·, ·}Λ the Poisson bracket. Let {·, ·}′
be another compatible Poisson structure and let {·, ·}′λ be the bracket defined by
{a, b}′λ = λ{a, b}
′. Then there exists a n × k-integer matrix C defining a global
toric action, a skew-symmetric k × k matrix V and λ ∈ C such that the action of
Equation 2.5 extends to a homomorphism of Poisson algebras
((C∗)m, {·, ·}V )× (U(A), {·, ·}Λ) −→ (U(A), {·, ·}
′
λ) .
2.8. Toric Actions on Subalgebras. Let B be an exchange matrix as above and
let T = ker(B). Let i = {xi1 , . . . , xik} be a k-element subset of x and let for
ℓ = n− k be {xj1 , . . . , xjℓ} = x− i. Denote by Z
i the sublattice of Zn spanned by
ei1 , . . . , eik and by Ti the projection of T on the quotient Z
n/Zi. The global toric
actions act on C[xj1 , . . . , xjℓ ] as follows: Let t ∈ T and α ∈ C
∗ then
t(α)xjh = ti(α)xjh ,
where ti denotes the image of t under the natural projection of T onto Ti. Notice
that if B is generic, then rank(Ti) = max(rank(T ), n− |i|).
3. Torus Invariant Prime Ideals in Quantum Cluster Algebras
In this section we discuss properties of torus invariant prime ideals (TIPs) in
quantum cluster algebras.
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3.1. Supertoric Clusters. Assume that Aq is a quantum cluster algebra and that
all prime ideals in A are completely prime; i.e., if I is a prime ideal in Aq, then
a · b ∈ I implies a ∈ I or b ∈ I.
Proposition 3.1. Let Aq be a quantum cluster algebra (x, B,Λ) a quantum seed,
and I a non-zero two-sided torus invariant prime ideal. Then, I contains a cluster
variable xi ∈ x.
Proof. Denote by Ix the intersection of I with CΛ[x1, . . . , xn]. Notice first
that Ix 6= 0. Indeed, let 0 6= f ∈ I. We can express f as a Laurent polynomial
in the variables x1, . . . , xn; i.e., f = x
−c1
1 . . . x
−cn
n g where c1, . . . , cn ∈ Z≥0 and
0 6= g ∈ C[x1, . . . , xn]. Clearly, g = x
c1
1 . . . x
cn
n f ∈ Ix. Observe, additionally, that
Ix is prime and torus invariant.
We complete the proof by contradiction. Let f =
∑
w∈Zn cwx
w ∈ Ix and sup-
pose that f cannot be factored into f = gh with g ∈ Ix or h ∈ Ix. We have to show
that f = xi for some i. Since the ideal is completely prime, it suffices to show that
f is a monomial. We assume that f has the smallest number of nonzero summands
such that no monomial term cwx
w with cw 6= 0 is contained in I. It must therefore
have at least two monomial terms.
We need the following fact.
Lemma 3.2. Using the notation introduced above, a monomial xw with w ∈ Zn is
torus invariant if and only if w ∈ T⊤, where ⊤ denotes the orthogonal complement
with respect to the standard bilinear form on Zn.
Proof. Recall from Section 2.7 that if b ∈ T defines a global toric action ψx,α,
then xw is invariant under ψx,α if and only if
∑n
i=1 wibi = 0. The assertion follows.

The function f , considered above, must be torus invariant, hence for each pair
w,w′ ∈ Zn with cw, cw′ 6= 0 we obtain that w −w′ = v ∈ T⊤. Denote by rad(Λ)
the radical of the skew-symmetric bilinear form; i.e., the set of u ∈ Zn such that
uT · Λ · u′ = 0 for all u′ ∈ Zn. We have the following fact.
Lemma 3.3. The intersection rad(Λ) ∩ T⊤ = {0}.
Proof.
We know that Im(Λ)⊗Q+ker(B)⊗Q = Qn. Hence Im(Λ)⊤⊗Q∩T⊗Q⊤ = {0}.
Notice, that by definition Im(Λ)⊤ ⊗Q = rad(Λ) ⊗Q. The assertion is proved. 
Assume as above that cw, cw′ 6= 0 and w − w′ = v ∈ T⊤. The previous
lemma yields that v /∈ rad(Λ). This implies that there exists i ∈ [1, n] such that
{xi, xv} 6= 0. Therefore, {xi, xw} = cxixw 6= dxixw
′
{xi, xw
′
} for some c, d ∈ C.
Clearly, cxif − {xi, f} ∈ I and
cxif − {xi, f} = (c− c)cwx
w + (c− d)cw′x
w
′
+ . . . .
Hence, cxif − {xi, f} 6= 0 and it has fewer monomial summands than f which
contradicts our assumption. Therefore, I contains a monomial, and because it is
prime it must contain some xi ∈ x. The proposition is proved. 
In the following we use notation which is largely self-explanatory, but formally
introduced in Appendix B. Denote by T[1,k] the projection of the torus T onto the
subspace of Zn defined by ek+1, . . . , en = 0 where ei denotes the i-th standard basis
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vector. We say that the cluster x is super-toric if rk(T[1,k] + Im(Λ[1,k]) = k for all
k = 1, . . . , n. We have the following fact.
Proposition 3.4. Let Aq be a quantum cluster algebra, let x be a super-toric
cluster, and I a torus invariant non-zero proper prime ideal such that I ∩ x =
{xk+1, . . . , xn}. Then I ∩ CΛ[x1, . . . , xn] is generated by {xk, . . . , xn}.
Proof. Suppose that f ∈ CΛ[1,k−1] [x1, . . . , xk−1] ∈ I. The cluster, however, is
super-toric, hence we can adapt the argument from the proof of Proposition 3.1 to
CΛ[1,k−1] [x1, . . . , xk−1], T[1,k−1] and Λ[1,k−1] and show that there exists some j < k
such that xj ∈ I. We obtain the desired contradiction and the proposition is
proved. 
3.2. The Homomorphism Theorem. Let Aq be a quantum cluster algebra and
let (x = (x1, . . . , xn), B,Λ) be a seed. Assume once again, that all prime ideals
in Aq are completely prime. We say that the cluster admits a co-dimension one
stratification (COS) of depth r ≤ n if there exist proper toric prime ideals Ir ⊂
In−1 . . . ⊂ I1 such that Ik ∩ x = {xk, . . . , xn} for all 1 ≤ k ≤ r. Denote, as in
Appendix B by Λ[1,k−1] the (k − 1)-st principal submatrix. We have the following
result.
Theorem 3.5. Let Aq be a quantum cluster algebra and let x be a cluster with a
COS of depth r. Then there exists an injective algebra homomorphism
Aq/Ik →֒ CΛ[1,k−1] [x
±1
1 , . . . x
±1
k−1] .
Proof. We need the following fact. Let (·, ·) denote the standard scalar product
on Zn and let e1, . . . , en be the standard basis of Z
n.
Proposition 3.6. Let a ∈ Aq and let a =
∑
m∈Zn cmx
m be its Laurent polynomial.
Then a ∈ Ik if and only (m, ei) = 0 for all i ∈ [k, n] implies that cm = 0.
Remark 3.7. Notice that it is not at all clear that this defines an ideal.
Proof.
We prove the assertion by induction on (n − k). It is trivially satisfied for
n− k = −1. Suppose now that the theorem holds for k+1. We make the following
claim.
Claim 3.8. There are injective homomorphisms of algebras
A/Ik+1 →֒ CΛk [x
±1
1 , . . . , x
±1
k−1, xk] ⊂ C[x
±1
1 , . . . , x
±1
k ] .
Proof. The second inclusion is trivial. Let us prove the first one. Suppose not.
Then there exists z ∈ Aq/Ik+1 which can be expressed as z = x
−ℓ
k
∑
m∈Zk cmx
m
, where ℓ ∈ Z>0, cm ∈ C and where ℓ is minimal with the property that cm 6= 0
implies that mk ≥ 0. If we multiply by the smallest common denominator (a
monomial xℓkx
β1
1 . . . x
βk−1
k−1 with β1, . . . , βk−1 ∈ Z≥0), then we obtain an element
z˜ ∈ CΛ[1,k] [x1, . . . , xk] ⊂ Aq/Ik+1. Clearly z˜ ∈ Ik ⊂ Aq/Ik+1, where we abuse
notation and denote by Ik the image of the Ik ⊂ Aq in Aq/Ik+1. The element
z˜ contains at least one monomial summand cwx
w, w ∈ Zn≥0 where wk = 0. We
obtain that its pre-image z˜ under the projection map Aq → Aq/Ik+1 (which is the
identity map on CΛ[1,k] [x1, . . . , xk]) lies in Ik, and, hence, as x is super-toric, there
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exists, by Proposition 3.4, a cluster variable xi with i ≤ k − 1 such that xi ∈ Ik.
That however, contradicts our assumption. The claim is proved. 
Now, consider the ideal generated by xk in CΛ[1,k] [x
±1
1 , . . . , x
±1
k−1, xk] . It is easy
to see that it is torus invariant and prime. Consider its intersection I˜ with A/Ik+1.
It suffices to show that it is the unique minimal TIP containing the ideal Iˆ generated
by xk, but none of the x1, . . . xℓ. It is, clearly, toric and prime, because it is the
intersection of a toric prime ideal with a torus invariant subring (recall that all
prime ideals are assumed to be completely prime). Now, let z ∈ I˜ − Iˆ. Then, there
exists a monomial xv with v ∈ Zk≥0 (e.g. the smallest common denominator) such
that xv · z ∈ Iˆ. Hence any TIP J not containing any of the x1, . . . , xk−1 must
contain z. This implies that I˜ ⊂ J , and hence, I˜ is the unique minimal TIP with
I˜ ∩ x = {xk, . . . , xn}. The proposition is proved. 
Theorem 3.5 now follows from the fact that if R is a ring, S ⊂ R a subring
and I ⊂ R an ideal, then I ∩ S is an ideal in S, and the canonical inclusion
S/(I ∩ S) →֒ R/I is a homomorphism of rings. The theorem is proved. 
3.3. Semiclassical Versions. In [29], we proved versions of the results in the
above section regarding torus invariant Poisson prime ideals in cluster algebras, in
fact the proofs are almost literally the same. We collect their statements here, for
the reader’s convenience. In the following, let A be a cluster algebra, (x, B) seed
and consider a Poisson bracket on A that is obtained from a compatible pair (B,Λ).
Proposition 3.9. Let I ⊂ A be a non-zero torus invariant Poisson prime ideal.
Then, I contains a a cluster variable xi ∈ x.
Assume from now on that the seed is super-toric.
Proposition 3.10. Let I be a proper non-zero torus invariant Poisson prime
ideal such that I ∩ x = {xk+1, . . . , xn}. Then I ∩ CΛ[x1, . . . , xn] is generated by
{xk, . . . , xn}.
Theorem 3.11. Under the same assumptions as above, there exists an injective
homomorphism of Poisson algebras
A/Ik →֒ (C[x
±1
1 , . . . x
±1
k−1],Λ[1,k−1]) .
4. On the Poisson and Quantum Spectra of Cluster Algebras
Recall (e.g. from Appendix A) that the spectrum of a Noetherian quantum clus-
ter algebra, resp. a Noetherian Poisson cluster algebra is stratified by the torus in-
variant prime ideals (TIPs), resp. torus invariant Poisson prime ideals (TIPPs). The
following theorem describes these strata. Denote as in Appendix A by P.specJ (A)
(resp. specJ (Aq)) the set of Poisson prime ideals I (resp. prime ideals) such that
J is the maximal TIP J ⊂ I (resp. TIPP J ⊂ I).
Theorem 4.1. Let (B,Λ) be a compatible pair and (x, B) (resp. ((x, B,Λ)) a super-
toric seed with COS of depth r in the corresponding cluster algebra A (resp. quantum
cluster algebra Aq). Then,
(a) P.specIk(A) is homeomorphic to P.spec(C[x
±1
1 , . . . , x
±1
k−1],Λ) and
(b) specIk(Aq) is homeomorphic to spec(CΛ[x
±1
1 , . . . , x
±1
n ]).
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Proof. Note that the monomials xm withm ∈ Zk−1≥0 −{0} generate multiplicative
sets in A/Ik, resp. AqIk. Moreover, if J ⊃ Ik is a TIPP, resp. TIP, then we can use
the property that the cluster is super-toric to argue, as in the proof of Proposition
3.4, that J ∩ {x1, . . . , xk−1} 6= ∅. We obtain that P.specIk(A) is homeomorphic
to P.spec(A/Ik)[x
−1
1 , . . . , x
−1
k−1], resp. specIk(Aq) to spec(Aq/Ik)[x
−1
1 , . . . , x
−1
k−1].
But Theorems 3.11 and 3.5 yield that A/Ik[x
−1
1 , . . . , x
−1
k−1] = C[x
±1
1 , . . . , x
±1
k−1],
resp. Aq/Ik[x
−1
1 , . . . , x
−1
k−1] = CΛ[1,k−1] [x
±1
1 , . . . , x
±1
k−1]. The theorem is proved. 
We immediately obtain the following important corollary.
Corollary 4.2. Let (B,Λ) be a compatible pair and (x, B), resp. (x, B,Λ) a super-
toric seed with COS of depth r in A, resp. Aq. Then the inclusions C[x1, . . . , xn] →֒
A and CΛ[x1, . . . , xn] →֒ Aq induce inclusion preserving bijective maps
φq,x :
n+1⊔
k=0
specIk(Aq)→ spec(CΛ[x− 1, . . . , xn])
φcl,x :
n+1⊔
k=0
P.specIk(A)→ P.spec(C[x− 1, . . . , xn],Λ) ,
where I0 = {0} and In+1 = A, resp. In+1 = Aq.
Together with Lemma B.4 we define the Dixmier-type map DIXx associated to
the cluster x by settingDIXx : φ
−1
q,x◦η◦φcl,x where η is the natural homeomorphism
between P.spec(C[x1, . . . xn],Λ) and spec(CΛ[x1, . . . xn] (see also Lemma B.4).
4.1. Symplectic Leaves. We now consider the case when A is Noetherian and
hence the coordinate ring of an affine Poisson variety. Given any ideal I, we call
the maximal Poisson ideal P(I) such that P(I) ⊂ I, the Poisson core of I. It is
the sum of all Poisson ideals contained in I. Note that the Poisson core of a prime
ideal is a Poisson prime ideal.
The Poisson core of a maximal ideal is called a Poisson primitive ideal. The
Poisson primitive spectrum P.prim(A) is the set of all Poisson primitive ideals. It
is a subset of P.spec(A) and we endow it with the relative topology. We obtain a
continuous, surjective map
maxspec(A)→ P.prim(A) ,
and its fibres are called the symplectic cores. We obtain a stratification
maxspec(A) =
⊔
P∈P.prim(A)
{m ∈ maxspec(A) : P(m) = P} .
Poisson and symplectic cores were originally introduced by Brown and Gordon in
[4], and we refer the reader for a more detailed discussion of their properties to [16].
In particular it is important to note that symplectic cores stratify into a disjoint
union of symplectic leaves, and that they are connected and smooth in their closure
(see [4, Section 3.3]). If a symplectic leaf is equal to a symplectic core, then we call
it algebraic. We have the following fact.
Theorem 4.3. Let A be a Noetherian Poisson cluster algebra . Suppose that for
each non-zero proper toric Poisson prime ideal I there exists a supertoric seed
(x, B) with COS of depth r such that I = Ik with respect to that subset for some
k ≤ r. Then all symplectic leaves are algebraic.
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Proof. Let Ik be as above and let I be a Poisson primitive ideal in A. Denote by
S(I) its symplectic core. Then the union TS(Ik) =
⋃
I∈P.specIk
(S(I)) is a torus
orbit of symplectic cores. It therefore suffices to prove that one of these cores is
an algebraic symplectic leaf. Now consider a generic point in TS(Ik); i.e., a point
p where x1(p), . . . , xk−1(p) 6= 0. The dimension of the symplectic core containing
p is clearly, rank(Λ[1,k−1]) which equals the dimension of its symplectic leaf which
is a manifold. The symplectic cores are smooth in their closure and connected,
and therefore a symplectic manifold. Therefore, the leaf equals the core and the
theorem is proved. 
5. Cluster Algebras and Double Bruhat Cells
5.1. Double Bruhat Cells. Let G be a simply connected, connected, semisimple
complex algebraic group and consider its standard Poisson structure. It is well
known that the symplectic leaves are connected components of double Bruhat cells
(see e.g. [25] and [28] and references therein). It is easy to see e.g. from [25, Theorem
2.3] that the torus orbits of symplectic leaves are closely related to double Bruhat
cells. First let us recall the definition of double Bruhat cells and of the upper cluster
algebra structure on them, following [1].
Now, assume that G has rank r. Let B and B− be two opposite Borel subgroups
while H = B ∩ B− denotes the corresponding maximal torus. The Weyl group is
the normalizer of H in G, W = NormG(H)/H , and we denote by N and N− the
unipotent radicals of B, resp. B−. Denote by g = Lie(G) the Lie algebra of G and
by g = n+ ⊕ h ⊕ n− the triangular decomposition of g corresponding to B. Let
R ⊂ h∗ be the set of roots, Rˇ the set of coroots and Π = {α1, . . . , αr} ⊂ h∗ the
simple roots. We denote by αˇi ∈ h the corresponding simple coroots and obtain
the Cartan matrix A = (aij)
r
i,j=1 where aij = αi(αˇi). Recall that n
+ (resp. n−) has
standard basis eα (resp. fα), α ∈ R and we define the standard antisymmetrized
r-matrix
rg =
∑
α∈R
αi(αˇi)
2
eα ∧ fα ∈ Λ
2g = Λ2TeG .
The standard Poisson structure on G is defined as πG = L(rg)−R(rg) where L(rg)
and R(rg) refer to the left-, resp. right-invariant bivector fields on G defined by rg.
We will next recall some important properties of the Weyl group W . The Weyl
group is canonically identified (see e. g. [1, Section 2.1]) with the Coxeter group gen-
erated by simple reflections si, i = 1, . . . , r and subject to the relations (sisj)
dij = 0
where
• dij = 2 if aijaji = 0,
• dij = 3 if aijaji = 1,
• dij = 4 if aijaji = 2,
• dij = 6 if aijaji = 3.
A word i = (i1, . . . , iℓ) in the alphabet 1, . . . , r is a reduced word or expression
for w ∈ W if w = si1 . . . siℓ and ℓ is the smallest length of any such factorization.
We denote the unique element in the Weyl group with the longest length by w0.
We can define the representatives w ∈ NormG(H) for w ∈ W unambigiously by
requiring that uv = uv, if ℓ(u) + ℓ(v) = ℓ(u+ v).
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We can now define the objects of interest, double Bruhat cells. Recall that each
Borel subgroup B defines a Bruhat decomposition G =
⊔
w∈W
BwB. Each set BwB
is called a Bruhat cell, and the two opposite Borel subgroups B and B− define a
decomposition into double Bruhat cells
Gu,v =
⊔
u,v∈W
(BuB) ∩ (B−vB−) .
Double Bruhat cells can be described as a vanishing set of certain ideals defined
in terms of generalized minors, which we introduce in the following. Consider
the weight lattice Λ of G and its Z-basis given by fundamental weights ωi for
i = 1, . . . , r. Consider the open subset G0 = N−HN+ ⊂ G of elements x ∈ G which
have a Gaussian decomposition, denoted as x = [x]−[x]0[x]+ where [x]− ∈ N−,
[x]0 ∈ H and [x]+ ∈ N+. We define, for u, v ∈ W and i ∈ [1, r], the generalized
minor ∆uωi,vωi to be the regular function on G whose restriction to G0 is given by
∆uωi,vωi(x) = ωi([u
−1xv]0) .
For fixed i ∈ [1, r], the set of weights {wωi : w ∈ W} is in canonical bijection
with the set of cosets W/StabW (ωi), where StabW (ωi) is the stabilizer of ωi in
W . The restriction of the Bruhat order to the set of minimal coset representatives
induces a partial order on {wωi : w ∈ W}, which is also referred to as the Bruhat
order. Note that the function ∆uωi,uωi is dependent only on the weights uωi and
vωi, not on the particular choices of u and v (see e. g. [1]). We have the following
description of double Bruhat cells
Proposition 5.1. [1, Proposition 2.8] The double Bruhat cell Gu,v ⊂ G is given
by the following conditions: For each i ∈ [1, r]
(a) ∆u′ωi,ωi = 0 if u
′ωi 6≤ uωi
(b)∆ωi,v′ωi = 0 if v
′ωi 6≤ v−1ωi
(c) ∆uωi,ωi 6= 0 and ∆ωi,v−1ωi 6= 0.
5.2. (Upper) Cluster Algebra Structure on Double Bruhat cells. Beren-
stein, Fomin and Zelevinsky define in [1] an upper cluster algebra structure with
invertible coefficients on double Bruhat cells as follows. Consider the Coxeter group
W ×W . We will label the generators of the first copy by s−1, . . . s−r and the gen-
erators of the second copy by s1, . . . sr. Reduced words for a pair (u, v) ∈ W ×W
correspond to arbitrary shuffles of reduced expressions for u in the s−1, . . . s−r and
for v in the set s1, . . . sr. We will construct for each reduced expression i of an
element (u, v) a cluster consisting of generalized minors and an exchange matrix.
5.2.1. The cluster. For each k ∈ [1, ℓ(u) + ℓ(v)] define
u≤k = u≤k(i) =
∏
ℓ=1,...k; ε(iℓ)=−1
s|iℓ| ,
v>k = v>k(i) =
∏
ℓ=ℓ(u)+ℓ(v),...k+1; ε(iℓ)=1
s|iℓ| ,
with increasing indices in the case of u≤k, and decreasing indices in the second
case. Employing the convention that u≤k = e and v>k = v
−1 for k ≤ 0, we set for
k ∈ [−r,−1] ∪ [1, ℓ(u) + ℓ(v)]
∆(k, i) = ∆u≤kωi,v>kωi .
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We now have to construct the exchange matrix for the cluster variables xk =
∆(k, i). For each index k denote by k+ the minimal number ℓ such that k < ℓ
and |ik| = |iℓ|. If |ik| 6= |iℓ| for all ℓ > k, then we set k+ = ℓ(u) + ℓ(v) + 1. The
exchangeable variables will be those xk for which k > 0 and k
+ ≤ ℓ(u)+ ℓ(v). This
implies that the variables with negative indices are coefficients, as well as those
whose index represents the right-most occurrence of |ik|. Notice that in order to
adapt the cluster algebras to the notation developed in Section 2, one may need to
permute the indices of the cluster variables. Note, additionally, that the coefficients
will appear at different indices if we choose different shuffles or reduced expressions
for (u, v).
Remark 5.2. The coefficients in C[Gu,v] are the minors ∆uωi,ωiand ∆ωi,v−1ωi
which appear in the non-vanishing condition 5.1(c).
Berenstein, Fomin and Zelevinsky give two different ways to determine the ex-
change matrix in [1, Sect. 2.2]. For our purposes it will be most convenient to follow
the more involved, but more concrete, path by assigning a directed graph Γ(i) to
the set [−r,−1]∪ [1, ℓ(u)+ ℓ(v)]. Assume from now on that k < ℓ, and assume that
k or ℓ are exchangeable. The vertices are the set of indices [−r,−1]∪ [1, ℓ(u)+ℓ(v)].
Two vertices k and ℓ are connected by a path if k or ℓ are i-exchangeable and one
of the following are satisfied.
(1) Edge from k to ℓ if one of the following holds:
(a) ℓ = k+ and ε(iℓ) = 1,
(b) ℓ < k+ < ℓ+, a|ik|,|iℓ| 6= 0 and −1 = ε(iℓ) = ε(ik+),
(c) ℓ < ℓ+ < k+,a|ik|,|iℓ| 6= 0 and −1 = ε(iℓ) = −ε(iℓ+).
(2) Edge from ℓ to k if one of the following holds:
(a) ℓ = k+ and ε(iℓ) = −1,
(b) ℓ < k+ < ℓ+, a|ik|,|iℓ| 6= 0 and 1 = ε(iℓ) = ε(ik+),
(c) ℓ < ℓ+ < k+,a|ik|,|iℓ| 6= 0 and 1 = ε(iℓ) = −ε(iℓ+).
We can now define the exchange matrix B as the integer matrix with rows labeled
by the indices [−r,−1] ∪ [1, ℓ(u) + ℓ(v)] and columns labeled by the exchangeable
indices. The coefficients are given by the following rules.
(1) The coefficient bkℓ 6= 0 if and only if there is an edge connecting k and ℓ
and bkℓ > 0 if and only if the edge is directed from k to ℓ.
(2) If bkℓ 6= 0, then
• |bkℓ| = 1 if |ik| = |iℓ|,
• |bkℓ| = −a|ik|,|iℓ| if |ik| = |iℓ|.
Denote by Au,v(i) the cluster algebra defined by the data above. The cluster
algebra structure defined in [1] is the corresponding cluster algebra with invertible
coefficients. It is proved in [1] that the associated upper cluster algebra Au,v is
isomorphic as an algebra to the algebra of functions on Gu,v.
Example 5.3. Let G = SL3(C). The generalized minors coincide with the regular
matrix minors in the case of GLn. Consider G
w0,w0 and the initial seed corre-
sponding to the shuffle (w0, w0) = s1s2s1s−1s−2s−1. We obtain the following graph
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associated to the variables of the initial seed:
∆12,23 x13 x12 ∆12,12 x11 x21 ∆23,12 x31
−2 11−1 // 1rr 222oo 221oo −1oo // −2qq −1rr
where ∆ij,kℓ denotes the 2 × 2-minor ∆ij,kℓ = xikxjℓ − xjkxiℓ. The coefficients
are ∆12,23, x13,∆23,12 and x31. Our example is the running example of [1]. For
more details see [1, Example 2.9].
5.2.2. Compatibility with torus actions and Poisson structure. Consider the double
Bruhat cell Gu,v with cluster seed as defined above. It is well known that the
exchange polynomials are homogeneous with respect to the weight grading. It is
also well known that the action of the torus T defines global toric actions. Moreover,
we recall the definition of the Poisson bracket on generalized minors (see [25]) in
the standard cluster:
(5.1) {∆γ,δ,∆γ′,δ′} = ((γ, γ
′)− (δ, δ′))∆γ,δ,∆γ′,δ′ .
In order to verify that the Poisson structure is indeed compatible it suffices to verify,
following [13, Section 2], that if xi is an exchangeable variable, then the cluster
(x1, . . . , xˆi, yi, xi+1, . . . , xr+ℓ(u)+ℓ(v)) is a system of log-canonical coordinates. Here
we use the convention that yi = x
−1
i Pi, where Pi is the exchange polynomial. In
our case we obtain that the exchange polynomial Pi is homogeneous with respect
to the weight grading, and henceforth, {Pi, xj} = tPixj by 5.1 for some t ∈ C.
This immediately implies that (x1, . . . , xˆi, yi, xi+1, . . . , xr+ℓ(u)+ℓ(v)) is a system of
log-canonical coordinates. The standard Poisson structure is, therefore, compatible
with the cluster algebra structure.
The following, well known, fact motivates our whole research project.
Proposition 5.4. The upper cluster algebra Aw0,w0 , with noninvertible coefficients,
is isomorphic to the algebra of functions C[G].
6. Quantum Groups and Quantum Double Bruhat Cells
In this section we recall some well-known facts about quantum groups, their
torus invariant prime ideals and the corresponding quantized coordinate rings.
6.1. The Quantized Enveloping Algebra Uq(g). We start with the definition
of the quantized enveloping algebra associated with a complex reductive Lie algebra
g (our standard reference here will be [3]). Let h ⊂ g be a Cartan subalgebra, P (g)
the weight lattice, as introduced above, and let A = (aij) be the Cartan matrix for
g. Additionally, let (·, ·) be the standard non-degenerate symmetric bilinear form
on h.
The quantized enveloping algebra Uq(g) is a C(q)-algebra generated by the el-
ements Ei and Fi for i ∈ [1, r], and Kλ for λ ∈ P (g), subject to the following
relations: KλKµ = Kλ+µ, K0 = 1 for λ, µ ∈ P ; KλEi = q
(αi , λ)EiKλ, KλFi =
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q−(αi , λ)FiKλ for i ∈ [1, r] and λ ∈ P ;
(6.1) Ei, Fj − FjEi = δij
Kαi −K−αi
qdi − q−di
for i, j ∈ [1, r], where di =
(αi , αi)
2 ; and the quantum Serre relations
(6.2)
1−aij∑
p=0
(−1)pE
(1−aij−p)
i EjE
(p)
i = 0,
1−aij∑
p=0
(−1)pF
(1−aij−p)
i FjF
(p)
i = 0
for i 6= j, where the notation X
(p)
i stands for the divided power
(6.3) X
(p)
i =
Xp
(1)i · · · (p)i
, (k)i =
qkdi − q−kdi
qdi − q−di
.
The algebra Uq(g) is a q-deformation of the universal enveloping algebra of the
reductive Lie algebra g. It has a natural structure of a bialgebra with the co-
multiplication ∆ : Uq(g) → Uq(g) ⊗ Uq(g) and the co-unit homomorphism ε :
Uq(g)→ C(q) given by
(6.4) ∆(Ei) = Ei⊗1+Kαi⊗Ei, ∆(Fi) = Fi⊗K−αi+1⊗Fi, ∆(Kλ) = Kλ⊗Kλ ,
(6.5) ε(Ei) = ε(Fi) = 0, ε(Kλ) = 1 .
In fact, U is a Hopf algebra with the antipode anti-homomorphism S : U → U
given by
(6.6) S(Ei) = −K−αiEi, S(Fi) = −FiKαi , S(Kλ) = K−λ .
Let Uq(g)
− (resp. Uq(g)
0; Uq(g)
+) be the C(q)-subalgebra of Uq(g) generated by
F1, . . . , Fr (resp. by Kλ (λ ∈ P ); by E1, . . . , Er). It is well-known that Uq(g) =
Uq(g)
− ·Uq(g)
0 ·Uq(g)
+ (more precisely, the multiplication map induces an isomor-
phism of vector spaces Uq(g)
− ⊗ Uq(g)0 ⊗ Uq(g)+ → U). Sometimes we will refer
to Uq(g)
± as Uq(n
±).
In order to study the finite dual of Uq(g) in the following section, we need to
consider the full sub-category Of of the category Uq(g)−Mod. The objects of Of
are finite-dimensional Uq(g)-modules V
q having a weight decomposition
V q = ⊕µ∈PV
q(µ) ,
where each Kλ acts on each weight space V
q(µ) by the multiplication with q(λ |µ)
commonly referred to as type I modules (see e.g., [3][I.6.12]). The category Of is
semisimple and the irreducible objects V qλ are generated by highest weight spaces
V qλ (λ) = C(q) · vλ, where λ is a dominant weight, i.e, λ belongs to P
+ = {λ ∈ P :
(λ |αi) ≥ 0 ∀ i ∈ [1, r]}, the monoid of dominant weights.
6.2. The Quantum Weyl Group and the Algebras Uq(n
+
w). Denote byW the
Weyl group of g generated by the simple reflections si for i ∈ [1, r]. Corresponding
to each i ∈ [1, r] there exists a Hopf algebra-automorphism Ti : Uq(g) → Uq(g)
defined on the generators of Uq(g) in the following way:
(6.7)
Ti(Ei) = −FiKαi , Ti(Fi) = −K
−1
αi Ei , Ti(Ej) =
−aij∑
k=0
(−1)k−aij q−ki E
−aij−k
i EjE
k
i ,
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Ti(Fj) =
−aij∑
k=0
(−1)k−aij qki F
k
i FjF
aij−k
i , Ti(Kλ) = Kσi(λ .
The action of the Ti on Uq(g) corresponds to the adjoint action of the simple
reflection si on the universal enveloping algebra U(g). For every element w ∈ W
with presentation w = wi1 . . . sik we define Tw as Tw = Tsi1 · · ·Tsik . We will need
the following well known fact.
Lemma 6.1. [20, 8.18] If w ∈W , then Tw is independent of the choice of reduced
expression; i.e. if w = si1 . . . sik and w = sj1 . . . sjk are reduced expressions of
w ∈ W , then
Tsi1 . . . Tsik = Tsj1 . . . Tsjk .
We define for each presentation of w0 = wi1 . . . sir a set of positive roots spanning
U+ following [20, ch.8]:
Eα(1) = Ei1 , Eα(2) = Ti1(Ei2 ) , . . . Eα(k) = Ti1 · · ·Tir−1(Eir ) .
We now define for w ∈ W the algebras Uq(n+w) as follows. Let w = wi1 . . . sik
define Uq(n
+
w) to be the algebra generated by Eα(1) = Ei1 , Eα(2) = Ti1(Ei2 ),
. . .Eα(k) = Ti1 · · ·Tik−1(Eik). The following fact is well known.
Lemma 6.2. (see e.g. [12, Section 7.1] The algebra Uq(n
+
w) is independent of the
reduced expression for w ∈W .
6.3. The Quantum Group Rq[G]. In this section we will discuss the algebra of
functions on the quantum group Uq(g). Recall the definition of the finite dual H
∗
of a Hopf algebra H inside the dual of H .
Definition 6.3. The finite dual H∗ of a Hopf algebra H is defined as the set of all
h ∈ H∗ for which h(I)0 = for some ideal I ⊂ H.
We have the following fact.
Lemma 6.4. [22, Chapter 1.4] H∗ is a Hopf algebra.
The Hopf algebra H∗ has a description in terms of finite-dimensional modules of
H . Let V be a finite-dimensional left H-module and V ∗ its dual. For each ξ ∈ V ∗
and v ∈ V one defines the coordinate function cVξ,v ∈ H
∗ via cVξ,v(h) = ξ(h.v) for
h ∈ H . Denote by CV the linear span of the functions cVξ,v for all ξ ∈ V
∗ and v ∈ V .
We have the following fact.
Lemma 6.5. [22, Chapter 1.4] Let F be the subspace of H∗ spanned by the CV
where V runs over the finite-dimensional H-modules. Then
(a) F = H∗.
(b) CV + CV
′
= CV⊕V
′
and CV · CV
′
= CV⊗V
′
.
For more details regarding the Hopf algebra structure we will refer the reader to
Joseph’s book [22]. In the case when H = Uq(g) we will refer to H
∗ as H∗ = Rq(G),
where G is the simply connected, connected semisimple algebraic group with Lie
algebra g.
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6.4. Uq(n
+)∗ and Uq(n
+
w)
∗. In order to give a representation theoretic construction
of Uq(n)
∗ we cannot rely on the use of the finite dual, as Uq(n
+) is not a Hopf
algebra, however, it has a natural algebra structure and is isomorphic as an algebra
to Uq(n
+) (see e.g. [12] and [28]). Analogously, the algebra Uq(n
+
w)
∗ is defined as
the image of Uq(n
+
w) under the isomorphism mentioned above. The following fact
was proved by Geiß, Leclerc and Schro¨er.
Theorem 6.6. [12, Theorem 1.1] Let g be as above, and assume that the Cartan
matrix A is symmetric. Then Uq(n
+
w)
∗ admits a quantum cluster algebra structure.
for all w ∈W .
6.5. Generalized Quantum Minors and Quantum Double Bruhat Cells.
In this section we recall the notion of generalized quantum minors which were
originally defined by Berenstein and Zelevinsky in [2, Section 9]. For each dominant
weight λ ∈ P+, define ∆λ ∈ Rq[G] by
∆λ(FKµE) = ε(F )q
(λ|µ)ε(F ) ,
where F ∈ U−, µ ∈ P and E ∈ U+. Now, let (u, v) ∈ W ×W and let u = si1 . . . sik
and v = sj1 . . . sjℓ be reduced expressions for u and v. Define by ηˇg = si1 . . . sig (αˇig )
and by ζˇh = sj1 . . . sjh(αˇjh) for 1 ≤ g ≤ k and 1 ≤ h ≤ ℓ. Denote by
T+(u, λ) = E
((λ(ηˇ1))
i1
. . . E
((λ(ηˇk))
ik
, T−(v, λ) = F
((λ(ζˇℓ))
jℓ
. . . F
((λ(ζˇ1))
j1
.
Now, we define the generalized quantum minor ∆uλ,vλ by its action on x ∈ Uq(g)
as
∆uλ,vλ(x) = ∆
λ
(
T+(u, λ)xT−(v, λ)
)
.
Indeed, ∆uλ,vλ is well defined since its definition does not depend on the choice of
reduced expressions for u and v (see [2, Section 9.3] ).
We can now define the quantum double Bruhat cells. Denote by U0 the subal-
gebra of Uq(g) generated by the Kλ, λ ∈ P . Then, define U
+
i to be the subalgebra
generated by U0 and Ei, wherea U
−
i is the subalgebra generated by U
0 and Fi.
Now let (u, v) ∈ W ×W and, as above, let u = si1 . . . sik and v = sj1 . . . sjℓ be
reduced expressions. Now we define
Uu,v = U
+
i1
. . . U+ikU
−
j1
. . . U−jℓ ⊂ Uq(g) ,
and the ideal J(u,v) ⊂ Rq[G] by f ∈ J(u,v) if f(Uu,v) = 0. The ideal is indeed
two-sided since ∆(Uu,v) ⊂ Uu,v ⊗ Uu,v (see [2, Section 9.3] ) . The closed quantum
double Bruhat cell is now defined as the quotient Rq[G]
u,v = Rq[G]/J(u,v). The
torus orbits of symplectic leaves on the semisimple group G correspond to the open
double Bruhat cells, therefore it is useful to recall the definition of their quantum
analogs from [2, Section 9.3] . One introduces a denominator set Du,v as
{∆uλ,λ∆µ,v−1µ : k ∈ Z; λ, µ ∈ P
+}
and defines Oq(G)u,v = Rq[G]/J(u,v)[D
−1
u,v], the open quantum double Bruhat cell.
Recall that an element u of a ring R is called normal if uR = Ru. It was
proved by Joseph that the torus invariant normal elements in the double Bruhat
cells Rq[G]
u,v are , up to scalar multiplication, elements of Du,v (see [28, Sec 2]).
We have the following fact.
Lemma 6.7. [28, Sec 2] The center of Oq(G)u,v is a Laurent polynomial ring
C[c±11 , . . . c
±1
s ] where c1, . . . cs ∈ Du,v.
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Remark 6.8. Observe that [2, Section 9.3] implies that the Goodearl Letzter Strat-
ification Theory can be applied to these algebras (see A and [3, Section II.4.4]).
Berenstein and Zelevinsky conjectured in [2] that Oq(G)u,v and Rq[G] have a
quantum cluster algebra structure with initial seeds given as in the classical case
by quantum minors. It follows from the work of Geiß Leclerc and Schro¨er [12,
Section 12] that we do have the cluster algebra structures in the case of G = SLn,
as the quantum cluster algebra structure on the quantum n×n-matrices induces a
quantum cluster algebra structure on Rq[SLn].
6.6. The Dixmier Map. In this section let G = SLn. However, we will refer to
it as G to indicate that all results and conjectures also apply in the case when G
is an arbitrary complex semisimple algebraic group. Let w0 = si1 . . . sik and w
′
0 =
si1 . . . sik be reduced expressions for w0, and let x = xw0,w′0 be the corresponding
cluster cluster consisting of generalized (quantum) minors. Consider a sequence of
pairs (e, e) = (u0, v0), (u1, v1), . . . , (u2, v2) . . . (u2k, v2k) = (w0, w0) with (ui, vi) ∈
W ×W and (ui, vi) < (ui+1, vi+1) in the order induced by the Bruhat order on
W×W . It is easy to see that J0 = Je,e ⊃ J(u1,v1) ⊃ . . . ⊃ Ju2k,v2k ⊃ Rq[G] defines a
COS of depth r. The quotients are by definition the corresponding closed quantum
double Bruhat cells. Of course, we obtain analogous patterns in the classical case.
We are now ready to construct the Dixmier map.
Proposition 6.9. Let W0 be the set of reduced expressions for w0 ∈ W . Then
the set of Dixmier type maps DIXx for the clusters x = xw0,w′0 where (w0,w
′
0)
runs over the elements of W0 ×W0, defines a bijection between spec(Rq[G]) and
P.spec(C[G]).
Proof. It only remains to verify that the map is well defined: i.e. that the
image of spec(Rq[G]
u,v) under a Dixmier type map does not depend on (w0,w
′
0).
However, Lemma 6.7 and Remark 5.2 imply that the center of Rq[G]
u,v is induced
by elements of the Laurent polynomial ring in the coefficients in the upper cluster
algebra structure, and hence is independent of the choice of reduced expression. 
Remark 6.10. By the construction of the double Bruhat cells, Proposition 6.9 also
holds for arbitrary G. Indeed, we do not need the cluster algebra structure at all for
this result, it follows straight from Yakimov’s [28].
6.6.1. Topological Properties of the Dixmier map. Using Section 4.1 we may restrict
the map to primitive ideals in the quantum case and Poisson primitive ideals,
resp. symplectic leaves in the semiclassical case. This construction yields a Dixmier
map from the space of symplectic leaves in C[G] to the space primitive ideals in
Rq[G]. By construction this map agrees with Yakimov’s Dixmier map in [28, Sec 4],
however, it contains more information regarding the topology of spec(Rq[G]) and
P.spec(C[G]), and thus provides new evidence for the following cnjecture.
Conjecture 6.11. [28, Conjecture 4.7] The Dixmier map constrcuted above is a
homeomorphism between space of symplectic leaves in C[G] and the space primitive
ideals in Rq[G].
In particular, it is well-known that Gu,v lies in the closure of Gu
′,v′ if and only
if u ≤ u′ and v ≤ v′ in the (strong) Bruhat order, that is there exist reduced
expressions u′ = si1 . . . sir and u
′ = sj1 . . . sjs such that there exist g ≤ r and
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h ≤ s with the property that si1 . . . sig and sj1 . . . sjh are reduced expressions for u,
resp. v. An analogous result is true for the closed quantum double Bruhat cells. This
implies that the intersections of C[G] and Rq[G] with the (skew) polynomial rings
generated by the clusters xw0,w′0 (see the previous section) capture all inclusion
relations between Poisson primitive ideals in the classical case and primitive ideals
in the quantum case. Of course, it is possible that they yield too many inclusions. It
would therefore be of the great interest to determine the exact inclusion relations
between symplectic leaves in C[G]. We therefore make the following conjecture
which would immediately imply that the inverse of the Dixmier map is inclusion
preserving.
Conjecture 6.12. Let xw0,w′0 be a cluster as defined above , and let Sx = C[x1, . . . , x2k+r]
be the subring of C[G] generated by the cluster variables. If I and J are two Poisson
primitive ideals, then I ⊂ J if and only if (I ∩ Sx) ⊂ (J ∩ Sx).
Remark 6.13. Notice that it follows from [16, Lemma 9.4] that proving Conjecture
6.12 and its converse would yield a proof of Conjecture 6.11.
6.7. Open Questions and Conjectures. So far we have only considered clusters
consisting entirely of minors. However, it is natural to consider other clusters as
well and this would allow us to compare inclusion relations between arbitrary strata
of the spectrum. We therefore propose the following conjecture.
Conjecture 6.14. Let I and J be torus invariant proper prime ideals of Rq[G]
with I ⊂ J . Then there exists a supertoric cluster x with COS of depth r such that
(up to a suitable permutation of indices) there exist 1 ≤ i ≤ j ≤ r with I = Ij and
J = Ii in the respective stratification Ir ⊂ In . . . ⊂ I0 = Rq[G].
Conjecture 6.15. Every cluster is supertoric.
And finally, we conjecture that the cluster algebra structures give rise to the
Dixmier map intropduced above.
Conjecture 6.16. Let Aq be the cluster algebra structure on Rq[G] and let x be
any cluster. Then any COS stratification gives rise to a Dixmier-type map, and it
is a restriction of the map defined in Proposition 6.9.
Appendix A. Torus Invariant prime ideals in non-commutative
Noetherian rings
In this section we recall some basic facts from [3, Section II]. Let R be a ring. A
two-sided ideal I ⊂ R is called a prime ideal if arb ∈ I for all r ∈ R, implies that
a ∈ I or b ∈ I. A two-sided ideal I ∈ R is called primitive if it is the maximal two-
sided ideal contained in a maximal left ideal. We denote the set of prime ideals by
spec(R) and the set of primitive ideals by prim(R). Both sets come with a natural
Zariski-type topology, where the closed sets are subsets of spec(R), resp. prim(R)
such that V (I) = {P ∈ spec(R) : P ⊃ I}, resp. V (I) = {P ∈ prim(R) : P ⊃ I}.
Now let H be a group acting by automorphisms on R. H permutes the prime,
primitive and left-maximal ideals of R. An ideal is called H-stable if H(I) = I
and, following the notation of [3, Section II.1] we denote by (I : H) the largest
H-stable ideal contained in H , i.e.
(I : H) =
⋂
h∈H
h(I) .
CLUSTER ALGEBRAS, SYMPLECTIC LEAVES AND QUANTUM GROUPS 23
We can now define the key notion of an H-prime ideal. The ring R is called
H-prime, if R is nonzero and any product of nonzero H-ideals is nonzero.
Definition A.1. A proper H-ideal I is called an H-prime ideal if R/I is an H-
prime ring.
If I is a prime ideal, then it is easy to see that (I : H) is H-prime. Note that in
general a H-prime ideal need not be prime (see [3, Section II.1.9]), however in the
case we are most interested in, we have the following fact.
Lemma A.2. [3, Corollary II.1.12] Let R be a Noetherian ring and let k be an
algebraically closed field, and suppose that H is a k-torus acting on R by auto-
morphisms (R is not necessarily a k-algebra). Then all H-prime ideals of R are
prime.
Denote the set of H-prime ideals of R by H − spec(R). We naturally obtain a
stratification of spec(R) by the H-prime ideals
spec(R) =
⊔
J∈H−spec(R)
specJ(R) ,
where specJ(R) = {P ∈ spec(R) : (P : H) = J}. Goodearl and Letzter established
a general description of the prime and primitive spectra of a large class of Noetherian
algebras which encompasses many quantized coordinate rings. In particular, they
obtained the following results.
Theorem A.3. (a) [3, Theorem II.8.10] Let A be a Noetherian algebra over the
complex numbers, and let H be a complex affine algebraic group, acting rationally
on A by algebra automorphisms. Assume that H − spec(A) is finite. Then, the
primitive ideals are exactly the ideals which are maximal in their H-strata.
(b) [3, Theorem II.8.14] Moreover, the H-orbits within prim(A) coincide with
the H-strata of prim(A). In particular there are only finitely many H-orbits in
prim(A).
Moreover, we can classify the primitive ideals in each stratum.
Theorem A.4. [3, Theorem II.2.13] Let A be a Noetherian k-algebra, k infinite,
and let H be an algebraic torus acting rationally on A by k-algebra automorphisms,
and let J ∈ H − spec(A).
(1) J is a prime ideal.
(2) Let EJ denote the set of all regular H-eigenvectors in A/J . Then EJ is
a denominator set, and the localization AJ = (A/J)[E
−1
J ] is an H-simple
ring with respect to the induced H-action.
(3) specJ(A) is homeomorphic to spec(AJ) via localization and contraction.
(4) spec(AJ ) is homeomorphic to spec(Z(AJ)) via contraction and extension,
where Z(AJ) denotes the center of AJ .
(5) Z(AJ ) is a Laurent polynomial ring. The indeterminates can be chosen to
be H-eigenvectors with linearly independent H-eigenvalues.
Appendix B. Poisson and Quantum Planes and Tori
In this section we introduce quantum affine spaces and tori, as well as their
Poisson analogues, over a field k of characteristic zero. Denote by spec(A) the
spectrum of prime ideals in an algebra A and by P.spec(A) the spectrum of Poisson
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prime ideals in a Poisson algebra (A, {·, ·})–these are ideals which are prime and
stable under the Poisson bracket. Both spaces have a natural Zariski-type topology
(see e.g. [16]) which means that I lies in the closure of J if and only if J ⊂ I.
Definition B.1. Let Λ be a skew-symmetric n× n-matrix.
(a) The Poisson plane (k[x1, . . . , xn],Λ) is the Poisson algebra k[x1, . . . , xn] with
bracket defined by
(B.1) {xi, xj} = λijxixj .
(b) The Poisson torus (k[x±11 , . . . , x
±1
n ],Λ) is the Poisson algebra defined on k[x
±1
1 , . . . , x
±1
n ]
with bracket defined by (B.1).
(c) The quantum plane kΛ[x1, . . . , xn] is the skew-symmetric algebra defined by the
commutation relations
(B.2) xixj = q
λijxjxi .
(c) The quantum torus kΛ[x
±1
1 , . . . , x
±1
n ] is the skew-symmetric algebra defined by
the commutation relations (B.2).
Let c1, . . . ct ∈ Zn be a basis for the kernel of Λ. Recall that the Poisson center
of a Poisson algebra A is the subalgebra C ⊂ A containing all elements c ∈ A such
that {c, a} = 0 for all a ∈ A. It is easy to observe that the Poisson center of the
Poisson torus (k[x±11 , . . . , x
±1
n ],Λ) is the torus k[x
±c1 , . . . x±cn ] where, as usual we
write xci = x
(ci)1
1 . . . x
(ci)n
n . Equally well-known is the fact that the center of the
quantum torus kΛ[x
±1
1 , . . . , x
±1
n ] is k[x
±c1 , . . . , x±cn ]. We have the following fact
(see e.g. [16]).
Lemma B.2. (a) The Poisson spectrum of the Poisson torus (k[x±11 , . . . , x
±1
n ],Λ)
is homeomorphic to the spectrum of k[x±c1 , . . . , x±cn ]. All Poisson prime ideals are
induced by the prime ideals in k[x±c1 , . . . , x±cn ].
(b) The spectrum of the quantum torus kΛ[x
±1
1 , . . . , x
±1
n ] is homeomorphic to the
spectrum of k[x±c1 , . . . , x±cn ]. All Poisson prime ideals are induced by the prime
ideals in k[x±c1 , . . . , x±cn ].
We can now describe the spectra of the quantum and Poisson planes. Let i ⊂
[1, n]. Denote by Λi the submatrix of Λ consisting of the rows and columns labeled
by i = {i1 < . . . < ik}. Since the sets {x1, . . . , xn} − {xi1 , . . . , xik} generate the
torus invariant Poisson prime ideals of (k[x1, . . . , xn],Λ), resp. the torus invariant
prime ideals in kΛ[x1, . . . , xn], we obtain the following fact from the results of
Section A.
Lemma B.3. (a) Let Λ be a skew-symmetric n × n-matrix. For each i ⊂ [1, n],
there exist injective continuous maps
spec(kΛi [x
±1
i1
, . . . , x±1ik ]) →֒ spec(kΛ[x1, . . . , xn]) ,
where we set kΛi [x
±1
i1
, . . . , x±1ik ] = k if i = ∅. Analogously,
P.spec(k[x±1i1 , . . . , x
±1
ik
],Λi) →֒ P.spec((k[x
±1
1 , . . . , x
±1
n ],Λ) .
(b) Moreover,
spec(kΛ[x1, . . . , xn]) =
⊔
i⊂[1,n]
spec(kΛi [x
±1
i1
, . . . , x±1ik ]) ,
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P.spec((k[x±11 , . . . , x
±1
n ],Λ) =
⊔
i⊂[1,n]
P.spec(k[x±1i1 , . . . , x
±1
ik
],Λi) .
Finally, the following fact allows us to compare inclusion relations between strata
in the quantum and Poisson cluster algebras.
Lemma B.4. Let Λ be a skew-symmetric n× n-matrix. Then the identity map on
[1, n] sending xi ∈ kΛ[x1, . . . , xn] to xi ∈ (k[x
±1
1 , . . . , x
±1
n ],Λ) induces a homeomor-
phism from spec(kΛ[x1, . . . , xn])→ P.spec((k[x
±1
1 , . . . , x
±1
n ],Λ).
References
[1] A. Berenstein, S. Fomin and A. Zelevinsky, Cluster Algebras III: Upper Bounds and
Double Bruhat Cells. Duke Math . J. 126 (2005), no. 1, 1–52.
[2] A. Berenstein and A. Zelevinsky, Quantum cluster algebras, Adv. Math. 195 (2005), no. 2,
405–455.
[3] K. Brown and K. Goodearl, Lectures on algebraic quantum groups, Birkha¨user, 2002.
[4] K. Brown and I. Gordon, Poisson orders, symplectic reflection algebras and representation
theory. J. Reine Angew. Math. 559 (2003), 193–216.
[5] S. Fomin, M. Shapiro and D. Thurston, Cluster algebras and triangulated surfaces. I.
Cluster complexes. Acta Math. 201 (2008), no. 1, 83–146.
[6] S. Fomin and D. Thurston, Cluster algebras and triangulated surfaces. Part II: Lambda
lengths, http://www.math.lsa.umich.edu/∼fomin/papers.html.
[7] S. Fomin and A. Zelevinsky, Cluster Algebras I: Foundations, J. Amer. Math. Soc. 15
(2002), no. 2, 497–529.
[8] S. Fomin and A. Zelevinsky, Cluster Algebras II: Finite type classification. In-
vent. Math. 154 (2003), no. 1, 63–121.
[9] C. Geiss, B. Leclerc and J. Schro¨er, Partial Flag Varieties and Preprojective Algebras,
Ann. Inst. Fourier (Grenoble) 58 (2008), no. 3, 825–876.
[10] C. Geiss, B. Leclerc and J. Schro¨er, Generic bases for cluster algebras and the Chamber
Ansatz, Journal of the American Mathematical Society 25 (2012), 21-76.
[11] C. Geiss, B. Leclerc and J. Schro¨er, Kac-Moody groups and cluster algebras, Advances
in Mathematics 228 (2011), 329-433.
[12] C. Geiß, B. Leclerc and J. Schro¨er, Cluster Structures on Quantum Coordinate Rings,
preprint, arXiv:1104.0531
[13] M. Gekhtman, M. Shapiro and A. Vainshtein, Cluster Algebras and Poisson Geometry,
Mosc. Math. J. 3 (2003), no. 3, 899–934.
[14] M. Gekhtman, M. Shapiro and A. Vainshtein, Cluster Algebras and Poisson Geometry,
Mathematical Monographs and Surveys, AMS, Providence, RI, 2010.
[15] M. Gekhtman, M. Shapiro, A. Stolin and A. Vainshtein, Poisson structures compatible
with the cluster algebra structure in Grassmannians, preprint, arXiv:0909.0361.
[16] K. Goodearl, Semiclassical limits of quantized Coordinate Rings, Advances in Ring Theory
(D. V. Huynh and S. Lopez-Permouth, Eds.), Basel (2009) Birka¨user, pp. 165-204.
[17] T. Hodges and T. Levasseur, Primitive Ideals of Cq[SL3], Comm. Math. Phys. 156 (1993),
581–605.
[18] T. Hodges and T. Levasseur, Primitive Ideals of Cq [SLn], J. Algebra 168 (1994), 455–468.
[19] T. Hodges, T. Levasseur and M. Toro, Algebraic Structure of Multi-Parameter Quantum
Groups, Adv. in Math. 126 (1997), 52–92.
[20] J.C. Jantzen, Lectures on Quantum Groups, Graduate Studies in Mathematics, Vol 6,
American Mathematical Society, Providence, RI, 1996.
[21] A. Joseph, On the Prime and Primitive Spectra of the Algebra of Functions on a Quantum
Group, J. Algebra 169 (1994), 441–511.
[22] A. Joseph, Quantum Groups and Their Primitive Ideals, Springer, Heidelberg, 1995.
[23] A. A. Kirillov, Unitary representations of nilpotent Lie algebras, Russian Math. Surveys
17 (1962), 57–110.
[24] A. A. Kirillov, Lectures on the Orbit Method, AMS, Providence, RI, 2004.
[25] M. Kogan and A. Zelevinsky, On Symplectic Leaves and integrable systems in Standard
Complex Semisimple Poisson Lie groups, Int. Math. Res. Not., 2002 no. 32, 1685–1702.
26 SEBASTIAN ZWICKNAGL
[26] G. Musiker, R. Schiffler and L. Williams, Positivity for cluster algebras from surfaces,
Advances in Mathematics, Vol. 227, Issue 6 (2011), 2241–2308.
[27] M. Yakimov, Invariant Prime Ideals in Quantizations of Nilpotent Lie Algebras, Proc.
London Math. Soc. 101 (2010), 454–476.
[28] M. Yakimov, On the Spectra of Quantum Groups, preprint, arXiv:1106.3821.
[29] S. Zwicknagl, Toric Poisson Ideals in Cluster Algebras, preprint, arXiv:1009.2936.
[30] S. Zwicknagl, Poisson geometry of acyclic cluster algebras, preprint
