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Abstract. We give a new explicitly invertible approximation of the normal cu-
mulative distribution function: Φ(x) ' 12 + 12
√
1− e−x2 17+x
2
26.694+2x2 , ∀x ≥ 0, with
absolute error < 4.00 · 10−5, absolute value of the relative error < 4.53 · 10−5,
which, beeing designed essentially for practical use, is much simpler than a pre-
viously published formula and, though less precise, still reaches 4 decimals of
precision, and has a complexity essentially comparable with that of the approxi-
mation of the normal cumulative distribution function Φ(x) immediatly derived
from Winitzki’s approximation of erf(x), reducing about 36% the absolute error
and about 28% the relative error with respect to that, overcoming the threshold
of 4 decimals of precision.
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This paper is devoted to approximate some special functions, in particular the
normal cumulative distribution function.
Though computers now allow to compute them with arbitrary precision, such
approximations are still worth for several reasons, including to catch the soul
of the considered functions, allowing to understand at a glance their behaviour.
Let’s add that, despite technologic progress, those functions – of wide practical
use – not always are available on pocket calculators. In practice, the ancient
numerical tables are still widely used; but they give approximations only for
some values and, if linearly interpolating to approximate intermediate values,
both precision and simplicity of use reduce. And surely by computers you may
obtain graphs of those functions, but for a mathematician the meaning content
of formuls is greater.
Furthermore, here we produce an explicitly invertible (and, in fact, simply) ap-
proximation, which allow to keep coherence working contemporarily with the
considered function and its inverse.
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For the [6] [8] special functions
Φ(x) :=
∫ x
−∞
1√
2pi
e
−t2
2 dt, (1)
and the related error function erf(x) = 2Φ(x
√
2)− 1 (∀x ∈ IR), there are sev-
eral approximations; in particular see classical [1] [3] [4] and recent [2] [5] [7]
[9]; approximations for x ≥ 0 are sufficient because of the symmetry formula
Φ(−x) = 1− Φ(x) (∀x ∈ IR).
Restricting now our attention only to those approximations which are simply
explicitly invertible – in the sense, explicitly invertible without requiring to solve
cubic or quartic equations – the most precise appears to be [5]
Φ(x) ∼= 1
2
+
1
2
√
1− e −1.2735457x
2−0.0743968x4
2+0.1480931x2+0.0002580x4
{ |ε(x)| < 1.14 · 10−5
|εr(x)| < 1.78 · 10−5 ∀x ≥ 0
(2)
which is an improvement preserving (despite the adding of the quartic mono-
mial) the simple explicit invertibility (essential solving a biquadratic equation
after obvious substitutions) of this approximation of Φ
Φ(x) ' 1
2
+
1
2
√
1− e−
x2 ( 4pi+0.0735 x2)
2 (1+0.0735 x2)
{ |ε(x)| < 6.21 · 10−5
|εr(x)| < 6.30 · 10−5 ∀x ≥ 0 (3)
immediately derived by Φ(x) = 12 +
1
2erf
(
x√
2
) (∀x ≥ 0) from this [7] Winitzki’s
Approximation of erf
erf(x) ∼=
√
1− e−x2
4
pi
+0.147x2
1+0.147x2
{ |ε(x)| < 1.25 · 10−4
|εr(x)| < 1.28 · 10−4 ∀x ≥ 0 . (4)
In this note we give this new (simply) explicitly invertible approxi-
mation of the normal cumulative distribution function
Φ(x) ' 12 + 12
√
1− e−x2 17+x
2
26.694+2x2
{ |ε(x)| < 4.00 · 10−5
|εr(x)| < 4.53 · 10−5 ∀x ≥ 0 (5)
which, beeing designed essentially for practical use,
• is much simpler than (2) and, though less precise, still reaches 4
decimals of precision;
• has a complexity essentially comparable with that of (3) reducing
about 36% the absolute error and about 28% the relative error with
respect to that, overcoming the threshold of 4 decimals of precision.
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Instead, the corresponding approximation of erf is not so worth, because, though
reduces about 36% the absolute error of (4), it remains with the precision of
3 decimals, and furthermore the absolute value of the relative error |εr(x)| <
1.79 · 10−4 is quite greater than in (4).
See below the graphs (made by Mathematica ®) of the approximation, of the
absolute error and of the absolute value of the relative error for 0 ≤ x ≤ 7.
For x ≥ 7 the trivial approximation Φ(x) ' 1 has absolute error and absolute
value of the relative error highly less than 4 · 10−5 and 4.53 · 10−5 respectively.
(Nevertheless, if interested in a formal proof of the majorization |ε(x)| < 4 ·10−5
for x ≥ 7, you may follow [5]).
Fig. 1. The new approximation (5) Fig. 4. Second zoom of Fig. 2.
Fig. 2.Absolute error Fig. 5.Absolute value of relative error
Fig. 3. First zoom of Fig. 2 Fig. 6. Zoom of Fig. 5.
3
References
[1] Abramowitz, M. Stegun, I.A. (Eds.), (1972). Handbook of Mathematical
Functions with Formulas, Graphs, and Mathematical Tables, 9th printing
New York: Dover, pagg. 932 and 299.
[2] Dyer, S.A. Dyer, J.S. (2007). Approximations to error function, Instrumen-
tation & Measurement Magazine, IEEE 10, no.6:45 – 48.
[3] Hart, J.F. et al. (1968). Computer Approximations, SIAM series in applied
mathematics, John Wiley & Sons, Inc., New York - London - Sydney, 140,
pagg. 288 – 289.
[4] Johnson, N. Kotz, S. Balakrishnan, N. (1994). Continuous Univariate Dis-
tributions, Vol. 1, 2nd ed. Boston, MA: Houghton Mifflin.
[5] Soranzo, A. Epure, E. (2012). Simply Explicitly Invertible Approxima-
tions to 4 Decimals of Error Function and Normal Cumulative Distribu-
tion Function, www.intellectualarchive.com (selecting Mathematics) and
http://arxiv.org/abs/1201.1320v1.
[6] Wikipedia. http://en.wikipedia.org/wiki/Error function (read 2011,
September)
[7] Winitzki, S. A handy approximation for the error function and its inverse,
http://docs.google.com/viewer?a=v&pid=sites&srcid=ZGVmYXVsdGRv
bWFpbnx3aW5pdHpraXxneDoxYTUzZTEzNWQwZjZlOWY2
http://sites.google.com/site/winitzki
http://sites.google.com/site/winitzki/sergei-winitzkis-files
(2008) (read 2011, December)
[8] Wolfram Research, Inc. http://functions.wolfram.com/GammaBetaErf/Erf/10/01/
(read 2011, September)
[9] Zogheib, B. Hlynka, M. (2009). Approximations of the
Standard Normal Distribution, University of Windsor,
Dept. of Mathematics and Statistics. (Legally) available at
http://web2.uwindsor.ca/math/hlynka/zogheibhlynka.pdf (read 2012,
March).
Remark. This text has been explicitly placed by the Authors in the Creative
Commons Public Domain.
4
