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Abstract
Natural disasters can cause widespread disturbances/power outages within distribution
networks and hinder a utility’s ability to provide uninterrupted power supply to the critical
public buildings (e.g., hospitals, grocery stores, fire, police and gas stations) within the
utility’s serviced region. Backup generators, which are typically relied on during power
interruptions, have limited capacities and have been reported to experience failures during
usage. Microgrids, defined as localized power grids that incorporate distributed generators
(DGs) and energy storage systems (ESSs) to allow them to operate independent of the main
grid (i.e., island mode), can help utilities provide disaster relief power supply to critical public
buildings during such outages. This research investigates the optimization of utility-owned
microgrids assumed to be operating in island mode and supplying power to a network of
critical public buildings over the course of a week-long power outage. A deterministic and
two-stage stochastic model (considering only DGs), as well as a multi-stage stochastic model
(considering DGs and ESSs) are developed to optimize the investment economics, reliability
and resilience of the microgrids. The models provides a holistic objective function that
captures the investment, fixed operation and maintenance, power supply efficiency, reliability
and resilience of the microgrid in terms of a minimized total cost to the utility. This is
accomplished by optimizing the location, sizing, power supply assignment and total number
of DGs and ESSs within a utility-owned microgrid. Hourly and weather (cloud coverage)
uncertainty in daily DG power output and critical public building demand are considered.
The final DG-plus-ESS multi-stage model provides an exhaustive solution framework, that
analyzes the microgrid’s reliability across all possible weather (cloud coverage) scenarios
(e.g., sunny, cloudy, overcast) of a week-long outage (3,279 total scenarios).
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Chapter 1
Introduction
Various US cities and towns experience annual seasons of natural disasters, which can
unfortunately lead to widespread outages within utility power grid networks. These outages
can last hours, days or even weeks, thus leaving the utility’s serviced population without
access to critical public resources such as hospitals for healthcare, grocery stores for food,
police and fire stations for protection, as well as gas stations for travel. Microgrids serve
as a subsystem of the main power grid with the ability to operate both grid connected or
islanded from the grid. Microgrids can consist of distributed generation, energy storage,
demand nodes such as the critical public resources of a city or town, a point of common
coupling where the microgrid is connected and disconnected from the main grid, and some
form of energy management system.
Over the past two decades, various US cities and towns have experienced prolonged power
outages caused by natural disasters. As a result, it has become apparent how susceptible the
main grid’s functionality can be to the damage of natural disasters. For example, when New
York was hit by Hurricane Sandy in 2012, more than 285,000 residents were left without
power for almost two weeks. Hurricane Sandy not only affected residential customers, it
led to the evacuation of 300 patients from a major New York hospital when utility-provided
power and the hospital’s backup generators failed [5]. Unfortunately, similar situations have
been seen at other hospitals when natural disasters interrupt supply from the main grid
[52, 28, 10, 17], and in some situations the results were fatal [14].
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Utility-scale adoption of microgrids has been a slow process due to several factors
including interconnection policy issues and regulatory challenges where utilities fear that
microgrids will disrupt the business model utilities have operated under for decades [18].
However, microgrids provide several benefits for utilities and should be viewed as an
opportunity and not a threat by utilities. In worst case scenarios, such as widespread natural
disaster caused power outages, microgrids can be used to reliably provide uninterrupted
power supply to the critical public buildings within a utility’s serviced network. In nondisaster times, when the main grid is functioning normally, the microgrid provides added
benefits for utilities by reducing the demand on the main during peak hours, improving
overall energy efficiency within the distribution network and reducing CO2 emissions from
power generation by using renewable distributed generators (DGs) and energy storage
systems (ESSs) [18].

1.1

Research Motivation

US federal government policies, such as Presidential Policy Directive 21, and the US
Department of Energy (DoE) microgrid initiative, have called for the development of
technical, operational and economic models that show how microgrids can help utilities
ensure the resiliency of critical public infrastructure when disaster relief power supply is a
major need [41, 46]. In such situations, utilities typically face the brunt of public criticism
and pressure to get the damaged main grid back to normal functionality. In the case
of critical public buildings within a utility’s serviced region, utility-owned microgrids can
reliably provide uninterrupted disaster relief power supply to the buildings thus ensuring
that the public maintains access to the resources the critical public buildings provide. There
are growing concerns that weather-related disruptions to the power grid will increase, in
frequency and in length of the power outage, in the coming years due to climate change
patterns [35, 18]. The development of models that capture microgrid reliability over longterm power outage durations can help build a case for utilities to move towards a larger scale
of microgrid adoption than is presently witnessed [26].

2

We propose a mixed-integer linear program (MILP) that models the investment
economics, reliability and resilience of a utility-owned microgrid, operating in island mode.
The model provides a holistic objective function that captures the investment, fixed operation
and maintenance, power supply efficiency, reliability and resilience of the microgrid in terms
of a minimized total cost to the utility. This is accomplished by optimizing the location,
sizing, power supply assignment and total number of DGs and ESSs within a utility-owned
microgrid. We present the model in three versions, where each version builds upon the
previous version by incorporation more aspects of microgrid design than the previous:
1. A deterministic version of the model that uses single values for each parameter building power demand and PV-DG power output; this model only considers PV-DG.
2. A two-stage stochastic version of the model that accounts for the natural uncertainty
in building power demand and PV-DG power output at each hour of a 6am-6pm daytime horizon, and the effects of weather (cloud coverage) on the hourly PV-DG power
output; this model only considers PV-DG.
3. A multi-stage stochastic version of the model that considers ESS along with PV-DG.
For this model, a week-long (7 days where each day is stage in the model) power
outage is considered for the modeling horizon and the model accounts for the hourly
and weather (e.g., sunny, cloudy or overcast cloud coverage) uncertainty in daily DG
power output.

1.2

Literature Review

A literature review is performed where we highlight the following: (1) microgrid usage
for uninterrupted disaster relief power supply from the past decade; (2) recent modeling
techniques for optimal integration of distributed generation (DG) into microgrids and
distribution networks; (3) recent modeling techniques for optimizing microgrid reliability; (4)
the potential dangers (i.e., reverse power flow) of excess utility-scale renewable generation.

3

1.2.1

Microgrids for Natural Disaster Relief Power Supply

The past decade saw the beginning of utility-partnered microgrid development for disaster
relief power supply purposes. In 2011 a 9.0 magnitude earthquake and tsunami, led to
a three-day power outage in Sendai, Japan. Close to 60% of the loads in Sendai were
left without utility-provided power when the natural disasters damaged the main grid. The
Sendai microgrid, formed with utility partnership and PV-DG, was employed to help provide
disaster relief power to the teaching hospital of Tohuku Fukushi University [1]. Other
locations that are prone to widespread power outages, due to large-scale main grid damages
caused by natural disasters, have developed microgrids to help combat the same problem.
One such example is the PV-DG microgrid established at the Public Safety Headquarters
(PSHQ) of Montgomery County, Maryland. This microgrid was built to help ensure the
resiliency of the critical public services hosted at the county’s PSHQ, such as the Office of
Emergency Management and Homeland Security and the police station that serves the central
portion of the county; the microgrid went live in 2018 [39]. The occurrence of wildfires and
earthquakes led to the establishment of a three-fire station microgrid in Fremont, California.
The fire stations experienced issues with backup generators only lasting 72 hours before
replenishment. The addition of PV-DGs directly at the three fire station sites, thus forming
the microgrid, helps to extend the total possible hours of disaster power supply so that the
fire stations remain fully operational during an outage. This microgrid demonstrated the
value of islanding critical public infrastructure, such as the fire stations, and was the first
of its kind in the US where the DGs were established directly at the critical public building
[9]. From the research perspective, a novel distribution system approach using microgrids
to restore critical loads from a natural disaster-caused power outage is proposed in [7]; a
mixed integer linear program (MILP) is used and critical loads are prioritized in regard to
their importance to sustaining critical functions. The model we develop furthers the idea of
placing the PV-DGs directly at the critical public infrastructure, as shown by the Fremont
fire station microgrid [9], but we expand the type of critical public infrastructure to include
hospitals, gas stations, police stations and grocery stores; we refer to these as the critical
public buildings in this research. The model also prioritizes the critical buildings, as seen
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in [7], but we expand the objective function to capture the microgrid holistically unlike [7]
where the objective is strictly to maximize the critical loads restored post disaster.

1.2.2

Optimizing DG Integration into Microgrids and Distribution Networks

Recent literature, concerning the optimization of DG and ESS integration into microgrids
and distribution networks, has applied a range of modeling techniques. An in-depth review
concerning the various meta-heuristic and conventional techniques used in DG integration
optimization is presented in [11] and another in-depth review concerning optimization in
microgrids with hybrid energy systems is presented in [13]. Meta-heuristic optimization
techniques, such as particle swarm optimization (PSO), genetic algorithm (GA) and tabu
search, have been used for optimizing DG integration into microgrids [38, 37]. [38] applied
PSO to optimize the location of multiple DGs in a microgrid, with an aim to minimize
the power losses experienced in the network. [37] present a tabu search algorithm that
was applied to optimize the location and size of DGs within a distribution system, with
an aim to minimize the total costs (e.g., investment and operations costs). Conventional
optimization techniques, probabilistic methods and analytical techniques, have also been
used for optimizing DG integration into microgrids [51, 4]. The researchers in [51] used an
MIP to determine the optimal locations, sizes and mix of DGs within a microgrid, with an
aim to minimize the total costs of investment, operation and maintenance, fuel, emissions and
revenue which is subtracted in objective function. [4] developed a probabilistic load model to
determine the optimal locations and sizes of DGs within a distribution system, with an aim to
minimize the total costs of DG capital, operation and maintenance and service interruption.
Recent literature for optimizing DG and ESS integration (e.g., location and size) into
microgrids and distribution networks has objectives that capture (minimize/maximize) power
losses, system costs, demand met (reliability) and power generation; the objective functions
are typically expressed as power or energy amounts, or as costs in terms of total dollars. To
be the best of our knowledge, research studies that fully combine the mentioned objectives
into a holistic objective are few in number. The proposed model in this research combines
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these recent modeling objectives and provides a holistic objective function that captures the
costs and potential power losses of the microgrid, but also captures reliability and resilience,
all as a minimized total cost to a utility.

1.2.3

Optimizing Reliability in Microgrids

Microgrid reliability is the system’s ability to produce adequate power supply, and has been
measured through the use of various techniques such as the system average interruption
frequency index (SAIFI), the system average interruption duration index (SAIDI), the
customer average interruption frequency index (CAIFI), the expected energy not supplied
(EENS) and the loss of load expectation (LOLE) [27]. Researchers in [20] determine the
optimal capacities of ESSs in an islanded microgrid and minimize a version of SAIDI in
their objective for reliability optimization. By combining SAIFI, SAIDI and CAIFI, a new
index called system well-being (SWB) is created that captures both reliability and supplyadequacy concerns of a microgrid in the objective of [3]. Reliability evaluation indexes
have also been converted to costs and minimized in other work. For example, a version
of LOLE is used to measure microgrid reliability in [55], where ESS sizing is optimized
in a manner where net profit of the microgrid is maximized. [54] optimizes the capacities
and placements of distributed energy resources within a microgrid, and models EENS as a
reliability cost that is minimized in the objective; a cost for demand not supplied is used
as a parameter in the reliability objective cost function. Operational costs of a microgrid
are minimized with the use of an unmet demand penalty cost for reliability evaluation in
[16]. Most microgrid reliability optimization studies, such as those discussed above, account
for the hourly uncertainty in renewable power output and perform analysis over short-term
to medium-term outage situations. With the increase in the number of natural disasters
witnessed in the US due to climate change, we are witnessing an increase in the frequency
of long-term power outages [35, 18]. To the best of our knowledge, microgrid reliability over
the duration of a long-term (several days) power outage with daily weather (cloud coverage)
considerations has not been fully researched. Thus the proposed in this research model
evaluates microgrid reliability, using a variation of the EENS technique, from a long-term
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outage perspective and captures the hourly and daily weather (cloud coverage) uncertainty
in PV-DG power output.

1.2.4

Dangers of Excess Utility-scale Renewable Generation

As DG integration into the main grid continues to grow, research has been done to investigate
the potential dangers increased DG penetration can cause on already aging main grid
systems.

Investigating these potential dangers is even more critical when utility-scale

DG integration is considered, as is the case with this research. Main grid systems are
designed for unidirectional power flow, from power source to load. The integration of
DG creates the potential for reverse power flow (RPF) when PV-DG generation amounts
exceed the power demand at the generation site [42]. RPF can negatively affect protection
coordination and operation of line voltage regulators, and when RPF levels are high enough
from increased PV-DG output, this can offset the feeder load [21]. Researchers suggest
the use of bidirectional voltage regulators to ease the RPF issues but this can prove to be
costly due to the difficulty of installing bidirectional converters in an already fully designed
distribution system. Researchers have also suggested proper control and regulation of the
reactive power generated by the PV-DGs as a way to combat potential RPF levels [50, 29].
The proposed MS-CFLCP model addresses the potential of RPF within the microgrid by
minimizing the excess PV-DG penetration from the installed PV-DG sources.

1.2.5

Main Contributions

This research models the investment economics, reliability and resilience of a utility-owned
microgrid, operating in island mode, over the course of a week-long power outage by
optimizing the location, sizing, power supply assignment and total number of DGs and
ESSs within the microgrid. The main contributions of this research come from the multistage stochastic model in Chapter 4 and are as follows: (1) a holistic objective function
that captures the investment, fixed operation and maintenance, power supply efficiency
(minimizes potential distribution power losses), reliability (minimizes unmet demand within
the serviced network) and resilience (minimizes reverse power flow within the network) of an
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islanded DG+ESS microgrid in terms of a minimized total cost to a utility; (2) an exhaustive
solution framework that captures the hourly uncertainty in DG power output (hourly outputs
are aggregated to a daily total), as well as the effects of each day’s weather (e.g., sunny,
cloudy or overcast cloud coverage) on DG power output, for a long-term (week-long/7 days)
power outage horizon with 3,279 possible scenario combinations of day-and-weather. The
microgrid’s reliability performance is then shown by the percentage of scenarios (day-andweather combination), out of 3,279 possible, where unmet demand is 0 thus signifying 100%
demand coverage for the scenario. The model is designed from a utility perspective and
includes budget considerations for the microgrid investment costs. The model’s solutions
portray the total costs and reliability of various islanded microgrid configurations, based on
allocated utility budget options.

1.3

Model Naming Convention

The three models developed in this research are referred to as a single-source capacitated
facility location coverage problem (SS-CFLCP) and a multi-source capacitated facility
location coverage problem (MS-CFLCP) because they are all a combination of the classic
facility location problem (FLP) and location coverage problems (LCP). The deterministic
model uses a single-source approach, while the two stochastic models use a multi-source
approach. A single-source problem forces each power demand node to be supplied by only a
single DG and or ESS, while the multi-source problem allows a demand node to be satisfied
by 1 or more supply sources within the network. A capacitated FLP, as opposed to an uncapacitated FLP, is utilized due to the power output limitations of the DGs and or ESSs. The
location coverage problem is incorporated because the proposed model aims to supply/cover
as much demand as possible, given the specified constraints and limited number of DGs to
be opened within the network. This section describes the formulation of the FLP and LCP,
both of which are are employed by the model developed in this research.
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1.3.1

Facility Location Problems

The FLP aims to locate a set of facilities in a manner that minimizes the costs of the overall
supply chain network. FLPs address situations where located facilities supply resources,
or demand, to demand nodes within a given network; the located facilities are selected
from a set of potential location sites. The facilities come with fixed costs - the costs to
locate/open a facility at a potential site - and transportation costs - the costs to transport
resources or demand from an opened facility to that facility’s assigned demand node. The
further away from the facility the demand node is the higher the transportation costs, and
the more facilities located in the network the higher the fixed costs experienced. Thus,
the FLP’s objective is to assign demand nodes to facilities in a manner that minimizes the
transportation costs and the fixed costs within the supply chain network.
The FLP extends into two variants: the uncapacitated facility location problem (UFLP)
and the capacitated facility location problem (CFLP). UFLP assumes the facilities have
unlimited capacity and is thus the simpler for the two FLP variants. Without any capacity
constraints, assigning demand nodes to opened facilities becomes a much easier task and
the main focus shifts towards assuring the transportation costs of the objective are lowered.
The CFLP takes the FLP and assigns capacity constraints to the located facilities within the
network. These capacities limit how much supply each facility has, thus limiting how much
demand within the network each facility can cover or account for. The facilities’ capacities
and demand nodes’ demands are assumed to be known deterministic parameters [43].
As is the case with the FLP, the CFLP also has two variants: the multi-source capacitated
facility location problem (MS-CFLP) and the single-source capacitated facility location
problem (SS-CFLP). Facilities abide by capacity limitations in both the MS-CFLP and
the SS-CFLP. The difference between the SS-CFLP and MS-CFLP is how demand nodes
are supplied resources. MS-CFLP allows for demand nodes to be supplied resources by more
than one facility, where as SS-CFLP restricts the supply of resources to only a single facility
for each demand node. The SS-CFLP is common in situations where multiple deliveries may
increase the difficulty of maintaining and updating inventory, which in-turn can lead to an
increase in total cost of the supply chain [43]. The SS-CFLP is a more difficult problem
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to solve than the MS-CFLP because it requires binary decision variables. In addition, the
SS-CFLP assumes the transportation costs within the supply chain are linear based on the
amount of demand transported and the production costs of a facility are also linear in the
amount of demand produced [43]. As described by Silva, let I = 1, ..., n be a given set of
demand nodes supplied by facilities from a given set J = 1, ..., m of potential facility location
sites, let fj be the fixed cost of opening a facility at site j, let cij be the cost of assigning
site j to demand node i, let ai and bj be the demand and capacity of each demand node and
facility respectively. The SS-CFLP can then be modeled as follows:

 1
Yj =
 0

 1
Xij =
 0
min

if facility j is opened
otherwise
if facility j serves customeri
otherwise
n X
m
X

cij Xij +

i=1 j=1

s.t.

n
X

m
X

f j Yj

(1.1)

j=1

ai Xij ≤ bj Yj

∀j

(1.2)

Xij = 1

∀i

(1.3)

Xij ∈ {0, 1}

∀i, ∀j

(1.4)

∀j

(1.5)

i=1
m
X
j=1

Yj ∈ {0, 1}

Equation (1.1) is the objective function and minimizes the total cost of assigning demand
nodes to open facilities and the cost of opening the facilities. Equation (1.2) ensures the
demand covered by a facility does not exceed the facility’s capacity and that demand nodes
are only assigned to opened facilities. Equations (1.3) ensures that each demand node is
assigned to only one facility, thus making this a single-source problem. Equation (1.4) and
(1.5) ensure the decision variables are binary.
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1.3.2

Location Coverage Problems

LCPs aim to optimize the demand covered or supplied within a network based on the concept
of acceptable proximity [30]. In LCPs, a maximum value is generally placed on distance or
travel time and thus, proximity is usually dictated by distance or time traveled. A service
is considered acceptable if it is provided by a facility within the given maximum. LCPs can
be classified by several criteria such as the objective of the LCP. Objective based LCPs can
be divided into two categories: set covering problems (SCP) and maximal covering problems
(MCP). SCPs aim to minimize the number of facilities opened/located in order for all the
network demand to be fully covered or supplied. MCPs aim to maximize the network demand
covered given a limited number of facilities to locate/open [30]. The MCP acknowledges that
full coverage of a network may require excessive resources and thus does not force complete
coverage of all demand within the network [30]. As described by Church and ReVelle, let
I = 1, ..., n be a given set of demand nodes supplied by facilities from a given set J = 1, ..., m
of potential facility location sites, let ai be the amount of demand for demand node i and let
p be the number of facilities to be opened/located [8]. Let S be the distance beyond which
a demand node is not considered covered, let cij be the shortest distance from demand node
i to facility j and let Ni be the set of facilities eligible to cover or supply demand node i;
Ni = j ∈ J|dij ≤ S, which states that a demand node is considered covered when the closest
facility to the demand node is within the maximum value of S [8]. The MCP can then be
modeled as follows:

 1
Yj =
 0

 1
Xi =
 0

if facility j is opened
otherwise
if demand node i is covered
otherwise
max

n
X
i=1
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ai X i

(1.6)

s.t.

Ni
X
j=1
m
X

Yj ≥ Xi

∀i

Yj = p

(1.7)
(1.8)

j=1

Xi ∈ {0, 1}

∀i

(1.9)

Yj ∈ {0, 1}

∀j

(1.10)

Equation (1.6) is the objective function and maximizes the total demand covered within
the network. Equation (1.7) ensures that a demand node i is covered when at least one
facility in set Ni is located. Equation (1.8) ensures that the total number of facilities located
is restricted to exactly p. Equations (1.9) and (1.10) ensure the decision variables are binary.
MCPs provide a solution for the maximum demand that can be covered and the p facilities
used to achieve that coverage.
By combining the FLP and LCP we develop the three models in this research as a
single-source capacitated facility location coverage problem (SS-CFLCP) and a multi-source
capacitated facility location coverage problem (MS-CFLCP). The deterministic model is
referred to as the SS-CFLCP and the stochastic models are referred to as MS-CFLCP where
one is a two-stage stochastic model and the other is a multi-stage stochastic model. The
following chapters describe each of the three models in detail, with model formulation, case
studies and results included.

12

Chapter 2
Deterministic Model without Storage
We propose a single-source capacitated facility location coverage problem (SS-CFLCP) for
the optimization of a utility-based microgrid, under a large-scale grid disturbance scenario.
A single-source, as opposed to a multiple-source, forces each demand node/critical public
building to be supplied by only a single DG. The single-source problem is generally more
challenging because the decision variables are binary, but is considered typical for real life
situations where multiple deliveries maybe involved [43]. We use a capacitated problem, as
opposed to an un-capacitated problem, due to the generation limitations of the DGs. We
incorporate the location coverage problem because the proposed model aims to supply/cover
as much demand as possible, given the specified constraints. This section describes the
formulation of the SS-CFLCP, which employs a combination of the single-source facility
location problem described in Silva and De La Figuera [43] and the location coverage
problem described in Marianov and Serra [30], Church and ReVelle [8]. Furthermore, this
section states the assumptions of the developed SS-CFLCP model and describes the model
formulation by defining the variables, objectives and constraints. The nomenclature used
within the model is explained in Table 2.1.
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Table 2.1: Nomenclature for the SS-CFLCP model.
Index

Description

Sets
i

Set of electricity demand nodes {1..n}, where n = 25

j

Set of potential DG nodes/locations {1, 2, ..., m}, where m = 25

Variables


1 if a DG is installed at node j
0 otherwise



1 if node i is supplied by j
0 otherwise

Dj =
Xij =
Parameters
a

Minimum number of PV-DGs required for microgrid establishment

B

Budget utility can use to establish the microgrid

δi

Power demand for each demand node i (W)

αj
ωj

Size for each PV-DG j (W)
Power output for each PV-DG j (W)

φj

Cost of operation and maintenance for each PV-DG j ($/W)

λj

Penalty cost for excess PV-DG j power ($/W)

ψi

Penalty cost for not meeting/supplying power to demand node i
($/W); the more important the demand node, the higher the penalty
cost

γj

Investment costs of a utility-owned PV-DG j ($/W); investment
includes the costs for the modules, inverter, balance of system
structural and electrical components, installation labor, taxes,
overhead, land acquisition and permitting, inspection, transmission
lines and interconnection

cij

An n × m matrix of the distances from demand nodes i to PV-DG
location j, where the distances serve as power distribution distance
costs
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2.1

Single-souce Capacitated Facility Location Problem (SS-CFLCP)

The SS-CFLCP proposed assumes the following: (1) the maximum number of locatable DGs
is known; (2) the candidate nodes for locating DGs are known and assumed to be within an
already interconnected distribution network; (3) the generation power and electricity outputs
of the DGs are known; (4) the model is deterministic with constant levels of electricity
generation and flow within the already assumed interconnected distribution network; (5)
the model models a worst-case or large-scale grid disturbance scenario, where the employed
microgrid is operating in island mode; (6) the PV-based DG microgrid provides day-time
electricity, while backup generators (each demand node/critical public building is assumed
to posses a backup generator) provide electricity during night-time; (7) DGs generate and
output their full capacity, thus DGs can output more electricity than needed for the annual
day-time network demand; (8) the demand for each demand node/critical public building is
fully met by only one installed DG [43]; (9) the utility has a pre-determined budget to abide
by when establishing the microgrid within the network.
The model contains a given set of demand nodes/critical public buildings, that also
serve as potential DG location sites within the network. Each demand node/critical public
building has an electricity demand and a penalty cost suffered if the electricity demand of
the node is not met/supplied by the model. Since the demand nodes/critical public buildings
are prioritized, the penalty cost is higher for demand nodes/critical public buildings with a
higher priority. Each potentially installed DG has a generation power and electricity output,
a cost for installing the DG, a cost for operation and maintenance and a penalty cost for
excess DG penetration that may occur from the DG. For this research, it is desired that at
least one DG is installed. Lastly, there is a transportation cost, based on euclidean distance,
between each demand node/critical public building and potential DG location site.
For each potential DG location site, a decision must be made to either install or not install
a DG. Also, a decision must be made on which demand nodes/critical public buildings are
supplied electricity by which installed DG(s). Given the decision variables, the objective
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function and constraints of the complete model are described as follows:
"
min

m
X

#

"

γj αj Dj +

j=1

"
+

+

n
X

ψi δi −

m
X

n X
m
X

δi Xij φj Dj +

"

n X
m
X

#
cij Xij

i=1 j=1

#
ψi δi Xij

(2.1)

i=1 j=1

λj ωj Dj −

j=1

s.t.

#

i=1 j=1

i=1

"

n X
m
X

m
X
j=1
m
X

n X
m
X

#
λj δi Xij

i=1 j=1

Xij ≤ 1

∀i

(2.2)

Dj ≥ a

(2.3)

γj αj Dj ≤ B

(2.4)

j=1
m
X
j=1

Xij ≤ δi

∀i, ∀j

(2.5)

∀j

(2.6)

Dj ∈ {0, 1}

∀j

(2.7)

Xij ∈ {0, 1}

∀i, ∀j

(2.8)

n
X

δi Xij ≤ ωj Dj

i=1

Equation (1) is the objective function and minimizes 5 objectives. The first objective
minimizes the total cost of installing DGs:
m
X

γj αj Dj

(2.9)

j=1

This objective minimizes the number of DGs installed to meet as much of the demand as
possible, and is determined by computing the product of the DG installation costs (γj ) and
the generation power (αj ) of each DG (Dj ), summed for all DGs. The second objective
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minimizes the total cost of operation and maintenance of the DGs:
n X
m
X

δi Xij φj Dj

(2.10)

i=1 j=1

This objective is determined by computing the product of the summed demand (δi ) met by or
assigned to each specific DG (Xij , which is binary) and the operation and maintenance cost
(φj ) of each DG (Dj ), summed for all DGs. The operation and maintenance costs (φj ) of this
second objective are determined as a percentage of the DG installation costs (γj ) of the first
objective [12]. Thus, a decrease in the installation cost objective (first objective) will lead to
a decrease in the operation and maintenance cost objective (second objective). Furthermore,
an increase in the installation cost objective will lead to an increase in the operation and
maintenance cost objective. The third objective minimizes the total electricity distribution
costs:

n X
m
X

cij Xij

(2.11)

i=1 j=1

This objective reduces the distribution losses experienced as electricity travels from DG to
demand node/critical public building and is determined by computing the product of the
summed distance costs from demand node/critical public building i to DG location j (cij electricity distribution costs converted from i to j distances) and the coverage/assignment of
demand node/critical public building i to DG location j (Xij , which is binary). The fourth
objective, one our main research contributions, minimizes the total network power outage
(unmet demand) during a large-scale grid disturbance:
n
X
i=1

ψi δi −

m
n X
X

ψi δi Xij

(2.12)

i=1 j=1

Minimizing power outage (unmet demand) levels is not typically an objective of focus in such
optimization studies [11] and thus is one of our main research contributions. To incorporate
this objective, a penalty cost for not meeting/supplying a demand node/critical public
building i (ψi ) is applied; the more important the demand node/critical public building, the
higher the penalty cost. This objective is determined by subtracting the summed demand (δi )
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met by or assigned to a specific DG (Xij , which is binary), from the summed demand (δi ) of
the of the entire network, and then applying the the penalty cost for not covering/supplying
electricity to a demand node/critical public building (ψi ). In other words, the network
demand met/supplied is subtracted from the total network demand and that difference is
then multiplied by the unmet demand penalty cost. This fourth objective cost function
is dependent upon the electricity demand met by each DG (δi Xij ), which is bounded as
described in equation (6), and the demand of each demand node/critical public building (δi )
which is provided by the data and constrained as described in equation (5); equations (5)
and (6) are explained at the end of this section.
The fifth and final objective, another main contribution of our research, deals with excess
DG penetration within the network. Distribution systems are designed for radial operation
but it has become well known that implementing renewable DGs may cause negative impacts,
such as RPF, to the network and thus pre-planning for such impacts is vital [21]. Preplanning for such impacts becomes even more important when considering utility-scale
renewable DG penetration [29], as is considered in this research. Most DG penetration
impact studies focus on quantifying the extent of the issues and providing utilities with
guidelines, tools, and processes to help manage such issues [21, 29]. The model developed in
this research aims to mitigate the potential RPF issue by minimizing the amount of excess
renewable penetration (RPF amounts) experienced within the network:
m
X
j=1

λj ωj Dj −

n X
m
X

λj δi Xij

(2.13)

i=1 j=1

This objective is determined by subtracting the product of the summed demand (δi ) met by
or assigned to each specific DG (Xij , which is binary) from the summed electricity generation
(ωj ) of all DGs (Dj s), and then applying the penalty cost for excess DG penetration (λj ).
In other words, the network demand met/supplied is subtracted from the total electricity
generated within the network and that difference is then multiplied by the excess power cost.
This fifth objective cost function is dependent upon the electricity demand met by each DG
(δi Xij ), which is bounded as described in equation (6), and the electricity output of each DG
(ωj Dj ) which is provided by the data. The unmet demand cost objective (fourth objective)
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and this excess power cost objective (fifth objective) both depend on how much network
demand is met/supplied (δi Xij ). Thus, an increase in the network demand met/supplied
will lead to a decrease in the unmet demand cost objective and in this excess power cost
objective. Furthermore, a decrease in the network demand met/supplied will lead to an
increase in the unmet demand cost objective and can lead to an increase in this excess power
cost objective depending on what size DG system is installed.
Equation (2) is a demand constraint ensuring that each demand node/critical public
building i is assigned to/supplied electricity by at most one DG j. Equation (3) is a constraint
ensuring that the total number of installed DGs (Dj s) is greater than or equal to the predetermined number of DGs the utility desires to install (a); this research assumes at least
one DG is installed, thus a ≥ 1. Equation (4) is a budget constraint that ensures the total
installation cost (γj αj Dj ) is less than or equal to what the pre-determined utility budget
(B) allows. Our problem is modeled from the perspective of a utility attempting to meet
network demand during a disturbance. Including a budget that limits the installation costs
helps make the cost minimization problem more practical to how a utility would approach
establishing a microgrid. An unbounded installation cost would imply that the utility has no
limits on how much it is able to spend when establishing the microgrid, which is not realistic
due to the business considerations a utility has. Thus, this budget constraint is included as
another main contribution of our research because it captures a major business focus of the
utility company. Equation (5) is a demand assignment constraint ensuring that a demand
node/critical public building is only assigned to a DG if that demand node/critical public
building actually has a demand. Equation (6) is a DG constraint ensuring that the total
electricity demand met by each DG (δi Xij ) must be less than or equal to the electricity
output of the DG (ωj Dj ), and that demand can only be met/supplied by an installed DG,
for all DGs. Equation (7) and (8) ensure that the installing of DGs and the assignment
of demand nodes/critical public buildings to DGs, is binary, for all demand nodes/critical
public buildings and DGs. A case study applying the developed SS-CFLCP model is detailed
in the following section.
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2.2

Case Study: Deterministic Model

A network, composed of a 25-node city grid in Tennessee, is used as a case study for this
research. The 25 nodes that the network is comprised of are all critical public buildings that
provide essential services. There are 5 hospitals, 5 fire departments, 7 large-scale grocery
stores, 4 gas stations and 4 police stations. A distance matrix is developed using the longitude
and latitude coordinates of each node [22]. Annual electricity demands for the critical public
buildings are adopted from the U.S. Energy Information Administration (EIA) survey data
for commercial buildings within the southern region of the country [48]. Since the electricity
generated from the PV-based DG systems in the microgrid is assumed to only provide daytime demand, the annual demands for each building are multiplied by 0.56 to account for
the fact that the area of Tennessee the grid encompasses has an annual ‘%sun’ total of 56%;
‘%sun’ is a measure of the percentage of time, between sunrise and sunset, that sunshine
reaches the ground [33]. All buildings for each type of critical public building have the same
demand (i.e., all hospitals have the same demand and all fire departments have the same
demand). The total annual and daytime electricity demands for each building can be viewed
in Table 2.2.
The generation power and cost of each PV-based DG system is based on data provided
by the National Renewable Energy Laboratory (NREL). NREL data is used as opposed
to data from public sector integrators such as SolarCity, Sunrun, and Vivint Solar because
these integrators account for sold and leased PV-based DG systems. Reported costs for
leased systems span the life of the lease rather than the period in which the system is
sold, thus making it difficult to accurately determine the true costs at the time of sale
[15]. PV-based DG systems of 500 kW, 1 MW and 5 MW are used this research. The
electricity output of each system is computed using NREL’s PVWatts calculator, which
estimates the energy production of grid-connected PV-based DG systems based on the solar
radiation in the specific location (Tennessee) [36]. Each of the 25 nodes within the network
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Table 2.2: Electricity Demand for the South Region of the US.
Annual Demand Annual Demand
Annual Daytime
per Bldg (kWh)
per Bldg (W)
Demand per Bldg (W)
Hospital
7,750,000
884,703
495,434
Fire Station
282,051
32,198
18,031
Grocery Store
271,605
31,005
17,363
Gas Station
65,217
7,445
4,169
Police Station
282,051
32,198
18,031

Building Type

21

can potentially have a PV-based DG system installed through rooftop-mounting or groundmounting. NREL’s benchmark assumptions for the PV sector are that 3 kW - 2 MW PVbased DG systems can be rooftop-mounted and anything greater than 2 MW is a groundmounted system where land acquisition is required [15]. For our research, a 500 kW system
can be installed on gas stations, a 1 MW system on police and fire stations and a 5 MW
system on hospitals and large-scale grocery stores. Thus, for hospitals and large-scale grocery
stores, land acquisition is included in the cost for locating a PV-based DG system at the
site. Electricity outputs for each PV-based DG system, presented by month for the state of
Tennessee, can be viewed in Table 2.3.
The costs for each PV-based DG system used for this research include the following: (1)
the cost to install a PV-based DG system, expressed in $/W; (2) the cost of operations and
maintenance of each DG, which is set at 3% of the cost to install a system and is expressed
in $/W [12]; (3) the penalty cost applied for excess DG penetration, which is assumed to
be half the cost to install a PV-based DG system and is expressed in $/W; (4) the penalty
cost applied for unmet demand, which is higher for more important buildings and is also
expressed in $/W. The unmet demand penalty cost is arbitrarily assigned for each building
type based on what we, as the researchers, view as the importance hierarchy of the building
types. We view hospitals as the most important during a large-scale grid disturbance and
thus assign hospitals the highest unmet demand penalty cost. Grocery stores are viewed as
the second most important building type. We assign police stations and fire stations the
same level of importance, and thus the same unmet demand penalty cost, because the these
two building types have the same electricity demand based on the EIA survey data. Gas
stations are viewed as the least important during a large-scale grid disturbance and are thus
assigned the lowest unmet demand penalty cost.
We design the unmet demand penalty cost based on an importance hierarchy for
practicality purposes. Since the utility-based microgrid we model is under a large-scale grid
disturbance scenario, where the microgrid is operating in island mode, decisions would have
to be made as to what critical public buildings are covered, especially since there is a budget
constraint that limits the electricity output of the microgrid. As a result, incorporating
an importance hierarchy allows for the model to decide what critical public buildings are
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Table 2.3: PV-based DG system Generation for Tennessee.
PV-based DG system Size
January
February
March
April
May
June
July
August
September
October
November
December
Annual Electricity Production (kWh)
Annual Electricity Output (W)
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500 kW
40,174
40,202
57,646
60,472
69,881
68,626
65,794
67,320
58,242
53,533
44,030
36,949
662,869
135,125

1 MW
80,347
80,404
115,292
120,944
139,761
137,251
131,589
134,640
116,485
107,066
88,059
73,898
1,325,736
270,250

5 MW
401,737
402,020
576,460
604,720
698,806
686,256
657,942
673,202
582,423
535,330
440,295
369,489
6,628,680
1,351,248

covered based on penalization that still leads to the most optimal minimized total cost.
The unmet demand penalty costs can be adjusted to the specific desires of the utility and
the network the utility serves. The system power and costs for each PV-based DG system
can be viewed in Figure 2.1 (a). The operations and maintenance costs are minor when
compared to the other costs, but are included in the model for practicality purposes. A
utility establishing a microgrid would have to consider the operation and maintenance costs,
thus our developed model accounts for these costs. Even if only in minor amounts, the
operation and maintenance costs still add to the overall total cost objective solution of the
model. The unmet demand and excess DG penetration penalty costs for each building can
be viewed in Figure 2.1 (b) and Figure 2.2 respectively. Both penalty costs are displayed as
”High”, ”Medium” and ”Low”, which signifies the sensitivity levels of the penalty cost. The
sensitivity levels help show how sensitive the results are to changes within these two penalty
cost parameters. This is later discussed in the sensitivity analysis of the results. The next
section provides and discusses the results of the case study.

2.3

Results: Deterministic Model

The developed SS-CFLCP model is solved using CPLEX solver 12.8 on a 2.9 GHz Intel Core
i7 and the results are presented in Table 2.4 based on budget (B) amount. Budgets of $1,
$5, $10, $15, $20 and $50 million are used. A budget of $1 million is used as the lowest
possible budget amount because the cheapest microgrid possible is one with a single 500
kW system at an investment of $875,000 as shown in the table; the model requires that the
microgrid contain at least one installed DG. The optimal solutions show no improvement for
any budget amount greater than $15 million. Even with a budget of $50 million, which would
financially allow the utility to install 7 total 5 MW DG systems at a cost of $6.8 million each,
the optimal solution at the $50 million budget results in the installation of the same two 5
MW DG systems (DGs 2 and 15) as that of the $15 million budget. This is because the
additional installation costs of another PV-based DG system would increase the total cost
to a sub-optimal solution. As a result, the total cost minimization objective function finds
no improvement for any budget above $15 million, even if the installation cost function was
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(a) Microgrid system costs by system power.

(b) Unmet demand penalty cost by sensitivity levels.

Figure 2.1: Microgrid model cost data for operation and maintenance (O&M), excess power
penalty, investment, and unmet demand penalty costs.
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Figure 2.2: Excess power penalty cost for each building type at each sensitivity level.
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unbounded. Thus, the $20 and $50 million budget results are not presented in Table 2.4. The
optimal solutions for a $5 million budget showed no improvement over $1 million budget and
thus the $5 million budget results are also not presented in Table 2.4. The results display the
following information: (1) the investment cost, which is total cost of installing the DG(s); (2)
the optimal solution (total cost); (3) the installed DG(s), which are the determined optimal
locations within the network to establish DGs upon; (4) total network demand met and
unmet for each optimal solution (expressed as a percentage); (5) the demand met for each
type of critical public building (expressed as a percentage). Matrices detailing which DG is
installed for each solution, and which critical public buildings are covered by or assigned to
each installed DG are provided at can be viewed in the assignment matrix. Installed DGs
are denoted with a ”1” and highlighted orange, while closed DGs are denoted with a ”0”.
Similarly, critical public buildings covered by or assigned to an installed DG are denoted with
a ”1” under that DG and highlighted orange, while non-covered critical public buildings are
denoted with a ”0”.
A sensitivity analysis is performed on the unmet demand penalty cost, an arbitrarily
assigned parameter, that relates to the fourth objective (minimize total network power
outage/unmet demand) which is one of our main research contributions. We use three
levels for the parameter: high, medium, and low. Figure 2.1 displays the costs for each
critical public building at each sensitivity level of the parameter. The results are similar
across all budget options for the ”Low” and ”Medium” levels. At the ”Low” level, the
optimal location is either DG 20 or DG 18, both of which are gas stations. The optimal
solution is a minimized total cost of $3,442,640.85 for budgets of $1 and $15 million, and
$3,442,641.74 for a budget of $10 million. All budget options at the ”Low” level cover 100%
of the grocery store demand and 75% of the gas station demand, but do not cover any
demand for the hospitals, fire stations or police stations. Overall, 5% of the total network
demand is met and 95% is unmet. The same situation is witnessed at the ”Medium” level
except the optimal solution increases to a minimized total cost of $13,680,881.65 for the $1
and $10 million, and $13,680,882.54 for a budget of $15 million. The increase witnessed with
the objective solution is caused by the increase in unmet demand penalty cost amount from
the ”Low” level to ”Medium” (see Figure 2.1).
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Table 2.4: Model Solutions with Unmet Demand Sensitivity Analysis.
Unmet Demand
Penalty Cost Level
Investment Cost
Optimal Solution (Total Cost)
Installed DG
Total Network Demand Met
Total Network Demand Unmet
Hospital Demand Met
Fire Station Demand Met
Grocery Store Demand Met
Gas Station Demand Met
Police Station Demand Met
Investment Cost
Optimal Solution (Total Cost)
Installed DG
Total Network Demand Met
Total Network Demand Unmet
Hospital Demand Met
Fire Station Demand Met
Grocery Store Demand Met
Gas Station Demand Met
Police Station Demand Met
Investment Cost
Optimal Solution (Total Cost)
Installed DG
Total Network Demand Met
Total Network Demand Unmet
Hospital Demand Met
Fire Station Demand Met
Grocery Store Demand Met
Gas Station Demand Met
Police Station Demand Met

High

Medium

Low

B = $1 million

B = $10 million

B = $15 million

$875,000.00
$26,478,682.65
20
5%
95%
0%
0%
100%
75%
0%
$875,000.00
$13,680,881.65
20
5%
95%
0%
0%
100%
75%
0%
$875,000.00
$3,442,640.85
20
5%
95%
0%
0%
100%
75%
0%

$6,800,000.00
$21,756,745.17
4
46%
54%
40%
100%
100%
100%
100%
$875,000.00
$13,680,881.65
20
5%
95%
0%
0%
100%
75%
0%
$875,000.00
$3,442,641.74
18
5%
95%
0%
0%
100%
75%
0%

$13,600,000.00
$18,933,733.59
2 , 15
82%
18%
80%
100%
100%
100%
100%
$875,000.00
$13,680,882.54
18
5%
95%
0%
0%
100%
75%
0%
$875,000.00
$3,442,640.85
20
5%
95%
0%
0%
100%
75%
0%
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We begin to see variation within the results at the ”High” level of the unmet demand
penalty cost. At a budget of $1 million, the results resemble those of the ”Low” and
”Medium” levels where the optimal solution is a single DG microgrid, with the DG being a
500 kW system (DG 20) installed at a gas station. The investment cost, demand met and
demand unmet within the network are exactly the same as well. The optimal solution (total
cost) nearly doubles when compared to the $13,680,881.65 of the ”Medium” level budget
options. This is due to the increase in unmet demand penalty cost, which is doubled for
the ”High” level when compared to the ”Medium” (see Figure 2.1). When a $10 million
budget is used at the ”High” level, improvements are finally witnessed. The investment
cost increases to $6.8 million because the optimal DG selected is a 5 MW system (DG 4),
versus the 500 kW systems selected at the ”Low” and ”Medium” levels. The total electricity
demand met within the network improves from 5% to 46% and we observe that all critical
public buildings are covered except for three of the five hospitals. Most importantly however,
we see an improvement in the optimal solution of about $5 million. Improvements continue
to be seen when the budget increases to $15 million. The investment cost doubles to $13.6
million because two 5 MW PV-based DG systems (DGs 2 and 15) are selected at optimality
now. The total demand met within the network increases to 82% and all critical public
buildings are covered expect for one hospital. The optimal solution also improves by about
$3 million over the ”Medium” level solution.
Figure 2.3 displays the demand-coverage map for the $15 million budget under the ”High”
level. The yellow highlighted buildings represent the optimal DG locations (ID 2 and 15)
within the network. The dotted line shapes represent the critical public buildings whose
demand is met by the PV-based DG highlighted in yellow. The solution only has one
critical public building, DG 3, with unmet demand. This same critical public building is not
covered in any of the solutions at any of the sensitivity levels. Even with hospitals such as
DG 3 having the highest unmet demand penalty cost, the model can opt to leave a hospital
uncovered if the other costs involved with covering that hospital (installation, operation and
maintenance, distribution and excess power (RPF) costs) would increase the total cost to a
sub-optimal solution. This is what would happen if critical public building DG 3 were to
be covered. The lack of coverage for this critical public building is due to its large demand,
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which is tied for the highest along with the other four hospitals, and its far distance when
compared to other critical public buildings within the network. Meeting the demand for
DG 3 would require installing another 5 MW DG, as the 1 MW and 500 kW sizes would be
too small to cover DG 3’s annual demand. Installing another 5 MW DG would lead to an
increase in excess DG penetration, which in-turn can significantly increase the overall cost
due to the excess power penalty cost our developed model applies. Increasing the excess DG
penetration also weakens the reliability of the grid because it increase RPF amounts within
the distribution network. In addition, meeting the electricity demand of DG 3, which is
further away in distance from the optimally installed DGs (ID 2 and 15), would increase the
total distribution costs within the network in a manner that worsens the optimal solution.
As a result, the model accepted the penalty cost of not meeting the electricity demand of
DG 3 in order to assure that as much network demand was met with the overall total costs
also minimized.
A sensitivity analysis is also performed on the excess DG penetration (i.e., RPF) penalty
cost, which is assumed to be half the cost to install a PV-based DG system. This parameter
relates to the fifth objective (minimize RPF amounts caused by excess DG penetration)
which is another one of our main research contributions. We evaluate how sensitive the
results are to an excess DG penetration cost that is equal to the cost of installing a PVbased DG system (”Medium” level) and greater than the cost of installing a PV-based DG
system (”High” level). At the ”High” level, the excess DG penetration cost is set at 1.5
times the cost of installing a PV-based DG system. Recall Figure 2.2, which displays the
excess DG penetration costs for each critical public building at each sensitivity level of the
parameter, where the ”Low” level represents the assumed cost of excess DG penetration as
half of the cost to install a PV-based DG system. The results are displayed in Table 2.5 with
the exclusion of the demand met percentages. The demand met percentages are identical for
each installed DG in Table 2.5 as they are to those in Table 2.4. For example, demand met
percentages for network, hospital, fire station, grocery store, gas station and police station
for a solution where the installed DG is DG 20, are identical for Table 2.5 results as they are
for an installed DG 20 solution in Table 2.4. The results in Table 2.5 at each ”Low” level
of excess power, for each respective unmet demand penalty cost level, are as shown in Table
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Figure 2.3: Demand-coverage map for $15 million budget solution under ”High” sensitivity
level; this is the optimal solution.
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2.4. These are the results of the assumed cost for the excess power penalty cost (assumed
half of the cost to install a PV-based DG system). For the ”Low” and ”Medium” levels of
the unmet demand penalty cost, there is minimal difference between the optimal solutions
at each level of the excess power penalty cost and across the budget options. For all budget
options at the ”Low” level of the unmet demand penalty cost, all the solutions are about $3.4
million across all excess power penalty cost levels. Additionally, for all budget options at the
”Medium” level of the unmet demand penalty cost, all the solutions are about $13.6 million
across all excess power penalty cost levels. This means the excess power penalty cost level
has minimal to no effect on the optimal solution (total cost) at the ”Low” and ”Medium”
levels of the unmet demand penalty cost. We begin to notice the effect of the excess power
penalty cost at the ”High” level of the unmet demand penalty cost. For example, at a budget
of $15 million, the optimal solution (total cost) goes from $18.9 million, to $19.2 million,
to $19.5 million for the ”Low”, ”Medium” and ”High” excess power cost levels respectively.
A $15 million budget still provides the best solution across all levels of the excess power
penalty cost as it does across all levels of the unmet demand penalty cost.
The excess power amounts and the cost of excess power at each level of sensitivity are
provided in Table 2.6 or the each budget solution. With a budget of $15 million, the optimal
solution is a microgrid with DGs 2 and 15 installed for a total generation of 2,702,496 W.
The optimal solution finds 82% of the total network demand is met/supplied as shown in
Table 2.4. The difference between the total generation of DGs 2 and 15, and the 82% of the
network demand met is 420,268 W; this is the excess power (RPF) experienced for the optimal
solution. The costs of this excess power are $285,782.28, $571,564.56 and $857,346.84 at the
”Low”, ”Medium” and ”High” levels of the excess power penalty cost respectively; these
are the costs of the fifth objective for the model. Minimizing the excess power is included
as one of our main research contributions because it helps strengthen the resilience of the
traditional grid. An excess power cost of $285,782.28 accounts for about 1.5% of the optimal
solution/total cost ($18,933,733.59), meaning the model successfully minimizes the excess
power amounts (fifth objective) while still meeting 82% of the total network demand (24/25
critical public buildings covered). Ultimately, this shows the model’s ability to address both
the unmet demand and excess power objectives.
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Table 2.5: Excess DG Penetration Sensitivity Analysis.
Unmet Demand Penalty Cost Level - High
Excess Power
Penalty Cost Level
Investment Amount
Optimal Solution (Total Cost)
Installed DG
Investment Amount
Optimal Solution (Total Cost)
Installed DG
Investment Amount
Optimal Solution (Total Cost)
Installed DG

$875,000.00
$6,800,000.00
$26,480,567.40
$21,838,187.41
20
4
$875,000.00
$6,800,000.00
Medium
$26,479,625.02
$21,797,466.29
20
4
$875,000.00
$6,800,000.00
Low
$26,478,682.65
$21,756,745.17
20
4
Unmet Demand Penalty Cost Level - Medium
B = $1 million

Medium

Low

$13,600,000.00
$19,505,292.63
2 , 15
$13,600,000.00
$19,219,513.11
2 , 15
$13,600,000.00
$18,933,733.59
2 , 15

B = $15 million

$875,000.00
$13,682,766.40
20
$875,000.00
$13,681,824.02
20
$875,000.00
$13,680,881.65
20
Low

$875,000.00
$13,682,766.40
20
$875,000.00
$13,681,824.02
20
$875,000.00
$13,680,882.54
18

B = $1 million

B = $10 million

B = $15 million

$875,000.00
$3,444,525.60
20
$875,000.00
$3,443,583.22
20
$875,000.00
$3,442,640.85
20

$875,000.00
$3,444,526.49
18
$875,000.00
$3,443,584.12
18
$875,000.00
$3,442,641.74
18

$875,000.00
$3,444,525.60
20
$875,000.00
$3,443,583.22
20
$875,000.00
$3,442,640.85
20

$875,000.00
$13,682,766.40
20
$875,000.00
Medium
$13,681,824.02
20
$875,000.00
Low
$13,680,881.65
20
Unmet Demand Penalty Cost Level -

High

B = $15 million

B = $10 million

High

Excess Power
Penalty Cost Level
Investment Amount
Optimal Solution (Total Cost)
Installed DG
Investment Amount
Optimal Solution (Total Cost)
Installed DG
Investment Amount
Optimal Solution (Total Cost)
Installed DG

B = $10 million

High

Excess Power
Penalty Cost Level
Investment Amount
Optimal Solution (Total Cost)
Installed DG
Investment Amount
Optimal Solution (Total Cost)
Installed DG
Investment Amount
Optimal Solution (Total Cost)
Installed DG

B = $1 million

Table 2.6: Excess Power Amounts and Costs by Sensitivity Level for each Budget Solution
at the ”High” Unmet Demand Penalty Cost Level.
Installed DG
Total Generation (W)
Total Network Demand Met (W)
Excess Power/RPF (W)
RPF Cost at ”Low” Level
RPF Cost at ”Medium” Level
RPF Cost at ”High” Level

B = $1 million B = $10 million
20
4
135,125
1,351,248
134,048
1,291,360
1,077
59,888
$942.77
$40,723.59
$1,885.53
$81,447.19
$2,828.30
$122,170.78
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B = $15 million
2 , 15
2,702,496
2,282,228
420,268
$285,782.28
$571,564.56
$857,346.84

Chapter 3
Two-stage Stochastic Model without
Storage
This research applies a multi-source capacitated facility location coverage problem (MSCFLCP) to a utility-owned microgrid and solves it using the two-stage stochastic programming L-shaped method. The utility-owned microgrid is assumed to be operating in island
mode due to a large-scale disturbance to the main grid it is connected to. The problem
contains binary first-stage decision variables (where to install or locate a PV-DG) and mixedinteger second-stage decision variables (how much power a PV-DG supplies to a demand
node). A multi-source approach, which allows the demand nodes to be supplied power from
more than one PV-DG source, is used for the second-stage program and is a relaxed form
of the single-source approach where the power supply/assignment (from PV-DG source to
demand node) decision variable is binary [43]. By relaxing the power supply/assignment
decision variable of the second-stage program from binary to continuous, we are able to
derive a dual program for the second-stage. The derived dual program then allows us to
generate cuts that help approximate the second-stage objective function value [2]. The MSCFLCP is a capacitated problem because of the power output limitations of the PV-DGs
used. The location coverage problem is utilized because the model looks to supply, or cover,
as much of the network’s power demand as possible given the model’s constraints [30, 8]. This
section discusses the parameters, assumptions and formulation of the MS-CFLCP microgrid
model.
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3.1

Uncertainty in Model Parameters

The MS-CFLCP model accounts for the natural uncertainty in critical public building power
demand and PV-DG power output. The power demand of an critical public building varies
based on time of day. Since we are modeling the day-time portion of the day, the MS-CFLCP
model accounts for the power demand of each critical public building at each hour of the
6:00AM-6:00PM horizon. The power output of a PV-DG system varies based on time of day
and weather conditions. The MS-CFLCP model accounts for the variation in PV-DG system
power output at each hour of the 6:00AM-6:00PM horizon for sunny, cloudy and overcast
weather conditions. We define sunny as predominantly blue skies. We define cloudy as
skies which are 40-70% covered with clouds that experience occasional breaks where blue
skies are seen (i.e., skies that produce showery rain). We define overcast as skies which are
completely covered by widespread gray clouds where no cloud-breaks occur (i.e., skies that
produce steady rain).

3.2

Multi-source Capacitated Facility Location Problem (MS-CFLCP)

A given set of critical public buildings, which serve as demand nodes, is used in the model.
The demand nodes/critical public buildings double as the candidate installation/location
sites for the PV-DGs since this research proposes the location of the PV-DGs at the demand
sites [45]. There is a power demand amount and a penalty cost for not supplying/meeting the
power demand for each demand node/critical public building. The demand nodes/critical
public buildings are prioritized, thus the penalty cost for not supplying/meeting the power
demand is higher for demand nodes/critical public buildings viewed as higher priority. Each
candidate PV-DG has a rated size, estimated power output, investment cost, operation
and maintenance cost and a penalty cost for any excess power from the PV-DG. Lastly,
the euclidean distance between each PV-DG and demand node/critical public building is
computed and converted into a distance cost [22].
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The MS-CFLCP is modeled under the following assumptions: (1) the limit of locatable
PV-DGs is known based on how many candidate locations are available; (2) the candidate
PV-DG locations exist within an already interconnected distribution network; (3) the power
output for each PV-DG size, at each weather condition and hour of the time horizon, is
constant and known (meaning there can be more power output in the network than there
is power demand); (4) the power demand for each demand node/critical public building, at
each hour of the time horizon, is known; (5) the 365-day year has 97 sunny days, 107 cloudy
days and 161 overcast days for the case study city [34]; (6) the sunny day power output for
each PV-DG system is known, and the cloudy and overcast outputs are computed based
off the sunny day outputs; (7) the microgrid is operating in island mode due to a largescale disturbance to the main grid; (8) the microgrid provides power during the 6:00 AM
- 6:00 PM time horizon, while the backup generators of each demand node/critical public
building are assumed to provide power during the non-sunlight hours; and (9) the PV-DGs
are installed/located within a utility-owned microgrid under the restrictions of a budget that
is pre-determined by the utility.
The MS-CFLCP model is solved using two-stage stochastic programming, where decisions
are made regarding where to locate/install the PV-DGs in the first-stage. Table 3.1 provides
the nomenclature, sets, variables and parameters used in the MS-CFLCP model. Given the
nomenclature in Table 3.1 the first-stage program is described as follows:

min

m
X

γj αj Dj + Q(x)

(3.1)

Dj ≥ a;

(3.2)

γj αjDj ≤ B;

(3.3)

j=1

s.t.

m
X
j=1
m
X
j=1

Dj ∈ {0, 1} ∀j = 1, ..., m.
Equation (1) is the objective function for the first-stage program.

(3.4)
The first term

(γj αj Dj ) determines the total cost of installing/locating PV-DGs, and is computed with
the product of the PV-DG investment costs (γj ) and the rated size (αj ) of each PV-DG
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Table 3.1: Nomenclature for the MS-CFLCP model.
Index

Description

Sets
i

Set of power demand nodes {1, 2, ..., n}, where n = 25

j

Set of candidate PV-DG nodes/locations {1, 2, ..., m}, where m = 25

w

Set of weather conditions sunny (S), cloudy (C) and overcast (O)
{1, 2, 3}

h

Set of day-time hours 6:00AM-6:00PM {1, 2, ..., 13}

Variables

Dj =

1
0

if a PV-DG is installed at node j
otherwise

xh,w
i,j =

amount of power supplied by PV-DG j to demand node i at hour h
under weather condition w, where xh,w
i,j ≥ 0 (W)

Parameters
a

Minimum number of PV-DGs required for microgrid establishment

B

Budget utility can use to establish the microgrid

ϑ

Power line loss rate

δih

Power demand for each demand node i at each hour h (W)

αj

Size for each PV-DG j (W)

ωjh,w

Power output for each PV-DG j at each hour h under each weather
condition w (W)

φj

Cost of operation and maintenance for each PV-DG j ($/W)

λj

Penalty cost for excess PV-DG j power ($/W)

ψi

Penalty cost for not meeting/supplying power to demand node i
($/W); the more important the demand node, the higher the penalty
cost

γj

Investment costs of a utility-owned PV-DG j ($/W); investment
includes the costs for the modules, inverter, balance of system
structural and electrical components, installation labor, taxes,
overhead, land acquisition and permitting, inspection, transmission
lines and interconnection

dij

An n × m matrix of the distances from demand nodes i to PV-DG
location j, where the distances serve as power distribution distance
costs
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(Dj ), summed for all installed/located PV-DGs; investment costs includes the costs for
the modules, inverter, balance of system structural and electrical components, installation
labor, taxes, overhead, land acquisition and permitting, inspection, transmission lines and
interconnection. Equation (2) constrains the model to ensure that at least a PV-DGs
are installed/located within the microgrid, where a is pre-determined by the utility. This
research assumes that at least one PV-DG is installed/located in order for the microgrid
to function, thus a ≥ 1. Equation (3) constrains the total cost of all installed/located PVDGs (γj αj Dj ) to be within the utility’s pre-determined budget B. Since the proposed
utility-owned microgrid is modeled from the perspective of the utility, including an
installation/location cost budget constraint makes the model more practical given the
financial considerations a utility company would have when establishing a microgrid. Not
bounding the installation/location cost would imply that the utility company has endless
capital, which is not realistic. Thus, the inclusion of the budget constraint is one of the
main research contributions as it captures a major business consideration for the utility.
Equation (4) constrains the PV-DG installation/location decision variable (Dj ) as binary,
for all PV-DGs [25].
Q(x), from equation (1), denotes the second-stage, where decisions are made regarding
power supply from an installed/located PV-DG j to a demand node/critical public building
i at hour h under weather condition w. Specifically, Q(x) := E(h,w) [Q(x, h, w)], where E(h,w)
is the expectation of the uncertainty parameters (building power demand and PV-DG power
output) and

Q(x, h, w) := min z =

n X
m
X

φj Dj xh,w
i,j

+ (1 − ϑ)

i=1 j=1

m
n X
X

di,j xh,w
i,j + Obj4 + Obj5

(3.5)

i=1 j=1

Equation (6) is the objective function of the second-stage program and is referred to as
objective function z. The first term of objective function z determines the total cost of
operation and maintenance of the PV-DGs. This first term is computed with the product
of the operation and maintenance cost (φj ) of each PV-DG (Dj ) and the amount of power
supplied by PV-DG j to demand node/critical public building i at hour h under weather
condition w (xh,w
i,j ), summed for all demand node/critical public building and PV-DGs.
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The second term of objective function z determines the total cost for distance traveled
for power supply within the network. This second term is computed with the product of the
distance costs from demand node/critical public building i to PV-DG location j (dij - power
distribution costs converted from i to j distances) and the amount of power supplied by PVDG j to demand node/critical public building i at hour h under weather condition w (xh,w
i,j ),
summed for all demand node/critical public building and PV-DGs. ϑ denotes the estimated
percentage, or rate, of power line losses experienced as power is delivered from PV-DG j to
demand node/critical public building i; ϑ is set at 4% for the case study [49]. The proposed
model aims to minimize the distance power travels for delivery, which in-turn reduces the
power line losses experienced as power travels from a PV-DG to a demand node/critical
public building.
Obj4 and Obj5 from objective function z are the fourth and fifth terms, respectively, of
the proposed model and are two of the main research contributions. Obj4 determines the
total network power outage (unmet demand) during a large-scale grid disturbance and is
described as follows:
Obj4 :=

n
X

ψi δih

i=1

−

m
X

xh,w
i,j



(3.6)

j=1

Obj4 is one of the main research contributions because studies on the optimization of DG
integration into distribution network do not typically include an objective that focuses on
minimizing the power outage (unmet demand) experienced within the network [11]. To
determine the costs a utility incurs as a result of unmet demand within the network, we
include a penalty cost (ψi ) for not supplying the power demand of a demand node/critical
public building i, where the penalty is higher for demand nodes/critical public buildings
deemed more important. Obj4 is computed by subtracting the amount of power supplied by
all PV-DGs j to demand node/critical public building i at hour h under weather condition
h
w (xh,w
i,j ), from the demand at hour h of the demand node/critical public building i (δi ),

and then multiplying the difference by the unmet demand penalty cost for that demand
node/critical public building (ψi ); this is summed over all demand nodes/critical public
buildings. In other words, Obj4 is the network demand met/covered at hour h under weather
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condition w subtracted from the total network demand at hour h, and that difference is
multiplied by the unmet demand penalty cost [25]. Obj5 determines the total excess PV-DG
power in the network and is described as follows:

Obj5 :=

m
X

λj ωjh,w Dj

−

j=1

n
X

xh,w
i,j



(3.7)

i=1

Traditional distribution systems are designed for power to flow in a unidirectional manner.
Researchers have documented how critical pre-planning for increased renewable penetration
is to the operational safety and integrity of the main grid since the increase in renewable
penetration can cause reverse power flow (RPF) problems [21].

Researchers have also

highlighted how the increase of utility-scale renewable penetration, which the proposed model
is based on, makes pre-planning even more critical [29]. The RPF problem is caused from the
high amounts of excess renewable power output in the main grid. To combat this potential
problem, we include Obj5 as one of the main research contributions. By including Obj5 the
proposed model is able to mitigate the RPF problem without the high expenses of main grid
modifications necessary for safe bidirectional power flow. Obj5 is computed by subtracting
the amount of power supplied by PV-DG j to all assigned demand nodes/critical public
buildings i at hour h under weather condition w (xh,w
i,j ) from the power output of PV-DG j
at hour h under weather condition w (ωjh,w ), and then multiplying this difference by penalty
cost for excess PV-DG power (λj ). In other words, Obj5 is the network demand met/covered
at hour h under weather condition w subtracted from the total power output into the network
at hour h under weather condition w, and that difference is then multiplied by the penalty
cost for excess PV-DG power [25]. Objective function z in the second stage can then be
expressed as follows:

z=
+
+

n X
m
X
i=1 j=1
n
X

φj Dj xh,w
i,j

ψi δih −

i=1
m
X
j=1

+ (1 − ϑ)

n X
m
X

di,j xh,w
i,j

i=1 j=1
m
X

xh,w
i,j



j=1

λj ωjh,w Dj

−

n
X
i=1
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xh,w
i,j .

(3.8)

A simplification of objective function z can be expressed as follows:

z=

n X
m
X



φj Dj + (1 − ϑ)di,j − ψi − λj ·

xh,w
i,j

i=1 j=1

+

n
X

ψi δih

+

i=1

m
X

λj ωjh,w Dj .

(3.9)

j=1

From the simplified objective function z, let Ah,w
i,j := φj Dj + (1 − ϑ)di,j − ψi − λj and

C

h,w

:=

n
X

ψi δih

+

i=1

m
X

λj ωjh,w Dj .

(3.10)

j=1

Because C h,w is a constant, the re-formulated second-stage objective is as follows:

Q(x, h, w) := C

h,w

+ min z =

n X
m
X

h,w
Ah,w
i,j xi,j .

(3.11)

i=1 j=1

The second-stage program is subject to the following constraints:

s.t.

n
X
i=1
m
X

h,w
xh,w
i,j ≤ ωj Dj

h
xh,w
i,j ≤ δi

∀j = 1, .., m;

∀i = 1, .., n;

(3.12)
(3.13)

j=1
h,w
xh,w
− δkh
k,k = ωk

∀k = 1, ..., n;

xh,w
i,j ≥ 0 ∀i = i, ..., n; j = 1, ..., m.

(3.14)
(3.15)

Equation (14) ensures that the amount of power supplied by a PV-DG j to all assigned
demand nodes/critical public buildings i at hour h under weather condition w (xh,w
i,j ) is less
than the power output of that PV-DG j at hour h under weather condition w (ωjh,w ), for
all PV-DGs. Equation (15) ensures that power supplied to a demand node/critical public
building does not exceed the demand of that demand node/critical public building, and that
power is supplied to a demand node/critical public building only if that demand node/critical
public building actually has a demand; this is for all demand nodes/critical public buildings.
Each demand node/critical public building i serves as a candidate node for a PV-DG j to
be mounted upon, thus equation (16) is ∀i = j because the installed/located PV-DG j is
mounted upon the critical public building i; we use the term site when i = j and denote each
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site as k. Equation (16) ensures that the amount of power available at site k at hour h under
weather condition w (xh,w
k,k ), equates to the power output for the PV-DG at site k at hour
h under weather condition w (ωkh,w ) minus the power demand of the demand node/critical
public building at site k at hour h (δkh ). Equation (17) constrains the decision variable for
the amount of power supplied (xh,w
i,j ) as continuous and positive. Figure 3.1 displays the a
diagram of the two-stage MS-CFLCP model. The diagram shows the master problem, the
39 subproblems and the probability of each subproblem based on the weather condition and
time of day.
Feasibility and optimality cuts are generated based on the dual of second-stage model.
We formulate the dual here. Let πj be the dual variable corresponding to the constraint
set of equation (3.12), where j = 1, ..., m. Let ρi be the dual variable corresponding to the
constraint set of equation (3.13), where i = 1, ..., n. Let σk be the dual variable corresponding
to the constraint set of equation (3.14), where k = 1, ..., n. The dual problem can be thus
be formulated as:
max

m
X

ωjh,w Dj πj

+

j=1

s.t. πj + ρi ≤ Ah,w
i,j

n
X

δih ρi +

i=1

X

(ωkh,w − δkh )σk

(3.16)

k

∀i = 1, ..., n; j = 1, ..., m; i 6= j;

πk + ρk + σk ≤ Ah,w
k,k

∀k = 1, ..., m;

(3.17)
(3.18)

πj ≤ 0 ∀j = 1, ..., m;

(3.19)

ρi ≤ 0 ∀i = 1, ..., n;

(3.20)

σk no constraint ∀k = 1, ..., n.

(3.21)

In the dual program, πj can be interpreted as the total cost of utilizing the power provided
by the PV-DG at site j; ρi can be interpreted as the total cost of satisfying power demand at
demand node/critical public building i. Contrary to the primal objective, the dual objective
is to maximize the total cost, so that power provided by the PV-DGs is optimally utilized,
and critical public building demands are supplied/covered to the best extent. Note that
to regulate the dual objective, constraint equation (3.17) is applied so that under a certain
scenario h and w, the aggregated cost from utilizing power and satisfying demand is limited
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Figure 3.1: Diagram of the two-stage problem with DG location decisions in the first-stage
and power supply decisions in the second-stage; p signifies the probability for each of the 39
subproblems.
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by a “budget”, Ah,w
i,j . The following section details a case study that applies the developed
MS-CFLCP microgrid model.

3.3

Case Study: Two-stage Stochastic Model

This case study uses a 25-node grid in the state of Tennessee. The 25 nodes represent
the critical public buildings the Tennessee area relies on for critical public services (e.g.,
healthcare, food, safety and transportation) and double as the candidate PV-DG sites. Of
these 25 critical public buildings, 5 are hospitals, 7 are large-scale grocery stores, 5 are fire
stations, 4 are police stations and 4 are gas stations. We use three sizes of PV-DG systems:
(1) 500 kW; (2) 1 MW; (3) 5 MW. NREL’s benchmark reports assume that rooftop mounting
of PV-DGs can occur for PV-DGs of 3 kW - 2 MW sizes, and ground mounting for PV-DGs
of sizes larger than 2 MW thus requiring land acquisition [15]. In this case study, gas stations
are candidate locations for 500 kW PV-DG systems, police and fire stations are candidate
locations for 1 MW PV-DG systems, hospitals and large-scale grocery stores are candidate
locations for 5 MW PV-DG systems. This section describes the power demand and PV-DG
system power output data, the uncertainty experienced within these parameters, and the
costs attributed to each critical public building type and PV-DG system size.

3.3.1

Critical Public Building Power Demand

Due to Tennessee’s geographic location in the southern region of the USA, the US Energy
Information Administration (EIA) survey data for power demands of commercial buildings in
the south are adopted for the 25 demand nodes used in this study [48]. “%sun” is a measure
of the percentage of time sunlight touches the ground and the Tennessee area used for the
study has a 56% %sun measure [33]. Since this proposed model focuses on PV-DG operation
during the 6:00AM-6:00PM day-time horizon, we apply the %sun measure of 56% or 0.56 to
each of the EIA provided commercial building power demands. Each type of critical public
building (e.g., hospital, large-scale grocery store, fire station, police station and gas station)
has the same power demand; that is all 5 hospitals have the same power demand. To address
the natural uncertainty in critical public building demand, we use the hourly power demand
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averages provided by the US DoE to determine the demand of each type of critical public
building at each hour of the 6:00AM-6:00PM horizon [53]. The complete power demand
dataset, for each type of critical public building at each hour, can be viewed at [24].

3.3.2

PV-DG System Power Output

The effects of weather and time of day cause natural uncertainty in the PV-DG system
power outputs. Each PV-DG system has a rated size and an estimated power output based
on annual and hourly averages computed using the NREL PVWatts calculator. To determine
the power output at each hour of the 6:00AM-6:00PM horizon we use the PV array irradiance
(W/m2 ), computed for all 365 days of the year, from NREL’s PVWatts [36]. We take the
PV array irradiance for the 15th day of each month and compute what percentage of the
total irrandiance is experienced at each hour of the 6:00AM-6:00PM horizon. We do this
because daylight savings time causes the irradiance to increase, as opposed to being 0, in
the morning (i.e., 6:00AM-7:00AM) and late afternoon (i.e., 5:00PM-6:00PM) when longer
days are being experienced. Then, we multiply the irradiance percentage of each hour on
the 6:00AM-6:00PM horizon by the power output of each PV-DG system. Doing so provides
the estimated power output at each hour of the 6:00AM-6:00PM horizon.
To account for the effects of weather conditions (e.g., sunny, cloudy and overcast) we use
the sunny day PV-DG system power outputs, computed using NREL’s PVWatts calculator,
as a base. We then apply 10-25% [40] of the estimated sunny day PV-DG system power
output to a cloudy day, and 5-10% [47] of estimated sunny day PV-DG system power output
to an overcast day. We use the mid-way point of both percent ranges, meaning that a cloudy
day is 18% of the estimated sunny day PV-DG system power output and an overcast day is
8% of the estimated sunny day PV-DG system power output. The complete power output
dataset, for each size PV-DG system at each hour and under each weather condition, can be
viewed at [24].
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3.3.3

Costs for PV-DGs and Critical Public Buildings

Each size PV-DG system has the following costs and all costs are expressed in $/W: (1)
investment cost; (2) operation and maintenance (O&M) cost, which is 3% of the investment
cost [12]; (3) penalty cost for excess PV-DG power, which is set at half the investment cost
of the PV-DG system. The O&M costs are rather small in comparison to the investment
costs and the excess power penalty costs, but they are included for practical reasons. A
utility company establishing a microgrid, as this research proposes, would have to account
for the O&M cost even if minor. Thus we include them in the total cost to better capture
the expenses the utility would incur. The costs for each size PV-DG system can be viewed
in Figure 3.2 in chart (a).
Each demand node/critical public building has a penalty cost for not supplying/meeting
the building’s power demand (unmet demand). This penalty cost is arbitrarily assigned for
each type of critical public building based on an importance hierarchy. The importance
hierarchy can change depending on what a specific utility, and the area the utility serves,
deem as the most important critical public buildings during a large-scale main grid
disturbance where the established microgrid is operating in island mode. In such a situation,
decisions would have to made as to which of the critical public buildings get supplied/covered
first, especially since there is a budget constraint that limits the total power output possible
for the microgrid; the importance hierarchy helps the proposed model make these decisions.
For this case study, we follow a hierarchy that has hospitals as the most important critical
public building and thus hospitals have the highest unmet demand penalty cost. Large-scale
grocery stores are the second most important, followed by police and fire stations at the same
level of importance. Based on the EIA survey data [48], police and fire stations have the
same power demand and thus are also assigned the same unmet demand penalty cost. We
view gas stations as the least import of the critical public building types when a large-scale
disturbance occurs to the main grid, and thus assign gas stations the lowest unmet demand
penalty cost [25].
The unmet demand penalty cost for each type of critical public building can be viewed
in Figure 3.2 in chart (b). The penalty costs are displayed by sensitivity level (e.g., High,
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Medium, Base). We apply a sensitivity analysis to the unmet demand penalty cost as it is
an arbitrarily assigned parameter. The “Base” level is the base unmet demand penalty cost,
with the “Medium” level 50x the “Base” and the “High” level 100x the “Base”. There is
lack of literature where models apply a non-arbitrary penalty cost for unmet power demand.
Likewise, there is no set market rule for what a penalty cost should be for unmet power
demand. Thus, we arbitrarily set the “Base” level unmet power demand penalty cost at
$1.00 for the hospitals because $1.00 was large enough show how the unmet demand objective
impacts the model’s two-stage decisions, but also small enough to be less than the $/W cost
of PV-DG power generation. We then scaled the $1.00 unmet penalty cost for hospitals to
$0.70 for grocery stores, $0.50 for fire and police stations and $0.30 for gas stations based
on the importance hierarchy of the critical public buildings.

3.4

Results: Two-stage Stochastic Model

The results of the stochastic MS-CFLCP microgrid model are presented in Table 3.2 for
the “High”, “Medium” and “Base” sensitivity levels of the unmet demand penalty cost
parameter, and by budget (B) amount. The budget options used in the analysis are amounts
of $1, $5, $10, $15, $20 and $50 million. Since this research assumes at least one PVDG must be installed/located in the microgrid, the smallest budget amount is that of $1
million. A $1 million budget allows a 500 kW PV-DG to be established at an investment
cost of $870,000. The $1 and $5 million budgets, which provided the worst results from
the deterministic model in [25], showed similar results in the stochastic model and are thus
excluded from the stochastic results in Table 3.2. The $20 and $50 million budget results
showed no improvement over the $15 million budget results and are thus excluded from
the stochastic results in Table 3.2. Table 3.2 displays the following: (1) the installed PVDG(s) locations within the microgrid network; (2) the investment cost, which is subject
to a pre-determined budget B; (3) the optimal solution (total cost), which is the total
cost of all five cost functions in the objective function; (4) the hourly excess power cost
(HEPC) within the entire network under sunny (S), cloudy (C) and overcast (O) weather
conditions; (5) the hourly network demand met (HNDM) within the entire network under
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(a) Microgrid system costs by system power.

(b) Unmet demand penalty cost by sensitivity levels.

Figure 3.2: Microgrid model cost data for operation and maintenance (O&M), excess power
penalty, investment, and unmet demand penalty costs.
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sunny (S), cloudy (C) and overcast (O) weather conditions (expressed as a percentage); (6)
the expected value of perfect information (EVPI), which provides a value for a perfect future
forecast; (7) value of the stochastic solution (VSS), which measures the expected gain from
solving a stochastic model rather than a deterministic model. The model was solved using
the Python programming language and GUROBI optimizer on a 2.9 GHz Quad-Core Intel
Core i7 processor.
Figure 3.3 displays the excess power cost for each budget option by weather condition
and sensitivity level. The results show that excess PV-DG power when sunny (S) weather
conditions are experienced. Such a result is expected as the sunny (S) weather condition
brings about the largest power output for the PV-DGs. The results also show that the $15
million budget solution experiences more excess power than the $10 million budget solution,
and that the “Base” level does not experience any excess power even during sunny (S)
weather conditions. The $15 million budget solution at the “High” and “Medium” levels
results in more excess power than the $10 million budget solution because an installed PVDG 3 is larger and produces more power output than both PV-DGs 9 and 19 combined.
Thus, a high likelihood of more excess power exists but so does a high likelihood of more
network demand being met.
Table 3.2 show no variation between the $10 million and $15 million budget option
results at the “Base” level. Variation in the results is seen between the $10 million and $15
million budget options at the “Medium” and “High” sensitivity level of the unmet demand
penalty cost parameter. The HNDM for all three weather conditions showed minimal to no
improvement at the “High” level when compared to the HNDMs of the “Medium” level. The
HEPCs either increased (i.e., S) or stayed the same (e.g., C and O) for both budget options
at the “High” level when compared to the HEPCs of the “Medium” level. Furthermore, the
optimal solution was much higher for both budget options at the “High” level. Due to the
increase in the unmet demand penalty cost that the ”High” level brings over the ”Medium”,
the $15 million budget solution of the “High” level installed PV-DG 19 along with PV-DGs
2 and 3. This occurred because the model found it more expensive to incur the increased
unmet demand costs that come with the “High” level of the unmet demand cost parameter,
than to install another smaller PV-DG (PV-DG 19) within the microgrid. The extra PV-DG
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Table 3.2: Model solutions by budget option (B is in millions) for the Medium unmet
demand sensitivity level. HEPC = Hourly Excess Penetration Cost; HNDM = Hourly
Network Demand Met; (S) = Sunny; (C) = Cloudy; (O) = Overcast; EVPI = Expected
Value of Perfect Information; VSS = Value of Stochastic Solution
.
Unmet Demand
Penalty Cost Level
Installed PV-DG(s)
Investment Cost
Optimal Solution (Total Cost)

B = $10M

B = $15M

[2 , 9 , 19]
[2 , 3 , 19]
$9,395,000
$14,475,000
$167,687,069 $158,656,276
$7,040
$0
$0

$65,792
$0
$0

59%
11%
5%

72%
18%
8%

EVPI
VSS

$1,442,327
$15,373

$2,641,375
$3,247

Installed PV-DG(s)
Investment Cost
Optimal Solution (Total Cost)

[2 , 9 , 19]
$9,395,000
$88,581,237

[2 , 3]
$13,600,000
$86,443,104

$6,498
$0
$0

$56,430
$0
$0

59%
11%
5%

71%
17%
8%

EVPI
VSS

$2,515,470
$15,373

$4,116,450
$183,975

Installed PV-DG(s)
Investment Cost
Optimal Solution (Total Cost)

[18]
$875,000
$2,878,697

[18]
$875,000
$2,878,697

$0
$0
$0

$0
$0
$0

HNDM (S)
HNDM (C)
HNDM (O)

5%
1%
0%

5%
1%
0%

EVPI
VSS

$0
$0

$0
$0

HEPC (S)
HEPC (C)
HEPC (O)

High

HNDM (S)
HNDM (C)
HNDM (O)

HEPC (S)
HEPC (C)
HEPC (O)

Medium

HNDM (S)
HNDM (C)
HNDM (O)

HEPC (S)
HEPC (C)
HEPC (O)

Base
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(a) Excess power for the $10 million budget.

(b) Excess power for the $15 million budget.

Figure 3.3: Excess power costs for the $10 and $15 million budgets, at the High, Medium
and Base unmet demand sensitivity level.
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(PV-DG 19) increased the HNDM of the S and C weather condition by only 1% each (71%
to 72% for S and 17% to 18% for C), but largely increased the HEPC of the S condition
and the overall optimal solution when compared to the $15 million budget solution of the
“Medium” level. The total network unmet demand over the 13-hour horizon is shown for all
three sensitivity levels of both budget options in figure 3.4. As expected, the lowest levels
of unmet demand in the network occur during the hours of 9:00AM-3:00PM when sunlight
is at its strongest and thus power output from the PV-DGs is at its highest. It can be seen
that the $15 million budget solution supplies more of the network’s power demand (HNDM)
across all three weather conditions for the “Medium” and “High” levels.
We computed the EVPI and VSS for each solution, which are commonly-used metrics
to assess stochastic model solutions. Table 3.2 shows that best EVPI and VSS are for the
solution using a $15 million budget option, at the “Medium” level of unmet demand penalty.
Both EVPI and VSS decrease at the “High” level of the unmet demand, and have a value
of $0 at the “Base” level. The value $0 value at the “Base” level is due to the small penalty
of the “Base”. With small unmet demand penalties, the model places less emphasis on
covering as much as demand possible, and thus, information about the future scenarios is
not as valuable as it when the unmet demand penalties are higher.
Figures 3.4 also show that the utility-owned microgrid is unable to meet the total network
demand of the demand nodes/critical public buildings. The best coverage of the network’s
demand is from 9:00AM-3:00PM during a sunny day where the located PV-DGs output
enough power to meet 100% of the network’s demand. The microgrid fails to meet the
majority of the network’s demand on a cloudy and overcast day due to the lack of sunlight
under such weather conditions. Demand response strategies would benefit both the utility
and the critical public buildings in such a situation. The critical public buildings can
utilize time-of-use demand response strategies to better match their demand with the power
available from the microgrid; this is discussed later as future research in the 5 section.
The best solution is the $15 million budget option that uses the “Medium” level of
unmet demand penalty cost. This is the final solution of the stochastic MS-CFLCP model
and results in a minimized total cost of $86,443,104 for the microgrid, with two installed
DGs at locations 2 and 3, as well as 71%, 17% and 8% HNDM for the S, C and O weather
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(a) Unmet demand for a $10 million budget.

(b) Unmet demand for a $15 million budget.

Figure 3.4: Unmet demand for a $10 and $15 million budget, at the High, Medium and
Base unmet demand sensitivity level, for each hour of the 6:00AM-6:00PM horizon. (S) =
Sunny; (C) = Cloudy; (O) = Overcast.
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conditions respectively. This solution also has the highest EVPI and VSS of all the solutions
in the Table 3.2 results, further emphasizing that it is the best solution. Figure 3.5 displays
the demand-coverage map for the $15 million budget under the “Medium” sensitivity level
and S weather condition at 12:00pm. We only display the demand-coverage map for the S
condition at the 12:00pm hour because this is when solar production is strongest and all
network demand is met. The yellow highlighted buildings represent the optimal PV-DG
locations (2 and 3) within the network. The dotted line shapes represent the critical public
buildings whose demand is met by the PV-DGs highlighted in yellow. The complete results,
displaying the power demand met and unmet, unmet demand cost, and excess power cost at
each hour under each weather condition and for each budget option, can be viewed at [23].
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Figure 3.5: Demand-coverage map for $15 million budget solution under “Medium”
sensitivity level and sunny (S) weather condition at 12:00pm; this is the 12:00pm optimal
solution for the MS-CFLCP.
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Chapter 4
Multi-stage Stochastic Model with
Storage
This section describes the formulation of the problem, which employs a combination of the
multi-source facility location problem described in [43] and the location coverage problem
described in [30] and [8], as well as the assumptions. We refer to the problem as a multi-source
capacitated facility location coverage problem (MS-CFLCP) due to the multiple sources for
power supply/demand coverage within the microgrid, all of which have a limited capacity.
The MS-CFLCP is formulated as a multi-stage stochastic program, due to the storage
systems containing memory from stage to stage (day to day), and solved using nested Benders
decomposition (also known as nested L-shaped method for multi-stage models). The model’s
nomenclature is provided in Table 4.1.

4.1

First Stage

Let h = 1, 2, ..., H denote the stages of the MS-CFLCP, where H ∈ N+ is the maximum
horizon. Each stage h represents one day of the week-long outage and contains 12 day-time
hours of power demand for each building aggregated. PV-DGs and ESSs can be installed
at location j ∈ M := {1, 2, ..., m} to satisfy the demand at locations i ∈ N := {1, ..., n};
each building serves as a candidate to locate a PV-DG and or ESS. We analyze a 5-building
network where M and N both equal 5, as well as a 10-building network where M and N
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Table 4.1: Nomenclature.
Index

Description

Sets
i
j
w
h

Set of power demand nodes {1, 2, ..., n}, where n = 25
Set of candidate PV-DG nodes/locations {1, 2, ..., m}, where m = 25
Set of weather (cloud coverage) conditions sunny (S), cloudy (C) and overcast
(O) {1, 2, 3}
Set of stages {1, 2, ..., H}, where each stage 2-8 represents a different day of the
week-long outage

Variables



1
0

if a PV-DG is installed at node j
otherwise


Sj =

1
0

if an ESS is installed at node j
otherwise

xh,w
i,j =

amount of power supplied by PV-DG j to demand node i at stage h
under weather (cloud coverage) condition w, where xh,w
i,j ≥ 0 (W)

h,w
yi,j
=

amount of stored power supplied by ESS j to demand node i at stage h
h,w
under weather (cloud coverage) condition w, where yi,j
≥ 0 (W)

Dj =

PV-DG
Parameters
a
B
ϑ
δih,w
αj
oh,w
j
φj
λj
ψi
Ij

dij
Storage
Parameters
ηj
ζj

µj
βj
Ωj
ed
ec

lih,w =

amount of unmet demand for demand node i at stage h
under weather (cloud coverage) condition w, where lih,w ≥ 0 (W)

γih,w =

amount of excess power at demand node i at stage h
under weather (cloud coverage) condition w, where γih,w ≥ 0 (W)

ωjh,w =

amount of stored power in ESS j at the end stage h
under weather (cloud coverage) condition w, where ωjh,w ≥ 0 (W)

h,w
=
j

amount of power charged to ESS j at stage h
under weather (cloud coverage) condition w, where h,w
≥ 0 (W)
j

Minimum number of PV-DGs required for microgrid establishment
Budget utility can use to establish the microgrid
Power line loss rate
Power demand for node i at stage h under weather (cloud coverage) w (W)
Size of PV-DG j (W)
Power output for PV-DG j at stage h and weather (cloud coverage) w (W)
Cost of operation and maintenance for PV-DG j ($/W)
Penalty cost for excess PV-DG and ESS j penetration ($/W)
Penalty cost for not meeting/supplying power to demand node i ($/W); the more
important the demand node, the higher the penalty cost
Investment cost of a utility-owned PV-DG j ($/W); investment cost includes
the costs for the modules, inverter, balance of system structural and electrical
components, installation labor, taxes, overhead, land acquisition and permitting,
inspection, transmission lines and interconnection
An n × m matrix of the distances from demand nodes i to PV-DG location j,
where the distances serve as power distribution distance costs

Size of ESS j (W)
Investment cost of a utility-owned ESS j ($/W); investment cost include the
capital costs for energy capacity, power conversion system costs, balance of plant
costs, interconnecting transformers, construction and commissioning costs
Cost of operation and maintenance for ESS j ($/W)
Initial stored power in ESS j (W)
Capacity of an ESS j (W)
Discharge efficiency of an ESS; assumed as 86%
Charge efficiency of an ESS; assumed as 99%
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both equal 10. To account for the weather (cloud coverage) uncertainty in PV-DG power
output, let w = 1, 2, 3 denote the weather (cloud coverage) condition of each day, where
w = 1 represents a sunny day with a large power output from the PV-DGs, w = 2 represents
a cloudy day with low PV-DG power output and w = 3 represents an overcast day with
extremely low PV-DG power output. The first-stage program, where decisions are made on
where to locate/install PV-DGs and ESSs, is described as follows:
min

X

 X

Ij αj Dj + ζj ηj Sj +
φj αj Dj + µj ηj Sj + Q2 (D, S, ω 1 )

j∈M

s.t.

X

(4.1)

j∈M

Dj ≥ a;

(4.2)

j∈M

X


Ij αj Dj + ζj µj Sj ≤ B;

(4.3)

j∈M

ωj1 = βj Sj

∀j ∈ M ;

(4.4)

Dj , Sj ∈ {0, 1} ∀j ∈ M.

(4.5)

Equation (4.1) is the objective function and is a minimization of the the total cost of
installing/locating (investment cost) PV-DGs (Dj s) and ESSs (Sj s), plus the total fixed
operation and maintenance costs of the PV-DGs and ESSs; we formulate the two cost
functions separately since we provide each cost separately in the results. Q2 (D, S, ω 1 )
denotes the expected objective value of the sub-problem stages. Equation (4.2) ensures
at least a PV-DGs are installed/located within the microgrid; we analyze two versions of
the MS-CFLCP where we assume that a ≥ 0 in one model and a ≥ 1 in the second. We
include equation (4.2) for model flexibility if a utility were to desire that at least a certain
number of PV-DGs be installed/located; this would be advantageous for a utility servicing
a region with a large percentage of sunny weather (cloud coverage) versus a utility in a
region with predominantly cloudy and overcast weather. Equation (4.3) ensures the total
cost to install/locate (investment cost) PV-DGs and ESSs is within a pre-determined utility
budget B. Equation (4.4) ensures that an installed ESS (Sj ) at location j has initial power
βj available to use at the beginning; we assume ESSs begin the week-long outage with 100%
initial power due to them charging in the time leading up to the main grid disturbance caused
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by the natural disaster. Equation (4.5) ensures that PV-DG and ESS decision variables Dj
and Sj , respectively, are binary.

4.2

Sub-problem Stages

In Equation (4.1), Q2 (D, S, ω 1 ) is the aggregated objective of the sub-problem stages,
where in each stage, decisions are made regarding how much power is supplied from an
installed/located PV-DG and or an ESS j to a demand node/critical public building i at
stage h under weather (cloud coverage) condition w. Specifically, at stage h−1, where h ≥ 2,
we have
Qh (D, S, ω h−1 ) := E(w) [Qh (D, S, ω h−1 , w)],

(4.6)

as the expected objective value of stage h, where E(w) is the expectation of the weather
(cloud coverage) uncertainty parameter and
Qh (D, S, ω h−1 , w) := min z = (1 − ϑ)

XX

h,w
di,j (xh,w
i,j + yi,j )

i∈N j∈M

+

X
i∈N

ψi lih,w +

X

λi γih,w

i∈N

+ Qh+1 (D, S, ω h ).

(4.7)

h,w
The first term of z, di,j (xh,w
i,j + yi,j ), computes the total cost of distance traveled for power

supply where (1 − ϑ) estimates the power line losses experienced during power delivery from
PV-DGs and ESSs to critical public buildings. Since more power is lost in transmission and
distribution the further DGs and ESSs are from the demand sites, this cost function aims
to minimize the distance between a demand site and its supplying DG and or ESS. This
in-turn would reduce the potential losses as power is transmitted and improves the power
supply efficiency of the microgrid. We are modeling the microgrid network as a facility
location problem network due to the use of comprehensive DG and ESS investment costs
from the model’s first stage, which account for the entirety of the microgrid’s development.
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Thus in the sub-problem states, the euclidean distance between a DG and or ESS and a
building demand node (di,j ) is used as a supply cost (similar to the links in a facility location
problem) that represents the distance traveled for power distribution [25]. The second item
of z computes the cost of unmet demand, where lih,w is the amount of unmet demand and
ψi is the unmet demand penalty coefficient. The third item computes the cost of excess
power, where γih,w is the amount of excess power penetrated and λi is the excess power
penalty coefficient. The last term of z, Qh+1 (D, S, ω h ) denotes the aggregated objective of
the proceeding stages of the model. The sub-problems at each stage h are subject to the
following constraints:
s.t.

X

h,w
xh,w
i,j ≤ oj Dj

∀ j ∈ M;

(4.8)

i∈N

X

h,w
yi,j
≤ ed ωjh−1

∀ j ∈ M;

(4.9)

i∈N

ωjh,w = ωjh−1 −

1 X h,w
y + ec h,w
j
ed i∈N i,j

∀ j ∈ M;

(4.10)

ωjh,w ≤ Ωj Sj ∀ j ∈ M ;
X h,w
X h,w X h,w
xj,i + (δih,w − lih,w ) + h,w
+ γih,w
y
=
x
+
oh,w
D
+
i
i
i,j
i,j
i
j∈M

j∈M,j6=i

(4.11)
∀ i ∈ N ∪ M;

j∈N,j6=i

(4.12)
X

xh,w
i,j +

X

h,w
yi,j
= (δih,w − lih,w ) + γih,w

∀ i ∈ N \ M;

(4.13)

j∈M

j∈M,j6=i

lih,w ≥ δih,w −

X

h,w
(xw,h
i,j + yi,j ) ∀ i ∈ N

(4.14)

j∈M

lih,w ≤ δih,w

∀i∈N

(4.15)

h,w
xh,w
i,j , yi,j ≥ 0 ∀ i ∈ N, j ∈ M ;

(4.16)

lih,w , γih,w ≥ 0 ∀ i ∈ N ;

(4.17)

ωjh,w , h,w
≥ 0 ∀ j ∈ M.
j

(4.18)

Equation (4.8) ensures that the amount of power supplied by a PV-DG j to all assigned
critical public buildings i at stage h under weather (cloud coverage) condition w (xh,w
i,j ) is less
than the power output of that PV-DG j at stage h under weather (cloud coverage) condition
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w (oh,w
j ), for all PV-DGs. Equation (4.9) ensures that the amount of power supplied by an
ESS at location j is less than the power stored in the ESS at the end of stage h − 1. In
the constraint, ed is the discharge efficiency of an ESS. Equation (4.10) is the ESS power
flow balance constraint. It ensures that the presently stored power at stage h under weather
(cloud coverage) condition w (ωjh,w ) of each ESS j must equal to the stored power available
at the end of stage h − 1 minus the stored power usage in stage h, plus the power charged
into the ESS at stage h; ec is the charge efficiency of an ESS. Equation (4.11) ensures that
the presently stored power at stage h under weather (cloud coverage) condition w (ωjh,w ) of
an ESS j is limited by the storage capacity (Ωj ) of that ESS j.
Equation (4.12) and (4.13) ensure the power flow balance at each node/site i. For each
demand node/critical public building i that is also a candidate site for a PV-DG and or ESS
j to be installed at, the left-hand-side of Equation (4.12) represents the power available at a
site i: the power output at site i if a PV-DG is installed (oh,w
i Di ) and the sum of all power
h,w
supplied to site i from PV-DGs and ESSs at other locations (xh,w
i,j + yi,j ). The right-hand-

side of Equation (4.12) represents the power usage at site i: the power supplied to other
sites from the installed PV-DG j at site i (xh,w
j,i , where j 6= i), the power used to satisfy the
demand of the critical public building at site i (δih,w −lih,w ), the power used to charge the ESS
h,w
at site i (h,w
i ), and the excess power at site i (γi ). For each demand node/critical public

building site i where PV-DGs and ESSs are not installed, the left-hand-side of Equation
(4.13) represents the sum of all power supplied to site i from PV-DGs and ESSs at other
h,w
locations (xh,w
i,j + yi,j ). The right-hand-side of Equation (4.13) represents the power usage at

site i: the power used to satisfy the demand of the critical public building at site i (δih,w −lih,w )
and the excess power at site i (γih,w ). For both Equations (4.12) and (4.13), the demand of
the critical public building (δih,w ) minus the unmet demand of the building (lih,w ) equates to
the demand met or satisfied for the building.
Equation (4.14) ensures that the minimum amount of unmet demand at site i is bound
by the difference of the demand at stage h under weather (cloud coverage) w (δih,w ) and
h,w
the aggregated amount of power supplied to i from other locations (xh,w
i,j + yi,j ). Note that

together with Equation (4.12), the model has the freedom to “sacrifice” part of the demand
at a location i ∈ N ∪ M , so that more power can be stored into the ESS to meet future
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demands. In that case, Equation (4.14) will not be binding. Equation (4.15) ensures that the
unmet demand at a location i (lih,w ) cannot exceed the total demand of i (δih,w ). Equations
(4.16), (4.17) and (4.18) ensure that the PV-DG power supply (xh,w
i,j ), ESS power supply
h,w
(yi,j
), unmet power demand (lih,w ), excess power (γih,w ), presently stored power (ωjh,w ) and

power charged to an ESS (h,w
j ) variables are continuous. Figure 4.1 displays the scenario tree
diagram for the MS-CFLCP with all stages portrayed, as well as the number of scenarios
in each stage. Each combination of day-and-weather represents a different scenario. The
best-case full week-long scenario would be a week where all 7 days experience sunny weather
(cloud coverage), while the worst-case would be a week where all 7 days experience overcast
weather (cloud coverage).
The MS-CFLCP is modeled under the following assumptions: (1) the limit of locatable
PV-DGs and ESSs is known based on how many candidate locations are available; (2) the
candidate PV-DG and ESS locations exist within an already interconnected and operational
microgrid system due to the comprehensive DG and ESS investment costs from the model’s
first stage, which accounts for the entirety of the microgrid’s development (DG investment
cost includes the modules, inverter, balance of system structural and electrical components,
installation labor, transmission lines and interconnection, taxes, overhead, inspection, land
acquisition and permitting; ESS investment cost includes the capital costs for energy
capacity, power conversion system costs, balance of plant costs, interconnecting transformers,
construction and commissioning costs); (3) the 365-day year has 97 sunny days, 107 cloudy
days and 161 overcast days for the case study city [34]; (4) the microgrid is operating in
island mode due to a large-scale disturbance to the main grid, where all power supplied
comes from the located DGs and or ESSs; (5) ESSs begin the outage week at full charge
with the assumption that utility managers would have enough time to charge the ESSs based
on updates from local news cycles tracking a natural disaster’s arrival in the utility’s serviced
region; (6) the microgrid provides power during the day-time period (6am-6pm), while the
backup generators each critical public building is assumed to possess provide power during
the non-sunlight hours. The model was solved using the Python programming language and
GUROBI optimizer on a Tesla GPU server.
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Figure 4.1: MS-CFLCP model node-scenario tree diagram, where p1 , p2 and p3 represent
the probability of the day experiencing sunny, cloudy and overcast weather (cloud coverage)
respectively. The model has a total of 3,279 scenarios of day-weather (day and weather
combination) over the duration of a week-long outage.
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4.3

Solution Methodology

The nested Benders algorithm (also known as nested L-shaped method) is a decomposition
method applied to multi-stage stochastic problems. The algorithm decomposes the master
problem being solved into smaller sub-problems which can be solved independently. The
solutions to the decomposed sub-problems are reintegrated back into the master problem to
solve the overall problem. Depicting the algorithm is primarily accomplished with the use
of a node-scenario tree diagram, where each node on the tree represents a specific decision
period and the number of nodes in each period represents the number of possible scenarios
at that period; the number of nodes in last period of the node-scenario tree diagram is
equivalent to the total possible outcomes of the master problem [32]. Figure 4.2 displays an
example of multi-stage node-scenario tree, where t represents the period (stage) and thus
there are 3 stages portrayed in Figure 4.2. Period t = 1 represents the root node, which is
the overall master problem. Each node following the root node is a leaf node of the tree
diagram. Each leaf node within a specific period t represents a possible scenario outcome of
the that period t. The four leaf nodes in period t = 3 (k = 1, ..., 4) represent the scenarios
in period t = 3. Since period t = 3 is the last period (stage) shown that means that there
are four total outcomes for the problem.
At each decision period (sub-problem) an optimization problem is solved. Once subproblem solutions are reintegrated back into the root node, an optimal decision or optimal
solution can be determined for the master problem. The decision or solution at each node
affects the problem being solved at the consecutive node; this is referred to as a recourse
problem, where an initial decision is made at one time period, time passes during which events
occur, and then a new decision (recourse decision) is made that optimizes the solution taking
into account the events that have occurred since the previous decision’s time period [32].

4.3.1

Nested Decomposition

The general nested L-shaped decomposition problem has a set of stages t = 1, ..., H − 1 and
a set of scenarios k = 1, ..., K t , where H is the total number of stages and K t is the number
of distinct scenarios at stage t. Cuts, to stage t − 1 and solutions for stage t + 1 are generated
64

Figure 4.2: Node-scenario tree diagram.
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from the following master problem [6]:
min (ctk )T xtk + θkt

(4.19)

s.t. W t xtk = htk − Tkt−1 xt−1
a(k) ;

(4.20)

t
xtk ≥ dtk,j ;
Dk,j

∀j = 1, ..., rkt ;

(4.21)

t
Ek,j
xtk + θkt ≥ etk,j ;

∀j = 1, ..., stk ;

(4.22)

xtk ≥ 0.

(4.23)

In the above master problem a(k) represents the ancestor scenario of k at stage t − 1.
xt−1
a(k) represents the current solution from a(k). The problem has boundary conditions at
the first stage, t = 1, and last stage. The initial conditions for t = 1, the first stage, are
b = h1 − T 0 x0 . For stage H, the last stage, θkH , constraint (4.21) and (4.22) are removed.
Each sub-problem is called a Nested L-shaped decomposition sub-problem and is denoted
as N LDS(t, k). The following section details the implementation of the nested L-shaped
method.

4.3.2

Implementation of Nested L-shaped Method in MS-CFLCP

Applying the nested L-shaped method requires knowledge of how to move forward and
backward on the tree nodes. This begins by solving the root node in the first-stage without
consideration of any constraints from its subsequent nodes (sub-problems). The optimal
solution to the root node is then used to solve the proceeding leaf nodes of the root node
(sub-problems); this is the second-stage and feasibility and optimality cuts for the first-stage
are generated at this step.
Feasibility cuts are constraints generated and added to the first-stage problem when a subproblem is determined infeasible based on the solution of the first stage. Generally, feasibility
cuts will help make a previously infeasible sub-problem feasible and thus provide a feasible
solution to the master problem. Note that feasibility cuts cannot guarantee an optimal
master problem solution. In the MS-CFLCP, however, feasibility cuts are unnecessary
since every sub-problem in stages h = 2, 3, ... has complete recourse, i.e., for any solution
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(D, S, wh−1 ), the sub-problem in stage h is always feasible. The feasibility of sub-problems
is primarily ensured by the model setup. In island mode, when access to the main power
grid is cut off, it would be too ambitious to assume that the microgrid can support all the
demand from critical infrastructure. The best course of action is to reduce the demand loss
as much as possible, considering the importance of the infrastructure. Thus, in the model,
power demands are modeled as costs in the objective, rather than constraints that have to
be satisfied, guaranteeing feasibility in every sub-problems.
As such, in the MS-CFLCP, only optimality cuts are generated. Optimality cuts send
information back to the first-stage problem about how to make the first-stage solution an
optimal one and not just a feasible solution [32]. Typically, optimality cuts are derived
from the dual variables of a sub-problem. Due to the complexity of the sub-problems, we
are unable to formulate the dual problem of the MS-CFLCP explicitly. However, thanks to
modern commercial solvers such as GUROBI, information about the dual variables is directly
accessible after solving the primal sub-problems of the MS-CFLCP, so that optimality cuts
can be derived without formulating the dual problem in its closed form.
After solving the second-stage we have two options: (1) go backwards to the root node
problem using the cuts generated from the second-stage problems; (2) use the optimal
solutions determined for the second-stage problems and move forwards to the third-stage
to solve the sub-problems of the third-stage without consideration of any constraints in
subsequent nodes (sub-problems); solving the third-stage sub-problems generates cuts for
the second-stage problems. The process continues, with solutions passed down the tree
from parent nodes to children nodes while cuts are passed back up the tree from children
nodes to parent nodes, until the bottom nodes of the tree are reached and the algorithm
can only move back up the tree. The algorithm cannot move further down any tree branch
where infeasibility has occurred at a node (sub-problem) because there would be no proposed
solution to pass to the children nodes from the parent node. The following subsection details
the sequencing protocols used to help decide which way the algorithm moves (forward/down
or backwards/up) and when, as well as when to terminate the algorithm’s movement through
the tree [32].
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4.3.3

Sequencing Protocols

The three main sequencing protocols are fast-forward, fast-back and fast-forward-fast-back.
Fast-forward moves forward/down the tree and movement forward/down is dictated by the
finding of a feasible solution at the present sub-problem/node. Each determined feasible
solution at the sub-problem is taken to the children nodes of that sub-problem until the
leaves at the end of the tree are reached or an infeasible sub-problem node is reached. Fastback moves backward/up the tree. When an optimality cut is added at a child node, the
algorithm moves backwards to re-solve the parent node. This process repeats until the root
node (first-stage problem) is reached and re-solved for an optimal solution. Fast-forward-fastback combines the fast-forward and fast-back sequencing protocols. The algorithm moves
forward/down the tree until it can go no further and then switches to moving backward/up
the tree until the root node.
The algorithm concludes at termination. Termination is reached when all sub-problems
at all stages of the tree are feasible based on the first-stage solution. While navigating
through the tree, the algorithm will terminate and find the entire problem infeasible if
the root node/first-stage solution becomes infeasible. If all sub-problems are feasible with
the current first-stage solution, and all sub-problems have reached an optimal solution, the
algorithm will terminate.

4.4

Case Study: Multi-stage Stochastic Model

A case study is used to analyze the performance of the model. The case study contains critical
public buildings from an area in Tennessee, where each building doubles as a candidate
location site for a PV-DG and or ESS. We use three sizes of PV-DG systems: (1) 500 kW;
(2) 1 MW; (3) 5 MW. All ESSs are 1 MW in size. NREL’s benchmark reports assume that
rooftop mounting of PV-DGs can occur for PV-DGs of 3 kW - 2 MW sizes, and ground
mounting for PV-DGs of sizes larger than 2 MW thus requiring land acquisition [15]. In
this case study, gas stations are candidate locations for 500 kW PV-DG systems, police and
fire stations are candidate locations for 1 MW PV-DG systems, hospitals and large-scale
grocery stores are candidate locations for 5 MW PV-DG systems. This section describes
68

the PV-DG power output data and the uncertainty experienced within power output, the
cost data for the PV-DGs and ESSs, the critical public building power demand data and the
uncertainty within the demand, the unmet demand penalty for each building type, as well
as the 5-building and 10-building networks we use for modeling.

4.4.1

PV-DG Power Output

The effects of weather (cloud coverage) and time of day cause natural uncertainty in PV-DG
power output. Each PV-DG system has a rated size and an estimated power output based on
annual and hourly averages computed using the NREL PVWatts calculator. To determine
the power output at each hour of the 6am-6pm period, we use the PV array irradiance
(W/m2 ), computed for all 365 days of the year, from NREL’s PVWatts [36]. We take the
PV array irradiance for the 15th day of each month and compute what percentage of the
total irrandiance is experienced at each hour of the 6am-6pm period. We do this because
daylight savings time causes the irradiance to increase, as opposed to being 0, in the morning
(i.e., 6am-7am) and late afternoon (i.e., 5pm-6pm) when longer days are being experienced.
Then, we multiply the irradiance percentage of each hour on the 6am-6pm period by the
power output of each PV-DG type. Doing so provides the estimated power output at each
hour of the 6am-6pm period. We then aggregate these 12 hours of power output, thus giving
us a daily power output estimate for each type of PV-DG.
To account for the effects of weather (cloud coverage) conditions (e.g., sunny, cloudy and
overcast) we use the PV-DG power outputs, computed using NREL’s PVWatts calculator, as
the “sunny” day estimates. We then apply 10-25% [40] of the estimated sunny day PV-DG
power output to a cloudy day, and 5-10% [44] of estimated sunny day PV-DG power output
to an overcast day. We use the mid-way point of both percent ranges, meaning that a cloudy
day is 18% of the estimated sunny day PV-DG power output and an overcast day is 8%
of the estimated sunny day PV-DG power output. Figure 4.3 (a) shows the hour-by-hour
estimated power output for a 5 MW PV-DG, where we also account for the variation in
estimated power output at each hour based on the weather (cloud coverage) experienced
that day; the power output profile is similar for a 1 MW and 500 kW PV-DG as well, but
with less total output. The impact of the cloud coverage on the power output of PV-DGs
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is also portrayed in Figure 4.3, thus showing why considering the weather uncertainty of a
given day within the utility’s serviced region is important.

4.4.2

Critical Public Building Power Demand

Power demand data for each type of critical public building (e.g., hospital, grocery store, fire,
police and gas station) is adopted from the US Energy Information Administration (EIA)
survey, which provides power demands for commercial buildings in the southern region of
the USA [48]. “%sun” is a measure of the percentage of time sunlight touches the ground
and the Tennessee area used for the case study has a 56% %sun measure [33]. Since this
proposed model focuses on PV-DG operation during the 6am-6pm day-time period, we apply
the %sun measure of 56% or 0.56 to each of the EIA provided building power demands. To
address the natural uncertainty in critical public building demand, we use the hourly power
demand averages provided by the US DoE to determine the demand of each type of critical
public building at each hour of the 6am-6pm period [53]. We then aggregate the 12 hour
(6am-6pm) demand of each critical public building, thus giving us a daily power demand
for all buildings. This same demand is applied to each stage (day) of the modeling horizon
with the assumption that power demand remains relatively consistent, for each day of the
week-long outage, for the critical public buildings. Figure 4.3 (b) shows the hour-by-hour
estimated power demand for each critical public building.

4.4.3

PV-DG and ESS Costs

Each size PV-DG has the following costs and all costs are expressed in $/watt: (1) investment
cost; (2) fixed operation and maintenance (O&M) cost, which signify the fixed cost of
operating and maintaining the PV-DG’s availability to provide generation and are estimated
as 5% of the investment cost [12]; (3) penalty cost for excess PV-DG power penetrated into
the microgrid network, which is set equal to the investment cost of the PV-DG system. Since
the investment cost is expressed in $/watt (the cost to invest in 1 watt of power), we equate
this to the excess power penalty as this penalty represents the cost of not using the invested
power to supply a building within the network. The PV-DG investment costs include the
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(a) Power output profile by weather.

(b) Power demand by building type.

Figure 4.3: (a) Estimated power output for a 5 MW PV-DG at each day-time hour based on
the type of weather (cloud coverage) experienced that day. Cloudy days output an estimated
18% of the power on Sunny days, and Overcast days output and estimated 8% of the power
on Sunny days; (b) Estimated power demand at each day-time hour based on the building
type.
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costs for the modules, inverter, balance of system structural and electrical components,
installation labor, transmission lines and interconnection, taxes, overhead, inspection, land
acquisition and permitting. A comprehensive investment cost, which accounts for the entirety
of the microgrid’s development, allows us to model the case study microgrid as a fully
interconnected and operational system. The fixed O&M costs are rather small in comparison
to the investment costs and the excess power penalty, but they are included in the total cost
for practical reasons as they help to better capture the expenses the utility would incur. The
costs for each size PV-DG can be viewed in Figure 4.4 in chart (a).
For the ESSs, we use only one system size and that is a 1 MW system. Pacific Northwest
National Laboratory, operated by the US DoE, states that a 1 MW lithium-ion ESS has an
investment cost of $1.88/watt and a fixed O&M cost of $0.01/watt [31]. The ESS investment
costs include the capital costs for energy capacity, power conversion system costs, balance of
plant costs, interconnecting transformers, construction and commissioning costs [31]. Similar
to the PV-DG investment cost, a comprehensive ESS investment cost (accounts for the
entirety of ESS development within the microgrid network), allows us to model the ESSs in
the case study microgrid as fully connected and functioning in coordination with the PV-DGs
within the microgrid.

4.4.4

Critical Public Building Unmet Demand Penalty

Each critical public building has a penalty cost for unmet power demand. This penalty
cost is arbitrarily assigned for each type of critical public building based on an importance
hierarchy. The importance hierarchy can change depending on what a specific utility, and the
area the utility serves, deem as the most important critical public buildings during a largescale main grid disturbance where the established microgrid is operating in island mode. In
such a situation, decisions would have to made as to which of the critical public buildings
get supplied/covered first, especially since there is a budget constraint that limits the total
power output possible for the microgrid; the importance hierarchy helps the proposed model
make these decisions. For this case study, we follow a hierarchy that has hospitals as the
most important critical public building and thus hospitals have the highest unmet demand
penalty cost. Grocery stores are the second most important, followed by police and fire
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stations at the same level of importance. Based on the EIA survey data [48], police and fire
stations have the same power demand and thus are also assigned the same unmet demand
penalty cost. We view gas stations as the least import of the critical building types when
a large-scale disturbance occurs to the main grid, and thus assign gas stations the lowest
unmet demand penalty cost [25].
The unmet demand penalty cost for each type of essential resource can be viewed in
Figure 4.4 in chart (b). The penalty costs are displayed by sensitivity level (e.g., Base,
Medium, High). We apply a sensitivity analysis to the unmet demand penalty cost as it is
an arbitrarily assigned parameter. The “Base” level is the base unmet demand penalty cost,
with the “Medium” level 50x the “Base” and the “High” level 100x the “Base”. There is
lack of literature where models apply a non-arbitrary penalty cost for unmet power demand.
Likewise, there is no set market rule for what a penalty cost should be for unmet power
demand. Thus, we arbitrarily set the “Base” level unmet power demand penalty cost at
$10.00 for the hospitals because $10.00 was large enough to show how the unmet demand
objective impacts the model’s decisions and one would expect a large penalty for not meeting
a hospital’s demand due to the critical importance of such a building. We then scaled the
$10.00 unmet penalty cost for hospitals to $7.00 for grocery stores, $5.00 for fire and police
stations and $3.00 for gas stations based on the importance hierarchy of the critical public
buildings.

4.4.5

5-building and 10-building Networks

Our case study uses a 5 and 10-building network in the state of Tennessee. The networks
contain the critical public buildings the Tennessee area relies on for essential public services
(e.g., healthcare, food, safety and transportation). For the 5-building network, there is one
of each type of critical public building (e.g., hospital, grocery store, fire, police and gas
station). For the 10-building network, there are two of each type of critical public building.
The purpose of modeling two different network sizes is to assess how much demand each
microgrid budget option can reliably meet/cover over the course of the week-long outage.
This allows a utility to determine adequate combinations of budget option and network size
for the microgrid. Figure 4.5 shows the 5-building and 10-building networks.
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(a) Microgrid PV-DG costs by rated power.

(b) Unmet demand penalty cost by building type.

Figure 4.4: Model cost data for investment, operation and maintenance (O&M), excess
power penalty, and unmet demand penalty costs. The unmet demand penalty scales are
base, medium (50x base) and high (100x base).
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Figure 4.5: Visual of the 10-building case study network, with the 5-building boxed in
yellow.
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Recall that the use of a comprehensive DG and ESS investment cost, which accounts for
the entirety of the microgrid’s development, allows us to model the case study microgrid as
a fully connected and operational network. Thus we treat the two microgrid networks as a
facility location problem network [43], where the buildings serve as facilities with demand,
the DGs and ESSs serve as distribution centers which supply the demand, and the euclidean
distance between each building and DG/ESS serves as the cost for supply which is also
minimized in the objective function.

4.5

Results: Multi-stage Stochastic Model

Results for the MS-CFLCP are provided based on the following: (1) the version of MSCFLCP, where one version of the model does not require a minimum number of PV-DGs
to be located within the microgrid and the second version of the model requires a minimum
of at least one PV-DG be located as explained in equation 4.2; (2) the size of the utility’s
serviced network, where one network contains 5 critical public buildings and the second
network contains 10 critical public buildings; (3) the unmet demand penalty level where the
best solution is witnessed. For the two networks analyzed, the 5-building network contains
one of each type of critical public building and the 10-building network contains two of each
type.

4.5.1

Results for a Network of 5 Critical Public Buildings

The results of the 5-building network, for the model where minimum DGs located = 0, are
provided in Table 4.2 with the best solution in bold. For a 5-building network, a $10M
budget provides the best microgrid solution for the model where minimum DGs located =
0. The solution is the same at each level (Base, Medium and High) of the unmet demand
penalty, which shows that the best solution is reached at the Base level without having
to utilize the unmet demand penalty to push the model towards optimality. This solution
experiences 100% network demand coverage (Unmet Demand Cost = 0) for all 3,279 total
scenarios, meaning all demand is met for all 5 critical public buildings in the network for all
7 days of the week-long outage. The $15M budget provides the same solutions, at all three
76

levels of the unmet demand penalty, as the $10M budget. This means a $10M budget is
more than enough to reach the most ideal solution (100% demand coverage for all 3,279 total
scenarios), and that is a solution with no DGs located, 4 ESSs at building IDs 1, 3, 4 and 5,
and an optimal solution of $9,976,331 of which $7.5M (about 75% of optimal solution/total
cost) is investment costs for the 4 ESSs. Figure 4.6 displays a breakdown of how much of
the optimal solution (objective function) each cost function makes up; the desire is for the
optimal solution (objective function) to be primarily composed of the investment and power
supply costs as these are the only major costs that cannot be minimized to 0 within the
model. We see the desired outlook for the chart in Figure 4.6 where the unmet demand and
excess power cost are both at 0%, signifying an ideal solution. Figure 4.7 shows the location
of the four ESSs in the best solution for the 5-building network (minimum DGs = 0).
The results of the 5-building network, for the model where minimum DGs located = 1, are
provided in Table 4.3 with the best solution in bold. Similar to the model where minimum
DGs located = 0, a $10M budget provides the best solution for the model where minimum
DGs located = 1. For this model however, it is at the Medium level of the unmet demand
penalty (with a $10M budget) that we see the best solution. The Base level solution, with
a $10M budget, experiences 100% network demand coverage (Unmet Demand Cost = 0) for
1159 of the 3,279 total scenarios (35%). The Medium level of the unmet demand penalty
pushes the model to 100% network demand coverage for all 3,279 scenarios. The $15M
budget provides the same solutions, at all three levels of the unmet demand penalty, as the
$10M budget. This means a $10M budget is more than enough to reach the most ideal
solution (100% demand coverage for all 3,279 total scenarios), and that is a solution with 1
DG located at building ID 4, 4 ESSs at building IDs 1, 3, 4 and 5, and an optimal solution of
$10,489,545 of which $8.4M (about 80% of optimal solution/total cost) is investment costs
for the 1 DG and 4 ESSs. Figure 4.8 displays a breakdown of how much of the optimal
solution (objective function) each cost function makes up; the desire is for the optimal
solution (objective function) to be primarily composed of the investment and power supply
costs as these are the only major costs that cannot be minimized to 0 within the model. As
with the first 5-building network model, we again see the desired outlook for the chart in
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Table 4.2: Optimal solutions of a network composed of 5 critical public buildings, where
PV-DGs are not required within the utility’s microgrid. For this specific model, the optimal
solutions were witnessed at the Base level of the unmet demand penalty for all budget
options. The best solution is shown in bold.
5 Building & Min DGs = 0 (Base Unmet Demand Penalty)
Solution Result

Solving Time (s)

B = $0M

B = $1M

B = $5M

B = $10M

B = $15M

26

25

25

188

177

[4]

[4]
[1, 3]

[1, 3, 4, 5]

[1, 3, 4, 5]

0%

0%

100%

100%

$ 875,000
$ $ 44,000
$ -

$ 875,000
$ 3,760,000
$ 44,000
$ 20,000

$ $ 7,520,000
$ $ 40,000

$ $ 7,520,000
$ $ 40,000

$ 34,155,105
$ 34,155,105

$ 32,009,768
$ 31,090,768

$ 16,775,748
$ 12,076,748

$ 9,976,331
$ 2,416,331

$ 9,976,331
$ 2,416,331

$ $ $ $ 34,155,105

$ 264,611
$ $ $ 30,826,156

$ 264,611
$ 785,981
$ $ 11,026,156

$ $ 2,416,331
$ $ -

$ $ 2,416,333
$ $ -

3,587,320

3,254,425

1,274,425

0

0

DG Location(s)
ESS Location(s)
% of Scenarios (3,279 total)
with 100% Demand Met
DG Investment Cost
ESS Investment Cost
DG O&M Cost
ESS O&M Cost
Optimal Solution
Q-function Solution
DG Supply Efficiency
ESS Supply Efficiency
Excess Power
Unmet Demand

Cost
Cost
Cost
Cost

Unmet Demand (W)

0%
$
$
$
$

-

Figure 4.6: Pie chart of the optimal solution (objective function), broken down by
percentage make-up of each of the cost functions in the objective. This is for a microgrid
solution covering a network composed of 5 critical public buildings, where PV-DGs are not
required within the utility’s microgrid.
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Figure 4.7: Visual of where the ESSs are located in the best solution for the 5-building
network; results are for the model where minimum DGs = 0. Hospitals and Grocery Stores
install 5MW DGs, Fire and Police Stations install 1MW DGs, Gas Stations install 500kW
DGs and all buildings install 1MW ESSs.
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Figure 4.8 where the unmet demand and excess power cost are both at 0%, signifying an
ideal solution.
Effects of the Unmet Demand and Excess Power Penalties (5-building)
The effects of the unmet demand penalty (applied in the objective’s 4th cost function which
minimizes unmet demand and unmet demand costs within the microgrid) are shown in the
Table 4.3 results. For the model requiring DG location (Minimum DGs Located = 1 model),
the Base level solutions for the $10M and $15M budgets locate a total of $6.5M (total
investment) in DGs and ESSs (DG = 4 and ESS = 1, 3, 4) versus a total of $8.4M (total
investment) in DGs and ESSs (DG = 4 and ESS = 1, 3, 4, 5) located at the Medium level
solutions. This is because the model found it cheaper to incur the additional investment
costs of $1.9M in DGs and ESSs within the microgrid to help alleviate the total unmet
demand experienced with the Medium level penalty versus those experienced at the Base
level penalty. The additional $1.9M reduced total unmet demand from 302,373 watts to
0 watts, and increased the number of scenarios where 100% network demand coverage is
experienced from 35% (at the Base level for the $10 and $15M budget options) to an ideal
100% (at the Medium level for the $10 and $15M budget options) of the 3,279 total scenarios.
When the High level penalty is applied, the best solution for a $10M and $15M budgets
remains the same (DG = 4 and ESS = 1, 3, 4, 5) which means that the Medium level
penalty achieves the best solution for all levels when given a $10M or $15M budget. What
changes from the Base to Medium level is the addition of another ESS at building ID 5.
When the penalty scale moves to the Medium level, more power output is required to help
alleviate the total unmet demand experienced in the network and thus the model locates
another ESS at building ID 5. Locating the ESS at building ID 5 add an additional 1 MW of
stored power and an additional $1.9M to the total investment cost. However, the additional
$1.9M helped reduce the total unmet demand to 0 W, giving us a fully covered network
(100% demand coverage for all 3,279 total scenarios) for the entire week-long outage.
The effects of the excess power penalty (applied in the objective’s 5th cost function which
minimizes the excess renewable penetration within the microgrid) are shown by the resulting
$0 in excess power costs for all solutions, across all budgets in both models. This means that
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Table 4.3: Optimal solutions of a network composed of 5 critical public buildings, where a
minimum of one PV-DG is required within the utility’s microgrid. For this specific model,
the optimal solutions were witnessed at the Medium level of the unmet demand penalty for
all budget options; we display the Base level so that the effects of the unmet demand penalty
can be seen as the penalty level increases. The best solution is shown is bold.
5 Building & Min DGs = 1 (Medium Unmet Demand Penalty)
Solution Result

Solving Time (s)

B = $0M

B = $1M

B = $5M

B = $10M

B = $15M

25

25

421

366

325

[4]

[4]
[1, 3]

[4]
[1, 3, 4, 5]

[4]
[1, 3, 4, 5]

0%

0%

100%

100%

$ 875,000
$ $ 44,000
$ -

$ 875,000
$ 3,760,000
$ 44,000
$ 20,000

$ 875,000
$ 7,520,000
$ 44,000
$ 40,000

$ 875,000
$ 7,520,000
$ 44,000
$ 40,000

$ 1,707,755,243
$ 1,707,755,243

$ 1,542,491,420
$ 1,541,572,420

$ 557,057,398
$ 552,358,398

$ 10,489,545
$ 2,010,545

$ 10,489,544
$ 2,010,544

$ $ $ $ 1,707,755,243

$ 264,611
$ $ $ 1,541,307,809

$ 264,611
$ 785,981
$ $ 551,307,809

$ 217,841
$ 1,792,704
$ $ -

$ 218,777
$ 1,791,768
$ $ -

3,587,320

3,254,425

1,274,425

0

0

DG Location(s)
ESS Location(s)
% of Scenarios (3,279 total)
with 100% Demand Met
DG Investment Cost
ESS Investment Cost
DG O&M Cost
ESS O&M Cost
Optimal Solution
Q-function Solution
DG Supply Efficiency
ESS Supply Efficiency
Excess Power
Unmet Demand

Cost
Cost
Cost
Cost

Unmet Demand (W)

0%
$
$
$
$

-

5 Building & Min DGs = 1 (Base Unmet Demand Penalty)
Solution Result

Solving Time (s)

B = $0M

B = $1M

B = $5M

B = $10M

B = $15M

26

25

216

259

306

[4]

[4]
[1, 3]

[4]
[1, 3, 4]

[4]
[1, 3, 4]

0%

0%

35%

35%

$ 875,000
$ $ 44,000
$ -

$ 875,000
$ 3,760,000
$ 44,000
$ 20,000

$ 875,000
$ 5,640,000
$ 44,000
$ 30,000

$ 875,000
$ 5,640,000
$ 44,000
$ 30,000

$ 34,155,105
$ 34,155,105

$ 32,009,768
$ 31,090,768

$ 16,775,748
$ 12,076,748

$ 10,097,904
$ 3,508,904

$ 10,097,903
$ 3,508,903

$ $ $ $ 34,155,105

$ 264,611
$ $ $ 30,826,156

$ 264,611
$ 785,981
$ $ 11,026,156

$ 262,713
$ 1,525,583
$ $ 1,720,612

$ 262,490
$ 1,525,806
$ $ 1,720,612

3,587,320

3,254,425

1,274,425

302,373

302,373

DG Location(s)
ESS Location(s)
% of Scenarios (3,279 total)
with 100% Demand Met
DG Investment Cost
ESS Investment Cost
DG O&M Cost
ESS O&M Cost
Optimal Solution
Q-function Solution
DG Supply Efficiency
ESS Supply Efficiency
Excess Power
Unmet Demand

Cost
Cost
Cost
Cost

Unmet Demand (W)

0%
$
$
$
$

-
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Figure 4.8: Pie chart of the optimal solution (objective function), broken down by
percentage make-up of each of the cost functions in the objective. This is for a microgrid
solution covering a network composed of 5 critical public buildings, where a minimum of one
PV-DG is required within the utility’s microgrid.
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the applied excess penalty costs ensured that the DGs and ESSs located in each solution
provided enough power to, at the most, meet the demand of the network. We never witness
a solution where the installed DGs and ESSs provided more power to the network than what
the network has in demand. Thus, we see how applying an excess power penalty cost benefits
the microgrid and main grid by ensuring issues such as utility-scale reverse power flow (which
is caused by excess renewable generation and has system functionality consequences such as
voltage peaks and reduced power quality [19]) do not occur within the designed microgrid
network and do not increase the optimal solution of the microgrid.
Minimum DG vs No Minimum DG Model (5-building)
The difference in the two models is shown when comparing Table 4.2 and Table 4.3. One
model contains a constraint that requires at least 1 DG be located withing the microgrid,
while the other model does not contain this constraint. We see that, for the $10 and $15M
budget options, the model where minimum DGs located = 0 finds it more cost effective to
locate just ESSs and NO DGs at all within the microgrid. This is made possible due to the
this model not containing the constraint that requires at least 1 DG to be located. These are
the only budget options, across both models, where NO DGs are located at all (disregarding
the $0 investment which by default would not have any DGs or ESSs located due to a budget
of $0). Utilities that service heavily sunny regions may want to mandate that their microgrid
contains at least one DG so that they can take advantage of the predominantly sunny weather
(cloud coverage) of the region. On the other hand, utilities that service regions with a lesser
number of annual sunny days may not find it as useful to require a DG in the microgrid
due to the added expense the DG would bring if the ESSs are enough to meet demand. By
providing both models, we allow utilities the flexibility of deciding based upon the sunny
weather (cloud coverage) regularity of their serviced regions.

4.5.2

Results for a Network of 10 Critical Public Buildings

The results of the 10-building network, for the model where minimum DGs located = 0,
are provided in Table 4.4 with the best solution in bold. For a 10-building network, a
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$15M budget at the Medium level of the unmet demand penalty, provides the best solution
for the model where minimum DGs located = 0. This solution experiences 100% network
demand coverage (Unmet Demand Cost = 0) for 3,192 of the 3,279 total scenarios (97%).
The $15M budget option at the Base level produces a lower optimal solution ($18,459,884)
than this solution ($19,729,118) but only experiences 0 unmet demand for 86% of the 3,279
total scenarios, whereas this solution experiences 0 unmet demand for 97% of the 3,279 total
scenarios. The Medium level for the $15M budget option has a slightly higher investment cost
($14.9M) than the Base level for the $15M budget option ($14.0M), but both investments
costs fall within the $15M budget provided. The solution results in a 1 MW DG located at
building ID 10 and ESSs located at building IDs 1, 2, 5, 6, 7, 9 and 10.
The results of the 10-building network, for the model where minimum DGs located =
1, are provided in Table 4.5 with the best solution in bold. The best solution for the
model where minimum DGs located = 1 is identical to the best solution for the model where
minimum DGs located = 0, and is witnessed with a $15M budget at the Medium level of the
unmet demand penalty. The solution experiences 100% network demand coverage (Unmet
Demand Cost = 0) for 3,192 of the 3,279 total scenarios (97%) just as was experienced in
the model where the minimum DGs located = 0. The DGs and ESSs located, as well as
the costs and optimal solution are also similar between both model solutions. Figure 4.9
displays a breakdown of how much of the optimal solution (objective function) each cost
function makes up; the desire is for the optimal solution (objective function) to be primarily
composed of the investment and power supply costs as these are the only major costs that
cannot be minimized to 0 within the model. We do not see the desired outlook for the
chart in Figure 4.9 as 3% of the optimal solution is unmet demand costs. Thus, unlike
the 5-building network microgrid solution, the increased demand of the 10-building network
does not lead to an ideal microgrid solution where 100% of the network demand is covered.
Figure 4.10 shows the location of the one DG and seven ESSs in the best solution for the
10-building network (both models, where minimum DGs = 0 and 1, reached equivalent best
solutions).
Since the best microgrid solution for a network of 10 critical public buildings only reaches
100% demand coverage for 97% of the 3,279 scenarios, we portray the unmet demand for
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Table 4.4: Optimal solutions of a network composed of 10 critical public buildings, where
PV-DGs are not required within the utility’s microgrid. For this specific model, the optimal
solutions were witnessed at the Medium level of the unmet demand penalty for all budget
options; we display the Base level so that the effects of the unmet demand penalty can be
seen as the penalty level increases. The best solution is shown in bold.
10 Building & Min DGs = 0 (Medium Unmet Demand Penalty)
Solution Result

Solving Time (s)

B = $0M

B = $1M

B = $5M

B = $10M

B = $15M

53

54

54

380

3,587

[7]

[7]
[1, 2]

[10]
[1, 2, 5, 6,
7, 9, 10]
97%

DG Location(s)
ESS Location(s)
% of Scenarios (3,279 total)
with 100% Demand Met
DG Investment Cost
ESS Investment Cost
DG O&M Cost
ESS O&M Cost
Optimal Solution
Q-function Solution
DG Supply Efficiency
ESS Supply Efficiency
Excess Power
Unmet Demand

Cost
Cost
Cost
Cost

Unmet Demand (W)

0%

0%

[1, 2, 6,
7, 10]
0%

$ 875,000
$ $ 44,000
$ -

$ 875,000
$ 3,760,000
$ 44,000
$ 20,000

$ $ 9,400,000
$ $ 50,000

$ 1,720,000
$ 13,160,000
$ 86,000
$ 70,000

$ 3,415,510,485
$ 3,415,510,485

$ 3,250,040,743
$ 3,249,121,743

$ 2,263,820,743
$ 2,259,121,743

$ 951,340,510
$ 941,890,510

$ 19,729,118
$ 4,693,118

$ $ $ $ 3,415,510,485

$ 58,692
$ $ $ 3,249,063,051

$ 58,692
$ $ $ 2,259,063,051

$ $ 1,380,025
$ $ 940,510,485

$ 659,072
$ 3,368,690
$ $ 665,357

7,174,640

6,841,745

4,861,745

2,224,640

3,226

0%
$
$
$
$

-

10 Building & Min DGs = 0 (Base Unmet Demand Penalty)
Solution Result

Solving Time (s)

B = $0M

B = $1M

B = $5M

B = $10M

B = $15M

53

54

53

402

2,714

[7]

[7]
[1, 2]

[7]
[1, 2, 4, 5,
6, 7, 10]
86%

DG Location(s)
ESS Location(s)
% of Scenarios (3,279 total)
with 100% Demand Met
DG Investment Cost
ESS Investment Cost
DG O&M Cost
ESS O&M Cost
Optimal Solution
Q-function Solution
DG Supply Efficiency
ESS Supply Efficiency
Excess Power
Unmet Demand

Cost
Cost
Cost
Cost

Unmet Demand (W)

0%

0%

[1, 2, 6,
7, 10]
0%

$ 875,000
$ $ 44,000
$ -

$ 875,000
$ 3,760,000
$ 44,000
$ 20,000

$ $ 9,400,000
$ $ 50,000

$ 875,000
$ 13,160,000
$ 44,000
$ 70,000

$ 68,310,210
$ 68,310,210

$ 65,958,953
$ 65,039,953

$ 49,938,953
$ 45,239,953

$ 29,640,234
$ 20,190,234

$ 18,459,884
$ 4,310,884

$ $ $ $ 68,310,210

$ 58,692
$ $ $ 64,981,261

$ 58,692
$ $ $ 45,181,261

$ $ 1,380,025
$ $ 18,810,210

$ 84,566
$ 4,122,267
$ $ 104,062

7,174,640

6,841,745

4,861,745

2,224,640

26,726

0%
$
$
$
$

-
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Table 4.5: Optimal solutions of a network composed of 10 critical public buildings, where
a minimum of one PV-DG is required within the utility’s microgrid. For this specific model,
the optimal solutions were witnessed at the Medium level of the unmet demand penalty for
all budget options; we display the Base level so that the effects of the unmet demand penalty
can be seen as the penalty level increases. The best solution is shown in bold.
10 Building & Min DGs = 1 (Medium Unmet Demand Penalty)
Solution Result

Solving Time (s)

B = $0M

B = $1M

B = $5M

B = $10M

B = $15M

53

80

691

30,018

2,440

[7]

[7]
[1, 2]

[4, 7, 10]
[1, 2, 7]

0%

0%

1%

[10]
[1, 2, 5, 6,
7, 9, 10]
97%

$ 875,000
$ $ 44,000
$ -

$ 875,000
$ 3,760,000
$ 44,000
$ 20,000

$ 4,315,000
$ 5,640,000
$ 216,000
$ 30,000

$ 1,720,000
$ 13,160,000
$ 86,000
$ 70,000

$ 3,415,510,485
$ 3,415,510,485

$ 3,250,040,743
$ 3,249,121,743

$ 2,263,820,743
$ 2,259,121,743

$ 1,111,186,198
$ 1,100,985,198

$ 19,729,117
$ 4,693,117

$ $ $ $ 3,415,510,485

$ 58,692
$ $ $ 3,249,063,051

$ 58,692
$ $ $ 2,259,063,051

$ 1,659,926
$ 245,420
$ $ 1,099,079,854

$ 660,074
$ 3,367,688
$ $ 665,357

7,174,640

6,841,745

4,861,745

2,541,192

3,226

DG Location(s)
ESS Location(s)
% of Scenarios (3,279 total)
with 100% Demand Met
DG Investment Cost
ESS Investment Cost
DG O&M Cost
ESS O&M Cost
Optimal Solution
Q-function Solution
DG Supply Efficiency
ESS Supply Efficiency
Excess Power
Unmet Demand

Cost
Cost
Cost
Cost

Unmet Demand (W)

0%
$
$
$
$

-

10 Building & Min DGs = 1 (Base Unmet Demand Penalty)
Solution Result

Solving Time (s)

B = $0M

B = $1M

B = $5M

B = $10M

B = $15M

53

78

511

1,097

2,547

[7]

[7]
[1, 2]

[10]
[1, 2, 6, 7]

0%

0%

0%

[7]
[1, 2, 4, 5,
6, 7, 10]
86%

$ 875,000
$ $ 44,000
$ -

$ 875,000
$ 3,760,000
$ 44,000
$ 20,000

$ 1,720,000
$ 7,520,000
$ 86,000
$ 40,000

$ 875,000
$ 13,160,000
$ 44,000
$ 70,000

$ 68,310,210
$ 68,310,210

$ 65,958,953
$ 65,039,953

$ 49,938,953
$ 45,239,953
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Figure 4.9: Pie chart of the optimal solution (objective function), broken down by
percentage make-up of each of the cost functions in the objective. This is for a microgrid
solution covering a network composed of 10 critical public buildings, regardless of minimum
DG requirements. Ideally, investment and power supply costs should make up the majority
of the chart as these are the only major costs that cannot be minimized to 0.
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Figure 4.10: Illustration of the DG and ESSs locations in the optimal solution for the
10-building network. Results are the same for both models (minimum DGs = 0 and 1),
i.e., with or without DG requirement for ESSs. Hospitals and Grocery Stores install 5MW
DGs, Fire and Police Stations install 1MW DGs, Gas Stations install 500kW DGs and all
buildings install 1MW ESSs.
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the worst-case week - a week where each of the 7 days experiences overcast weather (cloud
coverage) and the PV-DGs output the least amount of power into the microgrid - in Figure
4.11. Figure 4.11 shows 0% unmet demand for days 1-4 of the worst-case week, which is ideal.
By day 5 and 6, the microgrid is experiences 1% unmet demand and 8% unmet demand by
day 7.
Effects of the Unmet Demand and Excess Power Penalties (10-building)
The effects of the unmet demand penalty (applied in the objective’s 4th cost function which
minimizes unmet demand and unmet demand costs within the microgrid) witnessed in Table
4.3 are also seen in the Table 4.5 results. For the model requiring DG location (minimum
DGs Located = 1 model), the Base level solution for the $10M budget locates a total of
$9.2M in DGs and ESS (DG = 10 and ESS = 1, 2, 6, 7) versus a total of $9.9M in DGs and
ESS (DG = 4, 7, 10 and ESS = 1, 2, 7) located at the Medium level. This is because the
model found it cheaper to incur the additional investment costs of $715,000 in DGs and ESSs
within the microgrid to help alleviate the total unmet demand experienced at the Medium
level penalty versus that at the Base level penalty (additional $715,000 reduced total unmet
demand by 2,548,851 - 2,541,192 = 7,659 watts); 7,659 watts is enough wattage to power
a gas station for 2 day-time periods (12 day-time hours x 2 days). When the High level
penalty is applied, the best solution for a $10M budget remains the same (DG = 4, 7, 10
and ESS = 1, 2, 7) which means that the Medium level penalty achieves the optimal solution
for all levels when given a $10M budget. We see the unmet demand penalty effects again
for the $15M budget of both models where the Base level solution locates a total of $14.0M
in DGs and ESSs versus a total of $14.8M. This is because the Base level solutions locates a
smaller 500 kW DG at building ID 7. When the penalty scale moves to the Medium level,
more power output is required to help alleviate the total unmet demand experienced in the
network and thus a larger (1 MW) DG is located at building ID 10 instead of the 500 kW
seen in the Base level solution. Locating the 1 MW DG at building ID 10 adds an additional
$845,000 to the total investment cost, but the additional $845,000 help to reduce the total
unmet demand by 26,880 - 3,226 = 23,654 watts); 23,654 watts is enough wattage to power
a grocery store for 1 day-time period (12 day-time hours) and a gas station for 2 day-time
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Figure 4.11: Daily unmet demand for the worst-case week-long outage, which is a week
with overcast skies (least PV-DG output) every day of the week-long outage. Demand is
fully met until days 5-7 of the week.
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periods (12 day-time hours x 2 days). This increases the the number of scenarios where 100%
demand coverage is witnessed from 86% (at the Base level, $15M) to 97% (at the Medium
level, $15M) of the 3,279 total scenarios.
The results in Table 4.4 and 4.5 also show how the unmet demand penalty affects of
the objective’s 3rd cost function, which minimizes distribution power losses by reducing the
distance traveled for power supply, thus improving power supply efficiency. At the $15M
budget for the Base level (both models), we see ESSs located at building IDs 1, 2, 4, 5,
6, 7 and 10. Then, at the Medium level, the ESS at building ID 4 is replaced by an ESS
at building ID 9. This occurs due to the increase in unmet demand penalty cost. As the
unmet demand penalty costs increases the model looks to minimize the optimal solution by
minimizing another cost function of the objective, and in this case it is the distance for power
supply cost function. Since all ESSs have the same capacity of 1 MW, the change between
the building IDs where an ESS is located at the Base and Medium levels of the $15M budget
occur due to the model minimizing the distance traveled for power supply to help alleviate
the overall optimal solution of the model. This change, along with the larger DG at building
ID 10 versus ID 7, helps reduce the ESS power supply cost from $4.1M at the Base level to
$3.3M at the Medium level solution for the $15M budget option.
As we saw in the 5-building network microgrid solution, the effects of the excess power
penalty are again shown by the resulting $0 in excess power costs across all microgrid
solutions for both models. We again see how applying an excess power penalty cost benefits
the microgrid system by ensuring issues such as utility-scale reverse power flow (which is
caused by excess renewable generation and has system functionality consequences [19]) do
not increase the optimal solution of the microgrid or potentially cause issues such as voltage
peaks and reduced power quality within the system.
Minimum DG vs No Minimum DG Model (10-building)
As with the 5-building microgrid solutions, we see the difference in the two model by
comparing the results of the 10-building microgrid solutions in Tables 4.4 and 4.5. We see
that, for the $10 million budget option, the model where minimum DGs located = 0 model
finds it more cost effective to locate just ESSs and NO DGs at all within the microgrid.
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This happens to be the only budget option, across both models for the 10-building network,
where no DGs are located at all (disregarding the $0 investment which by default would not
have any DGs or ESSs located due to a budget of $0). As previously stated, by providing
both models, we allow utilities flexibility to decide which model best applies to their serviced
region based upon the sunny weather (cloud coverage) regularity of the region.

4.5.3

ROIs for Microgrid Solution (5 and 10-building Networks)

Return on Investment (ROI) is a performance measure used to evaluate the efficiency of
an investment or compare the efficiency of a number of different investments. The ROI
denominator is the total investment costs of the DGs+ESSs of each solution (given budget
options of $0M, $1M, $5M, $10M, or $15M). The ROI numerator is the “returns”, which
are what the utility gains by investing $X millions into a microgrid. We define “returns” as
the critical public buildings experiencing uninterrupted power supply during the week-long
power outage caused by the natural disaster as this is the focus of the model and research.
The returns are computed by subtracting the optimal solution (minimized total cost of the
objective function) of a $1, $5, $10, or $15M budget option, from the optimal solution if
the utility doesn’t invest in a microgrid at all ($0M budget option). We then divide this
subtracted value by the total investment cost (DG+ESS investment cost) of the $1, $5, $10,
or $15M budget option. Every budget option should return an ROI greater than 100% as any
microgrid, whether a small one with less than $1M invested or a larger one, will provide more
power into the network that no microgrid at all ($0M budget option) as we are modeling a
scenario where the microgrid would be operating in island mode as the only power source for
the critical public buildings within the network. Thus, the goal would be to determine how
much more return each investment amount provides when compared to another investment
amount.
Tables 4.6 and 4.7 display the ROIs for a microgrid solution covering a network of 5
critical public buildings with and without a minimum of one PV-DG within the microgrid,
respectively. For the results in Table 4.6, the highest ROI is 375% and is achieved by the
$5M budget option. However, based on optimal solutions, the best solution from Table 4.6
occurs when a $10M budget is provided and results in an ROI of 322%. For the results in
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Table 4.6: Each investment’s Return on Investment (ROI) displayed by budget option for a
microgrid solution covering a network composed of 5 critical public buildings, where PV-DGs
are not required within the utility’s microgrid. The best solution is shown in bold.
5 Buildings & Min DGs = 0 (Base Unmet Demand Penalty)
DG+ESS Investment (Budget)

Optimal Solution

$0 ($0M)
$875,00 ($1M)
$4,635,000 ($5M)
$7,520,000 ($10M)
$7,520,000 ($15M)

$
$
$
$

34,155,105
32,009,768
16,775,748
9,976,331
$ 9,976,331

ROI of Investment
0%
245%
375%
322%
322%

Table 4.7: Each investment’s Return on Investment (ROI) displayed by budget option
for a microgrid solution covering a network composed of 5 critical public buildings, where
a minimum of one PV-DG is required within the utility’s microgrid. The best solution is
shown in bold, and is reached at the Medium level of the unmet demand penalty; we display
the Base level so that the effects of the unmet demand penalty can be seen as the penalty
level increases.
5 Buildings & Min DGs = 1 (Medium Unmet Demand Penalty)
DG+ESS Investment (Budget)

Optimal Solution

$0 ($0M)
$875,000 ($1M)
$4,635,000 ($5M)
$8,395,000 ($10M)
$8,395,000 ($15M)

$ 1,707,755,243
$ 1,542,491,420
$ 557,057,398
$ 10,489,545
$ 10,489,544

ROI of Investment
0%
18887%
24826%
20218%
20218%

5 Buildings & Min DGs = 1 (Base Unmet Demand Penalty)
DG+ESS Investment (Budget)

Optimal Solution

$0 ($0M)
$875,000 ($1M)
$4,635,000 ($5M)
$6,515,000 ($10M)
$6,515,000 ($15M)

$
$
$
$
$
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34,155,105
32,009,768
16,775,748
10,097,904
10,097,903

ROI of Investment
0%
245%
375%
369%
369%

Table 4.7, the best solution is reached at the Medium level of the unmet demand penalty
(see Table 4.3). Thus, the ROI is also affected by the Medium level penalty and results in
the large ROI outcome of 20218%.
Tables 4.8 and 4.9 display the ROIs for a microgrid solution covering a network of 10
critical public buildings with and without a minimum of one PV-DG within the microgrid,
respectively. For the results in both Tables 4.8 and 4.9, the best solution is reached at the
Medium level of the unmet demand penalty (see Tables 4.4 and 4.5); the two models reached
identical best solutions. We see another large ROI outcome of 22821% for both solution due
to the affects of the Medium level penalty.
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Table 4.8: Each investment’s Return on Investment (ROI) displayed by budget option for
a microgrid solution covering a network composed of 10 critical public buildings, where PVDGs are not required within the utility’s microgrid. The best solution is shown in bold, and
is reached at the Medium level of the unmet demand penalty; we display the Base level so
that the effects of the unmet demand penalty can be seen as the penalty level increases.
10 Buildings & Min DGs = 0 (Medium Unmet Demand Penalty)
DG+ESS Investment (Budget)

Optimal Solution

$0 ($0M)
$875,000 ($1M)
$4,635,000 ($5M)
$9,400,000 ($10M)
$14,880,000 ($15M)

$ 3,415,510,485
$ 3,250,040,743
$ 2,263,820,743
$ 951,340,510
$ 19,729,118

ROI of Investment
0%
18911%
24848%
26215%
22821%

10 Buildings & Min DGs = 0 (Base Unmet Demand Penalty)
DG+ESS Investment (Budget)

Optimal Solution

$0 ($0M)
$875,000 ($1M)
$4,635,000 ($5M)
$9,400,000 ($10M)
$14,035,000 ($15M)

$
$
$
$
$

68,310,210
65,958,953
49,938,953
29,640,234
18,459,884

ROI of Investment
0%
269%
396%
411%
355%

Table 4.9: Each investment’s Return on Investment (ROI) displayed by budget option for
a microgrid solution covering a network composed of 10 critical public buildings, where a
minimum of one PV-DG is required within the utility’s microgrid. The best solution is shown
in bold, and is reached at the Medium level of the unmet demand penalty; we display the
Base level so that the effects of the unmet demand penalty can be seen as the penalty level
increases.
10 Buildings & Min DGs = 1 (Medium Unmet Demand Penalty)
DG+ESS Investment (Budget)
$0 ($0M)
$875,000 ($1M)
$4,635,000 ($5M)
$9,955,000 ($10M)
$14,880,000 ($15M)

Optimal Solution
$
$
$
$

3,415,510,485
3,250,040,743
2,263,820,743
1,111,186,198
$ 19,729,117

ROI of Investment
0%
18911%
24848%
23147%
22821%

10 Buildings & Min DGs = 1 (Base Unmet Demand Penalty)
DG+ESS Investment (Budget)

Optimal Solution

$0 ($0M)
$875,000 ($1M)
$4,635,000 ($5M)
$9,240,000 ($10M)
$14,035,000 ($15M)

$
$
$
$
$
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68,310,210
65,958,953
49,938,953
32,438,655
18,459,889

ROI of Investment
0%
269%
396%
388%
355%

Chapter 5
Conclusion, Limitations and Future
Research
The conclusion section focuses on the analysis of the multi-stage stochastic model from
Chapter 4, which is the full and final model of this research. This research develops a multistage stochastic program that models the investment economics, reliability and resilience of
a utility-owned microgrid operating in island mode due to natural disaster-caused damage
to the main grid. We model a situation where the main grid damage has caused a weeklong (7 days) power outage and the microgrid is used by the utility to provide disaster
relief power supply to the critical public buildings (e.g., hospitals, grocery stores, fire, police
and gas stations) within the utility’s serviced region. The microgrid model uses photovoltaic
distributed generators (PV-DGs) and energy storage systems, while accounting for the hourly
uncertainty and weather (cloud coverage) uncertainty in PV-DG power output. The nested
L-shaped method is used to solve the multi-stage stochastic program and a holistic objective
function that captures the investment, operation and maintenance, power supply efficiency
(minimizes potential distribution power losses), reliability (minimizes unmet demand within
the serviced network) and resilience (minimizes reverse power flow within the network) of
the microgrid in terms of a minimized total cost to the utility is provided. We consider
the budgetary limitations of a utility when establishing such a microgrid and thus limit the
investment costs to allocated budget amounts.
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The model is applied to a case study resulting in an exhaustive solution that analyzes the
microgrid’s reliability performance across all 3,279 scenarios of a week-long power outage,
where each scenario is a combination of the day of the outage (7 days total) and the weather
witnessed that day (e.g., sunny, cloudy or overcast cloud coverage). Solutions to the model
provide the optimal location, size, power supply assignment and total number of DGs and
ESSs within the utility-owned microgrid. Results of the model show that an islanded utilityscale microgrid can effectively provide uninterrupted power supply to a network of 5 and
10 critical public buildings, with 100% and 97% of the scenarios experiencing full demand
coverage respectively, over the duration of a week-long power outage. The full development
of such microgrids requires investments of $7.5M and $14.8M for the 5 and 10-building
networks, respectively.
The developed multi-stage stochastic program microgrid model has limitations relating to
the building demand used and the modeling horizon. The demand data of the critical public
buildings in each stage (day) is a sum of each buildings day-time demand from 6:00AM to
6:00PM. We account for only the day-time demand due to the microgrid functioning with the
use of PV-DGs that require sunlight. Night-time demand of the critical public buildings is
handled by the back-up generators we assume each critical public building possesses. Future
work can remove the assumption that the critical public building possess back-up generators
and develop the microgrid model to account for the night-time demand of the critical public
buildings as well. In regards to the modeling horizon, each stage equates to a 12 hour day
(6am-6pm day-time). However, natural disaster-caused power outages can last only hours
and thus an hour-by-hour analysis of the developed model would be beneficial. Breaking
7 days into an hour-by-hour analysis (168 hours or 168 stages) would lead to unreasonably
long computation time with the current model. Thus, future work can be done to investigate
the use of simulation software to solve the developed model as simulations can handle much
longer modeling horizons.
Each of the three models presented in this research built upon the previous by addressing
the limitation from the previous. The two-stage stochastic model from Chapter 3 addressed
the lack of consideration for the uncertainty in PV-DG power output and the hourly
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uncertainty in building power demand. The multi-stage stochastic model addressed the lack
of energy storage considerations in both the deterministic and two-stage stochastic models.
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