I. Introduction Dorfman (1943) put forward an application for group testing which related to the United States Public Health Service and the Selective Service System's project to eliminate all syphilitic men called up for induction. From then on, group testing has become a subject of continuing research. Though group testing was first utilized for blood testing, because of the wide applications of group testing, it has been applied to many other fields, such as plant disease assessment, fisheries and vector transmission of viruses (Romanow et al., 1986; Murral et al., 1996; Ornaghi et al., 1999) . The present thesis will focus on the estimation problem. Suppose that we have drawn experimental units from a population and pooled them into n groups with group size s. Also suppose that we are interested in a certain characteristic of the experimental units, and it can be found that each experimental unit either possesses the characteristic or not. We denote the appearance of this specific characteristic of the experiment unit as "success" and the unrevealed as "failure". What we want to estimate is the proportion of the individuals with "success" in the population. In the process of conducting group testing, we test groups of experimental units and observe the outcome of each group instead of testing each individual. In general, if one of the individuals in a group has the specific characteristic, then the characteristic will be observed for this group. In the present case we will simply say that a group is defective, or positive for brevity. The reason for calling the group is defective is because most of time the above mentioned specific characteristic is defectiveness, sickness, infected etc. If all of the individuals in one group do not have such characteristic, then the result of the group testing will be non-defective or negative. Further, we need to assume the sensitivity and specificity of group testing is perfect.
Our goal is to estimate the proportion p ∈ (0, 1) of the individuals that possesses the specified characteristic in the target population. Chen and Swallow (1990) have shown that the retesting of individuals in the defective groups is not worthwhile.
Hung and Swallow (1999) have shown that group testing is often more preferable to individual testing for estimating proportions of defectives when the proportion of defective individuals is low.
Under the group testing models, there are many approaches to the estimation of proportion of defective individuals, such as MLE, Burrows bias corrected MLE, Bayes estimators, empirical Bayes estimators, and various interval estimators. Some research on the comparison of these methods have been done by Bilder and Tebbs (2005) . They utilized both the Bayes evaluation and frequentist evaluation. A method that uses on the score statistic with a correction for skewness and another method using the logit function is applied to the MLE was recommended by Hepworth (2005) .
Usually, the object of selecting an estimator in group testing is to find the one that minimizes the MSE of the estimator of p as mentioned by Hung and Swallow (1999) .
The classic estimator derived from likelihood is not accurate for small proportions p, and particularly in practice often our interest is in the occurrence of rare events, so we will restrict our study on the case when the defect rate p is in the interval of (0, 0.2], and then we will compare the different approaches of estimating the proportion of defectives in the population.
In the following section, the model used in the present study will be introduced in detail and MLE, Burrows' estimate and Bayes estimation of p will be reviewed (Burrows 1986; Fang et al., 2007) . Further, a new Bayes estimator will be introduced.
Section 3 mainly shows how to calculate the proposed estimator. Section 4 gives the performance evaluation of the proposed estimator and application of proposed estimator. Section 5 provides a discussion of the results.
II. Model Descriptions

The Maximum Likelihood Estimate and Burrow's Estimate
Suppose that a sample of size N is randomly selected from the target population and divided equally into n groups, and each group contains s experimental units (N = ns). For the discussion of unequal group sizes, the reader can refer to Chen and Swallow (1995) . One observes Y 1 , Y 2 , ... Y n which are independently and identically distributed Bernoulli (θ) random variables, where θ = 1 − (1 − p) s (s is group size, p is proportions of defectives in the target population, and θ is the probability that a group is defective), and Y i =1 if the i-th group is defective and Y i =0 if the i-th group is non-defective. Let T = n i=1 Y i denote the number of the defective groups and assuming independence among the groups, then T follows binomial distribution with parameters n and θ. It is also assumed that the testing is conducted without error, in other words, the sensitivity and specificity are perfect. The MLE for p under the group testing model isp M LE = 1 − (1 − T /n) 1/s . An alternative estimate, p = 1 − ((2s(n − T ) + s − 1)/(2ns + s − 1)) 1/s , which is proposed by Burrows(1986) .
Burrows has shown that this estimator's bias and mean square error properties are uniformly superior top M LE except for s = 1 when these two estimates are identical to the minimum variance unbiased estimate.
Bayes Estimator and Empirical Bayes Estimator for Unrestricted p
As a prior distribution for p, we choose the one-parameter beta family for the random variable P as in Tebbs et al. (2003) . It will give us great simplifications when we continue our computation. The prior distribution (Beta(1, β))will have the form:
The number of the defect groups T follows the binomial distribution with parameter θ. We can derive the joint probability density function of T and P as
The marginal PDF of T then have the form:
Using the one-parameter beta prior distribution with a given β Tebbs et al. (2003) showed that the posterior distribution of p given T = t will have the form:
For 0<p<1, the posterior mean of p is:
In the present study, we consider the squared-error loss function L(p, a) = (p − a) 2 though the more general loss function L(p, a) = w(p)(p−a) 2 could be used. Obviously, the square loss function is the special case of the general loss function when w(p) = 1.
The Bayes estimator of p corresponding to this loss function is given by: a = 1 0 pf P |T (p|t)dp 1 0 f P |T (p|t)dp
which is exactly the posterior mean of p given in (5). Empirical Bayes, represents one approach for setting hyper-parameters in the prior distribution. In our case, maximization of the marginal density of T given in Eq.
(3) with respect to β provides a MLE of β. It is easy to see that when t = 0, Eq. (3) is strictly increasing and when t = n, Eq.
(3) is strictly decreasing. Thus, the MLE of β exists only for t = 1, 2, ..., n − 1 and denote this estimator byβ. Replacing β byβ in (5) gives the Empirical Bayes (EB) estimators of p. Hence, for the squared error loss function the EB estimator for p is given by: p eb = 1 − Γ(n +β/s + 1)Γ(n − t +β/s + 1/s) Γ(n − t +β/s)Γ(n +β/s + 1/s + 1)
3. Bayes Estimator and Empirical Bayes Estimator for Restricted p Group testing models are often used on rare events. In the case of rare events, we know that p can only be in a range much smaller than (0, 1). If we want to apply this piece of information into our study, then we should restrict the range of the proportion p to be an interval (0, c] where c is a constant less than 1, say c = 0.2 when our prior information is p ≤ 0.2. To avoid notational confusion we will use P * as the the restricted P . With this convention we can derive the probability density function (PDF) of P * , joint PDF of P * and T , and the posterior mean of P * as well.
For example, the prior distribution of P * can be given by:
The joint PDF of P * and T is given by:
Then, we can get the marginal PDF of T :
The posterior distribution of P * given T = t will have the form:
For 0 < p * ≤ c, the posterior mean of p * is given by:
Different from the case of unrestricted p, it is not easy to get the posterior mean of p * in the restricted case. In the next chapter, different methods will be used to find the posterior mean of p * . With respect to the same square error loss function, we can substituteβ for β and get the Empirical Bayes estimator for p * as follows:
III. Computation of the Posterior Mean of P and P *
Analytical Approach
Computation for the posterior mean of P is quite straight forward since the nice closed form given in Eq.(5). If we enter the exact values of n, β, s and t into the Eq.(5) we are able to compute the posterior mean of P .
However, computation for the posterior mean of P * is not easy. It is difficult to find the closed form of the posterior mean of P * . Considering the values of s, n, t in Eq. (12) are positive integers, we can use Binomial theorem to find the close form of Eq.(12).
, then we can use the binomial expansion to get the expression of numerator:
(1−p * /c) β−1 dp * Define x = p/c, then we get:
Similarly, we can get the denominator as follows:
By using the binomial expansion, we can simplify the Eq.(12) and get the close form of posterior mean for p * :
However, we cannot use Eq. (14) to calculate the posterior mean of P * directly.
When sample size s and number of groups n are large, the result will be unsatisfied because the accumulation of error in computation. For example, if we define the true p equals to 0.1, sample size s equals to 10, number of groups n equals to 30, and re-samples for 500 times. For each sample, an estimator of p * can be found. Figure 1 shows the results ranges from 0.19618 to 0.19625 approximately. The posterior mean calculated by analysis approach has huge accumulative error since the true p is only 0.1. In the following calculation, analysis approach will not be used because of the huge size of the accumulative error. 
Software Approach
Using software is the most direct way of computing the posterior mean of p and p * . We can assign values to n, β, s, t and c in Eq.(12), then we can get the posterior mean of p and p * . Many software packages can be used, such as SAS, Minitab, R and Matlab. In this research, we use software R for calculation.
Monte Carlo Simulation
The Monte Carlo simulation method often used to solve questions which are too complex to get an analytical solution. Thus, we rely on repeated random sampling to obtain numerical results is an effective solution. Although the close-form expression of the posterior mean of p * has been found, it is useless. A Monte Carlo simulation can give another approach in solving for posterior mean of p * . The PDF of p * is given in Eq(8). Let p = p * /c, then p ∈ (0, 1) and follows one-parameter Beta distribution
Beta(1, β), so we can rewrite Eq.(12) as follow:
where f (p) is the pdf of one-parameter Beta distribution.
We define another random variable ξ has a PDF Beta(1, β) and let
According to the Law of Large Numbers, the average of the results obtained from a large number of trials will converge to the expected value as the number of trials increased to infinity.
IV. Performance Evaluation of Bayesian Estimator
Definition of Bias, MSE and Bayes Risk
From a frequentist's point of view, estimators are evaluated by using bias and MSE. In the present study. We will use the relative bias and relative efficiency comparing with the Burrows' estimator (p) because Burrows' estimator performs better than the classic MLE(p M LE ) regardless of whether bias or MSE is concerned.
Suppose thatp is an estimator of p, the definition of bias and MSE are given by:
The relative bias and relative efficiency with respect to the Burrows' estimator ofp are defined as:
respectively. If the absolute value of RB(p) is less than 1, the result indicates that the bias ofp has a smaller absolute value than that of the Burrows' estimator; likewise, if RE(p) is less than 1, then the MSE ofp is less than the MSE of the Burrows' estimator.
From a Bayesian point of view, Bayes estimators can be compared by using the Bayes risk which is defined as follows: letp be an Bayes estimator of p, then its Bayes risk associated with the squared error loss function is given as:
In general, it is very difficult to get the close form of Bayes risk. Bilder and Tebbs(2004) have derived the Bayes risk when p has prior on (0, 1) under squared error loss function. In our research, we focus on comparing the relative bias and relative efficiency.
Relationship between Posterior Mean and Beta
For clarity of statement the posterior mean of P is denoted asp B when the prior distribution of P is defined on (0, 1), and when the prior distribution of P is restricted to (0, c] the posterior mean of P * is denoted asp * , where we use P * to emphasize that P is restricted to (0, c]. Figure 2 shows the relationship between posterior mean of P and parameter β. We set the β ranges from 1 to 20000, n = 30, s = 10 and the true value of p is 0.10. In Figure 2 , the curve shows the changing of posterior mean when β changes and the horizontal line shows the true value of p. It can be observed that when β is small, the posterior mean of P overestimates the true p. As β surpasses a specific value, the posterior mean of P then underestimates the true p.
Let c = 0.2, then the prior distribution is restricted to (0, 0.2] and keep the other assumptions the same as in Figure 2 then we can get the posterior mean of P * . Figure 3 shows the relationship between posterior mean P * and parameter β. When β increases, the posterior mean P * decreases which displays the same pattern as in Figure 2 . When we compare the curves in Figure 2 and Figure 3 , we find the curve in Figure 3 is much more closer to the origin (0, 0) than the curve in Figure 2 , indicating that they have different change rate. Again, when β is small, the posterior mean of P * overestimates the true p. As β surpasses a specific value, the posterior mean of P will underestimate the true p.
It is true that the Bayes estimate of p decreases as the parameter β increases no matter what the prior distribution is defined on (0, 1) or (0, c].
Comparison ofp,p * and Burrows' Estimatorp
The performance ofp andp * can be compared further to see the influence of prior information on the posterior mean. Suppose 0 < a < b < 1, a and b are constants. To avoid confusion of notation when the prior distribution is defined on (0, a], the posterior mean is denoted asp * 1 ; and when the prior distribution is defined on (0, b], the posterior mean is denoted asp * 2 . The performance ofp * 1 andp * 2 can be measured by the contribution of prior information. For example, let a = 0.10, b = 0.20, β ∈ {1, 2, · · · , 20}, n = 30, s = 10, and the true value of p be 0.05. Let us generate 500 independent samples of T to obtain the classic MLE and Bayes estimates for p. And then we are able to compute relative bias and relative efficiency.
The results are shown in (1, 2000) , n = 30, s = 10, p = 0.10)
On the basis of the data in Table 1 , the absolute value of relative bias and relative efficiency have the same pattern that as β increases at first these values decrease and then increase. Clearly, these values change with different rates. But regardless of the different rates these values will achieve their minimum for a certain value of the hyper-parameter β. It implies then at those specific values of β the Bayes estimatorsp * 1 orp * 2 will have minimum absolute bias or minimum MSE. (1, 25) , n = 30, s = 10, p = 0.05) testing. Because of these nice properties, comparisons amongp,p * will be respected to the Burrows' estimator instead of MLE. Set c = 0.2, thenp * is the estimate when the prior distribution is defined on (0, 0.2). Table 2 shows the relative bias and relative efficiency respected to Burrows' estimator.
When comparing MLE to Burrows' estimator, the absolute value of relative bias and relative efficiency are constant and greater than 1 which means Burrows' estimates has lower bias and mean square error. For the performance ofp,p * , they have the same pattern that decreasing as β increasing, and then increasing. But when β is small,p * has smaller MSE. If focused on bias, the Burrows' estimator tends to have smaller bias than other estimates. Only under a few choice,p andp * will have smaller bias than Burrows' estimate, for example, when β = 21 and β = 22, absolute value of RB(p) is less than 1. Considering the MSE, it is much more complicate. The
Bayesian estimator seem to have a smaller MSE than the Burrows' estimator, and under a certain range of β,p * even have smaller MSE thanp. These results naturally lead us to consider choosing the best hyper-parameter to get the smaller MSE.
Optimal MSE and Choice of Beta
The bias and MSE of the estimators highly dependent on the choice of hyperparameter β. In practice, if we can choose an appropriate β on the basis of the prior information about p, then smaller MSE of the estimator would be able to be achieved.
On the basis of the simulated data, tables of the optimal β have been provided. In the following tables, the relative efficiency is the ratio of MSE of a proposed estimator (1, 24) , n = 50, s = 8, p = 0.05) respects to the MSE of Burrows' estimator given by the following equation.
RE(Proposed Estimator) = M SE(Proposed Estimator) M SE(p)
If we choose the optimal beta, Bayesian estimators tend to have smaller MSE than Burrows' estimator. In the mean while, the performances of unrestricted p and the restricted p are different. These tables can be a reference for practitioners to select appropriate hyper-parameter β when the binomial group testing method is applied in their research. With these tables, practitioners may select the restricted prior of p to achieve smaller MSE when the unrestricted prior of p produces large MSE.
There are infinity combinations of sample size and number of groups when practitioners to design their tests. However we only consider several combination of sample size and number of groups and assume the true p is between 0 and 0.2. Dorfman (1943) has given a table shows the optimum group size and relative testing costs for selected prevalence rates. Swallow (1985) and Hughes-Oliver and Swallow (1994) have investigated the choice of s. There are also some biological considerations associated with test assays solely determined the choice of s. For example, Kline et al. (1989) and Monzon et al. (1992) have reported that the sensitivity and specificity of tests used in HIV screening nearly perfect when s ≤ 2. Neil and Conradie (1992, 1994) have found that tests used in hepatitis C screening are reliable when s ≤ 8. Fang et al. (2007) have discussed these combinations: sample size of 5, 10, 20 and number of groups of 10, 30, 50, 100, 150, 200 . In our study we will only consider sample sizes can be 5, 10, 15, 20 and the numbers of groups 10, 20, 30, 40. In total, 16 combination of sample size and number of groups would be given. Eff.
OPT.
Beta REL.
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Beta REL. Based on Table 3 to Table 10 , we can make the following conclusions:
(1) When the true value of p increases, the optimal β forp andp * will be nonincreasing;
(2) For a fixed value of p between 0 and 0.2, the optimal β forp will be greater than the optimal β forp * . Thus, when the practitioners want to choose smaller β, the restricted p would be preferred;
(3) For a fixed value of p between 0 and 0.2, the relative efficiency are smaller than one, except for the combination that s = 20, n = 30 and s = 20, n = 40 when true value of p is 0.2. The MSE of thep andp * are smaller than that of Burrows' estimator for the other combinations;
(4) Most of the cases,p * has better performance thanp when comparing the MSE.
The relative efficiency of unrestricted p is greater than that of the restricted p.
Application and Comparison on Hepatitis C Screening
Hepatitis C (HCV) is a viral infection that affects liver and it can begin as an acute infection or a short-term illness that occurs within six months after someone is an increase in seroprevalence over the last 15 years to 2.8%. Since the costs associated with testing for HCV can be very high, group testing will be a better choice for HCV screening experiments, especially in developing nations. Conradie (1992, 1994) proposed the use of group testing to screen for the prevalence of HCV and conduct sensitivity and specificity analyses for standard ELISA tests. Before we apply the new method to get the estimate when p is restricted to (0, 0.2], we need to find the optimal β for unrestricted p and restricted p. In the past few years the seroprevalence in the world is around 2.8%, we can consider the true p is between 0.02 and 0.03. Since s = 5, n = 375 is out of the range of the table provided in the previous section of our study, the same method as before is tried to find the optimal β for cases of p = 0.02 and 0.03. Then we can obtain the Bayesian estimates for both the unrestricted regular p and restricted p. According to our numerical results in the case of p defined on (0, 1) the minimum MSE can be achieved when β = 100, whereas the best β = 23 in the case of p restricted on (0, 0.2] if the true p is 0.02. On the other hand if true p is 0.03, then in the case of p defined on (0, 1) the minimum MSE can be achieved when β = 77 , and the best β = 14 in the case of p restricted on (0, 0.2]. On the basis of the choices of the best β we can get the estimates for both the unrestricted regular p and restricted p shown in Table   12 . One important possible future work is to consider the Bayes risk of the proposed estimator. In this research, we only focused on minimizing the MSE of the estimator, the comparison of Bayes risk ofp andp * has not been discussed. Another possible future work would be interval estimation of p base on the posterior distribution ofp * . Finally, in this research, we considered only the square-error loss function, we may use other loss functions in the future study.
