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A suite of tools to reduce the computational effort in groundwater modeling validation
and testing has been developed. The work herein explores reduction of computational effort via smart adaptive meshing, optimization techniques, which require fewer model calls,
and the development of surrogate models. Adaptive meshing reduces the computational
domain by allowing for mesh refinement in areas of interest determined dynamically by
the model through error indicators instead of requiring a priori knowledge or a posteriori
determination and rebuilding of the computational domain. As the areas of interest change
with the physics, the refinement is removed to lower computational time by using unrefinement. The computational time for dynamic mesh adaption versus uniform refinement
is orders of magnitudes smaller. Further reduction in computational time may be required
especially when using parameter estimation techniques that require on the order of 2n
computations, where n is the number of parameters being estimated. A demonstration of
the usefulness of parameter estimation techniques is given, followed by a discussion of

methods to further reduce computational time. It may also be necessary to look at reduced
physics-type methods to further reduce computational time for the physics-based model.
Surrogate models, such as proper orthogonal decomposition (POD), greatly reduce the
computational time while maintaining the most important aspects of the physics being
solved. The idea here is to run the full model, create the PODs basis, then use this basis
to run parameter estimation. Once a better fit has been determined, the full model is run
again to capture the full-physics results. The technique is repeated as necessary to capture
the “best” parameters to numerically represent the observed behavior.
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CHAPTER 1
OVERVIEW

1.1 Introduction
The field of civil engineering is taking a more holistic approach to evaluating problems
in the areas of hydrology and hydraulics. To this end, multi-physics models have become
a necessity. For example, to accurately model the behavior of water in the South Florida
system, numerical models are being used to couple watersheds, surface water, and groundwater flows analyzing sediment, salinity, and contaminant transport. The realization that
the interconnectivity of the system plays a vital part in the behavior of the system has led
to the development of large-scale, multi-physics numerical models.
The availability of information that describes the system accurately is limited or it is
so sparse spatially that it is necessary to perform model validation and sensitivity analysis
to determine the accuracy of the model and to fill the gaps where data is not available.
The historical method for conducting sensitivity analysis is to manually vary the model
parameters (i.e., soil conductivities for groundwater problems) and observe the impact
on the model output (i.e., hydraulic head values). This technique has no mechanism for
building on previous runs to make wise selections of the updated parameters other than
engineering judgement. Further, it can be very computationally expensive, especially as
computational domains become larger, to perform sensitivity analysis. Since current ap1

proaches rely on the modeler’s conceptual understanding of the system, which, for these
large, multi-physics problems, could be poor, an approach that will offer more insight to
the system with each successive run is a more appealing method.
To aid the engineer in developing more representative models of sites with limited data
to describe the system, optimization techniques can be used. The field of optimization is
quite large and, in the author’s opinion, is growing exponentially as new techniques are
being developed, applied, tweaked, reapplied to a different area, and tweaked again. There
are certain inherent limitations and advantages to these techniques for specific problems
which will be discussed later; however, as the computational domains and the physics
continue to grow, it is foreseeable that the limits of these applications will be reached and
more robust, less computationally expensive techniques or reduced fidelity physics will be
required to produce a manageable system. So, how big is too big and where is the limit for
applicability of the current technology? Those questions will be addressed in this writing.

1.2 Objective
The objective of this work is to reduce the computational effort in groundwater modeling
validation and testing. The work herein explores reduction of computational effort via
smart adaptive meshing, optimization techniques, which require fewer model calls, and
the development of surrogate models. Adaptive meshing reduces the computational domain by allowing for mesh refinement in areas of interest determined dynamically by the
model through error indicators instead of requiring a priori knowledge or a posteriori determination and rebuilding of the computational domain. As the areas of interest change
2

with the physics, the refinement is removed to lower computational time by using unrefinement. The computational time for dynamic mesh adaption versus uniform refinement
is orders of magnitudes smaller. Further reduction in computational time may be required
especially when using parameter estimation techniques that require on the order of 2n
computations, where n is the number of parameters being estimated. A demonstration of
the usefulness of parameter estimation techniques is given, followed by a discussion of
methods to further reduce computational time. It may also be necessary to look at reduced
physics-type methods to further reduce computational time for the physics-based model.
Surrogate models, such as proper orthogonal decomposition (POD), greatly reduce the
computational time while maintaining the most important aspects of the physics being
solved. The idea here is to run the full model, create the PODs basis, then use this basis
to run parameter estimation. Once a better fit has been determined, the full model is run
again to capture the full-physics results. The technique is repeated as necessary to capture
the “best” parameters to numerically represent the observed behavior.

1.3 Approach
How can one determine whether the tools that have been developed are accurate for given
site-specific problems since it is not possible to know everything about the site? The
ideal mechanism is to employ a monitored and controlled environment where all input
data that describes the site and all output data is collected using calibrated laboratory
equipment. Therefore, laboratory data from the Colorado School of Mines, discussed in
Chapter 2, is used to test the computational engine and the optimization techniques for
3

accuracy and robustness. An overview of optimization techniques and a discussion of
those techniques applied during this research follow in Chapter 5. ADaptive Hydrology
(ADH), the numerical model used as the physics engine, is discussed in some detail in
Chapter 3. A more detailed discussion of the adaptive meshing technique developed is
presented in Chapter 4. Numerical examples used to test the parameter estimation as
well as results are provided in Chapter 6. Chapter 7 describes an extension to surrogate
models which seeks to reduce the computational expense, followed by a summary and
conclusions.

4

CHAPTER 2
LABORATORY DATA

2.1 Introduction
Predictive analysis to determine fate and transport of contaminants and/or the hydrodynamics of sites is performed using numerical models with limited field data. The data
collected at each site varies greatly. Often only a limited number of borehole logs, water table measurements, and contaminant concentration values are known. Occasionally,
some pump or slug tests are available to help estimate material properties. A better understanding of the quality and quantity of data required for predictive analysis would aid
in field investigations for groundwater flow and transport. The Colorado School of Mines,
under a contract with the Army Research Office, is conducting experiments to provide data
for a known site to assist with field investigations.
Professor Tissa H. Illangasekare, Colorado School of Mines, has been conducting laboratory experiments related to groundwater problems for a number of years. Experiments
include one-, two-, and three-dimensional test tanks. In 2004, a three-dimensional test
aquifer was used to analyze forced-gradient tracer tests (FGTTs) and uniform flow tracer
tests (UFTTs) in a highly heterogeneous media. The study looked at differences in the
scale-dependence and spatial variability of dispersivity and retardation factors estimated
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from temporal moments of breakthrough curves. Flow configurations and source sizes
were varied.

2.2 The System
An intermediate-scale, three-dimensional test tank is prepared with dimensions of 208.3
cm (L) x 116.8 cm (W) x 57.1 cm (H). The tank is packed with a heterogeneous media consisting of five different materials with geostatistically generated distributions (Figure 2.1).
The aquifer is bounded by two constant head reservoirs at up- and down-gradient, and
no-flow boundaries are set on the sides.

Figure 2.1
Experimental Tank at Colorado School of Mines
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2.2.1 Pressure Measuring System
A pressure measuring system is developed for the tank, which consists of two multiplexers
(Scanivalve Corp., SSS-48C7/Biny/MK4) connected to a pressure transducer (Validyne
P55D). The multiplexers have a total of 96 channels. A computer is used to control the
time intervals for recording pressure. Observation wells are designed to measure pressure
at three different depths. The monitoring wells are made of brass pipe (3.2 mm outer
diameter and 2.4 mm inner diameter) with a small hole (2 mm diameter) at 1 cm from the
tip. The hole is covered by a piece of #250 stainless mesh. The tips of the pipes were
flattened to minimize disturbance in the media at the time of installation.
Uniformly distributed placement of ports (system A) as well as ports located near
pumping wells (systems B and C) are used to take pressure measurements. Systems A
and B read pressures at three different depths: 6.65 cm, 18.05 cm, and 40.85 cm below
the surface of the experimental tank. Figure 2.2 shows the layout of the pressure measuring system in plan view. Figure 2.3 shows the pressure systems at depth. The complete
pressure measuring system is shown in Figure 2.4.
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Figure 2.2
Plan View of Pressure Measuring System

Figure 2.3
Side View of Pressure Measuring System
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Figure 2.4
Oblique View of Pressure Measuring System
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2.2.2 Fluorimeter
A fluorimeter (Lichtleiterfluorometer, Hermes Messtechnik, Germany) was used to measure tracer concentrations. The fluorimeter consists of a light source and a photomultiplier
with a current-voltage converter. The system operates by transmitting a light from the light
source through an optical fiber to the measurement medium. The light stimulates the fluorescent tracer present and some of the emitted light from the tracer is transmitted back to
the photomultiplier of the fluorimeter by another optical fiber. A measured light intensity
is created using the electrical signal. Data are then sent to a data collecting and processing
system.
The system consists of 20 channels. However, one channel is used to measure the
background intensity to adjust the measurements from the other 19 channels. The optical
fibers are too flexible to be installed directly into the media, so they were securely fixed
in a brass pipe (outer diameter ≈ 7mm) to allow installation. To avoid scratching the
polished tip of the fiber, a protective cap was used to cover the tip. It is assumed that the
concentrations of the tracer inside of the cap are identical to those outside the cap.
The fluorescein used in the study was disodium salt or Uranine. During the tracer tests
fluorescein tracer was injected at five different locations (41 cm from the surface) under
uniform flow conditions. The concentration of the injected fluorescein was 3,000 ppb (0.03
g.L) to provide adequate tracer for measurement while minimizing density effects within
the plume.
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2.3 System Information/Soft Data
System information, or soft data, is information collected that is either qualitative in nature
or collected at discrete points or localized areas in the system. This includes hydrologic
and hydrogeologic data. Soil cores and cone penetrometer tests are examples of point data.
Localized data includes information obtained from slug tests, push-pull tests, and forced
gradient tracer tests. There are a total of 943 soils cores that completely describe the tank.

2.4 Observations/Hard Data
Hard data refers to data collected regarding past behavior or from controlled large-scale
tests. Monitoring or observation wells are used to collect information on head values,
drawdown values, and solute concentrations. Examples of large-scale tests include pumping tests and natural gradient tracer tests.
A series of flow and transport experiments were conducted. Nine different flow tests
were conducted, including uniform flow and pumping under natural hydraulic gradients.
Pressure distributions, pumping rate, uniform flow rate, and water temperature were recorded.
Figure 2.2 shows the location of the pressure measuring equipment, and Figure 2.5 and
Figure 2.6 show the location of the pumping wells. Table 2.1 describes the nine flow test
that were conducted.
Table 2.2 describes the five cases of the transport tests that were conducted. All five
tests were performed using uniform flow conditions. Tracer was injected at 5 different
location and concentrations were monitored at the 19 locations shown in Figure 2.7.
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Figure 2.5
Location of the Pumping Wells Plan View

Table 2.1
Flow Test Cases
case dh hydraulic pumping
cm3
no. [cm] gradient rate [ min
]
F-1
4
0.02
n/a
F-2
4
0.02
200
F-3
2
0.01
n/a
F-4
2
0.01
200
F-5
2
0.01
200
F-6
2
0.01
200
F-7
2
0.01
100
F-8
2
0.01
100
F-9
2
0.01
100
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pumping
location
n/a
well 1
n/a
well 1
well 2
well 3
well 1
well 2
well 3

Figure 2.6
Location of the Pumping Wells Oblique View

Table 2.2
Transport Test Cases
case dh
source
source
no. [cm] concentration [ppb] volume [cm3 ]
T-1
2
3000
100
T-2
2
3000
100
T-3
2
3000
100
T-4
2
3000
100
T-5
2
3000
100
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injection injection
cm3
] location
rate [ min
10
S1
10
S2
10
S3
10
S4
10
S5

Figure 2.7
Location of Injection Wells and Concentration Monitors
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CHAPTER 3
ADH

3.1 Introduction
The use of on-site testing or physical model testing is often not feasible for looking at current and future behavior of certain engineering problems. Physical models, while useful
for specific problems, are not always practical based on time, space, and cost limitations.
Numerical models are a faster, less expensive way of evaluating site-specific problems.
Further, the ability to look at a specific problem with a more holistic view is becoming
more and more a need, especially in places like South Florida where surface water and
groundwater interaction plays a vital part in the behavior of the system. The Engineer Research and Development Center has developed a modularized numerical model for solving
multiple sets of flow and transport equations with the capability of coupling these equation
sets.
ADH (ADaptive Hydraulics/Hydrology model) is a finite element code written in C
that was built for serial and parallel platforms. ADH uses linear simplex elements. The
code uses MPI for message passing and can be ported to any platform. Dynamic memory allocation and load balancing are required to handle issues arising from adapting the
mesh. ADH also uses a Bi-CGSTAB linear solver, an inexact Newton nonlinear solver,
and Galerkin Least Squares stabilization. Testing of ADH has been performed on CRAY
15

T3E, ORIGIN 2000/3000, SP3, COMPAQ SC40/45, CRAY XT3, PC, MAC OS X, and
LINUX. The basic philosophy of ADH is to house all aspects of numerical modeling used
by all type of models into one compartment that can be accessed by all the physics models. That is, the input/output, meshing, pre-conditioners, solvers, etc. are all developed for
reuse. This philosophy is illustrated in Figure 3.1.

Figure 3.1
Modularized Philosophy of ADH - from the ADH Development Team CHL

16

Equation sets solved by ADH currently are groundwater, Navier-Stokes, shallow water
equations, transport, and heat transfer. An added feature of ADH is its ability to perform
h-refinement. Adapting the mesh based on specified error tolerances allows for refinement
in areas of need and coarsening in areas of less importance, allowing for a reduction in
computational time compared to uniformly refining the mesh to capture features of interests. In this chapter, an overview of the finite element method is provided as well as a
description of the physics solved in ADH. Finally, a description of the adaptive meshing
is provided with a more detailed explanation of the development of the method in Chapter
4.
3.2 Finite Elements
Finite elements are used to discretize the domain of the problem. The approximation is
piecewise linear in space and piecewise constant in time. Linear simplex elements are
used, i.e. tetrahedra in three-dimensions, triangles in two-dimensions, and lines in onedimension.
The parallel application of the finite element approach allows for division of the problem into smaller subsets using multiple processors to solve the equations. The grid is
broken into partitions, which are assigned to a processor. The nodes are assigned to the
processors and elements along the processor boundaries are shared. The partitions are
connected using message-passing calls to pass information between processors.
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3.3 Matrix Preconditioners
Domain decomposition preconditioners are employed to reduce growth in iterations with
problem size. Currently, ADH uses Jacobi, one-level additive Schwarz, two-level additive
Schwarz, and a hybrid additive/multiplicative Schwarz [28]. Linking with the PETSc suite
of preconditioners and solvers has also been tested [5].

3.4 Groundwater
ADH approximates the solution to the Richards’ equation, a combined water balance and
momentum equation. Richards’ equation applies to saturated and partially saturated soil.
The equation is non-linear because there is a dependence on the head values for some of
the coefficients. ADH allows fully three-dimensional modeling in the unsaturated zone,
which allows simulation of inter-formation flow (lateral flow in the unsaturated zone),
perched aquifers, and infiltration processes in heterogeneous systems. Heterogeneity and
relative permeability of the media can lead to a poorly conditioned system.
The mixed form of the Richards’ Equation is

Ss S(ψ)

∂ψ
∂S(ψ)
+η
= ∇ · [Ks kr (ψ)∇(ψ + z)] + W
∂t
∂t

(3.1)

where ψ is pressure head. Ss is the specific storage, which accounts for water compressibility and aquifer elasticity. S(ψ) is the water saturation or volumetric fraction of pore
space occupied by water. η is the porosity or volumetric void fraction. Ks is the watersaturated hydraulic conductivity. kr is the relative permeability of the media. And, W is a
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source/sink term. The z-axis in this formulation is the vertical direction oriented positively
upward. S is defined by the user and accessed using a table lookup system.

3.4.1 Finite Element Formulation
The weak formulation for the Richards’ Equation is
!

Ωk

Ss Sa (ψ̂ k )[ψ̂ k − ψ̂ k−1 ]vh dxdydz +
∆t

!

!

Ωk

η[Sa (ψ̂ k ) − Sa (ψ̂ k−1 )]vh dxdydz+

(3.2)

[Ks kr (ψ̂ k )∇(ψ̂ k + z)]∇vh dxdydz = 0.

Ωk

3.5 Navier-Stokes
The Galerkin least-squares method applied to the Navier-Stokes equations is explained
below. The Navier-Stokes equations in terms of velocity, u(x, t), and pressure, p(x, t), can
be written as
ρ(

∂u
+ u · ∇u) − ∇ · σ = 0
∂t

(3.3)

∇·u=0

(3.4)

σ = −pI + r,

(3.5)

τ = 2µD,

(3.6)

1 ∂ui ∂uj
Dij = (
+
),
2 ∂xj
∂xi

(3.7)

µ = kinematic velocity.

(3.8)

where

and
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These equations are applicable within the domain Ω ⊂ %3 with the following boundary
conditions:
u = û on Γg

(3.9)

σ = σ̂ on Γh

(3.10)

u · n = h on Γh .

(3.11)

The boundary of Ω is denoted as Γ, and n is the outward normal. Γg and Γh represent
non-overlapping subregions of Γ such that Γ = Γg ∪ Γh .
3.6 Shallow Water Equations
The two-dimensional shallow water equations are given in equation 3.12.
∂U
∂F
∂G
+
+
+H =0
∂t
∂x
∂y

(3.12)

where
h
U=

"

uh

#

(3.13)

vh
uh
F =

"

u2 h + 12 gh2 −
uvh −

hσxx
ρ

#

(3.14)

#

(3.15)

hσyx
ρ

vh
G=

"

uvh −

hσxy
ρ

v 2 h + 21 gh2 −
20

hσyy
ρ

0
H=

"

0
gh ∂Z
+ ghSx
∂x

#

(3.16)

0
gh ∂Z
+ ghSy
∂y

σ represents the Reynolds’ stresses due to the turbulence plus the molecular stresses.
∂u
∂x

(3.17)

∂u ∂v
+
)
∂y ∂x

(3.18)

∂v
∂y

(3.19)

σxx = 2ρν
σxy = σyx = ρν(

σyy = 2ρν

S represents the friction slope, which can be calculated in two forms:

Sx =

Sy =

"

"

un

2

√

u2 +v2
1

2 h3
CD

Cf √ 2
u u
gh

vn

2

+

v2

√

u2 +v2
1
2
CD h 3

Cf √ 2
v u
gh

+ v2

#

(3.20)

#

(3.21)

where Cf =coefficient of friction; n=Manning’s roughness coefficient; and CD = a dimensional conversion coefficient (1 for SI units, 1.486 for U.S. customary units).

3.6.1 Finite Element Formulation
For the finite element formulation, the linear Lagrange basis functions are used. The basis
functions are C 0 , i.e. the functions are continuous. Therefore,
U(x, u, t) ≈

$
j
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Φj (x, y)Uj (t)

(3.22)

Consider the shallow water equations in non-conservative form:
M

∂q
∂q
∂q
+A
+B
+h=0
∂t
∂x
∂y

(3.23)

h
"

q=

u

#

(3.24)

v
1 0 0
M=

"

0 h 0

#

(3.25)

0 0 h
u
A=

B=

"

"

0

h

c2 uh

0

0

0

uh

v

0

h

0 vh

0

c2

vh

0

#

(3.26)

#

(3.27)

and
1

c = (gh) 2

(3.28)

Using the shallow-water equations as the basis, the following test functions are developed.
ψiT = φTi + α(∆x

∂φT
∂φTi
MP−1 Λx PM−1 + ∆y i MR−1 Λy RM−1 )
∂x
∂y
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(3.29)

or
ψiT = φTi + ϕTi

(3.30)

where, α is a coefficient between 0 and 0.5,
∆x = 2[(

∂x 2
∂x 1
) + ( )2 ] 2 ,
∂ξ
∂η

(3.31)

∆y = 2[(

∂y 1
∂y 2
) + ( )2 ] 2 ,
∂ξ
∂η

(3.32)

(ξ, η are the local variables that have values between 0 and 1)
0
P=

"

0 1

1 − gc 0
c
g

1

0 1
R=

"

u
1
Λx =
a

1
Λy =
a

"

"

0

0 u−c

,

(3.33)

#

(3.34)

0

0

1 0 − gc
1 0

#

,

c
g

0
0

0

0

u+c

v

0

0

0 v−c
0

0

0

#

,

(3.35)

,

(3.36)

#

v+c

and
1

a = (u2 + v 2 + c2 ) 2 .
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(3.37)

The weak form finite element approximation is then
%

e

&

T ∂Q
Ωe (ψi ∂t

!

−

∂φT
i
∂x

'

Fx −

∂φT
i
∂y

T
Γe φi (Fx nx

x
Fy + ϕTi ( ∂F
+
∂x

(

∂Fy
)
∂y

+ ψiT H)dΩe +
(3.38)

+ Fy ny )dΓe = 0

where the subscript, e, identifies a particular element; and (nx , ny )=n is the unit vector
outward and normal to the boundary, Γe .

3.7 Adaptive Meshing
Many of the physical problems to be addressed with ADH contain steep and moving spatial
gradients. Examples include moving saturations fronts through groundwater, waves in
surface water cause by tidal movement or vessel effects, and contaminant plumes moving
through the system.
The adaptive meshing process includes error indicators, refinement of mesh, closure
of mesh, and coarsening of mesh. The term coarsening is used; however, it is more of an
unrefinement since merging of elements is only allowed on elements that have been added.
Coarsening beyond the original mesh is not permitted.
Error indicators are physics-specific, i.e., groundwater may consider the advancement
of fronts while sediment modeling may consider change in concentration. The limit for
refinement and coarsening are user-prescribed with ranges varying greatly depending on
the physics being modeled.
Elements with high error are flagged to be split. The process to split the element is
based on Liu and Joe [35] and is a modified longest edge bisection. The oldest edge is
split first regardless of edge length. If all edges are the same age, then the longest edge
24

is split. This process maintains aspect ratios similar to the starting mesh without creating
thin triangles or “star” nodes by repeatedly bisecting a very long edge. Hanging nodes
may develop as a result of elements having different conditions related to the rules of
refinement. Once all refinement is complete, any hanging nodes are closed using the same
rules for element refinement. This is referred to as green closure of the non-conforming
elements.
Just as high errors indicate the need for refinement, errors below a specified tolerance
indicate that elements previously added are no longer needed. These elements are marked
as candidates to be coarsened. They are referred to as candidates because they are retained
if any element connected to that element requires the element based on error indicators.
To coarsen an element, data listing the newest node in the element and the adjacent node
information (which is set during refinement but only required for coarsening) are required.
Adjacent information and hash tables are used in lieu of a tree structure to aid in load
balancing. A tree structure would limit the options for partitioning as splitting branches
would be difficult.
Mesh adaption is a valuable tool. The potential for computational savings is enormous.
The modeler no longer has to perform uniform refinement or guess where problem areas
will occur. There is a large amount of “bookkeeping” required for coding the adaption.
However, the computational time required for the adaption is small compared to other
costs in the model, like solvers and input/output. Wise partitioning of the mesh reduces
the communication requirements and may improve the preconditioner’s effectiveness. The
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development of the adaptive meshing capability is described in more detail in the following
chapter.

26

CHAPTER 4
ADAPTIVE MESHING

4.1 Abstract
Problems in hydrology frequently have moving fronts and dynamic driving mechanisms
such as wells. Since the location of important features changes during a simulation, accurate modeling requires uniformly fine resolution or the ability to change resolution during the simulation. I will describe an algorithm for refinement and coarsening tetrahedral/triangular meshes that has been implemented in the ADH code. Many problems of
interest are too large to be executed on a single-processor computer. The code and hence
the refinement/coarsening algorithms are designed for execution on parallel computers.
The parallel requirement adds significant complexity to the algorithm. In this chapter, I
describe the parallel, adaptive grid algorithm used in ADH and show the resulting grids
from some example problems.

4.2 Introduction
I begin by briefly describing some of the problems of interest and the particular meshing
requirements of the problems.
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4.2.1 Rainfall runoff and seepage
Rainfall runoff occurs for a number of reasons including when the intensity of the rainfall exceeds the infiltration capacity of the soil; the soil has reached its saturation level;
and rainfall infiltrates the soil and percolates quickly. Rainfall runoff differs from other
groundwater flow due to the rapidity of the travel of water. It is characterized by a moving
front - a distinct point or area that separates where the water actually is from where the
water is going. That is, there exists a point or area that moves quickly from a low/no flow
area in the water to a point or area of rapid flow. The leading edge of this wave requires
finer grid resolution than the area ahead of or behind the front.

4.2.2 Groundwater
Groundwater classically refers to subsurface water occurring beneath the water table in
fully saturated soils and geologic formations. However, groundwater also encompasses
flow that occurs in near-surface, unsaturated regions as well as regions that are very deep
within the saturated zones. Groundwater concerns usually deal with localized phenomena
on a macroscopic scale such as pressure gradients near wells, channeling and fingering,
gravity segregation, and concentration fronts caused by infiltration or by movement between saturated and unsaturated zones or with small-scale heterogeneity. To capture these
phenomena, the numerical model must have adequate resolution along these areas. These
areas, however, are ever-changing and are not known a priori. To adequately capture these
gradients, whether they are from infiltration or from the movement of the water table, the
grid must be highly resolved around the areas of interest. Since these areas of interest are
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dynamic, the mesh should also be dynamic, i.e., the grid should resolve when needed and
coarsen when the resolution is no longer needed.

4.2.3 Surface Water
In surface water flow, the flow can change from subcritical to critical to supercritical in
a matter of seconds. These transitions cause hydraulic jumps. The addition of channel
geometry gives rise to standing waves and other hydraulic features. These features necessitate more grid resolution to capture location, depth, and velocities in these areas.
Like hydraulic jumps, tidal waves also require more grid resolution to capture the location, height, and velocity of the waves. Stratified flow, where the flow is stratified based
on temperature, salinity, or other multiphase flows where the density of one liquid is different from another, represent another occurrence of sharp fronts. These types of flows
require more resolution along the fluid/fluid boundaries to accurately capture the location
and movement of the fronts.

4.2.4 Species/Contaminant Transport
When modeling species/contaminant, the presence of species/contaminant results in a
plume. The plumes move through advection as well as conduction. This movement causes
areas of high gradients around the plume where the concentrations transition from zero to
high numbers rapidly. To capture the true movement of the plume, high grid resolution is
required around the edges of the plume. Once the plume edge has moved beyond the point
of high resolution, the resolution can be removed.
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4.2.5 Difficulties with these kinds of problems
Examining the hydrologic cycle reveals the numerous ways water occurs. To solve hydrologic and hydraulic problems, a mixture of one-dimensional, two-dimensional, and/or
three-dimensional elements is required. For example, when modeling overland flow, a
two-dimensional representation can be used. When looking at navigational channels with
small, wetland tributaries one may use a three-dimensional model to represent the channel
and a two- or one-dimensional model to represent the tributaries. A groundwater problem can be represented with a three-dimensional model, but when interaction with the
surface water is desired a two-dimensional grid and possibly a one-dimensional grid are
also required. ADH addresses these issues of multiphysics with multiple models housed
in a single framework. However, each physical aspect of the problem requires a different
amount of grid resolution due to features such as sharp fronts and waves. Additionally, the
solutions to these physical problems are often driven by time dependent features such as
wells for groundwater and salinity fronts in surface water. The areas of interest have irregular geometries that define the problem and influence the flow and cover a large physical
area. Thus, the problems are often large and require significant grid resolution.

4.2.6 Addressing the Problems
To capture the irregular geometries of the problem, an unstructured grid is used. The grid
consists of linear-simplex elements. Though more resolution is often required in certain
areas of the model, the standard of uniformly refining the problem or trying to determine
a priori where this resolution will be needed is not an effective way of addressing the
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problem. Uniformly refining a mesh adds more computational cost than is needed. Also,
trying to determine where the resolution is needed a priori is not always possible, and
areas of interest, such as sharp fronts and waves are not stationary but move throughout
the simulation. To reduce computational time by minimizing resolution in areas where it
is not needed and adding just the right amount of resolution where the problem necessitates, adaptive grids are required. Adaptive gridding allows for resolution to be added to
areas that are determined to have high errors based on an error indicator and for resolution
to be removed from areas that have been determined through the same error indicators
to no longer require the added resolution. This process will minimize the computational
time required based on the geometry of the problem. However, as previously mentioned
these problems cover a very large area, especially when trying to address multiphysics
problems. To reduce the computation load even greater, parallel computing is used. The
adaptive code is written to run in serial for smaller problems, but can also be run on a
parallel platform for large problems that are computationally intensive.

Local grid refinement is a popular way to increase grid resolution where needed without uniformly refining the mesh ([66], [58], [33], [15], [59], [50], [56], [12], [54]). Local
grid refinement techniques have been developed in two-dimensions for triangle and quadrilaterals ([49], [7], [48], [57], [16]), in three-dimensions for tetrahedrals ([65], [35], [36],
[46], [45], and [3]) and for hexahedrals ([34], [40], [38]). Barry et al ([8]) applied libraries developed by the SUMAA3d project to solve plasticity problems on a parallel platform. Applications were made in two-dimensions and three-dimensions. It is noted that
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the libraries performed well for two-dimensional cases, but for three-dimensional cases
refinement tended to be concentrated to a small number of processors resulting in load
imbalance due to the use of tree structures. Oliker et al ([42]) developed parallel tetrahedral mesh adaptation software with dynamic load balancing using edge-based errors
to subdivide edges using one of three methods: 1:8 isotropic subdivision, 1:4 subdivision, and 1:2 subdivision. The load balancing, however, lacks a global view of the loads
across processors and is more efficient when performed after edges are marked but before (un)refinement is performed. This method addresses the issues with methods found
in the literature and offers an efficient and portable mechanism for performing adaptive
grid refinement and coarsening in multi-dimensions for serial and parallel platforms with
dynamics load balancing.

4.3 Adaption Geometry
4.3.1 Serial Scheme
Given an initial grid, the model subdivides grid elements according to an explicit error
indicator to achieve the desired resolution in regions of need. Elements can be merged
to increase efficiency where increased resolution is no longer required. This process is
illustrated in Figure 4.1 where a new node is added to an edge, creating two new tetrahedra.
The new elements may be merged to recover the original element by removing the inserted
node.
The parallel grid adaption scheme developed here is based on the serial, geometric,
edge-splitting algorithm of Liu and Joe ([35]). Element edges are selected for subdivision
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based on a modified longest-edge bisection approach in which the oldest edge is flagged for
bisection. Here the age of an edge indicates the level of refinement during which the edge
was created. If the edges have the same age (as would be the case for the initial unrefined
grid) the longest edge is flagged for bisection. A grid closure step involving additional
edge bisection is used to eliminate hanging nodes generated during the refinement step.
This generation of a conforming grid is required before the coarsening phase can begin.

Figure 4.1
Tetrahedral Grid Adaption Based on Edge Bisection

The first step in the coarsening phase is to mark elements as potential candidates to
be coarsened according to an appropriate error indicator. Some of these elements may not
be allowed to merge with neighbor elements, depending on the error associated with the
neighbor elements. Also, a refined grid can be coarsened only to the extent of the original
grid. In other words, an unrefined or original element cannot be merged with another
element.
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In this adaption scheme, the coarsening process occurs precisely in reverse order of the
refinement process at the element level. That is, the new node created on an edge during
element refinement is the same node removed to merge the two elements during coarsening. To identify the last node added within an element, element node levels are maintained
during the refinement process. Higher node levels indicate newer nodes. For two elements
to merge and restore the parent element, nodal data for the nodes adjacent to the one being
removed is required. This node-adjacency information is set during refinement by storing the nodes of the edge being split. When two elements agree to merge and remove
the newest node, then the node-adjacency information for that node is retrieved, and the
first of the merging elements to be processed restores the parent element. The following
pseudo-code describes the basic element refinement and coarsening scheme.

Grid adaption pseudo-code
initialize node removal flags to YES
loop over elements
if element error is high, sest all the associated node removal flags to NO
else find newest associated node and set the flags of all other associated nodes to
NO
loop over elements
if any nodes are flagged to be removed, then merge the elements
loop over elements
refine element via edge bisection if its error > tolerance
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conforming grid=false
do while conforming grid==false
conforming grid=true
loop over elements
if element has an edge with a newly inserted node
refine element
conforming grid=false

The coarsening is run first. The resulting closed mesh is then refined based on errors.
The resulting mesh is further refined until it is a closed mesh. Adding the oldest edge
requirement ensures that proportions from the original mesh are maintained.
Algorithm for Adaption
1. Refine
To split element ABC in Figure 4.2, lets assume that edge BC is the longest side.
The new elements are depicted in Figure 4.3. There are five data structures used for
the refinement.
• The element ABC is removed from the element list and AEC and ABE are
added to the element list.
• The node E is added to the node list.

• The node E is added to the edge hash table for the entry BC.

• In element ABE, nodes A and B are given level 0 and E is given level 1 (the
next highest number for the element). Similar entries are made for element
AEC.
• Node E tracks its neighbors on its parents edge. For this case it notes that its
neighbors are B and C.
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Figure 4.2
Elements to be Refined

Figure 4.3
The Refined Elements
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2. Closure
Each element checks each of its edges to see if any edges are split. This check uses
the edge hash table; if an edge has an entry then it is split by the node from the hash
table. For element BDC, edges BD and DC do not have entries (and do not need
to be split in this element). Edge BC has the entry E and so that edge must be split
in this element. Refinement for closure follows the same longest edge strategy as
refinement for error (Step 1). If CD is the longest and oldest edge, then the mesh
becomes the one given by Figure 4.4. Finally, BFC will split for closure (Figure 4.5).

Figure 4.4
Refined Mesh Resulting From Closure
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Figure 4.5
Closed Mesh
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3. Unrefinement
For unrefinement, the error magnitudes are element quantities. An array is constructed with an entry for each node. All entries are set to TRUE, meaning they are
eligible to be removed in unrefinement. Then each element is checked and
• If its error is not low, then the flag for each node is set to FALSE.

• For each node in the element, if it does not have the highest node level in the
element, then its flag is set to FALSE.

The nodes with TRUE array entries can be removed. For the sample problem, assume that all the elements have sufficiently low errors that they can be unrefined.
Table 4.1 gives the FALSE node entries determined by the corresponding element
checks.
Table 4.1
Elements and Corresponding FALSE Nodes
FALSE NODES ELEMENTS
A,C
AEC
A,B
ABE
B,D
BDF
B,F
BFE
F,C
EFC

Items to note are:
• Nodes can be flagged FALSE multiple times (A by AEC and ABE).

• The newest node on the mesh may not be the eligible node for removal (node
F)
• E is the newest node to element BFE and is the only node eligible for removal.
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A loop is made through the elements and for each element, if there is a node eligible
for unrefinement, and then it looks up the neighbors of the node to be removed.
One of the neighbors is in the element and one is not. The node that is not is the
replacement for the node to be removed. For the sample problem, consider element
ABE.
• E is to be removed.
• Its neighbors are B and C.

• B is in ABE, so C is the replacement node.
• The element ABC is recovered.
Note: AEC also recovers ABC. However, through the use of the hash table lookup,
element AEC does not create a duplicate of ABC. Similar merging through out the
mesh yields the elements given by Figure 4.6. An additional unrefinement pass can
remove F.

Figure 4.6
The Resulting Merged Elements
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4.3.2 Parallel Scheme
The parallel mesh can be divided as follows. All nodes that are seen only by the current
processor are referred to as local nodes. Nodes that are on a processor but share an element or edge with another processor are called border nodes. Nodes that share an edge
but are located on another processor are called ghost nodes. Figure 4.7 illustrates this
nomenclature.

Figure 4.7
Depiction of Nodal Nomenclature

In this approach, grid partitioning is accomplished by assigning nodes uniquely to processors. Processors owning the nodes share the attached elements along processor bound41

aries. Nodal information for these elements is communicated among processors using
Message Passing Interface (MPI), and each processor stores complete data for its shared
elements ([52]). The ability of the code to run on several parallel platforms and maintain
portability was a major concern during development. Figure 4.8 shows the efficiency of
the parallel adaption scheme. Though a closed mesh is required, the time to close the mesh
is a very small percentage of the total adaption time and is much smaller than the total run
time and solver time.
Parallel implementation of local grid refinement schemes, like the edge bisection scheme
above, presents a number of challenges. First, in the standard approach where the grid is
partitioned and geographic subregions are assigned to processors, the subregions must be
refined and coarsened consistently along processor boundaries. Also, closure requirements
may force refinement to spread to a processor that has no elements marked for refinement
by the error indicator. Finally, the local adaption process will likely lead to load imbalance among the processors, and nodes and elements must be transferred among processors
during dynamic load balancing so that processing efficiency is maintained.
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Figure 4.8
Timings for a 4 Processor Application
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4.3.3 Parallel Unrefinement
The parallel unrefinement process begins with the initialization and filling of the data
structures. The data structures improve the efficiency of the code and will be described
shortly. Next, a list of all nodes that can be removed is constructed. Before a node can be
removed, its adjacency information must be communicated. This is accomplished using
asynchronous communications for the nodes to be removed. Figure 4.9 shows a situation
where node c is marked for removal. Because one of the adjacent nodes resides on another
processor (PE0) and is not seen by PE1, the information for node b must be communicated
to PE1 to establish this node as a ghost node once node c has been removed.

Figure 4.9
Communication of Adjacent Node Information for Outgoing Nodes.
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Once the necessary information has been communicated, the elements can be merged.
Looping over all elements and checking the node flags accomplishes this. If any flags
are set to ’YES’, that node is removed, and the elements are merged. As illustrated in
Figure 4.10, element A and element B will each remove new local. This will result in two
identical elements. To remove the duplicate copy of the element, a look up of the element
if performed after the merge and if it isn’t there this is the first copy and the element is
entered into the hash table and initialized, i.e. set each nodes shape function, gradients,
determinants of Jacobian, etc. If the element is found on the look up, the element is flagged
as going out and return the processor sharing the new element (if applicable) to be used
for communicating the element levels later.

Figure 4.10
Lookup Adjacent Node Information for Outgoing Nodes.

The next step is to communicate the element-wise node level information. Referring
to Figure 4.11 one sees that PE0 sends node pairs for 0, 1, and 2 to PE 1 as well as levels
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(note: level 1 is not known). PE1 sends node pairs for 0, 1, and 2 to PE0 as well as levels
(note: level 0 is not known). The processors then find the local node numbers for these
node pairs using hash tables for the nodes, then look up the elements using the local node
numbers to get the element number. Nodes in the elements are matched to the nodes in the
incoming message to set the missing node level data for the element. The communication
is done asynchronously using probing receives. A global reduction is used to compute the
number of messages each PE will receive.

Figure 4.11
Element-wise Node Level Communication
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Previously, I communicated adjacency node information for the purpose of unrefining.
Now, the adjacent nodes are actually being set for the new coarse mesh. In Figure 4.12 if
the node being removed is set as the right adjacent node for nd1, it is replaced by nd2. Once
this is complete, all nodes and elements are renumbered, and the blocks are repartitioned.
The message keys are updated for the new mesh, and the nodes and adjacencies are updated
in ghost locations.

Figure 4.12
Fix the Adjacency Information for the Node Being Removed

4.3.4 Parallel Refinement
Refinement is performed on the edges. Therefore, before refinement can begin, the edges
must be initialized in the edge hash tables. Once this is done, we set the edge keys for the
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edge to 1) hold the integer rank of a node for length comparison and 2) hold the number
of a node imbedded in the edge. The identification of split edges is made using flags
referred to as edge flags. The following steps must be taken to set the edge keys. First, the
node hash tables must be constructed to convert global rank node numbers to local node
numbers. Next, the nodes must be identified as border, ghost, or interior. The border edges
are counted to determine the communicating edges. It should be noted that if an edge is
split between two processors, ownership is assigned to the lowest processor on the edge.
If the edge is within a processor, then the lowest node number owns the edge for counting
purposes. The edges are communicated by setting a pointer to the edge in the hash table.
Global node numbers of the edges are sent to the neighboring processors. The receiving
processors look up the node in the hash table to get the local node numbers, do a lookup
in the edge hash table based on the local node numbers, and set the receiving key to be a
pointer to the edge in the hash table.
Once the edge keys are set, the edges are ranked globally. This is accomplished by first
computing the length of the edges. The edges are then sorted locally on each processor.
A parallel sort is then used to assign global ranks. These ranks are assigned to the edges
in the hash tables. The edge keys are used to communicate the ranks between processors
in the edge hash tables. Edges are listed twice for the two different orderings of the node
numbers. The ranks are set for both copies. The global ranking ensures that edges along
boundaries of processors are refined consistently.
The global ranks are then used to add resolution to the mesh. Edge levels are used to
determine the oldest edge. The oldest edge in the element is the first selected to be split.
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If two edges in the element have the same level, then the longest edge will be selected
to split. Creating a node on the edge splits the edge. The edge hash tables are updated
to reflect this added node. The adjacent nodes for the new node are set as well as any
updates needed for neighboring nodes. That is, if a node (C) is added between a node
(A) and its adjacent node (B), then the new node (C) gets set to be the adjacent node for
node (A). This keeps the adjacency information consistent for later unrefinement. Once
the adjacency information has been set, a new element is created and the current element
information is copied to the new element. The data for the current and new elements are
corrected (i.e., levels, Jacobian, etc.).
There is ikelihood that adjacent elements may not both require refinement. Therefore,
hanging nodes will be present. The following steps are taken to ensure a closed mesh.
The edge splitting flags are communicated as illustrated in Figure 4.13. It shows that PE0
owns the middle edge, but PE1 splits the edge. Since PE1 required a split of an edge that
PE0 owns, PE0 gets a new node. This information is communicated to all processors that
see the edge. The elements are then looped over and any non-conforming elements are
split. Checking all edges and determining if a new node exists identifies non-conforming
elements. Elements are split based on the same rules set forth in the original refinement
cycle. Flags are updated and communicated to all processors to maintain consistency
among the processors.
Once a conforming mesh is obtained, the mesh (nodes and elements) is renumbered.
Any message exchange lists are reset for the new mesh. Unnecessary nodes and elements
are removed using the hash tables, and ghost nodes and adjacencies are updated. At this
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point, the memory is filled, i.e. the hash tables are developed. The load is checked on each
processor, and if imbalance is greater than a prescribed percentage, the mesh is repartitioned.
There are four key points to remember for refinement. First, if the edges match, the
elements will match. Second, hash tables did not have to be used for the edges, but problems have the potential for being so large that memory would be insufficient to store data
as arrays. Also, searching through hash tables significantly reduces computational time
versus searching through long arrays. Third, because each edge must have a unique ranking, edges with the same length are given different ranks. Fourth, hash tables are set by
using the current processor number times the total number of processors plus the node
number.

Figure 4.13
Communicate Edges Processor Splits but Doesn’t Own.
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4.4 Adaption Data Structures In Parallel
Data structures were selected to simplify the parallel implementation of the adaption
scheme and to facilitate the coupling of the refinement, coarsening, and load balancing
components. During early work, the authors realized that common techniques like the use
of tree structures for refinement could adversely impact other adaption components such
as load balancing. In this case, the use of graph partitioners and the resulting grid point
movement between processors requires splitting refinement trees between processors. To
avoid the difficulties associated with splitting trees between processors and subsequent
grid coarsening, the authors chose to use hash-table/linked-list structures ([14]). Such
structures are naturally suited for grid adaption since they are dynamic in nature and facilitate node and element searches. These structures handle all grid refinement, coarsening,
and load balancing needs without complicating the implementation of any single component.
Hash tables are used to store nodes and element edges. Each entry in the node hash
table consists of a local node number relative to the owning processor and corresponding
node identifier in the global grid. Each entry in the edge hash table consists of the two local
node numbers that define the edge, an integer edge rank based on comparative lengths of
the edges, and an integer that stores the new node number if a node is inserted on the edge.
Prior to refinement, the node and edge hash tables are allocated and filled. This memory is
freed once the refinement process, including closure, is complete. Similarly, the element
hash tables are allocated and filled prior to coarsening, and this memory is freed once the
coarsening process is complete. Nodes and elements are renumbered after each refine51

ment and coarsening phase. Load balancing is performed after a complete adaption cycle
(refinement, closure, renumbering, coarsening, and renumbering) as necessary. Currently,
the necessity to repartition is determined by comparing the ratio of the smallest number
of nodes on a processor to the largest number of nodes on a processor. If this ratio is less
than 0.80, then repartitioning is performed.

4.4.1 Grid Consistency Among Processors
The grid refinement scheme presented here is primarily a local process and thus is amenable
to parallel processing. The principal requirement in a parallel environment is that processors periodically communicate to maintain grid consistency along the inter-processor
boundaries. In the serial case, the new node number on the edge is stored in the edge hash
table, and the adjacent element checks for the presence of a new node in the hash table to
see if refinement for closure is required. In our parallel approach, an edge that spans two
processors will appear in each of these processors’ hash tables, and a protocol must be established to maintain consistency of the edge hash tables between processors. To support
this communication, edge communication lists are constructed which provide a mapping
between these duplicated edge storage locations. For each such edge, one processor sharing the edge is assigned ownership of it.
An example is illustrated in Figure 4.14, where three elements are distributed over two
processors as indicated by the shaded background. The two processors share the center and
right elements. In the first step, processor P0 splits the left elements because of high error.
Next P0 splits the original center element in the closure phase because that element now
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has a new node on one of its edges. Note that the center element’s longest edge is bisected
rather than the edge with the new node. Following this second step, P0 communicates
the new node number on the shared edge to P1 using the edge communication lists. This
communication provides the necessary data for P1 to refine its copies of the center and
right elements so the shared grid region is identical on both processors. In this example
grid refinement has spread from P0 to P1 even though P1 did not have any elements marked
for refinement by the error indicator.

Figure 4.14
Edge Bisected by Owning Processor
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4.4.2 Edge Ranking
After constructing the edge communication lists, edges are ranked based on their length so
they are uniquely and consistently identified throughout the global grid for the refinement
phase. Integer rankings are utilized rather than using computed edge lengths so processors
are easily able to make consistent edge bisection decisions when multiple edges in an
element are the same length.
Following a parallel, odd-even transposition sort, global ranks are returned to processors owning the edges. These processors then store the ranks in their edge hash tables.
They then communicate the ranks to the processors sharing the edges using the edge communication lists that have been constructed. The receiving processors store the ranks in
their edge hash tables.

4.4.3 Adjacency Information
Adjacent nodes instead of parent nodes are maintained for every node inserted into the
mesh. This gives directions for nodal information once nodes are removed. When a node
is inserted into an edge, the parents of that node are stored as adjacent nodes. As more
nodes are inserted between an added node and its “parent”, the adjacency node information is adjusted to reflect the additions. Therefore, the adjacency information will always
contain the nodes just to the “right” and “left” of the node. As nodes are removed, this
adjacency information must be updated. Basically there are three cases looking thru adjacency information: 1) one of your adjacencies doesn’t see you at all, 2) it does not see the
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other parent as an adjacent node, or 3) the adjacencies need to be relinked. When a node
is being removed the adjacent nodes will be the parent nodes.

4.4.4 Cleanup
Following node level communication, the remaining steps in the coarsening process involve bookkeeping updates for the new grid. First, adjacent node data is set for the new
grid, and unused nodes and elements are re-initialized. The nodes and elements are renumbered so unused items are placed at the end of the lists in memory. Given the new grid
numbering, the communication lists for exchanges between processors are updated. Finally, the global node identifiers and adjacent node data are updated using the new communication lists. At this point, the grid is ready for subsequent refinement and coarsening.
Also, the grid may be repartitioned dynamically among the processors if needed.

4.4.5 Error Estimation
In modeling groundwater flow it is often necessary to track sharp fronts such as those that
occur through the unsaturated zone, during break-through from a less conductive material
to a more conductive material, or as a result of turning on or off a well. In such cases a
simple gradient-based estimation of error is sufficient to resolve the front. Indicators for
other types of physics solved by ADH have been developed. Tate et al developed an error
indicator for shallow-water models[55].

55

4.5 Example Calculations
Application of the adaptive meshing is made to a two-dimensional shallow-water representation of the Houston Ship Channel (HSC). The study analyzed the effects of channel
deepening and widening. Tides, circulation, salinity, sediment transport and vessel traffic
in the Galveston Bay are modeled. The success of the numerical model depends on the
use of adaptive meshing.
The two-dimensional mesh consists of 10,446 nodes and 19,927 elements shown in
Figure 4.15. A total of 48 ships pass through the channel during the 25-hour simulation.
The mesh is allowed to refine a total of 8 levels per element. As the ships pass through
the channel, the mesh is adapted to capture shock waves generated by the vessels. As the
waves propagate out, the mesh is continually coarsened and refined to capture the wave.
Figure 4.16 shows three adapted meshes from the simulation.
The maximum size of the mesh during the simulation is 89,650 nodes. Figure 4.17
shows the computational expense of the adaptive meshing compared to the total run time
and the solver. Note that though the mesh was increased by over 8.5 times and refinement
and unrefinement occurred at every time step, the total amount of time spent in adapting
the mesh is less than 14% of the total run time and a fifth of the time spent in the solvers.
Figure 4.18 shows a breakdown of the unrefinement process, and Figure 4.19 shows the
components of refinement process for the HSC study.
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Figure 4.15
The Original Mesh of the Houston Ship Channel
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Figure 4.16
Adapted Meshes of the Houston Ship Channel
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Figure 4.17
Houston Ship Channel: Computational Time

Figure 4.18
Houston Ship Channel: Unrefinement Components
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Figure 4.19
Houston Ship Channel: Refinement Components
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Comparison of the solution using a fine mesh with no adaption consisting of 161,352
nodes and 318,832 elements (Figure 4.20), a course mesh allowed to adapt (Figure 4.15),
and a course mesh without adaption (Figure 4.15) is presented in Figure 4.21, Figure 4.22,
and Figure 4.23, respectively. By using the adaptive meshing capability in ADH, we were
able to capture the solution with fewer nodes and less computational effort. The total time
to run the fine grid solution is 20,159.30 seconds. The total time to run the course mesh
without adaption is 6,720.38 seconds. The total time required to complete the run with
adaption is 7,659.84 seconds. All above computations were made using 32 processors on
a CRAY T3E.
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Figure 4.20
Fine Mesh of the Houston Ship Channel
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Figure 4.21
Velocities Resulting from Passing Vessels in the Houston Ship Channel: Course Mesh
With No Adaptive Meshing
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Figure 4.22
Velocities Resulting from Passing Vessels in the Houston Ship Channel: Course Mesh
With Adaptive Meshing
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Figure 4.23
Velocities Resulting from Passing Vessels in the Houston Ship Channel: Fine Mesh With
No Adaptive Meshing
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Dynamic load balancing is used to ensure that work is evenly distributed among processors. The ratio of minimum number of nodes on a processor over the maximum nodes
on a processor is computed. If the ratio is less than a prescribed limit, in this case 80%,
the mesh is redistributed among the processors using ParMETIS. There are no limitations,
as there are with tree structures, on how the nodes can be distributed. The Houston Ship
Channel mesh required repartitioning less than 0.5 percent of the total time steps used.

4.6 Conclusions
A parallel refinement and coarsening scheme has been developed for tetrahedral and triangular grids. The refinement and coarsening schemes and data structures described here
have been developed to facilitate the parallel implementation of both grid refinement and
coarsening. The refinement and coarsening schemes are based on communicating a minimum set of data and reconstructing information locally without the use of tree structures.
The goal of this approach is a balanced design between refinement, coarsening, and load
balancing in terms of efficiency and ease of implementation.
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CHAPTER 5
OPTIMIZATION

5.1 Introduction
Often in engineering the amount of data available to describe a given problem is spatially
sparse. If one were to attempt to obtain enough data to accurately describe the subsurface
by means of borings and other testing, the media would be ultimately destroyed and the
samples no longer representative of the current state of the media. Time and cost also limit
the amount of data collected to describe a given problem. Additionally, mathematical
and numerical techniques for simulating the prescribed problem can be computationally
intensive and require several iterations to validate. Without the use of optimization theory,
sensitivity analysis and model validation is subjective and depends on the experience of
the modeler and his/her preconceived ideas about the system with little or no knowledge
from previous runs being incorporated into each subsequent run. Ultimately, this process
terminates when the engineer is out of time, forcing a declaration of “best” fit based on the
limited sampling.
Optimization techniques allow for determination of better input parameters to match
given observation data in an objective and hands-off manner without having to evaluate all
possible alternatives, and provides incorporation of data from all previous runs. The basic
purpose of optimization is to minimize some objective function, f (x), by choosing input
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from a given set of bound or unbound parameters, as illustrated in equation 5.1. x∗ is said
to be the local minimum of f (x) if equation 5.2 is true. x∗ is a global minimum if equation
5.3 is true. If the optimization is bound or constrained, then x∗ is chosen from a subset
of points, i.e. x ∈ U. If the optimization is unbound or unconstrained, then x∗ is chosen
from the real space x ∈ %. [30][60][41]

min

x f (x)

(5.1)

f (x∗ ) ≤ f (x) f or all x near x∗

(5.2)

f (x∗ ) <= f (x) f or all x

(5.3)

Some advantages found in the literature for using numerical optimization are:
1. Reduction in design time.
2. A systematic, logical design procedure is provided.
3. A wide variety of design variables and constraints can be handled.
4. Some design improvement is virtually always yielded.
5. A minimal amount of human-machine interaction is required.

Some limitations of numerical optimization are:
1. Computational time increases as the number of design variables increases.
2. No stored experience or intuition is available.
3. Results could be misleading if the analysis program is not theoretically precise.
4. Global optimum design is not guaranteed.
5. Discontinuous functions are problematic.
6. Significant reprogramming of analysis codes may be required for implementation.
68

[60]
Several optimization techniques exist. Some techniques are heuristic in nature, such
as genetic algorithms [27][21], simulated annealing, and neural networks. These methods
can achieve nearly optimal solutions at a reasonable computational cost but do not guarantee a globally optimal solution. These stochastic search procedures use probabilistic rather
than deterministic search rules. Discontinuities and non-linearities of real-world problems
can be accommodated easier using heuristic methods than deterministic techniques [37]
[47]. Other techniques are based on some form of a gradient. These methods are deterministic and use either first derivative (gradient) information or a combination of gradient and
Hessian (second derivative) information. Computational expense of finding these derivatives can be large. Additionally, these methods are sensitive to initial conditions, prone
to local minima, offer little reliable parameter uncertainty, and can be problematic for a
large number of parameters. It is assumed that the gradient of the objective function with
respect to the parameters being optimized can be obtained.
Optimization techniques are popular as engineering aids in design and validation of
models. Watershed models have been combined with gradient-based methods such as
PEST to solve multi-component objective function parameter estimation problems by
varying parameters of the flow. The results of such methods, however, are dependent
on reasonably accurate estimates of each component of the objective function [25]. Other
studies combine global methods such as SODA [63] and GLUE [10] with watershed models to calibrate models of various catchments including the River Morava in the Czech Republic and the small Ringelbach research catchment in Vosges, France, as in Pappenberger
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et al. [44], Freer et al. [19], and Khu and Madsen [31]. Another very popular method is the
shuffled-complex evolution (SCE) method discussed in Guan et al. [23], developed at the
University of Arizona, and applied to numerous watershed problems. Several recent developments in optimization are built on the basis of the SCE method. For instance, Gupta
et al. [24] used three objectives to calibrate 13 parameters using MOCOM-UA (multiobjective complex evolution). The procedure required 25,702 function calls and resulted in
500 Pareto solutions. That is, a set of solutions for which a movement in the input parameter results in improvement in at least one observation without making other observations
worse. Application of SCE-UA to the same problem with one objective required 5,000
to 10,000 function calls. Since computational time for problems solved with ADH can
become quite large, it is not feasible to require thousands of function calls. Each function
call is one run of the simulation code. For this study, focus was put on local methods to
reduce the number of function calls.

5.2 PEST
PEST, which stands for Parameter ESTimation [18], is a local method for model-independent
parameter estimation. The method is based on the Gauss-Marquardt-Levenberg method,
which minimizes discrepancies between model-generated numbers and corresponding field
or laboratory data in a weighted least-squares sense. Advantages of PEST are: it offers
many techniques from pragmatic to fully Bayesian; some techniques are numerically fast
and stable; interaction through model input files makes for usability with arbitrary models; and the code is readily available. PEST is also available for parallel computing which
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reduces total time of some techniques by making model runs simultaneously on a cluster of computers rather than sequentially on one computer. A disadvantage is that some
techniques are inefficient when the parameters are highly correlated.
PEST offers model-independent parameter estimation with advanced predictive analysis and regularization features. More specifically, PEST is a stand-alone code that reads
and manipulates model input files and reads model output files via user instructions.
Though combined with ADH in this study, PEST can easily be coupled with any model by
generating three input files. The Gauss-Marquardt-Levenberg method requires that a continuous relationship exist between model parameters and model output, but generally finds
the minimum in fewer function calls than other optimization packages. This is important
when dealing with large-scale problems, which are computationally intensive. Though
the method sometimes has a tendency to get stuck in local minima, this can be avoided
by formulating an objective function that includes processed flow data as well as flows.
The adjustable parameters can be bounded, which enhances the numerical stability of the
parameter estimation process as the bounds are imposed, and the objective function can
contain numerous aspects of the system and allows for weighting on the various objective
function components. Figure 5.1 and Figure 5.2 show the process for running PEST with
serial and parallel ADH, respectively. Note that because PEST operates independent of
the physics model, running ADH in serial versus parallel requires changes to the run script
called by PEST and not to PEST itself.
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Figure 5.1
Process for Running PEST and Serial ADH
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Figure 5.2
Process for Running PEST and Parallel ADH
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Once the parameter estimation package has determined a solution, the solution can
then be supplied to PEST in regularization mode to obtain other sets of parameters, which
could also be considered to calibrate the model. The user supplies a default system condition expressed in terms of preferred values for parameters. PEST then calibrates within
a preferred model-to-measurement fit tolerance that is defined by limiting measurement
function below which the model is deemed to be calibrated. Simultaneously a regularization objective function calculated on the basis of the misfit between optimized parameter
values and their user-supplied default values or relationship values is minimized.
PEST is widely used as a parameter estimation tool coupled with various simulation
tools. Baginska et al. [4] coupled PEST with AnnAGNPS to determine the export of
nitrogen and phosphorous through nonpoint sources. Application with SWAT to model
snowmelt hydrology was made by Wang and Melesse [64]. Urban runoff models and
watershed models such as HSPF have also been coupled with PEST [18][13][43]. PEST
has been successfully applied with temperature and salinity models as in Gao and Meerick
[20]. The field of groundwater has found PEST to be a useful tool with application for
flow, heat transfer, and mass transfer [29][51][62][61][17][68].
The parallel implementation of PEST is PC-based and does not take advantage of
parallel processing capabilities. Rather, it requires launching multiple worker codes that
remain in wait mode until queried and activated by the primary code. However, attempts
to launch the job to super computers through the use of batch scripts failed due to lost
communication. Additionally, since PEST operates as a black box optimization package, parallel applications can be run by using the command line. Again, if these runs
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are submitted to the batch script instead of interactive processors, the runs fail due to lost
communication. As the applications get larger the capability to run the parameter estimation in a truly parallel manner allowing for simultaneous function calls reducing each
iteration of the optimization to the equivalent of one function call is a more desirable
approach. Development of a parallel implementation of the Levenberg-Marquardt using
MPI, Message-Passing Interface [52], is needed to further reduce computational cost.

5.3 SPSA
Simultaneous Perturbation Stochastic Approximation, SPSA, is an attractive tool because
it requires only two function calls per iteration cycle to approximate the gradient.
The general recursive form in which SPSA appears is given in equation 5.4 where
gk (θk ) is the estimate of the gradient g(θ) =

∂L
∂θ

at the iterate θk . The two-sided finite

difference computation of gk (θ) in 5.5 required that each θk be perturbed, positively and
negatively, by some small quantity, ck , and a measure of the loss function obtained for
every parameter in θk . [53]

θk+1 = θk − ak gk (θk )

gki(θk ) =

y(θk + ck ei ) − y(θk − ck ei )
2ck

(5.4)

(5.5)

The computation of ak and ck depends on five variables: c, A, a, α, and γ. The literature gives the following rules of thumb for choosing these variables. c should be set to
the standard deviation of the noise when θ is near θ̂0 . A should be a number larger than 0
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such that it is 10 percent or less of the maximum number of expected /allowed iterations. a
should be chosen such that a0 =

a
(1+A)0.602

times the magnitude of the elements in ĝ0 (θ̂0 ).

The lowest allowable values for α and γ are 0.602 and 0.101, respectively. The asymptotically optimal values of α and γ with noisy loss measurements are 1 and 16 , respectively.
Figure 5.3 shows the process for optimizing parameters using SPSA and ADH.
SPSA has been applied in the business and financial areas. The method was used for
mortgage refinancing problems to determine the optimal refinancing strategies in a computationally efficient manner. The method is a simulation based two-timescale actor-critic
algorithm for infinite horizon discounted reward Markov decision processes [11]. In [22],
SPSA is used to develop a model-free simulation-based optimization model to solve a seatallocation program arising in airlines. The application optimizes revenue management of
airlines with cancellations and overbooking. Additionally, SPSA is employed to improve
the performances of a fresh-food supply network to preserve the quality of the product.
Performance is improved by optimizing the values of the physical and the logistic parameters describing the supply chain. The approach was applied to a beef meat refrigeration and
distribution chain. The solutions proved to be good and robust with respect to uncertainty.
Freeway configuration and congestion is another area that has benefited from the use
of the SPSA algorithm. A measurement-based routing algorithm to load-balance intradomain traffic along multiple paths for multiple unicast sources is derived from SPSA and
applications are made to optimal multipath routing in environments where the link cost
derivatives can be estimated [26].
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Figure 5.3
Process for Running SPSA and ADH
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In the engineering and science communities, SPSA has been coupled with IPARS (Integrated Parallel Accurate Reservoir Simulator) and economic model for adequate placement of wells in oil and environmental applications [6], to determine the mechanical properties of a layered solid elastic medium in contact with a fluid medium [67], for photoemission experiments to analyze the PE spectra, to determine heat transfer coefficients and
values of contact surfaces, of a serial grey-box model structure to model a thermal storage
tank [2], to optimize spatial configuration of dielectric scattering cylinders to match desired target functions [9], and countless other applications. Additionally, SPSA has been
used for correction of susceptibility artifacts in diffusion tensor (diffusion tensor imaging
can be used to localize major white matter tracts within the human brain) [39] and in the
game programming community [32].
For this work, a program was developed which uses the SPSA method. The basic
setup of the code is similar to PEST in that it is based on a ”blackbox” type philosophy
which allows for the application to a wide variety of physics-models by manipulating the
input files and reading output based on user prescribed instructions. This work presents
application of the SPSA-based codes and PEST to groundwater flow problems. The results
of these applications are presented in subsequent chapters and a copy of the program is
given in the Appendix.
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CHAPTER 6
NUMERICAL EXAMPLES

6.1 Groundwater Models
Optimization techniques, laboratory data, and numerical models (ADH) have been discussed previously. In this chapter, we will explain the process for developing numerical
representations of groundwater problems. Figure 6.1 shows this process. Field or laboratory data are collected; the data are used to generate a computational mesh representing
the area of interest; a numerical model uses physic-based models to simulate the processes that occur in nature; the computed data are compared to the observed data; and the
process is repeated until a validated model is obtained. By using the adaptive meshing
discussed earlier, initial mesh generation does not have to be as detailed since the mesh
is adapted dynamically based on error estimations generated by the physics-based model.
The comparison of computed and observed data is generally done using post-processing
and requires a trial-and-error based approach. Wise use of optimization techniques in place
of the trial-and-error phase can allow input parameters to be manipulated using data from
all previous calculations and the comparison of the computed and observed data (objective function) can all be automated. This process is shown in Figure 6.2. The parameter
estimation results are detailed in this chapter.
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Figure 6.1
Procedure for Modeling Groundwater Problems Using Adaptive Meshing
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Figure 6.2
Procedure for Parameter Estimation of Groundwater Problems
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6.2 Soft Data Steering
Soft data is in the form of geological borings. A total of 943 borings are available that
describe the exact packing of the tank. As is the case in actual field studies, a small subsets
of the borings are used. Initial tests used four different random boring combinations.
The first test, referred to as mesh 1, included a total of 15 boreholes and two crosssections. Figure A.2 gives an oblique view of the boreholes and cross-sections. Figure A.4
shows the resulting mesh.

Figure 6.3
Oblique View of Borehole Configuration and Cross-sections for Mesh 1
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Figure 6.4
Oblique View of Mesh 1
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The second model, referred to as mesh 2, included a total of 14 boreholes with no
cross-sections. Figure A.7 gives an oblique view of the boreholes. Figure A.9 shows the
resulting mesh.

Figure 6.5
Oblique View of Borehole Configuration for Mesh 2
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Figure 6.6
Oblique View of Mesh 2
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The third model, referred to as mesh 3, included a total of 15 boreholes with no crosssections. Figure A.12 gives an oblique view of the boreholes and cross-sections. Figure A.14 shows the resulting mesh.

Figure 6.7
Oblique View of Borehole Configuration for Mesh 3
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Figure 6.8
Oblique View of Mesh 3
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The fourth model, referred to as mesh 4, included a total of 7 boreholes with no crosssections. Figure A.17 gives an oblique view of the boreholes. Figure A.19 shows the
resulting mesh.

Figure 6.9
Oblique View of Borehole Configuration for Mesh 4
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Figure 6.10
Oblique View of Mesh 4
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To test the amount of soft data required to adequately represent the medium, additional
tests were conducted using 25, 50, 100, and 200 boreholes, picked using a random number
generator. An oblique view of the 25 random boreholes is shown in Figure A.22. Figure A.24 shows the resulting mesh, rand25. An oblique view of the 50 random boreholes
is shown in Figure ??. Figure A.29 shows the resulting mesh, rand50. An oblique view
of the 100 random boreholes is shown in Figure A.32. Figure A.34 shows the resulting
mesh, rand100. An oblique view of the 200 random boreholes is shown in Figure A.37.
Figure A.39 shows the resulting mesh, rand200. A detailed description of the boreholes
and the additional meshes are given in Appendix 8.3. The meshes all consist of 59,538
nodes and 339,480 elements.

Figure 6.11
Oblique View of Borehole Configuration for Rand25
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Figure 6.12
Oblique View of Rand25

Figure 6.13
Oblique View of Borehole Configuration for Rand50
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Figure 6.14
Oblique View of Rand50

Figure 6.15
Oblique View of Borehole Configuration for Rand100
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Figure 6.16
Oblique View of Rand100

Figure 6.17
Oblique View of Borehole Configuration for Rand200
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Figure 6.18
Oblique View of Rand200

6.3 Optimization Using Hard Data
Using the hard data from the laboratory experiment, parameter estimation problems were
setup to determine the hydraulic conductivities of the five materials present in each of the
conceptual models. Initial tests were conducted using the observed pressure heads for the
four different flow tests conducted independently. Table 6.1 and Table 6.2 show the best
fits for each of the scenarios with no pumping. Additional tests were conducted using
building data, i.e., parameter estimation was performed using all flow tests in an additive
manner. Table 6.3, Table 6.4, Table 6.5, Table 6.6, Table 6.7, and Table ?? show the best
fits for the building data.
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Table 6.1
Best Fit for No Pump Condition PEST
Material
1
2
3
4
5
Mean Error
Mean Abs. Error
RMS Error

Mesh1
6.360e-03
1.920e-03
1.109e-02
8.740e-03
2.223e-02
0.138
0.191
0.365

Mesh2
6.300e-03
4.211e-02
9.440e-03
2.790e-03
2.560e-03
0.108
0.160
0.337
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Mesh3
Mesh4
2.300e-05 2.34e-03
1.333e-02 1.068e-02
9.970e-03 3.51e-03
3.600e-05 2.724e-02
0.134170 6.58e-03
0.130
0.115
0.177
0.160
0.347
0.337

The parameter estimation runs described above required anywhere from 60 model calls
to 176 model calls. For smaller, more simplistic problems this is not an issue. However,
problems can be so large or complex that the computational intensity limits the number of
model calls that can be made. An optimization method, such as SPSA discussed earlier,
that doesn’t require as many model calls per optimization cycle is one way to address this
problem.
Table 6.2
Best Fit for No Pump Condition PEST
Material
1
2
3
4
5
Mean Error
Mean Abs. Error
RMS Error

Rand25
1.00e-02
1.00e-02
1.00e-02
1.00e-02
1.00e-02
0.198
0.217
0.374

Rand50
4.450e-03
4.800e-04
3.542e-02
1.044e-02
2.100e-04
0.169
0.197
0.370

Rand100
5.400e-04
5.417e-02
1.101e-02
6.300e-05
5.577e-02
0.134
0.153
0.318

Rand200
2.890e-03
9.600e-03
1.000e-05
3.063e-02
8.620e-03
0.151
0.178
0.357

The eight meshes and four scenarios optimized with PEST and ADH were used to tests
the SPSA code, described earlier, for parameter estimation of the hydraulic conductivity
values. Table 6.9 and Table 6.10 show the conductivity values and the errors associated
with the no pump scenario for all eight meshes. In all but one of the scenarios, the SPSA
code was able to determine hydraulic conductivity values resulting in smaller errors. Figure 6.19 and Figure 6.20 show the resulting head values and the error bars illustrating the
deviation of the calculated solution from the observed solution.
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Table 6.3
Best Fit for Pump 1 Condition PEST
Material
Mesh1
Mesh2
Mesh3
Mesh4
1
0.221560 0.03807 0.01054 0.02150
2
0.107830 0.502230 0.259140 0.243810
3
0.345100 0.385820 0.227060 0.07343
4
0.08923 0.111980 0.08753 0.767360
5
1.0
0.000068 0.222750 0.06161
Mean Error
0.123
0.123
0.132
0.113
Mean Abs. Error
0.162
0.167
0.192
0.144
RMS Error
0.292
0.293
0.312
0.281

Table 6.4
Best Fit for Pump 1 Condition PEST
Material
1
2
3
4
5
Mean Error
Mean Abs. Error
RMS Error

Rand25
Rand50
Rand100 Rand200
0.130180 0.138210 0.005330
0.0188
0.111980 0.01384
0.450
0.344380
0.54509 0.875190 0.163390 0.03123
0.411980 0.369200 0.0000640
1.000
0.031290 0.00924 0.506730 0.154700
0.168
0.160
0.157
0.143
0.191
0.178
0.183
0.159
0.314
0.304
0.312
0.292
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Table 6.5
Best Fit for Pump 2 Condition PEST
Material
1
2
3
4
5
Mean Error
Mean Abs. Error
RMS Error

Mesh1
Mesh2
Mesh3
Mesh4
0.238510 0.04867 0.04321 0.03974
0.131530 0.97130
0.2097 0.261040
0.318170 0.262650 0.257550 0.08092
0.105760 0.07088 0.100790 0.863130
1.0
0.07373 0.197070 0.06505
0.047
0.046
0.043
0.040
0.137
0.131
0.167
0.119
0.226
0.226
0.254
0.215

Table 6.6
Best Fit for Pump 2 Condition PEST
Material
1
2
3
4
5
Mean Error
Mean Abs. Error
RMS Error

Rand25
0.123770
0.07486
0.706270
0.385710
0.008870
0.090
0.149
0.235

Rand50
0.192860
0.113700
0.287870
0.200020
0.06427
0.028
0.161
0.236
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Rand100 Rand200
0.01772 0.01558
0.490340 0.303090
0.134620 0.09638
0.107430
1.00
0.411710 0.157340
0.097
0.070
0.149
0.128
0.236
0.222

Table 6.7
Best Fit for Pump 3 Condition PEST
Material
Mesh1
Mesh2
Mesh3
Mesh4
1
0.223240 0.03355 0.03151 0.178100
2
0.103230 0.835350 0.427940 0.06516
3
0.269130 0.280850 0.138910 0.07144
4
0.24970 0.140730 0.131810
1.000
5
1.0
0.03588
1.000
0.178330
Mean Error
0.006
0.013
0.019
-0.001
Mean Abs. Error
0.127
0.118
0.120
0.112
RMS Error
0.208
0.205
0.203
0.203

Table 6.8
Best Fit for Pump 3 Condition PEST
Material
Rand25
Rand50 Rand100 Rand200
1
0.155070 0.192860 0.01457
0.0181
2
0.03526 0.113700 0.583870 0.31473
3
0.506090 0.287870 0.134770 0.04229
4
0.492970 0.200020 0.02653
1.000
5
0.08858 0.06427 0.501940 0.172620
Mean Error
0.053
0.028
0.055
0.033
Mean Abs. Error
0.142
0.161
0.136
0.119
RMS Error
0.222
0.236
0.219
0.210
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Table 6.9
Best Fit for No Pump Condition SPSA
Material
1
2
3
4
5
Mean Error
Mean Abs. Error
RMS Error

Mesh1
0.201799
0.115159
0.001680
0.017223
0.043743
0.196
0.209
0.231

Mesh2
0.095382
0.055642
0.108883
0.071135
0.119374
0.056
0.095
0.112

Mesh3
0.085227
0.075892
0.114520
0.095921
0.093221
0.035
0.080
0.097

Mesh4
0.139221
0.105152
0.065060
0.055593
0.075725
0.063
0.101
0.119

Table 6.10
Best Fit for No Pump Condition SPSA
Material
1
2
3
4
5
Mean Error
Mean Abs. Error
RMS Error

Rand25
0.107419
0.101653
0.093174
0.082058
0.095193
0.030
0.080
0.098

Rand50
0.091396
0.118046
0.095830
0.127482
0.092657
0.039
0.082
0.099
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Rand100
0.053525
0.109756
0.136557
0.151431
0.120977
0.046
0.080
0.098

Rand200
0.085052
0.112866
0.120070
0.068247
0.095074
0.046
0.089
0.106

Figure 6.19
Mesh1, Mesh2, Mesh3, and Mesh4 - No Pump - SPSA

Figure 6.20
Rand25, Rand50, Rand100, and Rand200 - No Pump - SPSA
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Table 6.11 and Table 6.12 show the conductivity values and the errors associated with
the pump 1 scenario for all eight meshes. Again, in all but one of the scenarios, the
SPSA code was able to determine hydraulic conductivity values resulting in smaller errors.
Figure 6.21 and Figure 6.22 show the resulting head values and the error bars illustrating
the deviation of the calculated solution from the observed solution.
Table 6.11
Best Fit for Pump 1 Condition SPSA
Material
1
2
3
4
5
Mean Error
Mean Abs. Error
RMS Error

Mesh1
0.190415
0.141593
0.017172
0.034176
0.046992
0.162
0.172
0.191

Mesh2
0.048560
0.082751
0.162162
0.116816
0.165068
0.067
0.092
0.104
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Mesh3
0.069671
0.090927
0.133963
0.117194
0.111343
0.035
0.068
0.080

Mesh4
0.118843
0.103094
0.083308
0.078787
0.088593
0.044
0.082
0.093

Table 6.12
Best Fit for Pump 1 Condition SPSA
Material
1
2
3
4
5
Mean Error
Mean Abs. Error
RMS Error

Rand25
0.107274
0.103160
0.093437
0.085244
0.097497
0.031
0.074
0.086

Rand50
0.091453
0.118608
0.095952
0.128021
0.093009
0.041
0.076
0.088

Rand100
0.052640
0.110157
0.137678
0.152805
0.122329
0.049
0.075
0.087

Rand200
0.085097
0.112838
0.120006
0.068354
0.095088
0.051
0.084
0.097

Figure 6.21
Mesh1, Mesh2, Mesh3, and Mesh4 - Pump 1 - SPSA
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Figure 6.22
Rand25, Rand50, Rand100, and Rand200 - Pump 1 - SPSA
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Table 6.13 and Table 6.14 show the conductivity values and the errors associated with
the pump 2 scenario for all eight meshes. Again, in most scenarios, the SPSA code performed as well as or better than the PEST code and was able to determine hydraulic conductivity values resulting in equivalent or smaller errors. Figure 6.23 and Figure 6.24 show
the resulting head values and the error bars.
Table 6.13
Best Fit for Pump 2 Condition SPSA
Material
1
2
3
4
5
Mean Error
Mean Abs. Error
RMS Error

Mesh1
0.193597
0.137848
0.013796
0.029859
0.045344
0.185
0.193
0.214

Mesh2
0.064828
0.069066
0.145121
0.100610
0.148773
0.183
0.186
0.216

Mesh3
0.071090
0.088768
0.132384
0.115000
0.110397
0.042
0.073
0.084

Mesh4
0.143216
0.102050
0.060934
0.051179
0.072586
0.082
0.108
0.123

Table 6.15 and Table 6.16 show the conductivity values and the errors associated with
the pump 3 scenario for all eight meshes. In most scenarios, the SPSA code did not
perform as well as or better than the PEST code. However, the errors were not much
greater than those resulting from the PEST runs. Figure 6.25 and Figure 6.26 show the
resulting head values and the error bars.
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Table 6.14
Best Fit for Pump 2 Condition SPSA
Material
1
2
3
4
5
Mean Error
Mean Abs. Error
RMS Error

Rand25
0.106849
0.099002
0.093732
0.080524
0.095414
0.152
0.158
0.190

Rand50
0.090624
0.117079
0.096601
0.126998
0.093128
0.159
0.164
0.195

Rand100
0.077840
0.103825
0.117084
0.124102
0.109054
0.161
0.164
0.196

Rand200
0.084925
0.111620
0.120059
0.067024
0.094876
0.169
0.174
0.204

Figure 6.23
Mesh1, Mesh2, Mesh3, and Mesh4 - Pump 2 - SPSA
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Figure 6.24
Rand25, Rand50, Rand100, and Rand200 - Pump 2 - SPSA

Table 6.15
Best Fit for Pump 3 Condition SPSA
Material
1
2
3
4
5
Mean Error
Mean Abs. Error
RMS Error

Mesh1
0.193598
0.137831
0.013795
0.029863
0.045350
0.180
0.195
0.216

Mesh2
0.064811
0.069081
0.145137
0.100607
0.148765
0.196
0.205
0.296
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Mesh3
0.071067
0.088767
0.132402
0.115013
0.110400
0.167
0.177
0.276

Mesh4
0.143203
0.102056
0.060938
0.051207
0.072590
0.207
0.216
0.303

Table 6.16
Best Fit for Pump 3 Condition SPSA
Material
1
2
3
4
5
Mean Error
Mean Abs. Error
RMS Error

Rand25
0.106829
0.098973
0.093755
0.080537
0.084912
0.166
0.178
0.275

Rand50
0.090609
0.117093
0.096610
0.127015
0.093129
0.173
0.184
0.280

Rand100
0.055978
0.107419
0.133903
0.147965
0.118098
0.178
0.187
0.285

Rand200
0.084912
0.111622
0.120066
0.067044
0.094879
0.183
0.193
0.286

Figure 6.25
Mesh1, Mesh2, Mesh3, and Mesh4 - Pump 3 - SPSA
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Figure 6.26
Rand25, Rand50, Rand100, and Rand200 - Pump 3 - SPSA
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SPSA was able to find as good or better fits to the observed value in using only 21 to
30 model calls. This is a reduction in model calls from PEST of 67 to 82 percent. For large
problems, this reduction in computational time from using SPSA instead of PEST may be
sufficient to complete the task and address the problem. However, problems may reach
such computational intensity that it may not be feasible to run the full model multiple
times. So, how can we further reduce the computational effort of testing and validating
groundwater models? Another way to address the problem is to create a surrogate model
of the full-physics problem. This surrogate would reduce the physics of the problem by
keying on the aspects of the physics for which the system is most sensitive, thus allowing
for an extremely reduced computational model as discussed in the next chapter.
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CHAPTER 7
SURROGATES

7.1 Introduction
As engineers attempt to consider every aspect of the physical process or as the scale of
the problems being considered increase, the computational expense grows exponentially.
Often simulation time is limiting, as in the case of considering the hydrologic cycle in
areas such as South Florida where groundwater, surface water, and overland flows are
considered and the engineer seeks to simulate months of field data. Such studies could
take weeks of computational time and several processes to complete. Optimization techniques that require multiple calls to the simulation are not feasible for problems of this
magnitude. An option is to reduce the simulation through a reduction in the physics or by
other approximation methods. Such techniques are referred to as surrogate models since
they are not full-scale simulations but are representations that reduce some aspect of the
simulation to increase computational speed.

7.2 Proper Orthogonal Decomposition
Proper orthogonal decomposition, or POD, is a form of surrogate models. The method is
applied to dynamical systems to reduce the order of the models. In the most basic explanation the method seeks to represent the full problem with a reduced basis by approximating
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the state trajectory with lower-dimension problems. Retaining lower-order principal components retains the characteristics of the data set that contribute most to its variance or
dispersion. Higher-order components are ignored since the lower-order components typically contain the “most important” aspects of the data. [1]
Development a POD approximation can be broken into 5 steps listed below.
1. Input function or initial conditions are used to get state trajectory in %n where n is
the number of state variables.
2. The resulting state trajectory living in %n , where n is the number of state variables
needed to describe the system, is measured.
3. Determine if this state-trajectory can be approximated with one living in a lowerdimensional space %k where k < n.
4. Construct a projector (Galerkin or Petrov-Galerkin) to reduce the original system
from n dimensions to k dimensions.
5. Determine how well the approximation describes trajectories other than the measured one
.
Assumptions made are:
1. the function is linear - the observation sets are linear combinations of certain basis;
2. the principal components or basis are orthogonal;
3. the mean and covariance are statistically important; and
4. large variances have important dynamics.

POD is applied to the groundwater component of ADH. The equation solved for
groundwater in ADH is the Richards Equation (3.1). The assumptions listed above were
considered in the application of POD to ADH. The assumption that the function is linear
requires that a saturated problem be used to avoid the nonlinearities of flow in the vadose
112

zone for unsaturated flow. That is, Sa = 1 and

∂Sa (ψ)
∂t

= 0. This requirement reduces

equation 3.1 to equation 7.1. The desire is to use PODs with ADH to determine the optimal values of conductivities for the problem, so the problem was cast in such a way to
eliminate effects on hydraulic head other than those by the material conductivities. Therefore, the equation must be cast with dependencies on conductivities only. The following
steps describe how this dependency was insured. The storage coefficient is assumed to be
0, resulting in equation 7.2. If there are no source terms, the Richards equation are reduced further to equation 7.3. The test problem is a steady state problem, however, ADH
marches to steady state. The temporal term can be fixed or allowed to adapt according to
solution convergence. To remove the temporal dependencies from the matrices a fixed ∆t
of 1 is used. This results in the finite element approximation given in equation 7.4.

Ss

∂ψ
= ∇ · [Ks kr (ψ)∇(ψ + z)] + W
∂t

(7.1)

0 = ∇ · [Ks kr (ψ)∇(ψ + z)] + W

(7.2)

0 = ∇ · [Ks kr (ψ)∇(ψ + z)]

(7.3)

[Ks ∇(ψ̂ k + z)]∇vh dxdydz = 0

(7.4)

)

Ωk

In the literature most applications are made to transient problems, thus the basis functions are built from time snap-shots. However, application to a steady-state problem is
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made using a technique conceived by Prof. C. Tim Kelley at NCSU and implemented into
ADH through a collaborative effort between NCSU and ERDC-CHL. The author determined the framework for ADH finite element routines and located the information needed
for POD within ADH. Requirements and assumptions to linearize the Richards equation
for POD application were also identified and implemented by the author. Additionally,
the author coded, within ADH, a flag for calling the POD routines to build the POD basis. Lastly, the author built the input decks and example problems for testing POD and
ADH. Mr. Corey Winton and Prof. C. Tim Kelley at North Carolina State University
developed the theory behind POD and the concept of using conductivity matrices as snapshots. Additionally, Mr. Winton developed the routines for developing the POD matrices
and the code for solving the ADH-POD output for conductivity values. Initial tests were
conducted collaboratively, and debugging and changes to the codes were both joint efforts
and independent efforts with email and phone clarification when needed. The author and
Mr. Winton conducted applications to the Jenkins’ column and the Tissa tank with the
exact packing, independently. Additionally, the author tested the eight additional meshes
discussed previously.
To achieve the application of POD to a steady-state problem, the basis functions are
generated by enforcing that the medium is isotropic, i.e., the conductivity tensor is reduced
to a scalar value that is applied in the xx, yy, and zz directions. The linear equation
for the finite element model is equation 7.5. The matrices are further subdivided into
initial/boundary information and conductivity dependent components given in equations
7.6 and 7.7. Rewriting equation 7.5 using equations 7.6 and 7.7 yields equation 7.8. If we
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take the partial of equation 7.8 with respect to the conductivities we get equation 7.9 or
equation 7.10. Solving for the partial results in equation 7.11

Ah = f
A = A0 +

(7.5)

M
$

κi Ai

(7.6)

M
$

κi fi

(7.7)

i

f = f0 +

i

[A0 +

M
$

M
$

Ai ki ]

i

A

(7.8)

∂h
= fi
∂ki

(7.9)

i

i

Ai h + [A0 +

M
$

κi fi

κi Ai ]h = f0 +

∂h
= fi − Ai h
∂ki

∂h
= A−1 (fi − Ai h)
∂κi

(7.10)
(7.11)

Instead of the previously mentioned linear equation, ADH solves for equation 7.12.
That is, perturbations are made to head values and resulting residuals are established. R is
defined in equation 7.13. Equation 7.12 is the equation used to create the reduced basis.
However, because both equations are linear, the matrix A created using ADH can be used
to create matrix A in the linear equation 7.5 as well as computing f as long as the full
matrix is built consistent with the mesh and ADH formulation. The SVD of the basis is
taken and only the left-hand singular vectors corresponding to significant singular values
are kept. This insures an orthogonal, reduced basis. The reduced orthogonal basis is
stored in matrix U and the QR decomposition is taken, yielding the POD equation given
in equation 7.14. The residual is given in equation 7.15.
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V T A0 U ū +

$

∂R
∆h = R
∂h

(7.12)

R = f − Ah

(7.13)

ki V T Ai U ū = V T f0 +

i

$

ki V T fi

(7.14)

i

Ri = (U ū)i − di

(7.15)

Figure 7.1 shows the process for performing parameter estimation with POD. The full
model (ADH) is run once to build the POD basis. Once the basis has been built, parameter
estimation software is used to determine a better fit to the observed data by adjusting
the conductivity values, solving for the head values using the POD basis and the new
conductivity values, and then computing the objective function. This is repeated until the
exit criteria are met or the maximum number of optimization cycles is reached. At this
point the resulting conductivity values are used to run the full model which generates a
new POD basis. If the resulting head field compares well to the observed data, the process
can be terminated. If the computed data does not provide a satisfactory fit to the observed
data, the new POD basis is used to repeat the optimization process.
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Figure 7.1
Procedure for Parameter Estimation of Groundwater Problems Using POD
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7.3 Jenkins Problem
Application to a heterogeneous column is made to determine the computational advantage
and the physical accuracy of the method described above. The mesh is comprised of 5,881
nodes and 30,720 elements. The column contains three materials distributed throughout
(Figure 7.2). The computational time for running the column with ADH is 0.913 seconds.
A solve using POD requires only 0.210 seconds. This is a reduction in computational
time of 77%. Using PEST to optimize the conductivities of the materials required 384.23
seconds when running ADH and only 88.377 seconds when running the reduced problem
with POD. 32 observation points distributed throughout the column were used to compute
the objective functions for the PEST calculations.
Tests were conducted using several initial conductivity values to generate the POD
basis and to initialize the parameter estimation program. Conductivity values for generating the POD basis were heterogeneous and homogeneous. Table 7.1 shows results from
three parameter estimation studies using the heterogeneous POD basis and varying initial
conductivities. Figure 7.3 shows the total head values for the exact solution. Figure 7.4
and Figure 7.5 show the resulting total head values for the parameter estimation results.
Table 7.2 shows the results from two parameter estimation runs using the POD basis generated using homogeneous conductivity values. Figure ?? shows the resulting head values.
The flow in this problem is dominated by the clay lens located in the bottom third
of the column. The POD basis runs were capable of reproducing conductivity values
that appropriately captured the effects of the three materials. In Case1, Case2, and Case
4, the PEST runs with POD captured conductivity values that were the same order of
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magnitude as the exact conductivity values. In Case 4, though the magnitudes for the three
materials did not match, the magnitude of the conductivity for the clay material was the
same magnitude as the exact value, resulting in a nearly identical head field.
Table 7.1
Best Fit for PEST Using Heterogeneous POD Basis
Material
1
2
3
Model Calls

Exact
Case1
Case2
0.11808
0.0243
0.00285
0.0011808
0.000204
0.00002402
0.000001181 0.000002402 0.000006124
1
30
38
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Figure 7.2
Heterogeneous Column with 3 Materials
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Table 7.2
Best Fit for PEST Using Homogeneous POD Basis
Material
1
2
3
Model Calls

Case3
Case4
0.0028496
0.118101
0.476843
0.0011682
0.000006124 0.00001168
36
36

Figure 7.3
Exact Solution for Heterogeneous Column
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Figure 7.4
Total Heads from Heterogeneous POD Basis Solve 1
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Figure 7.5
Total Heads from Heterogeneous POD Basis Solve 2
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Figure 7.6
Total Heads from Homogeneous POD Basis Solve
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7.4 Tissa Tank
A larger problem was then run to further quantify the computational saving and accuracy
of the POD method. Using the meshes developed from the laboratory data discussed in
Chapter 2, the hydraulic conductivity values for five materials were optimized to determine
a better fit to data using PEST as the parameter estimation tool and either the full ADH
solver or the POD generated solver as the physics solver. The average computational time
to solve the tank problem using ADH is 159.619 seconds. The average computational time
to solve the tank problem using the POD solver is 3.916 seconds.
As shown in Table 7.3 and Table 7.4, the results from the POD runs resulted in smaller
errors between the calculated and observed data. Figure 7.7 and Figure 7.8 show the
resulting head field and error bars for the eight simulations.
Table 7.3
Best Fit for POD and PEST
Material
Mesh1 Mesh2
Mesh3
Mesh4
1
0.0067 0.0001 0.0742 0.01104
2
0.0205 0.0001 00.00016 0.00763
3
0.0631 0.0498 0.00951 0.00894
4
0.194 0.0001 0.02214 0.01083
5
0.597 0.1625 0.00646 0.01031
Mean Error
-0.055 0.127
0.011
0.020
Mean Abs. Error 0.071 0.152
0.137
0.075
RMS Error
0.094 0.179
0.169
0.094
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Table 7.4
Best Fit for POD and PEST
Material
Rand25 Rand50 Rand100 Rand200
1
0.008
0.0105
0.01
0.00012
2
0.0001 0.00987
0.01
0.00034
3
0.0001 0.01116
0.01
0.00082
4
0.01127 0.00946
0.01
0.00953
5
0.01001 0.0099
0.01
0.013740
Mean Error
0.022
0.022
0.026
0.017
Mean Abs. Error
0.090
0.076
0.077
0.073
RMS Error
0.113
0.095
0.096
0.093

Figure 7.7
Mesh1, Mesh2, Mesh3, and Mesh4 - PEST - POD
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Figure 7.8
Rand25, Rand50, Rand100, and Rand200 - PEST - POD
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The application of the Proper Orthogonal Decomposition method to a steady state,
saturated groundwater problem compares nicely to the results from the full model solves.
The reduction of the computational time is as much as 97 percent. When exploring largescale problems, a surrogate model such as the one applied here shows great promise for
capturing the physical processes with reduced computational effort.
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CHAPTER 8
SUMMARY AND CONCLUSIONS

8.1 Summary
An adaptive meshing technique and parameter estimation and surrogate model tools have
been explored to solve large-scale groundwater problems in a more efficient and effective
manner. The mesh adaption allows for reduced computational time by reducing the number of elements required. It also reduces the dependence on a priori knowledge of physical
behavior by adding resolution, with the use of physics-based error estimation, in the areas
of more complex physics and removing the resolution once it is no longer needed. The
method described herein provides a serial or parallel adaptive meshing tool that can be run
on multiple platforms with a reduced set of data structures.
Simultaneous perturbation stochastic analysis (SPSA) has been proven as a useful optimization method for determining hydraulic conductivity values while requiring fewer
model calls. Comparison to PEST shows that SPSA is capable of producing better fits to
observed data with much fewer model calls.
Reduction of computational effort via surrogate models is shown to be a great technique with little to no loss of physical behavior of the system. The technique to build the
basis from the materials and the initial conditions is adequate to capture the behavior of
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the system and is appropriate for steady state solutions as opposed to using time snapshots
to build the basis.

8.2 Conclusions
Through the use of laboratory data from the Colorado School of Mines and the groundwater model, ADH, from the Coastal and Hydraulics Laboratory, an integrated suite of
methods has been developed to reduce computational effort in groundwater model validation and testing. The adaptive meshing is very robust and can be run on multiple platforms.
Computational time as well as mesh generation time is greatly reduced through dynamically adding or removing resolution based on the physics of the problem.
Though there are a wide variety of optimization techniques, which have their appropriate application, implementation of a method that requires a reduced number of full-model
calls is required for parameter estimation of large-scale problems. SPSA is a technique
that calculates derivatives via simultaneously perturbing all varying parameters, thus requiring only two model calls per optimization cycle. This method’s ability to obtain a
better fit to the observed data has been demonstrated and shows promise for extension to
multiple physics problems.
Surrogate models are useful tools for reducing the computational expense of largescale, groundwater problems, thus allowing for application of a wider range of optimization tools. A reduction of as much as 97 percent can be achieved when applying this
method to such problems.
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8.3 Recommendations for Future Work
The adaptive meshing method discussed herein can be extended beyond the field of groundwater modeling. Depending on the type of problem to be solved, more robust error estimators could be developed to better capture the physics of the problem.
The laboratory data from the Colorado School of Mines used with ADH and parameter
estimation provides valuable information regarding the data required to accurately represent a groundwater problem. It is clear that the location of the boreholes can be crucial to
the ability of a numerical simulation to adequately capture the behavior of a groundwater
system. Additionally, the head data alone does not provide sufficient information to characterize the subsurface. Either tracer tests or breakthrough curves should be used aid in
determining material properties. Extension of this testing to the transport data should be
explored in the future.
Application of POD to a saturated groundwater problem has been presented. Extension
of this method to transient groundwater flow problems, groundwater and heat transport
problems, and surface water problems should be explored. Due to the modular nature of
ADH, this extension should be similar to the steps required for the application to saturated
groundwater.
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APPENDIX
MODEL APPLICATION
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The first test, referred to as mesh 1, included a total of 15 boreholes and two crosssections. Table A.1 lists the boreholes used and Figure A.1 shows the locations. Figure A.2
gives an oblique view of the boreholes and cross-sections. Figure A.3, Figure A.4, and
Figure A.5 show the resulting low, medium, and high resolution meshes, respectively.
Table A.1
Borehole Locations for Mesh 1
NAME X (cm) Y (cm)
BH0101
2.54
114.30
BH0503 22.86 104.14
BH0204
7.62
99.06
BH1411 68.58
63.50
BH1112 53.34
58.42
BH2512 124.46 58.42
BH2707 134.62 83.82
BH3803 190.50 104.14
BH4008 200.66 78.74
BH0822 38.10
7.62
BH3722 185.42
7.62
BH3320 165.10 17.78
BH1702 83.82 109.22
BH0116
2.54
38.10
BH2019 99.06
27.94

139

Figure A.1
Plan View of the Borehole Configuration for Mesh 1

Figure A.2
Oblique View of Borehole Configuration and Two Cross-sections for Mesh 1
140

Figure A.3
Oblique View of Mesh 1 Generated with Low Resolution

Figure A.4
Oblique View of Mesh 1 Generated with Medium Resolution
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Figure A.5
Oblique View of Mesh 1 Generated with High Resolution
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The second model, referred to as mesh 2, included a total of 14 boreholes with no crosssections. Table A.2 lists the boreholes used and Figure A.6 shows the locations. Figure A.7
gives an oblique view of the boreholes. Figure A.8, Figure A.9, and Figure A.10 show the
resulting low, medium, and high resolution meshes, respectively.
Table A.2
Borehole Locations for Mesh 2
NAME X (cm) Y (cm)
BH4101 205.74 114.30
BH3405 170.18 93.98
BH2709 134.62 73.66
BH2013 99.06
53.34
BH1317 63.50
27.94
BH0721 33.02
12.70
BH0123
2.54
2.54
BH0101
2.54
114.30
BH0704 33.02
99.06
BH1308 63.50
78.74
BH1912 93.98
58.42
BH2516 124.46 38.10
BH3120 154.94 17.78
BH3723 185.42
2.54
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Figure A.6
Plan View of the Borehole Configuration for Mesh 2

Figure A.7
Oblique View of Borehole Configuration for Mesh 2
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Figure A.8
Oblique View of Mesh 2 Generated with Low Resolution

Figure A.9
Oblique View of Mesh 2 Generated with Medium Resolution
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Figure A.10
Oblique View of Mesh 2 Generated with High Resolution

146

The third model, referred to as mesh 3, included a total of 15 boreholes with no crosssections. Table A.3 lists the boreholes used and Figure A.11 shows the locations. Figure A.12 gives an oblique view of the boreholes and cross-sections. Figure A.13, Figure A.14, and Figure A.15 show the resulting low, medium, and high resolution meshes,
respectively.
Table A.3
Borehole Locations for Mesh 3
NAME X (cm) Y (cm)
BH0103
2.54
104.14
BH0322 12.70
7.62
BH0711 33.02
63.50
BH0901 43.18 114.30
BH1121 53.34
12.70
BH1508 73.66
78.74
BH1923 93.98
2.54
BH2202 109.22 109.22
BH2309 114.30 73.66
BH2621 128.54 12.70
BH3002 149.86 109.22
BH3212 160.02 58.42
BH3619 180.34 22.86
BH3806 190.50 88.90
BH4115 205.74 43.18
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Figure A.11
Plan View of the Borehole Configuration for Mesh 3

Figure A.12
Oblique View of Borehole Configuration for Mesh 3
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Figure A.13
Oblique View of Mesh 3 Generated with Low Resolution

Figure A.14
Oblique View of Mesh 3 Generated with Medium Resolution
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Figure A.15
Oblique View of Mesh 3 Generated with High Resolution
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The fourth model, referred to as mesh 4, included a total of 7 boreholes with no
cross-sections. Table A.4 lists the boreholes used and Figure A.16 shows the locations.
Figure A.17 gives an oblique view of the boreholes. Figure A.18, Figure A.19, and Figure A.20 show the resulting low, medium, and high resolution meshes, respectively.
Table A.4
Borehole Locations for Mesh 4
NAME X (cm) Y (cm)
BH0502 22.86 109.22
BH1219 58.42
27.94
BH1704 83.82
99.06
BH2411 119.38 63.50
BH3519 175.26 22.86
BH3803 190.50 104.14
BH0312 12.70
58.42
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Figure A.16
Plan View of the Borehole Configuration for Mesh 4

Figure A.17
Oblique View of Borehole Configuration for Mesh 4
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Figure A.18
Oblique View of Mesh 4 Generated with Low Resolution

Figure A.19
Oblique View of Mesh 4 Generated with Medium Resolution
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Figure A.20
Oblique View of Mesh 4 Generated with High Resolution
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To test the amount of soft data required to adequately represent the medium, additional
tests were conducted using 25, 50, 100, and 200 boreholes picked using a random number generator. Table A.5 lists the boreholes used and Figure A.21 shows the locations for
rand25. Figure A.22 gives an oblique view of the boreholes. Figure A.23, Figure A.24,
and Figure A.25 show the resulting low, medium, and high resolution meshes, respectively. Table A.6 lists the boreholes used and Figure A.26 shows the locations for rand50.
Figure A.27 gives an oblique view of the boreholes. Figure A.28, Figure A.29, and Figure A.30 show the resulting low, medium, and high resolution meshes, respectively. Table A.7 and Table A.8 list the boreholes used and Figure A.31 shows the locations for
rand100. Figure A.32 gives an oblique view of the boreholes. Figure A.33, Figure A.34,
and Figure A.35 show the resulting low, medium, and high resolution meshes, respectively.
Table A.9, Table A.10, and Table A.9 list the boreholes used and Figure A.36 shows the
locations for rand200. Figure A.37 gives an oblique view of the boreholes. Figure A.38,
Figure A.39, and Figure A.40 show the resulting low, medium, and high resolution meshes,
respectively.
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Table A.5
Borehole Locations for Rand 25 Mesh
NAME X (cm) Y (cm)
BH0210
7.62
114.30
BH0405 17.78
93.98
BH0414 17.78
48.26
BH0713 33.02
53.34
BH1118 53.34
27.94
BH1320 63.50
17.78
BH1605 78.74
93.98
BH2101 104.14 114.30
BH2118 104.14 27.94
BH2315 114.30 43.18
BH2409 119.38 73.66
BH2519 124.46 22.86
BH2703 134.62 104.14
BH2716 134.62 38.10
BH2909 144.78 73.66
BH2920 144.78 17.78
BH3103 154.94 104.14
BH3202 160.02 109.22
BH3305 165.10 93.98
BH3310 165.10 68.58
BH3322 165.10
7.62
BH3801 190.50 114.30
BH3820 190.50 17.78
BH3906 195.58 88.90
BH4008 200.66 78.74
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Figure A.21
Plan View of the Borehole Configuration for Rand25

Figure A.22
Oblique View of Borehole Configuration for Rand25
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Figure A.23
Oblique View of Rand25 Generated with Low Resolution

Figure A.24
Oblique View of Rand25 Generated with Medium Resolution
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Figure A.25
Oblique View of Rand25 Generated with High Resolution
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Figure A.26
Plan View of the Borehole Configuration for Rand50
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Table A.6
Borehole Locations for Rand 50 Mesh
NAME X (cm) Y (cm)
BH0108
2.54
78.74
BH0214
7.62
48.26
BH0310 12.70
68.58
BH0317 12.70
33.02
BH0505 22.86
93.98
BH0514 22.86
48.26
BH0521 22.86
12.70
BH0613 27.94
53.34
BH0714 33.02
48.26
BH0715 33.02
43.18
BH1107 53.34
83.82
BH1201 58.42 114.30
BH1213 58.42
53.34
BH1220 58.42
17.78
BH1309 63.50
73.66
BH1504 73.66
99.06
BH1519 73.66
22.86
BH1614 78.74
48.26
BH1615 78.74
43.18
BH2020 99.06
17.78
BH2119 104.14 22.86
BH2309 114.30 73.66
BH2317 114.30 33.02
BH2320 114.30 17.78
BH2402 119.38 109.22

NAME X (cm) Y (cm)
BH2505 124.46 93.98
BH2510 124.46 68.58
BH2701 134.62 114.30
BH2704 134.62 99.06
BH2706 134.62 88.90
BH2711 134.62 63.50
BH2723 134.62
2.54
BH2807 139.70 83.82
BH2812 139.70 58.42
BH2815 139.70 43.18
BH2816 139.70 38.10
BH3104 154.94 99.06
BH3108 154.94 78.74
BH3214 160.02 48.26
BH3219 160.02 22.86
BH3402 170.18 109.22
BH3403 170.18 104.14
BH3511 175.26 63.50
BH3523 175.26
2.54
BH3605 180.34 93.98
BH3608 180.34 78.74
BH3611 180.34 63.50
BH3702 185.42 109.22
BH3901 195.58 114.30
BH3908 195.58 78.74
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Figure A.27
Oblique View of Borehole Configuration for Rand50

Figure A.28
Oblique View of Rand50 Generated with Low Resolution
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Figure A.29
Oblique View of Rand50 Generated with Medium Resolution

Figure A.30
Oblique View of Rand50 Generated with High Resolution
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Figure A.31
Plan View of the Borehole Configuration for Rand100
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Table A.7
Borehole Locations for Rand 100 Mesh
NAME X (cm) Y (cm)
BH0106
2.54
88.90
BH0201
7.62
114.30
BH0216
7.62
38.10
BH0314 12.70
48.26
BH0401 17.78 114.30
BH0421 17.78
12.70
BH0601 27.94 114.30
BH0615 27.94
43.18
BH0717 33.02
33.02
BH0910 43.18
68.58
BH1007 48.26
83.82
BH1012 48.26
58.42
BH1019 48.26
22.86
BH1111 53.34
63.50
BH1210 58.42
68.58
BH1315 63.50
43.18
BH1319 63.50
22.86
BH1410 68.58
68.58
BH1417 68.58
33.02
BH1519 73.66
22.86
BH1608 78.74
78.74
BH1713 83.82
53.34
BH2001 99.06 114.30
BH2017
9.06
33.02
BH2110 104.14 68.58
BH2123 104.14
2.54
BH2301 114.30 114.30
BH2315 114.30 43.18
BH2404 119.38 99.06
BH2411 119.38 63.50
BH2415 119.38 43.18
BH2503 124.46 104.14
BH2615 129.54 43.18
BH2619 129.54 22.86
BH2622 129.54
7.62
BH2803 139.70 104.14
BH3001 149.86 114.30
BH3111 149.86 63.50

NAME X (cm) Y (cm)
BH0118
2.54
27.94
BH0205
7.62
93.98
BH0306 12.70
88.90
BH0318 12.70
27.94
BH0407 17.78
83.82
BH0520 22.86
17.78
BH0610 27.94
68.58
BH0715 33.02
43.18
BH0819 38.10
22.86
BH1002 48.26 109.22
BH1010 48.26
68.58
BH1014 48.26
48.26
BH1108 53.34
78.74
BH1203 58.42 104.14
BH1211 58.42
63.50
BH1318 63.50
27.94
BH1323 63.50
2.54
BH1415 68.58
43.18
BH1517 73.66
33.02
BH1604 78.74
99.06
BH1618 78.74
27.94
BH1910 93.98
68.58
BH2008 99.06
78.74
BH2103 104.14 109.22
BH2113 104.14 53.34
BH2206 109.22 88.90
BH2306 114.30 88.90
BH2323 114.30
2.54
BH2405 119.38 93.98
BH2414 119.38 48.26
BH2416 119.38 38.10
BH2523 124.46
2.54
BH2618 129.54 27.94
BH2620 129.54 17.78
BH2703 134.62 104.14
BH2906 144.78 88.90
BH3005 149.86 93.98
BH3117 149.86 33.02
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Table A.8
Borehole Locations for Rand 100 Mesh
NAME X (cm) Y (cm)
BH3201 160.02 114.30
BH3217 160.02 33.02
BH3312 165.10 58.42
BH3517 175.26 33.02
BH3621 180.34 12.70
BH3718 185.42 27.94
BH3801 190.50 114.30
BH3912 195.58 58.42
BH4007 200.66 83.82
BH4109 205.74 73.66
BH0207
7.62
83.84
BH3013 149.86 53.28

NAME X (cm) Y (cm)
BH3216 160.02 38.10
BH3222 160.02
7.62
BH3405 170.18 93.98
BH3620 180.34 17.78
BH3704 185.42 99.06
BH3720 185.42 17.78
BH3911 195.58 63.50
BH4002 200.66 109.22
BH4012 200.66 58.42
BH4118 205.74 27.94
BH2809 124.46 73.54
BH3105 154.94
93.9

Figure A.32
Oblique View of Borehole Configuration for Rand100

166

Figure A.33
Oblique View of Rand100 Generated with Low Resolution

Figure A.34
Oblique View of Rand100 Generated with Medium Resolution
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Figure A.35
Oblique View of Rand100 Generated with High Resolution
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Figure A.36
Plan View of the Borehole Configuration for Rand200
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Table A.9
Borehole Locations for Rand 200 Mesh
NAME X (cm) Y (cm)
BH0104
2.54
99.06
BH0117
2.54
33.02
BH0203
7.62
104.14
BH0210
7.62
68.58
BH0222
7.62
7.62
BH0304 12.70
99.06
BH0308 12.70
78.74
BH0311 12.70
63.50
BH0320 12.70
17.78
BH0401 17.78 114.30
BH0403 17.78 104.14
BH0411 17.78
63.50
BH0422 17.78
7.62
BH0514 22.86
48.26
BH0611 27.94
63.50
BH0619 27.94
22.86
BH0714 33.02
48.26
BH0801 38.10 114.30
BH0813 38.10
53.34
BH0822 38.10
7.62
BH0901 43.18
114.3
BH0915 43.18
43.18
BH0917 43.18
33.02
BH0922 43.18
7.62
BH1003 48.26 104.14
BH1006 48.26
88.90
BH1020 48.26
17.78
BH1115 53.34
43.18
BH1122 53.34
7.62
BH1201 58.42 114.30
BH1206 58.42
88.90
BH1221 58.42
12.70
BH1323 63.50
2.54
BH1411 68.58
63.50
BH1415 68.58
43.18
BH1501 73.66 114.30
BH1512 73.66
58.42
BH1523 73.66
2.54

NAME X (cm) Y (cm)
BH0116
2.54
38.10
BH0201
7.62
114.30
BH0208
7.62
78.74
BH0214
7.62
48.26
BH0303 12.70 104.14
BH0307 12.70
83.82
BH0309 12.70
73.66
BH0316 12.70
38.10
BH0323 12.70
2.54
BH0402 17.78 109.22
BH0406 17.78
88.90
BH0421 17.78
12.70
BH0502 22.86 109.22
BH0516 22.86
38.10
BH0613 27.94
53.34
BH0713 33.02
53.34
BH0716 33.02
38.10
BH0808 38.10
78.74
BH0818 38.10
27.94
BH0823 38.10
2.54
BH0904 43.18
99.06
BH0916 43.18
38.10
BH0921 43.18
12.70
BH1001 48.26 114.30
BH1004 48.26
99.06
BH1018 48.26
27.94
BH1106 53.34
88.90
BH1118 53.34
27.94
BH1123 53.34
2.54
BH1202 58.42 109.22
BH1207 58.42
83.82
BH1304 63.50
99.06
BH1407 68.58
83.82
BH1414 68.58
48.26
BH1418 68.58
27.94
BH1505 73.66
93.98
BH1522 73.66
7.62
BH1601 78.74 114.30
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Table A.10
Borehole Locations for Rand 200 Mesh
NAME X (cm) Y (cm)
BH1605 78.74
93.98
BH1618 78.74
27.94
BH1622 78.74
7.62
BH1704 83.82
99.06
BH1713 83.82
53.34
BH1719 83.82
22.86
BH1723 83.82
2.54
BH1802 88.90 109.22
BH1805 88.90
93.98
BH1809 88.90
73.66
BH1823 88.90
2.54
BH1904 93.98
99.06
BH1911 93.98
63.50
BH1914 93.98
48.26
BH2002 99.06 109.22
BH2005 99.06
93.98
BH2008 99.06
78.74
BH2010 99.06
68.58
BH2013 99.06
53.34
BH2021 99.06
12.70
BH2115 104.14 43.18
BH2204 109.22 99.06
BH2212 109.22 58.42
BH2219 109.22 22.86
BH2313 114.30 53.34
BH2415 119.38 43.18
BH2516 124.46 38.10
BH2607 129.54 83.82
BH2613 129.54 53.34
BH2701 134.62 114.30
BH2705 134.62 93.98
BH2711 134.62 63.50
BH2715 134.62 43.18
BH2718 134.62 27.94
BH2721 134.62 12.70
BH2903 144.78 104.14
BH2906 144.78 88.90
BH2911 144.78 63.50

NAME X (cm) Y (cm)
BH1608 78.74
78.74
BH1621 78.74
12.70
BH1702 83.82 109.22
BH1712 83.82
58.42
BH1717 83.82
33.02
BH1722 83.82
7.62
BH1801 88.90 114.30
BH1804 88.90
99.06
BH1806 88.90
88.90
BH1821 88.90
12.70
BH1903 93.98 104.14
BH1911 93.98
63.50
BH1913 93.98
53.34
BH2001 99.06 114.30
BH2004 99.06
99.06
BH2006 99.06
88.90
BH2009 99.06
73.66
BH2011 99.06
63.50
BH2014 99.06
48.26
BH2108 104.14 78.74
BH2119 104.14 22.86
BH2210 109.22 68.58
BH2218 109.22 27.94
BH2308 114.30 78.74
BH2316 114.30 38.10
BH2510 124.46 68.58
BH2602 129.54 109.22
BH2611 129.54 63.50
BH2623 129.54
2.54
BH2702 134.62 109.22
BH2706 134.62 88.90
BH2712 134.62 58.42
BH2717 134.62 33.02
BH2719 134.62 22.86
BH2722 134.62
7.62
BH2904 114.78 99.06
BH2909 144.78 73.66
BH2918 144.78 27.94
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Table A.11
Borehole Locations for Rand 200 Mesh
NAME X (cm) Y (cm)
BH2920 144.78 17.78
BH3002 149.86 109.22
BH3101 154.94 114.30
BH3108 154.94 78.74
BH3112 154.94 58.42
BH3201 160.02 114.30
BH3209 160.02 73.66
BH3223 160.02
2.54
BH3321 165.10 12.70
BH3412 170.18 58.42
BH3509 175.26 73.66
BH3518 175.26 27.94
BH3821 190.50 12.70
BH3914 195.58 48.26
BH4007 200.66 83.82
BH4019 200.66 22.86
BH4106 205.74 88.90
BH4117 205.74 33.02
BH1520 73.66
17.83
BH3601 180.34 114.30
BH3703 175.24 104.14
BH3714 175.24 48.26
BH3808 170.14 78.74
BH3810 170.14 68.58
BH3815 170.14 43.18
BH3818 170.14 27.94

NAME X (cm) Y (cm)
BH3001 149.86 114.30
BH3010 149.86 68.58
BH3102 154.94 109.22
BH3111 154.94 63.50
BH3123 154.94
2.54
BH3205 160.02 93.98
BH3219 160.02 22.86
BH3309 165.10 73.66
BH3402 170.18 109.22
BH3503 175.26 104.14
BH3513 175.26 53.34
BH3519 175.26 22.86
BH3903 195.58 104.14
BH3917 195.58 33.02
BH4018 200.66 27.94
BH4022 200.66
7.62
BH4107 205.74 83.82
BH1203 58.42
104.3
BH1521 73.66
12.72
BH3602 180.34 109.18
BH3705 175.24 93.98
BH3807 170.14 83.82
BH3809 170.14 73.66
BH3812 170.14 58.42
BH3816 170.14 38.10
BH3819 170.14 22.86
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Figure A.37
Oblique View of Borehole Configuration for Rand200

Figure A.38
Oblique View of Rand200 Generated with Low Resolution
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Figure A.39
Oblique View of Rand200 Generated with Medium Resolution

Figure A.40
Oblique View of Rand200 Generated with High Resolution
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