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Abstract-we define and calculate the probability density in phase spsce and the information 
entropy of Poincare’ maps describing the chaotic, stationary behaviour of deterministic dynamical 
systems with many degrees of freedom. By partitioning the phsse spsce into cells and computing the 
probability of finding points of the map in each cell, a numeric approximation of the two statistical 
measures is derived, and the results are applied to study the chaotic dynamics of a system of two 
coupled nonlinear oscillators. 
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1. INTRODUCTION 
In chaotic steady-state oscillations of multidimensional nonlinear systems with smal1 damping, 
the motion can be representecl by orbits lying on some attracting subset of a d-dimensional 
phase space. However, a precise prediction of the location of the system on a special orbit 
is impossible, since it depends sensitively on the initial conditions. Thus, a diagnostic tool in 
the analysis of chaotic motions may consist in measurements of the probability of finding the 
system in a prescribed state x of the phase space. This line was followed, for instance, in [l] to 
obtain quantitative results for ene-dimensional maps, and in [2-41 in the framework of a genera1 
description of invariant measures of strange attractors. 
This paper deals with the construction of the probability density and of the information entropy 
which are related to projections of Poincare’ maps describing chaotic attractors in a multidimen- 
sional phase space. Given a Poincare’ map of a chaotic attractor, the volume of phase space 
containing it is discretized into a collection of hyper-rectangular cells and the relative number 
density of points of the map lying in each cel1 is assumed as an approximation of the invari- 
ant probability density of states described by the map. This probability messure also allows to 
compute the Shannon’s information entropy related to the observed map of the attractor. In 
particular, quantitative results of these probabilistic measures are also derived, in view of im- 
proving the description of the properties of the chaotic and hyperchaotic steady-state dynamics 
in a system of two coupled and periodically driven nonlinear oscillators, recently examined by 
the authors in [5,6]. 
This paper hes been realized within the activities of the Italian Council for Research, CNR (GNFM), and partially 
supported by MUBST. 
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2. INVARIANT PROBABILITY DENSITY 
AND ENTROPY OF POINCARE’ MAPS 
Given a Poincare’ map representing an attractor of a dynamical system in a volume V of a 
&dimensional phase space, let US cover V by a number M(e) of hyper-rectangular cells with 
side length proportional to C, and denote by Ni(L) the number of points of the map in each cell, 
i = 1,2 , . . . , M(l). If N is the total number of points in the Poincare’ map, the probability of 
finding a point in cel1 number i, centered at the point 4, is given by 
Reducing the size e of cells makes this quantity independent of the particular partition of V, e.g., 
S + q and the limit 
P(Xi) = ;imc Pi(!), (2) 
gives the probability of finding a point of the map in the state xi. An invariant probabilistic 
measure related to the given Poincare’ map is the probability density function 
M(e) M(e) Ni(L) 
p(x) = c P(x@(x - x4) = pim_liim c 7 6 (x - Xi) , (3) 
i=l i=l 
where 6(z) is the Dirac impulsive delta function. In view of obtaining a numerical approximation 
of the probability density of the given map, a statistical estimate of p(x) can be obtained, for 
sufficiently smal1 e and if a great number N of points are known, by considering the piecewise 
constant function 
f(x) = gfg, x E Ar/-,, 
t (4 
where AQ is the volume of the ith cel1 AVi containing Ni(e) points of the map. Thus, in the 
limit N -+ oo the quantity f(x)Aui gives the probability of finding a point in cel1 i, and the 
htitognzm (4) becomes a good approximation of (3) for sufficiently smal1 Aui. 
However, in high-dimensional phase spaces the computation of f(x) requires working out an 
overwhelmlng mass of data: besides a de N matrix for the points of the map, one bas to define a 
de M(t) matrix to store the joint probability density at points xi, i = 1, . . . , M(i), by increasing 
M(.!) as long as a sufficient approximation of p(x) can be supplied by equation (4). The dimen- 
sions of the probability matrix are reduced if, alternatively, a marginal probability density of the 
map is computed, that is a joint density related to some component of the state vector x. The 
last is just the case of interest in many problems of chaotic oscillations in mechanica1 systems 
with many degrees of freedom, when the asymptotic behaviour of each component of x (or of a 
couple of its components) must be separately investigated. 
To determine the said marginal densities, let US denote by Axi, , k = 1, . . . , d each side, centered 
at Zik, of the hyper-rectangular cel1 i of the phase space; by A&(e) the number of partitions Axik 
of the interval where the component zk of the vector state is varying, and by Ni,i,...i,(C) = Ni(e) 
the number of map points simultaneously placed in the interval Axi,, of each component Xk of x. 
Then, the marginal probability density of a couple (x,., x,) of components is given by 
p (x~,x,) = 
s 
p(x) dxl . . . c&,._~ dx,+l e e - dx+1 dxa+l. e. dxd 
= M(e) N.(l) 052% c 
i=l J + 6 (x - &) dxl . . . dx,_l dx,+l . . . dX,-l dX,+l . . . dXd c5j 
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where Ni,i, (e) is the total number of points of phase space, placed simultaneously in the partitions 
AS,, and Axi. of x1-, x8, and can be calculated by summing over the remaining components: 
Ni,i.(e) = 
Mk (e) 
c Nilil...iria...id(e)> k=l >...> d, k#r,s. (6) 
i/$=l 
In terms of the histogram (4), p(z,, x,) can be approximated by 
f(%Xs) = Ni,i, (el N . ei,.& ’ Xr E Axi,r 5s E Ax,,, 
where ei,, -!Jii. are the lengths of the partitions Axi,, Axis, respectively. Likewise, the marginal 
density of a single component x, and its approximation are given by 
1 p(xr) = lim lim - e+ow+~ N M2 Ni7 (-t)b (xi, - T&,) , i =1 
P 
Np (4 f(xr) = N. ei7 7 XT E Axi,., 
(8) 
being Ni, is the sum of points of phase space, placed in the partition Axir of the said component. 
As is known, the Shannon information entropy related to the above probabilistic distributions 
is another invariant measure of the attractor, that supplies a quantitative evaluation of the 
information needed to locate the asymptotic behaviour of the system in a certain state x. Using 
equation (3), it is given by 
s, o( - s PW log p(x) dx V 
Ni(C)6 (x - Xi) log 
M(e) N.(e) 
c ( N S(x-Ti) dx (10) 
i=l 1 
and may be approximated, for N » 1 and sufficiently smal1 AVi, as 
s M(e) Sm O( - f(x) log f(x) dx = - c f(x)AK log [f(x)AKl v i=l 
= 1ogN - $ M$Ni(e)logNi(4). 
(11) 
i=l 
It follows that the approximations to the entropies of the marginal densities (8) and (9) are, 
respectively, 
with Ni,i,(e) given by equation (6), and 
we) M. te) 
c c N,i. Ce) log N,i, (0, (12) 
i,=l i.=l 
s,(e) o( log N - ; ,z Ni,(e) log Ni,(e). 
2,=1 
(13) 
In measuring the entropy of the Poincare’ map of an attractor, it is useful referring the values 
of the above quantities to some limit conditions, concerning constant distributions of points in 
UIY 32:10-a 
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the cells. Namely, for an homogeneous attractor whose map consists of Ni = const = N/M(L) 
points in each cel1 i, its entropy turns to be 
S$yE) = logM(I), (14) 
and the ones related to the marginal densities are given by 
(15) 
where M,.(e), M,(C) are the number of partitions used to discretize the intervals in which the 
components Zr, z8 take values. 
Alternatively, let US consider maps consisting of homogeneous distributions of points in a subset 
of Q(e) < M(C) cells j, that cover a region W c V of the phsse space. The probability density 
of these maps is reduced to a sequence of constant impulses: 
cm 1 
P(X) = jFo c -S(X-Xj) 7 
j=l Q(E) 
(17) 
and its entropy is approximated by 
Sx(E) cx log N - $ ” ?- ?- j=l Q(e) log Q(e) = logQ(‘)’ (18) 
Consequently, periodic attractors of order q, represented by Poincare’ maps with a constant 
number of points in Q(e) = q cells of the region W, are characterized by the entropy 
s$) (a) c( log q, (19) 
and the same result holds for the entropies of the correspondent marginal densities. 
Assuming that a set of Poincare’ maps is known, representing the steady-state behaviour of a 
dynamica1 system at different values of a certain control parameter, then the ratios 
we) 
s(O) (e) 
and ‘de) 
s$’ (e) ’ Q> 1, (20) 
as wel1 as the ones related to the marginal entropies, are a useful statistical index of the nature 
of the response, and may describe quantitatively the occurrence of transitions from periodic to 
chaotic and hyperchaotic states, as it wil1 be shown in the application presented in the next 
section. 
3. APPLICATION AND CONCLUSIONS 
In [5,6], the authors studied the occurrence of chaotic responses in the stationary behaviour of 
a couple of periodically driven oscillators with internal nonlinear restoring force and weak linear 
damping, described by the motion equations 
51 + ai(si - 22) + bi(zi - 3~2)~ + ci(ii - 3cz) + drzz = h&12sin(Ot), 
22 + az(z2 - Zi) + b2 (22 - zr)3 + cz(Z2 - 51) = 0, 
(21) 
Multidimensional Maps 
(bl 
Figure 1. Joint marginal densities f(zl, 21) and f(zz,kz) of the oscillators, with 
< = 3.65, y E ~2. 
where ~1, 22 are the displacements of the two oscillators with respect to their static position 
and dots denote time derivatives. In the quoted papers, numerical simulations of the above 
dynamics, made by varying the nondimensional control parameter c = C12/a2, produced results 
on the Lyapunov exponents and on the fractal dimensions of various attracting maps, that were 
obtained by application of the numerical procedures proposed in [3,7]. 
In this section, we examine again the asymptotic behaviour of system (21) by determining the 
marginal probability densities and the information entropies of those attracting maps. The results 
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that follow have been obtained from the approximations (7),(g) and (12),(13) of the previous 
section, by using a number of map points varying from N = 7 . 103 to N = 104, and 80 + 125 
partitions Axi of the intervals in which each component of the state vector x = {xi,xz,8i,&} 
is varying in the steady-state solution. An invariant probabilistic measure of each map was 
considered attained when, after repeated increases of N and of the number of partitions, equal 
values of the information entropy were obtained within an error lower than 10e3. The values 
of the coefficients in equation (21) were assumed as follows: ai = 0.21, bl = 0.001, cl = 0.01, 
di = 0.25, CQ = 0.04, b2 = 0.004, cp = 0.04, ho = 2.8, in agreement with the numerical case 
treated in the quoted [5,6]. 
Figures 1, 2, and 3, show the joint (displacement-velocity) probability densities of the two 
oscillators-or of their relative motion, as in Figure 3-calculated at some significant value of the 
control parameter < = 25R2, where a chaotic behaviour of the dynamica1 system was found. In 
Figure 1, the densities at a relatively low frequency and amplitude of the excitation (c = 3.65) 
are reported. It can be observed that, unlike f(xg,&), non-nul1 values of the density f(xi, ?i) 
are confined in a narrow region of the (zr,&) plane. It implies that the stationary behaviour 
of the former oscillator bas a quite chaotic nature, while the latter one oscillates by following 
a nearly-periodic law with the same frequency of the excitation. Consequently, the entropies 
of these probability densities are found to be quite different: SZ1kl cx 1.24 and SZ2kZ o( 6.62, 
respectively. Figure 2 shows the joint densities of the chaotic maps obtained at < = 35.5, that 
belong to an interval of forcing frequenties where subharmonic oscillations of order 3 may also 
be detected by the numerical simulation; and Figure 3 shows the results obtained at 5 = 38, for 
the joint density f(xz, 22) and for the one concerning the relative displacement x1 - 22 between 
the oscillators. 
By further increasing the control parameter <, the numerical simulations show chaotic steady- 
state orbits that are characterized by positive values of the first two largest Lyapunov exponents. 
It implies an hyperchaotic stationary behaviour of the oscillators, that was found to be coexisting 
with a stationary, low-amplitude periodic solution with the frequency R of the excitation. The 
marginal densities of hyperchaotic Poincare’ maps are qualitatively similar to the ones of Figure 3, 
but they were found to be spread on wider regions of the phase space, and characterized by higher 
values of the information entropy. This result is summarized in Figure 4 where the calculated 
values of entropy are reported, after normalization with respect to the homogeneous limiting 
cases, S(O)(e) being given by equation (15). 
As known, the averaged sum of al1 positive Lyapunov exponents is measured by the Kolmogorov 
entropy. It is different from the entropy S, of the previous section, being a measure of the 
additional information needed to predict that the system is in state x[t + (n + l)r], if the states 
at previous times t = 727, n = 0, 1,2,. . . are known. One may expect (even if it is not a necessary 
consequente) that the need of additional information increases when the phase-space trajectory 
of the system evolves on a hyperchaotic attractor. Our results show that this property is satisfied 
also by the entropies &(a) of the marginal densities of hyperchaotic maps, at least in the wide 
range of c reported in Figure 4. However, the same can be hardly verified in the regions where the 
transition from chaotic to hyperchaotic motions takes place. For instance, numerical experiments 
made in the narrow range 20.65 5 5 5 20.75, supplied phasespace trajectories with one or two 
positive Lyapunov exponents denoting chaotic or, respectively, hyperchaotic responses. However, 
for these responses one obtains fluctuating values of the entropy S, as wel1 as of the ratio S/S(O), 
that do not allow a deeper insight of the actual nature of the chaotic oscillations. 
The remaining figures illustrate the marginal densities of the displacements of the two oscillators 
and of their relative motion, obtained at values of t where different features of the stationary 
oscillations take place. Figure 5 refers to the peculiar situation examined at t = 3.65, where 
a nearly-periodic oscillation q(t) is coexisting with a chaotic behaviour of the other oscillator 
with displacement x2(t). Figure 6 shows a comparison between the marginal densities obtained 
for quasiperiodic (5 = 32), chaotic (5 = 38), and hyperchaotic (e = 50) responses; in order 
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Figure 2. As in Figure 1, with 5 = 35.5. 
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to complete the comparison, the density f(xr) at [ = 3.65 shown by the previous figure is 
also reported. The quasiperiodic map, consisting of points distributed on a closed curve of the 
phase spsce, has a continuous marginal density over a well-defined interval, with singularities 
at the edges. By increasing the value of <, transitions to chaotic and hyperchaotic maps take 
place. Chaos smoothes the peaks at the edges, while increases the fluctuations of the marginal 
densities throughout their respective domain. However, in the case of hyperchaotic maps the 
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(bl 
Figure 3. Joint marginal denaity of the relative motion, and f(zz, $2) with < = 38, 
a, z x2. 
above said fluctuations were found to be considerably reduced, in agreement with a property 
already investigated in papers [6,8]. This smoothing effect is particularly clear if the marginal 
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Figure 4. Entropy of the joint marginal densities of Poincare’ maps at different values 
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Figure 5. Marginal densities of the displacements of the two oscillators at [ = 3.65. 
densities of the relative motion are considered. It is illustrated by Figure 7 showing the comparison 
between the results in the chaotic case, < = 3.65, and the hyperchaotic one at 5 = 50. 
Concluding, we must point out that the marginal densities calculated above cannot show the 
fractal nature of the chaotic maps used to represent the stationary oscillations. In fact, in addition 
to the smoothing effect due to a partition of the phase space into a finite number of cells, the 
marginal densities, by their own definition, are the result of a projection of the map points onto 
r-dimensional subsets of the phase space where the chsotic attractor is living, and are obtained 
by integration over the remaining (d - r) components of the vector state. 
Based on the above probabilistic messures, some interesting future developments may be pro- 
posed. The first one is to investigate the relation-if it exists, as suggested by some recent works, 
see [l] and related bibliography-beween our experimental results and the marginal densities 
of the stationary solution to the Fokker-Planck equation for a dynamical system similar to the 
one described by equation (21), but excited by a Gaussian white noise. The second one origi- 
nates by considering that the partition of the phase space used to obtain our results is actually 
the starting point of the dl-to-cel1 mapping technique developed by Hsu and coworkers [4] for 
global analysis of dynamica1 systems. The probabilistic version of the cel1 mapping technique- 
the so-called genera&d cel1 mapping-leads to the definition of Markov chains with a transition 
probability matrix to be suitably defined on the basis of the deterministic dynamics to be studied. 
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Figure 6. Marginal densities of the displacements at c = 32 (quasiperiodic); E = 38 
(chaatic), and t = 50 (hyperchaotic). 
Figure 7. Marginal densities of the relative displacement 21 - zz. 
The classes of acyclic persistent states of the Markov chain are a representation of the strange 
attractors describing the chaotic stationary response of the system, and the invariant probabil- 
ity of the Markov chain bas marginal densities corresponding to the ones treated in this paper. 
Consequently, the knowledge of the above marginal densities should constitute a useful tool for 
reconstructing the transition matrix of the Markov chain and determining a discrete-time history 
of the states in the dynamica1 system under investigation. 
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