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Abstract: We consider the generalized eigenvalue problem, (A - XM)x = 0. where A and M are large, sparse. 
symmetric matrices. For large problems finding only a few eigenpairs involves a major computational task. In a typical 
example from structural dynamic analysis with matrices of order 8000. 0(109) operations are required to compute 50 
eigenpairs. It is therefore interesting to examine the advantage that vector computers such as CYBER 205 can offer. 
We adopted our best versions of the Subspace Iteration Method and the simple Lanczos Method in order to take 
advantage of the special vector processor of the CYBER 205. Both techniques lend themselves to vectorization. Our 
extensive comparisons support the followin, a 0 Oeneral statements. Both methods require the triangular factorization of 
the same large n by n matrix. This factorization dominates the total computation as n + cx) provided that the number 
of wanted eigenpairs, p, remains fixed (independent of n). However, simple Lanczos is at least an order of magnitude 
more efficient (in CPU-time) for the remainder of the computation. For p = 40, n = 500 the factorization time is not 
important and the full order of magnitude difference is seen in the total CPU-time. When p = 40. n = 8000 simple 
Lanczos is only 4 times faster than Subspace Iteration on the CYBER 205. This confirms experience on serial 
computers. 
For problems that cannot fit into primary storage, input/output becomes increasingly important. We found that 
the cost of input/output dominated over the CPU-cost for a problem that required twice the available primary storage 
on our CYBER 205. However, this will depend on the billing algorithm of the computer center. We conclude that 
problems which have a substantial overhead in reading and writing the matrices, should not be solved by the simple 
Lanczos Method, but by a Block Lanczos Method. 
Keywords: Vectorization, eigenvalue problem, subspace iteration, Lanczos method. 
1. Introduction 
The purpose of this project was to examine the performance of two different methods for the 
solution of the eigenvalue problem 
(A-hM)x=O (1) 
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when implemented on a CYBER 205 vector computer. We investigated the Subspace Iteration 
Method [16,1] (called SUBIT hereafter), which is widely used on traditional serial computers for 
medium sized and large eigenproblems, and the Lanczos’ Method [9,12] (called LANC hereafter). 
which recently has been shown to be an order of magnitude faster than SUBIT [ll]. It was of 
interest to see how the methods compare on a vector computer. 
Standard in-core versions of the two algorithms were modified to take advantage of the special 
features of the CYBER 205 [4]. The algorithms were not redesigned, but wherever possible, a 
CYBER 205 vector function was substituted for the original FORTRAN code. In principle, we 
would have liked to use the efficient CDC bandsolver routines, and thereby have reduced the 
‘op(A)’ part of the methods (sections 4.1.2(a) and 4.2(c)) by approximately one half. When we 
did our tests, the bandsolver outines were not available to us, and also the net effect would have 
been similar on both methods. 
The test problems were derived from the dynamic analysis of idealized 3-dimensional struc- 
tures, as modelled by the finite element program FEAP [20, Ch. 241. For various problem sizes 
the two methods were timed extensively, both before and after the explicit vectorization took 
place. 
2. The nature of the eigenvalue problem 
We are interested in the solution of (1) when A and M are large, sparse, n by n, symmetric 
matrices. In many applications the matrices have a banded form, i.e. a(i, j) = 0 for all 
Ii-j1 > b(m), h w ere a(i, j) is the (i, j)-element of A and b(m) is the half bandwidth. For 
typical problems in structural dynamics b(m) is 5-10% of n, cf. Section 5. M must be positive 
semi-definite. In some cases M (or A) may be diagonal, which leads to a significant savings in the 
computational effort with either method. 
‘Large’ today means n > 10 3, but 10 years ago lo* was considered large. In these large 
problems all eigenpairs (hi, xi) in a given interval may be sought; these are usually quite few, 
perhaps between 10 to 50. The interval may be at either end of the eigenspectrum and may 
contain the origin. For best convergence properties it is best to perform a shift of origin to this 
interval before the actual eigen computation takes place. For more details, see Sections 4,4.1, and 
4.2 as well as [12]. 
3. Special features on CYBER 205 
The CYBER 205 is capable of attaining a rate of several hundred million floating point 
operations (add or multiply) per second, depending on the actual machine configuration and also 
on the precision of the arithmetic. We have used a 205 with 2 pipes in ordinary single precision 
(64 bits), and an asymptotic rate of 200 megaffops [4,8]. One megaflop (mflop) is a rate of 1 
million floating point operations per second. 
3. I. Vectorization 
The top performance can only be obtained by those parts of a program that operate on 
vectors, where a ‘vector’ is a set of consecutive memory cells all treated in the same way. 
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In the following simple example there are three vectors, each corresponding to the n first 
elements of arrays B, A, and D. The vector in B is the Schur product of the vectors in A and D. 
There are essentially two ways to achieve vector performance for this DO-loop on the CYBER 
205. The FORTRAN code 
DOlOOl=l,N 
B(l) = A(i)* D(l) (2) 
100 CONTINUE 
may be left unchanged and then be compiled with special vector optimizers (‘automatic 
vectorization’), or we may replace the DO-loop by a direct reference to the vector multiply 
instruction: 
B(l; N)=A(l; N)*D(l; N) (3) 
In either case the vector instruction is composed of a start-up phase during which the operands 
are lined up and made ready, and the actual execution phase with two operations (because of two 
pipes) per CPU-cycle (one CPU-cycle was equal to 20 nanoseconds on the CYBER 205). Because 
the unproductive start-up phase has to be amortized over all operations, the longer the vector 
length, the higher the performance rate. (However, there is a maximum allowed vector length of 
65535 elements.) We have timed the vector multiply instruction (3) for various vector lengths. and 
we have found good agreement with the performance data given by CDC [8]; e.g. a rate of 50 
mflops. or half the asymptotic rate, is achieved with vector lengths about 100, and 80 mflops is 
reached when the vector lengths are about 400. The results of our direct performance measure- 
ments are presented in Fig. 6, Appendix A. 
Consider next the following example: 
DO 200 I = 1, M 
Y(l) = Y(l) + A*X(I) (4) 
200 CONTINUE 
where there are two input vectors and one input scalar that are to be combined through an 
addition and a multiplication. We refer to this as a SAXPY (single precision a times X plus Y), 
and on the CYBER 205 it may be realized as one vector operation, i.e. after start-up two output 
elements (because of two pipes) are computed per CPU-cycle. As is customary in numerical 
analysis we shall name the production of one output element as one accumulated multiplication, 
which is to be counted as two floating point operations. With vector lengths 100, we found an 
effective rate of about 75 mflops; 100 mflops is reached for vector lengths about 160, 160 mflops 
for vector lengths about 650, and the asymptotic value is now 200 mflops (cf. Fig. 6). 
Again, the vector operation will be invoked if automatic vectorization is specified during 
compilation, or if an explicit vector code is substituted in the program: 
Y(l; M) = Y(1; M) + A* X(1 ; M) (5) 
The dot product of two vectors may be coded as: 
DOT = 0. 
DOlOOl=l,N 
DOT = DOT + R(I) * U(l) 
100 CONTINUE 
The dot product function on the CYBER 205, Q8SDOT, is not a vector function. 
simulation of one: 
DOT = Q8SDOT(R(l; N), U(l; N)) 
It has been implemented with scalar instructions in a very efficient way. 
140 f. Nawig et al. / Eigenvalue problem 
Q8SDOT has a relatively slow start-up phase, and then performs one partial product and 
accumulation per cycle. This operation is unrelated to the pipeline feature. On a CYBER 205 
with two pipelines, as was the case in the present investigation, the dot product will therefore 
only reach half the speed of the SAXPY for long vectors. We shall count one partial product and 
accumulation as two floating point operations (thus (6) and (7) each contain 2n floating point 
operations). In our direct measurements of the vector dot product (6) we found an effective rate 
of about 40 mflops with vector lengths 100, and about 85 mflops with vector lengths 1000 (cf. 
Fig. 6). For all vector lengths it is to be seen from Fig. 6 that the SAXPY is almost twice as fast 
as the dot product. 
The ratios of mflop rates in Fig. 6 suggest strongly that programs for the CYBER 205 should 
be written using linear combinations of vectors (SAXPY’s) rather than dot products. For 
example, if I’ is n by m and P is m by m then the product Z = VP can be computed either as 
nm dot products of length m (requires V held by rows) or as m2 SAXPY’s (with V held by 
columns), each of length n. The second form is clearly preferable when n > m: 
DO 200 J = 1, M 
Z(l,J;N)=P(l,J)*V(l,l;N) 
DO2001=2, M (8) 
Z(l, J; N)=Z(l, J; N)+P(l, J)*V(l, I; N) 
200 CONTINUE 
When n < M, the first form (using dot products) may be faster than (8) because the vector lengths 
are longer. In this case, however, it is more efficient to compute the rows of Z as linear 
combinations of the rows of P (using SAXPY’s), although then P and Z should be held by rows. 
Note that row storage might be undesirable for other parts of the code. For a nice discussion of 
the matrix multiplication problem see [5] and [lo]. 
3.2. Memory management 
The CYBER 205 has virtual memory (theoretical upper bound 2 - lOI words per user). The 
real memory on the machine we used was 2 million words, and there was a 36.5 Mbit/s link to a 
total of 450 - lo6 words on disk. A program, with instructions and data, will be organized on 
pages, for which there are two choices, either small pages (equal to 512 words) or large pages 
(equal to 65536 words). The paging system will seek to keep the most recently used pages in the 
primary storage. When the program references data (or instructions) that do not at that moment 
reside in the primary storage, a ‘page fault’ occurs. CYBER 205 will halt the execution of the 
program until the page that contains the requested ata has been transferred from the secondary 
storage, usually at the expense of another page being put out to the secondary storage. While this 
swapping takes place, the CYBER 205 may execute other programs that are allowed to occupy 
part of central memory. There is a small overhead in CPU-time when a vector crosses a page 
boundary, and also during a page fault. When a program references data in an ‘orderly’ fashion, 
as when consecutive columns of a matrix are used consecutively and not at random, it is more 
efficient to use large pages. This is indeed the case with both our eigenvalue methods. 
The accounting system assesses a cost penalty for a large page fault of 0.156 SBU (System 
Billing Units), equivalent to 0.156 CPU-seconds [15]. For large problems that cannot be fitted 
into primary storage, this penalty might actually be larger than the CPU time for the whole 
computation. 
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4. Description of the two eigenvalue methods 
We are interested in some of the eigenvalues closest to a specified value, u. In each method we 
shall perform the same initial calculations: 
- shift the A matrix by u: A, = A - aM; 
- factor A, into LAL*. 
Here L is a lower triangular matrix with diagonal elements equal to one, A is a diagonal matrix, 
and L* is the transpose of L. Incidentally the number of negative elements in A equals the 
number of eigenvalues that are smaller than u. 
We used a standard active column profile solver (called PROFIL). The upper triangular part 
of A, is stored and gradually overwritten with L*. Consider the computation of a typical column 
of L* of ‘height’ h (above the diagonal). Each element will require a dot product and the lengths 
of the vectors involved will vary from 1 to h - 1. Altogether nb dot products are needed for L* 
and the average length is :b, where b is the average half bandwidth of A,. 
Of course PROFIL could be organized to compute L by columns and so replace dot products 
by SAXPY’s. This helps, but not much. The significant fact is that ib is small compared to n in 
most structural problems and our factorization of narrow banded matrices cannot exploit the full 
vector mflop rate of the CYBER 205 since it is manipulating vectors of (average) length $b rather 
than n. 
As we shall see the factorization process dominates both methods to a greater extent on the 
CYBER 205 than in serial machines. 
The remaining part of either method, SUBIT or LANC, is formulated in such a way as to solve 
the following transformed eigenvalue problem 
[(LAL*)-‘M-+=0. (9) 
The largest a’s correspond to the eigenvalues X closest to u (these are the smallest X’s when 
u = 0) according to 
a;=l/(X;-a). (10) 
The eigenvectors x in (9) are the same as in (1). See [6] for more on this transformation of the 
problem. 
The following sections, 4.1 and 4.2, will describe in detail the two methods. At each stage we 
emphasize the vector operations. 
4.1. Subspace iteration (SUBIT) 
The method works with m iteration vectors at a time. We say that the subspace dimension is 
m. At step k the current set of vectors, held as the columns of the n by m matrix S( k - l), is 
replaced by another set, held as the columns of S(k). The columns of S(k) are kept mutually 
orthogonal. 
During each major step k ( k = 1, 2,. . . ), the following tasks are performed. 
4. I. I. M-operation 
(a) Compute 
R(k) = MS(k - 1). (11) 
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This involves a total of (2b( M) + 1) nm accumulated multiplications, where b(M) is the 
average half bandwidth of M. For a general it4 we would have an average vector length equal 
to 6(M). But when M is diagonal, 6(M) = 0 and only m vector Schur products of length n 
are performed. 
(b) Compute the upper triangular part of the symmetric m by m projection matrix 
M(k) = S(k - l)*R(k). 
Here irn* vector dot products of length n are performed. 
02) 
4.1.2. A -projection 
(a) Solve 
A,&(k) = R(k) for S,(k). 
This is done in three phases: 
(1) Solve for C 
LC= R(k) 
nm dot products with average vector length b. 
(2) Compute 
F= A-‘C 
m vector Schur products of length n. 
(3) Solve for S,(k) 
L*S*( k) = F 
tirn SAXPY’s with average vector length b. 
With care C, F, and S,(k) can share the same storage area. 
(b) Compute the upper triangular part of the symmetric m by m projection matrix 
A(k) = S,(k)*R(k) (16) 
trn* vector dot products with vectors of length n. 
4.1.3. Small eigenproblem 
Solve the projected m by m eigenvalue problem 
[A(k)-B(k)B(k)]G(k)=O (17) 
for all m eigenvalues B(k) and (orthogonal) eigenvectors G(k). Here we transformed the 
problem to a special eigenvalue problem [12, Ch. 151, which was solved by the EISPACK 
subroutine EISQL [7]. The transformations involve an m by m factorization, and forward 
reduction and backward substitutions; a total of :rn3 accumulated multiplications. EISQL itself 
also required :m3 accumulated multiplications, so that the total number of operations for (17) 
comes to ym3. For large typical eigenproblems this is negligible compared to the number of 
operations that are required in other parts of the program. Nevertheless, we replaced dot 
products and SAXPY’s in the transformation subroutines with equivalent vector expressions. The 
EISQL subroutine cannot be vectorized [17]. 
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4.1.4. Formation of new basi+ 
Compute 
S(k) = S,(k)G(k). 08) 
This can be written as m2 SAXPY’s of length n, cf. (8). 
Typically, both b and m are -=~n, and the number of necessary iterations, 1, is about 20. E.g., 
when n = 2000, b = 100, then, to find 40 eigenvalues, we might use m = 50 and expect 
convergence in some 30 iterations, or we might use a larger set of vectors, say m = 80, and expect 
convergence in fewer iterations. 
Under these circumstances the dominant parts of the algorithm, when the M matrix is 
diagonal (as in our test cases, cf. Section 5) are 
(i) Factorization. inb2 accumulated multiplications, i.e. nb2 floating point operations. 
(ii) Linear operator (4.1.2 (al), (a3)). 1(2bnm) accumulated multiplications, i.e. l(4bnm) floating 
point operations. 
(iii) New basis (4.1.4). l(nm2) accumulated multiplications, i.e. 1(2nm2) floating point oper- 
ations. 
The break-even between the factorization and the linear operator is reached after I = b/(2m) 
iterations as far as the number of operations is concerned, but because of the short vector length 
during factorization we shall expect to need more iterations than this on the CYBER 205 before 
the linear operator takes as much CPU-time as the factorization. 
The computation of the new basis will usually be far less expensive than the first two. m is 
usually small compared to 26, and the vector length is equal to the problem size n in this 
computation. 
There is a potential for reduction of the number of operations in the fact that the first 
eigenvalues/eigenvectors will converge rather quickly. These eigenvectors may then be locked, 
and not participate e.g. in the time-consuming linear operator (section 4.1.2(a)). 
4.2. Lanczos’ method (LA NC) 
We used a simple Lanczos’ algorithm. A single random starting vector, r(O), is iterated 
according to the scheme presented in [ll]. Initializations include setting q(0) = 0, and computing 
p(O) = Mr(0) and p(l) = /r(O)*p(O). 
In’each step j (j = 1, 2 , . . .), the following tasks are done: 
(a) Orthogonalization. r( j - 1) will be orthogonalized against the previous Lanczos vectors when 
needed [19]. (This is called selective orthogonalization.) A maximum of ( j - 2) SAXPY’s and 
dot products with vector length n. 
tb) Compute q(j) = r(i - 1)/P(j) and p,(j - 1) =p(j - 1)/p(j). This is two vector oper- 
ations, vector length n. 
(c) Solve A, r(j) =pi(j - 1) for r(j)_ (This is equivalent to section 4.1.2(a), now with m = 1 
(‘solve (A,)‘).) 26 n accumulated multiplications (n dot products and n SAXPY’s with 
average vector length equal to b), and 1 vector Schur multiply with vector length n. 
(d) Compute r(j) = r(j) - q( j - l)@(j). Single SAXPY, vector length n. 
(e) Compute a(j) = r(j)* pi(j - 1). Single dot product, vector length n. 
(f) Compute r(j) = r(j) - q(j)a( j). Single SAXPY, vector length n. 
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(g) Compute p(j) = M r(j) and ,f3( j + 1) = VI-(~)* p(j) . 
- ‘mult (M)‘, i.e. a vector operation (Schur product) of length n (when it4 is diagonal); 
- a dot product, vector length n. 
If /3( j + 1) is small compared to 1 a(j) 1 and p(j), the local orthogonalization in tasks (e), (f), 
and (g) will be repeated once. In our experience this takes place in fewer than a of the steps. 
(h) Analysis of the symmetric t&diagonal matrix T(j) which has the (Y’S as diagonal elements 
and the p’s as bidiagonal elements. = SOj scalar operations [13]. 
(i) For converged eigenvalues compute eigenvectors of T(j) and then compute eigenvectors x. j 
SAXPY’s with vector length n per computed x. 
Typically, the first eigenvalue will converge in 5-10 iterations, and 20 eigenvalues will 
converge in 40-50 iterations. For longer runs it is a good assumption that i/ eigenvalues will 
have converged in I iterations. 






Factorization. inb2 accumulated multiplications, i.e. nb2 floating point operations; dot 
products, average vector length ib. 
Orthogonalization, total for I steps. For selective orthogonalization we have found that 
= fn12 accumulated multiplications, i.e. = gn12 floating point operations are required; 
equally divided between SAXPY’s and dot products, each of vector length n. For a full 
reorthogonalization ( 1’ - 1) accumulated multiplications, i.e. 2n( I2 - 1) floating point oper- 
ations are required; equally divided between SAXPY’s and dot products, each of vector 
length n. 




(26 + l)ni accumulated multiplications, i.e. 2(2b + l)n/ floating point operations; 
dominated by SAXPY;s and dot products, average vector length b (solve (A,)). 
ini floating point operations, vector length n (mult (M)) 
6nl accumulated multiplications, i.e. 12nl floating point operations; equally divided 
between dot products and scalar vector products, vector length n. m 
Analysis of tri-diagonal matrix, T, total for I steps. = 401’ floating point operations; 
non-vectorizable. 
Computation of +/ eigenvectors. = inI2 accumulated multiplications, i.e. = in12 floating 
point operations; estimated for the case that one eigenvalue/eigenvector converges in each of 
the t-r last steps. This is an overestimate, more typical would be $n12 to in/’ floating point 
operations. These operations are SAXPY’s with vector length n. 
A comparison of operation counts shows that a LANC run with fewer than ab steps does not 
permit the initial cost of factorization, (1) above, to be amortized. -For longer runs (f > $b) the 
Lanczos’ steps (3) will require more operations than the factorization, and then (selective) 
orthogonalization (2) and the analysis of T (4) become significant parts of a LANC step. Because 
of the poor vector length during factorization as compared with the other parts, we shall expect 
to need even more steps than $b to amortize the factorization on the CYBER 205. 
The operation count break-even between parts (4) and (5) above is for n = 50 to 60, say, but 
because (5) is vectorized, the two modules will have equal CPU-time on the CYBER 205 for a 
much higher value of n. Note also that (5) will typically be less than half the cost of (2). 
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5. Test examples 
We used test examples that typically occur in structural dynamics. A version of the finite 
element program FEAP [20, Ch. 241 was converted to run on CYBER 205; this program was then 
used to generate stiffness matrices A, and mass matrices M, for the test examples. The 
eigenvalues, Xi, are the squares of the frequencies of free vibration of the structures, w,. i.e. 
x, = Wf. 
We generated a total of 4 sets of matrices, with the order of the matrices ranging from 150 to 
7296 (i.e. n = 150 to 7296). In all 4 examples we chose to have a diagonal M. There is no loss of 
generality with this assumption. Our intention was only to keep the total computational cost 
down, and yet be able to examine large problems. 
Example 1. n = 150, b = 17. This is a simple truss structure. 
Example 2. n = 468, b = 60. This is a structure, first presented in [2], which we have used 
extensively during previous testing [9]. 
Examples 3 and 4 were generated with a 3-dimensional beam element. The model is an 
idealization of a multistory structure, see Fig. n Each story had the same geometry, with 
(N, - 1) N,, + (NY - 1) N, elements parallel to the xy-plane, and also N, NY elements perpendicular 
to the xy-plane (connecting the story to the next lower story). Of the total number of nodes, 
yKN,NZ, all that belonged to the bottom story were held fixed. Each node had 6 variables. 
Example 3. With N, = N,, = 4, N, = 20 we get n = 1824, b = 95. 
Example 4. With N, = NY = 8, N, = 20 we get n = 7296, b = 370. 
1 2 . . . W F4( 
Fig. 1. Model used in Examples 3 and 4. 
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The model was so constructed that whenever N, = N,, due to symmetry there was a set of 
double eigenvalues corresponding to the transverse vibration of the structure. Both Example 3 
and Example 4, therefore, contain double eigenvalues. 
For all examples we made test runs to compute a number of the smallest eigenvalues/eigenvec- 
tors. 
6. Results and comparisons 
6. I. Effects of vectorization 
6. I. 1. Performance improvements through vectorization 
First we show the CPU-times and mflop rates for the important factorization subroutine 
(PROFIL), as a function of the problem size, see Table 1. 
Note that these rates are well below the rates that we have presented in Fig. 6, Appendix A. 
The reason is that PROFIL contains various conditional statements and also some scalar 
arithmetic (e.g. on indices) in addition to the vector operations, that will slow down the code 
accordingly. This is also the case for other subroutines. 
Table 2 will show how much was gained in PROFIL by the vectorization. 
In the following three tables we shall see better performance, due to longer vector lengths. 
The M-operation, section 4.1.1.(a) and (b), was coded as one subroutine, MPROJ. For 
diagonal M the effort is dominated by dot products of length n. Table 3 shows that we achieve 
close to the dot product performance rate, as obtained from Fig. 6, for the vectorized MPROJ. 
Note that we could reformulate MPROJ to use SAXPY’s instead of the dot products, but these 
SAXPY’s would use much shorter vector length, i.e. m, and therefore would lead to poorer 
Table 1 






Average Operations CPU-time Mflop 
vector length [millions] [seconds] rate 
9 0.044 0.0148 3.0 
30 1.68 0.1689 10.0 
48 16.46 1.091 15.2 
185 998 24.59 40 
Table 2 
Performance of factorization subroutine PROFIL 
Example Mflop rates 
Scalar Vectorized 
1 1.25 3.0 
2 3.3 10.0 
3 3.4 15.2 
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Table 3 


























VFORM performance, Example 4. Analysis of first step, m = 23 and m = 63 
m Vector Operations CPU-time Mflop 
length [millions] [seconds] rate 
23 7296 7.72 0.0402 192 
63 7296 57.9 0.3016 192 
performance. From Fig. 6 we may infer that with m = 43 the mflop rate for the vectorized 
MPROJ with SAXPY’s would be less than 40 in all 4 examples (the SAXPY’s alone would 
perform at about 44 mflops, but the additional work would be at scalar speed). It is the vast 
difference in vector lengths that makes the dot products superior to the SAXPY’s in this 
subroutine. 
The formation of the new basis in SUBIT, section 4.1.4, was coded as a subroutine, VFORM. 
Table 4 shows that pure SAXPY expressions with long vectors are indeed very efficient. If 
VFORM were coded using dot products instead of SAXPY’s, then the mflop rate would be about 
half (and the CPU-time about twice) the values given in Table 4. 
In LANC the orthogonalization task, section 4.2(a), may be coded as a full Gram-Schmidt 
orthogonalization, as in our subroutine GSORT, or as a selective orthogonalization, as in our 
subroutine PRORT. We shall comment on the choice of method in section 6.3, and at this point 
include performance data for GSORT, see Table 5. 
GSORT contains equal amounts of SAXPY’s and dot products, all with vector length n; we 
should therefore expect improved performance compared with MPROJ in Table 3. 
Table 5 




1 150 26 
2 468 58 
3 1824 84 
4 7296 100 
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61.2. The importance of vector length 
So far we have seen that the performance of a given subroutine improves dramatically with 
longer vectors. However, this improvement is not as bi g as the direct measurements of pure 
vector codes indicate. For subroutines like MPROJ, VFORM and GSORT, that consist almost 
completely of vector instructions, we have observed a markedly lower performance than that 
presented in Fig. 6. Typically, a subroutine-or a whole program for that matter-will include 
slow parts that will degrade the overall performance even further. Scalar operations, dot 
products, and/or operations with short vector lengths are examples of such slow parts. In order 
for the slow parts to have any significant influence on the overall performance, however, they 
must represent a significant fraction of the total work. Below we shall give a detailed discussion 
of two important subroutines that have certain operations on short vectors and other operations 
on long vectors. The overall performance will be inbetween what would have been expected for 
the short vector length alone and for the long vector length alone. 
Within SUBIT the A-projection, section 4.1.2(al), (a2), (a3), and (b), was coded as one 
subroutine, APROJ. The vector lengths in APROJ are both b (on average), during 4.1.2(al) and 
(a3), and n, during 4.1.2(a2) and (b), so that for every 2nm vector operations with length b there 
are (im* + m) vector operations with length n. Most of the long vector operations are dot 
products (im* as opposed to m Schur products). From Fig. 6 we may see that for large examples 
(i.e. large n) the mflop rate over the long vectors will be from 80 to 100. Half of the short vector 
operations are efficient SAXPY’s. When the short vector length b is greater than about 120, these 
SAXPY’s will also execute at mflop rates of about 80 or more. The other half of the short vector 
operations are dot products which are significantly slower than the SAXPY’s; e.g. with vector 
length 120 the dot product mflop rate is about 44. 
To further illustrate the performance of APROJ we include some detailed timings of one 
iteration step of our largest example, see Table 6. 
Ignoring for a moment the slow-down effect of non-vectorized parts of APROJ we may 
extrapolate from Fi,. ‘0 6 that the overall mflop rate for this subroutine cannot exceed 133, and the 
short vector length (6) has to be larger than 500 for the overall mflop rate to be better than 100. 
The subspace size m, will not greatly influence the performance rate of APROJ. but of course 
the CPU-time for tasks 4.1.2(al), (a2), and (a3) will increase linearly with m, and the CPU-time 
for task 4.1.2(b) will increase quadratically with m. 
Within LANC, see Section 4.2, the tasks (b)-(g) were coded as one subroutine, LANSIM. 
During task (c) there are vectors of average length b, but in the other tasks the vector length is 
equal to n. In an average step there are about 9 vector operations of length n (4.25 vector 
Table 6 
Analysis of APROJ vector performance, Example 4. Breakdown of first iteration step, subspace size = 23 
Task Average Operations CPU-time Mflop 
vector length [millions] [seconds] rate 
4.1.2(al) 370 124.2 1.850 68 
4.1.2(a2) 7296 0.1678 0.00171 98 
4.1.2(a3) 370 124.2 1.067 116 
4.1.2(b) 7296 3.86 0.0414 94 
Overall 252.4 2.96 85 
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Table 7 
Lanczos’ step performance LANSIM 
Example Vector length No. of Operations CPU-time Mflop 
Short b Long n steps I [millions] [seconds] rate 
1 17 150 80 0.981 0.1183 8.3 
2 60 468 100 11.88 0.497 24 
3 95 1824 100 71.8 2.08 35 
4 370 7296 100 1090 13.66 80 
multiply’s, 2.25 SAXPY’s, and 2.5 dot products) as opposed to 2n vector operations (n SAXPY’s 
and n dot products) with average vector length b. Thus the shorter vector length occurs much 
more often than the longer vector length in typical examples, e.g. 100 times more often in 
Example 2, and nearly 400 times more often in Example 3. As a result the overall mflop rate for 
LANSIM will be determined by the shorter vector length, and we have in fact a situation that is 
quite similar to what we have described above for the APROJ subroutine in SUBIT. Again based 
on data in Fig. 6 the problem must be very large, with short vector length > 500 (if we ignore the 
effect of non-vectorized parts), to give an overall mflop rate in LANSIM that is higher than 100. 
Table 7 shows the performance that we measured for LANSIM for our more typical examples. 
61.3. Modules that were not vectorized 
The solution of the small eigenproblem in SUBIT, section 4.1.3, was written as one subroutine, 
GEIG, that called the set of transformation subroutines and also EISQL. The transformation 
modules, representing about $ of the operations, were vectorized with vector lengths varying 
from 1 to m (fm on average). According to Fig. 6 dot products perform at 6-15 mflops, and 
SAXPY’s at 9-24 mflops, on CYBER 205 for the vector lengths that we used in these 
transformation modules in our test runs (with m = 23, 43, and 63). As a result of vectorization of 
the transformation modules, EISQL’s fraction of the total time in GEIG was found to increase 
from 64% (scalar) to 74% (subspace size m = 23), 80% (m = 43), and 84% (m = 63). The 
performance rate of GEIG came out between 3.8 mflops (m = 23) and 5.8 mflops (m = 63). 
Within LANC there is also an unvectorized subroutine, ANALZT, that performs the analysis 
of the tridiagonal matrices, section 4.2(h). The operations count for ANALZT that we have given 
there, is quite approximate. Taken literally it indicates a performance rate of about 1.8-3.0 
mflops. We recorded an improvement of about 10% for this subroutine through the scalar 
optimization option for the compiler. 
6.2. Overall SUBIT performance 
As explained in previous sections the SUBIT step consists mainly of four subroutines: MPROJ 
(section 4.1.1), APROJ (section 4.1.2), GEIG (section 4.1.3), and VFORM (section 4.1.4). In 
typical problems APROJ is totally dominating, and increasingly so with increasing problem size 
n, both in terms of number of operations and CPU-time. (Should M not be diagonal, but have a 
banded form similar to A, then MPROJ should be expected to take just as many operations and 
as much CPU-time as APROJ.) With subspace size m = 23 the slowest of the four modules, 
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Table 8 
Floating point operations and CPU-times. Initial PROFIL vs. one SUBIT step 
Example m PROFIL SUBIT step 
ops CPU-time ops 






23 0.044 0.0148 0.662 0.0562 
43 2.21 0.1914 
Example 2 23 1.68 0.1689 3.72 0.1263 
n = 468 43 9.01 0.3327 
b = 60 63 16.62 0.6729 
Example 3 23 16.46 1.091 20.07 0.4493 
n =1824 43 44.24 0.9647 
b = 95 63 75.08 1.645 
Example 4 23 999 24.59 264.6 3.087 
n = 7296 43 520 6.027 
b = 370 63 800 9.411 
GEIG, represents from 14.7% (in Example 1) to 0.04% (in Example 4) of the number of operations 
in each SUBIT step, but this amounts to from 45.9% (Example 1) to 0.8% (Example 4) of the 
CYBER 205 CPU-time in each SUBIT step. The fractions for GEIG increase significantly with 
the subspace size, m. Thus the maxim that GEIG represents a negligible effort for medium size 
and large problems is no longer true on vector computers. We have found that while GEIG has 
less than 10% of the number of operations in a SUBIT step for problem size n larger than about 
200 (m = 23) to 500 (m = 63), its fraction of the step’s CPU-time is still over 10% for much larger 
problems, until n is about 1000 (m = 23) to 4000 (m = 63). 
In small problems the initial factorization (done by PROFIL) will be negligible compared to a 
SUBIT step in terms of number of operations as well as CPU-time. It is only in our largest 
example, Example 4, that we find PROFIL to represent a significant portion of a typical run’s 
number of operations and CPU-time, as is clearly seen from Table 8. Considering the fact that we 
usually will perform more than 10 steps of SUBIT, we therefore find this method relatively 
insensitive to how efficiently the factorization is done, unless the problem is very large and few 
eigenvalues are sought. 
Our SUBIT program ‘accepts’ an eigenvalue (in the sense that it will be counted as a 
converged eigenvalue) when the present approximation to the eigenvalue is closer to the previous 
approximation (i.e. from previous step) than lo-‘. The last eigenvalues that are accepted in the 
current iteration might therefore not be very accurate, but they will continue to improve in the 
next iterations. When the program finishes it is generally the case that more than 80% of the 
accepted eigenvalues have been found within lo-‘* of the last previous approximation. If we are 
looking for a fixed number (p) of eigenvalues, the number of iterations that are required seems 
to be independent of problem size (n), but it is quite dependent on the number of iteration 
vectors (m). Table 9 summarizes our convergence experience for the 4 test examples using 
different subspace sizes. Both in Example 3 and in Example 4 to find 30 eigenvalues it takes 20 
iterations with m = 43, but 15 iterations with m = 63. 
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Table 9 





n =150 n = 468 n = 1824 n = 7296 
m = 23 5 2 1 3 3 
10 9 12 7 11 
15 13 15 12 14 
m = 43 5 3 7 3 3 
10 13 25 20 14 
15 16 32 26 21 
20 25 31 30 
25 30 31 31 
30 30 
m = 63 5 8 5 3 
10 32 26 15 
15 42 31 32 
20 44 38 42 
25 47 47 42 
30 47 47 50 
Our results indicate that the formula m = min(2p, p + S), that is often used to determine the 
number of iteration vectors, leeds to a subspace size that is smaller than the optimum size, at 
least when p > 15. 
4.3. Overall LA NC performance 
A LANC run consists mainly of the following subroutines: PROFIL and STPONE (section 
4.2, initializations), performed once; and GSORT (section 4.2(a)), LANSIM (section 4.2(b)-(g)), 
ANALZT (section 4.2(h)), and VECT (section 4.2(i)), performed repeatedly. GSORT, LANSIM, 
and ANALZT are performed in each step; VECT only in those steps when an eigenvalue has 
converged and its eigenvector is to be computed. 
Our intention was to run LANC with our latest version of selective orthogonalization. 
However, our selective code, PRORT, which worked perfectly on our serial computer, began to 
misbehave on the CYBER 205 on the large example (Example 4). For this reason we switched to 
full reorthogonalization, GSORT, for all our tests. Separately we compared the two techniques on 
Examples 1, 2 and 3 and found that PRORT required about f the CPU-time of GSORT. We 
have found that this is not a significant advantage for PRORT since GSORT vectorizes so well 
and is a minor part of the LANC loop. This is in strong contrast to the situation with serial 
computers in which full orthogonalization comes to dominate unless the LANC runs are kept 
short. 
Because all of GSORT, ANALZT, and VECT gradually involve more operations as the 
iteration progresses, whereas LANSIM has the same number of operations in every step, the 
relative importance of GSORT, ANALZT, and VECT will increase with the number of 
iterations. In small problems the unvectorized ANALZT will take a significant portion of the 
CPU-time in the LANC loop. Even in Example 3 ANALZT takes about as much time as the 
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Table 10 
Initialization vs. cumulative LANC steps. Floating point operations and CPU-times 
Example No. Initialization LANC steps 
of 
steps 
ops CPU-time ops CPU-time 
[millions] [seconds] [millions] [seconds] 
Example 1 10 0.054 0.0211 0.153 0.0235 
n =150 20 0.381 0.0557 
b=17 40 1.06 0.166 
80 3.31 0.492 
Example 2 10 1.80 0.193 1.29 0.0533 
n = 468 20 2.83 0.159 
b = 60 40 6.66 0.2S6 
80 17.3 0.733 
100 24.1 1.00 
150 45.6 1.82 
Example 3 10 17.16 1.50 7.60 0.204 
n = 1824 20 16.2 0.438 
b = 95 44 40.9 1.19 
100 121 3.07 
1010 26.6 Example 4 10 111 1.26 
n = 7296 20 225 2.72 
b = 370 40 467 5.79 
60 724 9.07 
80 997 12.56 
100 1287 16.3 
orthogonalization subroutine, GSORT, while there are about 45 times as many operations in 
GSORT. After 44 LANC steps (Example 3) ANALZT has consumed about 7% of the LANC 
loop time; its share rises to about 15% after 100 steps, and it will eventually take more time than 
LANSIM (after some 400 steps). 
The full LANC run also includes initializations, most of which is the factorization done by 
PROFIL. Table 10 shows that the initialization cost may be quite substantial compared to the 
cost of the LANC loop; e.g. in Example 3 first after some 60 steps does the LANC loop take 
more CPU-time than the initialization, and in Example 4 this does not happen in 100 steps. 
Our LANC does not accept an eigenvalue as converged until it has been found to full machine 
precision (1.42108. 10-14). Strictly speaking we find the eigenvalues for the operator A;‘M, and 
they may not be correct eigenvalues of A to machine precision. Multiple eigenvalues represent no 
problem in our LANC. When a first occurrence of a multiple eigenvalue has converged; rounding 
errors will see to it that the other occurences will converge at later iteration steps [14, p. 2281. 
For this method as well the number of converged eigenvalues eems to be independent of 
problem size (n). About 30 steps were necessary for the first 10 eigenvalues to converge in all of 
our examples. Table 11 shows the exact step when each of the 10 first eigenvalues converged to 
machine precision. However, the eigenvalues will not necessarily be found in strictly increasing 
order. This is particularly the case when there are double eigenvalues, as in Example 3 and 
Example 4. E.g. in Example 3, when 30 eigenvalues have converged, they are in fact found to be 
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Table 11 
Initial convergence in LANC. Iteration no. when eigenvalue converges 
Eigenvalue 
no. 
Example 1 Example 2 Example 3 Example 4 
1 6 9 6 5 
2 8 16 9 10 
3 9 17 11 12 
4 15 18 12 21 
5 18 20 18 21 
6 21 22 21 22 
7 21 23 26 22 
8 24 24 27 24 
9 25 27 27 25 
10 29 29 29 26 
all of h, to A,, ( several of which are double), then h,,, X,,, h,,, and XJ4. The ‘missing’ 
eigenvalue, X,,, is equal to X,,, and it was found in a few more steps (along with X,,, X33. h,,, and 
A,,). In practice it is, therefore, reassuring to do one extra factorization simply to check that there 
are no missing eigenvalues among the ones which have been computed. This represents an added 
cost of nb2 floating point operations; that has not been included in our tables or figures. 
6.4. Comparisons 
Examples 1, 2 and 3 could be solved within the available CYBER 205 primary storage, and a 
comparison of the two methods may then justly consider only the CPU-time that was needed for 
the computation. Figs. 2, 3 and 4 show a graph of the total CPU-time vs. the number of 
converged eigenvalues for these examples. 
Note that the CPU-times for LANC have been multiplied by 10 in Figs. 2, 3 and 4. We feel it 
fair to say that LANC is an order of magnitude faster than SUBIT on these examples, but the 
trend is for SUBIT to gain relative to LANC as the problem size n increases. This is of course 
due to the fact that the cost of the initial factorization is more dominant in LANC. It is also to be 
seen that SUBIT is at its best when very few eigenpairs are sought; then a small number of 
iteration vectors (m) is sufficient. LANC is definitely superior also in these cases, although not 
by an order of magnitude. 
Note also that we are comparing the computation of the same fixed number of eigenpairs. up 
to about 50, irrespective of problem size n. But it may be more common to look for eigenvalues 
in a larger example than in a small one. From the tendencies that we have observed. e.g. in Figs. 
2-4, we may argue that when we are looking for a number of eigenpairs that is the same fixed 
fraction of the problem size, SUBIT is no longer seen to gain relative to LANC with increasing 
problem size. However, we do not want to stretch this argument too far, because the best way to 
compute a large number of eigenpairs (with either method) will ordinarily include the use of 
repeated shifts and factorizations, which is not being discussed in the present report. 
Our largest example, Example 4, required almost 3 million words to store the A (or L) matrix. 
Because a typical step both in SUBIT and in LANC involves 2 passes through the L matrix and 
there are less than 2 million words of primary storage, it is evident that extensive swapping did 
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Fig. 2. SUBIT vs. LANC, Example 1, n =150. 
take place during the course of the programs. Although it is possible to insert commands in the 
program that may advise the paging system about pages that can be removed from the primary 
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Fig. 4. SUBIT vs. LANC, Example 3, n = 1824. 
Figure 5 shows the comparison of SUBIT and LANC as far as CPU-time is concerned for 
Example 4. To compute 30 eigenpairs in this case required about 4 times as much CPU-time in 
SUBIT as in LANC. 
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Table 12 
Page fault penalties, Example 4 
Method I m LPF LPF/I Penalty Comp. time 





30 43 2010 67 313.6 206.6 
30 63 2251 75 351.2 308.1 
LANC 20 885 45 138.1 29.5 
40 1710 43 266.8 32.4 
60 2624 44 409.3 35.5 
80 3629 45 566.1 38.7 
100 4714 47 735.4 41.9 
to the cost of computation. 1 is the number of iteration steps, m is the subspace size (in SUBIT). 
LPF is the number of large page faults, ‘Penalty’ is the SBU corresponding to the large page 
faults, and ‘Comp. time’ is the total CPU-time for the computation. The load module for both 
programs was about 61 large pages. 
When we are searching for quite few eigenvalues, SUBIT may be run with a small subspace 
(m) and get away with fewer page faults per iteration step. In LANC it is seen that the number 
of page faults increases slightly in the later steps of an iteration. This is due to the fact that more 
vectors will take part in the orthogonalization in a later step. Because the first steps of LANC 
only involves a few vectors, whereas in SUBIT all vectors participate in each iteration, LANC 
requires fewer page faults than SUBIT. 
Essentially it is the 2 passes through L that lead to the about 70 large page faults in each step 
of SUBIT and the about 45 large page faults in each step of LANC. The penalty for these page 
faults is larger than the CPU-time for the computation. (And when M is not diagonal, we shall 
expect a substantial increase in the number of page faults, because we shall also need to make a 
pass through M in each step.) Because SUBIT works on several vectors at the same time and 
converges to a required number of eigenvalues and eigenvectors in fewer steps than does our 
simple LANC, SUBIT may perform better than (simple) LANC in cases like Example 4, where 
the problem is too big for the primary storage and extensive paging takes place. 
It is possible to work with more than one vector in each step of the Lanczos method, using 
Block Lanczos [18] (called BLANC hereafter). When the block size is s (i.e. s vectors), each 
BLANC step will involve about s times as many operations and s times as much CPU-time as a 
step of LANC. At the same time the number of steps required for a certain number of eigenpairs 
to converge in BLANC will be only a fraction (roughly l/s) of that in LANC, at least for fairly 
long runs. The net effect is that the computation’s total CPU-time will remain about the same. 
However, the overall number of page faults with BLANC will be greatly reduced (by a factor of 
s) compared to LANC. This is because still only two passes through L are needed in each step of 
the algorithm. For the example in Table 12 it is seen that already with s = 2 BLANC would have 
had page fault penalties comparable with SUBIT, and a larger block size (s) would have reduced 
the number of page faults even further. 
When BLANC is used for finding very few eigenpairs and/or with a large block size, the 
number of steps is reduced by a factor that is less than s, and the total CPU-time will increase 
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compared with simple LANC. Further, the saving in the number of page faults will be smaller 
because of the increase in the number of steps. 
We conclude that for problems that are too big for the primary storage, BLANC would be 
more efficient than LANC because of the smaller penalties for page faults. Both LANC and 
BLANC have smaller CPU-time than SUBIT. The number of page faults occuring in LANC is 
greater than that for SUBIT. With a proper choice of block size BLANC will remain at the same 
low level for the CPU-time as simple LANC, and at the same time have fewer page faults than 
SUBIT. 
At present we are experimenting with different ways of adapting ANALZT to block tridiago- 
nal matrices. 
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Appendix A 
The megaflop rates that have been plotted in Fig. 6, were obtained by the following program. 
Note that for each n, 500 vector operations (dot product, Schur product, and SAXPY) were 
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PROGRAM LOOP (TAPE6 = OUTPUT) 
DIMENSION X(32768), Y(32768), 2(32768), T(3). P(3). TT(4) 
X(1 ;32768) = 1. 
Y(l;32768) = 2. 
N = 32768 
TT(l) = SECOND0 
D03001=1,500 
A = QBSDOT (X(l;N), Y(1;N)) 
CONTINUE 
TT(2) = SECOND0 
DO4001=1,500 
Z(l;N) = X(l;N)*Y(l;N) 
CONTINUE 




TT(4) = SECOND0 
DO6OOJ=1,3 
T(J) = TT(J + 1) - TT(J) 
CONTINUE 
P(1) = 2*5.E - 4*N/T(l) 
P(2) = 5.E - 4 * N/T(2) 
P(3) = 2 * 5.E - 4 *N/T(3) 
WRITE (6, 1000) N, T, P 
FORMAT (1 X, 2HN = ,l5, 3F10.6, 3F8.2) 
N=N/2 




[l] K.J. Bathe and E.L. Wilson, Numerical Methods in Finite Element Analysis (Prentice-Hall, Englewood Cliffs, NJ, 
1977). 
[2] K.J. Bathe and E.L. Wilson, Large eigenvalue problems in dynamic analysis, A.S.C.E., J. of Engng. Mech. Diu. 99 
(1973) 467-479. 
[3) CDC CYBER 200 FORTRAN Version 2 Reference Manual, Publication No. 60485000 CDC, 1981. 
[4] CDC CYBER 200 MODEL 205 Technical Description, CDC, 1980. 
[5] J.J. Dongarra, Redesigning linear algebra algorithms, in: A. Bossavit, Ed., Calcul Vectoriel et Pardelle, Electricite 
de France, Cl (Paris, 1983). 
[6] T. Ericsson and A. Ruhe, The spectral transformation Lanczos method for the numerical solution of large sparse 
generalized symmetric eigenvalue problems, Math. Comp. 34 (1980) 1251-1268. 
J. Narvig et al. / Eigenvalue problem 159 
[7] B.S. Garbow et al., Lecture Notes in Computer Science 51 (Springer, Berlin, 1977). 
[8] M.J. Kascic, jr., Vector processing on the CYBER 205, CDC CYBER 205 Workshop. Fort Collins, CO, February, 
1983. 
[9] C. Lanczos, An iteration method for the solution of the eigenvalue problem of linear differential and integral 
operators, J. Res. Nat. Bur. Standard 45 (1950) 255-282. 
[lo] J. Natvig, Efficient use of the CYBER 205, Working Paper No. 22, Rogaland University, Stavanger, Norway, 
1984. 
[ll] B. Nour-Omid, B.N. Parlett and R.L. Taylor, Lanczos versus subspace iteration for solution of eigenvalue 
problems, Intern. J. Numer. Meth. Engng. 19 (1983) 859-871. 
[12] B.N. Parlett, The Symmetric Eigenualue Problem (Prentice-Hall, Englewood Cliffs, NJ, 1980). 
[13] B.N. Parlett and B. Nour-Omid, The use of refined error bounds when updating eigenvalues of tridiagonals, Tech. 
Rep. PAM-175, Center for Pure and Applied Mathematics, University of California. Berkeley, 1983. 
[14] B.N. Parlett and D.S. Scott, The Lanczos algorithm with selective orthogonalization, Math. Comp. 33 (1979) 
217-238. 
[15] Price Schedule for CYBER 205 Services, CSU, Computer Center, Fort Collins, CO. 1982. 
[16] H. Rutishauer, Simultaneous iteration method for symmetric matrices, in: J.H. Wilkinson and C.H. Reinsch. Eds., 
Handbook for Automatic Computation (Linear Algebra) (Springer, New York, 1971) 284-302. 
[17] A.H. Sameh, Numerical parallel algorithms-a survey, in: J. Kuck et al.. High Speed Computer and Algorithm 
Organization (Academic Press, New York, 1977). 
[18] D.S. Scott, Block Lanczos software for symmetric eigenvalue problems, Report ORNL/CSD-48, UC-32, Union 
Carbide Corporation, 1979. 
[19] H.D. Simon, The Lanczos algorithm for solving symmetric linear systems, Tech. Rep. PAM-74, Center for Pure 
and Applied Mathematics, University of California, Berkeley, 1982. 
[20] O.C. Zienkiewics. The Finite Element Method (McGraw-Hill, London, 3rd ed., 1977). 
