Consider the measurement model
where • x ∈ R is the unknown scalar we would like to estimate described by the prior distribution N (x; 0; σ 2 x ) where the notation N ( · ;x, Σ x ) denotes a (real-variate) Gaussian density with meanx and covariance Σ x .
• y ∈ R ny is, in general, a complex measurement vector;
• g( · ) : R → C ny is, in general, a complex-valued observation function;
• v ∈ C ny is circular symmetric complex Gaussian measurement noise with zero-mean and covariance σ 2 v I ny where I ny denotes an identity matrix of size n y × n y . The noise v is assumed independent of x.
In this document we are going to derive analytical formulae for the following functions. µ y,x (s 1 , s 2 , h 1 , h 2 ) E min(L s1 (y, x + h 1 , x), 1) min(L s2 (y, x + h 2 , x), 1) ,
µ y|x (s 1 , s 2 , h 1 , h 2 , x) E y min(L s1 1 (y, x + h 1 , x), 1) min(L s2 1 (y, x + h 2 , x), 1) x ,
2 (x + h 1 , x), 1) min(L s2 2 (x + h 2 , x), 1) .
where s 1 , s 2 ∈ Z, h 1 , h 2 ∈ R nx and L(y, x, ξ) pỹ ,x (y, x) pỹ ,x (y, ξ) , L 1 (y, x, ξ) pỹ |x (y|x) pỹ |x (y|ξ) , L 2 (x, ξ) px(x) px(ξ) .
1 Calculation of µ y,
We first calculate L(y, x + h, x) as
where the notation CN (y;ȳ, Σ y ) denotes a circular symmetric complex Gaussian density with meanȳ and covariance Σ y and
Then we have
We are first going to handle the inner integral on the right hand side of (10) which we call as I 1 as follows.
where the sets V 1 , V 2 , V 3 and V 4 are defined as follows.
Substituting (9) and the identity p(v) = CN (v; 0, σ 2 v I ny ) into (11), we get
Using (9) in (17), we get
Substituting the result (21) into (10) and carrying out straightforward algebra, we obtain
where
Then the function µ y|x ( · , · , · , · , · ) is given as (32) where the sets V 1 , V 2 , V 3 and V 4 are defined as follows.
Substituting (29) and the identity p(v) = CN (v; 0, σ 2 v I ny ) into (32), we get
Continuing in the same way as in Section 1, we get
Similarly the function µ x ( · , · , · , · ) is given as
Each of the probabilities on the right hand side of (40) can be written using the cumulative distribution function Ncdf 2 ( · , · , · ) as
whereã
Special Cases
In this section, we are going to find the expressions for the following quantities one by one:
• µ y,x (1, 1, h, h): Substituting s 1 = s 2 = 1 and h 1 = h 2 = h in (22), we get 
and
Using the singularity of Λ(h, h) and Λ(x, h, h), we obtain 
