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Let p be the mean function of an observable stochastic process whose sample 
paths fall in some Banach space with a basis and assume p is also in this space. 
A procedure like Cover’s (Ann. Statist. 1, 862-871, 1973) is given which has the 
property that if the last nonxero coordinate of p is the mth then with probability 
one this is discovered after at most a finite number of errors. If p has an infinite 
number of nonxero coordinates, then with probability one this is discovered 
after at most a finite number of errors except for a set of p of prior probability 
zero. 
1. INTRODUCTION 
An often-adopted model of an observed time series {Y(t): t E T} is to regard 
Y(t) as the sum of its mean value function p(t) and a zero mean time series X(t): 
Y(t) = p(t) + X(t), tE T. 
The mean value function is usually assumed to belong to some class of known 
functions. For example, 
where b, are known functions such as b,(t) = tj and 6, are unknown, or 
EL(t) = f  Aj cos(wjt + +j), 
where K and some or all of the A’s, W’S, and 4’s may be unknown. 
Assume that the Y process has sample paths falling in some Banach space B 
with probability one and p E B also. (see Friedman [4] or Royden [lo] for 
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definitions). I f  B has a basis (4 , b, ,... >, “most” possible mean functions are not 
finite linear combinations of the b+‘s. The set of mean functions expressable as 
finite linear combinations of the br’s is a set of first caregory, or meager set 
[lo, Sect. 7.71. 
It is the purpose of this paper to prove that a simple generalization of a 
statistical procedure due to Cover [2] for determining the rationality of the mean 
of a random variable may be employed to determine the last nonzero coordinate 
of the mean with the possibility of the determination infinite if infinitely many 
coordinates are nonzero. 
The procedure is Bayesian in nature and may be viewed as a sequential, 
nontermmating, multiple decision procedure. At each new observation a decision 
is made on which of an infinite number of disjoint subsets contain CL. In order to 
characterize the procedure more completely, let H, be the subset of p expressable 
as a linear combination of (b,}yE1 with nonzero weight on b, . Let HA be the 
subset of p not expressable as any finite linear combination of bj’s. Assume that a 
prior distribution v  on B is given for the unknown p. For each positive integer 
n, an independent realization of the Y process is observed, resulting in Y, . 
The procedure prescribes integers n( 1) < n(2) < * * * at which the decision may be 
changed. At integers n, n(j) < n < n(j + l), the decision is that reached at 
n(j). The procedure also prescribes at integers n(j) which subset among 
(Hm}~=l u {HA) to decide upon based on {Y1, Ya ,..., Y,,(n). I f  p E H,,, , then 
with probability one the decision remains H, after a finite number of decisions. 
The same can be said if p E HA except for a v-null subset of p. 
The purpose of the procedure may be contrasted wuth that of existing 
procedures in both a stochastic process setting (Anderson [l]) and in a 
regression setting [3]. The existing procedures are designed to determine which 
of a given finite set of coefficients are nonzero. This procedure is designed to 
yield the appropriate set of coefficients to be examined. 
2. NOTATION AND ASSUMPTIONS 
Let B be a real separable Banach space and B* be the set of continuous linear 
functionals on B. 
I f  a is the minimal u-algebra over the open sets of B and P is a probability 
measure on (B, g), the random variable X with values in B is said to have 
distribution P if for every member A of 99 the probability that X is in A is 
P(A). I f  for each b* E B* the real random variables b*(X) all have zero-mean 
normal distributions the measure P is said to be a zero-mean Gaussian measure 
and X is called a zero-mean Gaussian random element. 
A Banach space B is said to have Schauder basis {b, , b, ,...} if for each x E B 
there is a unique sequence of scalars {fi(x)}& such that 11 x - Cr=Ji(x)bi II--+ 0 
as 72 + co, or x = C’f,(x)B, [ll]. 
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The assumptions made are as follows. 
(Al) B is a real separable Banach space. 
(A2) X is a zero-mean Gaussian random element of B. 
(A3) Y = p + X where p is a fixed point in B. 
(A4) B has a Schauder basis {b, , b, ,...}. 
Assumption (A4) has content since it has been shown that not all Banach 
spaces have a Schauder basis. It should be emphasized, however, that the 
common function spaces C[O, I] and L,[O, I] all have Schauder bases (see [I 1, 
Example 2.31). 
Assumption (A2) appears restrictive but is just a way of guaranteeing a law of 
the iterated logarithm. In extending Cover’s procedure in a straightforward 
manner, a law of the iterated logarithm is needed. Such a law is given by the 
following. 
THEOREM (LePage [S]). Under assumptions (Al) and (A2) there is a Hilbert 
space H C B with a complete orthonormal basis {xl , x2 ,...} such that on H, 
11 x )I < /] x IIHu, where a2 = J ]j x \I2 P(dx) < CO, and P is the distribution of X. If 
K = {C,“=, ‘yiq: CTsl yi2 < I} amiX, , X2 ,..., X, . *. are i.i.d. with distribution P, 
then the sequence 
4, = (Xl + x2 + -*. + XJ(2n log log q/s 
converges a.e. P in B to K and clusters at every point of K in the sense of B norm. 
Laws of the interated logarithm are available in non-Gaussian cases [5-71. 
In the case of real random variables, EX2 < co, EX = 0 is necessary and 
sufficient for a law of the iterated logarithm to hold [12]. In the case of Banach 
space-valued random variables EX = 0, E 11 X II2 < CO is not sufficient [13]. 
For each 1z define the linear operators Qn on B by en(x) = &fi(x)bi . It is 
known [ 11, Theorem 3.11 that fi E B* for each i so that by the uniform bounded- 
ness principle there is an m < 00 such that 
IIQnII G m. (1) 
LetH$={xEB: If3(x)l>O, Ifi(x))=0,i>j}andW,=fl;.forj=1,2,3,.... 
According to [I 1, Corollary 19. l] there is a constant c, depending only on the 
basis (b, , b, ,...}, satisfying 
O<c,<l, and c II x - Q&)ll II x - 5% II d II x - Q&9ll. 
(2) 
ForeachxEB,S >Oset 
i(x, S) = min(j: II x - QJx)li < 6). 
FORM OF THE MEAN 281 
Write & for log(log(n)), let 7, = (Yr + Ya + .*. + Y&z, and set 
HA = {x: Ifi( > 0 for infinitely many i}. 
3. THE PROCEDURE WITH u KNOWN 
THEOREM 1. Let (Al)-(A4) hold, v be an arbitrary Jinite positive measure 
on (B, 9#), E > 0 be arbitrary, and 
6, = (=y 4 (1 + E). 
n 
(a) There are sequences {K(j)}~~“_, and (n(j)}& such that k(j) - 03, n(j) T m 
asj-+OO,and 
(b) If Y, are i.i.d., then the procedure which decides H,: when 
i = i(Fno, , &G)) < k(j), HA when i(Fti(,j , Snb)) > k(j) and makes the same 
decision as n(j) fur n(j) < n < n( j + 1) will make only aJinite number of errors with 
probability me in determining Hi , i = 1, 2, 3,. .., HA for any TV $ N, where N,, is a 
v-null subset of B - u Wi . 
Proof. The proof of (a) follows from 6, -+ 0 as n -+ CO, (2), and {z E B - 
U Wi: II z - Q&)ll = 01 = $ f or each k. In order to prove (b), let p = 
& a,bj with 1 c+ 1 > 0. Then since y, - p = (2~%z/n)~&, we have by LePage’s 
theorem that inf,,, I( E,, - y I/ + 0 as. as n -+ co and hence that 
I/ P, - p/I < (q2 ($l II 6, - Y II + :p II Y II> 
4 1 
< 2&n l/2 . 
- n c;g II La - Y II + 4 < 4I (4) 
a.s. eventually. By (2) c 11 Y, - Qi(y,Jl < 11 yn - p I( so almost surely eventually 
i(Fn , S,) Q i. Also 
P[i(Fn , 8,) < i i.o.] < P[i& (1 Ym - w (1 < 6, i.o.] 
I 1 
= PQ,HIll@ - cl) - Pm - 1-411 < 8, i.o.1 
6831712-4 
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Since for all w E Wi-1 , o+b, = (Qi - Qi-& - w), it follows using (1) that 
so that (5) is 
By LePage’s theorem this latter probability is zero so z( yfi ,a,) 3 i all but 
finitely often with probability 1. Since k(j) -+ co and n(j) --f co, this shows Hi 
is eventually the decision almost surely. 
Let 
By the Borel-Cantelii lemma and (3), v(N,,) = 0. For any p E B 
W(pntj) , *,d < k(j) i.o.1 
< P~w~~f~f, II ydj) - P + P - w II < h(i) i-o.3 
k 
Since for ,U E B - (J Wi - No (6) is < P[(l + E)(u/c) < I/ 5,~~) 1) i.o.] we have by 
LePage’s theorem that eventually i(y%u) , a,(,,) > k(j) almost surely. 
The procedure also works based on infmw, )I vn - w )I rather than 
It y, - Qi( F,J if one sets c = I in all the above. If  B is a Hilbert space, these are 
the same. 
4. THE PROCEDURE WITH 0 UNKNOWN 
Implementation of the procedure in Section 2 requires a knowledge of 
u2 = E/I X /12. Write 
I II xj II - II xn II I G II xj - za II < II xi II + II xl Il. 
By squaring all three and averaging it is seen that (I/n) Cy=, I/ X, - X, 112 -+ us 
a.s. by using the ordinary strong laws of large numbers on (l/n) Cy=, 1) Xj II*, 
i = 1, 2, and the strong law for Banach space-valued random variables [9] 
on X, . Thus 
Sn2 = f  f  I/ Yj - 7, /I2 = $ t 11 Xj - X0 II--+ a2 a.s. 
3=1 3=1 
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If K(j) + co, n(j) t co, and 6, is replaced by (2J’~n/n)1/2(S,/c)( 1 + F) it can be 
seen from (4) and (5) that whenever p = C:, C& and 1 OL+ 1 > 0, Hi is the 
decision from some point on almost surely. Thus for any increasing sequences 
{k(j)} and Mi)), Hi is eventually detected with probability one by using S, in 
place of a. I f  Y satisfies assumption (A5) below then there are k and n sequences 
so that the same is true for HA except for a v-null set. 
Define the probability measure 7 by 
T(A) = v(P - U W n 4 v(B - (J Wi) ’ where 0 < v  (B - u Wi) < co, 
and let F,(t) = q[z:fn(z) < t]. 
(A5) There is a sequence {k( j)>jmr , k(j) --f 03, and a sequence {tj > O)jma 
such that for every u > 0, Cj”=, [Fk(j)(ot+r) - Fk(j)( -~tj-r)] < 00. 
THEOREM 2. 1f (Al)-(A5) hold there are sequences {k( j)}Trl and (n( j)}Tzl such 
that if & = (2&~/n)~/~(S,/c)(l + c) the procedure which decides Hi when 
i = i(Fnti), &n) < k(j), HA when i(ynti, ,&(n) > k(j) will make only a $nite 
number of errors with probability one in determining Hi , i = 1, 2, 3,..., HA for any 
TV 4 N,, , where N,, is a v-null subset of B - U Wi . 
Proof. Let {k(j)};& and {tj}jm,, be the sequences from (A5). Let n(l) < 
n(2) < *.. be such that 
4m 
II h&+1) II ( 
yy’ ),‘, (+) ( tj , (7) 
for j sufficiently large. The proof that Hi is determined with only a finite number 
of errors proceeds as in Theorem 1 so it will not be given here. Consider the case 
ZJ E HA . Let No be the same as in Theorem 1. Observe that infWsWi (1 z - w 11 < a 
implies 1 f,(z)\ < 2mu/ll b, (1 for every p > i + 1 since (Q, - Q&(z - w) = 
f,(z)b, . Using (A5) and (7) with this fact shows that the jth term of the sum in 
(3) is bounded by Fktjtl)(utj) - Fk(j+l)(-utl). To complete the proof of the 
theorem use the inequalities (6) to obtain 
P[i(ynti) , 4,~) < k(j) i.o.1 
< p 
1 L 
31 + + _ (1 + 4 s, 
C C 
G II 5dd II i.o.1 
for Z.L E B - U Wi - NO. LePage’s theorem and S, -+ u a.s. show that the last 
expression is zero. 
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EXAMPLE. Let B be a Hilbert space with complete orthonormal basis 
(+1 , da ,...}. If {X,}jm=r are independent N(0, uj2) and C ui2 < co then X = 
C Xj+i is zero-mean Gaussian on B. Suppose {Uj}T=r are independent, 
Uj - N(mj , Tj’), C (mj” + Tj”) < 03, ri2 > 0 for infinitely many j, and let 77 
be the distribution of C Uj+j . The procedure works if K(j) is any sequence such 
that k&l < [Gh+IJT 7rc(i) > 0 for each j and n(j) = [~$.+rJs(l+s), where 6 > 0 
is an arbitrary integer and [x] denotes the greatest integer in x. To see this note 
that if 0(s) = f”m (27r)-ri2 e-s2/2 dx then for x 3 0, 
~k(j+l)(x) - Fk(i+l)(-x) 
for some constant C > 0. Thus taking tj = &+lr , (A5) is satisfied. Since 
it is seen that (7) is satisfied by the sequences n(j) and tj . 
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