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Abstract: Unfolding is a well-established tool in particle physics. However, a naive ap-
plication of the standard regularization techniques to unfold the momentum spectrum of
protons ejected in the process of negative muon nuclear capture led to a result exhibit-
ing unphysical artifacts. A finite data sample limited the range in which unfolding can
be performed, thus introducing a cutoff. A sharply falling “true” distribution led to low
data statistics near the cutoff, which exacerbated the regularization bias and produced an
unphysical spike in the resulting spectrum. An improved approach has been developed to
address these issues and is illustrated using a toy model. The approach uses full Poisson
likelihood of data, and produces a continuous, physically plausible, unfolded distribution.
The new technique has a broad applicability since spectra with similar features, such as
sharply falling spectra, are common.
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1 Introduction
The procedure of extracting a “truth level” physics distribution that can be directly com-
pared to a theoretical model from measured quantities affected by finite detector resolution
is called unfolding [1]. The mathematical problem of unfolding is known to be ill-posed:
truth level spectra that are significantly different from each other can map into detector
distributions that have only infinitesimally small differences [1–4]. The best possible unbi-
ased solution of an unfolding problem would have an unacceptably large variance [1]. It has
been shown that approximate solutions to unfolding problems can be obtained by using a
regularization procedure [5–7], which reduces the variance of the result at the price of in-
troducing a bias. Implementations of unfolding algorithms for particle physics applications,
such as RUN/TRUEE [8] and TUnfold [9] exist. However they are based on the Gaussian
approximation of the log-likelihood function, and regularized unfolding using the complete
Poisson likelihood is still listed in the “ideas” section in this year’s conference talk [10].
The current work was performed in the context of measuring momentum spectrum
of charged particles emitted in the process of negative muon capture on atomic nuclei at
rest [11]. The median number of data entries in non-empty bins of a reconstructed 2-
dimensional distribution was about 10, necessitating the use of Poisson likelihood in the
analysis. The spectrum varied by more than an order of magnitude in the unfolding region.
A straightforward application of standard regularization techniques, introduced in section 2
to a toy model, defined in section 3, yielded unfolded spectra with undesirable artifacts, as
described in section 4 below. Section 5 presents modifications to the unfolding procedure
that allowed us extract the result without unphysical features. Section 6 discusses the
choice of regularization strength, and 7 summarizes the findings.
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2 Regularized unfolding
The formulation of the unfolding problem involves an experimental observable x, truth
level variable y with unknown distribution f(y), which we would like to determine, and
detector response R. Both experimental observables and truth level variables are in general
multidimensional. For example, in the capture measurement [11] truth level information
comprises particle species and its true momentum, while experimental observables include
measured track momentum and its range in the detector.
We consider the case when the experimental spectrum is binned. Detector response
Ri(y) is the expectation value of the number of reconstructed events in bin i given a
true event occurring at y. It describes all the detector effects: acceptance, efficiency, and
resolution—but is independent of the physics spectrum that is being measured. Detector
response is usually determined from a Monte-Carlo simulation, which forces a discretization
in the y space:
∫
Ri(y)f(y) dy −→
∑
j Rijfj where fi is the integral of f(y) over bin j. The
bin size in the y space has to be much smaller than the experimental resolution in order for
the simulation-derived Rij to be independent of the particular truth level spectrum shape
used in the simulation. Small bin size in y leads to a large number of unknowns fj. This
large number of unknowns is purely technical and is not related to the number of effective
degrees of freedom of the problem, which scales with the size of the dataset [12]. However it
can make non-linear numerical minimization not feasible. To reduce the number of degrees
of freedom to a physically appropriate value one can approximate the unknown functions
with splines [2], as is illustrated later in this paper.
The expected number of data events in bin i, µi, can be written as
µi = Ntrue
∑
j
Rijfj + bi (2.1)
where Ntrue is the true number of events of interest in the dataset, and bi is the background
contribution. A maximum likelihood estimator for fj is formed by minimizing
− logL(d|µ{f}) = −
∑
i
(di log µi − µi) (2.2)
where di is the observed number of data events in bin i. However the unfolding problem is
ill-posed and must be regularized to obtain a useful solution. Regularized unfolding can be
performed by minimizing a combination of the log likelihood of data and a regularization
functional S{f} [5–7].
F = − logL(d|µ{f}) − αS{f} (2.3)
where α is the regularization parameter.
A widely used Tikhonov [1, 5–7] regularization imposes a “smoothness” requirement
on the spectrum by penalizing the second derivative of the solution. It therefore biases
the result towards a linear function. Another well established regularization, the maximum
entropy (or “MaxEnt”) approach [1], is based on the entropy of a probability distribution
[13]:
SMaxEnt = −
∑
j
qj ln(qj), qj ≡ fj/
∑
k
fk (2.4)
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Figure 1. (a) Toy model momentum spectrum f(p) and a random distribution of events drawn
from it (initial sample), the distribution modified by detector acceptance times efficiency, and the
final distribution after smearing. See text for more details. (b) Toy model detector acceptance
times efficiency vs momentum.
It biases unfolding result towards a constant.
Unfolding with Tikhonov regularization can be implemented in a computationally ef-
ficient way when χ2 minimization is used. However this advantage is lost when Poisson
likelihood is needed. On the other hand, MaxEnt guarantees that the unfolded spectrum
is positive, as is required for a particle emission spectrum, whereas Tikhonov with a large
regularization strength α pulls the solution towards a straight line, which can cause some
of fj to be negative. The present work uses the MaxEnt regularization term.
3 Toy model
Unfolding issues will be illustrated using a one-dimensional toy model that demonstrates
some features first observed in the real life application of the technique. The model is based
on the spectrum of protons ejected in the process of negative muon nuclear capture. The
spectrum is known to follow an exponential distribution in kinetic energy for large proton
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energies, and to have a low energy threshold due to the Coulomb barrier [14]. We use the
empirical functional shape and parameters proposed in [15], and convert the distribution
from kinetic energy to momentum space:
f(p) = C
p√
p2 +m2
×
(
1−
1.40 MeV
T (p)
)1.3279
× exp
{
−
T (p)
3.1 MeV
}
(3.1)
where m = 938.27 MeV/c2 is the proton mass, C is a normalization constant, and T (p) =√
p2 +m2 −m is the kinetic energy of the proton. The distribution is shown in Fig. 1(a).
Detector efficiency times acceptance is modeled as
ǫ(p) =


0, p <= p0(
p
p0
− 1
)0.2
×
(
p
p0
)2
, p > p0
(3.2)
with p0 = 80 MeV/c, illustrated in Fig. 1(b). The momentum resolution of the toy detector
model as a Gaussian with σ = 10 MeV/c.
A sample of 5000 momentum values was drawn from the f(p) distribution (the “initial
sample” in Fig. 1(a)). Some of the “events” were randomly dropped following the ǫ(p) curve,
then each remaining momentum smeared with the Gaussian resolution to form the “final
sample” of 1569 events used for the unfolding tests below. The response matrix for the
tests was computed analytically and contains no statistical fluctuations, corresponding to
the limit of infinite MC statistics. The toy model contains no background.
4 Example of application
To implement the approach outlined in section 2 we need to define an unfolding interval
and select a set of splines on that interval to approximate the distribution being unfolded.
Cubic B-splines [16] provide a convenient basis for modeling smooth continuous physics
distributions. Figure 2(a) shows a set of cubic B-splines obtained by placing 3 internal knots
that split the interval 80 MeV/c < p < 230 MeV/c into 4 equal parts, and locating all other
necessary knots at the end points [16]. Figure 2(b) illustrates how a linear combination of
these splines can approximate the function f(p) from Eq. 3.1:
f(p) ≈
∑
wiBi(p). (4.1)
where Bi(p) are the basis splines, and the wi are coefficients.
The unfolding is performed by minimizing Eq. 2.3 with respect to wi for a fixed value of
α. The choice of a starting point is critical for the success of a nonlinear multi-dimensional
minimization. Our implementation starts with fj = const being an exact minimum of (2.3)
for α→∞, and minimizes the target functional for a large finite value of α. Then log α is
reduced by a small amount, and the minimization is re-run by using the previous minimum
as the starting point. As log α is further reduced, each new minimization starts at a point
that is linearly interpolated from the two previously found mimima. The process is repeated
until the desired value of regularization strength is reached.
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Figure 2. (a) A set of B-splines. (b) f(p) approximated by a linear combination of the splines.
Figure 3 shows results for several settings of regularization strength α. As it is reduced,
the solution changes from an almost constant function for α = 106, dominated by the
entropy term S{f}, to curves that are influenced by the likelihood of “data” logL(d|µ{f}).
The f(p) spectrum used to produce the toy MC sample is also shown figure 3. One can
see that α = 5 × 102 is still too large, and the corresponding curve does not reach f(p) in
both its peak and tail regions. On the other hand, it already develops a unphysical rising
behavior at the end of the unfolding range. Using a lower value α = 52 produces a spectrum
that oscillates about the ideal result and has a pronounced rise at the end of the range.
The toy model example illustrates a typical behavior observed in a real life applications
of the unfolding technique. In some cases the procedure does not yield a satisfactory result
for any value of α. The result spikes at the end, and if one moves the upper boundary
of the unfolding interval the spike moves with it. There are two effects that “pull up”
the distribution at the end of the unfolding region: the S{f} regularization term, and
the effect of “overflows” (i.e. reconstructed events that originated outside of the unfolding
interval). The regularization term bias is exacerbated due to the fact that a constant is not
a good approximation for the rapidly falling true distribution function. A generalization of
the MaxEnt approach, cross entropy regularization [1, 17], allows to bias to an arbitrary
reference distribution instead of a constant. The distortion due to overflow events can be
addressed by treating the part of the signal distribution outside of the unfolding region
as a fixed shape background, as is done in e.g. [9]. In that approach the model of the
signal distribution is not continuous, because the resulting distribution in the unfolding
region does not generally match the a priori “background” distribution at the interval ends.
Instead of trying to guess the steepness of the “true” distribution for the cross entropy and
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Figure 3. Unfolding results.
overflow background priors, we suggest to fit it from data, as is detailed below.
5 An improved technique
The main ideas to improve on the results of the previous section are:
• Inside the unfolding region, bias towards a physically motivated function instead of
a constant, with parameters of the function included in the fit. For the spectrum
of protons from muon capture example an exponential in kinetic energy was chosen,
because the spectrum is know to approach this shape at high energies. Note that the
true distribution in the toy model (Eq. 3.1) is not a simple exponential, however an
exponential is a much better approximation for it in the unfolding interval than a
constant.
• Include the “overflow” region in the minimization, and fit not just the normalization
but also the exponential slope in that region.
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Figure 4. Results for the improved technique.
• Require that the distribution is continuous and has two continuous derivatives. This
requirement connects the unfolded distribution to the overflow tail in a way that
prevents the unphysical spike at the boundary.
Specifically, we represent
f(p) = A
p√
p2 +m2
exp{−γT (p)} ×
{
1 + φ(p) pmin < p ≤ pmax
1 pmax < p
(5.1)
where pmin and pmax determine the limit of the unfolding region, m is the mass of the
particle and T (p) its kinetic energy, A and γ are parameters pertaining to the exponential
behavior of the spectrum, and φ(p) is an arbitrary function to be determined from the
unfolding. The regularization term has the form (2.4) but now acts on 1 + φ instead of f :
SMaxEnt = −
∑
j
q˜j ln(q˜j), q˜j ≡ (1 + φj)/
∑
k
(1 + φk) (5.2)
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Figure 5. L-curve for the improved technique.
The function φ(p) is approximated by a linear combinations of cubic basis splines Bl
[16]
φ(p) =
n∑
l
wlBl(p), pmin < p ≤ pmax (5.3)
Here wl are the spline coefficients determined from the unfolding process. We require that
the resulting spectrum has a continuous second derivative, leading to φ(pmax) = φ
′(pmax) =
φ′′(pmax) = 0, which is provided by having a single-fold spline knot at the endpoint pmax.
There are no continuity constraints at pmin, therefore a 4-fold knot should be used at that
point to support the most general cubic spline shape.
To illustrate the modified technique, we use the same unfolding interval 80 MeV/c <
p < 230 MeV/c as in section 4 and the same set of internal knots. The resulting splines
are B1 to B4 shown in Fig. 2. Splines B5 to B7 would violate the continuity condition and
must not be included. Like before, we start with the maximally regularized solution and
reduce log α in small steps. The resulting curves for several values of α are shown in Fig. 4.
Note that the starting solution (α = 1×106) is now close to an exponential, not a constant,
and that some of the resulting curves closely follow the original f(p) from Eq. 3.1.
6 Choice of the regularization strength
The regularization strength α in Eq. (2.3) should be chosen to provide an optimal balance
between the variance and the bias of the result. The L-curve [18, 19] provides a way to
visualize a transition from strongly biased, regularization term dominated solutions for
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large α, to noise dominated ones. For a given α the minimization of F in Eq. (2.3) yields
particular values of logL and S. Our code minimized a binned likelihood ratio, so this is
what we will use below instead of the “bare” logL. Following [19], we define parametric
functions ρ(α) = − log (L(d|µ)/L(d|d)) and η(α) = S, and consider the curve − log η(α)
vs log ρ(α). The choice of signs in the definition of the η term provides the conventional
orientation of the “L”. A plot of the curve is shown in Fig. 5. As α is initially reduced from
α = 1 × 106, the curve is almost horizontal, with quality of fit to data improving while
not significantly affecting the regularization term. For small α the regularization penalty
grows sharply without much improvement in the data fit. The optimal value of α lies in
the transition region, and can be defined as the point of the maximum curvature on the
L-curve [19].
In our example, the maximum curvature point is at α = 37. The corresponding unfolded
spectrum is shown as the solid line in Fig. 4. It is indeed a reasonable fit: the curves for
smaller α are farther away from the correct solution for p > 200 MeV/c and 150 < p <
170 MeV/c, while the curve for a larger α = 3.6 × 102 deviates more in the peak region
p ≈ 80 MeV/c.
7 Conclusion
The proposed method combines unfolding to an arbitrary function shape in a phase space
region with sufficient data statistics and a parametric fit in the low statistics tail. The
whole distribution is required to be twice continuously differentiable, which guarantees
a physically reasonable behavior of the result. Factoring out the exponential part of a
sharply varying spectrum and applying the regularization to just the deviation from the
pure exponent reduces the bias. The use of the L-curve approach for finding the optimal
regularization strength has been demonstrated for Poisson likelihood fit to data with the
MaxEnt regularization term.
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