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Abstract 
Scheduling [1] and Line Balancing [2] methods have been widely studied in the literature. However, they often refer to 
theoretical applications. Within Airbus we are experiencing a change of paradigm: from concurrent to collaborative engineering, 
where both design and industrial information are stored in a unique DMU [3]. This must include information on the process 
ordering within an assembly station, and its constraints. Although the use of PLM tools is widely spread in the aeronautical 
industry, scheduling and line balancing have remained aside for long. In [4] it was presented a line balancing and scheduling 
methodology for the industrialization stage. That methodology has been reviewed and extended to the production stage. This 
extension is not straightforward, as new requirements and data need to be taken into account, together with a different objective 
and outputs. The aim of this work is to present the main features of this production stage methodology. 
 
© 2016 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of the Scientific Committee of MESIC 2015. 
Keywords:  Scheduling; Line Balancing; Aeronautical Tool; Collaborative Engineering 
1. Introduction 
Scheduling [1] and Line Balancing [2] methods and tools have been for long studied in the literature. However, 
they often refer to theoretical applications. Although the use of PLM tools is widely spread in the aeronautical 
industry, the prior two have remained aside for long. Nevertheless, having an accurate and reliable schedule has 
proved a key enabler for process improvement and standardization.  
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In [3] it was presented a first approach to a methodology for the first industrialization of a Final Assembly Line 
in terms of line balancing and task scheduling. It addressed the balancing line activities to be completed during a 
program development phase. As a result, a method was established in order to help the industrialization engineers 
evaluate the impact of the design decisions (including product design, but also processes, jigs and tools) on the 
assembly line performance during the whole program lifecycle. 
Recently, a similar methodology has been developed for the production phase. The combinatorial problem to be 
solved is, in both cases, the ordering of tasks and their assignment to workers taking into account space, precedence 
and capacity constraints.  
They are similar problems in terms of structure and solution methods. At the same time, they differ in the final 
objective to be achieved. Therefore, they have to deal with different sets of data, must provide with different kind of 
solutions and though must be addressed with different approaches. The aim of this work is to explain the developed 
methodology for the production phase.  
Figure 1 summarizes the different contexts of this two scheduling and balancing methodologies. During the 
development phase, the engineering team looks for scheduling and line balancing solutions based on the preliminary 
data available at that stage (customer requirements, industrial strategy and preliminary design of both product and 
processes). The obtained solutions must be included in the iDMU and are used as a starting point in the operation 
phase. At that second stage, real data is available and the scheduling and balancing solutions must be updated taking 
into account those new inputs.  
 Fig. 1. Context for the Scheduling and Balancing Systems 
The structure of the article is as follows: Section 2 will focus on the differences between this phase and the 
development one. It deals with the changes that justify the use of a different methodology. Sections 3 to 5 address 
the description of the new methodology in terms of modeling (Section 3), solution techniques (Section 4) and data 
interfaces (Section 5). Final conclusions are presented on Section 6.   
2. Difference between both scenarios.  
During the development phase of a program, the product design, as well as tools, jigs and processes are in 
progress. Therefore, the assembly line methodology must contribute to the testing of the ongoing design against 
different scheduling scenarios. Those simulations must assure that the product and processes are capable of coping 
with the needs of all the program lifecycle: from prototypes to ramp up and series production.  
The expected result will be not only one solution, but a set of feasible task orderings, that can be evaluated 
against a series of indicators, including the use of: space, time, industrial means, tooling and human resources. The 
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use of an assembly method must be completed with the definition of ‘what-if’ scenarios to evaluate the feasible 
solutions, activity that was also covered in 2011 by J.Rios, F. Mas and J.L. Menéndez  [4].  
The input data for that stage must come from the updated iDMU (see [3]) but, at the same time, the engineer must 
be able to modify them for testing reasons. In consequence, it is not so important the online actualization of the data. 
On top of this, some unknown data can be estimated using mean values, as is the case of working shifts. Moreover, 
other details, such as very specific process constraints (for example, one task that has to be done on the first days) 
may not be known and needs not be taken into account at this moment. In all, the two main objectives of this phase 
are to:  
x Validate the design of products, processes and tools. Suggest and check the necessary changes in the product, 
tools and processes in order to end up with an assembly solution as robust as possible. 
x Provide information on the needed capacity of the assembly line.  
Due to the importance of the simulations at that stage, the implemented software used DELMIA Process 
Engineer (DPE) and an EADS developed optimizer. Data was provided to the software by the iDMU built in 
CATIA v5 and DELMIA v5. Discrete Event simulations were performed using QUEST, which is also integrated 
with DELMIA. 
Moving to the production phase implies the product and assembly line definition are closed. The aim then is to 
choose among the feasible task orderings the preferred one to be used as a production baseline.  
At that moment, definitive data regarding tasks characteristics, constraints between tasks and workload capacity 
is available. Being able to take into account as much detail as possible on the scheduling restrictions is especially 
relevant to assure the result is feasible in practice. To do so, some additional genre of constraints that had not been 
taken into account for the development phase have been included. 
Another important characteristic of the production phase is that the needed data is now divided between the 
iDMU (mainly process data) and the ERP (mainly capacity data and production status).  
Finally, the solution output has been defined in a way that can be understood by the production engineer and also 
used at the shopfloor for daily planning. That information is completed by a new set of indicators that must to help 
evaluate the solution.  
All the main differences have been summarized in Table 1. 
Table 1. Differences between the development and production phase in terms of scheduling 
 Development Phase Production Phase 
Objective  Validate the design and expected capacity needs Feasible solution to be used at shopfloor level 
Input Data Innacurate Mature and accurate 
Data sources iDMU iDMU and ERP 
Modelling detail The necessary for the evaluation of scenarios As detailed as possible 
 
In conclusion, the production balancing and scheduling must deal with different data sources and quality than the 
development phase methodology. Also, its objective is no more to evaluate solutions for different scenarios but to 
choose a feasible solution to implement, given the production state at each moment. Therefore a new set of 
methodology and tools has been developed. 
3. Problem Model Characterization 
When production at an assembly line starts, the number of stations and their task allocation has already been 
defined. Once that decision is made, the allocation of tasks to a station is rarely changed. In consequence, the 
decision is to identify a feasible schedule, which assigns a start /completion time to each task as well as a resource 
allocation, taking into account the temporal constraints, the maximum cycle time and minimizing the resource 
consumption.  
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This genre of problems is studied as scheduling problems. They were classified in 1999 by Brucker [6] following 
a triple, similar to the one for the general assembly line balancing problem.  He also proposed a notation based on 
the extension of the α| β|γ generalized scheme for the machine scheduling literature. In that notation each problem is 
characterized by α| β|γ where α refers to the resource environment, β to the activity characteristics and γ to the 
objective function.  
Following that three characteristics, the differences detected between the production phase and the final assembly  
line definition are: 
3.1. Resource Environment 
Space limitations (no more that a number of operators can work at the same time on a zone) had already been 
taken into account. Personnel limitations have been modified. Previously, the number of workers was common to all 
predefined shifts. At the production phase there is an accurate knowledge of the stations’ capacity. Therefore, the 
number of workers can be different for each of the shifts. Moreover, the length of each shift can be modified by the 
user. 
3.2. Activity Characteristics 
Task Definition. Each activity or task is defined by the task duration, an operator profile and a range of number 
of operators that can execute it. Also, a preferred number of operators is informed. A new characteristic that has 
been taken into account in the activities is the non-preemption of a task. Usually, the task must be interrupted during 
its execution due to non-capacity periods during the day. A reduced number of tasks cannot be interrupted once 
began and therefore must be scheduled taking this non-preemption into account.  
Precedence constraints. The previous tool included the possibility of defining general precedence constraints 
between tasks. Also, it was possible to define maximal / minimal time lags between related tasks. During the 
detailed definition, non-parallel constraints can also arise. This is due to the fact that some tasks cannot be executed 
at the same time, although the order in which they are done is not pre-defined. The non-parallel constraints can be 
taken into account in the new tool.  
On top of this, it has been identified that in some cases, the precedence constraints (general and non-parallel) 
happen between groups of tasks. For a better usability, tasks can be grouped in order to define precedence 
constraints among groups.  
Fixed resource / time allocation. Due to industrial reasons there may be some tasks that must be done on a 
known date or by a known set of operators. For example: tasks with a high failure risk can be scheduled always on 
the first days in order to be able to implement corrective actions without affecting the cycle time. At the same time, 
two tasks may have to be done by the same operator/s for learning reasons.  
Those cases have been taken into account by allowing the user to fix the starting dates / resources assigned to 
each task. If done so, the task will not be scheduled by the heuristic and will take the predefined values.  
Priority. In some cases, we may want some tasks to be scheduled earlier than others. The introduction of priority 
rules enables this. Two modes have been developed: one where priority is the first criteria for task scheduling (and 
therefore with a high impact on the solution) and another where priority is one of the last criteria. The engineer must 
decide which solution mode to choose. 
3.3. Activity Characteristics 
The precedent tool evaluated the workload distribution, in the form of worker quantity, along the workstation 
cycle time [4] 
During production phase, there are three main questions about the scheduling of a platform that must be 
answered:  
1- Is there a feasible solution to complete all the tasks within the cycle time and not exceeding the resource 
capacities? If there is not such feasible solution, either the processes or the platform capacity must be reviewed, 
prior to a schedule optimization 
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2- What is the minimum number of operators needed in order to comply with the cycle time? Once the cycle 
time is assured, a schedule is better as far as it uses as few operators as possible. During the manufacturing 
scheduling phase some adjustments on the number of operators can still be done, in order to assure the lowest 
operation costs.  
3- Is there a reduction of the number of operators required if the maximal / minimum number of possible 
operators per tasks is taken into account? Although for each task a range of possible workers is defined, the optimal 
number should be used unless there is a significant improvement in the final solution.  
There are several reasons for this: to begin with, standardization is an important source of continuous 
improvement, and this includes the processes being done in the same way one aircraft after the other. Also, although 
the time reduction is supposed linear when more workers are involved, that is rarely achieved.  
Those three questions have been translated into three possible objective functions: 
Minimum makespam, given the maximum available number of operators. 
Better workload distribution. It minimizes the operators’ idle time throughout the platform cycle time. 
Better workload distribution, taking into account the possible maximum / minimum number of operators per 
shift.  
During the manufacturing scheduling, the user will choose among the three of them. Typically, first the 
feasibility of the solution will be checked with objective function 1. Afterwards, objective function 2 and 3 will be 
used and one of their solutions will be chosen as the production baseline. If the solution calculated with objective 
function 3 is chosen, the number of operators per task must be informed in the work orders launched for that aircraft.  
Table 2 contains a summary of the comparison of the modelling characteristics for the scheduling in FAL 
development and the production phases. 
4. Solution Technique 
Being the scheduling a NP Hard optimization problem, it is usually solved using heuristic and metaheuristic 
methods. There have been a wide range of studies on both heuristic and metaheuristic methods for solving the 
general resource constraint scheduling problem, as well as different Mixed-Integer Linear Programming (MILP) 
models [7], [8], [9], [10], [11] although exact methods are only capable of solving smaller instances.  
Henceforth, a heuristic approach has been chosen. The EADS Optimizer for development phase was a heuristic 
based in the use of a priority rule: Rank Positioned Weight Technique (RPWT) [12-13]. The rule is used to order the 
tasks assigned to a workstation according to their remnant lead time. The ordering is ascending, meaning that the 
tasks having a larger backward lead time have a higher value in the priority rule. 
For the new tool, another heuristic has been developed. It uses constraint programming which has been proven to 
be an efficient method on several combinatorial optimization problems, especially scheduling ones. Also, it includes 
several priority rules which take into account not only the remnant lead time, but also the number of successors, the 
kind of resources it uses (tasks with more occupied resources are scheduled first) and the task priority defined by the 
user. 
Table 2. Comparison of both tools in terms of the problem characterization 
  Design Phase Tool Production Phase Tool 
Resource Environment Space 
Personnel  
Per zones 
Number of workers per profile 
Per zones 
Number of workers per profile and shift 
Activity Characteristics 
Task Definition Multiple modes depending on 
the number of operators  
Multiple modes depending on the number of 
operators 
 
Non-preemption for tasks 
Precedence definition Between tasks Between tasks and groups 
Precedence 
Relations 
Max/ Min Time lag 
Regular precedence 
 
Between tasks 
Max / Min Time lag 
Regular precedence 
Non parallel constraints (task not to be done at 
the same time) 
Between tasks or groups 
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Pre-defined scheduling ---- Fixed allocation of resources for a task 
Objective 
Function 
 Resource Levelling with 
multiple modes 
 
Possible to choose: 
Lower Makespam 
Resource Levelling 
Resource Levelling with multiple modes 
5. Data Interfaces 
Due to the use on series production, there has been a need of improving the interconnection between the systems. 
At this stage, most of the relevant information for the scheduling is mature and loaded in the ERP tool. Therefore, 
the new system must be able to load the online data from the ERP. Connection to the iDMU is also important. All 
data included on the new tool is at the same time stored in the ERP and used for other applications. For example, the 
starting dates of a task have a direct impact on the materials requirements sent to the whole supply chain. Figure 2 
provides an overview of the main data exchanges. Input and output data are explained in detail throughout the 
section. 
5.1. Input Data 
All the information available in the ERP (coming from the iDMU or other sources) is automatically loaded on the 
tool once the scheduled platform and MSN are chosen. Some other data, although already defined in the iDMU have 
to be informed directly on the tool. This is the case, for example, of the platform cycle time, zone definition, task 
allocation to zones and precedence constraints.   
The data can be loaded directly on the Scheduling Tool data tables, using an Excel File or by the PERT diagram 
for precedence constraints. Table 3 provides a more detailed description of the data sources:  
iDMU+ ERP: Stands for the data that the iDMU provides to the ERP and travels from the ERP to the scheduling 
tool 
ERP: Stands for the data coming from the ERP that is not previously available in the iDMU 
Sched. Tool: Stands for the data that is included by the user in the scheduling tool. Among this, there are iDMU data 
and, industrial requirements, as it is detailed in Figure 2. 
 
 Fig. 2. Systems involved and needed interfaces 
Table 3. Input data sources for the production phase Scheduling and Balancing Tool 
Group Element Source 
Platform & scheduling mode Msn Sched. Tool  
Task characteristics Task code and designation  Idmu + erp 
Optimal number of operators Idmu + erp 
Operator profile Idmu + erp 
996   T. Borreguero et al. /  Procedia Engineering  132 ( 2015 )  990 – 997 
Workload Idmu + erp 
Zone Sched. Tool  
Group definition Sched. Tool 
Minimum / maximum number of operators Sched. Tool 
Priority Sched. Tool 
Resource availability Profile capacity Erp 
Zone capacity and definition Sched. Tool 
Precedence constraints Precedence constraints(general, non parallel, time lags) Sched. Tool 
Fixed resource / time allocation Sched. Tool 
5.2. Output Data 
The output of the scheduling process includes the assignation to each task of a starting / end date and a number of 
operators that must perform the work. This information needs to be available in three main ways: 
Sent to the ERP, to provide accurate information on tasks’ data and therefore materials and resource needs 
Represented as a set of indicators and graphs to be able to study in detail the solution.  
Organized in a visual output to help the implementation of the solution at shopfloor level.  
The connection with the ERP is automatic, once all the relevant actors have accepted the solution provided by the 
scheduling tools: task dates and material demands are updated. 
As for the indicators and analysis graphs, figure 3 shows two of these graphs, related to the use of each operator 
profile capacity. On the left, there are the indicators that measure the workers idle time per profile for a given 
solution. On the right hand, there is a detailed representation of the use of a profile capacity over time: the red line 
represents a profile capacity and the blue area the used capacity. Given this information, the production engineer can 
take decisions to prevent scheduling delays such as including more operators of a profile on peak days or changing 
the profile distribution within the team.  
There are also other graphs that give an overview of the zones used capacity per day and the precedences 
between tasks.  
Regarding the use at shopfloor level, the schedule is presented in both a barchart and a performance tracker and 
exportable to MS Office files. The barchart provides an overview of the tasks that are performed at each moment 
whereas the performance tracker is used to identify in what task must be working each operator at a given time. See 
figure 4 for an example of both of them.  
6. Conclusions 
In the aerospace industry, during the production phase, the structure of assembly lines in terms on number of 
platforms and their jigs is frozen. Therefore, scheduling and balancing systems must focus on the tasks scheduling 
and resource allocation within each of the stations.Fig. 3. Indicators and graphs regarding workload smoothing and 
operators’ availability 
Fig. 3. Indicators and graphs regarding workload smoothing and operators’ availability 
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Fig. 4. Performance Tracker (left) and Barchart (right) 
The objective at this stage is to be able to provide the engineers with methods and tools to take into account all 
the scheduling restrictions (related to tasks, workload capacity and precedence relations) and choose a feasible 
solution to be used at the shopfloor.  
On this work we present the results after the direct application of a scheduling method in the aeronautical 
industry. It completes the work presented about a methodology to address scheduling and line balancing in earlier 
stages of a program. Although there are similar problems in terms of modeling, the data structures and main 
objectives differ. 
A further step will be to improve the communication between the definition and production phase. The real 
scenarios that are registered during the production phase should be used for feeding the what-if scenarios defined in 
the definition phase and therefore enabling the identification of additional improvement opportunities or risks within 
the assembly line. 
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