In this paper, the traditional model based variational methods and deep learning based algorithms are naturally integrated to address mixed noise removal, specially for Gaussian mixture noise and Gaussian-impulse noise removal problem. To be different from single type noise (e.g. Gaussian) removal, it is a challenge problem to accurately discriminate noise types and levels for each pixel. We propose a variational method to iteratively estimate the noise parameters, and then the algorithm can automatically classify the noise according to the different statistical parameters. The proposed variational problem can be separated into regularization, synthesis, parameters estimation and noise classification four steps with the operator splitting scheme. Each step is related to an optimization subproblem. To enforce the regularization, the deep learning method is employed to learn the natural images prior. Compared with some model based regularizations, the CNN regularizer can significantly improve the quality of the restored images. Compared with some learning based methods, the synthesis step can produce better reconstructions by analyzing the types and levels of the recognized noise. In our method, the convolution neutral network (CNN) can be regarded as an operator which associated to a variational functional. From this viewpoint, the proposed method can be extended to many image reconstruction and inverse problems. Numerical experiments in the paper show that our method can achieve some state-of-the-art results for Gaussian mixture noise and Gaussian-impulse noise removal.
I. INTRODUCTION
I MAGES are always contaminated by noise during acquisition and transmission. Usually, the distributions of random noise are assumed to be some standard probabilistic distributions, such as Gaussian, Poisson, Gamma distributions and so on. The additive noise model can be easily written as Many methods have been proposed to obtain the clean image from the observed data. Model based methods are traditional and popular techniques. In which filter method is a very classical technique, some representative methods such as Gaussian filters, Gabor filters, and median type filters are still very popular since their simple implementations. Wavelet based approaches suppress the high frequency coefficients by thresholding and statistical approaches treat noise as some realizations of a random variable. Variational method is another useful and efficient tool. This approach is to minimize a cost functional which contains data fidelity term and regularization terms
where E(u) is the data fidelity term to measure the discrepancy between the true and the observed data. It can be derived from the maximum likelihood estimation of noise. J (u) serves as regularization formulating image prior, such as the quadratic Tikhonov regularization [1] and the Total Variation regularization (TV) [2] .
Variational methods draw extensive researches since these methods can naturally equip model with regularization and flexibly integrate the advantages of different methods. Meanwhile, the TV regularization has been proven its success on denoising and inverse problems.
However, TV can not well preserve the repeated tinny image details such as textures. Nonlocal methods can better capture image details, including nonlocal means [3] and nonlocal regularization [4] , [5] . These methods take full use of the self-similarity properties existing in an image, which can be integrated in a variational methods naturally. The nonlocal methods always have better performance than local methods on texture restoration. However, the weighting function existing in the nonlocal model are usually difficult to be determinated. Liu and Zheng [6] proposed a nonlocal weighting function updating model with variational method. There are many nonlocal methods based on the self-similarity properties among image patches. Dabov et al. [7] constructed 3D cubes based on the nonlocal image similar patches (block matching) and equip filtering technique in this sparse 3D transform domain (BM3D). Mairal et al. [8] proposed learned simultaneous sparse coding (LSSC) based on image nonlocal self-similarity. Dong et al. [9] established NCSR framework which unified image nonlocal self-similarity and local sparse coding. Based on the low rank structure assumption of the nonlocal similar patches matrix, low rank regularization based methods have been proposed, such as weighted nuclear norm minimization (WNNM) based models [10] , [11] . Sparse representation based methods encode a image patch as the linear combination of some atoms chosen from an over-complete dictionary. Here the dictionary can be selected from the commonly used wavelets, curvelets, or learned from image patches (such as K-SVD [12] , [13] , weighted K-SVD (W-KSVD) [14] and the NCSR model [9] ).
Learning based methods draw much attention recently for its outstanding denoising performance, such as prior learning based methods (PGPD method [15] , external prior guided internal prior learning based hybrid method [16] ) and deep learning based methods [17] . Mathematically, the deep learning based methods can be expressed as
where F is a nonlinear operator functioned by recursion with parameters set , I is the input data and O represents the output data. Given some data pair {(I i , O i )}, the model can be trained to fit the given samples. Obviously, the deep learning based model can be used in denoising [17] . The learning especially CNN based denoising methods have been proposed in many works, and most of these works establish different kinds of networks as denoisers, such as commonly used CNN [18] , [19] , residual CNN [17] , multi-layer perceptron (MLP) [20] and stacked sparse denoising auto-encoders method [21] .
Most of the works assume that the noise was single white Gaussian noise, which can be removed by a L 2 -based fidelity term efficiently. With other noise assumptions, the data fidelity can be different, such as L 1 -based fidelity for impulse noise [22] , [23] and point-wise based fidelity for Possion noise [24] . However, the noise model is more complicated in practical application for the changeable imaging environments. More precise and reasonable, the noise should be modeled by mixed distributions such as Gaussian mixture noise [14] , Gaussianimpulse noise [25] , [26] and so on. Unfortunately, the single type noise removal models are not suitable for the mixed noise models any more, since there is no unified data fidelity can be used in mixed noise removal model, which makes the mixed noise removal troublesome.
The key step of mixed noise removal is to determine precisely the type and level of noise in each pixel. Cai et al. [27] , [28] proposed two-phase methods to remove the Gaussian-impulse noise. Xiao et al. [29] established a l 1 − l 0 based Gaussian-impulse noise removal model. Rodríguez et al. [30] gave l 2 − l 1 fidelity term and TV regularization based model to restore the images corrupted by Gaussian and impulse mixed noise. Lopez-Rubio [31] proposed a kernel estimation method to remove the Gaussianimpulse noise, which is based on Bayesian classification of each pixel. Liu et al. [25] proposed an adaptive mixed noise removal models based on EM process, which integrates noise parameters estimation and noise classifications. Jiang et al. [32] established a reweighted l 2 based data fidelity term to simultaneously handle Gaussian noise and impulse noise. Liu et al. [14] proposed a weighted dictionary learning model to remove mixed noise, which integrates dictionary learning, sparse coding and noise estimation. Huang et al. [26] proposed a mixture noise removal method based on Laplacian scale mixture (LSM-NLR) modeling and nonlocal low-rank regularization.
Deep learning based methods, such as CNN with deep architecture [19] , exhibit good prior modeling capacity in single noise removal tasks. However, these kinds of methods are designed for specific tasks and trained from a large amount of labeled samples. Meanwhile, less works based on deep learning consider mixed noise removal problem. As for variational based methods, most of the variational based methods only need one image, and these kinds of methods are flexible to integrate all kinds of image priors (regularization) and can be used in many image tasks, such as single noise removal [2] , [22] , [24] and mixed noise removal [14] , [26] . However, the prior existing in a variational model is always based on low-level feature (pixel intensities smoothness) or middlelevel features (sparse coding and dictionary learning) of single image. Complicated prior design means high computation cost.
In this paper, we extend our previous EM based mixed noise removal method [14] , and integrate a CNN process as regularization to propose a new variational method. In our method, the variational process can estimate the noise parameters iteratively and it can be used to classify noise types and levels in each pixel. By splitting methods, we can separate our algorithm into four steps: regularization, synthesis, parameters estimation and noise classification, in which each step is related to a minimization problem and can be optimized efficiently. Meanwhile, we employ the deep learning method (CNN) to learn the natural images prior in our algorithm, which strengthens the regularization prior.
The image synthesis by variational process can correct the over-smoothness or less-restoration due to the inappropriate selection of CNN denoisers and enhance the performance of CNN denoising. The CNN based regularization can seize more complicated prior information which is based on deep architecture. All these steps work together and one can get some satisfactory restored results. To the best of our knowledge, this is the first attempt integrating the variational mixed noise removal methods and deep learning based methods together.
The rest of this paper are organized as follows: we review the most related work in section II, the proposed model and details of algorithm are presented in section III, numerical experiments of the proposed model are given in section IV. We give the conclusion and further research in section V.
II. RELATED WORK

A. Mixed Noise Model
In this paper, we consider the additive mixed noise removal. To be different from most of denoising works, here the mixed noise is assumed to be
with probability r 1 , n 2 , with probability r 2 , · · · , · · · n K , with probability r K ,
where n k is the k-th noise component with probability density function (PDF) p k , r k are the unknown mixture ratios and satisfies K k=1 r k = 1.
B. Weighted K-SVD Model [14]
The proposed method is built upon our previous work (W-KSVD) [14] . Let us first review some results in [14] .
Lemma 1 [14] : The PDF of mixed noise model (1) is
Once the PDF is given, then by assuming the noise is independent identically distributed and one can get its negative log-likelihood functional as follows:
Here is a statistical parameters set contains noise parameters such as mixture ratios, means and variances.
Usually, this likelihood functional can be chosen as the fidelity term in variational method. However, to be different from the single Gaussian noise case, here L is not quadratic and it is not easy to be efficiently optimized. One alternative way is to minimize a simple upper bound functional of L. In [14] , such a upper bound functional named H had been found as
is the parameters set, and w : → [0, 1] K is a vector-valued function with its k-th component function as w k . Moreover, w must satisfy a segmentation condition that
In [14] , it has been shown that the three variables functional H is a upper bound of L, i.e. Lemma 2 (Commutativity of Log-Sum, [14] ):
It seems that H is more complicated than L since there is an extra variable w in H. However, to minimize H is easier since the H-problem would become quadratic with respect to u, and always would have closed-form solutions in some cases. Moreover, the introduced w is a probability which indicates the noise at each pixel comes from which mixture component, and thus the noise would be classified by w according to different statistical parameters.
To optimize H, the alternating minimization could be employed, and one can get the following iteration scheme:
For such a scheme, it has been shown that Lemma 3 (Energy Descent, [14] ): The sequence (u ν , ν ) produced by iteration scheme (3) satisfies
According to this lemma, to optimize L can be replaced by H by adding a variable w and log-sum interchange. Based on this fact, Liu et al. [14] proposed a variational model with dictionary learning to denoise a variety of mixed noise such as Gaussian mixture noise, impulse and Gaussian-impulse mixtures. However, such a dictionary learning is one image driven and thus the learning and denoisng procedures are synchronized. In addition, it is hard to split them into two separated tasks, and thus the algorithm would be very timeconsuming. One more thing, the dictionary learning is linear and middle level features learning method and it could not find some nonlinear and deep image prior in natural images.
C. IRCNN [19]
Deep learning based models are widely used in image denoising. Zhang et al. [19] proposed a deep learning (CNN) based model (IRCNN) to address image restoration under single additive Gaussian noisê
where x and y are the clean image and observed noisy image, and H is the blur operator (H = I for image denoising). To be different from the traditional model based methods, here the variational of is a deep learning based architecture (CNN). And given a training set consists of degraded-clean image pairs, these kinds of model attempt to learn the prior parameters from optimization of certain loss functions. In the work of Zhang et al. [19] , patches based L 2 residual loss function are adopted below
is noisy-clean image patch pairs, and f is CNN based architecture.
Though IRCNN model can obtain some good restorations in the presence of single Gaussian noise, this work could not handle the mixed noise removal problem since the simple L 2 residual is not suitable for mixed noise.
III. THE PROPOSED METHOD (EM-CNN)
Discriminative learning methods have been proven having good denoising performance. However, this kind of model depends on the training data critically. Variational based methods are flexible to combine the advantages of different methods, and the design of sophisticated priors can enhance the denoising performance. However, the optimization of models with complicated prior is time-consuming. In this paper, we integrated the deep learning method and variational methods and built a general variational model with CNN regularization to improve the performance of mixed noise removal problem, especially for Gaussian mixture noise and Gaussian-impulse noise.
A. General Model
The general mixed noise removal model could be (6) where H is defined in (2) and J serves as regularizer, such as TV, nonlocal TV, low rank based regularization. Here we adopt deep learning-based regularization term to enforce the representation ability of image priors, which is different from the previous variational based works. λ 1 > 0 controls the balance of the terms.
By applying the well-known alternating minimization scheme, we can get
In order to use CNN, we must split the optimization problem (7a). Let us introduce an auxiliary function v and reform the above problem as
Then by applying the well-known augmented Lagrangian method (ALM) [33] , one can get a saddle problem
We notice that the above functional with respect to v is an image synthesis process and we can add a TV regularizer for v to reduce some artificial effect such as blurs caused by averaging. Meanwhile, the introduction of TV can be seen as a generalization of our algorithm, since the parameter λ 2 can be set to 0 which equals to the original question. Thus we get
It produces the standard ALM iteration scheme
where serves as step size. By applying the well-known alternating minimization scheme, together with (7b) and (7c), we can get
The above 5 subproblems implies that we can split the mixed noise removal problem into Gaussian noise removal (renewing u), fidelity term choice (renewing v), noise putback (Lagrangian multiplier μ updating), noise parameters estimation ( updating) and noise classification (w updating). In the next, we will show how to solve each subproblem.
Notice that our model (6) can handle many types of mixed noise such as Gaussian mixture noise with different standard deviations, impulse noise (salt and pepper noise and random value noise), Gaussian-impulse mixed noise and so on. One just need to chose different p k to finish different types mixed noise removal problem. For Gaussian mixture noise, H would be quadratic with respect to v and all of these five problems would be easily solvable.
u Problem: u problem is a standard Gaussian noise removal problem. In order to enforce the image prior, we can employ the popular deep learning methods such as CNN as regularizer [19] . Suppose the property of J is good enough such as differentiable, then u ν+1 must satisfy
where L is an operator with L (u ν+1 )
Ideally, L (u ν+1 ) should be the noise n for an additive noise removal problem. Thus we can use CNN to learn Gaussian noise for different kinds of levels in variety of natural images.
In this sense, we can regard the CNN as a variational of a functional. In PDE denoising method, a very simple example of L is the negative Laplace operator, i.e L = −, which can be regarded as a trained single layer CNN with isotropic diffusion convolution kernel. In such a case, we can easily get the functional J (u) = η 2λ 1 ||∇u|| 2 2 . Though such a simple CNN is not good enough to preserve the image edges well, it can enlighten us to use some more complicated CNN with multilayers and nonlinear kernels. In the general cases, we can not get the related closed-form functional J for CNN operator L .
Therefore, we can simulate white Gaussian noise with different variances and put them into all kinds of natural images to produce plenty of training samples. The powerful learning ability of CNN ensure that the trained CNN can distinguish the different levels of white Gaussian noise. Once the noise in the images is identified, then the clean image can be easily recovered.
Instead of solving a linear or nonlinear PDE in traditional variational method, here we employ a CNN to find noise. Numerical experiments show that this step can greatly improve the quality of the restorations.
There are many learning based methods to remove Gaussian noise such as [17] , [19] , [21] . In this paper, we choose the recent CNN based denoiser [19] , which has good denoising performance with residual network architecture.
v Problem: This subproblem would lead to a TV system and can be efficiently solved by many TV solvers, such as Chambolle dual method [34] , primary dual method [35] [36] [37] , splitting Bergman method [38] , [39] , augmented lagrangian method [33] . Here the weight w can ensure the model assigns the different fidelity terms to the pixels contaminated by different levels or types of noise. This procedure can greatly improve the quality of restorations.
, w Problems: These two subproblems are exactly an EM process. For a given noise f − u ν+1 , these two steps can give an estimation of noise variances and classify the noise into different classes according to the estimated noise parameters.
In the next, we will give the model to address Gaussian mixture noise.
B. Gaussian Mixture Model
Assume p 1 , p 2 , · · · , p K be Gaussian functions with different variances σ 2 1 , σ 2 2 , · · · , σ 2 K , respectively, i.e.
then ignoring some constant terms, we can define H as
where r = (r 1 , r 2 , · · · , r K ), σ 2 = (σ 2 1 , σ 2 2 , . . . , σ 2 K ). Here we give the Gaussian mixture noise removal model: 
Since the existence of TV term, we can adopt some splitting methods, such as split Bergman method [38] , [39] and augmented Lagrangian method [33] . Here we introduce an auxiliary variable d = ∇v and give the iteration by splitting Bregman
can be solved by first-order optimal condition, which equals to solve a linear system:
and
can be solved by shrinkage operator [40] :
where S ν+1 (x) = ∇v ν+1 (x) + b ν (x).
Problem (8d):
The parameters set consists of r = (r 1 , . . . , r K ) and σ = (σ 1 , . . . , σ K ), they would have closedform solutions. The minimization problem with respect to r and σ can be written as
With the weights constraint K k=1 r k = 1, one can easily get the parameters updating by: 
It has a closed-form solution under the first-order optimization condition
To sum up, we summarize the algorithm overview of model (11) in algorithm 1.
Here we show the flowchart of our proposed EM-CNN algorithm in Fig. 1 .
C. Gaussian Noise Plus Impulse Noise
As for this part, we assume that the noise model is followed by mixed distribution with Gaussian noise n 1 and impulse noise n 2 , the noise model [14] can be written as n = n 1 , with probability 1 − r, n 2 , with probability r,
where n 1 and n 2 are the Gaussian noise and uniformly distributed random value range of [0, 255] named randomvalued noise or either 0 or 255 named salt-and-pepper noise, respectively. In such a case, one can get Proposition 1 ( [14] ): The PDF of Gaussian plus randomvalued noise and Gaussian plus salt-and-pepper noise have the following expression respectively,
where p 1 is a gaussian function and p 2 is the PDF of clean image with intensity of range [0, 255], which is always expressed by normalized histogram of the clean image.
Since one can use median filters to well detect salt-andpepper noise, so some existing works such as two-phase method [27] , [28] and LSM-NLR model [26] can restore the image well even when the density of noise is as high as 90%. However, the random-valued noise is not easy to be detected and here we pay more attention on random-valued noise.
In fact, the PDF of random-valued noise can be expressed as
if we suppose that the clean image has a normalized histogram, namely p 2 is an uniformly distributed PDF in [0, 255]. As discussed above, one can use this PDF to construct the data fidelity to complete the model. However, the second part of (20) is not differential which is hard to optimize.
As discussed in the [14] , in fact, this part can be well approximated by a Gaussian function, which means the model with Gaussian plus impulse noise can be optimized by the model of Gaussian mixture noise.
IV. EXPERIMENTAL RESULTS
In this section, we make comparisons between our proposed EM-CNN and some related models. Here we choose the widely used 10 test images appeared in many image processing references (e.g. [7] ): Lena (512 × 512), Barbara (512 × 512), Boat (512 × 512), House (256 × 256), Peppers (256 × 256), Cameraman (256×256), Couple (256×256), Hill (256×256), Man (256 × 256) and Monarch (256 × 256). To estimate the restoration quality of the different methods, we adopt Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity Index (SSIM) [41] to measure the quality of restored images.
A. Gaussian Mixed Noise
In the first experiment, we give the restored results under Gaussian mixture noise. To make comparison, we take K-SVD method [13] , W-KSVD model [14] , NCSR [9] , PGPD [15] , and CNN denoising method (IRCNN) [19] as competitors.
The test image "Barbara" is corrupted by Gaussian mixture noise with mixture ratio r 1 : r 2 = 0.7 : 0.3 and the standard deviations σ 1 = 10 and σ 2 = 50, respectively. Though the K-SVD method [13] , NCSR [9] and PGPD [15] is design for single Gaussian distribution, we still list the results as reference to show the superiority of EM parameters estimation. The noise variances appeared in the single Gaussian noise removal methods are set as r 1 σ 2 1 + r 2 σ 2 2 according to proposition 5 in the work [14] . For W-KSVD [14] which integrates weighted dictionary learning and sparse coding based on Expectation Maximum (EM) process used for mixed noise removal, we update all the parameters, including weights parameter r k and variance σ k . As for deep learning based methods, we give the results by the latest work of Zhang et al. [19] as reference here which is trained to remove additive Gaussian noise with level range [0, 50]. We show the noisy image and the corresponding restored results in Fig. 2 . We zoom in the regions in green rectangle which is placed in the left-bottom of each image patch.
As for the K-SVD methods, one can find that some speckles exist in the results by K-SVD method shown in Fig. 2 (b) since K-SVD can not distinguish the different noise levels, and our proposed variational model ( Fig. 2 (g) ) which is based on EM process with parameters updating can preciously determine the noise level of each pixel. Compared with the W-KSVD methods (Fig. 2 (c) ), our proposed model can preserve image detail preciously, such as texture information, since our proposed model has deep level image prior so as to having better denoising performance. As for the NCSR model, with result shown in Fig. 2 (d) , the model takes full use of the nonlocal self-similarity of image, which have good restoration quality, especially on the region with textures. However, these models are model based with complicated prior which is timeconsuming. PGPD model, with result shown in Fig. 2 (e) also uses the nonlocal self-similarity of image patches and learned explicit models from natural images by patch groups (PG) based GMM (PG-GMM) algorithm as well, which has good noise removal performance. However, our proposed model ( Fig. 2 (g) ) learned image priors based on deep CNN architecture, which has better performance than the PGPD model. IRCNN method performs well in denoising process, however, since the type of noise is not a standard Gaussian distribution and we do not have the exact noise variance, if the initial value of noise level are far from the real noise level in CNN process, the restored image will be undesirable. In contrast, our model is separated to four step including noise estimation, classification, image synthesis process and CNN denoising by operator splitting, the estimation and classification of noise will enhance the denoising performance and variational process with TV regularization can decrease the noise level in some sense. And the image synthesis process can modify the bias which is introduced by inappropriate selection of CNN denoisers. Meanwhile, the CNN process largely depends on the labeled samples, if the noise distribution or noise level are not included in the training database of CNN process, the restored images are always undesirable. The image synthesis process can partly release the sample-dependent effect so as to having robust results. Moreover, our proposed model has higher efficiency, TABLE I shows the CPU run time for denoising the images with Gaussian mixture noise (r 1 : r 2 = 0.7 : 0.3, σ 1 = 5, σ 2 = 30) of size 256×256, 512×512 by different methods, including K-SVD [13] , W-KSVD [14] , NCSR [9] , PGPD [15] , IRCNN [19] and the proposed algorithm, here the time for all the models shown in TABLE I are the time for one outer iteration. [13] , W-KSVD [14] , NCSR [9] , PGPD [15] , IRCNN [19] AND PROPOSED ALGORITHM To further verify the performance of the proposed model, we show the PSNR values for the 10 test images in TABLE II, the average PSNR values (dB) and average SSIM values (%) of results by different methods on the 10 test images in TABLE III. It can be found that the restored images by proposed model have the highest average PSNR values and average SSIM values among 10 test images, which shows the superiority of our model. Here we pay more attention on the noise mixture r 1 : r 2 = 0.3 : 0.7 and σ 1 = 15, σ 2 = 75. As discussion above, the noise level to be set in CNN denoiser is r 1 σ 2 1 + r 2 σ 2 2 = 63.2851, which is out of the range [0, 50] of the denoisers [19] . Under this situation, the CNN denoiser is of invalidation in fact. However, since the existence of the step of image synthesis with related to v subproblem, our proposed model can behave better and more robust than the state-ofart methods, which can be seen as modification of the CNN denoiser and also shows the superiority of our proposed model.
Since the high calculation efficiency of our proposed algorithm we test PGPD [15] , CNN based IRCNN method [19] and our proposed algorithm on BSDS500 dataset [42] , [43] . Here we choose randomly 100 images as test dataset (BSD100 1 ). TABLE IV shows the average PSNR values (dB) and average SSIM values (%) of this BSD100 dataset. One can find our proposed algorithm have higher average PSNR values and average SSIM values.
In the next experiment, we explore the relationship between PSNR values and the noise level of Gaussian mixture noise with sample image "Barbara" by proposed model and CNN based IRCNN model [19] . Here, we set noise ratio r 1 : r 2 = 0.3 : 0.7, and one of the noise with fixed standard deviations σ 1 = 15 and the other noise with increasing noise level σ 2 from 5 to 50 with step size 5 and give the results in Fig. 3 . One can find that the PSNR values of both methods are decreasing with the increasing of σ 2 as we expected. Meanwhile, the PSNR values nearby the value σ 2 = σ 1 are get closer between CNN based method and proposed method, since if σ 1 = σ 2 , the mixed noise model will degenerate to single Gaussian noise model, which can be solved by CNN based model efficiently. With high noise level which is far from σ 1 = 15, our proposed model has more satisfactory behaviours. 1 https://www2.eecs.berkeley.edu/Research/Projects/CS/vision/bsds/ Fig. 3 .
PSNR values for CNN [19] and the proposed EM-CNN under 2-component Gaussian mixture noise with fixed σ 1 and increasing σ 2 = 5 : 5 : 50. The mixed ratio is fixed as r 1 : r 2 = 0.3 : 0.7. Fig. 4 .
PSNR values for CNN [19] and the proposed EM-CNN under 2-component Gaussian mixture noise with increasing mixed ratio r 1 = 0 : 0.1 : 1 and r 2 = 1 − r 1 . The noise variances σ 1 = 5, σ 2 = 30 are fixed.
In Fig. 4 , we give relationship between PSNR values and the mixed ratio of Gaussian mixture noise with sample image "Barbara", and σ 1 = 5, σ 2 = 30 and mixed ratio: r 1 = 0 : 0.1 : 1 and r 2 = 1 − r 1 . Here we also show the results of the IRCNN method [19] which serves as contrast. In fact, with the increasing of the r 1 , the valid noise level r 1 σ 2 1 + r 2 σ 2 2 is decreasing, which dues to the increase of the PSNR values by both methods. Otherwise, with small r 1 (r 1 is close to 0) or large r 1 (close to 1, which means r 2 is closer to 0), the PSNR value by IRCNN method [19] and our proposed model are close to each other, since at this time, the noise in fact can be seen as single Gaussian noise, which meets our expectation.
B. Gaussian Noise Plus Impulse Noise
In fact, our model also can work on the images with Gaussian noise plus impulse noise, here we test our model on "Barbara" contaminated by Gaussian plus random-valued noise, and the density of random-valued noise is set r = 0.3, and the standard deviation of Gaussian is set σ = 15. To obtain better restoration of noisy image "Barbara", here we set the initial w 0 as the output of the first phase of two-phase models [14] , [27] , [28] as
where u med is the result of the median filter. Here we detect random-valued impulse noise by adaptive center-weighted median filter (ACWMF) [44] . Meanwhile, we set the initial [13] , W-KSVD [14] , NCSR [9] , PGPD [15] , IRCNN [19] AND PROPOSED ALGORITHM FOR 
where σ 2 can be estimated by following mode [14] 
For comparison, we give the results by some related model: ACWMF [44] plus K-SVD [13] (first using ACWMF to filter the noisy image, then denoising image by K-SVD), two-phase model [28] , l 1 − l 0 model [29] and LSM-NLR model [26] which are good Gaussian plus random-valued mixed noise removal models. The parameters for the two-phase models are chosen with the highest PSNR and noise variance is set as r 1 σ 2 1 + r 2 σ 2 2 with σ 1 , σ 2 in (22) , and the parameters of LSM-NLR model are chosen as suggested in [26] . The restored images by two-phase, ACWMF+KSVD, LSM-NLR model and our proposed model are shown in Fig. 5 , and to ON 10 TEST IMAGES: K-SVD [13] , W-KSVD [14] , NCSR [9] , PGPD [15] , IRCNN [19] AND PROPOSED ALGORITHM have a better visualization, we zoom in the region in green rectangle which is shown in the left-bottom of Fig. 5 . From the restored results, our proposed model has better behaviour with no doubt, especially among the texture regions. Meanwhile, the above mentioned two-phase methods in fact are used for single Gaussian removal, as for mixed noise, these two model can not distinguish the noise level and type, so there will be some speckles inevitably. LSM-NLR model, which is based on Laplacian scale mixture modeling and nonlocal low-rank regularization has good denoising performance. And the demo code of LSM-NLR model provided in the project website 2 has many parameters which will greatly affect the performance of LSM-NLR model. In addition, the model used the ACWMF technique (21) [44] as initial input to construct similar patches, which means the restoration of noisy images depends on the performance of filter technique, with result shown in Fig. 5(d representation of image prior than nonlocal low-rank regularization), EM parameters estimation and noise classification (more robust than ACWMF filter) with less parameters, which makes our proposed model better performance among test image.
In the next experiment, we test our model on more mixed noise combination, here the "Barbara" is contaminated by different level of Gaussian noise σ = 5, 10, 15 and changing density of random-valued noise r = 0.1, 0.2, 0.3. The results under Gaussian plus random-valued noise by our model and the related models are shown in TABLE V. From this table, the results by our proposed model have the highest PSNR value and SSIM value, which is coincident with the visual results and also shows the superiority of our model.
C. Realistic Noise Removal
Moreover, we test our proposed model on the real-world noisy image dataset provided in [45] , which were captured under controlled indoor environment. Each images in the dataset was shot 500 times with same camera setting, and the mean image of the 500 shots is treated as "ground truth". To test algorithms efficiently, we choose 10 cropped images of this dataset [45] (size of size 512 × 512, shown in Fig. 6 ) used in many works, such as [11] , [16] , [46] .
In addition, we compare our proposed model with some of the recent denoising methods, including Noise Clinic (NC) [47] , DnCNN [17] , Neat Image (NI) [48] and IRCNN [19] . Since DnCNN, IRCNN and our proposed EM-CNN model are designed for grayscale images, and we apply these methods on each channel of color images. NC is a blind image denoising method, and NI is a commercial software for image restoration, which has been used in Photoshop and Corel PaintShop. Here we adopted the same setting of the experimental designs with [11] , [16] . And the results are shown in TABLE VI. One can find a part of the denoising visual effect in Fig. 7 .
The best PSNR results of each image are highlighted in bold shown in TABLE VI. One can find that most of results by our proposed model achieve highest PSNR values. In addition, our [45] proposed model achieve highest average PSNR values among 10 real noisy images [45] . In fact, we adopt the pre-trained CNN denoiser (IRCNN [19] ) in our model, which serve as a solver of u subproblem. If we trained the specific networks for certain denoising tasks, the restored results by proposed model will be further improved.
V. CONCLUSION
We propose a variational mixed noise removal model integrating the CNN deep learning regularization. The variational based fidelity is originated from the EM process treated as the estimation of noise distribution, which can measure the discrepancy between the true value and the observed data accordantly. The CNN based regularization shows better noise removal performance, since CNN can seize more image prior existing in the natural images through training process of large amount of labeled samples. To fill the gap between variational framework and nonlinear CNN regularization, we employ the well-known operator splitting method to separate our model into four parts: noise removal (based on CNN regularization), synthesis, parameters estimation and noise classification, where each step can be optimized efficiently including CNN based denoising since the corresponding subproblem is a standard Gaussian additive model which can be solved by differnet kinds of learning based denoisers.
In fact, parameters estimation and noise classification which come from EM process play a fatal role in the CNN based noise removal step. The EM noise estimation can improve the performance of CNN denoiser. Besides, since the CNN denoiser is data-dependent, if the noise distribution or noise level is not included in the sample database, the restored image is always undesirable. The image synthesis process can partly release the sample-dependent effect shown in our experiments. The key point of our model is integrating the CNN regularization into a EM based variational framework to remove mixed noise. In the future, we will extend the idea into other image processing problem, such as CNN regularization based segmentation and registration.
