A majority of neural networks applications to date use some form of Multi-Layer Perceptron (MLP) due to its universal approximation (White, 1992) and the compactness of its representation (Fig. 1) . Since selection of a network structure and its parameters is usually done by trial and error (Najjar et al., 1997) , use of commercial neural network software is convenient in finding the best network model with ease.
In this study, NeuralWorks Predict software (NeuralWare, Carnegie, PA) was employed to build models. Typically, Predict® constructs the actual MLP neural network incrementally using cascade learning for determining a suitable number of hidden nodes (Fahlman and Lebiere, 1990 ) and it does not assume a fixed number of hidden units in advance (Gosukonda et al., 2015) . Acta Technologica Agriculturae 2 Nitra, Slovaca Universitas Agriculturae Nitriae, 2017, pp. 29-35 Prediction of thermal ProPerties of sweet sorghum Bagasse as a function of moisture content using artificial neural networks and regression models Ramana GoSUKoNdA*, Ajit K. MAHAPATRA, daniel EKEFRE, Mark LATIMoRE, Jr.
College of Agriculture, Family Sciences and Technology, Fort Valley State University, Fort Valley, USA Artificial neural networks (ANN) and traditional regression models were developed for prediction of thermal properties of sweet sorghum bagasse as a function of moisture content and room temperature. Predictions were made for three thermal properties: 1) thermal conductivity, 2) volumetric specific heat, and 3) thermal diffusivity. Each thermal property had five levels of moisture content (8.52%, 12.93%, 18.94%, 24.63%, and 28.62%, w. b.) and room temperature as inputs. data were sub-partitioned for training, testing, and validation of models. Backpropagation (BP) and Kalman Filter (KF) learning algorithms were employed to develop nonparametric models between input and output data sets. Statistical indices including correlation coefficient (R) between actual and predicted outputs were produced for selecting the suitable models. Prediction plots for thermal properties indicated that the ANN models had better accuracy from unseen patterns as compared to regression models. In general, ANN models were able to strongly generalize and interpolate unseen patterns within the domain of training. Graphical representation of MLP ( Fig. 1) shows the input layer consisting of two neurons which correspond to moisture content and temperature of SSB. The output has one neuron representing a single thermal property such as k, C P , or α. In this study the internal activity of neuron was transformed through a non-linear sigmoid function. When the transfer function is sigmoidal, the process of solving for the weights for a single processing element is equivalent to logistic regression (Sarle, 1994) . The objective function, RMS error, was used to measure how closely the outputs of the network match the target outputs in the training data set.
ANN learning algorithms
Backpropagation (BP) and Kalman Filter (KF) learning rules were used because they minimize the expected value of error incrementally (Ruck et al., 1992) . Also, KF has the inherent ability to suppress noisiness of the data (Haykin, 1999) . The data sets were assumed to contain moderate to high noisiness during the model development.
Collection of thermal properties data
The data were obtained from experiments conducted at the Food Engineering Laboratory, Fort Valley State University that measured three thermal properties of SSB as a function of moisture content (%, w. b.). The measured (outputs) thermal properties were:
). Thermal properties were measured at five levels of moisture content (8.52%, 12.93%, 18.94%, 24.63%, and 28.62%, w. b.). Since the room temperatures were not constant, the temperature was included as an input variable for model development.
ANN training, testing, and validation
Each data set was subdivided for training, testing, and validation of ANN models. Training data were fed to ANN models to produce a formula that can capture essential relationships between moisture content (input) and thermal properties (output) and then they were subjected to generalization using testing data set, in which performance of model's interpolation was measured from a new set of inputs (i.e., testing data) to corresponding outputs. Validation set was independent of the training and testing data sets as it consisted of a separate set of records that were selected from the pool of available records. Validation data set was used to cross-test the prediction performance of ANN models (Plutowski and White, 1993) . There were 150 records in each data set, of which 69 records were used for model training and 31 records for its testing. Remaining 50 records were used for validation of the model (Table 1) . 
Selection of an optimal ANN configuration
Several network configurations were approached empirically and performances were compared using statistics with respect to training and test data sets. They were correlation coefficient (R, calculated using Pearson regression), standard deviation, average absolute error (Avg. Abs), maximum absolute error (Max. Abs), root mean square error (RMS), accuracy (the percent of predicted values that lie within 20% of their corresponding target output), and 95% confidence interval, mean relative percentage residual (MRPR), bias factor, and mean absolute relative residual (MARR). Best models were selected based on R values, as they measured the strength and direction of a linear relationship between predicted and targeted values. The evaluation of R 2 (coefficient of determination) is an inadequate measure for nonlinear models (Spiess and Neumeyer, 2010) , as it requires its error term to be distributed normally.
Statistical modelling
To compare with ANN models, statistical regression models were developed to evaluate the quantitative impact of factors of interest (i.e., moisture content and room temperature) on the thermal properties of SSB. Following the same pattern as in the ANN modelling, 100 of the 150 measured values were used to fit the regression model (Table 1 ) and the remaining 50 observations were used to validate the model. Models were developed using PRoC REG (regression procedure) and GLM (general linear models) procedures of Statistical Analysis Systems (SAS version 9.3). Prediction values were averaged for plotting the performances of models at each moisture level, as discussed by Wang and Brennan (1993) .
Regression equations
With multiple comparisons among linear, nonlinear, and polynomial models, the following regression equations were selected because of their better fit with the experimental data with relatively lower standard deviation and a larger regression coefficient. Performance of ANN and statistical models:
Performances of ANN and regression models for prediction of thermal conductivity (k), volumetric specific heat (C p ), and thermal diffusivity (α) of SSB were shown in Table 2 . Though the data were partitioned to be used in training and testing phases of models, the software still used test data records implicitly during the model building. Heuristics involving performance on the test data were used as well to guide the choices during model building (NeuralWorks Predict®, 2013) . For this reason, the performances (R value and STd) of training and test data sets were combined and shown as results of "training" column in Table 2 . In general, ANN models trained with both BP and KF rules produced R values of 0.77 and 0.74 for thermal conductivity, 0.78 and 0.64 for specific heat, and 0.85 and 0.84 in the training phase, respectively. ANN trained with KF produced the highest R value (0.95) for predicting thermal diffusivity.
The range of R values produced by regression models on input (training data) were 0.73, 0.77, and 0.84 for thermal conductivity, specific heat, and thermal diffusivity, respectively (Table 2 ). Regression models followed the similar patterns as those of ANN models. Table 3 shows the comparison of selected statistical indices. The MRPR results on validation data indicated that both ANN and regression models have over-predicted thermal conductivity (from 8% to 14%), and thermal diffusivity (from 13.45% to 14.33%), but under-predicted specific heat by 2.23% to 4.05%. The bias factor values for specific heat for both ANN and the regression models were close to one indicating that there was no systematic bias (under or over protection). Mean absolute relative residual (MARR, %) and accuracy factor are similar statistics, where they both measure the average deviation of predicted values from experimental values. The difference between these two is that an MARR value of 3.37 for specific heat by ANN model trained with KF indicates that the predicted values are either 3.37% above or below the experimental values. However, for (Jeyamkondan et al., 2001) ). In general, ANN performed better than regression models in predicting specific heat and thermal diffusivity, whereas regression models were better in case of thermal conductivity.
Comparison of statistical indices

Performance of models in predicting thermal conductivity
As compared to regression (R = 0.73), ANN models better exhibited the patterns of measured values (R = 0.77 and 0.75 for BF and KF rules, respectively) on training data set (Fig. 2) . Similar trends were observed as well on validation data set by the BP and KF rules (Fig. 3) . The results indicated that KF produced slightly better correlation (R = 0.75) than BP rule (R = 0.72) and regression (R = 0.67 (Table 2) ).
Although models run on training data produced higher R values as compared to models run on validation data (Table 2) , the correlation values produced on validation data 
Performance of models in predicting specific heat
The Figs. 4 and 5 indicated that BP rule had better performance over KF and regression as its patterns were in alignment with the experimental values where the specific heat decreased with the increase in moisture content. Pair-wise comparisons of models on validation sets revealed that BP rule differed significantly (p <0.001) from regression and KF. However, no difference was observed between KF rule and regression. Performances on training data (Table 2) indicated that there was no significant difference between BP (R = 0.78) and regression (R = 0.77), but KF interpolated better (R = 0.71) than the other two models (R = 0.52).
Performance of models in predicting thermal diffusivity
The prediction performance on train data (Fig. 6 ) by all the models was comparable, as their R values were 0.84, 0.85, and 0.84 for regression, BP and KF, respectively (Table 2) . However, KF interpolated (Fig. 7) robustly (R = 0.95), followed by BP (R = 0.78) and regression model (R = 0.76). This could be due to KF's inherent ability to suppress noisiness in data (Sargent, 2001 ). The models support the experimental results, where the thermal diffusivity increased with the increase in moisture.
Conclusions
This study demonstrated that both ANN models and traditional multiple regression techniques could be used to predict thermal properties of sweet sorghum bagasse as a function of moisture content and room temperature. The main advantage of neural network models over statistical models was their ability to recognize the relationship between input and output data sets without specifying a priori relationship. Both KF and BP learning algorithms of multilayer perceptron have better correlation factors over regression models, especially in interpolating unseen patterns. Artificial neural networks models are similar to statistical techniques such as regression, especially when the emphasis is on prediction. This could be one of the explanations why the R values of regression were so close to that of ANN models. 
