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Abstract. Recently, flood damages has become social problem owing to unex-
perienced weather condition behind climate change. An initial response to heavy 
rain and high water condition are important for mitigating social loss and faster 
recovery. The spatiotemporal precipitation forecast may contribute the higher ac-
curacy of dam inflow prediction forward more than six hours for flood damage 
mitigation. This paper proposes a rain code approach for spatiotemporal precipi-
tation forecasting. We insights a novel rainy feature fusion that represents a tem-
poral rainy process including several hourly sequences. We demonstrates various 
range of rain code studies based spatiotemporal precipitation forecasting using 
the ConvLSTM. We applied to a dam region within the Japanese rainy term 
hourly precipitation data, under 2006 to 2019 around 127 thousands hours, every 
year from May to October. We apply the radar analysis hourly data on the central 
broader region with 136×148 km square, based on new data fusion “rain code” 
with multi-frames range sequences. Finally we comments some remarkable ca-
pabilities and practical lesson for strengthen forecasting range. (169words) 
Keywords: Forecasting Precipitation, Spatiotemporal Precipitation, Rain Code 
Fusion, Multi-frames Feature, ConvLSTM. 
1 Objective 
1.1 Related works and papers 
Deep Learning Methods for Water Resources. Sit et al. [1] provided a comprehen-
sive review of literature to grasp existing research which incorporates deep learning 
methods in the water sector, with regard to monitoring, management, governance and 
communication of water resources, and served as a guide to utilize deep learning meth-
ods for water resources. There were 315 articles published in 2018 to 2020 up until the 
end of March, excluded with vision paper, editorial, and review papers. Surprisingly, 
among the reviewed papers, the CNNs and LSTMs were most widely investigated ar-
chitectures. They explain one of aspects with their respective success in matrix predic-
tion and sequence prediction, tasks that have high importance in hydrologic modelling. 
In the field of weather forecasting, the CNNs and LSTMs are also used at the task of 
quantitative precipitation estimation. Since the prediction of precipitation generally is 
a time series problem, the usage of LSTM architecture is common on this task. Wu et 
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al. [2] design a fusion model, which is a combination of CNN and LSTM, to improve 
quantitative precipitation estimation accuracy. The proposed model uses multi-modal 
data as satellite data, rain gauge data, and thermal infrared images. The performance of 
the CNN-LSTM model is better than the comparative models, such as CNN, LSTM, 
and MLP. Yan et al. [3] use a CNN model to forecast short-term precipitation with the 
help of radar reflectance images for a local area in China. As a dataset, the radar reflec-
tion images and the corresponding precipitation values for one hour are collected. The 
model takes the images as inputs and returns the forecast value for one-hour precipita-
tion. Chen et al. [4] focus on precipitation nowcasting using a ConvLSTM model. The 
model accepts the radar echo data in order to forecast 30 or 60 minutes of precipitation 
value. Therefore, in the field of weather forecasting, the CNNs and LSTMs were mainly 
applied to the short-term precipitation “nowcasting” with a limitation of the forecasting 
range of only 30 to 60 minutes. 
Spatiotemporal Sequence Precipitation Forecasting. Shi et al. surveyed the forecast-
ing multi-step future of spatiotemporal systems based on the past observations. They 
summarized and compared many machine learning research works from a unified per-
spective [5]. These methods are classified two categories such as the classical method 
and the deep learning method. The former is subdivided into the Feature-based methods, 
State space models, and Gaussian process. The latter contains the Deep temporal gen-
erative models, and Feedforward neural networks (FNN) and Recurrent neural net-
works (RNN) based models. Among these research, there are some remarkable methods 
for spatiotemporal precipitation forecasting such as the ConvLSTM [6], TrajGRU [7], 
PredRNN [8-9] and so forth. Though the state-of-art method is applicable to the bench-
mark Moving MNIST and regularized generated movies, but only two or three time 
step short-range forecasting is limited for the real-world weather prediction owing to 
the chaotic phenomena and non-linear complexity of spatiotemporal measurement.  
On the other hand, in the field of urban computing such as air quality forecasting 
[10] and traffic crowd prediction [11], the architectures of convolutional neural network 
and LSTM enable to predict 48 to 96 hours forecasting and peak hour demand forecast-
ing [12]. However, in case of precipitation forecasting toward uncertain extreme 
weather, it is difficult to predict more than 3 hours longer range forecasting beyond 
short-term nowcasting, for example 30, 60 minutes, and 2 hours [4][13]. In order to 
mitigate flood damage, it is critical to stretch the predictability of precipitation fore-
casting so as to predict dam inflow and control outflow to the down-stream region.  
Stretch Predictability of Precipitation Forecasting. Training the RNN algorithm has 
two problems, the vanishing and exploding gradient analysed by Pascanu et al. [14]. A 
RNN model is proposed in the 1980’s for modelling time series, for example [15]. They 
suggested that we allow connections among hidden units associated with a time dely. 
Through these connections the model can retain information about the past inputs, en-
abling it to discover temporal correlations between events that are possibly far away 
from each other in the data (a crucial property for proper learning of time series)[16].  
This crucial property of time series is similarly fitted to the property of spatiotemporal 
sequence. Not like a simple location fixed regular grid, the irregular moving coordinate, 
that is more complex property, which makes more difficult to learn the information 
from the past inputs. In practice, standard RNNs are unable to store information about 
historical inputs for very long, and the network ability is limited to model long-range 
dependence [17]. Of course, a lot of revised network strategy are proposed such as 
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stacked LSTM [18], memory cell with peepholes connection, composite model to copy 
the weights of hidden layer connection and so forth [19]. However, it is not yet com-
pletely solved to represent future long-range moving from the previous spatiotemporal 
inputs. This paper proposes a new insight “rain code” feature composed on the multi-
frames inputs using a standard ConvLSTM algorithm. We also demonstrates training 
results rain code based precipitation forecasting using a real-world spatiotemporal data.  
 
1.2 Rain Code Fusion based Precipitation Multi-frames Forecasting  
Recently, flood damages has become social problem owing to unexperienced 
weather condition behind climate change. An initial response to heavy rain and high 
water condition are important for mitigating social loss and faster recovery. The spati-
otemporal precipitation forecast may contribute the higher accuracy of dam inflow pre-
diction forward more than six hours for flood damage mitigation. Especially in Japan, 
it is critical to predict the six hours forecasting legally requested on the basic policy 
strengthening flood control function of existing dam [19]. In order to avoid the social 
loss owing to coming heavy rain and typhoon, we will tackle to predict at least six hours 
before flood situation. The dam manager can announce the down-stream residential 
people about the hazardous flood scenario. Then the elder person and children will be 
able to escape the safety facilities. Therefore, the six hours forecasting precipitation is 
crucial for mitigating the flood damage and preventing down-stream people safety.   
This paper proposes a rain code approach for spatiotemporal precipitation forecast-
ing. We insights a novel rainy feature fusion that represents a temporal rainy process 
including several hourly sequences. We demonstrates various range of rain code studies 
based spatiotemporal precipitation forecasting using the ConvLSTM. We applied to a 
dam region within the Japanese rainy term hourly precipitation data, under 2006 to 2019 
around 127 thousands hours, every year from May to October. We can use the raider 
analysis hourly data on the central broader region with 136×148 km square, based on 
new data fusion “rain code” that contains hourly sequences such as 3, 4, 6, and 12.  
2 Modelling 
2.1 Multi-frames based Forecasting Precipitation Method 
Two time step range forecasting using ConvLSTM.  
This paper proposes a rain code based spatiotemporal precipitation forecasting. We in-
troduce a new rainy feature fusion that represents a temporal rainy moving including 
multi-frames of hourly sequence. We demonstrates various range of multi-frames stud-
ies based spatiotemporal precipitation forecasting using the standard ConvLSTM [6]. 
We build the 2-layer LSTM networks and the each post layer is ReLU activation. The 
target size is 80×80 pixels and the format is grayscale, filter size of hidden layer is 80. 
The loss function is the cross entropy. The gradient optimizer is RMSProp with the 
weight of square gradient decay 0.95. The learning rate is 0.001. We confirm that it is 
feasible to predict the two time step forecasting precipitation dataset in this study.  
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Rainy data fusion of multi-frames feature: Rain Code novel insight.  
Fig. 1 shows an ordinary single-frame based input feature and target output sequence 
for precipitation forecasting. For example, in case of hourly unit sequence, the left-side 
images are the past three hours sequence. The right-side images are the forward three 
hours target sequence. This single-frame unit window contains the total six hours se-
quence precipitation. The dataset for the ordinary ConvLSTM is repeated by single-
frame unit sliding window.  
 
 
Fig. 1. An ordinary single-frame unit input and output for precipitation forecasting   
 
Fig. 2. Proposed “Rain Code” based multi-frames input and output for precipitation forecasting   
In contrast, Fig. 2 shows a proposed multi-frames based input rain code and target out-
put rain code for longer-term precipitation forecasting. In case of three hours multi-
frames rain code, the left-side rainy process feature is unified by the past three hours 3-
frames rain code. The right-side process fusion is composed by the forward three hours 
target 3-frame rain code. From a new insight, this multi-frames window contains only 
two rain codes. A new dataset for the rain code based ConvLSTM is created by multi-
frames sliding window more compactly. The rain code based training enables to learn 
simultaneously rainy process feature among three hours. When we predict two time 
step forecasting using three-frames based rain code, in result it is feasible to predict six 
hours forward precipitation forecasting.  
3 Applied results 
3.1 Training and Test Dataset 
We use the open source of the Radar/Rain gauge-Analysed Precipitation data [20], 
which are provided by Japan Meteorological Agency since 2006. They are updated 
every 10 minutes with a spatial resolution of 1 km. The Past data with a time interval 
of 30 minutes are displayed and also downloaded. Figure.3 shows a display example of 
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real-time flood risk map at 15:10 JST, 30 September 2020. In addition, the forecasts of 
hourly precipitation up to 6 hours ahead are updated every 10 minutes with a spatial 
resolution of 1 km. Forecasts of hourly precipitation from 7 to 15 hours ahead are up-
dated every hour with a spatial resolution of 5 km.  
The author focused on the one of dam on Kanto region with area of around 100 km 
square. We apply to this dam region within the Japanese rainy term hourly precipitation 
data, under 2006 to 2019 around 127 thousands hours, every year from May to October. 
We downloaded and cropped the Radar Analysed Precipitation data on the dam central 
broader region with 136×148 km square, whose location is near the bottom left-side 
of mount Fuji shown as Figure.3. We aggregates 20×20 equal 400 grids. 
 
 
Fig. 3. A case study region at Kanto and an example of the real-time flood risk map                
(https://www.jma.go.jp/en/suigaimesh/flood.html)  
Table.1 shows the percentile of hourly precipitation from 2006 to 2019 in total 14 
years at the study region with 136×148 km square. In order to enhance the intensity of 
precipitation, we aggregates 1km unit mesh into sub-group of 20×20 grids(i, j =
1, … ,20). Among 14 years, 81 percent of term has no precipitation, so this precipitation 
dataset is sparse. We exclude the empty term that contains zero precipitation sequence 
always 12 hours. We transform the mini-max form 𝐵𝑖𝑗 = (𝐴𝑖𝑗 −min⁡{𝐴𝑖𝑗})/
(𝑚𝑎𝑥{𝐴𝑖𝑗} − min⁡{𝐴𝑖𝑗}) so as to range from zero to one. In order to efficiently learn 
the model, we also exclude almost zero precipitation always 12 hours, whose grid pre-
cipitation is less than the threshold 1E+6 pixel counts. We set several thresholds and 
prepare grayscale mask of dataset candidates, so we select a practical level. Therefore, 
the rain code dataset with three frames results in the number of 37 thousands. The train-
ing data window includes three-frames based rain codes from 2006 May to 2018 Octo-
ber. The test dataset windows contains the last 30 windows with three hours input rain 
code and three hours output rain code, whose 6-frames are multiplied by 30 rain code 
set into 180 hours test sequence at 2019.      
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Table 1. Percentile of hourly precipitation from 2006 to 2019 at 136×148 km square region, 
whose area are aggregated by sub-group of 20×20 grids. 
Percentile Grid precipitation Percentile Grid precipitation  
82% 0.008mm/hr 99.9% 15.25mm/hr 
85% 0.10mm/hr 99.99% 32.18mm/hr 
90% 0.40mm/hr 99.999% 50.65mm/hr 
95% 0.92mm/hr 99.9999% 71.52mm/hr 
97% 1.89mm/hr 99.99999% 93.80mm/hr 
99% 4.70mm/hr Maximum 106.37mm/hr 
 
3.2 Trained Results 
Figure.4 shows the training loss process of 3 hours 1×3 frames based rain code. We 
set 24 windows as the number of mini-batch, and we trained 10 epoch around 1300 
iterations. It takes 2 hours 24 minutes, the loss process reached at a stable level.     
 
 
Fig. 4. Training loss process of 3 hours 1×3 frames-range rain code.  
3.3 Forecasting Rain Code based Results 
Figure. 5 shows four test sets of prediction results that contains the “ground truth” 
of rain code (first line) and the 2 time step rain code based “forecasting result” (second 
line), where each image is a rain code feature composed by 3 hours range of 1×3 
frames.  Though the forecasting results a bit blurred and more narrow region than the 
ground truth region, but rainy locations of precipitation are almost accurate.   
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Fig. 5. Ground truth (first line) and Two time step forecasting results (second line)                
based on 3 hours 1×3 frames rain code. 
3.4 Frame Accuracy Indices Computing RMSE, MAE 
Figure. 6 shows a Plot of root mean square error (RMSE) of 1- and 2-time step rain 
code based forecasting test results. Here, the number of test rain code is 12 cases. Each 
RMSE is computed into the range from 0 to 8, and the average RMSE among 12 cases 
is around 4 level. Both the increasing error and the decreasing error occurred, this is 
because test rain code have variation of precipitation region. The pattern of rain code 
feature (precipitation process) within three hours classified such as thin rain, decreasing 
rain, mid rain, increasing rain, and heavy rain and so forth. The less rainy region, the 
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less prediction error, vice versa. Two average RMSEs are almost same level under 1- 
and 2-time step rain code based forecasting results.  
 
 
Fig. 6. Plot of RMSE of 1- and 2-time step forecasting tests based on 3hours rain code. 
 
Fig. 7. Plot of MAE of 1- and 2-time step forecasting tests based on 3hours rain code. 
Figure. 7 shows a Plot of mean absolute error (MAE) of 1- and 2-time step rain code 
based forecasting test results. Each MAE is computed into the range from 0 to 3.5, and 
the average MAE among 12 cases is around 1 level. Both the increasing error and the 
decreasing error also occurred owing to the variation of precipitation region on each 
test rain code. As same as RMSE, the less rainy region, the less prediction error, vice 
versa. Two average MAEs are almost same value under 1- and 2-time step forecasting 
results based on 3-frames rain code. Therefore both RMSE and MAE are not unstable.  
9 
3.5 Various Multi-frames Size of Rain Code based Training Results and 
Accuracy Indices 
Table. 2 shows several training results and prediction error indices with various size 
of rain code of multi-frames size. We all trained the unified target size of 80×80, if the 
original rain code size is different from the target size then we resize it into the unified 
size. However, we computed the prediction error indices resized back to the initial rain 
code pixel size. Compared with four cases, the size of 2×2 frames rain code outperform 
accuracy indices with both RMSE and MAE. This is because the shape of rain code is 
square, but the other shape of rain code is rectangle, so the resized unified size operation 
and back to the original size influences a little information loss of rainy feature. Surely, 
the more multi-frames size, the more error of rain code based forecasting results. 
Table 2. Training results and indices with various size of rain code of multi-frames. 
Rain code  
multi-frames size 
Training time RMSE MAE 
3 (1×3frames) 2hours 24min. 
(10 epoch) 
3.87 1.05 
4 (2×2frames) 1hours 52min. 
(10 epoch) 
3.68 1.02 
6 (2×3frames) 1hours 14min. 
(10 epoch) 
4.45 1.25 
12(3×4frames) 1hours 12min. 
(20 epoch) 
6.96 2.43 
4 Concluding Remarks 
4.1 New Insight of Multi-frames Feature for Spatiotemporal Forecasting 
This paper proposed a rain code approach for spatiotemporal precipitation forecasting. 
We insights a novel rainy feature fusion that represents a temporal multi-frames includ-
ing spatial intensity sequences. We demonstrated various hourly range of rain code 
studies using the algorithm of ConvLSTM for more than 6 hours forward precipitation 
forecasting. We applied to a dam region within the Japanese rainy term May to October 
around 37 thousands hourly precipitation data since 2006 to 2019. We used the radar 
analysis hourly data on the central broader region with 136×148 km square, where we 
trained the rain code based multi-frames sequences dataset with 3 hours of 1×3 frames-
range. Though the forecasting results a bit blurred and more narrow region than the 
ground truth region, but rainy locations of precipitation were almost accurate. We 
demonstrated several training results and prediction error indices with various size of 
rain code of multi-frames size. Compared with four cases, the size of 2×2 frames rain 
code outperform accuracy indices with both RMSE and MAE. The rain code based 
approach has technical merit that enables to predict more than six to eight hours pre-
cipitation forecasting using ConvLSTM forward two time step.  
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4.2 Future Works to Stretch Forecasting Range for Dam Inflow Prediction 
This paper used the algorithm ConvLSTM for rain code based spatiotemporal forecast-
ing. Though convolutional long-short term memory has limitation with the forecasting 
time step, we can predict the two time step forecasting under the 2-layer ConvLSTM 
network. Not like the revised network such as zigzag transformation, dense connection, 
we can predict more than six hours forward precipitation forecasting using the standard 
convolutional recurrent network. The main objective for the authors is to predict the 
dam inflow toward high water flood under heavy rain. As the input of a dam inflow 
training, we will utilize the more than six hours forward precipitation feature for ma-
chine learning the target dam inflow variable. This paper focused on the rain code of 
multi-frames precipitation feature, but there are another important weather code, for 
example sea surface temperature. Such a weather movie data is usable for multi-frames 
based spatiotemporal forecasting. Furthermore, on the ground digital sensing such as 
river water level, when we could set many sensors at multi-area and also monitor tem-
porally the weather intensity, we believe that our multi-frames based method enable to 
apply the sequences of intensity images to stretch the future forecasting range using 
convolutional LSTM architecture and parallel computing.          
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5 Supplementary 
5.1 Forecasting Rain Code based Results and Accuracy based on 2×2 frames 
Figure. 8 shows six test sets of prediction results at each line that contains the “ground 
truth” of rain code (left-side) and the 2 time step rain code based “forecasting result” 
(right-side), where each image is a rain code feature composed by 4 hours range of 2×
2 frames. This square frame size is the most accurate case that outperform RMSE and 
MAE than other rectangle shape of multi-frame size, shown as Table. 2.    
 
 
 
 
 
 
 
Fig. 8. Ground truth (left-side) and 2 time step forecasting results (right-side)                           
using 2×2 frames 4 hours rain code. 
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Figure. 9 shows a Plot of root mean square error (RMSE) of 1- and 2-time step rain 
code based forecasting test results. Here, the number of test rain code is 12 cases. Each 
RMSE is computed into the range from 0 to 10, and the average RMSE among 12 cases 
is around 3.5 level. In addition, Figure. 10 shows a Plot of mean absolute error (MAE) 
of 1- and 2-time step rain code based forecasting test results. Each MAE is computed 
into the range from 0 to 7.5, and the average MAE among 12 cases is around 2 level. 
 
 
Fig. 9. 2×2frames : Plot of RMSE of 1- and 2-time step forecasting tests                              
based on 2×2 frames 4 hours rain code. 
 
Fig. 10. 2×2 frames : Plot of MAE of 1- and 2-time step forecasting tests                             
based on 2×2frames 4 hours rain code. 
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5.2 Forecasting Rain Code based Results and Accuracy based on 3×4 frames 
with Padding 1×4 mask 
Figure. 11 shows six test sets of prediction results at each line that contains the “ground 
truth” of rain code (left-side) and the 2 time step rain code based “forecasting result” 
(right-side), where each image is a rain code feature composed by 12 hours range of 3
×4 frames. Though this initial frame size is rectangle, but we added the padding 1×4 
mask at the bottom in order to keep the ratio of row-column to be the square shape.   
 
 
 
 
 
 
 
Fig. 11. Ground truth (left-side) and 2 time step forecasting results (right-side)                        
using 3×4frames 12 hours rain code with padding 1×4 mask. 
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Figure. 12 shows a Plot of root mean square error (RMSE) of 1- and 2-time step rain 
code based forecasting test results. Here, the number of test rain code with 3×4 frame 
is 12 cases. Each RMSE is computed into the range from 0 to 30, and the average RMSE 
among 12 cases is around 10 level. In addition, Figure. 10 shows a Plot of mean abso-
lute error (MAE) of 1- and 2-time step rain code based forecasting test results. Each 
MAE is computed into the range from 0 to 20, and the average MAE among 12 cases 
is around 5 level. 
 
Fig. 12. 3×4frames : Plot of RMSE of 1- and 2-time step forecasting tests                          
based on 3×4frames 12 hours rain code with padding 1×4 mask. 
 
Fig. 13. 3×4frames : Plot of MAE of 1- and 2-time step forecasting tests                               
based on 3×4frames 12 hours rain code with padding 1×4 mask. 
