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Joint Aerial-Terrestrial Resource Management in
UAV-Aided Mobile Radio Networks
Roberto Verdone, Silvia Mignardi
Abstract—This article addresses the issue of joint aerial-
terrestrial resource management in mobile radio networks sup-
ported by an unmanned aerial vehicle (UAV) operating as
network node and discusses the potentials of a true integration
between the terrestrial and the UAV components of the network.
A simulation campaign shows that, by properly optimizing the
system parameters related to the UAV flight, a single UAV can
bring a significant improvement in network throughput for a
wide service area. The use of a joint radio resource management
(RRM) approach, where the UAV and terrestrial base stations
operate in a coordinated manner, brings significant advantages
with respect to different algorithms.
INTRODUCTION
In the next few years, research will address the long
term evolution of the 5th generation (5G) of mobile radio
communications. It is expected that in dense areas, like urban
environments, data traffic demand will soon increase by orders
of magnitude [1]; this will be mostly due to video uploads and
downloads requested by human users, and machines. In this
context, the ability of the network to adapt efficiently to traffic
demand evolutions in space and time, will be a key issue; this
requires a degree of network flexibility much higher than in
the past.
One way to achieve this flexibility, is by moving infrastruc-
ture nodes, reacting to the fast temporal/spatial variations of
traffic demand. In this article (see Fig. 1) we assume that the
terrestrial network is supported by an aerial component made
of autonomous UAVs that carry on board base station (BS)
equipment [2]. The main advantages of using UAVs in urban
environments lie in:
• the ability to adapt the network infrastructure deployment
to the current traffic demand,
• the ease to establish links with ground user equipments
(UEs) having high Signal-to-Noise-Ratio (SNR),
• the possibility to improve service coverage and capacity
where terrestrial base stations (TBSs) are ineffective.
UAVs might be carrying BSs with full capabilities, relay
nodes, or the radio unit (RU) only of a BS. In the first two
cases, UAVs will be equipped with a back-haul technology
to ensure proper connectivity with the rest of the (terrestrial)
network; in the latter, a front-haul will be needed to connect
the RU to base band unit. In both cases the UAVs will require
a high or very high capacity link with some radio ports
deployed in the terrestrial component of the network. Owing
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Fig. 1. An UAV-Aided Mobile Radio Network.
to the ease of achieving a Line-of-Sight (LoS) link between
a UAV and properly deployed radio terrestrial ports, the
connectivity might be ensured by millimeter-wave or visible
light technologies.
The first studies in the literature related to UAVs analyzed
the air to ground (ATG) channel model, like [3]. The effects of
LoS probability and the impact of the elevation angle between
the UE on the ground and the UAV, were modeled.
For what concerns resource management, [4] investigates
optimal resource allocation mechanisms for cluster heads
(CHs) and UAV links with the goal of minimizing the trans-
mission power in CHs while meeting the rate requirements
of IoT devices. In [5], scheduling for UAV-aided networks is
addressed, with the aim of achieving the maximum system
performance in terms of encounter rate and energy efficiency.
For what concerns UAVs deployment, Authors in [6] find
dynamic 3D trajectories to connect all IoT devices at their
activation time. They optimize jointly the transmission power
of machine nodes, the overall energy for UAV mobility and the
choice of each UAV next stop. In [7] considerations on the use
of radio maps to drive UAVs are introduced, in order to exploit
the effective environment dependent path loss. A discussion
on the integration of UAVs in the next generation network
is presented in [8]. Moreover, UAVs operate together with a
cellular network in [9], where a delay-optimal cell association
for ground users is proposed through optimal transport theory.
In [10] UAVs mount a pico cell radio equipment and their
efficiency in placement is compared to the static infrastructure
counterpart. Furthermore, the Authors in [11] consider to
offload traffic from the terrestrial network through a proactive
deployment of drone-cells; it depends on three types of traffic
and there is no interference between the ground network and
the UAVs.
In [12], UAVs mount equipment of relay nodes not inter-
fering with TBSs; the proposed model uses density and cost
functions to calculate areas with higher demand and multiple
UAVs are deployed depending on the beforehand expressed
needs. First works studying the integration of terrestrial in-
frastructure and aerial platforms find an example in [13].
Authors analyze aspects such as radio access, backhaul links
and coverage introduced by multiple drone-cells. However,
they mainly focus on uplink machine type communication
and do not consider a joint system resource management that
includes trajectory planning.
In summary, some works in the literature already address
the potential of UAV-aided mobile radio networks. Most of
them consider the optimal placement of UAVs over the area to
be served, in static scenarios where neither UAVs nor ground
users move. In almost no case the issue of RRM is considered.
On the contrary, we focus here on RRM issues in a dynamic
environment where the offered traffic evolves and UAVs fly
at given speed. We believe that the integration of the aerial
component in the context of the 5G network architecture,
and the options for exploitation of a common pool of radio
resources, are topics of potentially paramount relevance, not
extensively addressed yet. In particular, in this article we study
the delivery of high throughput services to users on the ground
with non stringent delay constraints. Indeed, the advantages
of using UAVs in urban environments are constrained by their
limited speed and the time to reach users to offer their services.
It is worth noting that the real-time identification of the optimal
route of the UAVs, is a problem that should be addressed
jointly with RRM. In fact, the UAV position, being a degree
of freedom, can be seen as an additional dimension in the
resource pool to be administered by L2 and L3 radio resource
assignment algorithms. Results based on dynamic simulations
are shown to support the discussion.
This work is organized as follows. After introducing the
main achievements in scientific literature, we illustrate the
network model and the urban 5G scenario considered. We
propose a feasible approach for the system management and
UAV’s trajectory selection. Then, we analyze the RRM issues,
focus of this work. In conclusion, numerical results and final
discussion are presented.
NETWORK MODEL
In this article, we refer to a scenario that will highlight
the potential performance improvements achievable through
integration of the aerial and terrestrial network components.
Network Architecture
5G network architectures will rely on approaches based
on SDN (Software Defined Networking). An Orchestrator
will be responsible, among other, of the global management
of network resources; SDN controllers will locally manage
resources made available by the physical network. We assume
(see Fig. 2) that the mobile architecture network orchestrator
(MANO) will include an interface towards a UAV network
controller (UANC) that will be responsible for both managing
the radio resources assigned by UAVs, and defining their
missions and trajectories. Through this interface, the UANC
will be aware of all information related to the ground user
traffic demand, and how the TBSs are serving it. In particular,
a common assumption made in scientific literature is that
the UAVs are aware of the positions of the ground users
they have to serve; moreover, we can assume that the UANC
has real-time information on the performance indicators and
the resources exploited in all links between TBSs and UEs.
Furthermore, the MANO, being able to track user locations,
can decide to issue an handover for users between a UAV,
under the UANC control, and the TBSs. In fact, the RRM
algorithms perform re-assignment of all radio resources at each
time step.
Fig. 2. Reference network architecture.
Services of Interest
UAVs fly with limited speed. Services with stringent delay
requirements cannot benefit from the aerial component of
the network. For this reason, the scientific literature has
mainly considered two (broad) categories of delay tolerant
applications so far: video streaming, and machine-to-machine
type traffic. In the former case, the requirements set by the
application include a maximum waiting time (normally in the
order of seconds) before the uplink/downlink streaming starts,
and a minimum throughput. In the latter, the application is
often delay tolerant and requires the entire data stream to be
transferred within a time window which can be very large.
These traffic types are compatible with a service offered by
UAVs. It is worth noting that in current (and future) mobile
radio networks most of the traffic generated by users is in fact
(expected to be) of video streaming type.
In our scenario, delay tolerance has a maximum of 24
seconds and the video download size is of 25 MB. For the
sake of simplicity, we scale 5G downlink requirements to serve
UEs (see TS 22.261 of 3GPP) to a minimum of 10 Mb/s of
throughput, to reach the same quality of service at both TBSs
and UAV.
As a consequence, sum throughput, S, can be considered
as a suitable key performance indicator to assess the benefits
introduced by the aerial component of the network. S is the
sum over all UEs of the throughput perceived by each of them:
it is estimated through the Shannon formula.
Traffic Area
Most researchers are interested in urban environments,
where the spatial/time variations of traffic can be significant
and traffic volumes are large. This is the ideal scenario for an
UAV-aided network. It may include macrocells, microcells and
small cells. Some of the macrocell BSs, located on rooftops
or towers, act as UAV homes. UAVs are usually parked in
any of them (where their batteries can be recharged), moving
only when required by the traffic demand, and flying along
optimized trajectories defined according to network needs. It
is also worth noting that UAVs can be part of daily network
operation depending on their mechanical characteristics and
weather conditions. Since we are considering a future 5G sys-
tem, we can assume an improved UAV technology. Therefore,
we consider that by the time this kind of network is deployed,
the UAVs mechanics will be able to handle light-wind and
light-rain. However, in those situations in which the UAV can
not handle bad weather conditions, the UANC must call back
UAVs to their recharge stations.
In this urban context, UAVs will be required to serve
those UEs that cannot be served efficiently by the TBSs (we
will denote them as unsatisfied users). They belong to three
categories:
• UEs served with an insufficient amount of radio resources
by the TBSs,
• UEs whose links have small values of SNR,
• UEs whose links have low SIR (Signal-to-Interference-
Ratio).
In most cases, such users tend to be confined at the cell edges
where SNR and SIR are normally smaller. So, the spatial
distribution of candidate UEs will be far from uniform and
UAV trajectories will privilege cell edges.
Fig. 3. Reference urban scenario in a simulation snapshot: unserved users
are plotted.
In our simulations, we consider an L by L square urban
area, with nine TBS sites deployed on a regular square grid,
and four TBSs per site (see Fig. 3). So, each cell has an ideal
area of L2/36 square meters.
Physical Layer
From the viewpoint of the air interface implemented on the
aerial and terrestrial BSs, we refer to the LTE standard, from
Release 8. This choice is made to assess the network model,
but has no relevant impact for our final analysis. As for the
frequencies used, we consider as a reference the 3.6 GHz band,
candidate for 5G services in cities.
Most papers assume the UAVs are equipped with a fixed
directional antenna (or fixed coverage range) pointed towards
the ground, with an angle of aperture of α degrees (see e.g.
[12, 13]). In the most simplistic case, assuming no radiation
beyond this angle and constant antenna gain, the footprint on
the ground (that is, the area covered by the BS carried by the
UAV) is a circle of radius r = h · tan (α/2), where h is the
UAV height. It is worth noting that, the larger is the UAV
height, the larger is the footprint and the number of users that
can be served by the UAV; however, the potential interference
generated on other users on the ground, is also larger. Fixing
h, the larger is α, the larger is the footprint and the smaller is
the antenna gain: some papers assume that the UAV antenna
gain depends on α as Gα = 29000/α2. We add to such gain 3
dB to account for a minimum level of directivity even for large
α. It is worth noting that the antenna directivity depends on
physical aspects, like the size of the antenna and its shape, that
for UAVs are closely connected to the specific type of flying
platform used. It is out of the scope of this paper to account for
such physical aspects. The analysis on the behaviour of h and
α do not change in a real case when channel fluctuations give
a non-circular footprint shape [14]. Also, final simulations run
with a more realistic channel.
Radio Channel
TBSs serve ground users through a channel affected by
the usual impairments of urban environments: fading and
shadowing, superimposed to the power loss of free space;
typically, power loss depends on distance through an exponent
between 3 and 4, as it can be derived by the Okumura-Hata
model.
On the opposite, the UAVs, owing to their position at
considerable height (typical values are in the range 50-200
m), can serve users on the ground through a LoS link, with
power loss exponent equal to 2 and channel fluctuations kept
to a minimum. Most papers in scientific literature use an
ATG channel model (see e.g. [6, 9]) that describes the radio
propagation through a two-state model: LoS and Non-LoS
states are considered. The probability of LoS, P , depends on
the angle between the ground, and the line connecting the UE
and the UAV. The larger is the angle, the closer to one is P
[3]. In the remainder of the article, the power loss is computed
using the ATG model from [3].
UAV TRAJECTORY DESIGN
As shown previously, few papers address the optimal design
of UAV paths. The reason lies in the complexity of the topic;
in fact, the dynamic trajectory of UAVs should be defined
according to a number of factors: the position of candidate
UEs, their traffic requirements, the energy available on the
UAV, and so on. On the opposite, the optimal static placement
of a UAV can be more easily computed, once the UE positions
are known, accounting for the SNRs of all links established.
In our simulations we refer to the approach used in [2], that
accounts for many of the factors that affect the scenario.
Assume an UAV is in position Q (x, y, h) at a given instant
t, when a new direction of flight has to be chosen. The MANO
provides the UANC with the updated information on traffic
demand, and radio resources assigned by TBSs. Based on this
information:
1. the UANC groups the UEs that are unsatisfied according
to a clusterization algorithm that generates K clusters [2];
2. for each cluster (i = 1, . . ., K), its centroid is computed
starting from the knowledge of UE positions;
3. for each centroid (i = 1, . . ., K), a cost function, Ci, is
computed that accounts for all desired factors, including
the centroid distance, di, from Q;
4. the centroid with the smallest cost function is identified
(its distance from the current position is denoted as dc);
5. the UAV starts flying in the direction of the chosen
centroid and keeps the same direction till when the
centroid is reached, after a time dc/v where v is the UAV
speed;
6. during its flight, the UAV serves all UEs encountered,
that would be unsatisfied otherwise.
The main idea behind this approach is that a UAV should
fly in the direction where several users might be served; this is
the reason for using clusters. Moreover, through Ci a number
of factors can be included. In this article, we consider the cost





















• δi is the mean distance between UEs in cluster i, and
its centroid (it measures the cluster compactness and is
smaller for more compact clusters),
• Ei is the energy consumed to reach the i-th centroid,
computed as in [14, 15],
• Si is the sum throughput approximately estimated for
underlying users when the UAV is at the i-th centroid,
• F is a factor accounting for spatial fairness, avoiding
sudden U-turns (see [14]),
• F1, F2, F3 are normalizing factors (see [14]).
This approach will determine a trajectory made of a se-
quence of segments of different length. They are travelled by
the UAV at constant speed v, and height from the ground h.
Indeed, these two parameters should be subject to optimization
(in combination with the choice of the antenna aperture angle
α), as they will significantly affect network performance. This
article will highlight their role through the numerical results
shown later. Finally, note that the factor F3 accounts the fact
that a UAV spends energy and has a limited lifetime. However,
the scenario is simulated over an operation time of 30 minutes:
professional UAVs having the same endurance already exist,
and it is expected that in the coming years the technology
available for UAVs will still improve.
In the case of multiple UAVs in the scenario, the cost
function should include some factor oriented at avoiding
collisions and towards an overall performance maximization.
In this article, for the sake of brevity, we discuss the single-
UAV case.
RADIO RESOURCE MANAGEMENT
From the viewpoint of the radio resource pool used by the
aerial network component to serve the ground users, there are
several options.
Separate Frequency Bands
The simplest approach is to assume that UAVs serve the UEs
using a different frequency band with respect to the TBSs. Of
course, this excludes the presence of interference. On the other
hand, the overall spectral network efficiency is not optimized.
Most papers in the scientific literature implicitly consider this
option (see e.g. [11, 12]). We are not interested here in this
simplistic scenario.
Separate RRM Over the Same Frequency Band
Let us assume the TBSs and UAVs use the same Radio
Resource Unit (RRU) pool. The UANC is made aware of
the RRU set used by any TBS to serve any UE both for the
uplink and downlink. The UAV, while serving ground users,
should choose the set of RRUs that will minimize or avoid
any interference with the underlying terrestrial network.
It is worth noting that this approach is not based on a joint
management of RRUs; the UAV assigns RRUs in order to
keep interference under control, while leaving to the terrestrial
network the power to choose freely what resources to assign
in any link with the TBSs. In other words, the assignment of
RRUs happens first at TBSs, then on the UAV.
Let us consider downlink streams first. The solution pro-
posed in [14] represents the optimal choice under this scenario;
assuming that the UAV determines a footprint whose area
depends on h and α as described earlier, the UAV will use
at any instant only those RRUs that are unused by the UEs
contained in its current footprint (known by the UANC).
Under the assumption of an ideally directive antenna, the
UAV transmission will have no impact on any other ground
receiver outside its footprint; inside it, no UE is using the
RRUs used by the UAV. Interference is neglected, while in fact
the UAV is (re-)using some of the RRUs used by the terrestrial
cell. In such situation, there is no negative contribution to
the overall network throughput, while there might be positive
contributions as long as some RRUs are available for serving
unsatisfied UEs in the footprint. The larger the UAV footprint
(whose area is πr2), the larger the potential set of UEs to be
served, while the number of available RRUs will be small.
Clearly, there is an optimal footprint value to be found as
tradeoff.
Let us now consider the uplink and the same RRM strategy
as above. For the UE-UAV link, there is no interference
generated by UEs, because the UAV assigns orthogonally to
its served UEs only RRUs unused in the footprint, and other
uplink sources outside it do not contribute with received power
at the UAV. However, the transmitted signals generated by UEs
served by the UAV, might interfere at the TBSs with other UE
transmissions in the cell; this effect can be minimized by using
a reduced level of transmit power at the UEs served by the
UAVs, and because of the high chance that they will be located
at cell edge.
Joint RRM
Let us now assume that RRM is performed simultaneously
and jointly at the UAV and TBSs. For any UE that can be
served by both the terrestrial network and the UAV, the optimal
choice is made. The advantage in this case with respect to the
previous one is that there might be situations where a UE in
the footprint of the UAV will be served with much higher SNR
by the UAV, even though it might have been also served (but
with lower throughput) by the TBS. An overall increase in
terms of sum throughput is expected in this case.
Fig. 4. Average throughput gain using the UAV instead of the TBS, as a
function of the UE distance d; R = 200 m; α = 30 degrees; v = 10 m/s;
transmitted powers at TBS Pt(TBS) = 40 dBm and UAV Pt(UAV ) = 20
dBm; transmission gains at TBS Gt(TBS) = 100 and UAV Gt(UAV ) = 60;
propagation exponent for aerial links βATG = 2.
To provide an estimation of such advantage, let us consider
a TBS serving a macrocell of radius R = 200 m, and a UAV
covering in its trajectory a circular area of radius r internal
to the macrocell, adjacent to its border. Assume free space
conditions for the UAV-UE link, while the TBS serves the
UE at distance d with a propagation exponent equal to 3.5
typical of urban environments. P is set to one for the sake
of simplicity. The SNR can be computed for the two links,
and the Shannon capacities compared. Figure 4 shows the
percentage gain, G, in terms of link throughput, using the
UAV instead of the TBS to serve the UE, for all distances
covered by the UAV (d ranging from R− 2r to R). The gain
is large, and would be much larger for larger values of R.
NUMERICAL RESULTS
We now refer to results obtained through the LTE-like
dynamic simulator described in [14]. The simulated area has
side L = 6000 m. We average all results over 10 simulation
runs, each considering 30 minutes of UAV flight.
Let us first analyze the impact on performance of the system
parameters that determine the footprint size: h and α. Then,
we consider the RRM strategy.
Fig. 5. Average throughput gain as a function of α.
Figure 5 shows the throughput gain, G, in percentage, for
different radiation angles α. The speed v is constant, its value
equal to 10 m/s. A number of curves are obtained by varying
the UAV height h. Every curve has an important antenna
dependent effect: a maximum in throughput gain for an UAV
height value. In fact, small altitude values generate small
footprints and less users served. In contrast, increased heights
give less RRU availability and therefore the UAV provides
service to less users: larger coverage results in higher offered
traffic and possibly lack of resources. Thus, a maximum in
performance is obtained when a trade-off between coverage
and RRU availability is reached; h = 140 m and large values
of α seem to represent the optimal choice. We limit the
analysis to α = 120 degrees because the adopted ATG channel
model does not allow consideration of larger aperture angles
[3].
Figure 6 highlights the effect of the previously mentioned
joint RRM technique, with fixed height h = 140 m. Two
curves compare different throughput gains at varying radiation
angles α. The trend clearly shows that for each chosen α,
the joint RRM algorithm introduces a notable performance
enhancement with respect to the separate RRM case.
CONCLUSIONS
This paper discusses the potential advantages of the inte-
gration between the terrestrial and aerial components of an
Fig. 6. Comparison of average throughput gains with separate and joint
RRM as a function of α.
UAV-aided mobile radio network, from the view point of
RRM. Simulation results show that, by applying the discussed
joint RRM strategy, a single aerial platform can bring an
improvement in terms of network throughput of up to 1
percent. Though this value appears to be low, it has to be
compared with the scenario size. In fact, we are considering a
single UAV operation in a network of 9 TBS sites. Therefore,
it becomes important to optimize the UAV use for costs and
money saving. Moreover, it can pave the way to multiple UAV
usage, which can bring to much larger performance increase.
In particular, we show that by using a joint RRM approach,
where the UAV and the terrestrial base stations schedule the
assignment of radio resources in a coordinated way, notable
advantages are found with respect to the implementation of
separate RRM algorithms.
However, there is one further step of potential improvement
not discussed so far. As mentioned in the introduction, the
design of the UAV trajectory might be included among the
set of degrees of freedom used by the (joint) RRM strategies.
Indeed, the UAV position at any instant represents a resource
to be optimally used in order to achieve the target of an higher
network throughput. In this paper, the choice of UAV trajectory
is based on a number of factors; however, it does not account
for the number of radio resources that the UAV will be allowed
to exploit in the region it is going to visit. The inclusion of
this consideration in the cost function used to choose the next
cluster, might bring to further improvements. In other words,
the (joint) RRM algorithms running at L3 of the protocol
stack in the control plane, should also define the trajectory;
inputs needed to define this path and their time evolution, are
compatible with usual RRM algorithms.
This paper shows that a mobile radio network can provide
better performance to its users when supported by an aerial
infrastructure component. This is mainly due to the ideal
channel conditions of a UAV-UE link, and the possibility to
move the UAV according to traffic needs. An alternative to
the use of UAVs is the integration of satellites in the terrestrial
network. The same technologies that in this work are assumed
to be applied to the UAV network component, might be used
on the satellite layer. However, even at low orbits, satellites
suffer from much higher propagation delays than UAVs flying
at a height of few hundred meters. Moreover, the footprint of a
UAV can be optimised to network needs, to reduce interference
effects, while this can be more complex from a satellite.
Nonetheless, UAVs suffer from some basic limitations; the
most important stands in the complexity of managing their
stability and flight under heavy weather conditions. For this
reason, an extension to the concept developed in this paper
might include integration of satellites in the overall architec-
ture.
Finally, let us shortly discuss the role of antenna beam-
forming, not considered in this paper. Through the RRM
policies mentioned above, the UAV and TBSs do not inter-
fere each other in the downlink. So, the implementation of
antenna beamforming at the UAV might introduce advantages
in terms of throughput due to higher antenna gains, but not
of interference avoidance. On the opposite, beamforming at
the UE would improve performance for the uplink case. Such
advantage is left for further studies.
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