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Abstract— The problem of observer design for fault detection in a class of nonlinear systems subject to parametric and signal 
uncertainties is studied. The design procedure includes formalized optimization of observer free paramet rs in terms of trade-offs 
for fault detection performance and robustness to external disturbances and model uncertainties. The technique makes use of 
some monotonicity conditions imposed on the estimation error dynamics. Efficiency of the proposed approach is demonstrated 
through the Oscillatory Failure Case in aircraft control surface servo-loops. 
I. MOTIVATIONS AND PROBLEM SETTING 
Model-based Fault Detection and Isolation (FDI) in dynamical systems has been an active research area du ing the last 
three decades (see [12] for a recent survey). Different design and evaluation ools to enhance the robustness of FDI schemes 
against small parameter variations and other disturbances have been proposed ([7], [9]). An important focus has been on the 
use of observer-based schemes. In the linear case, it has been shown that any linear fault detection filter can be transformed 
into an observer-based form [6], providing a unified framework for analysis and implementation [8], [10], [15], [26], [27]. 
From an estimation point of view, the problem of optimal noise filtering for stochastic linear systems has many solutions 
[14], [22]. For nonlinear systems, a general framework does not exist, although numerical or suboptimal solutions are
available [1], [16], [20]. Typically, the observer design problem is solvable ifthe system model can be transformed into a 
canonical form that may be a hard assumption to satisfy in many applications [4], [17]. 
Usually various linear approximations are used to optimize the fault detection performance of a nonlinear observer. In 
this paper, a formal approach is developed for nonli ear fault detection observer design, together with a procedure for pa-
rameter tuning. For the latter, the design is made under monotonicity assumption [23] for the estimation error dynamic. In 
this case, using an appropriate linear parameter varying (LPV) transformation [21], [5], [13], the design of minorant and 
majorant monotone linear systems is possible, whose s lutions form an envelope for the original system rajectories. Solv-
ing an optimization problem for the minorant and major nt systems (the solution is straightforward dueto their linearity), it 
is possible to obtain a suboptimal solution for the original nonlinear system. This solution could be th locally optimal one 
when the system solutions converge to the minorant or majorant flows. The optimization problem is formulated in the pres-
ence of uncertain parameters and disturbances. The goal is to maximize robustness with respect to disturbances and sensi-
tivity with respect to faults. 
In some applications the faulty signal is known to belong to a specific class of signals. Such a priori available informa-
tion simplifies the process of searching the solutin, since specific techniques can be used for the design of observer gains. 
For example, the early and robust detection of Oscillatory Failure Case (OFC) in aircraft control surface servo-loops is an 
important practical problem [11]. An OFC is a harmonic function of time with unknown frequency and unknown amplitude 
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that can be propagated through the control loop to the control surface and could produce unacceptable structural loads and 
vibrations [11], [2]. The research work presented in th s paper is originally motivated by the above application. 
In this work we will consider the following model of a nonlinear system: 
 ( , , )= + + +x Ax G F Hx u f θ Svɺ , = +y Cx d , (1) 
where n∈x ℝ , m∈u ℝ , p∈y ℝ  are the system state, input and output; v∈v ℝ , p∈d ℝ  are the state and the output distur-
bances; m∈f ℝ  is the faulty signal (unknown portion of the input); q∈θ ℝ  is the vector of unknown parameters; the matri-
ces A , G , H , S, C  are known and constant having appropriate dimensions; the function : l m q g+ + →F ℝ ℝ  is continu-
ously differentiable. The matrices G  and H  are introduced to take into account more accurately the influence of nonlin-
earity on the system behavior. For simplicity of presentation, the signal f is considered to act on the control signal as addi-
tive disturbance. However the approach can be applied to multiplicative faults also. Assume that all input signals u , f , v  
and d  are (Lebesgue) measurable and essentially bounded, i.e. 
 0|| || esssup | ( ) |t t≥= < + ∞f f . 
The objective is to design an observer for (1) using the available noisy measurements y  and the input u , and ensuring 
robustness with respect to the parametric θ  and the signal v , d  uncertainties. Moreover, for fault detection it is required to 
find the observer gains maximizing sensitivity of the output estimation error with respect to f  and robustness with respect 
to v  and d .  
Note that, if the fault detection problem is not of interest, then f  can be considered as an additional unknown input. 
Two solutions of this problem are presented below. One is based on LMIs verification (Section 4), another utilizes the 
monotone systems routine for analysis and optimization (Section 5). 
The proposed routine for observer gains optimization manages the design trade-off in terms of robustnes  and perform-
ance. The choice of the observer gains plays a key rol  in the overall observer design and a general fo malized methodology 
is required for their selection. Typically, the observer design approaches guarantee the estimation err r stability and without 
such a procedure, the observer could behave very poorly and the fault detection specifications will not be satisfied. An im-
portant contribution of this paper is to include this problem as an integral part for design nonlinear fault detection observers. 
The paper is organized as follows. Preliminaries ar given in Section 2. The observer equations are int oduced in Section 
3. Stability conditions based on LMIs are presented in Section 4 (the optimization possibilities of this approach are also 
discussed). An alternative approach for the observer stability analysis and the new optimization technique are given in Sec-
tion 5. In Section 6 the overall approach is illustrated through its application to oscillatory failure detection in aircraft con-
trol surface servo-loops.  
II.  PRELIMINARIES 
This section introduces some basic notions about monotone systems and LPV representation of nonlineariti s. 
A.  LPV representation of nonlinear functions 
For any two vectors p  and ′p  of the same dimension define ( , ) { (1 ) ,0 1}L ′ ′= λ + − λ ≤ λ ≤p p p p  (the line connecting the 






Value Theorem, for any , ′∈h h HX , , ′∈ ∪u u U F , , ′∈θ θ Ω  there exist ( , )hj L ′∈η h h , ( , )
u
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,
, ,

























ξ η υ η q η



















, 1,j g= , 
where the symbols ,x j∆ , ,u j∆ , , jθ∆  denote the j-th row of the corresponding matrix. 
The application of this technique gives an exact equivalent LPV representation of a nonlinear function. It is not a lineari-
zation around a single point (or around a trajectory) since the above expression is an equality. The LPV approach allows us 
to transform nonlinear models to linear ones depending on unknown parameters x∆ , u∆  and θ∆ . Therefore, the complex-
ity of the nonlinear model (1) can be replaced with enlarged parametric uncertainty of a linear one. This tool will be applied 
in the next section to analyze the estimation error dynamics of the observer. 
B.  Monotone system theory 
The system 
 ( , )t=x f xɺ , X∈x , 0t ≥  
with the solution 0( , )tx x  for the initial condition 0( 0 ) =x x  is called monotone, if 0 0≤x ξ  ⇒ 0 0( , ) ( , )t t≤x x x ξ  for all 
0t ≥  [23] (for the vectors 0x , 0ξ  the inequality 0 0≤x ξ  is understood elementwise). The system is called cooperative if 
( , ) / 0i jf t x∂ ∂ ≥x  for all 1 i j n≤ ≠ ≤ , t R∈  and X∈x  [23]. Cooperative systems form a subclass of monotone ones. A 
matrix A  with dimension n n×  is called Metzler if , 0i jA ≥  for all 1 i j n≤ ≠ ≤ . Note that for the cooperative stable sys-
tem (the matrix A  is Metzler and Hurwitz) 
 ( ) ( ) ( )t t t= +s As rɺ , nR∈s , nR∈r , 0t ≥  
the properties ( 0) 0≥s , ( ) 0t ≥r  for all 0t ≥  imply ( ) 0t ≥s  for 0t ≥  and, conversely, ( 0) 0≤s , ( ) 0t ≤r  for all 0t ≥  
ensures ( ) 0t ≤s  for 0t ≥ . 
III.  ROBUST OBSERVER EQUATIONS 
This section is based on the following assumption. 
A s s u m p t i o n  1 . Let the compact sets n⊂X ℝ , m⊂U ℝ , m⊂F ℝ , v⊂V ℝ , p⊂D ℝ  and q⊂Ω ℝ  be given 
such that for almost all 0t ≥ : 
 ( )t ∈x X , ( )t ∈u U , ( )t ∈f F , ( )t ∈v V , ( )t ∈d D  and ∈θ Ω . □ 
Such constraints are rather common in nonlinear observer design theory stating that the system (1) has bounded inputs 
and the state, and the admissible bounds on the syst m trajectories and inputs are known. 
Consider the following Luenberger type observer for (1): 
 2
3 4 1
( , , ) [ ( ),
( ), * ( )] ( ) ,
= = + + − +
+ − + − + −
z Z z y u Az G F Hz L y Cz u








where n∈z ℝ  is an estimate of the state x ; iL , 1, 4i =  are the observer gains to be designed, * ∈θ Ω  is a supporting fixed 
value for the vector of unknown parameters. In (2) the output injection term is introduced for all arguments of the nonlinear 
function F . The gain 1L  is standard, it is used to ensure stability of the pure linear part of the estimation error = −e x z  
dynamics. The gain 2L  has been proposed in [3] in order to improve robustness abilities of (2) and to relax restrictiveness 
of the LMIs used for the observer design. The gains 3L , 4L  have been introduced in [2] to improve robustness of the sys-
tem with respect to v , d , θ  and sensitivity with respect to f . These gains have to be assigned to guarantee (or to find a 
trade-off) the system stability and performance, to satisfy the required estimation and fault detection specifications. 
To apply the LPV technique below, the observer (2) has to be equipped with a projection algorithm ensuri g that ( )tz  
belongs to the set X  for all 0t ≥ : 
 { ( , , )}proj=z Z z y uXɺ , (3) 
the equations of the projection algorithm can be found in [19] (smooth projection). 
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( ), ( ), * ( )]
( ) ( )
{ ( , , ) [ ( ),
( ), * ( )]}.
= + + + − − +
+ − + − + − −
− − = − − + +
+ + − + − +
+ − + −
e Ax G F Hx u f θ Sv Az G F Hz
L y Cz u L y Cz θ L y Cz
L y Cz A L C e L d Sv
G F Hx u f θ F Hz L y Cz u
L y Cz θ L y Cz
ɺ
 
Under Assumption 1 with ∈z X  due to (3), and applying the LPV transformation method we can show that there exist 
some maps : g lx
×→∆ ℝ ℝ , : g mu
×→∆ ℝ ℝ , : g q×θ →∆ ℝ ℝ  such that for all 0t ≥  
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+ − + − + − +
+ − = − − +
+ − − + − − −
F Hx u f θ F Hz L y Cz u L y Cz θ
L y Cz ∆ H L C e L d
∆ f L Ce L d ∆ θ θ L Ce L d
 
The exact values of the matrix functions ( )x t∆ , ( )u t∆ , ( )tθ∆  are unknown, but the set of admissible values is known (the 
values of the function F  gradient on X , U , F , V , D  and q⊂Ω ℝ ), i.e. there are the known sets of matrices xϒ , uϒ , 
θϒ  such that for all 0t ≥ : 
 ( )x xt ∈ ϒ∆ , ( )u ut ∈ ϒ∆ , ( )tθ θ∈ ϒ∆ . 
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= − + − − −
− − + + +
+ + + + −
e A L C G ∆ H L C ∆ L C
∆ L C e L G ∆ L ∆ L
∆ L d Sv G ∆ f ∆ θ θ
ɺ
 (4) 
The signal ( )tCe  is available for measurements and can be used for residual generation in fault detection. 
R e m a r k . As we can conclude from (4), the influence of the measurement noise d  on Ce is hard to attenuate since the 
multiplicative gain for this input is proportional to the sum of all iL , 1, 4i = . However, robustness with respect to the in-
puts v , f  and the parametric mismatch *−θ θ  can be augmented by a proper choice of the gains iL , 1, 4i =  (the same 






In the following sections two techniques are presented for stability analysis of (4) and performance improvement of (2), 
(3) as well. 
IV.   LMI  BASED STABILITY CONDITIONS 
Denote the identity matrix with dimension n n×  by nI , and state the symbols max( )λ P , min ( )λ P  for the maximal and 
minimal eigenvalues of a square matrix P .
A. Stability conditions 
T h e o r e m  1 . Assume that 
1. Assumption 1 is satisfied. 
2. There exist matrices xW , uW , θW  such that 
0T T Tx x x x x x x x gτ − − − α ≤∆ ∆ ∆ W W ∆ I , 0
T T T
u u u u u u u u gτ − − − α ≤∆ ∆ ∆ W W ∆ I , 0
T T T
gθ θ θ θ θ θ θ θτ − − − α ≤∆ ∆ ∆ W W ∆ I  
for all x x∈ ϒ∆ , u u∈ ϒ∆ , θ θ∈ ϒ∆  and some real xτ , uτ , θτ , xα , uα , θα .  
3. The gains iL , 1, 4i =  for some 0
T= >P P  admit the matrix inequality 
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( ) 0 00 0 0
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Then in (1)−(3) for all 0t ≥  we have 
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Pe e d
s f θ θ
 
max min( ) / ( )κ = λ λP P , maxmax ( )
T T
θ θθ ∈ϒ θ θλ = λ∆ ∆ G PPG∆ , 
 , , max 1 2
3 4 1 2 3 4
max ({ [
]} { [ ]}),
x x u ud x
T
u x u
θ θ∈ϒ ∈ϒ ∈ϒ
θ θ
λ = λ + +
+ + + + +
∆ ∆ ∆ L G ∆ L




vλ = λ S PPS , maxmax ( )u u
T T
f u u∈ϒλ = λ∆ ∆ G PPG∆ . 
P r o o f . The projection algorithm ensures the trajectories boundedness in the large (( )t ∈z X  for all 0t ≥ ), let us ana-
lyze the error dynamics (4) into the set X using the Lyapunov function ( ) T=V e e Pe: 
1 1
2 3 4 1
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= − + − + −
− − − − +
+ + + + +
+ + −
e A L C P P A L C e e P G∆ H
L C ∆ L C ∆ L C e e P L
G ∆ L ∆ L ∆ L d e PSv
e PG ∆ f ∆ θ θ
ɺ
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e P L G ∆ L ∆ L ∆ L d
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t t t t
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t
θ θ θ θ θ
θ θ θ
≤ −ν + − τ −
− − − α − +
+ τ − − −
− α + τ − −
− − α
ρ e Yρ e e I H L C ∆ ∆
∆ W W ∆ I H L C
L C ∆ ∆ ∆ W W ∆
I L C L C ∆ ∆ ∆ W
W ∆ I L C e
 
Substitution of the inequalities for xW , uW , θW  gives: 
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≤ −ν − + + +
+ + + +
+ − ≤ − ν + ν λ +
+ λ + λ + λ − −
e e e P L G∆ L ∆ L
∆ L d e PSv e PG∆ f
∆ θ θ e e d d
s s f f θ θ θ θ
ɺ
 
That provides the estimate on the error e  behavior and terminates the proof. ■ 
C o m m e n t . The condition on existence of the matrices qW , { , , }q x u∈ θ  looks like hard to satisfy, however it can be 
easily fulfilled under certain structural restrictions imposed on F . For example, this condition is always true for 0q =W  
and some qτ , qα  such that 
T
q q q q gτ ≤ α∆ ∆ I , { , , }q x u∈ θ  (introduction of 0q ≠W  may relax the conservatism of LMI). 
Additionally, the conditions for qW , { , , }q x u∈ θ  have the form of Lyapunov inequalities and for interval sets qϒ  they 
solutions can be obtained by a conventional LMI-based routine. Next, if for all jF , 1,j g=  the partial derivatives are sign 
definite elementwise, then it is possible to find some qW  such that for all q q∈ ϒ∆  the inequalities are true: 
 0T Tq q q q+ ≥∆ W W ∆ , { , , }q x u∈ θ , (5) 
then the condition of Theorem 1 holds for 0q qτ = α =  (if the inequalities (5) are strict, then 0qα =  only), in these cases 
the theorem conditions are reduced to LMI checking. □ 
B. Performance optimization 
The estimate derived in Theorem 1 gives some hints o  possible performance optimization for the observer (2). For ex-
ample, minimization of the value /κ ν  improves overall accuracy of estimation. The value max( )λ P  regulates the rate of 
the system convergence. Additional minimization of the values vλ , θλ  and dλ  allows us to increase robustness margins of 
the estimation error dynamics with respect to corresponding variables. Simultaneous maximization of the value fλ  ensures 
improvement of the sensitivity with respect to f . The obtained expressions for these coefficients indicate that their parallel 






does not provide an optimal solution (the conversation is about a suboptimal one). 
The above discussion on the coefficients vλ , θλ , fλ , dλ  optimization reveals that it is rather hard to optimize robust-
ness of the system with respect to all variables v , θ , d  with simultaneous improvement of sensitivity with respect to the 
faults f . Additionally, such an adjustment needs application of the nonlinear optimization routine. In the following section 
we will focus our attention on particular cases (robustness with respect to v or sensitivity to harmonic signals f ). 
V. MONOTONE SYSTEM APPROACH 
Another approach for stability analysis and performance optimization is based on the system (4) reduction to linear majo-
rant and minorant systems using monotone system techniques, with posterior solution of the optimization problem for these 
linear simplified systems. To apply the monotone systems theory, rewrite the equation (4): 
 ( ) ( )t t= +e A e wɶɺ ,  (6) 
where 
1 2 3 4( ) ( ) [ ( )( ) ( ) ( ) ]x ut t t tθ= − + − − −A A L C G ∆ H L C ∆ L C ∆ L Cɶ , 
 1 2 3 4
( ) { [ ( ) ( ) ( ) ]} ( )
( ) { ( ) ( ) ( )[ *]}.
x u
u
t t t t t
t t t t
θ
θ
= − + + + +
+ + + −
w L G ∆ L ∆ L ∆ L d
Sv G ∆ f ∆ θ θ
 
Under Assumption 1 the signal w  is bounded (|| ||< + ∞w ) as well as the matrix function of time Aɶ . 
A s s u m p t i o n  2 . Let for all x x∈ ϒ∆ , u u∈ ϒ∆ , θ θ∈ ϒ∆  the matrix  
 1 2 3 4( ) [ ( ) ]x u θ− + − − −A L C G ∆ H L C ∆ L C ∆ L C  
be Metzler, all non-zero elements of C  have the same sign. □ 
Assumption 2 means that the system (6) is monotone and we can apply the above mentioned theory to their analysis and 
optimization. This assumption can be relaxed assuming existence of a linear transformation = Χe ε , such that in the new 
coordinates ε  the matrix 1 ( )t−Χ ΧAɶ  is Metzler for all x x∈ ϒ∆ , u u∈ ϒ∆ , θ θ∈ ϒ∆ . This relaxation is technical and 
skipped here for brevity of presentation. The matrix C  satisfies this assumption in a conventional case [1 0...0]=C , thus 
this condition is also a question of coordinate transformation. 
A. Stability conditions 
T h e o r e m  2 . Let assumptions 1 and 2 hold. Let the gains iL , 1, 4i =  be chosen to satisfy the elementwise constraint 
 1 2 3 4( ) [ ( ) ]x u θ− + − − − ≤A L C G ∆ H L C ∆ L C ∆ L C A  
for all x x∈ ϒ∆ , u u∈ ϒ∆ , θ θ∈ ϒ∆ , where  
 1 2 3 4( ) [ ( ) ]x u θ= − + − − −A A L C G ∆ H L C ∆ L C ∆ L C  
is Metzler and Hurwitz for some matrices k∆ , { , , }k x u∈ θ . Then in (1), (2) the estimation error e stays bounded for all 
0t ≥ . 
P r o o f . Introduce the following auxiliary dynamical systems (they will be used for analysis purposes only): 






 ( ) ( ) ( )m Mt t t−∞ < ≤ ≤ < +∞w w w , ( ) 0 ( )m Mt t≤ ≤w w  
for all 0t ≥ , where r n∈e ℝ , { , }r m M∈  and the initial conditions are (0) (0) (0)m M≤ ≤e e , (0) 0 (0)m M≤ ≤e e  (all vec-
tor inequalities are understood elementwise). Since the matrix A  is Hurwitz and || ||r < + ∞w , { , }r m M∈  the variables 
re , { , }r m M∈  are bounded for all 0t ≥ . Moreover, ( ) 0M t ≥e , ( ) 0m t ≤e  for all 0t ≥  for Metzler matrix A  and sign 
definite initial conditions and input signals rw , { , }r m M∈ . Define two relative errors M M= −ε e e and m m= −ε e e , then 
 
( ) ( ) ( )




t t t t
= − + − =
= + − + −
ε Ae A e w w





( ) ( ) ( )




t t t t
= − + − =
= + − + −
ε A e A e w w




By Assumption 2 the matrix ( )tAɶ  is Metzler for all 0t ≥  and the signals [ ( )] [ ( ) ( )]M Mt t t− + −A A e w wɶ , 
[ ( ) ] [ ( ) ( )]m mt t t− + −A A e w wɶ  are elementwise positive for all 0t ≥ , therefore the variables ( )M tε , ( )m tε  are also posi-
tive for all 0t ≥  since (0) 0M ≥ε , (0) 0m ≥ε . Indeed, if there exists a coordinate ( )ri tε , {1, }i n∈ , { , }r m M∈  approaching 
zero for some 0t ≥ , then necessarily ( ) 0ri tε ≥ɺ  from the conditions above, that prevents change of the sign. Thus 
( ) ( ) ( )m Mt t t≤ ≤e e e  for all 0t ≥  due to positivity of ( )M tε , ( )m tε , that implies e  boundedness. ■ 
It follows from Theorem 2, that under the monotonicity Assumption 2 the matrix inequalities from Theorm 1 can be re-
placed with some simple additive linear matrix constraints. The projection algorithm (3) becomes redundant in this case.  
B. Performance optimization 
To formulate the optimization criteria we need the following definitions. Let : + +γ →ℝ ℝ  be the stability margin gain 
(that is a nonlinear counterpart of H∞  gain [24]) for the estimation error e with respect to the input v , i.e. 
 lim | ( ) | (|| ||)t t→+∞ ≤ γe v . 
For any ( ) sin( )t t= α ωf ε , [1...1]T m= ∈ε ℝ  and some 0α > , 0ω >  let 2: + +ν →ℝ ℝ  be the output frequency response 
map for (1), (2) (see [18] for such function definition for the class of convergent systems, for generic case such type of 
maps can be introduced using the theory of Cauchy gains and asymptotic amplitudes [25]), i.e. 
 lim | ( ) | ( , )t t→+∞ ≤ ν α ωCe . 
C o r o l l a r y  1 . Let all conditions of Theorem 2 hold, then  
 1(|| ||) | || ||−γ ≤v A S v , { , }( , ) max | ( ) |
r
r m M W i∈ν α ω ≤ α ω , 
where  
 , ,| |i j i jS S= , 1,i n= , 1,j v= ; 
1( ) ( )r rnW s s
−= −C I A G ,  
 max{sup , inf }
u u u u
M
u u∈ϒ ∈ϒ= −∆ ∆G G∆ G∆ , 
m M= −G G . 
P r o o f . The systems (7) determine the asymptotic behavior for (1), (2) (the estimation accuracy bounds) and the limit 






{ , }r m M∈ . The systems (7) are linear, their robustness and se sitivity analysis is simple and numerically tracable. For a 
linear system (due to the superposition principle) its response to different inputs can be analyzed independently.  
The input w  depends on v  in linear fashion with the constant gain S, then in the signals rw , { , }r m M∈  this term can 
be taken into account as ( )r tS v , where , ,| |
m
i j i jS S= − , , ,| |
M
i j i jS S= , | |j jv v= , 1,i n= , 1,j v= . For linear systems 
 ( )r r r t= +e Ae S vɺ , { , }r m M∈  
we have that 1 1lim | ( ) | | ||| || | ||| ||r r rt t
− −
→+∞ ≤ ≤e A S v A S v . Therefore, 
1(|| ||) | ||| ||−γ ≤v A S v , M=S S .  
The harmonic input f  influence on the signals rw , { , }r m M∈  can be evaluated using the term ( )r tG f , { , }r m M∈ , 
where max{sup , inf }
u u u u
M
u u∈ϒ ∈ϒ= −∆ ∆G G∆ G∆ , 
m M= −G G ; ( ) | sin( ) |kf t t= α ω , 1,k m= . Then the following equations 
can be analyzed: 
 ( )r r r t= +e Ae G fɺ , { , }r m M∈ . 
According to Assumption 2 the matrix C  has all elements with the same sign, thus 
 ( ) ( ) ( )m Mt t t≤ ≤Ce Ce Ce   
for all 0t ≥  with positive elements of C , the reverse sign inequalities are satisfied for the negative elements of C . There-
fore in the system (1), (2), the output Ce response on the harmonic fault input f  can be estimated using the standard Bode 
magnitude plot: 
 { , }( , ) max | ( ) |
r
r m M W i∈ν α ω ≤ α ω ,  
 1( ) ( )r rnW s s
−= −C I A G , { , }r m M∈ . ■ 
This approach provides clear guidelines for the performance optimization: minimization of the norm 1| |r−A S , 
{ , }r m M∈  leads to robustness improvement, maximization of the gain | ( ) |rW iω , { , }r m M∈  enhances the system sensi-
tivity with respect to harmonic components in f  with the frequency ω . In some cases an analytical solution can be obtained 
for minimization/maximization of 1| |r−A S  and | ( ) |rW iω , { , }r m M∈ . However, Assumption 2 could be rather restric-
tive: first, it may fail in some applications, second, even being verified the system with non monotone dynamics may have 
better performance.  
VI.  NUMERICAL EXAMPLE: OSCILLATORY FAILURE CASE 
In this section the ideas presented in this paper are illustrated through analytical design of a harmonic OFC detector in the 
Electronic Flight Control System [11]. OFC could result in unacceptable high loads and vibrations particularly if they reso-
nate at a frequency critical for the aircraft strucure [11]. For example, an OFC occurring on an aileron creates inertial mo-
ment and aerodynamic forces (hinge moment). Due to the control surface oscillation, vibrations appear on the wing leading 
to the its bending and thus loads are generated very quickly on the wing and then on the whole aircraft. The capability to 
detect OFC, robustly and as fast as possible, is very important because it has an impact on the structu al design of the air-
craft. In this paper only failures located in the control servo-loop of the moving surfaces is considered [11]. Habitually, such 






servo-loop, leading to control surface oscillation (see Fig. 1, where the structural scheme of servo-loop is shown). The 
faulty components may be located inside the flight control computer, the analogue inputs/outputs, the position sensors or 
the actuators. The flight control computer may also generate unwanted oscillations of the command current sent to the ac-
tuator servo-valve. The fault signals are considere to be sinusoidal with amplitude and frequency uniformly distributed 
over the range 1–10 Hz (above 10 Hz, the failure has no significant effects because of the low-pass nature of the actuator). 
The detection time is expressed in period numbers, thu  depending on the failure frequency, the time permissible for detec-
tion is varying. 
 
 












 Fig. 1. Structural scheme of the actuator servo-loop. 
 
The following actuator model is considered [11]: 
 ( ) [ ( ) ( ) ( ) ( )] ( )fx t y t x t u t f t v t= ϕ − + + +ɺ , (8)  
 ( ) ( )[ ( ) ( ) ( )]f fy t W p x t u t f t= − − , ( ) ( ) ( )y t x t d t= + , 
where x∈ℝ  is the actuator rod position, u∈ℝ  is the control signal, y∈ℝ  is the available measurement output, f ∈ℝ  is 
the sinusoidal fault, v  and d  are the disturbances as before; fy is the output of a filter, p  is stated for the time differentia-
tion operator, ( )fW p  is the filter transfer function. The function ϕ and its derivative are given in Fig. 2, for simplicity of 
presentation a high pass filter is considered in this work: ( ) / ( 1)fW p Tp Tp= − + , 10T = .  
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C . 
Assume that the sets required in Assumption 1 are given. Since the system (8) has one nonlinearity onl(the condition 
(5) is satisfied), after some transformations the observer (2) can be presented as follows: 
 1 2 1 2 3 1 11 1( )[ ( )( )] ( )e t e e f L L e d L e d v= ∆ − + − + + − + +ɺ , (9a) 
 1 12 1 2 12 3 1( ) ( )( )e T e f e L T L e d
− −= − − − − +ɺ , (9b) 











11 max 2 3 12 3
| ( ) | | (0) | 2 2[ 4 / || ||
|| || (| { } | 2( )) || ||].
t Tt e T f
v L L L L T L d
−
−
≤ + ϕ + +








20 − 10 − 0 10 20 
100 −
100 
ϕ x( ) 
x




ϕ ' x ( ) 
x 
 







 Fig. 3. Performance functional values. 
 
To apply Theorem 2 note that the system (9) is monotonous while 1 3 12(1 )T L L
− − ≥ . Under this constraint 
 11 2 31 1 1
12 3
(1 ) ( ) ( )
( )
( )
L L L t t
t
T L T L T− − −
− − + + ∆ ∆ 
=  − − − 
Aɶ  
is a Metzler matrix for any max0 ( )t≤ ∆ ≤ ϕɺ . Then 
 11 max1 1 1
12 3( )
L
T L T L T− − −
− ϕ 
























and A  is Metzler. The matrix A  is Hurwitz under proper choice of the gains 11L , 12L , 3L . The analytical formulas for 
gains to be optimized are as follows: 
 1 21 2 2 1 max 2| | ( , ) 1 / | |M M M M M
− = γ = + − ϕA S ɺ , 
2 2
1 2 max 1 2| ( ) | ( , , ) 4 / ( , , )
MW i M M T D M Mω = β ω = ϕ + ω ωɺ , 
 max 1 2| ( ) | / ( , , )
mW i T D M Mω = ϕ ω ωɺ ,  
2 2 2 2
1 2 1 1 max 2( , , ) (1 ) ( )D M M M T M T Mω = ω + + − ω − ϕɺ , 
where 1 11M L=  and 2 12 31M L T L= − +  are new tuning parameters. Note that  
 { , } 1 2max | ( ) | | ( ) | ( , , )
r M
r m M W i W i M M∈ ω = ω = β ω .  
The values of 1 2( , )M Mγ  and 1 2( , , )M Mβ ω  could be optimized numerically for new set of planar parameters 1M , 2M  
taking in mind stability of the matrix A  and the monotonicity constraint 2 0M ≥ . The following functional has been cho-
sen for minimization: 
1 2 1 2 1 2( , ) ( , ) (1 ) / ( , , )
f
J M M M M M Mω∈Ω= κγ + − κ β ω∑ , 
where {1,2,3,4,5,7}fΩ =  is the set of  the fault most important frequencies that could happen, 0 1≤ κ ≤  is a weighting 
parameter. The contour plot of this functional for 0.3κ =  is shown in Fig. 3, where the left low uncolored corner corre-
sponds to the cases with unstable matrix A . The following values of the observer gains provide the minimum of this func-
tional: 































 Fig. 5. The output residual in the ADDSAFE benchmark. 
 
These gains form a suboptimal solution in the sense of the observer (2) response optimization. An example of the residual 
signal 1e  obtained for these observer gains is shown in Fig. 4, where for simulation it was used 
 sin( ) sin(0.2 ) cos(2 )u t t t= + + , ( ) sin(10 )v t t= , 
 {0, 10,( ) 0.2sin(3 ), 10.if tf t t if t≤= >  
For nonlinear systems any type of optimization is acomplex issue, even choice of an optimizing functional correspond-
ing to the posed performance goal is a hard problem. In this example, for instance, application of Theorem 1 does not pro-
vide a hint how to evaluate the output estimation error sensitivity with respect to harmonic faults. The Theorem 2 provides 
us with a performance functional in a systematic way, that is a big advantage of the presented approach. This technique has 
been successfully verified on the OFC detection problem in the European FP7 ADDSAFE project, the result of this algo-
rithm operation in the ADDSAFE benchmark is shown in F g. 5. 
VII.  CONCLUSION 
The problem of nonlinear observer design for fault de ection with optimized performance is studied. It is assumed that 
the plant model contains unknown parameters and it is subjected by external disturbances and faults. Two approaches for 
observer design are presented. The first one is based on solution of LMIs, its novelty consists in introduction of additional 
observer gains in the conventional routine for LMI-based observer design. The additional observer gains may be used for 
performance optimization. The second method uses monotonicity assumption on the estimation error dynamics, it intro-
duces a new tool to design nonlinear observers. An advantage of the second approach is that it gives a simple technique to 
tune the observer gains in order to optimize the fault detection performance and robustness. Efficiency of the proposed ap-
proach is demonstrated through the oscillatory failure case in aircraft control surface servo-loops. 
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