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Introduction
This master thesis work focuses on a simulation of the lowest level trigger sys-
tem (L0) of the NA62 experiment at CERN.
The NA62 experiment is designed to measure the K+ → pi+νν¯ branching
ratio with signal to background ratio of about 10 : 1. This decay mode is partic-
ularly interesting for its sensitivity to new physics signals, and for its potential
to increase the accuracy on the knowledge of CKM matrix elements values. The
high rate in the experiment doesn’t allow to store all the data, thus a fast and
efficient trigger system is required.
The simulation aims to give an oﬄine replication of the real hardware trigger
system, in order to have a tool for trigger checking, but also for its optimiza-
tion. The real trigger system is based on informations (called primitives) on
detected signals coming from different detectors. These informations depend on
the detector, thus primitive generation is different for each involved detector.
Primitives from different detectors are sent to a central processor which elabo-
rates the trigger decision by comparing them with some predefined sets (called
masks): in case of a positive match, a signal is transmitted to all detectors and
data are readout. This is only the lowest hardware trigger level, after which
the higher trigger levels (L1/L2) implemented in software take the definitive
decision on data storage.
The NA62 experiment presents an innovative feature in trigger system struc-
ture: the same data used by the hardware trigger system to generate primitives
and retrieve the trigger decision, are completely stored on disk. This means
that the oﬄine simulation and the hardware trigger system act both on the
same informations and potentially a perfect oﬄine reconstruction of the hard-
ware system can be performed. A trigger simulation allows, in this case, a deep
investigation on the real system performance.
The strength of this oﬄine trigger simulation is the ability on acting both
on acquired data and MonteCarlo samples. Acting on acquired data, it allows
a comparison between the real and the expected performance and so it can be
used for debugging, trigger optimization and inefficiency estimations. On the
other hand, running the simulation on MonteCarlo samples is an useful tool
for trigger conditions optimization, signal efficiency and background rejection
estimation and trigger rate studies.
The first part of this project consists in an approach to the general under-
v
standing of the NA62 experiment, studying its tasks and structure. In this part
I focused on a study of trigger conditions: an extensive set of primitive con-
ditions for each detector included in the L0 trigger system is formulated, and
a set of trigger masks for selection of new physics signals is proposed. Rate
estimates for these trigger masks were estimated from existing simulations and
rough evaluations.
The core part of the thesis consists in implementation of the simulation and
its comparison with the real trigger system during 2015 run. This part includes
also a monitoring and checking of the performance of the real trigger system
by means of an the analysis of data collected during this run which highlighted
some problems in the system, some of which are still under discussion. The
comparison of the simulated trigger with the real one led to the evaluations of
simulation limits and real trigger system inefficiencies.
In the last part of the work the simulation is used for trigger conditions op-
timization for K+ → pi+νν¯ signal detection. Trigger rate and signal efficiencies
are estimated comparing the performances of a trigger mask based on arrange-
ment during 2015 data with one based on ideal trigger conditions which will be
implemented in the next future at NA62 experiment.
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Chapter 1
Physics at NA62 Experiment
1.1 Physics goal
The NA62 Experiment is designed to study the K+ → pi+νν¯ decay at CERN
SPS (Super Proton Synchrotron) [1]. This process, together with K0L → pi0νν¯,
allows an important test of the Standard Model and is an interesting decay
mode for flavour physics investigation. The main feature of this decay channel
is the precise theoretical prediction of its branching ratio [2]:
BR(K+ → pi+νν¯)(SM) = (7.81+0.80−0.71CKM ± 0.29) · 10−11 (1.1)
The largest contribution to the error is due to CKM matrix elements, and
not to theoretical uncertainties as usual. The NA62 Experiment aims to collect
about 100 K+ → pi+νν¯ decays, with a signal to background ratio of about
10 : 1, in order to obtain a branching ratio measurement with 10% accuracy
which would be a stringent test of the Standard Model.
1.2 Theoretical framework
The K+ → pi+νν¯ and K0L → pi0νν¯ (studied at KOTO [3]) are important bench-
mark decays for the Standard Model. Such decays are of the type called FCNC
(Flavour Changing Neutral Current), strongly suppressed in the Standard Model
and highly sensitive to new physics signals. Differently from other FCNC decays,
their branching ratio predictions are very accurate: the largest contribution to
the uncertainty is not due to the hadronic matrix element (as in other decays),
but is just due to the CKM matrix element uncertainty. This is because the
structure of the decay allows the possibility of using the measured value of
K+ → pi0e+ν branching ratio for the hadronic contribution estimation. The
measurement at NA62 will open two possible scenarios depending on the vali-
dation of Standard Model predictions. If the measured value is sensibly different
from the expected one, it would represent a signal of new particle contributions
and so new physics. The high sensitivity to new physics ofK+ → pi+νν¯ is shown
in fig. 1.3 which shows branching ratio values predicted by SM and some BSM
(Beyond-Standard-Model) theories, discussed in sec. 1.2.3 [39]. An accurate
measurement of BR(K+ → pi+νν¯) could discriminate among BSM theories.
In case of agreement with the Standard Model, accuracy on the value of the
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CKM matrix element |Vtd|, one of the less precisely known, will be improved.
The current |Vtd| value was measured by observing B0 − B¯0 oscillations and
B semi-leptonic and radiative decays [24], so a NA62 measurement would be
independent from previous ones, increasing accuracy on the |Vtd| world average.
1.2.1 The CKM matrix and unitarity triangles
Flavour change in weak interactions is described by the CKM matrix. When
only u, d and s quarks were known, the 2x2 Cabibbo matrix was used to explain
the apparent non-universality of the weak-interaction coupling constant [4]. The
Cabibbo idea was that quark flavour and weak interaction eigenstates could be
different, and the apparent discrepancy between weak-coupling constants for
processes involving different flavours could be due to eigenstate rotation. The
Cabibbo rotation matrix depends only on the rotation angle θC , experimentally
measured to be about θC ≈ 13°, and mixes flavour (d, s) and weak (d′, s′)
eigenstates as in 1.2. (
d′
s′
)
=
(
cos θC sin θC
− sin θC cos θC
)(
d
s
)
(1.2)
The Cabibbo matrix generalization to three flavours families is given by the
CKM matrix, introduced by Kobayashi and Maskawa [5]. The CKM matrix
is a 3x3 complex matrix with, generically, 18 degrees of freedom. Unitarity
condition on CKMmatrix (VCKM) requires that V +CKMVCKM product must be equal
to identity matrix, reducing the number of free parameters: denoting by n the
matrix dimension, a complex matrix has 2n2 free parameters. A unitary matrix
can be parametrized as the product of an orthogonal matrix and a complex
phases one. The number of free parameters for a real orthogonal matrix is
n(n−1)
2 , thus the complex phases one remains with
n(n+1)
2 . By a redefinition of
the field phases, 2n−1 complex phases can be absorbed, reducing the number of
free parameters for the complex phases matrix to (n−2)(n−1)2 . In the specific case
of the CKM matrix (n = 3), free parameters consist in three real parameters
and only one phase.
The experimental values of the modules of the matrix elements are shown
in 1.3[6]: diagonal elements are much larger than others, so the u → d, c → s
and t→ b transitions are favoured.(
|Vud|=0.97425±0.00022 |Vus|=0.2252±0.0009 |Vub|=(4.15±0.49)·10−3
|Vcd|=0.230±0.011 |Vcs|=1.006±0.023 |Vcb|=(40.9±1.1)·10−3
|Vtd|=(8.4±0.6)·10−3 |Vts|=(42.9±2.6)·10−3 |Vtb|=0.89±0.07
)
(1.3)
Wolfenstein formulated an useful CKM matrix parametrization [7]: noting
that the diagonal elements are close to unity and the off-diagonal elements are
small, the matrix can be expanded around the identity. The element Vus =
sin θC ∼ O(10−1) represents the expansion parameter λ: this choice allows to
identify Vud and Vcs as
√
1− λ2, and it allows to express Vts ∼ O(λ2), as Aλ2,
with A ≈ 54 . The other elements (at O(λ2)) could be obtained by imposing the
unitarity condition.
VCKM =
1− λ
2
2 λ 0
−λ 1− λ22 −Aλ2
0 −Aλ2 1− λ22
+O(λ3) (1.4)
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At O(λ3) the expansion requires two more real parameters ρ ≈ 0.135 and η ≈
0.349. Using this parametrization, CP violation is completely described by the
η parameter:
VCKM =
 1− λ
2
2 λ Aλ
3(ρ− iη)
−λ 1− λ22 −Aλ2
Aλ3(1− ρ− iη) −Aλ2 1− λ22
+O(λ4) (1.5)
At higher order, the Wolfenstein parametrization gives the following expressions
for matrix elements:
Vud = 1− λ
2
2 −
λ4
8 +O(λ
6) (1.6)
Vus = λ+O(λ7) (1.7)
Vub = Aλ3(ρ− iη) (1.8)
Vcd = −λ+ 12A
2λ5[1− 2(ρ+ iη)] +O(λ7) (1.9)
Vcs = 1− λ
2
4 −
λ4
8 [1 + 4A
2] +O(λ6) (1.10)
Vcb = Aλ2 +O(λ8) (1.11)
Vtd = Aλ3(1− (ρ+ iη)(1− λ
2
2 ) +O(λ
7) (1.12)
Vts = −Aλ2 + 12Aλ
4(1− 2(ρ+ iη)) +O(λ6) (1.13)
Vtb = 1− 12A
2λ4 +O(λ6) (1.14)
Such expressions for CKM matrix elements allows to evaluate the following
unitarity conditions:
|Vuα|2 + |Vcα|2 + |Vtα|2 = 1 with α = d, s, b (1.15)
VusV
∗
ud + VcsV ∗cd + VtsV ∗td = 0 (1.16)
VudV
∗
ub + VcdV ∗cb + VtdV ∗tb = 0 (1.17)
VubV
∗
us + VcbV ∗cs + VtbV ∗ts = 0 (1.18)
Equations 1.16, 1.17 and 1.18 can be represented as triangles in the complex
plane, called unitarity triangles. Looking at the previous expressions for matrix
elements, only the triangle 1.17 has all sides of the same order in λ, thus it is
more accessible to an experimental measurement of all the sides; in 1.16 and
1.18 cases, the measurement of one side turns out to be harder than the others.
The following expressions refer to sides of triangle in 1.17, indicated in fig. 1.1.
VudV
∗
ub = Aλ3(ρ+ iη)
(
1− 12λ
2
)
+O(λ7) (1.19)
VcdV
∗
cb = Aλ3 +O(λ7) (1.20)
VtdV
∗
tb = Aλ3
[
1− (ρ+ iη)
(
1− 12λ
2
)]
+O(λ6) (1.21)
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Re
Im
(1, 0)ρ(1− λ2/2)
η(1− λ2/2)
VudV
∗
ub
VcdV
∗
cb
VtdV
∗
tb
γ β
α
Figure 1.1: Triangle representation of unitarity condition in 1.17.
1.2.2 Standard Model calculation
As mentioned in sec. 1.2, the K+ → pi+νν¯ decay is a FCNC (Flavour Changing
Neutral Current) decay.
s d
u, c, t
ν ν
e, µ, τ
WW
(a) Box diagram
s d
u, c, t
WW
Z
νν
(b) Penguin diagram
s d
W
u, c, tu, c, t
Z
νν
(c) Penguin diagram
Figure 1.2: Feynman diagrams for K+ → pi+νν¯ decay in SM.
The Standard Model (SM) doesn’t provide FCNC vertices, so the lowest dia-
gram order for these decays is 1-loop, described by Feynman diagrams shown in
fig. 1.2. This is important because by using FCNC decay modes an investigation
of the detailed structure of the theory is possible.
The effective Hamiltonian for K+ → pi+νν¯ is given in 1.22 [8]:
Heff =
GF√
2
α
2pi sin2 θW
∑
l=e,µ,τ
(
V ∗csVcdX
l
NL(xc) + V ∗tsVtdX(xt)
)
(s¯d)V−A(ν¯ν)V−A
(1.22)
where GF indicates the Fermi weak coupling constant, while α/ sin2 θW rep-
resent the expression of squared weak coupling constant in terms of the fine
structure constant (α) and the Weinberg angle (θW ). The core of loop calcula-
tions for c and t quarks are given by X lNL and X respectively, containing the
sum of renormalized vertices contributions of diagrams in 1.2.
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The X function depends on xt = m
2
t
M2
W
, thus on the running top mass value
(mt) and represents the whole contribution of top quark to total decay ampli-
tude, containing the information on effective electro-weak diagrams in 1.2, as
well as QCD corrections [9].
The analogous of X function for charm contribution is X lNL; the only differ-
ence is the lepton dependence due to box diagram contribution: the X function
doesn’t depends on lepton masses because the top one is much grater than all
lepton masses, while charm has a mass comparable to the τ one, thus XτNL
depends also on τ mass.
Note that no u quark contribution appears: this is due to xu = m
2
u
M2
W
 1,
so the u contribution function Xu(xu) reduces to Xu(0). Using the unitarity
condition 1.17, the u quark contribution could be absorbed in X and X lNL ex-
pressions.
Finally, (s¯d)V−A and (ν¯ν)V−A indicate the V −A currents s¯γµ(1−γ5)d and
ν¯γµ(1− γ5)ν respectively.
The accurate theoretical prediction of theK+ → pi+νν¯ branching ratio is
due to the similarity of its Hamiltonian to the K0 → pi0e+ν one.
HKe3 =
GF√
2
V ∗us(s¯u)V−A(ν¯ee)V−A (1.23)
Isospin symmetry predicts:
〈pi+| (s¯d)V−A |K+〉 =
√
2 〈pi0| (s¯u)V−A |K+〉 (1.24)
Neglecting phase space differences due to mpi0 6= mpi+ and me 6= 0, the relation
1.25 is obtained:
BR(K+ → pi+νν¯)
BR(K0 → pi0e+ν) =
α2
|Vus|22pi2 sin4 θW
∑
l=e,µ,τ
∣∣V ∗csVcdX lNL + V ∗tsVtdX(xt)∣∣2
(1.25)
Such relation could be rewritten in the form in 1.26:
BR(K+ → pi+νν¯) = k+
[(=(λt)
λ5
X(xt)
)2
+
(<(λc)
λ
P0(X) +
<(λt)
λ5
X(xt)
)2]
(1.26)
k+ = rk
3α2BR(K0 → pi0e+ν)
2pi sin4 θW
λ8 = 4.11 · 10−11 (1.27)
Here λi = V ∗isVid, λ = |Vus| and P0(X) = 1λ4
[ 2
3X
e
NL + 13XτNL
]
. This epression
takes into account (with the rK factor) isospin breaking corrections. These
corrections are due to quark mass effects and electro-weak radiative effects,
computed in [11].
The following CKM matrix element approximations are useful to simply
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rewrite the expression in 1.26.
=(λt) ≈ −=(λc) = ηAλ5
<(λc) ≈ −λ
(
1− λ
2
2
)
<(λt) ≈ −
(
1− λ
2
2
)
A2λ5
(
1− ρ
(
1− λ
2
2
))
Finally a compact form for K+ → pi+νν¯ branching ratio is:
BR(K+ → pi+νν¯) = 4 · 10−11A4X2(xt) 1
σ
[
(ση¯)2 + (ρ0 − ρ¯)2
]
(1.28)
setting ρ¯ = ρ(1− λ2/2), η¯ = η(1− λ2/2), ρ0 = 1 + P0(X)A2X and σ = (1− λ2/2)−2.
This is the form of K+ → pi+νν¯ branching ratio expression in the Standard
Model: the predicted value in 1.1 is obtained by evaluating all the terms in the
expression above.
On the other hand the measured value of K+ → pi+νν¯ branching ratio al-
lows to estimate the |Vts| element of the CKM matrix.
In the (ρ¯, η¯) plane, the K+ → pi+νν¯ branching ratio formula describes an
ellipse centered in (ρ0, 0) with squared axis r20 and
r20
σ2 , where
r20 =
1
A4X2(xt)
[
σBR(K+ → pi+νν¯)
4 · 10−11
]
(1.29)
Such ellipse indicates all the possible ρ¯ and η¯ which are consistent with a branch-
ing ratio measurement: such values must be also consistent with those describe
the unitary triangle in fig. 1.1. In order to impose this condition the value of
the side length Rb is important: it describes a circumference in (ρ¯, η¯) plane in
which the top vertex of unitary triangle must lie [8].
Rb ≡ |VudV
∗
ub|
|VcdV ∗cb|
=
√
η¯2 + ρ¯2 =
(
1− λ
2
2
)
1
λ
|Vub|
|Vcb| = 0.36± 0.09 (1.30)
λ = 0.2205± 0.0018 |Vub||Vcb| = 0.08± 0.02 (1.31)
Requiring a common intercept (and assuming η¯ positive), the ρ¯ and η¯ values,
corresponding to the top vertex coordinate, are computed.
ρ¯ = 11− σ2
[
ρ0 −
√
ρ20σ
2 + (1− σ2)(r20 − σ2R2b)
]
, η¯ =
√
R2b − ρ¯2 (1.32)
Finally, once ρ¯ and η¯ are known, the estimate of |Vtd| is obtained.
Vtd = Aλ3(1− ρ¯− iη¯) |Vtd| = Aλ3
√
1 +R2b − 2ρ¯ (1.33)
This allows to give a new estimate of CKM matrix element |Vtd| based on the
K+ → pi+νν¯ branching ratio measurement. The source of error on this estimate
is dominated by accuracy on the branching ratio measurement (expected to be
10%) and on Rb value (≈ 25%) providing an better accuracy on |Vtd| than the
current one (≈ 50%).
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1.2.3 Beyond Standard Model (BSM) scenarios
As mentioned, K+ → pi+νν¯ decay mode is highly sensitive to new physics sig-
nals and some BSM theories can be ruled out based on the measured value of
its branching ratio. In this section an overview on some BSM theories and their
predictions on K+ → pi+νν¯ branching ratio are given. The BSM scenario is
shown in fig. 1.3: all the BSM predictions are bounded by the experimental
measurement at E747-989 (sec. 1.3), and by the model-independent Grossman-
Nir (GN) bound [40] which derives from imposing the isospin symmetry.
The Minimal Supersymmetric Standard Model (MSSM) [34] is one of the
most developed BSM theories. The reason why such theory is interesting is
its simplicity in resolving several SM issues: the MSSM provides a natural
resolution of the g−2 discrepancy between SM prediction and the experimental
value, a unification of the three interactions at high energy and an elimination
of divergent contribution in the Higgs mass expression. Moreover it can provide
a candidate for dark matter.
The MSSM theory is based on the requirement of symmetry between fermions
and bosons, predicting the existence of a boson partner for each SM fermion
(the so-called sfermion) and a fermion for each SM boson (identified by the
-ino suffix). This means that the particle content is double with respect the SM
one, but the number of parameters remains the about the same. However, if
supersymmetry was perfect, each new supersymmetric (SUSY) particle should
have the same mass of its SM partner, and so be already discovered; so a sym-
metry breaking is required in order to give to SUSY particles a mass outside the
actual experimental limits. This causes an increase of the number of required
parameters: MSSM predictions on BR(K+ → pi+νν¯) are made by evaluating
contributions of new diagrams involving SUSY particles, scanning over all the
possible values of input parameters (light blue points in fig. 1.3).
Fourth Generation Theories [35] allows a natural solution to some troubles
in Direct CP Violation (DCPV) observed in B system. The Standard Model,
as well as most of BSM theories, predicts the amplitude for B0 → K+pi− and
B+ → K+pi0 decay modes being similar, but experiments show that difference
between these amplitudes are different from zero. This discrepancy might be
solved by adding a fourth quark family, extending the CKM matrix to a 4x4
unitary matrix. The existence of a new quark family alters the SM prediction on
BR(K+ → pi+νν¯) due to insertion of another quark (t′) in loop diagrams. How-
ever the t′ contribution depends on some parameters, for example, its mass, and
the V ∗t′dVt′s product of the new 4x4 unitary matrix, so also the Fourth Genera-
tion predictions on BR(K+ → pi+νν¯) are obtained by a scan of all the possible
values of input parameters (purple shadow points in fig. 1.3).
Another kind of BSM theory is represented by the Minimal Flavour Vi-
olation (MFV) [36] theories: the common requirement is that all flavour- or
CP-violating terms are linked to the known Yukawa coupling. Such theories
are classified depending on the kind of new terms added to the SM Hamilto-
nian. The MFV-EFT is an Effective Field Theory which involves all the possible
flavour- or CP-violating terms built by using a Yukawa coupling, constraining
their coupling constant by the experimental results (red line in fig. 1.3)). As-
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Figure 1.3: BR(K+ → pi+νν¯) and BR(K0L → pi0νν¯) predictions given by some BSM theories.
suming some correlation between new terms, constrained MFV (CMFV) theo-
ries provide more stringent predictions, as well as the MFV-MSSM theory which
insert MFV in a supersymmetric enviroment (black and green dots in fig. 1.3
respectively).
Another interesting BSM theory is the Little Higgs with T-parity theory [37]
based on the idea the SM Hamiltonian is generated by a symmetry breaking
of a larger symmetry group G, of which the Higgs represents the Goldstone
boson, and SM interactions are built by gauging the conserved sub-group of G.
Such theory predicts the existence of new particles (among which a candidate
for dark matter), and predictions on BR(K+ → pi+νν¯) are obtained by adding
new particle contribution to SM ones (yellow area in fig. 1.3).
1.3 Existing measurements
The K+ → pi+νν¯ was intensively studied in 80’s at Brookhaven Laboratory,
with a long series of experiments, based on the observation of kaon decays
at rest. The first experimental observation of this decay was obtained by the
E787 experiment at AGS (Alternating Gradient Synchrotron) in 1995, with a
single event observation. The preliminary branching ratio estimate (1.34) had
an average value four times larger than the Standard Model prediction 1.1, but
the large errors allowed to state that the measurement was coherent with the
prediction [12].
BR1999(K+ → pi+νν¯) = 4.2+9.7−3.5 · 10−10 (1.34)
Further data analysis, based on statistics collected from 1995 to 1998, brought
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to a three event observation, and to a new measurement, which combined with
the previous one gave [13]:
BR2004(K+ → pi+νν¯) = 1.47+1.30−0.89 · 10−10 (1.35)
The following experiment E949 reduced the signal to background ratio in the
signal region to ≈ 0.9 and gave another measurement which contributed to the
latest branching ratio measurement in 2009, still consistent with the Standard
Model prediction, with 7 candidate events in total [14].
BR2009(K+ → pi+νν¯) = 1.72+1.15−1.05 · 10−10 (1.36)
All these experimental results were obtained with kaon decays at rest. Such
experiments were made of an active target in which the kaon beam was stopped,
surrounded by a drift chamber and, more externally, by a range stack providing
momentum, energy and range measurements of the ougoing pion. All around
this material, some veto barrels were used for muon and photon rejection. The
K+ → pi+νν¯ was selected by a single positive-charged track in a certain momen-
tum range, requiring no other signal in time coincidence with it. The largest
source of background was due to pions from K2pi which interacted with the tar-
get material, causing the loss of the angular correlation with photons from pi0
and energy loss as well. This problem will not aﬄict NA62 experiment which is
a rare kaon decay experiment using in flight decays occurring in vaccum.
1.4 Experimental strategy
The NA62 experiment exploits high energy kaons produced by 400 GeV/c pro-
tons from the SPS at CERN colliding against a Beryllium target. The use of
high energy protons is favoured by the kaon production cross section increasing
with energy, but causes a more difficult separation of particles produced by the
beam-target interaction, forming a secondary beam. Only kaons belonging to
this secondary beam and decaying in a fiducial decay region are considered in
the NA62 experiment, and, because of the difficulty on particle separation, only
a small fraction of the entire beam are kaons (about the 6%).
The K+ → pi+νν¯ signal has only few measurable kinematic observables due
to the presence of two neutrinos, these are the kaon and pion momenta (PK and
Ppi) and the angle between them (θKpi) as shown in fig. 1.4.
K+
pi+
ν
ν¯
θKpi
Figure 1.4: K+ → pi+νν¯ decay scheme.
An important quantity is the invariant missing mass (m2miss): assuming
mK  PK , mpi  Ppi and θKpi  1, its expression is:
m2miss ' (PK−Ppi)2 = m2pi
(
1− |PK ||Ppi|
)
+m2K
(
1− |Ppi||PK |
)
+|PK ||Ppi|θ2Kpi (1.37)
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Figure 1.5: Invariant missing mass distribution for K2pi , Kµ2, K3pi and Kpiνν¯ .
The signal signature is given by a single track event in time and space coin-
cidence with a kaon track from the beam. Any decay which results in the above
is a potential background. Backgrounds can be divided in two main classes,
based on their rejection procedure.
The first class include all the main kaon decays which can be rejected based
on the reconstructedm2miss value, computed assuming that the track corresponds
to a pion. Decay modes belonging to this class areK+ → pi+pi0, K+ → µ+ν and
K+ → pi+pi+pi0 decays (respectively called K2pi, Kµ2 and K3pi). The expected
m2miss distributions due to these channels are shown in fig. 1.5: the missing
mass in a K2pi decay is equal to m2pi, while K3pi produces a typical 3-body
spectrum with a kinematic lower bound (indicated as Min(m23pi)). The Kµ2
missing mass is expected not to be zero because of the pion assumption in the
computation: such distribution depends on muon momentum and spreads over
negative values. Looking at fig. 1.5, two regions in m2miss distribution could be
identified to isolate background given by these three channels.
• Region 1: 0 < m2miss < m2pi − (∆m)2
• Region 2: m2pi + (∆m)2 < m2miss < Min(m23pi)− (∆m)2
where (∆m)2 value depends on the invariant missing mass resolution. Assum-
ing an inefficiency of photon veto of about 10−8, an inefficiency of muon veto of
about 5 · 10−6, a signal to background ratio equal to 10 can be reached with a
missing mass resolution (∆m)2 ≈ 8 · 10−3 GeV2/c2 [1]. This is a reference value
to determine detector requirements: a resolution of about 0.2% on PK , of about
1% on Ppi and of about 50µrad on θKpi allows to reach the expected signal to
background ratio.
The above decay modes contribute to 92% of the K branching ratio, while
the remaining 8% is given by semi-leptonic or radiative decay modes. These
decay modes have an invariant missing mass spectrum which overlaps the signal
region (fig. 1.6) and kinematic rejection is not sufficient to reject them.
Methods for signal to background separation are listed in tab. 1.1: high
efficiency photon and muon veto systems and an accurate particle identification
(PID) are required to reach an high rejection factor for those background decay
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Decay mode BR Rejection
K → pi+pi0 64% Kinematic + photon veto
K → pi+pi0 21% Kinematic + photon veto
K → pi+pi+pi− 6% Kinematic + charged particles veto
K → pi+pi0pi0 2% Kinematic + photon veto
K → pi0e+ν 5% E/P + photon veto
K → pi0µ+ν 3% PID + photon, muon veto
Table 1.1: Rejection methods for K+ common decay modes.
Figure 1.6: Invariant missing mass distribution for decays that overlap with the signal region.
modes.
Photons are rejected by using a veto system (sec. 2.3.1) composed by dif-
ferent detectors covering a wide angular range around the beam axis: a system
composed by 12 annular veto detectors (LAV) covers decay angles from 8.5
mrad to 50 mrad. Angles between 2 and 8.5 mrad are covered by the Liquid
Krypton Calorimeter (LKr), while photon veto capability for angles below 2
mrad is provided by the Intermediate Ring Calorimeter (IRC) and Small Angle
Calorimeter (SAC).
Muon vetoing is possible by using particle identification (PID), obtained
by independent momentum and velocity measurements (given respectively by
spectrometer, in sec. 2.3.2, and RICH Cherenkov detector, in sec. 2.3.3 ), by
measuring the deposited energy in hadronic calorimeters (MUV1 and MUV2,
sec. 2.3.5), and by employing a fast muon veto system (MUV3, sec. 2.3.5).
Remaining decay modes with branching ratio larger than 10−5 are K+ →
pi+pi−e+ν and K+ → pi+pi−µ+ν (called Ke4 and Kµ4 respectively). In these
cases the leptons can not be detected because their proximity to the beam
line: in order to separate such decays from signal, an high efficiency in charged
particles detection is required, which can be provided by the 4 STRAW chambers
spectrometer measuring multiple tracks.
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Chapter 2
Experimental setup
The NA62 experiment is located in the CERN-SPS North Area, on the beam line
originally used by the NA48 experiment [16]. The 400 GeV/c proton beam from
the SPS collides on a Beryllium target, providing a positive secondary hadron
beam with a 6% fraction of kaons. The fiducial kaon decay region begins 100
m downstream the target and ends about 70 m farther, where downstream de-
tector are located.
The detectors upstream the decay region are designed to monitor and mea-
sure the secondary beam conditions. The KTAG (Čerenkov Differential counter
with Achromatic Beam focus) allows kaon identification, while the GTK (Giga-
Tracker), composed by three silicon micro-pixels stations inserted in a magnetic
field, gives an accurate measurement of beam track momentum, direction and
time. In the last layer of GTK, the CHANTI (CHarged ANTI) scintillation de-
tector works as veto system in order reject events with charged particles caused
by interaction with Gigatracker material.
Around the decay region, a Large Angle Veto (LAV) system is composed by
12 annular lead glass stations which cover an angular range up to 50 mrad. The
charged track momentum and vertex reconstruction is given by the STRAW
chambers spectrometer, and the Ring Imaging CHerenkov (RICH) detector is
used for particle identification. Charged particles after the RICH are detected
by a segmented scintillation hodoscope (CHOD), which allows a fast charged
particles trigger, and monitors interactions with the RICH vessel. A photon veto
system for small angles is composed of three calorimeters: the LKr, IRC and
SAC. The Liquid Kripton Calorimeter (LKr) is an electromagnetic calorimeter
important for e+/e− identification and pi0 rejection. The Intermediate Ring
Calorimeter (IRC) and Small Angle Calorimeter (SAC) add photon rejection
in a region not covered by LKr. In particular, before the beam reaches to the
SAC, it is bent out of its acceptance; in this way only photon can hit the SAC.
Muon vetoing, essential for background rejection, is ensured by an hermetic
veto system composed by MUV detectors. The MUV3 detector is a scintillator
veto system placed after an 80 cm thick iron block, and it ensures a fast veto
signal. MUV1 and MUV2 hadronic calorimeters are used for hadron-muon sep-
aration based on total energy release and shape of hadronic shower.
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A scheme of total NA62 experimental setup is shown in fig. 2.1.
Figure 2.1: Scheme of the NA62 Experiment.
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2.1. BEAM
2.1 Beam
The 400 GeV/c protons in SPS beam are used for ultra-rare kaon decays study.
High energy represents an advantage in kaon production from the primary beam:
for protons colliding with a 2 cm thick beryllium block, the maximum K+ pro-
duction, at a given primary proton momentum p0, in a given momentum bite
∆p/p, per unit solid angle, occurs at kaon momentum pK ≈ 0.35p0; and, at
fixed pK/p0 ratio, the kaon production increases as p2K ∼ p20 [17].
The important quantity to maximize is the number of kaon decays in a given
fiducial length: this quantity is maximized at pK ≈ 0.23p0 and, at fixed pK/p0,
it increases as pK ∼ p0. Moreover a high energy of secondary particles increases
detector efficiencies.
On the other hand high energy of primary and secondary particles result in
a more difficult beam particle separation.
2.1.1 Choice of K+ and beam momentum
The choice of positive kaons instead of negative ones for an ultra-rare decay
search arises from three numbers.
At a primary proton momentum p0 = 400 GeV/c the ratio between pos-
itive and negative kaons produced is K+/K− ≈ 2.1. Moreover also the ratio
(K+/pi+)/(K−/pi−) ≈ 1.2 despite that (K+/N+)/(K−/N−) ≈ 1.0, whereN+/−
indicate the total number of positive/negative charged particles [18]. Therefore
the positive kaon fraction is larger than the negative one, and the beam is also
more pure.
The choice of a nominal kaon momentum value of pK = 75 GeV/c can be
justified by looking at tab. 2.1, where beam momenta 60, 75 and 120 GeV/c
are compared.
A kaon beam momentum PK = 75 GeV/c maximizes kaon decays in the
fiducial length and represents a good compromise between large statistics and
low background. Moreover with this choice, the products of common decay of
kaons have a momentum ≤ 40 GeV/c, sufficient to prevent their escape without
detection.
2.1.2 The beam line
The primary beam is focused on a 2 cm thick beryllium target, air cooled and
suspended between two aluminium slices. The outgoing beam is collimated by a
950 mm long copper collimator, which absorbs all particles diverging more than
6 mrad before they decay in to muons. Before the vacuum chamber, another
collimator reduces the beam divergence to 4 mrad.
After further focusing obtained using three quadrupoles, the beam is di-
rected to four dipoles which belong to a front-end achromat. The first two
dipoles vertically deflect the beam in order to select the positive component at
≈ 75 GeV/c; such beam then passes through a 1.6X0 thick tungsten radiator
which causes a loss of energy of positron by Bremsstrahlung. The other two
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PK (GeV/c)
Beam Characteristics 60 75 120
Fluxes at production p ·106 89 171 550
in 42µster, in a given K+ ·106 40 53 71
∆PK/PK / 1012 incident pi+ ·106 353 532 825
protons per second Total ·106 482 756 1446
Survival factor K+ 0.797 0.834 0.893
over 102 m pi+ 0.970 0.976 0.985
Fluxes at 102 m p ·106 89 171 550
in 42µster, in a given K+ ·106 32 45 65
∆PK/PK / 1012 incident pi+ ·106 343 525 813
protons per second Total ·106 465 743 1426
Decays in 60 fiducial lenght K+ 3.9 4.5 4.1
1012 incident protons per s pi+ 6.1 7.4 7.2
K+ decays/pi+ decays in 60 m 0.64 0.61 0.57
K+ decays in 60 m/Total hadron flux ·103 8.4 6.1 2.9
Table 2.1: Criteria for choice of beam momentum.
dipoles deflect back the beam and cause the rejection of 99.6% of the positron
component.
After another focusing obtained by three quadrupoles, the beam has a mo-
mentum PK = 75 GeV/c with 0.9 GeV/c as standard deviation. Another achro-
mat is located before the Gigatracker, and the last collimator is the active veto
CHANTI. The final secondary beam composition is given by about the 70% of
pi+, the 23% of protons and the 6% of K+ [19].
2.2 Detectors upstream the fiducial decay region
2.2.1 KTAG
One of the most important issues for the NA62 experiment is the beam com-
position: detectors upstream the decay region are traversed by an incoming
particle rate 17 times higher than the useful one (the kaon beam component).
Interactions of the secondary beam with residual gas in the vacuum tank could
generate fake triggers whose rate increases with the gas pressure. In absence of
kaon tagging, only a pressure of about 10−8 mbar would give a fake rate at 1
event per year, so the kaon-tagging system KTAG is crucial for NA62.
The CEDAR detector exploits Čerenkov light of particles passing through
the matter: when a particle has a velocity greater than the speed of light in
the medium, a coherent light emission occurs at an angle θC which depends
only on the velocity of particle (β = vc ) and refractive index (n) of the material:
cos θC = 1βn . If the particle momentum is fixed, the emission angle depends only
on the mass of the particle: scanning on emission angles correspods to scanning
on particle masses.
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A CEDAR detector scheme is in fig. 2.2b: in a vessel filled by H2 at 3.6
mbar, beam particles at 75 GeV/c will emit Čerenkov light reflected by spherical
Mangin mirror1 to a corrective lenses which focus light to photomultipliers.
Located between the lens and the photomultipliers, a diaphragm only selects
light emitted at a certain angle. If the detected angle is fixed, mass scanning
can be obtained by varying gas pressure, and therefore the refractive index. An
example of CEDAR particle detection for different gas pressure is shown in fig.
2.2a: the choice of a nominal H2 a pressure of 3.6 mbar was done to select only
light from K+.
(a)
(b)
Figure 2.2: CEDAR pressure scan (fig. 2.2a): the gas pressure for K+ detection is different
from 3.6 mbar because the filling gas was N2 instead of H2. Different curves refers to different
thresholds on the number of fired PMTs : kaon peak is well-separated for 4 or more fired
PMTs. In fig. 2.2b the light path in the CEDAR is shown.
The NA62 CEDAR detector is an upgrade of an existing SPS West CEDAR
[20]: changes to detector include the possible use of H2 instead of N2 in order to
reduce interactions of beam particle with gas molecules, and the replacement of
1A Mangin mirror is a mirror with a thin aluminium slice on the back side.
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Figure 2.3: Schematic of Gigatracker detector.
the 8 photomultipliers with 8 clusters of 32 photomultipliers in order to reduce
the single channel rate.
2.2.2 Gigatracker (GTK)
Gigatracker provides a measurement of beam track momenta, directions and
times. These accurate measurements are required for the kinematic background
rejection and signal identification using invariant missing mass (sec. 1.4) de-
pending on kaon momentum PK , pion momentum Ppi and decay angle θKpi.
Pion track momentum, direction and timing measurements are made by the
STRAW spectrometer, while the kaon track must be measured by the Giga-
tracker. The name of detector is due to particle rate which must be sustained:
despite the average rate of about 0.75 GHz, rate spikes reach values of about
1.3 GHz. The required resolutions on track parameter measurements are:
• Time: 150 ps
• Momentum: σpp ≤ 0.2%
• Direction: 16µrad
The Gigatracker spectrometer is installed in the vacuum tank immediately be-
fore the fiducial decay region, with the minimal amount of material to preserve
the beam divergence and to limit hadronic interactions. It is composed of three
hybrid silicon pixel stations: each station has a detector with a total size of
63.1 mm x 29.3 mm to cover the expected beam size 60 mm x 27 mm (fig.
2.4). Each detector contains 18000 300µm x 300µm pixels arranged in a 90 x
200 array. The three stations (GTK1, GTK2 and GTK3) are mounted around
achromat magnets as shown in fig. 2.3. Distance between stations and pixel
size are chosen to reach the expected direction and momentum resolution.
Another crucial point is the amount of material crossed by particles: multiple
scattering causes direction resolution degradation, so it should be minimized.
The chosen sensor thickness (200µm) is about 0.22% X0, and taking into ac-
count all the read-out and cooling apparatus, the total amount of material reach
0.5% X0: this choice is a good compromise between resolution and detector cost.
The hybrid silicon detectors are read-out by 2x5 chips which deliver a time
resolution of 200 ps to reach a combined time resolution in three stations of
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150 ps, important to minimize random matching between kaon and pion tracks.
The expected energy deposition in the central zone per cm2 for 100 days of run
time is comparable to that in the inner region of LHC trackers over 10 years of
activity. In order to reduce the induced leakage current on sensors the working
temperature is set to 5°, and an efficient micro-channel cooling system is used
for this purpose.
Figure 2.4: Illumination of a GTK station (units are MHz/mm2) and 2x5 read-out chip location
.
2.2.3 CHANTI
The CHANTI detector is used to reduce background events with hadronic in-
teractions in GTK or muon beam halo. Beam interactions with the last GTK
station (GTK3) are dangerous because they could mimic a pi+νν¯ signal: a pion
with a direction close to the beam line could be produced by hadronic interac-
tions, and if no other tracks are detected, this event could be interpreted as a
signal event. GEANT4 simulations show that hadronic interactions with GTK
material occur with a probability of about 10−3; in order to reach a background
level at 10−11, an efficiency of CHANTI veto of about 10−8 is required. A
scheme of the CHANTI detector is shown in fig. 2.5: it is composed of 6 square
stations, located inside the vacuum tube. The station size is 300 mm x 300 mm,
with a rectangular hole of 90 mm x 50 mm, following the beam shape. Each
station is composed by horizontal and vertical plastic scintillator bars, perpen-
dicular to the beam axis. Light is collected using wavelenght shifter fibres and
directed to a photomultiplier. This system allow to cover, for particles hitting
the centre of GTK, the angular region between 34 mrad and 1.38 rad, while,
for particles hitting the corner, it covers the region between 50 mrad and 1.16
rad. LAV detectors, located around the decay region, provide the coverage up
to 50 mrad for particles hitting the corner of GTK, so an hermetical detection
of all events due to hadronic interaction in GTK3 is provided by these two veto
systems.
CHAPTER 2. EXPERIMENTAL SETUP 21
2.3. DETECTORS DOWNSTREAM THE FIDUCIAL DECAY REGION
Figure 2.5: CHANTI detector layout.
2.3 Detectors downstream the fiducial decay region
2.3.1 Photon veto system
K+ → pi+pi0 are 20.6% of total kaon decays, and only the 0.2% of them has a
photon emission angle greater than 50 mrad, so the photon veto system has to be
hermetical for decays along all the fiducial decay region up to an emission angle
of 50 mrad. This system, in order to reach the expected signal to background
ratio, should have an inefficiency below 10−8 [1]. This hermetical veto system
comprises three different detectors:
• LAV: covers the angular region between 8.5 mrad and 50 mrad, along all
the vacuum decay region.
• LKr: covers the angular region between 8.5 mrad and 1 mrad.
• IRC, SAC: cover the angular region between 0 and 1 mrad.
Large Angle Veto (LAV)
The Large Angle Veto detector is composed of 12 stations (fig. 2.6) located in
the vacuum tube. The first 11 stations are along the vacuum decay region, while
the last one is situated between RICH and LKr, downstream the decay region.
Each annular-shaped station is composed by lead-glass crystals previously used
in the electromagnetic calorimeter of the OPAL experiment [21]. These crystals,
with a truncated pyramid shape, are disposed azimuthally to the beam axis (fig.
2.7); each station contains 5 layers of blocks, rotated between them to cover all
the angular acceptance. Each crystal is connected to a photomultiplier outside
the vacuum tube, which provides a fast response for event vetoing.
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Figure 2.6: LAV detector layout (in yellow).
Figure 2.7: LAV station layout.
Photon detection is based on electromagnetic showers in LAV crystals, and
the Čerenkov radiation due to e+e− pairs. The low energy threshold allows halo
muon and pion detection, whose discrimination could be done by analysing
the signal shape, or deposited energy, proportional to the signal Time Over
Threshold (ToT).
Liquid Kripton Calorimeter (LKr)
The Liquid Kripton Calorimeter was already used in the previous NA48 exper-
iment at CERN, but it uses a different read-out system to sustain the higher
particle rate. The calorimeter, approximatively octagonal, is composed of a liq-
uid kripton volume of 9 m3: this material is chosen for its linear response to
energy deposited and also for its radiation length (X0 = 4.7 cm). Its length of
27X0 allows to completely contain shower produced by 50 GeV photons. The
kripton volume is divided in 13248 cells (2 cm x 2 cm x 127 cm each) separated
by metallic strips which work as cathodes and anodes (fig. 2.8b).
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(a) (b)
Figure 2.8: In fig. 2.8a the LKr layout is shown, while fig. 2.8b shows the cell definition.
The LKr calorimeter shows an excellent energy, time and position resolution,
so it can be used to detect K+ → pi0e+ν by reconstructing the electron cluster
with high precision [22]. Its layout shows a circular hole in the middle for the
beam pipe, and the whole detector is contained in a cryostat vessel needed to
keep the temperature at 121 K.
IRC and SAC calorimeters
Intermediate Ring Calorimeter (IRC) and Small Angle Calorimeter (SAC) pro-
vide photon veto coverage for angles below 1 mrad: IRC is located immediately
before the LKr and outside the beam pipe, covering angles not occupied by LKr,
while SAC is located on beam axis. Before SAC a dipole bends the beam out
the SAC acceptance so only neutral particles hit the SAC.
Such calorimeters use the shashlyk technology: they are composed by consec-
utive lead and plastic plates, so photon interacting in lead, cause an electromag-
netic shower which illuminates scintillators. The scintillation light is absorbed
and re-emitted to longer by fluorescent additions. At these longer wavelengths
the attenuation length is lengthened considerably. Finally light is collected by
wavelengths shifting fibres and directed to photomultipliers.
2.3.2 STRAW chambers spectrometer
The STRAW chamber spectrometer has to provide the pion track momentum
and direction measurements. As shown in 1.4, the required momentum resolu-
tion is σp/p ≤ 1%, and the track direction measurement has to be enough to
reach a resolution on decay angle of about 60µrad. The following specifications
are required to reach these values:
• Ultra-light material to limit multiple-scattering effects on direction reso-
lution.
• Integration inside the vacuum tank.
• Average track efficiency near to 100%.
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Figure 2.9: STRAW spectrometer layout.
• Capability to veto multi-tracks events.
It brings to state detector requirements:
• Thickness has to be ≤ 0.5%X0 equivalent.
• Spatial resolution of a single coordinate ≤ 130µm, for a single point res-
olution ≤ 80µm.
• High rate capability (inner straws should sustain a rate up to 500 kHz/S-
traw).
• Integration in trigger algorithm as multiplicity veto.
The general spectrometer layout is sketched in fig. 2.9: it is composed of 4
straw chamber stations separated longitudinally by 10 m, except the last two
stations which are 15 m apart. Between the central stations an high aperture
dipole magnet provides a B-field of 0.36 T, corresponding to a momentum kick
of 270 MeV/c.
Each station is composed by 1792 straw detectors disposed in 4 different
orientations (fig. 2.10a, called views): horizontal, vertical and two at ±45°. For
each view, the straw are arranged in 4 staggered layers, in order to eliminate
the left-right ambiguity. Note that each view has a 12 cm central zone without
straws for the beam line. This layout results in a non-uniform coverage for all
the regions, which can be classified as 1-,2-,3- and 4-views zones, corresponding
to the respective number of views (fig. 2.10b). From Monte Carlo simulation,
2% of signal pions cross the 1-view region, about 10% cross the 2-views region,
about 50% cross the 3-views region and the remaining 38% the 4-views region.
That’s the reason for use of 4-views because if only one view is available (also
because of inefficiencies), position cannot be measured.
Straws are 2.1 m long with a diameter of 4.9 mm. They are made of a thin
PET cover, with an internal metallic surface to provide conductivity. In the
middle of the straw, the anode is a tungsten wire with a diameter of 15µm.
The gas is chosen by using a simulation to evaluate the optimal working point
for two different gas mixtures: a slower, but long-living isobutane mixture (CO2
90%, iso-C4H10 5%, CF4 5%), or a faster Ar 70% CO2 30%. Fast response was
preferred in order to avoid problems caused by pile-up. Position resolution, in
line with the required one, is reached by using time measurement of the induced
electrical pulse.
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(a) Station views (b) Different views regions
Figure 2.10: The STRAW views layout.
2.3.3 RICH
The RICH (Ring Image CHerenkov counter) detector provides particle veloc-
ity and position measurements, and can be used for particle identification if
combined with other systems. The main tasks of the RICH detector are the
muon-pion separation in a momentum range between 15 and 35 GeV/c, and a
fast multiplicity triggering.
Figure 2.11: RICH layout.
A general RICH detector exploits Čerenkov radiation due to a particle cross-
ing matter. If particle velocity is greater than the speed of light (in matter), a
coherent radiation is emitted at a fixed angle (θC) depending on particle speed
(β) and material refractive index (n):
cos θC =
1
βn
(2.1)
So Čerenkov radiation only occurs if particle speed is greater than βmin = 1n
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and a threshold on momentum is fixed at Pmin = m√n2−1 , where m indicates the
particle mass. The radiation intensity increases as (β2 − β2min) [23], so a satis-
fying efficiency on 15 GeV/c pion detection could be reached using a threshold
at 20% lower energy, which correspond to n − 1 = 62 · 10−6 close to the value
for Neon one at atmospheric pressure [38]. In order to achieve a fast response
on light detection, Čerenkov radiation is detected by using fast single-anode
photomultipliers.
The RICH layout is sketched in fig. 2.11. Neon at atmospheric pressure is
contained in a 17 m long vessel with a diameter of 3 m, with a central vacuum
pipe for the beam. The Čerenkov light produced by particles outside the beam
pipe is reflected by spherical mirror with a focal length (f) of 17 m, located
at the end of the detector. Such mirror is composed by 20 sub-mirrors, tilted
in order not to illuminate the beam pipe region. Each sub-mirror is composed
by glass with a back aluminium surface in order to increase reflectivity. The
light-cone image at the focal plane corresponds to a ring with a radius equal to
f tan θC , assuming that particle propagates along the focal axis. If the trajec-
tory is inclined respect the focal axis (by an angle α), the focal plane image is
distorted to an ellipse and the centre is shifted by f tanα.
Light is detected by about 2000 photomultipliers located on the focal plane
and arranged in two disks located at the both sides of the beam pipe (called
respectively Jura and Saleve sides, based on position of mountains around Gen-
eve). By measuring the image at the focal plane it’s possible to determine
particle speed and direction: if particle momentum p is known, the particle
mass can be found:
m2rec = p2
(
cos2 θC
cos2 θmax
− 1
)
(2.2)
where cos θmax = 1/n. Reconstructed mass distributions for electrons, pions
and muons in three different momentum ranges (15, 25 and 35 GeV) are shown
in fig. 2.12. Fixing reconstructed mass cuts, background suppression factors
and signal loss fraction can be estimated: for example, a cut on pion mass peak
provides a muon and electron rejection factor, integrated on momenta between
15 and 45 GeV/c, of about 1.3 · 10−3.
2.3.4 CHOD
The Charged HODoscope (CHOD) is a scintillator hodoscope, located behind
the RICH, and used for charged particle detection. Its main task is use in the
trigger, so it has to give a fast and accurate time and position measurement
for charged particles. Its good time resolution (σt ≈ 200 ps) allows to combine
its measurement with the RICH one to get an excellent knowledge on particle
timing.
Another important role of the CHOD is to detect possible hadronic interac-
tions in RICH detector which could produce some low energy hadrons, which
could be detected by LKr. A cluster detection in LKr can give an event veto,
and in the previous case a good event could be wrongly vetoed, decreasing
LKr veto efficiency. If CHOD information is available, these events could be
reconstructed and not vetoed.
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Figure 2.12: Reconstructed squared mass distributions at three different momentum ranges.
Figure 2.13: CHOD layout.
The hodoscope is inherited by NA48 experiment and its layout is sketched
in fig. 2.13: 128 plastic scintillator bars are arranged in two planes, with bars
respectively oriented in x and y directions. Each plane is divided in 4 quad-
rants, each with 16 bars with variable length from 121 to 61 cm, read by 16
photomultipliers. The only change in this detector respect the NA48 version is
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the read-out electronics designed to sustain an higher rate.
During the 2016 run the installation and testing of the New CHOD detector
is planned. This new hodoscope was assembled whether for current CHOD age
reason or for its different structure, based on 148 pads arranged to cover a 2140
mm radius area, with pads size varying based on position in order to optimize
the single pad rate.
2.3.5 MUV system
Some separation between muons and pions can be obtained by using straw
spectrometer and RICH. Mass reconstruction needs a RICH circle fit and a
complete track reconstruction in spectrometer. Further muon suppression is
achieved by using the MUon Veto (MUV) system based on hadronic calorimetry
and muon detection, which gives a fast muon veto, useful for fast triggering.
The MUV system is composed by three different detectors (MUV1, MUV2 and
MUV3) located in different positions in experimental area. MUV1 and MUV2
are hadronic calorimeters placed behing the LKr, while the MUV3 detector is
a scintillator detector located behind an 80 cm thick iron wall, as shown in
fig. 2.14a.
Hadronic calorimeters (MUV1, MUV2)
Muon signals can be identified in LKr because of their low-energy deposit by
ionization, while the pion energy deposition can be greater due to hadronic in-
teractions in the calorimeter. However some catastrophic muon signals could be
misidentified as pion ones, and a system of hadronic calorimetry could separate
pion hadronic showers from muons shower produced by pair production. MUV1
and MUV2 are hadronic calorimeters (fig. 2.14a), located immediately behind
the LKr, both composed by an iron-scintillator sandwich with respectively 24
and 22 scintillator strips. MUV1 is inherited by the hadronic calorimeter (HAC)
system in NA48, while MUV2 is a new detector. The only difference between
them is in light collection: the former use wavelengths shifting fibres, while
MUV2 collects light by using light guide directly to photomultipliers.
(a) The MUV system layout. (b) The MUV3 layout.
A description of the light collection in MUV1 calorimeter is required for
CHAPTER 2. EXPERIMENTAL SETUP 29
2.4. TRIGGER AND DATA AQUISITION (TDAQ)
following discussions (see sec. 4.2.5). The 2x12 scintillator layers, separated by
iron plates, are alternatively horizontal and vertical oriented and composed by 48
scintillator strips: the light in each strip is collected by two optical fibers located
at both the sides, except the central ones which are truncated in correspondence
of the beam pipe and are connected to only one fiber at one side. The fibers of
one longitudinal row of scintillators direct the light to one single PMT; therefore
no longitudinal segmentation exists.
Fast Muon Veto (MUV3)
Due to its low energy deposit in matter, muons are the only charged parti-
cles that can cross thick materials without stopping. So muon identification
is obtained by detecting charged particles behind a thick iron wall. MUV3 is
a scintillator detector located after an 80 cm thick iron wall (fig 2.14a) and it
gives a fast signal for muon triggering, really useful for a level zero trigger.
MUV3 is composed by an array of 5 cm scintillator tiles, with the produced
light collected by photomultipliers positioned about 20 cm downstream. A good
time resolution is required, so no wavelength shifter fibres are used, but they
are substituted by direct optical connections from scintillator to photomulti-
plier, and a time jitter of about 250 ps is reached. However this time resolution
could be degraded by Čerenkov light produced by muon traversing the pho-
tomultiplier material. These photons reach the photocathode earlier than the
scintillation ones by about 2 ns. A solution to this problem is given by using
two photomultipliers per tile (fig. 2.14b): the output time will be given by the
average value, and in case of Čerenkov light (causing a visible shift), the later
photomultiplier’s time measurement is considered.
2.4 Trigger and Data Aquisition (TDAQ)
At the nominal intensity, the expected amount of data will be too large to be
completely stored on disk: GTK and LKr contribute much more than other
detectors, because of the large number of channels and the different data ac-
quisition. Differently from the other detectors, LKr measurement is based on
FADCs (Flash Analog to Digital Conveter), which continuously sample the in-
put analog signal. The others are based only to time measurement given by
TDC (Time to Digital Converter) which occurs only if the input analog signal
is greater than a fixed threshold.
NA62 is an ultra-rare decay research experiment, which means that most
of events are not interesting, and efficient trigger system allows to immediately
discard them to make the oﬄine event selection easier [45].
A standard trigger system scheme for an high energy experiment (fig. 2.14)
consists in a sequential decision algorithm aimed to state whether an event
should be recorded or not. The first decision step (L0) is obtained by using
only incoming data from few detectors: an hardware logic condition is checked
and decision on the event is returned in about 100 ns. The second level imposes
further conditions, taking a time of microseconds, and, if the trigger condition
is positive, data are digitized and transmitted to dedicated processor for L2
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Figure 2.14: A generic high energy experiment trigger system.
trigger decision. Finally, if L2 decision is positive, digitized data are sent to
PC Farm that has the complete information on the event and eventually stores
event data on dedicated disks.
NA62 trigger system has some differences respect the described scheme: data
are always digitized and such digitized data represent input for all the trigger
algorithms from the complete set of channels of the used detectors. Such set
of data used by the hardware system for the trigger decision elaboration, is
exactly the same as the one available in stored data. Moreover the latencies are
about 100µs for L0 and with no stringent limit on L1/L2, which are performed
together both in the same PC after read-out. These features allow to suppress
dead time due to data acquisition, but require sufficient dedicated memory for
data buffering. NA62 trigger decision is divided in three steps:
• an hardware L0 trigger, based on input from few detectors; if it is positive,
the data is read-out from detector to PCs.
• a software L1 trigger, based on information computed independently by
each sub-detector system.
• a software L2 trigger, based on partial reconstructed events by using in-
formations from different sub-detector system stored in the same PC.
2.4.1 NA62 TDAQ architecture
Most of NA62 detectors are time-measurement based, and the only detectors
requiring a different measurement are calorimeters. For this reason and for the
different amount of data acquired, these two kind of detectors have different
data acquisition systems. TDAQ system for most detectors of the former class
is provided by TEL62 boards [41] [42] and time measurements are made by
HPTDCs (High Performance Time to Digital Converter) [43]. The STRAW and
GTK spectrometers use dedicated read-out systems because of high rate and the
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large number of channels. Calorimeters use a continuous input signal sampling,
made by FADCs (Flash Analog to Digital Converter) read by dedicated CREAM
modules (Calorimeter REAdout Module).
TEL62-based architecture
TEL62 boards represent an upgrade of LHCb’s TELL1 boards [44], and they
are still electronically compatible with them. They share a similar architecture,
but have a much larger computation power and storage memory.
Time measurements are given by HPTDCs, developed at CERN, which pro-
vide an accurate measurement of leading and trailing edges of an input signal.
Accuracy depends on external clock frequency (f) given in input to the module
and could be set between low resolution (800 ps, f = 40 MHz), medium resolu-
tion (200 ps, f = 80 MHz), high resolution (100 ps, f = 320 MHz) and very high
resolution (25 ps, f = 320 MHz). In NA62 experiment, HPTDC are used in
high resolution mode to reach a time resolution of 100 ps. Each HPTDC has 32
input channels, and incoming information from a channel is temporary recorded
in a dedicated buffer. These buffers are cyclically read, and, if a measurement is
saved, it is labelled by channel index and transferred to another buffer, shared
by 8 different channels. Such 4 buffers are also cyclically read and, eventually,
saved informations are sent to a FIFO which could be read.
A TDC Board (TDCB) manages the time measurements of 4 HPTDCs, by
using a single dedicated FPGA (called TDCC-FPGA), so a TDCB provides
leading and trailing time measurements of 128 input channels at 100 ps reso-
lution. In particular controls TDCs at runtime, reading out data words when
available, and monitors TDC status, propagating error informations if needed.
A crucial point for TDCB performance is the clock stability: the reference 40
MHz clock is provided by TEL62 and it is stabilized in the TDCB to a maxi-
mum jitter level of about 20 ps.
The TEL62 board is a 9U-format board, which hosts 4 mezzanine TDCB
boards , each one served by a dedicated FPGA (PP-FPGA) with about 6 GB/s
input bandwidth and 2 GB DDR dynamic RAM. A fifth FPGA (SL-FPGA)
collects data from PP-FPGAs and drives another mezzanine board with four
1-Gigabit Ethernet links. The board includes an on-board control PC (CCPC)
for slow control and a trigger and time delivering management (TTC) system.
Concerning TDC applications, each PP-FPGA merges data from all the TDCs
of one TDCB in a single data stream and pre-processes TDC words depending
on sub-detector. TDC time informations are arranged in 25 ns wide slots and
stored in DDRs waiting for a L0 trigger decision. If the detector is included
in the L0 trigger system, it should also evaluate signal features (primitive) and
send them to SL-FPGA and, in case of a positive L0 response, PP-FPGAs of
all detectors retrieve a certain number of data slots around the trigger time.
The SL-FPGA provides communication between TEL62 and outside delivering
and propagating triggers and other special signals (for example start- and end-
of-burst signals). Moreover it collects, merges and stores packets from different
PPs, organising them in multi-events packets to be sends to dedicated PCs. If a
detector is included in L0 trigger system, SL-FPGA also provides the primitive
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encoding making use of the informations from PPs, and send it to the L0 trigger
processor (L0TP).
The TEL62 board is used also for different tasks in NA62: for example,
equipped by different mezzanine boards, it manages the LKr calorimeter L0
trigger (sec. 4.2.5).
The L0 trigger
The NA62 L0 trigger system is based on informations coming from the charged
hodoscope (CHOD), RICH, LKr calorimeter and LAV and MUV veto systems:
decision is made combining such informations to make a first signal discrimina-
tion. Apart from LKr, all the others use the full digitized data from all channels
for the L0 trigger.
Informations coming from a detector for L0 trigger decisions are called prim-
itives, and primitive conditions represent the requirements to have a positive
trigger decision.
The charged hodoscope can give a first indication on how many charged
tracks are present in the event, based on the number of hit slabs or multiplic-
ity of reconstructed crossing points. A condition on them could suppress the
multi-track events component. CHOD informations could be complemented by
using RICH hit multiplicity, which allows to reach a better single-track event
recognition (rejecting also multi-particle events due to interactions with RICH
material), while particle identification is impossible without momentum mea-
surement.
The fast muon veto system MUV3, provides a fast muon identification for
suppression of Kµ2 and muon beam halo. Because of the high rate of these,
an high MUV3 efficiency is crucial for a sufficient L0 rate suppression, besides
an optimal time resolution to avoid random veto. The calorimetric MUV in-
formation can be used for a rough estimate of calorimetric energy for pion
identification.
Finally a level-0 photon veto can be achieved by exploiting LKr and LAV
primitives. The Krypton calorimeter can provide information on electromag-
netic energy release and, possibly, on number of detected clusters: requiring
less than two clusters and a released energy compatible with pion electromag-
netic showers, it could reject most ofK2pi events. Moreover, applying a lower cut
on released energy, greater than a MIP signal, the muon component could be re-
jected. Large angle photon decays could be suppressed by using LAV primitives.
Each participating detector provides primitives to the L0 Trigger Processor
(L0TP, see fig. 2.15) which evaluates the L0 trigger decision. Primitive packets
contain an encoding of which condition is satisfied, the source sub-detector and
timing, which divided in a 25 ns LSB word, the timestamp, and another 100 ps
LSB word, called fine time. In order to decrease the band occupancy, primitives
are not sent continuously but in bunches (called frames), inside which primi-
tives are time ordered (a crucial point for L0TP). A control system is needed
because at low rates, frames could be sent too late and L0TP couldn’t match
the primitives from different detectors within the maximum L0 latency time.
A maximum primitive latency time is established: primitives must reach L0TP
before a L0 latency period (T(L0P)max = 100µs) elapses, after which L0TP is
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Figure 2.15: The NA62 Trigger and Data Acquisition scheme.
authorized to make a decision even if packets from a sub-detector are missing.
If primitives reach the L0TP after T(L0P)max an error signal is generated.
During L0 evaluation, data are stored in dedicated buffers, waiting for the
L0 trigger decision. After the L0 trigger latency, stored data could be dis-
carded by front-end buffers, otherwise, in case of positive trigger decision, data
are trasmitted to PCs for L1/L2 trigger decision. Trigger signal is delivered
synchronously to all sub-detectors by TTC module, which also provides the
synchronous 40 MHz clock signal. At every trigger pulse, all detectors must
send data to PCs, and no detector could ignore it. The readout data refer to
a certain time window around the trigger timestamp, and window width could
change depending on detector. In case of problems in data acquisition, error
signals could be propagated in data stream in order to flag any misbehaviour in
data; moreover, in case of too high incoming rate, a choke signal could be sent
by any detector to the L0TP, which suspends L0 trigger transmission.
34 CHAPTER 2. EXPERIMENTAL SETUP
Part II
The L0 trigger simulation
35

Chapter 3
Overview on L0 trigger
As discussed in 2.4.1, the NA62 L0 trigger logic basically consists in the time
matching at L0TP between primitives sent asynchronously to the L0TP by all
the detectors contributing to the L0 trigger decision. Basing on the matched
primitives, the L0TP elaborates the L0 trigger decision which possibly allows
the data transmission to the PC farm. This decision is made by checking the
correspondence between the matched set of primitives and some programmed
primitive patterns, called trigger masks.
The L0TP processor can manage 7 different trigger masks at the same time
during the run: excluding the trigger mask dedicated to K+ → pi+νν¯ detection,
the others can be used for collateral physics studies or monitoring. However the
total trigger rate must not exceed the maximum L0 trigger rate of 1 MHz, thus
the high rate trigger masks must be downscaled by a factor depending on their
rate and purpose. As an example a trigger mask dedicated to new physics decay
modes searches requires the minimum downscaling factor possible in order to
maximise sensitivity, while masks for monitoring can be downscaled by larger
factors.
In the following an overview on L0 trigger primitives from detectors is given,
and a possible choice of trigger mask pattern for a wide range of purposes is
studied; this was the first task of my thesis work, and was performed a priori,
based on the ideal expected performance of the primitive generators.
3.1 The design L0 primitives
Each detector contributing to the L0 trigger system (CHOD, RICH, LAV, MUV
system and LKr) provides different measurements, thus primitives definition and
generation strictly depends on detector. In this section an ideal configuration
of primitives coming from detectors is discussed: such arrangement aims to
exploit at best the detector measurements. During the 2015 run not the whole
set of this primitives was available; the 2015 run primitives are discussed later
in sec. 3.3.
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Name Description Name Description
CE1 Exactly one coincidence C11 More than 10 coincidences
CE2 Exactly two coincidences QE1 Exactly one hitted quadrant
CE3 Exactly three coincidences QE2 Exactly two hitted quadrants
CE4 Exactly four coincidences QE3 Exactly three hitted quadrants
CE5 Exactly five coincidences QE4 Exactly four hitted quadrants
C6 From 6 to 10 coincidences QX Coincidences in exactly two opposite quadrants
Table 3.1: CHOD primitive description.
CHOD primitives
The charged hodoscope provides an indication on charged tracks passing through
the detector by detection of crossing points. These are recognised by requiring
a time coincidence between hit slabs belonging to different planes, but to the
same quadrant. The primitives contain informations on the number of detected
crossing points and hit quadrants. The set of primitive conditions to be imposed
for primitive generation is shown in tab. 3.1.
Some combinations of primitive conditions in tab. 3.1, useful for some specific
tasks, are the following:
• C5 ≡ (CE5 ∨ C6 ∨ C11)
• Q1 ≡ (Q1 ∨ Q2 ∨ Q3 ∨ Q4)
• Q2 ≡ (Q2 ∨ Q3 ∨ Q4)
• QM ≡ (QX ∨ Q3 ∨ Q4)
About the 30% of total single-track events generate more than one coincidence
in CHOD because of particle interactions and beam halo, thus a single-track
selection made by requiring the CE1 condition proves to be inefficient. However
only less than 1% of such events is expected to cause more than four coinci-
dences, so the C5 condition, used in veto, can be a sufficient CHOD condition
for single track events selection.
Both the Q2 and QM conditions can be used for multi-track event identifi-
cation: the QM condition uses momentum conservation to state that, in case of
multi-tracks events, opposite quadrants must be hit, while Q2 is more conserva-
tive, and has a 30% larger expected rate than QM. The Q1 condition, instead,
is a minimum bias condition, used for monitoring and testing (see sec.3.2).
RICH primitives
Also the RICH detector aims to provide informations on the number of charged
tracks crossing the detector by using the number of hit PMTs. During the 2015
run, RICH primitives were not based directly on single PMTs multiplicity, but
use 8-PMTs clusters, called supercells. Such supercell corresponds to a logic OR
between eight PMTs arranged as shown in fig. 4.1. Primitives are based on hit
supercell multiplicity (m), and conditions imposed for primitive generation are
reported in tab. 3.2.
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Name Description
R1 N1 ≤ m < N2
R2 N2 ≤ m < N3
R3 N3 ≤ m < N4
Table 3.2: RICH primitive conditions. Here m indicates the hit supercell multiplicity.
Values on multiplicity bounds are usually N1 = 2, N2 = (9 ÷ 12), N3 =
(33 ÷ 35) and N4 = 60: the upper bound is much larger than the expected
average number of hit supercells, thus trigger efficiency is not affected1. Some
useful combinations for event selection can be identified:
• RS ≡ (R1 ∨ R2)
• RM ≡ (R2 ∨ R3)
• RMB ≡ (R1 ∨ R2 ∨ R3)
The RS condition gives the RICH single track selection condition, while RM
could be used for multi-track events recognition. RMB is a minimum bias
condition, useful in testing and detector monitoring (see sec.3.2).
MUV3 primitives
The MUV3 detector aims to veto events containing muons. The primitives are
based on signals coming from two PMTs reading each scintillator tile. Some
classification can be performed (see sec.2.3.5 and sec.4.2.4): a loose signal from
a tile occurs when only one PMT is fired, while a tight signal corresponds to
the two PMT signals in time coincidence. The MUV3 primitives contain not
only the information on loose and tight signals multiplicity, but on their origin
as well dividing the whole detector in 8 inner tiles and 140 outer tiles. The
primitive conditions are shown in tab. 3.3.
Name Description Name Description
ML1 Loose signal in at least 1 tile MTO2 Coincidence of tight signals in at least 2 tiles
MT1 Tight signal in at least 1 tile MMO2 Coincidence of 1 tight and at least 1 loose signals in outer tiles
MLO1 Loose signal in at least 1 outer tile ML2 Coincidence of loose signals in at least 2 tiles
MTO1 Tight signal in at least 1 outer tile MT2 Coincidence of tight signals in at least 2 tiles
MLO2 Coincidence of loose signal in at least 2 tiles MM2 Coincidence of 1 loose and 1 tight signals
Table 3.3: CHOD primitive description.
Some derived MUV3 primitives conditions are implemented for convenience
in the trigger processor.
• MO1 ≡ (MLO1 ∨ MTO1)
• M1 ≡ (ML1 ∨ MT1)
1Such large value of N4 parameter is chosen in order to allow an efficient detection also of
three-tracks events (see. fig. 4.3).
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• MO2 ≡ (MLO2 ∨ MTO2 ∨ MMO2)
• M2 ≡ (ML2 ∨ MT2 ∨ MM2)
A possible veto condition for piνν¯ selection is MTO1: the tight signals vetoing
is expected to reduce random veto, and the restriction to outer tiles aims to
exclude vetoes caused by muons upstream. However most of MUV3 rate comes
from Kµ2 decay, which particularly involves inner tiles, so a more appropriate
veto condition is MT1. Contrary to veto condition, loose signals are preferred
for positive muon selection, in order to increase trigger efficiency, in fact MO1
and MO2 can be used as trigger for single- and di-muon selection. These can
be replaced by the more conservative M1 and M2 conditions respectively, at the
price of a rate increase which can become problematic in relation to bandwidth
occupancy.
Calorimetric primitives
The LKr detector aims to reject photon background, by using the total energy
release and the number of identified clusters. The LKr primitives are based on
these informations and are shown in tab. 3.4.
Cluster primitives Energy (E) primitives
Name Description Name Description
CLE1 Exactly one cluster EL1 1.5 ≤ E < 10 GeV
CLE2 Exactly two clusters EL2 10 ≤ E < 20 GeV
CL3 Three or more clusters EL3 20 ≤ E < 40 GeV
EL4 E ≥ 40 GeV
Table 3.4: LKr primitive description.
Some combinations of primitives below, useful for physics tasks, can be recog-
nised:
• ELT ≡ (EL1∨ EL2 ∨ EL3 ∨ EL4)
• CL2 ≡ (CLE2 ∨ CL3)
• ELT10 ≡ (EL2 ∨ EL3∨ EL4)
The ELT condition can be used both for minimum bias data acquisition and
for MIP signal selection (if vetoed). By vetoing on the CL2 condition the piνν¯
signal is selected, causing a suppression of K2pi background. ELT10 condition
correspond to a lower cut on energy at 10 GeV, used for high energy deposition
decay modes selection.
In principle also hadronic calorimeters MUV1 and MUV2 can be used in L0
triggering: in the following rate estimates, two primitive conditions are used
based on total energy release:
• EH1: hadronic energy release in MUV1 larger than 150 MeV.
• EH2: hadronic energy release in MUV2 larger than 100 MeV.
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LAV conditions
The LAV detector task is to reject events with particles emitted at large angles.
The primitives are based on block signals which are built by time matching
signals corresponding to different signal edges and thresholds. Each LAV block
is read by two different TDCs with a different threshold (labelled as low and
high thresholds) on input signal voltage. A full signal from a channel, for a
given threshold, corresponds to both leading and trailing edges detected. For a
full signal measurement, an estimate of the released energy can be provided by
using Time over Threshold (ToT). A rough indication of which particle crosses
the detector can be obtained by using coincidences between LAV blocks signals,
for example:
• LMIP: a condition for MIP selection (muons) obtained by requiring a
coincidence of full signals passing only low threshold in at least 5 blocks.
• LES: a condition for electromagnetic shower signal, identified by coinci-
dences of full signals above both the thresholds in at least 3 blocks. At
least one block must have a deposited energy over 0.5 GeV.
• LM: a condition for multi-particle event signal, given by coincidences of full
signals above both thresholds in at least 10 blocks with a total deposited
energy above 5 GeV.
In the following sections, LAV primitives are used only for vetoing tasks, so
a minimal LAV primitive is required for veto condition:
• L2: low threshold passed in at least two blocks.
3.2 A possible general-purpose trigger mask set
In this section a possible set of trigger masks for a wide range of physics studies
is proposed. There are two guideline values for the following discussion: the
present L0TP can manage 7 trigger masks at maximum, each having its down-
scaling own factor; and the maximum L0 trigger rate must be below 1 MHz. For
each proposed trigger mask, its physics task is described and expected the rate
and downscaling factor estimates are evaluated basing on existing MonteCarlo
simulation results [28] [29] [30] [31] [32].
In the following sections, the combination of RICH and CHOD primitives for
single- and multi-track events selection are labelled as single-track and multi-
track conditions respectively.
• Single-track condition: in principle a single-track event should generate
hits only in a single quadrant, so a (C5 ·QE1 ·RS), or a more conservative
(C10 · QE1 · RS) can be used. However tracks traversing CHOD close to
quadrant boundaries can give signals in more than one quadrant. A pos-
sible solution is provided by quadrants extensions obtained by duplicating
signals from quadrant edges, causing a quadrant widening. Since this fea-
ture is not yet implemented, a more conservative quadrant condition such
as (Q1 · RS) is preferred.
• Multi-track condition: simply consisting in (QM ·RM) or (Q2 ·RM) con-
ditions.
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The piνν¯ trigger mask
Such trigger mask aims to select piνν¯ events, reducing significantly the back-
ground contributions. This signal is featured by only one charged track not
due to muons, and no photons in veto systems. Besides piνν¯ events, also the
new physics pi+X0 decay mode, which is interesting for a new scalar or vector
neutral particle X0 search, can be accepted by this mask. The proposed trigger
mask depends on the MUV1-2 primitives availability. Without using MUV1-2
primitives, a feasible mask for piνν¯ selection is:
Trigger condition: single-track ·MT1 · CL2 · L2 (3.1)
Otherwise, if MUV1-2 informations are available for L0 triggering, the trigger
mask can be defined as the logic OR of three mutually-exclusive, trigger masks:
Trigger condition (1): single-track ·MT1 · CL2 · L2 · ELT
Trigger condition (2): single-track ·MT1 · CL2 · L2 · ELT · EH1 (3.2)
Trigger condition (3): single-track ·MT1 · CL2 · L2 · ELT · EH1 · EH2
Differences between such different choices are related to background rates,
in particular for the Kµ2 contribution. The mask proposed in (3.1) performs the
pion-muon separation by using only a MUV3 veto condition, so muon tracks out
of its acceptance, or not detected due to inefficiency, are accepted by trigger.
In fact, for this mask choice, the larger contribution to the rate is expected to
be due to Kµ2 decay mode (≈ 200 kHz) and muon beam halo (100÷ 300 kHz),
while K2pi and Ke3 rates are limited by cluster conditions (≈ 140 kHz and 30
kHz respectively), and the K3pi one by the single-track requirements. Summing
background contributions, the total trigger mask rate is expected to be 400÷650
kHz [30] [32].
Trigger masks involving MUV1-2 conditions not only potentially provide a
better muon rejection by requiring a large hadronic energy release, but also allow
a recovery of the piνν¯ inefficiency due to low energy depositions in LKr as well.
That can allow to get a better pion selection without losing trigger efficiency.
Muon-events rate decrease to 50 kHz for Kµ2 and 40÷ 110 kHz for muon halo,
reaching a total trigger mask rate of 290÷ 380 kHz. The limit of this trigger is
given by calorimetric conditions: either one implements the encoding of three
complex calorimetric primitives in 3.2, or three different masks are required.
A common signal inefficiency source can be due to cluster multiplicity con-
dition which strictly depends on cluster-finding algorithm performance, in par-
ticular its efficiency in correctly identifying pion clusters.
The single-track trigger mask
This trigger mask aims to collect events featuring a single charged track.
This weak condition is satisfied by a large number of interesting decay modes
which can be acquired by using this trigger mask. Note that both Kµ2 and Ke2
decays are accepted, and such modes allows the estimation of their branching
fractions ratio, another quantity highly-sensitive to new physics contributions.
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Besides decays accepted by the piνν¯ trigger mask, other interesting channels are
collected by this mask: the µN decay can be investigated for the heavy-neutrino
searches, C and L violation evidences can be found in pi+pi0(3γ) and piγ modes
respectively, the pi+pi0(4γ) mode is interesting for probing the existence of a
new light scalar particle, and finally the pi+γγ mode allows the estimation of
some ChPT parameters.
The most conservative condition which fulfil the requirements below is:
“Single-track” condition: single-track (3.3)
Note that condition 3.3 doesn’t require a LAV veto, thus it allow to acquire
some events with LAV primitives for monitoring tasks.
This mask rate is expected to be large because no suppression conditions on
main decay modes are applied, thus the main rate contributions are represented
by K2pi (≈ 1.5 MHz), K3pi (≈ 40 kHz), Ke3 (≈ 200 kHz), Kµ2 (≈ 3.5 MHz), Kµ3
(≈ 300 kHz) and halo (3.5 MHz), giving a total mask rate of about 10 MHz
[29]. In order not to exceed the maximum trigger rate and not to saturate all
the available bandwidth, a downscaling factor D = 103 can be applied, reducing
this mask rate to 10 kHz.
The new-physics decay modes accepted by this mask can be separated in
two sub-masks based on presence of muon in the final state: these sub-masks
differ in muon track requirement, in order to decrease the individual mask rate
(and the required downscaling factor) and thus to increase sensitivity. In any
case the downscaling factor for both the masks is similar to 103, thus there isn’t
any improvements.
The energetic single-track (1+E) trigger mask
In order to improve sensitivity to some new-physics single-track decay modes,
conditions on deposited energy in LKr, and LAV veto can be added to the single-
track trigger mask. These conditions allow a suppression of muon background
contributions, thus a lower rate and downscaling factor than the single-track
mask.
The interesting decay modes selected are all the single-track events of the
type pi+Nγ (see previous subsection) and the Ke2 mode, interesting in view of
a more accurate branching ratio measurement. The trigger mask composition
is shown below:
“1+E” condition: 1-track · ELT10 · L2 (3.4)
The main background are due to decays with a large electromagnetic energy
deposition: K2pi, K+ → pi+pi0pi0 (K(0)3pi ), K+ → pi0e+ν (Ke3) and K+ → pi0µ+ν
(Kµ3), providing a total mask rate of about 2.5 MHz [29]. The downscaling
factor can be set to 50, reaching a total downscaled rate of about 50 kHz.
The Lepton Flavour Violation (LFV) trigger mask
This trigger mask aims to collect potential Lepton Flavour Violating (LFV)
decay modes typically featuring more than one charged track in the final state,
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including muons. Since another trigger mask is dedicated to collect di-muons
LFV events, this mask focuses on detection LFV channels with a single muon
in decay products. The LFV decays collected by this trigger mask are the
pi+µ±e∓, pi−µ+e+ and µ−νe+e+ kaon decays, the pi+pi0(µ∓e±) mode in which
LFV occurs in pi0 decay, and the pi+(µ−ν¯e+e+)pi0 channel where LFV occurs in
pi+ decay. The proposed trigger condition for these channels detection is:
“LFV” condition: multi-track ·MO1 · ELT10 · L2 (3.5)
Using such trigger mask a LFV decay modes µ+X0(e±pi∓), interesting for heavy-
neutrino search, is accepted as well.
As mentioned this trigger mask rejects all decay modes with more than one
muon, contrary to multiple electrons events which are accepted because of the
absence of a condition on number of electromagnetic clusters. Note that events
with a muon hitting inner tiles are rejected: the use of a more conservative M1
condition results in an increase of signal efficiency and therefore of the rate.
This means that a larger downscaling factor is required and it cannot be too
large to allow an improving on the existing measurements.
The trigger rate is dominated by K2pi, K3pi and Kµ2 decays: the K2pi and
K3pi contributions are due to pion-to-muon decays, while Kµ2 can be accepted
in case of a large pion energy deposition. In order to reduce this latter back-
ground, a condition on released hadronic energy can be used, but this does not
reduce significally the trigger rate, which is expected to be about 200 kHz [29],
reduced to 20 kHz by using a downscaling factor of 10. However the required
downscaling factor seems to be too high to allow an improvement of the existing
measurements on LFV decay modes and heavy neutrino [15].
The di-electron (2E) trigger mask
A specific trigger mask for multi-electron events selection can be implemented
requiring at least two charged tracks and two or more electromagnetic clusters
contributing to a total energy deposited over 10 GeV. Such trigger mask allows
to collect all the LFV decays without muons in finals state, such as pi−e+e+,
µ−νe+e+, but also pi0µ−e+e+ is accepted since no muon condition is imposed.
Other interesting decay modes are pi+pi0(e+e−γ) channel, interesting for a dark-
photon search, and pi+pi0(e+e−) mode, sensitive to new-physics contributions.
The trigger mask which collects such decay modes is:
“2E” condition: multi-track · ELT10 · CL2 · L2 (3.6)
The K2pi kaon decay, which is the main background source, can be accepted be-
cause of photon conversion in material, which can result in a multi-track event.
The other main background contribution is due to K3pi decay modes, accepted
in case of a large charged pion energy deposition.
The rate is estimated to be about 900 kHz, becoming 90 kHz with a downscal-
ing factor of 10. In order to make the dark-photon measurement more accurate,
an ad-hoc trigger mask can be implemented requiring no muons detected and
more than two clusters in LKr. The expected rate for this mask is about 100
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kHz [29], requiring a downscaling factor of about 10, equal to the 2E trigger one,
so there is no convenience in reserving a trigger mask for this decay channel.
Di-muon (2MU) trigger
As the 2E trigger mask selects events with more than one electron emitted, the
2MU trigger mask collects decay channels featuring two muons in the final state.
Di-muon events spread over a wide range of physics interests: the µ+X0(µ±pi∓)
mode is used for heavy neutrino searches, and pi+µ+µ− is used for the dark-
photon one. The pi−µ+µ+ and e−νeµ+µ+ modes are LFV channels which can
be collected only by using this kind of trigger mask. The most conservative
condition which fulfils the above requirements is:
“2MU” condition: multi-track ·MO2 · L2 (3.7)
Many common decay modes are natural background sources for this trigger
mask, however its rate is dominated by K2pi events with photon conversion and
K3pi and Kµ3 modes with pion-to-muon decays, producing a total mask rate of
about 100 kHz [29], which allows no downscaling factor (i.e. unity).
Replacing the MO2 condition with a more conservative M2 one, events with
a muon hitting inner tiles are accepted, increasing the mask rate. Inner tiles
are expected to give the larger contribution to total MUV3 rate, mainly due to
accidental muons emerging from the beam pipe, so the M2 condition causes a
drastic increase of mask rate, requiring a large downscaling factor. A solution
to this rate increase can be given by including conditions on released hadronic
energy, at the price of rejecting decay modes without pions (e−νeµ+µ+).
Minimum bias (MB) trigger
Minimum bias triggers are essential for monitoring and calibration, thanks to
the weak conditions imposed on events: conditions on reference detector (REF)
must be as conservative as possible. If CHOD is chosen as reference detector,
REF can be set to Q1 condition (see sec.3.1), otherwise in case of RICH choice,
REF can be set to RMB condition (see sec.3.1). The expected rate is about 10
MHz, which requires a downscaling factor of 103 to reach acceptable small rate
of 10 kHz: that isn’t damaging on data acquisition, because this mask is not
dedicated to physics studies, thus a high downscaling factor is allowed.
As mentioned at the beginning of this section, the described trigger mask
set allows to collect events for a wide range of physics studies, without satu-
rating the maximum L0 trigger bandwidth. The pi+νν¯ trigger mask provides
the largest individual contribution to the total L0 trigger rate, and depends
on availability of trigger condition on released hadronic energy, varying from
(290 ÷ 380) kHz in case of hadronic calorimeter included in L0 trigger system,
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to (400÷ 650) kHz otherwise. Excluding minimum bias trigger mask, the other
five trigger masks provide a potential trigger rate of about 14 MHz, reduced to
about 270 kHz by applying the appropriate downscaling factors. Summarizing,
the total L0 trigger rate is expected to be at maximum (670÷ 920) kHz, which
ban be reduced to (560÷ 650) kHz by using conditions on hadronic energy re-
lease.
Note that all the above considerations are somewhat qualitative, as they use
existing simulations which might not correspond to the best description of the
apparatus.
3.3 The 2015 run L0 primitives
During the 2015 run, trigger conditions for some detectors were different than
the ones listed in sec. 3.1. This run was important for detectors commissioning,
so trigger conditions were often changing and in some cases were far from ideal
ones. In this section, the primitive conditions used in 2015 data acquisition
period are described, focusing on differences with respect to the previous section.
LAV 2015 primitive conditions
The LAV primitives used during the 2015 run share the structure with the pro-
posed ones: they were based on signals coming from fired blocks, recognised
by using signal time measurements referring to two different voltage thresh-
olds. Differently from the ideal case, in which requirements on block signals
aren’t fixed, in 2015 a fired block was identified by requiring a time matching
between signal leading edge measurements corresponding to both thresholds.
LAV primitives were based on multiplicity of hit blocks (m in tab. 3.5).
Name Description
LE12015 m = 1
LE22015 m = 2
LE32015 m = 3
L42015 m ≥ 4
Table 3.5: LAV primitive conditions during 2015 run. Here m indicates the hit blocks multi-
plicity.
A useful condition which is extensively used in this document as veto con-
dition is:
• L12015 ≡ (LE12015 ∨ LE22015 ∨ LE32015 ∨ L42015)
Using this primitive generation and encoding, particle identification can’t
be performed in that it is based on different requirements on signals amplitude
coming from blocks. Moreover the time-over-threshold to energy conversion was
not implemented yet.
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However LAV system is not required to be highly performing in particle
identification because it is always used in veto during data acquisition. The
improvement on LAV primitives could be interesting, but it is not strictly nec-
essary for short-terms goals.
CHODx primitive conditions
The official CHOD primitive generation wasn’t available at the beginning of 2015
run and a preliminary version was implemented only during the last weeks of
the run. During 2015 run a temporary solution was used by adapting the RICH
primitive generation algorithm to the CHOD system (the CHODx). This means
that CHODx provides primitives based on the simple multiplicity of signals in
input (m in tab. 3.6), arranged in three multiplicity ranges.
Name Description
C12015 N1 ≤ m < N2
C22015 N2 ≤ m < N3
C32015 N3 ≤ m < N4
Table 3.6: CHOD 2015 (CHODx) primitives description. Values on multiplicity bounds are
the same of RICH ones: N1 = 2, N2 = (9÷ 12), N3 = (33÷ 35) and N4 = 60.
Without a crossing point finding algorithm, also events providing hits in a
single plane can be triggered, increasing accidental and noise rates. However
a single track event should cause at least two hits, so efficiency on real signal
should not be affected. Similarly to the RICH case, some useful combinations
of conditions exposed in tab. 3.6 can be identified:
• CS2015 ≡ (C12015 ∨ C22015)
• CM2015 ≡ (C22015 ∨ C32015)
• CMB2015 ≡ (C12015 ∨ C22015 ∨ C32015)
Such conditions can be useful for single- and multi-track event recognition
(CS2015 and CM2015 respectively) and for monitoring and calibration tasks
(CMB2015 is a good candidate as minimum bias condition).
Calorimetric 2015 primitive conditions
In 2015 run a preliminary version of calorimetric trigger was implemented in
the last weeks of the run. Primitives were based on total energy released in
MUV1 and LKr calorimeters, while the clustering algorithm, and therefore the
conditions on number of detected clusters, were not implemented. In this pre-
liminary calorimetric trigger, only one primitive condition was implemented,
requiring the contemporary fulfilment of the following condition on total energy
released in LKr (Eem) and in MUV1 (Ehad):
CALO condition: (Eem < Emaxem ) ∧
(
Ehad > E
min
had
)
(3.8)
Values of Emaxem and Eminhad changed during the run: Emaxem varied from 1.3 to 5
GeV, while Eminhad was 5 and 10 GeV. Note that this condition aims to select a
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pion signal by requiring a small electromagnetic energy deposition in LKr, but
a large hadronic energy release in MUV1 (to reject muons).
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Chapter 4
The L0 trigger simulation
algorithm
One part of my work aimed at obtaining an oﬄine software simulation of the
L0 trigger system, acting both on experimental data and on MonteCarlo (MC)
simulations to allow a wide range of possible interesting studies. For each de-
tector, the simulated primitives can be compared with the actual ones recorded
in stored data: this allows to validate the simuation and to estimate detector
triggering inefficiencies. Using MC samples, the trigger efficiencies on interest-
ing physics signals, the background rejection factors and rate estimates for any
trigger masks can be evaluated. This is important also for the optimization of
L1/L2 trigger algorithms, which are based on data accepted by L0.
In the specific case of the NA62 experiment, the simulation of the trigger
system is particularly interesting because of a unique feature of this experiment.
Such peculiarity is that the set of data which are used by the hardware system
to elaborate the trigger decision is totally recorded on disks: this means that,
in principle, a perfect oﬄine replication of the whole trigger system can be per-
formed. Therefore the obtained simulation is a strong test on trigger system
performance, and an important tool for debugging.
This work was performed by using the NA62 oﬄine framework (NA62FW)
[25] which is composed of three main packages: NA62MC, NA62Reconstruction
and NA62Analysis.
The GEANT4-based NA62MC package provides MonteCarlo simulations for
common and rare kaon decays in the NA62 enviroment.
The NA62Reconstruction package provides the event reconstruction starting
from digitized data from detectors and it also allows the reconstruction of MC
samples: in this case detectors response to simulated events is modeled and
digitized, so that the official reconstruction algorithms work on this fictious
data.
The NA62Analysis is an useful ROOT-based tool, providing some convenient
classes and methods aimed to the analysis of reconstructed files.
Some new terms, referring especially to data structure, are extensively used
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in the following:
• Event: defined by a positive L0 trigger by L0TP in a single burst. Each
event is identified by a 24-bit unsigned integer, the event number. Each
event has also its time measurement, provided by the timestamp, defined
as 32-bit unsigned integer with a LSB of about 25 ns, and the fine time,
an 8-bit unsigned integer with a LSB of about 100 ps.
• Burst or spill: it is the SPS-Beam delivery period, and it represents the
NA62 data-taking unit: the event number and timestamp are reset at the
beginning of the burst. The burst has a variable duration between 1 and
20 s, approximately constant inside the same run. All NA62 sub-detectors
are designed to allow a burst duration up to 50 s.
• Run: it is a collection of consecutive bursts in which data-taking conditions
are uniform. Runs cannot overlap.
As seen in sec. 2.4.1, every time a positive L0 trigger decision is delivered to
all the detectors, data referring to times around the trigger one are readout and
sent to PC farm. If this set of data coming from the whole detectors is accepted
also by L1/L2 trigger levels, such data are stored on disk. The structure of
stored data consists in a collection of event data blocks, each containing data
from all the detectors related to a time close to the trigger one. A single data
file contains data collected during a single burst.
The digitized MC samples have the same structure, but the concept of event
is different because of the absence of triggering. In this case the event is repre-
sented by a single simulated decay. In MC, burst and run concepts are meaning-
less, while one deals with the concept of sample, which represents a collection
of simulated events under the same conditions.
In this section a description of the L0 trigger simulation algorithm is given,
starting from the general structure and later discussing the single parts.
4.1 Algorithm structure
The simulation tries to replicate as well as possible the real NA62 trigger system,
from primitive generation to L0TP matching, but there are some unavoidable
differences between the oﬄine triggering and the online one.
In case of real data in input, oﬄine simulated triggering acts on data already
triggered by the real system. Simulated primitives are built only from data con-
tained in time slots around the real trigger time and not by the whole data
collection, so, if primitives are based on data collected in a time window compa-
rable to the entire time range which was acquired, boundary effects can generate
discrepancies with the simulation. Also any possible data loss during transmis-
sion represents a limit on simulation, because different data are available in the
two systems. Moreover for 2015 run data, the inefficiency of a reference detector
can’t be directly measured from the same set of collected data for a certain run:
the whole data for a certain run always contains a reference detector primitive.
The only way to estimate this efficiency is by analysing another run with similar
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conditions, acquired by using a different reference detector, with the assumption
that the efficiency doesn’t change between the two runs.
In case of MC samples in input, the main difference is represented by timing:
for each event, the timing of each digitized hit in each detector is referred to the
instant in which the simulated kaon is in a certain position (at the KTAG exit,
in this work). Before simulating L0TP matching, signals from different detec-
tors must be aligned, and such alignment might not correspond exactly to the
real alignment. Moreover, excluding the beam muon halo, only hits generated
by a single decay are produced, so pile-up is not considered.
In any case simulation is based on the event structure: primitives are based
on hits belonging to a certain event, and matching is made between primitives
referring to the same event, but it should be kept in mind that an event has a
different meaning in acquired data or MC samples.
The simulation structure consists of three steps: primitive generation in each
detector included in L0 trigger system, primitive matching in L0TP and output.
As shown in sec. 3.1 and 3.3, primitives depend on detectors and signal fea-
tures, so a detailed discussion on primitive making for each detector is presented
in sec. 4.2. However, for all detectors, primitive generation can be split in two
more sub-steps: the pre-primitive generation and primitive encoding.
The pre-primitive generation step consists in building the structures which
contain all the informations needed for primitive making, starting from the
hits contained in an event. For example, a RICH pre-primitive corresponds to
the multiplicity of RICH hits matching in time, and their average time. Such
pre-primitives are then checked against primitive conditions in the primitive
encoding step: for RICH, if pre-primitive hits multiplicity is within some given
bounds, one of R1, R2 or R3 primitives is generated; otherwise no primitives
corresponding to the input pre-primitive are produced.
Encoded primitives from detectors are sent to L0TP, which first looks for
primitives from the reference detector. If a primitive from such detector is found,
then primitives from the other detectors are matched with it. In the real L0TP
the set of time-matching primitives is compared with trigger masks and a L0
trigger decision is taken; in the simulated L0TP this set is stored.
The output is mainly a list of this set of primitives (one for each event), with
the event number and the reference detector primitive time. A trigger decision
is not immediately taken for convenience: if primitive making and matching
parameters and primitive conditions don’t change, also the generated set of
primitives remains unchanged. In this way different masks can be tested on
generated primitives without repeating the whole process of primitive generation
and matching.
4.2 Primitive generation for each detector
In this section the primitive generation step is described for each detector. Both
the pre-primitive generation and primitive encoding sub-steps are considered
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and some results obtained by using MC samples are shown.
4.2.1 RICH primitive generation
As discussed in sec. 3.1, RICH primitives are based on the multiplicity of hits
in the so-called supercells. Positions of supercells and photomultipliers (on the
Saleve side disk) are shown in fig. 4.1.
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Figure 4.1: Supercells and photomultipliers positions in Saleve side disk of the RICH. This
figure is made by using hit photomultipliers in run 3809: holes are due to masked channels.
Supercells are basically given by the logic sum of eight PMT signals made
by NINO discriminators [26] located in the front-end of RICH detector. The
output signal provided by this module has a time duration consisting in a fixed
component of 12 ns, and a variable component depending on input pulse am-
plitude1. In case of superposition of pulses belonging to the same supercell,
the output signal starts together the first pulse and lasts until the last pulse
ends, providing a single wide output signal. Such signals are the input for the
primitive generating algorithm, which is implemented in a dedicated TEL62
board2: this board also retrieves the input data in case of positive L0 trigger
decision, so the informations on supercell hits are available in stored data as well.
The simulation of the supercell hits generation can be simply avoided by us-
ing the direct information on hits from supercells as input for the pre-primitive
making algorithm. However this hits generation can be important for checking
the NINO module working: this procedure is roughly implemented by merging
1Such component rapidly changes with amplitude for small pulses, while has a small vari-
ation for larger signals, reaching a maximum width of about 18 ns [26].
2It should be recalled that RICH has about 2000 input channels; each TEL62 can hosts
512 input channels maximum, thus 4 full TEL62 are needed for the complete readout of all
the channels; another TEL62 (the fifth one) is dedicated to primitive generation.
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single PMT hits closer than 12 ns, providing a leading edge time measurement
equal to the one of the earliest merged hit. In the following, all the results
referring to RICH trigger simulation are made by using directly the supercell
hits stored in data as input of the RICH pre-primitive making algorithm; the
reason is discussed later in sec. 5.4.
At this point the core of the primitive generation algorithm is performed: hits
coming from different supercells are clustered and hits multiplicity is computed.
The clustering algorithm implemented in the hardware TEL62 system is shown
in fig. 4.2: a first hit clustering is done inside each PP-FPGA on a quarter of the
RICH; then, this pre-clusters are merged together in the SL-FPGA providing
the final set of primitives to be sent to L0TP. In simulations the PP-FPGA step
is avoided and all hits are clustered in a single step; this difference is irrelevant
because of parameters for clustering algorithm in PP- and SL-FPGA are the
same (at least during 2015 run).
Figure 4.2: The sketch of hardware RICH clustering algorithm.
In the cluster finding step hits are clustered and average time and multi-
plicity are provided in output. At the arrival of the first hit, its leading time
is set as start of cluster time, then every new hit time is compared to the start
of cluster time, and if the difference is smaller than a pre-defined time value
the multiplicity for this cluster is increased by one, and the time of the hit is
summed to the total hit time in cluster (for average time computation). Other-
wise, in case the hit time is too far from the start of cluster time, another cluster
is generated. Average time calculation is given by dividing the total hit time
by the cluster multiplicity except for two special cases: single hit clusters and
two hits clusters. In the former case, the average time is simply given by the
time of the single hit, while in the latter case the average time is computed by
shifting the time sum by one bit to the right (which is equivalent to a truncated
division by 2).
In simulation this procedure is applied to all hits in an event, and a collec-
tion of pre-primitives, each having an average time and multiplicity, is returned
in output. Using MC samples simulating pi+νν¯ and K3pi decay modes, a com-
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Figure 4.3: Simulated multiplicity distributions induced by single-track and multi-track events.
For this plot the time bin width is set to 2 ns. The considered tracks are required to be inside
both CHOD and RICH acceptances and to have a momentum (p) 15 ≤ p ≤ 35 GeV/c.
parison between the simulated hits multiplicity for single-track and multi-tracks
events was done: fig. 4.3 shows simulated multiplicity distributions for the both
cases. The probability of a completely missing pion completely contained in
the RICH is (7± 3) · 10−4 which can be ascribed to detector or reconstruction
inefficiency. The probability to have less than 2 hits multiplicity induced by a
pion crossing the whole RICH volume is instead (4.4± 0.7) · 10−3, so the choice
of a lower multiplicity bound at 2 (sec. 3.1) seems to be justified.
Such pre-primitives are then checked against primitive conditions reported
in 3.1 and sent to L0TP.
4.2.2 CHOD primitive generation
The CHOD primitive generation changed drastically during the 2015 run.
During most of the data acquisition period, CHOD was equipped by a modi-
fied RICH primitive generating firmware (the CHODx), providing output prim-
itives based on multiplicity of hit slabs (sec. 3.3).
Only in the last weeks of the run a preliminary version of the actual CHOD
firmware was implemented, in which primitives are built by using crossing points
obtained by time and space coincidences between hit slabs.
Both primitive generating procedures were implemented in the trigger sim-
ulation.
The CHODx primitive generation followed the procedure described in sec. 4.2.1:
hits coming from different slabs were clustered providing multiplicity of hits in
a cluster and the average time in output. The clustering algorithm and average
time computation were identical to RICH ones. Clusters were then discrimi-
nated by conditions in 3.3 and the output primitives were sent to L0TP. Note
that CHODx and RICH firmware shared the same parameters, thus the time
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Figure 4.4: Simulated multiplicity distributions induced by single-track and multi-track events.
For this plot the time bin width is set to 2 ns. The considered tracks are required to be in
both CHOD and RICH acceptances and to have a momentum (p) 15 ≤ p ≤ 35 GeV/c.
bin width for clustering and primitives condition on multiplicity are exactly the
same.
Using K3pi and piνν¯ MC samples, requiring either a single track or more
than one track in CHOD acceptance respectively, a comparison of induced hits
multiplicities in these cases was done. As shown in fig. 4.4, peaks at even multi-
plicities are evident, due to crossing point structure consisting in two hit slabs.
The official CHOD primitive generation proceeds in two phases: the first one
consists in crossing point identification obtained by time and space coincidence
between hit slabs belonging to different planes. Once a collection of detected
crossing points is available, they are clustered in pre-primitives with associated
average times of crossing points, multiplicity and hit quadrants information.
A crossing point is defined by time coincidence between horizontal and ver-
tical hit slabs belonging to the same quadrants, this means that crossing points
involving slabs in different quadrants are rejected. This is the point highlighted
in sec. 3.2, which results in trigger inefficiency in quadrants boundaries which
could be resolved by quadrant extensions realised by duplicating signals com-
ing from these areas. In case more than two hits in a quadrant are found,
crossing points are obtained by all time coincident horizontal and vertical slabs
pairs. The time coincidence is realised by requiring that time difference between
horizontal and vertical hit slabs to be inside a certain time window: the time
associated to the crossing point is given by the average hit time.
Crossing point clustering is made by requiring time matching in another time
window: for each crossing point in the collection, its time is compared to the
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cluster ones, and in case of matching, cluster multiplicity is increased by one,
and information on quadrant and average cluster time are updated including the
new crossing point. Otherwise, if no existing cluster matches the crossing point
time, another cluster is generated with the crossing point time and quadrant,
and with unit multiplicity.
Simulated crossing point multiplicity and number of hit quadrants in CHOD
for three different simulated decay modes are shown respectively in fig. 4.5a and
4.5b: while piνν¯ and pi+pi0 decays are both single-track events they have different
distributions for crossing points and quadrants multiplicity.
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Figure 4.5: Simulated CHOD primitive features for different decay modes. The plots are
obtained by imposing an 8 ns wide time bin for crossing point identification, and a 10 ns wide
time window for clustering. The considered tracks are required to be in both CHOD and
RICH acceptance and to have a momentum (p) 15 ≤ p ≤ 35 GeV/c.
As mentioned in sec. 3.1, about 30% of single-track events causes more than 1
crossing point in CHOD. This is partially confirmed by the distributions shown
in fig. 4.5a: in case of piνν¯ events crossing CHOD only a 10% fraction of these
events generates more than one crossing point, but this fraction increases to
about 47% in case of K2pi decay modes. In case of piνν¯ more than one track
in CHOD can be due to pion interactions, while in K2pi modes also photon
conversion contributes, giving an higher fraction of multiple CHOD crossing
points events. This encourages not to set strict bounds on multiplicity for
single-track events selection. Regarding hit quadrant conditions, about 97%
of piνν¯ events with tracks crossing the CHOD provides all the crossing points
belonging to the same quadrant. This fraction decreases in K2pi events for the
reason mentioned before. Also the muon beam halo accidentals can provide more
crossing points than the expected, but its contribution is expected to be equal
for all the decay modes. Another important issue is given by the (0.010±0.003)
of piνν¯ events in CHOD acceptance without any crossing point. About 20% of
these events seems to be caused by boundary effects, while the rest can ascribed
to experimental or reconstruction inefficiencies.
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Figure 4.6: LAV measurements on input signal.
4.2.3 LAV primitive making
LAV primitives are based on block multiplicities, defined using the times at
which the input signal cross (leading and trailing edges) two different voltage
thresholds, as shown in fig. 4.6. The default value for the lower threshold is
Vlow = 7.0 mV, and Vhigh = 25.0 mV for the higher one: these voltages can
be changed with a granularity of 0.1 mV. Input signal requirements for fired
block identification are not fixed and can be changed: during the 2015 run the
time correspondence between high and low threshold leading edge timings was
required, without any conditions on trailing edge times. So the first step for
real and simulated primitive generation is discrimination of these signals for
block identification, and in this first step hits are analysed block by block. The
important hits features are:
• Detected edges: hits can have only leading or trailing edge measurement,
or both.
• Threshold: that is the threshold at which the measurement refers.
In simulations two possible requirements pattern are implemented: the one
required during the 2015 run, and a more stringent one, called full condition.
The 2015 run condition is implemented simply by requiring the presence of
two time-matching hits from the same block referring to different thresholds.
The time coincidence is made by opening a time window around the leading
time corresponding to the low threshold, as shown in fig. 4.6.
The full condition consists in requiring both leading and trailing edge mea-
surements of signal for both thresholds. It is simply implemented by adding the
condition on detected edges to the 2015 run condition.
The output of this method is a collection of fired blocks in which the in-
put signal exceeds both voltage thresholds. The time associated to the block is
given by a combination of the two measured edges: referring to fig. 4.6, a better
estimate of signal starting time is given by the linear extrapolation based on
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Figure 4.7: LAV hit block multiplicity induced by at least one crossing photon for pi+pi0 decays.
This plot is obtained using a 10 ns wide time window both for block signal identification and
clustering. The 2015 run condition is used for fired block identification.
the detected leading times. This correction is called slewing correction: indicat-
ing with tlow and thigh the measured leading times for low and high thresholds
respectively, and with Vlow and Vhigh the respective voltage threshold, the cor-
rected time tcorr can be expressed as:
tcorr = tlow − thigh − tlow
Vhigh − Vlow Vlow (4.1)
Fired blocks are then clustered resulting in output pre-primitives associated
to average hit times and multiplicities of fired blocks in a cluster. The clustering
procedure is similar to the CHOD one (sec. 4.2.2): for each block, its time is
compared to the existing cluster times and, if the time difference is within a
certain time window, the cluster multiplicity is increased by one and the cluster
average time is updated. Otherwise another cluster, with the hit time and unit
multiplicity is generated.
LAV detector is crucial for vetoing photon emitted at large angles: at least
one fired block is expected for at least one crossing photon. The simulated
hit blocks multiplicity caused by at least one crossing photon (generated by a
pi+pi0 MC sample) is shown in fig. 4.7: the probability that a crossing photon
generates less than two fired blocks is small (. 9 · 10−4), thus such value can be
a suitable multiplicity threshold for veto condition. However LAV is also crucial
for charged particles vetoing at large angle, and these events are expected to
provide a lower energy deposition, therefore a lower multiplicity threshold for
veto condition must be set.
Pre-primitives are then encoded with primitives conditions listed in sec. 3.3.
LAV trigger conditions in sec. 3.1 are not simulated for some reasons: energy
calibration is not yet available, and LAV will be not used as positive detector,
but only in veto, so not detailed informations on crossing particles are needed.
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4.2.4 MUV3 primitive generation
As described in sec. 3.1, MUV3 primitives are based on signals from two PMTs
reading the same tile: depending on the time matching of these signals, a dif-
ferent classification of hit pad signals can be done. In both the real system and
simulation, the first step of primitive generation is dedicated to a tile by tile sig-
nal identification, which provides a collection of hit pad signals with associated
pad index, signal type and timing.
Two types of signals can be defined depending on time difference between
hits reading the same tile: if this difference is within a given value (default value
of 2 ns), this means that the muon track crosses the pad and a so-called tight
signal is recognised. In this case the pad time defined as the average value of hit
times in the two PMTs. The time difference between PMT hits can be greater
than the value above, but smaller than another one (default value of 6 ns): this
means that a Čerenkov effect is induced by a muon crossing the PMT (sec. 2.3.5)
proving a tight signal with a timing given by the later hit time. Finally if no
time coincidences are found a loose signal from tile is returned.
A collection of signals from different tiles is now available for clustering: the
previous step is implemented in hardware inside the PP-FPGA, because PMTs
belonging to the same tile are connected to the same TDCB3, while the clus-
tering procedure is made in the SL-FPGA. Output clusters, which correspond
to pre-primitives, carry some informations which are important for the follow-
ing trigger conditions: the cluster average time, the number of inner tiles with
loose signals, the number of outer tiles with loose signals and the same for tight
signals are contained in this structure. Inner and outer tiles are distinguished
by pad index (ID): outer tiles are identified by an ID lower then 144 (four IDs
are not associated to any pad) and the other 8 ones are inner tiles. The cluster-
ing algorithm consists in comparing each pad hit time with the existing cluster
times: in case the time difference in below a certain value, the pad is added to
the cluster and the cluster features are updated based on the hit pad index ID
and type of signal of the merged hit pad. In the simulated primitive generation,
another way to store all the needed cluster informations is used: a vector cor-
responding to all MUV3 tiles is allocated, containing the information on which
type of signal occurs in that tile. The number of loose or tight signals from
inner or outer tiles is then computed in the primitive encoding step.
Using a Kµ2 MC sample, simulated tile signals multiplicities and types in
clusters induced by muon crossing the MUV3 are shown in fig. 4.8a and 4.8b
respectively.
Concerning the induced pad multiplicity most of the events have a single
pad hit, while more than one pad can be due to muon beam halo effects. An
important quantity is given by the fraction of events which are not triggered by
MUV3, equal to (4 ± 1) · 10−4. This events are caused by track crossing close
to the pad edges, which give an intrinsic limit on MUV3 vetoing efficiency.
Finally clusters (that is pre-primitives), are checked against the conditions
3In MUV3 detector, the total number of input channels (2x148) is less than the TEL62
hosting capability, so input signals from PMTs can be distributed over more TDCBs than the
strictly needed in order to reduce the total hit rate to a single TDC.
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Figure 4.8: Simulated cluster features induced by a crossing muon. Plots are obtained by
considering a tight signal if PMTs signals time difference is below 4 ns, while a “Čerenkov
muon”is defined by a time difference abov 1 ns. The clustering time window is 10 ns wide.
mentioned in sec. 3.1 and sent to L0TP.
4.2.5 Calorimetric primitive generation
The calorimetric trigger is based on energy released in NA62 calorimeters. Dur-
ing the last part 2015 run a preliminary version of calorimetric primitive gener-
ation was implemented, involving only MUV1 and LKr detectors and providing
primitives only related to total detected energy.
However in the simulation, besides a replica of the 2015 primitive generation
procedure, a complete primitive generation algorithm was also implemented,
providing even the cluster identification and counting in LKr detector. This
algorithm provides pre-primitives which can be selected by conditions in sec. 3.1
and is based on informations on the final LKr triggering system.
This section is thus splitted in two parts: the first one describes the real and
simulated 2015 calorimetric primitive generation, while the second one discusses
the implementation of the simulated final LKr triggering system.
The 2015 primitive generation
As mentioned in sec. 3.3 the calorimetric 2015 primitive generation is based on
energy deposition in LKr and MUV1. The total energy measurement algorithm
for both detectors is similar, but input signals are different. In order to make
clear the primitive generation procedure, it is first described for the LKr en-
vironment. Later the discussion of differences in the MUV1 environment are
discussed.
The LKr primitive generation input is not given by all the 13824 sampled
cells signals, but on the output of the Trigger Links Sum (TLS) given by the
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sum of signals from 16 cells in a 4x4 square (called supercell). Such 864 TLS
outputs are sent to 28 TEL62 boards, each corresponding to a vertical slice of
the calorimeter of 32 supercells. The boards identify signal peaks from super-
cells and, if these are above a programmed threshold, label them with their
measured time and energy.
Peaks coming are then sent to 7 different TEL62 concentrator boards and
then to the final one: during this process peaks are time binned with a pre-
determined bin width and for each bin the total energy and average time are
computed. These outgoing pre-primitives contain average time and total energy
in each time bin; depending on their time bin index these are then time matched
with the MUV1 pre-primitives.
In sec. 2.3.5 an overview on MUV1 structure was given reported: differences
with the LKr are evident, thus the separated discussion on MUV1 is required
despite the primitive generation procedure being the same in both calorime-
ters. Supercells in the MUV1 environment consist of eight consecutive strips
(16 PMTs): note that peak identification in supercells avoid problems related
to the double measurement of the energy deposited in each supercell due to
the double light collection in each strip. The following steps of the primitive
generation are basically the same of the LKr one.
Finally pre-primitives are matched in time and primitive conditions in sec. 3.3
are applied. Time matching is based on time bins: for each MUV1 pre-primitives,
the LKr pre-primitives referring to the same MUV1 time bin and to the adjacent
ones are considered. Primitive conditions refer to MUV1 energy in its own bin
and to total sum of LKr energy contained in neighbouring ones.
In the simulation of this pre-primitive generation, some difference can be
pointed out, due to the use of reconstructed data. In the reconstructed data
only the peaks of measured energy in cells are available, so the peak identifica-
tion step is replaced, in the simulation, by an identification of the larger peak in
each supercell. Another source of error in the simulation can be due to peak-to-
energy conversion in the reconstruction framework, which can be different than
the one contained in hardware.
In sec. 6.5 some issues on the implementation of this algorithm are exposed,
and later in sec.7.3 some considerations on MUV1 energy deposition usage in
L0 triggering are done.
Future LKr primitive generation
This algorithm allows the generation of pre-primitives which are not only based
on total energy deposited in LKr, but on the number of detected energy clus-
ters as well. The guidelines on its implementation are given by the available
descriptions of the future LKr primitive generation algorithm. Such algorithm
can’t be easily applied to the other calorimeters because of their different struc-
ture which prevents to use the same cluster identification procedure as in LKr
detector.
Such procedure shares the first step with the 2015 primitive generation:
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input comes from TLSs which receive signals from supercells. As described
above 32 TLSs corresponding to supercells belonging to a vertical strips in the
calorimeter are connected to one board, which performs the peak identification
for each supercell. At this point the two procedures diverge: the available infor-
mations for each board at this step are a collection of peaks with their position
in LKr, time and corresponding energy.
The clustering algorithm is called 1D+1D, due to the split of the procedure
into two clustering sub-procedures corresponding to vertical and horizontal di-
rections. In the boards a vertical clustering is performed: simultaneous peaks
belonging to adjacent supercells are merged in a so-called y-cluster. Time coin-
cidences are obtained by checking that time differences between peaks are below
a certain time value. The generated y-clusters are characterized by largest peak
energy, time and position, total energy in the whole cluster, y-cluster bounds
on y-axis, and x position of the calorimeter slice.
At this point the x-clustering step is performed resulting in a collection of
bi-dimensional clusters in LKr. The cluster structure contains peak time, energy
and position, total energy in cluster, and cluster bounds in both the x and y
axis. Each y-cluster is compared to the existing collection of generated clusters
and can be merged to one of them only if:
• the y-cluster belongs to a slice which is included in or adjacent to the
cluster x range.
• the y-cluster spreads over a region in y axis which matches with the cluster
y range.
• the y-cluster time, identified by its peak time, is closer than a certain
value to the cluster peak time.
In case all these conditions are satisfied, the cluster features are updated includ-
ing the y-cluster ones: if the y-cluster peak is greater than one of the existing
cluster, cluster peak, energy and position are changed; while in any case total
energy is increased by the y-cluster one and cluster bounds are extended. In
case that no cluster already exists, or the y-cluster doesn’t match with any ex-
isting cluster, a new cluster is added to the list and filled with y-cluster features.
Finally a complete collection of detected clusters is available and they can
be grouped in pre-primitives which contain informations on the contemporary
clusters average time, total energy and multiplicity. Grouping is based only on
time matching between different clusters by checking that the time difference is
within a certain range. This collection of pre-primitives are then discriminated
by primitive conditions discussed in sec. 3.1 and sent to L0TP.
Further discussion on this primitive generation simulation is reported in
sec. 7.3: there an energy calibration based on reconstructed clusters of MC
samples and an optimization of matching time windows are described.
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4.3 L0TP simulation
The final step of trigger system simulation consists in L0TP matching. The real
processor receives primitives from detectors participating to the L0 trigger and
performs time matching between primitives coming from the reference detector
and the others. In that way a set of simultaneous primitives is identified and
compared with the predefined trigger masks: if at least one mask matches the
set of primitives, a positive L0 trigger signal is delivered to all detectors in order
to allow data transmission to PC farm. Downscaling factor must also be consid-
ered: each time a mask is satisfied a counter is increased; a positive L0 decision
is taken only in case the counter value is a multiple of the chosen downscaling
factor for this mask.
The simulated L0TP is not required to manage downscaling factors and, of
course, to deliver a positive trigger decision. The only aim of the simulated
processor is to duplicate the real primitive matching and provide in output a
set of primitives to be saved in an external collection. In case of MC primitives
from different detectors must be time aligned before matching.
The L0TP matching in 2015 was not simply based on time differences be-
tween primitives, but rather on addresses. The primitive address is nothing
else that a time bin the primitive belongs to, and time matching is made by
requiring that primitives share the address with the reference one. The name
address comes from the fact that it is a real memory location address and the
association to a primitive is based on two parameters: the number of fine time
(≈ 100 ps LSB, 8 bits total) and timestamp (≈ 25 ns LSB, 32 bits total) bits
which are used for address generation.
The following explanation of L0TP matching procedure refers to fig. 4.9 in
which the number of fine time and timestamp bits used to build primitive ad-
dresses are 3 and 11 respectively. First of all reference primitive address must
be evaluated: the address is computed by taking the less significant 11 bits
together with the most significant 3 one of fine time, as shown in fig. 4.9. The
same address computation is made for every incoming primitives. In fig. 4.9,
the correspondence between address and time bin is sketched: the L0TP time
matching is made with times affected by a granularity depending on the number
of bits used for address generation. The granularity corresponds to all the fine
time values which correspond to the same address, in this case 28−3−1 = 31 fine
time units (about 3.1 ns). Once all the primitive addresses are known, matching
can be performed: two different algorithms were implemented in L0TP, called
duplication and triplication ones.
The triplication algorithm consists in a replication of primitives not belong-
ing to the reference detector in both adjacent addresses: if one of these primi-
tives share the same address with the reference one, the primitive is matched.
Looking at fig. 4.9, both primitives coming from detectors are matched with
the reference one. This algorithm was not available during 2015 run and was
not implemented yet in the simulation. The duplication algorithm was imple-
mented during 2015 run and is replicated in the simulation. Primitives from
non-reference detectors are duplicated depending on the most significant fine
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Reference Detector Detector #1 Detector #2
Timstamp
Fine time
. . . 000
11︷ ︸︸ ︷
00101010101 101︸︷︷︸
3
10000
Reference address
00101010101101
0xaad
0xaad
Timstamp
Fine time
. . . 000
11︷ ︸︸ ︷
00101010101 110︸︷︷︸
3
01110
Address #1
00101010101110
0xaae
0xaae
Dupl. Tripl.
Tripl.
Timstamp
Fine time
. . . 000
11︷ ︸︸ ︷
00101010101 100︸︷︷︸
3
00110
Address #2
00101010101100
0xaac
0xaac
Dupl. Tripl.
Tripl.
Figure 4.9: The L0TP primitive matching scheme.
time bit ignored: in case this bit is set, that is the primitive is in the upper half
of the time bin, the primitive is duplicated in the next address (corresponding
to larger time). Otherwise, if this bin is not set, the primitive is duplicated in
the previous address. If one of these primitives share the same address with the
reference one, the primitive is matched. Referring to fig. 4.9, using this algo-
rithm only the primitive coming from detector 1 is matched.
This duplication procedure results in an asymmetrical coincidence window
depending on reference primitive time, however matching and veto time windows
can be simply evaluated. Referring to fig.4.10, one can see that the maximum
time distance of a primitive from the reference one to be matched is 1.5 times
the granularity, on the other hand the minimum time difference to be vetoed is
half the granularity, in the above example 46 and 15 fine time units respectively
Add. N-1 Add. N Add. N+1
Det.1Ref.Det.2
Vetoed
Matched
Figure 4.10: L0TP matching and veto windows in case of duplication algorithm usage. In this
case primitive from detector 1 is matched, while the detector 2 one isn’t.
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(corresponding to about 4.6 and 1.5 ns respectively).
Simulation based on MC samples results are harder: a timestamp is not pro-
vided for each event and primitives must be realigned in time for each detector.
While the timestamp value is not important for matching, the trigger time in
the acquisition frame is crucial to replicate the working of the L0TP. In this
case a random number in a 25 ns wide range is set as an offset for the primitive,
because an approximatively flat event distribution in a 25 ns range is expected
(see sec. 5.3).
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Analysis on 2015 run data
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Chapter 5
Data quality tests
As mentioned, the 2015 run was principally aimed to an extensive test of the
whole NA62 experimental system, thus data collected during this run are im-
portant for the identification and resolution of data acquisition issues. In this
section some tests on the trigger system are reported: these checks aim not
only to point out some issues in TDAQ system, but also to address the reliabil-
ity of acquired data. The knowledge of read out efficiency for each detector is
crucial for a rare decay experiment as NA62: for example unknown issues in a
veto detector system can provide fake signal resulting in an incorrect estimate
of branching ratio, therefore a deep investigation in system performance is re-
quired.
These tests were performed on some runs acquired at different beam inten-
sities (I, always expressed in terms of fraction of the nominal one1), in order
to investigate system behaviour at different incoming rate. The lower the beam
intensity, the lower the expected detector issues due to high rate: the so-called
minimum bias run, performed with < 0.1% beam intensity, represents the best
run for investigation on detectors intrinsic properties because their performances
are expected to be the best achievable.
The data samples used in this section are reported in tab. 5.1: for each run,
the beam intensity (I) and configuration of the enabled L0 trigger masks are
reported.
Only few informations on generated primitives and on their matching in
L0TP are contained in stored data. The stored trigger time corresponds to the
reference primitive full time (timestamp and fine time), while only fine times of
the matched primitives from the other detectors are stored. This means that
only a partial reconstruction of primitive times from detectors different from
the reference one can be performed because the stored fine time might refer
to a different timestamp than the trigger one. Informations on the matched
primitives ID and satisfied masks are stored.
These checks focus, first, on the general TDAQ system behaviour by inves-
tigating different issues; afterwards a particular attention is reserved to RICH
for the study of supercell signals generation.
1The nominal beam intensity Inom = 35 · 1011 protons on target per second.
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Enabled trigger masks conditions
Run ID I Mask ID D CHOD RICH LAV MUV3 Calorimetric
3809 < 0.1% 3 1 C1∗ - - M1 -
5 2 C1∗ - - - -
3981 40% 4 1 Q1 - L12015 - CALO∗
6 1 Q1 - - - CALO∗
4068 10% 0 200 Q1∗ - - - -
1 200 Q1∗ - - M1 -
2 10 Q1∗ - - - CALO
Table 5.1: List of runs used in the analysis. The beam intensity I is expressed as fraction of
the nominal one, while trigger masks are expressed by referring to conditions in chap. 3. D
indicates the applied downscaling factor for each trigger mask, while the asterisk (∗) apex
indicates the reference detector primitive condition.
5.1 Check on primitive words consistency
The first implemented check consists in a consistency test between real primitive
words coming from detectors and expected ones. Here simulation is not used,
thus no predictions on primitive IDs are performed: the comparison consists
only in checking if the word is included in the allowed ones list. For instance,
primitive words from RICH are expected to correspond to one of R1, R2 or R3
encodings. Such analysis aims to check for the generation of words with wrong
encoding, and to observe a possible rate dependence of it.
However, in examined runs, not all the detectors were included in data ac-
quisition system: the calorimetric primitive generation was included only in
higher intensity runs, while MUV3 was excluded during the 40% intensity run.
Moreover CHODx primitive generation wasn’t used at higher intensities, as well
as the official CHOD algorithm wasn’t tested on minimum bias runs.
This test is not performed on calorimetric system: primitive IDs were used
for debugging during the run, thus a stable pattern of primitive words cannot be
expected. This situation prevents this kind of test on this primitive generation
system.
The largest number of possible output primitive IDs occurs in MUV3 detec-
tor: 37 different primitive encodings correspond to all the possible combinations
of conditions in sec.3.1. In order to compare primitive encodings reported in
fig. 5.1 with known primitive conditions, the MUV3 primitive encoding is re-
ported in tab.5.2.
In fig. 5.1 the occurrence of each primitive ID for two different beam intensi-
ties is shown. The large fraction of acquired primitives with no MUV3 primitives
is explained by the presence of muon veto in many trigger masks. The primitive
IDs occurrences are comparable for both the data samples indicating that only
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Name ID Name ID
ML1 0x0001 MTO2 0x0020
MT1 0x0002 MMO2 0x0040
MLO1 0x0004 ML2 0x0080
MTO1 0x0008 MT2 0x0100
MLO2 0x0010 MM2 0x0200
MO1 0x0400 MO2 0x1000
M1 0x8000 M2 0x2000
Table 5.2: MUV3 primitive conditions encoding (see sec.3.1). In order to compare these
IDs with those reported in fig. 5.1 the bit corresponding to 0x4000, which is always for any
primitive, must be ignored.
a scaling effect is caused by an intensity increase, the small divergence between
distributions are ascribed to difference in L0 trigger masks. The fact that no
wrong primitive IDs are generated allows to estimate an upper bound on proba-
bility of this effect at 10−5, estimated as the fraction of the total analysed events.
 Primitive IDs
Empty0x4801
0x4802
0x4c05
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Figure 5.1: The MUV3 primitive IDs occurrence for two data samples corresponding to two
different beam intensities (I).
Concerning CHOD, the performances of both primitive generation algo-
rithms used can be compared by using fig. 5.2. A first issue is represented
by wrong primitive IDs: consistently with the RICH case (see fig. 5.3a), the
CHODx algorithm doesn’t show any primitive with a illegal encoding, while the
CHOD primitive generation shows a probability of a wrong primitive encoding
which increases from (1.4± 0.1) · 10−3 to (2.4± 0.1) · 10−3 with increasing the
beam intensity in the two conditions studied.
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 Primitive IDs
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(a) CHODx primitive generation algorithm re-
sults.
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(b) CHOD primitive generation algorithm results.
Figure 5.2: CHOD primitive IDs for both the primitive generation algorithms.
Another interesting issue is the number of empty primitives from the ref-
erence detector. Looking at run 3809, where CHODx provides the reference
primitive, a probability of (5 ± 2) · 10−5 of empty primitives from CHOD, is
observed. This effect can’t be caused by the CHOD system itself: its primitive
is received by L0TP, in fact a positive trigger decision is taken. This means that
some issues occurs in data transmission and storage, which seems to be fixed in
later higher intensity runs (which were acquired later).
The RICH and LAV detectors behaviour at every beam intensities are shown
in fig. 5.3a and 5.3b. The RICH detector doesn’t exhibit unknown primitive
IDs, even if a rate increase doesn’t cause only a scaling effect, but a change on
primitive occurrences, which can be ascribed to the different trigger masks used
in the analysed runs. Looking at fig. 5.3b the LAV detector shows a significant
probability of wrong primitive ID generation, but actually an explanation of
this effect can be provided. The recovering of LAV primitive conditions shown
in 3.3 from encoded primitive is a little tricky: the encoding of such primitive
conditions consists in setting a more significant bit for each exceeded multiplicity
threshold, in other words the expected primitive IDs are 0x0, 0x1, 0x3, 0x7,
etc. However there are some bits which are always set for any primitive, but
they vary not only run by run, but also inside the same burst. Therefore only
the groups of primitive IDs which show the progression above can be identified,
while the alone ones can’t be a priori associated to a certain multiplicity, and
they are labelled as unknown.
72 CHAPTER 5. DATA QUALITY TESTS
5.2. MASK RATES MONITORING
 Primitive IDs
Empty R1 R2 R3 Unknown
 
Fr
ac
tio
n 
of
 to
ta
l e
ve
nt
s
0
0.1
0.2
0.3
0.4
0.5
RICH Primitives
I<0.1%
I=40%
(a) RICH.
 Primitive IDs
Empty LE1 LE2 LE3 L4 Unknown
 
Fr
ac
tio
n 
of
 to
ta
l e
ve
nt
s
-510
-410
-310
-210
-110
1 I<0.1%
I=10%
I=40%
LAV Primitives
(b) LAV
Figure 5.3: RICH and LAV primitive IDs occurencies for different beam intensities.
5.2 Mask rates monitoring
The stored information on trigger time allows some checks on trigger masks rate
to be performed.
The distribution of the rate of triggered events with a certain mask is per-
formed: the shape of this distribution should reflect the spill structure, thus
it should to be similar for all masks. Therefore the ratio of distributions for
different masks should be flat in time with a value determined by the relative
occurrence probabilities.
These distributions, plotted for all the runs in tab. 5.1, are shown in fig. 5.4.
Neglecting the regions close to the beginning and the end of the spill, the dis-
tributions related to different masks belonging to the same run share the same
shape, providing a ratio consistent with being flat. However the distribution
shapes sensitively depend on runs: a possible cause of this effect is discussed
later in section.
Distributions in fig.5.4 provide an indication on trigger mask rates: the
conversion is easily performed by dividing the number of trigger decisions per
time bin by the time bin width. The result is an histogram which monitors the
instantaneous trigger mask rate during the spill; these distributions are shown
in fig.5.5.
These distributions can’t be related directly to the real trigger mask rate.
An important step between trigger decision and data storage is the data trans-
mission to PC farm: in case of loss of data, the estimated rate by using stored
events is lower than the real one. The significance of this effect is evaluated
by observing the event numbers related to consecutive stored events. In case
some events are triggered, but not stored because of some failure in data ac-
quisition, some consecutive events in recorded data will exhibit non-consecutive
event numbers because the progressive event number is assigned when the event
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Figure 5.4: Rate plots for different masks for different beam intensities. The upper plots
show the distribution of the number of trigger per time unit during the spill for each enabled
mask (distributions are normalised to unity), while the lower ones show the ratio between
distributions for different masks.
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is triggered by L0, locally in each system. Such check fails in case a detector
doesn’t receive the L0 trigger decision, thus its event number is delayed than
the others. This issue is already checked, for each event, by the reconstruction
algorithm by requiring the consistency between the timestamps related to data
packets from different detectors. The duration of spill can be separated in two
kinds of periods: periods in which stored consecutive events have consecutive
event numbers (that is data are correctly-transmitted and stored), and periods
in which they do not (that is some data loss occurred). A period where data
isn’t lost ends when an event with a non-consecutive event number is found,
and it begins again when two consecutive events restore the sequence of event
numbers. A clearer vision of this can be obtained by looking at fig.5.6
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Figure 5.6: Scheme for data loss periods recognition. The upper row indicates all the events
available at L0TP level, while the lower one shows the stored events in data files. In this case
t1 and t6 are identified as the bounds of a data loss period.
An instantaneous monitoring of data loss can be made by using the beginning
and end times of these periods: the fraction of time, per time bin, in which data
loss occurs can be obtained by dividing the sum of durations of data loss periods
by the time bin width, fig. 5.7
As shown by fig. 5.7, the minimum bias data is strongly affected by data
losses and this explains also the strange spill structure distributions in fig.5.4a.
Contrary to what could be expected, during higher beam intensity periods, ef-
ficiency on data transmission was close to unity: these runs were acquired later
than the minimum bias run, and some improvements on the DAQ system on
this point was done in between, increasing the data transmission and storage
efficiency.
Such plots can be useful for a burst by burst monitoring of data loss contri-
bution.
Knowing these factors, the masks rate in fig.5.5 can be updated, providing
the evaluation of trigger mask rates as seen by L0TP, and an extrapolation of
the expected rate at full intensity.
As shown in tab.5.3 the estimated rates from different runs are not com-
pletely coherent: for instance the estimated full rate for Q1 and C1 trigger
conditions are expected to be similar, while the Q1 estimated rate is 1.5 times
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Mask ID D I (%) tr Rdata Rreal Rfull
Run 3809 3 1 0.07 0.6 11k 18k 2M
5 2 0.07 0.6 20k 66k 10M
Run 3981 4 1 40 0.95 20k 21k 52k
6 1 40 0.95 25k 26k 65k
Run 4068 0 200 10 0.97 7k 1.4M 14M
1 200 10 0.97 3k 600k 6M
2 10 10 0.97 13k 100k 1M
Table 5.3: Estimates of trigger masks rate: for each trigger mask reported in tab.5.1, the non-
downscaled trigger mask rate (Rreal) and the expected (non-downscaled) mask rate at full
intensity are evaluated Rfull. These values are obtained by scaling the estimated rate from
stored data (Rdata) by the DAQ efficiency (tr, that is the average fraction of data which are
not lost), the downscaling factor (D) and beam intensity (I). All the rate values are expressed
in Hz.
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larger than the C1 one. Remember however that all the values are only very
rough estimations: for example the average transmission efficiency and data
rate values are really variable during the burst, and this can generate a large
discrepancy between estimations. For example if the transmission inefficiency
is larger at a time where the rate is higher, the estimated full rate can be much
smaller than the original one.
5.3 Fine time distributions study
Another time-based analysis was performed by studying the matched primitives
fine times. In case the spill doesn’t have a structure at higher frequencies than
1/25ns = 40 MHz, a completely flat fine time (and fine time bits) distribution
for each detector is expected. A fine time bit distribution is made by filling
the bin related to a bit only in case such bit is set in the fine time word; then,
after processing all the fine time words, the contents are scaled by the number
of analysed words: in absence of correlated time structures the expected distri-
bution should be flat with a value of 0.5.
At a first these studies where done on a different run than those in tab.5.1:
unless differently specified, all the results in this section refer to run 3015, with
10% beam intensity2.
The bit distributions are shown in fig.5.8: none is consistent with the ex-
pected flat distribution. This means that also a non uniform fine time distribu-
tion is present for all detectors: assuming the no correlation between different
bits, the fine time distribution can be predicted by extracting random numbers
from the measured bit distribution. This could be the case if non flat distribu-
tions were due to a hardware malfunctioning affecting some fine time bit.
The comparison between simulated and real fine time distributions, for all
the primitive generating detectors, is shown in fig.5.9: only primitives coming
from LAV and MUV3 have a real distribution compatible with the simulated
ones (possibly caused by lower statistics).
2Trigger masks condition are not important for this analysis. This run was one of the first
2015 long run at stable acquisition conditions.
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Figure 5.8: Fine time bits distributions obtained by observing primitives fine time in data.
The y-axis corresponds to the bit probability of being set: the expected 0.5 value is indicated
by the red dashed line.
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Figure 5.9: Fine time distributions obtained by observing primitives fine time in data. The
normalised simulated and real distributions are compared.
In CHOD and RICH cases, the complete disagreement between real and
simulated distributions hints to a strong correlation between fine time bits. All
the fine time distributions seem to be modulated by a signal with a period of
about 128 fine time units (approximatively 12.5 ns, 80 MHz).
Such fine times corresponds to matched primitive fine times: in case this
effect is caused by some issues in L0TP, the same distributions should not be
found by looking at set of all primitives collection before matching, which were
parasitically acquired and stored by a separate system, independently on the ac-
tual presence of a L0 trigger. These unbiased primitives collections are available
only for few runs, and they are used for oﬄine primitive generation monitoring.
Only primitive packets informations are stored, i.e. primitive timestamp and
fine time, source detector and primitive ID. The above procedure can be applied
also to these fine times, the corresponding bit distribution and comparison be-
tween real and simulated fine time distributions are shown in fig. 5.10 and 5.11
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Figure 5.10: Fine time bit distributions obtained by observing primitives fine time acquired
parasitically. On y-axis the probability of a bit set is reported: the expected 0.5 value is
indicated by the red dashed line.
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Figure 5.11: Fine time distributions obtained by observing primitives fine time acquired par-
asitically. The normalised simulated and real distributions are compared.
The fine time modulation is observable also in these non-matched primitives
and the bits appear to be correlated also in this case. Physics effects might gen-
erate such behaviour: a non-uniform spill structure in time naturally provides
a non flat fine time distribution with correlated bits. However some considera-
tions allows to exclude this hypothesis. As shown in fig. 5.12 this modulation is
stable during run and has the same shape in every burst. If a real spill structure
were the cause of this modulation, its frequency must be really close to the one
of the experiment clock: otherwise any difference between the two would cause
a progressive shift of the observed structure over the whole fine time spectrum,
resulting in a flat fine time distribution when integrated over a sufficiently long
period of time.
Thus the observability of a spill structure in a time-integrated plot requires
a precise match between the clock used by the SPS for providing the spill and
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Figure 5.12: Fine time distribution for CHOD primitives for different bursts in the same run.
The same modulation appears in all the bursts.
the NA62 one, which, contrary to what happens for the LHC accelerator, is
generated by a free-running oscillator. A bound on this frequency difference
can be obtained by requiring a maximum modulation shift of about 1 ns (which
correspond to 10 fine time units) over the whole burst; such upper bound is
not so stringent when compared to the observed fine time distributions which
appear to be much more stable, but it already results in an strong constraint on
this frequency difference ∆f . Indicating by ∆t the burst duration (≈ 1 s) and
by T the NA62 clock period (≈ 25 ns), the expected shift can be expressed as:
(∆f ·∆t)T < 1ns → ∆f < 125 Hz ≈ 10
−2 Hz (5.1)
Even in case of a casual frequency matching between two clocks, such a frequency
stability on a MHz-frequency clock is unachievable, thus the spill structure ex-
plaination can be excluded.
Another check was performed by replicating the fine time distributions by
using reconstructed hit times in data for each detector, in order to verify whether
the effect affects only primitive generating detectors: the same structures were
found in all the detectors.
Finally, in order to exclude some reconstruction issues, a direct analysis on
raw data is performed. This analysis is performed on bursts belonging to run
3809 (see tab. 5.1) in order to consider time measurements not in stressful rate
conditions. Such study consists in reading directly fine times from TDCs in raw
data before reconstruction, in order to exclude any effects related to the recon-
struction software. The fine time (and fine time bits) distributions are evaluated
for each channel, for each TDCB, for each TEL62, of each detector: one hypoth-
esis is the existence of some malfunctioning TDC channels which dramatically
distort the detector fine time distribution, but appear as slight distortions when
integrating all over the channels. Such channel by channel distributions are then
stored and processed by a script which identifies malfunctioning channels in a
fine time or fine time bits distribution not compatible with a flat one.
From this study something new turns out: all the channels with sufficient
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statistics have a non flat time distribution: some distributions are shown in
fig.5.13 and fig.5.14.
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Figure 5.13: Fine time bits distributions obtained by observing hits fine time in raw data for
four individual channels of four different detectors. On y-axis the probability of a bit being
set is reported: the expected 0.5 value is indicated by the red dashed line.
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Figure 5.14: Fine time distributions obtained by observing hits fine time in raw data for four
individual channels of four different detectors.
These studies were also replicated in the NA62 laboratory at INFN in Pisa,
with a time-uniform input hit distribution, and still similar distributions to
those in fig. 5.11 are obtained from TDCs. This means that this modulation is
generated at the TDC level and represents an intrinsic feature of TDCs. The
HPTDC chips turn out to have some limitations on time measurement accuracy
when used in high and very high accuracy modes (set by the external clock),
we use high (100 ps) [27]. Such problems are caused by a crosstalk of the logic
part of the chip running at 40 MHz, which causes some intrinsic differential
non linearity in the measurements and results in a degradation of the time
measurement accuracy to approximatively 130 ps, which is nevertheless still
lower then the experiment requirements.
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5.4 RICH supercell signal generation
As discussed in sec.4.2.1, RICH primitive generation is based on multiplicity of
signals coming from supercells. A critical point is represented by the creation of
supercell signals from single photomultiplier ones (called SC and PMT hits in
the following): a supercell signal is built from the logic OR of eight PMT signals
performed by a NINO module [26].
In case of positive trigger decision, the data in a certain readout window
around the trigger time are sent to PC farm and then stored. Both PMT and
SC hits are stored in data and can be identified by the TEL62 ID because SC
hits represent input signals for the fifth RICH’s TEL62. A correspondence be-
tween SC and PMT signals is expected: when at least one PMT from a certain
supercell is fired, the corresponding SC signal should be generated, and vice
versa every time a SC hit is found at least one of the corresponding PMT hit
is expected to be present. Some issues occur when hits are close to data acqui-
sition time window boundaries: in this case the correspondence could be lost.
Assuming a flat hit distribution in the data acquisition window, an estimate on
the significance of this effect is provided by dividing the time width of signal in
output from the NINO module (about 12 ns), and the whole readout window
width (5x25 ns): about 10% of the supercell hits are expected to be affected by
edge-effect inefficiency.
Some tests on the correspondence between SC and PMT signals were per-
formed on bursts belonging to run 3809: the low beam intensity allows a detector
study in relaxed conditions.
This test is based on fired supercell: for each event, a supercell is considered
as fired if at least one signal (PMT or SC) belonging to such supercell is found
in the total acquisition window. In order to impose the weakest possible re-
quirement, no time cut on PMT-SC hits matching or requirements on detected
time measurement edges are applied. For each fired supercell, its position and
ID, together with the number of found PMT and SC signals which belong to
the fired supercell are stored.
In the most general approach, for each fired supercell, the PMT-SC signal
matching condition consists only in requiring that at least one signal for both
types of signal is found. In this way fired supercells can be separated in three
classes: supercells in which the PMT-SC signals matching occurs, those for
which a PMT signal doesn’t have the corresponding SC one and vice versa.
This results in an underestimate of the fraction of total fired supercells in
which the PMT-SC matching is not found: no requirements on time difference
between them and on detected edges are required, so some fake matches can be
accepted by this test.
Results of this analysis is shown in fig. 5.15: only half of fired supercells
contains both PMT and SC signals, much more than what can be ascribed to
the expected boundary effect.
In case this issue was caused by boundary effects the unmatched SC or
PMT signal times should accumulate close to boundaries of the data acquisition
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Figure 5.15: Summary of the analysis on PMT-SC signals matching. The flag on x-axis is set
when at least one supercell hit is found in the fired supercell; the same for PMT hits flag on
y-axis.
window. Time distributions are studied both for PMT and SC hits, comparing
those for the matching and not-matching cases: these distributions are shown
in fig. 5.16.
These plots don’t show a strong contribution due to the boundary effect:
only in the SC hits time distribution a small increase appears at the edges,
but most of contribution comes from the center of the acquisition time window.
From ratio plots, an estimation of the fraction of the total hits which affected
by this mismatch can be estimated: about 30% of the total SC hits don’t have
a corresponding PMT hit, and about the 35% of PMT hits don’t have a related
SC hit.
The next step was in mapping this effect: a localisation would indicate that
the source of this issue is some malfunctioning component. The mapping of
supercells affected by this mismatching is shown in fig.5.17. Supercells in which
mismatch occurs spread over all the detector, thus disproving the model of some
localized hardware malfunctionement.
This effect spread over all the detector channels, thus all TDCBs of the fifth
RICH TEL62 are affected: a single TDCB reads PMTs coming from a half of
a disk (upper and lower ones), thus a larger effect is expected for TDBs corre-
sponding to more “red” regions. A summary of the fraction of fired supercells in
which a mismatch occurs for each TDCB is shown in fig.5.18: the most affected
boards (TDCB 1 and 3) read the disks region with a large number of “red”
supercells in fig. 5.17.
The discussed tests exclude that the mismatching was entirely caused by
time window edge effects or by a set of malfunctioning components. Some more
checks were performed to investigate more deeply in the issue.
An useful point was to verify whether the data acquisition system reports
some errors when this effect occurs. The data acquisition system provides some
error words for each event block for each detector, thus events can be separated
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Figure 5.16: Hit times distribution for SC and PMT in case of matching and not matching.
The used times are hit leading edge measurement, when present, or trailing edge ones if not.
This procedure is chosen in order not to link the result to the presence or absence of a leading
or trailing measurement. Plots below show the ratio between SC(PMT) hits which don’t
match the partner and the total SC(PMT) per time bin.
in two classes: events in which all the fired supercells have PMT-SC hits match-
ing, and those in which in at least one fired supercell the mismatch occurs. The
fraction of events with errors for both categories is similar (about 10%), and
the retrieved error word is the same (indicating hit loss in TDCB 2).
In order to check if the supercell association for each PMT was correct, the
relative positions of PMTs and SC hits was observed, considering only fired su-
percells where SC-PMT matching occurs. The obtained plot exactly replicates
the relative positions of PMTs in a supercell, thus supercells are properly asso-
ciated to PMTs.
Another test was performed by observing the signal detected edges in case
the mismatch occurs or not. In case the effect depends on the presence of a
particular time measurement edge, a difference between PMT (or SC) hits de-
tected edges distributions in matching an mismatching cases must be observed.
The detected edges distributions are shown in fig. 5.19: no significant difference
is visible when comparing the two upper or the lower plots, both for SC or for
PMT, but when comparing each plot with the one above or below it for match-
ing case, a significant loss difference on measurements can be noted passing from
PMT signals to SC ones. However this variation is about 5% of the total fired
supercells, thus it can be caused by boundary effects.
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Figure 5.17: Comparison between positions of supercells affected by PMT-SC hits mismatch
those which are not. When a PMT hit doesn’t match the correspondent SC hit the supercell
position is not available and PMT position is shown instead.
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Figure 5.18: Summary of the analysis on PMT-supercell signals matching for each TDCB in
the fifth RICH’s TEL62 board. The flag on x-axis indicates that at least one supercell hit is
found for the fired supercell; the same for PMT hits flag on y-axis.
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Figure 5.19: Study of PMT and SC hits detected edges in case matching occurs or not. Leading
(Trailing) edge flag in x-axis (y-axis) is set if PMT or SC hit has the time measurement relative
to this signal edge.
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Figure 5.20: Distribution of fraction of supercells in events with PMT-SC hits mismatch. Over
the total fraction of mismatching supercells, such supercells are divided in two cases: at least
one PMT hit found in the supercell, but no SC hit; and vice versa.
The last performed test concerns the fraction of fired supercells per event
in which the PMT-SC hits mismatch occurs. This check aims to separate two
different behaviours: mismatch can occur for all or none of the supercells in the
event (a discrete behaviour), otherwise only a fraction of the total supercells
might be affected. These plots are shown in fig. 5.20: showing that only some
supercells are affected.
This mismatch issue is still under investigation, and no more informations
are available. Such issue will affect also in an unpredictable way the simulation
efficiency: not a complete understanding on which hit are used by hardware
to perform the primitive generation is reached, thus some divergences between
simulation prediction and real results are expected. This issue represents the
reason of using directly SC hits stored on data and not the extrapolated ones
by the PMT hit collection.
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Chapter 6
Trigger simulation test on data
In this chapter the L0 trigger simulation is compared to the actual performance.
The primitive words matched by L0TP to generate the L0 trigger decision are
stored in data: these words are compared to the simulated ones in order to
obtain some informations on both simulation accuracy and real system ineffi-
ciencies.
Some considerations are needed to decide which primitives should be com-
pared. As discussed before, real primitive words in data are the only ones which
matched in time with the reference primitive, providing the set of primitives
which is then compared by the L0TP to the enabled trigger masks. The same
pattern of primitives is replicated by the simulation, but some issues can cause
a differences between simulated and real set of primitives. A difference in prim-
itive ID from a certain detector can be due to a wrong primitive generation
(both in primitive content and timing), but also to a wrong time association to
the reference primitive and to a imperfect L0TP time matching simulation.
This results in a dependence of the detectors primitive generation algorithm
efficiency on the reference detector simulation accuracy, preventing an estima-
tion of single detector simulation efficiency. In order to eliminate this depen-
dence, the simulated primitive pattern is obtained by matching in time the
generated primitive with the real trigger time, which is stored in data. Remem-
ber that a direct comparison between simulated primitive time and the real one
is not possible because on cannot fully reconstruct the complete real primitive
time (see sec. 5).
The above procedure doesn’t cancel the dependence on the performance on
L0TP time matching replication. This is estimated by applying the simulated
matching procedure to the real primitive times stored in data1. The fact that
only information on matched primitives is available doesn’t allow to evaluate
the real L0TP matching inefficiency, estimated by the non-matching primitives,
which instead do match in the simulation. The inefficiency on the replication
of the L0TP time matching procedure (1− L0TP) gives an upper bound for the
1Simulation input parameters are set to be equal to ones used during data taking.
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whole simulation efficiency:
1− L0TP = (6± 1) · 10−4 (6.1)
This estimation is made by integrating on the primitives from all detectors, since
the L0TP matching is expected not to depend on detector. As shown later in
section, this inefficiency is much lower than the ones due to primitive generation
in detectors, thus this contribution to simulation inefficiency can be neglected.
Before going deeper in the analysis on each simulated detector, a guideline
of the procedure for real and simulated system inefficiency is given. Concern-
ing simulation of a certain detector, the non-correspondence of the simulated
primitive ID with the real one can be caused by: an erroneous computation of
pre-primitive features (for example multiplicity or deposited energy), or a wrong
time association to the primitive which doesn’t allow time matching with the
real trigger time. Another source of error are hits losses, which can’t be avoided
by improving the simulation, but represent a basic inefficiency for any oﬄine
analysis. Assuming that the real system doesn’t generate fake primitives, cases
in which the real primitive is present while the simulated one is missing, are
caused by all the effect above, and their fraction can provide an estimate of its
size. However these effects are expected to give the same contribution also in
positive (in other words, in creating matching primitives which doesn’t match
reality) and in all simulated words: this estimate can be interpreted as the over-
all simulation inefficiency in reality describing, and is not expected to be very
accurate but just provide an indication on the level of accuracy of the simulation.
In case of effects much larger contributions than the above figure, simulation
issues can be excluded, and investigation on real system inefficiencies must be
performed. For example, by observing the number of cases in which primitive
generator produced no primitive, while the simulated one did, an estimate of
the primitive generation efficiency can be obtained.
In the following section the comparison between simulated and real primitive
generation for each detector included in L0 trigger system is performed. The
used data samples are listed in tab.5.1: for RICH, MUV3 and LAV detectors
analysis, run 3809 was considered, while higher intensity runs were used for
CHOD and calorimetric primitive generation studies.
6.1 RICH simulation test on data
In this section the RICH simulated primitives matching in time with the real
trigger time, are compared to the real primitive word contained in data. The
same parameters used during run 3809 are provided in input to the RICH prim-
itive generation algorithm: the time bin size is set at 50 ns, and SC hits are
used for primitive generation (see sec.5.4).
Referring to primitive IDs listed in tab. 3.2, a map of the simulated and real
primitive IDs for each event is shown in fig. 6.1. Fractions in this figure refers to
the total number of considered events, that is the number of words compared.
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Figure 6.1: Simulated and real primitive IDs comparison. Values reported in the plot are
indicative, and errors on them affect less significant digits than the printed ones. The values
for bins with no number printed are below 10−3.
In case of perfect primitive generation simulation this plot would only have
filled entries on the diagonal, therefore the off-diagonal bins indicate non-ideal
contributions and must be understood.
As discussed in the introduction to this chapter, the fraction of cases in which
a real primitive is present, while the simulated one is not, gives an estimate of
the simulation inefficiency describing the actual RICH primitive generation. The
level of simulation accuracy for RICH primitive generation is estimated to be
around 2%.
Referring to fig. 6.1, a significant fraction of events (about 10%) correspond
to no real primitive retrieved with a simulated primitive present (the first col-
umn on the left, starting from R1 bin, in fig. 6.1). Since this is much larger
than the estimated simulation inefficiency,it must be attributed to a real RICH
inefficiency. In order to confirm this hypothesis, the simulated primitive time
distribution with respect to real trigger one is observed: if this effect was com-
pletely due to simulation issues, an accumulation of simulated words would be
expected at L0TP matching time window edges, or at least not in correspon-
dence to the real trigger time.
Plots in fig. 6.2 show that most of these primitives are well in time with the
real trigger, thus the effect should be associated to a real primitive generation
inefficiency, which is evaluated to be about 11% of analysed events, correspond-
ing to about the 18% of the cases in which the simulated word is present. This
means that about the 18% of potential real primitives were lost by the real
RICH primitive generation algorithm used in 2015.
Another non-ideal behaviour is indicated by the fraction of events in which
both the simulated and real trigger provide a primitive, but with different IDs
(that is hits multiplicity). As shown in fig. 6.1, this occurs in about 13% of the
compared words, which corresponds approximatively to 25% of events with real
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Figure 6.2: In the left plot the time distribution of simulated pre-primitives with respect to the
real trigger time is shown for events without a real primitive. The right plot shows the same
data as a function of the real trigger time. The red line and dots correspond to primitives
which are triggered in the simulation: the 18 ns wide L0TP matching window (during run
3809) is confirmed by the red peak width in the left plot, while in the right one the matching
asymmetry is visible.
and simulated primitives present. In order to try to understand the source of
error some distributions are studied.
A quick test consists in checking the detected hits edges in both cases are
the same or not. This is motivated by the hint that hardware multiplicity was
computed basing only on hits with both the edge measurements. In this case
a difference of detected hits edges distributions should be observed, fig. 6.3: no
consistent discrepancy between distributions is found, therefore this hypothesis
is rejected.
The presence of hits which are close to clustering time bin limits can cause
a multiplicity difference of between simulated and real primitives. Therefore a
different SC hit distribution would be expected for events in which simulated
and real primitive match, and the ones which they don’t: in the first case a
sharp distribution around the trigger time is expected, while in the latter case
the contribution of tails should be more important. However this scenario is
not verified by the reality: distributions are really similar in the both cases as
shown in fig. 6.4.
Referring to sec. 5.4, another possible origin for this effect is that the real
multiplicity was computed by considering only SC hits which match the cor-
responding PMT hit. In this case the fraction of SC hits matched with the
corresponding PMT hit for events in which simulated and real primitives are
equal is expected to be different respect the case in which the simulated prim-
itive differs from the real one. Nevertheless the fractions estimated in the two
cases are both about 0.7, therefore not a significant difference is measured.
In conclusion this discrepancy between real and simulated word is not yet
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Figure 6.3: Hits edges measurements in case primitive and actual primitives are equal and not.
The flags in both the x- and y-axis are set when the leading and trailing edge respectively are
measured.
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Figure 6.5: Comparison between real and simulated primitives from MUV3 detector normalised
to all compared primitives. Printed values on bins are indicative of their content: where
content isn’t printed it is below 10−3.
justified. Some problems affected the RICH primitive generation system during
the 2015 run, such as the mismatch between SC and PMT hits discussed in
sec. 5.4. Other imperfections were in hit timings (see fig.6.4) and data transmis-
sion (see sec. 5.2) can affect data taking and indirectly the simulation as well,
and should be fixed for the 2016 run in which RICH detector is expected to be
closer to the ideal behaviour.
6.2 MUV3 simulation test on data
In this section the simulated MUV3 primitive generation is compared to the real
one by observing primitives coming from which match with the real trigger time.
The simulation parameters are set at the same values as the real ones during
run 3809: the tight and loose time windows are set at 2 and 20 ns respectively,
and a 10 ns wide window is used for tile signal clustering.
The large number of possible primitive IDs results in a a plot similar to
fig.6.1 being less informative: at first simulated and real primitives are classified
only as present and non-present primitives, as shown in fig. 6.5.
In case of perfect simulation only the first and the last bins should be filled:
inner bins provide an indication on differences between simulation and real sys-
tem.
As shown in fig. 6.5 the estimated level of simulation inefficiency is about 1%
for MUV3, estimated as discussed at the beginning of this chapter.
Despite the good simulation accuracy, the content of the bin indicating a
false MUV3 veto (missing real primitive, but simulated one present) is below
the expected simulation inefficiency. The only bound on this real inefficiency is
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Figure 6.6: Bit by bit comparison between MUV3 primitives when they are different. For
each bit column values are normalised to all analysed primitive words: inner rows indicate bit
discrepancies between real and primitive primitive IDs. Printed zero values indicate a fraction
below 10−3.
provided by the fact that at a 1% of simulation inefficiency, no consistent real
veto inefficiency is observed, thus this contribution is expected to be below the
1% of the muon veto events.
A final consideration on the red block in fig. 6.5 which indicates the fraction
of total primitives in which primitives from simulated and real system are both
present but have different IDs. In order to understand if the simulation is
inefficient for some particular signal, the comparison between primitives IDs
bits was performed. In case one specific signal is always lost, some bits should
be always different between the compared words, and a peak at this bit would
be observed in the distribution. Such plot is shown in fig.6.6: no particular
spikes in any bit appear, but discrepancies are spread on all bits. This suggests
that the effect is simply due to the inefficiency sources mentioned above, as that
is confirmed by the effect on all filled words being of same order of 1%.
6.3 LAV simulation test on data
The LAV detector aims to provide a fast veto signal for large angle particles.
Simulated primitives must be compared to the real ones to estimate the simu-
lated veto inefficiency: parameters were set equal to those of run 3809, i.e. a 10
ns wide time window for high-low threshold signals matching, and a 25 ns wide
one for block signals clustering. Results on the simulated and real primitive
comparison is shown in tab. 6.1.
Looking at tab. 6.1, this inefficiency is estimated to be about 7%. This large
simulation inefficiency doesn’t allow to conclude that the 2% of total events
with a simulated primitive and without the real one is a real system inefficiency.
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Real missing primitive Real present primitive
Simulated missing primitive 0.872± 0.005 0.0068± 0.0004
Simulated present primitive 0.0202± 0.0007 0.101± 0.002
Table 6.1: Results of simulated and real LAV primitive presence comparison.
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Figure 6.7: Low-high threshold pairs for simulation matching with reality or not. In fig. 6.7a
the number of detected low-high pairs in LAV 10 ns wide time window is shown. In fig. 6.7b
the time difference between all the low-high signals from the same block is shown.
A deeper analysis was performed in order to find the cause of the discrepancy
between the simulated and real systems.
First the number of detected low-high threshold crossing pairs was stud-
ied: distributions are compared both for events in which real and simulated
primitives are both present, and for events in which no simulated primitive cor-
responds to a real one which is present. In fig. 6.7a the comparison between
these distributions is shown: the 90% of mismatches is due to events in which
no low-high thresholds pair is found in the simulation. This might indicate that
a larger time window is required in the simulation in order to decrease this ef-
fect. In this case an accumulation of “pairs” with a time difference larger than
10 ns is expected: looking at distribution in fig. 6.7b no missed pairs in this
region are found, therefore the effect should be ascribed to an actual absence of
hits.
In conclusion, for LAV in many cases simulation doesn’t retrieve any prim-
itive because no signal block can be generated, due to the absence of potential
low-high threshold pairs. This behaviour can be imputed to some issue in real
system, particularly in data retrieving and storing, rather than to a real sim-
ulation inefficiency (no change on simulation algorithm can restore such ineffi-
ciency).
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Figure 6.8: In fig. 6.8a the results obtained by comparing the simulated and real primitive for
each event are shown. In fig 6.8b the time difference distribution for each potential crossing
point is reported: a potential crossing point is recognised by two hit slab belonging to the
same quadrants, but to different planes. Here the time window for crossing point recognition
is set to 2.8 ns.
6.4 CHOD simulation test on data
The test on simulation of the official CHOD primitive generation algorithm
was performed using run 3981, in which CHOD was not used as the reference
detector. The parameters for the simulation are (as in that run): a maxi-
mum difference of 2.8 ns between horizontal and vertical slab hits is used for
crossing point identification and a 25 ns wide time window for clustering. The
same situation of MUV3 occurs in this detectors: the large number of possible
combinations of primitive conditions doesn’t allow an easy understanding of a
primitive map as the one in fig. 6.1, thus primitives are divided as present and
not present, and their IDs are compared. The plot is shown in fig. 6.8a: the bin
content corresponding to events in which no simulated primitive correspond to
a real one present is about 10% of all real primitives, and can be assured to be
the estimate of the simulation inefficiency.
Some cases can prevent primitive generation in the simulation: for example
if no potential crossing points, that are hit slabs from different planes belonging
to the same quadrant, are found by the algorithm; otherwise a potential cross-
ing point might be found, but not considered because of a horizontal-vertical
hit time difference larger than 2.8 ns. However also in case crossing points are
identified, a primitive might not match with the real trigger time because of a
wrong primitive time computation. Such contributions are separately drawn in
fig. 6.8a: most of the entire content is caused by potential crossing points with
a larger time difference than 2.8 ns. This is confirmed by the time difference
distribution performed by using hit slabs from different planes but the same
quadrant, shown in fig. 6.8b: the hole in distribution indicates the 2.8 ns wide
time window in which a crossing point is identified. The “red” contribution
in this region indicate crossing points which are not time matched with trigger
CHAPTER 6. TRIGGER SIMULATION TEST ON DATA 97
6.4. CHOD SIMULATION TEST ON DATA
Real=0, Sim=0
 0, Sim = 0
≠
Real 
 0≠
Real=0, Sim 
 0≠
 0, Sim 
≠
Real 
Fr
ac
tio
n 
of
 to
ta
l p
rim
itiv
es
-210
-110
1
Total
At least one potential crossing point
Primitive generated but not matched
 Simulated word≠Real word 
(a)
 [ns]
vertical-thorizontal  t
-50 -40 -30 -20 -10 0 10 20 30 40 500
0.01
0.02
0.03
0.04
0.05
 0≠ 0, Simulated ID ≠Real ID 
 0, Simulated ID = 0≠Real ID 
Potential crossing points
(b)
Figure 6.9: In fig. 6.9a the results obtained by comparing the simulated and real CHOD prim-
itives for each event are shown. In fig 6.9b the time difference distribution for each potential
crossing point is reported: a potential crossing point is defined by two hit slab belonging to
the same quadrants and to different planes. The time window for crossing point identification
is set to 5.6 ns.
time.
In order to recover this contribution, the time window used for crossing point
recognition can be enlarged to 5.6 ns. Expectations consist in a reduction of
erroneous simulated missing primitives, with an increase of the present ones:
this prediction is indeed verified as shown in fig. 6.9a, and the contribution of
potential crossing points close to the matching window is recovered, as shown in
fig. 6.9b. At this point the simulation inefficiency is reduced to about 5% with
comparable contributions from the case of no potential crossing point found and
failed time matching of generated primitive. The first source of error can’t be
avoided by improving the simulation, while the latter can be recovered by two
procedures: by enlarging the L0TP matching window (but this change would
affect all the detectors included in L0 trigger), or by reducing the clustering
time bin, in order to match only hits very close to each other, endangering mul-
tiplicity computation.
However the 5% discrepancy between real and simulated primitives cannot
justify a 50% fraction of events in which both simulated and real system provide
a primitive with different primitive IDs. Looking at a bit by bit comparison
between these words (fig. 6.10), no a specific bit is always wrong: this means that
there isn’t a specific kind of event which is wrongly simulated. A small difference
can be noted by observing that the actual system finds more coincidences than
the simualted: anyway this is only a second order effect, and it can be due, for
example, to hits losses.
The only difference between cases in which real and simulated primitives
coincide or not can be found in crossing point time distribution around the trig-
ger time. Looking at fig. 6.11 these time distributions are significantly different
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Figure 6.10: Bit by bit comparison between CHOD primitives when they are different. For each
bit column values are normalised to total analysed primitive words: the inner rows indicate
the bit discrepancies between real and simulated primitive IDs. Printed zero values indicate
fraction below 10−3.
in both cases: the one corresponding to primitive ID mismatch is less peaked
at trigger time than the other, therefore it indicates that the contribution of
crossing points near to the edges of the time window for clustering is larger and
might cause the discrepancy . However the contribution of this effect should
be already contained in the estimated 5% simulation inefficiency, thus the real
issue must be searched for in the real system working.
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Figure 6.11: Normalized time distribution relative to trigger time for potential CHOD crossing
points in case simulated and real primitives match or not.
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Figure 6.12: Comparison between primitive IDs from simulated and real system for calorimetric
primitive generation.
It should be recalled that the primitive generation algorithm for CHOD
was introduced only in a preliminary version in the last part of the data taking.
Discrepancies between simulation and reality can be better tested when a stable
version of the primitive generation algorithm will be released.
6.5 Calorimetric primitive generation test on data
The 2015 run calorimetric primitive generation can be tested on data belonging
to run 4068 (at 10% beam intensity) in which it isn’t used as reference detec-
tor. The simulation parameters are the supercells energy thresholds, set to 250
and 500 MeV respectively for MUV1 and LKr, and the time bin size for energy
summing, set to 6.25 ns.
The comparison between simulated and real primitives matching in time
with the real trigger is shown in fig. 6.12. In this triggering system only one
output primitive ID was implemented, corresponding to the condition in 3.3,
with both energy thresholds set to 5 GeV.
In this case the fraction of events in which no simulated primitive corre-
sponds to a real one present is large: about the 18%. However the process
of primitive generation is complex and composed by different steps, thus the
sources of this difference can be many. The easiest cases in which simulation
erroneously doesn’t provide any primitive are given by MUV1 not providing any
pre-primitive, or providing a pre-primitive referring to a energy below thresh-
old. Otherwise, in case a good MUV1 primitive is found, a high detected energy
in LKr can veto the primitive generation. In order to understand which is the
main source of this discrepancy, each effect is analysed when both primitives
from the simulated and real systems are not present, and in the case of interest,
in order to point out which contribution mainly causes the inefficiency. Refer-
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Figure 6.13: Comparison between LKr energy deposition and number of LKr generated pre-
primitives in cases of correct and incorrect LKr vetoes.
ring to fig. 6.12 the yellow blocks increase in passing from primitive matching to
non-matching, so a false LKr veto seems to be the main cause of this simulation
inefficiency. An incorrect veto is defined by the the case a simulated primitive is
absent because of an LKr veto, but the correspondent real primitive is present.
Therefore a correct one is defined by the case an LKr veto causes the absence
of the simulated primitive and also the real primitive is missing.
An incorrect LKr veto is caused by an overestimation of deposited energy in
LKr. The easiest way to check it is to compare the energy released in LKr for
right and wrong veto events: in case of an energy overestimation, the energy dis-
tribution for events where LKr perform a correct veto, should not start from the
energy threshold, but at a higher energy: in other words, the two distributions
should be different. In order to point out a possible dependence of this effect
on the number of generated LKr pre-primitives, a dedicated check is performed.
These distributions are shown in fig. 6.13 and no significant difference between
distributions is observed.
Another check on a possible energy overestimation was performed by using
the oﬄine clusters reconstruction: this is based on a first clusters seed recogni-
tion by identification of peaks of released energy. Then cells around these peaks
are considered and based on the measured energy and distance from the seed,
some different calibrations are applied in order to reach the best accuracy on
cluster energy measurement. The total energy of oﬄine recontructed clusters
in time with MUV1 primitives over threshold can be compared to the total en-
ergy in LKr primitives in time with the same MUV1 primitive. As described
in sec. 4.2.5, LKr pre-primitive energy is obtained by summing energy coming
from a small fraction of the cells, so the pre-primitive LKr energy is expected to
be lower than the reconstructed one. The difference between these energies in
case of correct and incorrect LKr veto is shown in fig. 6.14a: if a wrong energy
CHAPTER 6. TRIGGER SIMULATION TEST ON DATA 101
6.5. CALORIMETRIC PRIMITIVE GENERATION TEST ON DATA
 [GeV]sim-Ereco E
-50 -40 -30 -20 -10 0 10 20 30 40
 
[G
eV
]
si
m
E
0
5
10
15
20
25
30
35
40 Incorrect LKr veto
Correct LKr veto
Energy comparison with reconstruction
(a)
 [ns]MUV1-tLKrt
-50 -40 -30 -20 -10 0 10 20 30 40 500
0.02
0.04
0.06
0.08
0.1
0.12
0.14
Incorrect LKr veto
Correct LKr veto
(b)
Figure 6.14: In fig. 6.14a is shown the distribution of differences between total reconstructed
clusters energy in time with MUV1 with the total LKr energy in the trigger, as a function of
this latter energy. In fig. 6.14b the LKr and MUV1 pre-primitives time difference distributions
for correct and incorrect vetoes is shown. In this plot the distributions are normalised to unity.
measurement is the cause of incorrect vetoing, the two distributions should be
different, in particular in case of incorrect veto the difference of energy is ex-
pected to be negative. The fact that no difference is found for both cases seems
to confirm that LKr energy measurement is properly performed in the trigger
simulation.
Another hypothesis is related to time coincidences between MUV1 and LKr
primitives: some errors in LKr pre-primitive time evaluation can results in fake
time coincidences and thus vetoes. In this case the time difference distributions
between LKr and MUV1 pre-primitives should be different in these two scenar-
ios. Also in this case no significant differences between the distributions were
found as shown in fig. 6.14b
Despite several tests, no difference between corrected and incorrect vetoed
events features is found. This means that no correction can be applied to the
simulation in order to improve the discrepancy. However some facts must be
underlined: the comparison between reconstructed clusters and simulated LKr
energy measurement in pre-primitives seems to be consistent with the assump-
tion that LKr pre-primitive energy is properly computed. In other words the
simulation results are consistent with the available data. Moreover this discrep-
ancy comes from events in which LKr is in veto, so any inefficiency in real LKr
pre-primitive generation causes an increase of triggered primitives.
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A trigger mask optimization
for K+→ pi+νν¯ detection
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Chapter 7
Primitive conditions
optimization
In this final part the trigger simulation is used for trigger studies such as con-
ditions optimization, trigger masks efficiency and rate estimates. This analysis
aims to identify an optimal trigger mask for K+ → pi+νν¯ detection: this is
provided by the best compromise between a high signal detection efficiency and
low trigger mask rate.
This study is performed on MonteCarlo data samples, in order to access
the true event features and separately analyse different decay modes. However
such samples don’t replicate exactly the current experiment performance, but
rather provide a simulation of the design experiment performance. As discussed
in chap. 6 the 2015 trigger system was affected by some issues which affected
simulation inefficiencies. In this chapter, the uncertainty on estimated values
is computed by considering both statistical and systematic error contributions:
the last one is provided by the simulation inefficiencies estimated by testing the
simulation on the 2015 data (see chap.6).
The optimization of trigger conditions is performed for each simulated de-
tector involved in L0 trigger system: as mentioned below, the choice is made
by considering not only the efficiency on K+ → pi+νν¯ decay detection, but also
the background rejection. The available MC samples at this time, for a back-
ground evaluation, were Kµ2, K2pi and K3pi; the other decay channels, which
contribute to the remaining 8% of kaon decays, were used only later in chap. 8:
for these decays, the respective rejection factors are roughly estimated based on
the results on the simulated ones.
The K+ → pi+νν¯ efficiency estimation must be performed only on events
which can be completely reconstructed oﬄine and perfectly recognised as a real
signal event: the so-called good events. K+ → pi+νν¯ events which, for example,
decay outside the fiducial region, provide a track outside experimental accep-
tance or have momentum outside the fiducial momentum range, are ignored for
efficiency computation. Therefore all the estimated values in this chapter refer
to good events defined by the following requirements:
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• At least one track must be in STRAW, CHOD acceptances and fully con-
tained in RICH.
• The track momentum (P ) must be 15 ≤ P ≤ 35 GeV/c
• Kaon decay must occur at a distance (z) from the target 105 ≤ z ≤ 165
m.
The first track requirements represents the minimal conditions on down-
stream detector in order to provide momentum measurement and particle iden-
tification. Assuming perfect efficiency of GigaTracker, this means that they are
the weakest conditions to select the signal. The momentum range is chosen in
order to allow an efficient PID with informations from RICH and STRAW.
The meaning of this good event selection in this chapter is to restrict the
pi+νν¯ events which are representative of the actual signal which will be studied,
and to consider background events which can mimic somehow this signal.
In this chapter a primitive condition optimization for K+ → pi+νν¯ detection
for each simulated detector is performed. Such procedure consists not only in
choosing the right conditions on primitives for the signal selection, but also to
calibrate the input parameters for primitive generation. The involved detectors
are divided in three categories: detectors providing information on event tracks
(CHOD and RICH), veto detectors (LAV and MUV3) and calorimeters (LKr
and MUV1).
7.1 Event track conditions optimization
As mentioned in sec.3.1 the RICH and CHOD detectors provide indications on
the number of tracks in an event. In this section the choice of trigger condi-
tions for both detectors is aimed to the best detection of pi+νν¯ events. However
not only efficiency on signal is considered, but attention is dedicated also to
background rejection: the choice is made by choosing a reasonable compromise
between these requirements.
As discussed in sec.3.1, RICH primitive words provide an indication on the
number of fired supercells. As shown in fig.4.3 the expected multiplicity for a
single-track event in the RICH acceptance is larger than 2 except in about 10−3
of cases. Such plot was made by setting the time bin width for SC hits clustering
at 2 ns, which is justified by the time difference distribution of SC hits, fig.7.1a.
The distribution in fig.4.3 doesn’t correspond to the multiplicity distribution
induced by a pi+νν¯, event, shown in 7.1b: the large difference between these
plots at small number of SC hits is principally caused by pion interactions and
tracks out of acceptance. The distribution in fig.4.3 is recovered by applying the
conditions discussed in the introduction to this chapter, for selecting good events.
Once these good events for pi+νν¯, Kµ2, K2pi and K3pi are selected, the RICH
multiplicity distributions can be compared, fig. 7.2a, and rejection factors can
be computed for different upper cuts on RICH multiplicity, fig. 7.2b.
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Figure 7.1: In fig. 7.1a the time difference distribution between SC hits in a pi+νν¯ event is
shown. A maximum time difference of 2 ns can be noted. In fig.7.1b the total multiplicity
distribution induced by a pi+νν¯ signal is analysed based on event properties. The filled area
refers to discarded events, thus the difference between the blue line and this area represents
the distribution for good events, similar to fig.4.3.
As expected RICH multiplicity distributions for pi+νν¯ and Kµ2 peak at low
multiplicity values. Also K2pi events are single-track events, but photon con-
versions provides a longer tail at higher RICH multiplicity values. Finally, as
expected by fig.4.3 the K3pi distribution spreads over higher multiplicity values:
however the superposition with single-track events shown in fig.7.2a, larger than
in 4.3, is caused by the different requirements on number of crossing tracks: here
at least one track is required, so K3pi with only one track in the RICH accep-
tance provide a multiplicity spectrum like every other single-track event.
At this point a choice of RICH primitive condition for piνν¯ selection can be
made. The lower multiplicity cut at two SC hits doesn’t affect sensibly neither
the pi+νν¯ detection efficiency nor the background rejection (on good events),
while the upper one is crucial at least for K3pi suppression. K3pi represents
about the 6% of total kaon decays, so a relatively milder suppression is required
to limit its rate contribution compared to the other decay modes. In order not
have a significant signal efficiency loss, an upper cut at 20 (included) SC hits
can be set, obtaining the following rejection factors (frej):
fRICHrej (pi+νν¯) = (1.83± 0.05) · 10−3 (7.1)
fRICHrej (Kµ2) = (9± 1) · 10−4 (7.2)
fRICHrej (K2pi) = 0.063± 0.001 (7.3)
fRICHrej (K3pi) = 0.283± 0.002 (7.4)
The quoted uncertainties on these values are purely statistical. A further
2% contribution must be considered because of the estimated simulation in-
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Figure 7.2: In fig. 7.2a the comparison between RICH multiplicity distributions for good events
from different decay modes is shown. Based on this distribution, the fraction of rejected signal
for a given maximum multiplicity cut is shown in fig. 7.2b. Errors are statistical only.
efficiency on the simulation of the RICH primitive generation algorithm (see
sec. 6.1). Note that such suppression factors are on good events, thus they
should not exactly corresponds to rejection factors on the whole events.
The other main background channels, which contribute at the order of some
percent to the total kaon decays, are K+ → pi+pi0pi0 (K(0)3pi ), K+ → pi0e+ν
(Ke3) and K+ → pi0µ+ν (Kµ3); these are all single-track events with neutral
pions. The expected RICH multiplicity should be similar to the K2pi one, that
is a typical single-track distribution with a long tail to high multiplicity due to
photon conversion, which should be larger in K(0)3pi due to the larger number of
produced photons.
The RICH information is combined with the CHOD one in order to have
a more efficient single-track recognition. As discussed in sec. 3.1, the CHOD
primitives are based on number of detected crossing points. The calibration of
CHOD parameters consists in the choice of two values: the time window widths
for crossing point generation and clustering. The first parameter can be chosen
by observing fig. 7.3a: the red spot indicates a well identified crossing point, so
an 8 ns wide time window is chosen. Other peaks appear in this distribution
and they seem to indicate another real crossing point at a fixed time shift of
about 13 ns1. This shift can be explained by particle backsplash from the LKr
calorimeter: the time delay (∆tback) is expected to be twice the time a particle
(moving at c) takes to cover the distance between CHOD (at zCHOD) and the
LKr front (zfrontLKr ):
1The two diagonal bands are due to a match between an horizontal slab from a crossing
point and the vertical from the other one (or vice versa), in fact the average time is in the
middle of the two peaks.
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Figure 7.3: Fig.7.3a shows the time differences and averages of all pairs of his slabs belonging to
different planes, but to the same quadrant. The actual crossing points should have an average
time close to 2 ns (CHOD offset in simulation). In fig.7.3b the time difference distribution is
computed by considering all the identified crossing points. Both plots are made by using all
the simulated pi+νν¯ events.
∆tback =
2 ·
(
zCHOD − zfrontLKr
)
c
≈ 2 · (241− 239) [m]0.3 mns
≈ 13 ns (7.5)
This value is compatible to the observed one: this backsplash results in a
wider primitive distribution in CHOD than in the other detectors. From fig. 7.3b
a clustering time of 10 ns is set for CHOD primitive generation.
As shown in fig.4.5a, most of pi+νν¯ decays with the track in CHOD ac-
ceptance induces only one coincidence: this distribution is obtained also by
requiring the good event conditions. Otherwise the CHOD crossing point distri-
bution induced by pi+νν¯ events is much wider as shown in fig.7.4: most of the
high multiplicity component is explained by pion interactions in material, while
the rest can be caused by beam muon halo.
Once the events with the requirements listed in the introduction of this chap-
ter are selected, CHOD crossing point multiplicity and hit quadrants distribu-
tions for different decay modes are plotted (see fig. 7.5a and fig. 7.6). Concerning
the multiplicity, the rejection factors for different upper cut values on the num-
ber of crossing points for different decay modes is shown in fig. 7.5b.
The rejection factors in fig. 7.5b corresponds the to maximum achievable effi-
ciency, limited by the fraction of good events which don’t generate any crossing
point (see sec.4.2.2). As expected K3pi and K2pi modes often generate more
than one crossing point because of photon conversions. The upper cut is set at
5 (included), causing a loss of signal at the percent order, and rejecting most
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Figure 7.4: Simulatd CHOD crossing point multiplicity for a pi+νν¯ signal.
of K3pi and a large fraction of K2pi (see fig. 7.5b). The quadrant condition QE1
(see sec. 3.1) is chosen because only a percent of the total good pi+νν¯ events
hits more than one quadrant, and this efficiency loss is of the same order of the
unavoidable inefficiency due to a non-identified crossing point.
The rejection factors fCHODrej on good events for the analysed decay modes,
obtained by applying the previous conditions, are the following:
fCHODrej (piνν¯) = 0.027± 0.002 (7.6)
fCHODrej (Kµ2) = 0.025± 0.002 (7.7)
fCHODrej (K2pi) = 0.470± 0.007 (7.8)
fCHODrej (K3pi) = 0.830± 0.003 (7.9)
The uncertainties on these values are purely statistical, the contribution due
to simulation inefficiency on CHOD replication to be added is of about the 5%
(see sec. 6.4).
These track conditions only allow to halve the K2pi contribution and com-
parable rejection factors are expected for K(0)3pi , Ke3 and Kµ3, all featuring by
at least one neutral pion and a single charged track in the final state.
7.2 Veto conditions optimization
In this section the L0 trigger conditions for the MUV3 and LAV veto detectors
are considered. The goals of these two detectors are different: the LAV is de-
signed to provide a fast veto for large angle emitted particles, therefore events
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Figure 7.5: In fig.7.3a the simulated CHOD crossing point multiplicity is shown for good events
from different decay modes (distributions are normalised to unity). Based on this plot, the
computation of rejection factors at different upper multiplicity cuts is performed, fig.7.3b.
Errors are purely statistical.
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Figure 7.6: Simulated number of CHOD hit quadrants for different decay modes (good events).
Errors are purely statistical.
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Figure 7.7: In fig.7.3a the simulated time difference between PMTs reading the same MUV3
tile is reported, while fig.7.3b shows time difference between different tile signals. Both plots
refer to simulated Kµ2 events.
from K2pi and K3pi are particularly affected by it. The MUV3 is crucial for sup-
pression of Kµ2 events, which are the single largest contribution to kaon decays.
A veto condition for both detectors is looked for which does not to decrease
significantly the signal efficiency, while providing a significant background re-
jection.
The requirements on events to be classified as good don’t consider any con-
dition on MUV3 detector. This means that a Kµ2 good event can be outside the
MUV3 acceptance, therefore not generating veto signals. However muon-pion
separation is ensured (in the considered momentum range) by the combination
of spectrometer and RICH measurements and by calorimetric energy deposi-
tions, thus an oﬄine signal-background separation is always possible.
The parameters for MUV3 primitive generation consist of the tight time
window width, and the clustering time for primitive generation. The tight time
window is set by observing the time difference distribution between PMT signals
from the same tile, fig. 7.7a: the central peak indicates tight signals caused by
a particle crossing the tile, while the lateral ones (shifted by about 2 ns) are
caused by a particle crossing one of the PMTs (the so-called Čerenkov signal).
Time windows are set in order to identify a Čerenkov signal by a time difference
between 1 and 4 ns, thus a loose signal occurs when the time difference is above
4 ns, and a tight one when it is below 1 ns. The clustering time for primitive
generation is set by observing the time differences between signals coming from
different pads, fig. 7.7b: as expected the distribution is consistent with a peak
superimposed on a approximately flat distribution due to muons from beam
halo; a time window width of 4 ns is chosen.
In fig.7.8 the MUV3 hit pad multiplicity distribution for pi+νν¯ events is
shown: most of events have no hits, but some pions decay to muon, thus a
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Figure 7.8: MUV3 hit pad multiplicity induced by pi+νν¯ events.
contribution is expected2. Looking at such figure, the events with a muon in
MUV3 acceptance always give a muon primitive, confirming the high MUV3
efficiency (see sec.4.2.4). On the contrary, events without expected muons in
the MUV3 acceptance can be vetoed by muons from beam halo (the so-called
random veto).
The most important signal to suppress by MUV3 is Kµ2, thus the choice of
MUV3 primitive conditions for pi+νν¯ selection is performed by comparing prim-
itives induced by these two decay modes. This comparison on all the primitive
features in shown in fig. 7.9: no MUV3 condition allows to recover the piνν¯ with
pion decay without a sensible increase of Kµ2 contribution, thus the total veto
condition M1 (see sec. 3.1) is chosen.
Rejection factors on good events for the analysed decay modes, by imposing
the M1 condition, are:
fMUV3rej (pi+νν¯) = 0.039± 0.002 (7.10)
fMUV3rej (Kµ2) = 0.9959± 0.0007 (7.11)
fMUV3rej (K2pi) = 0.036± 0.002 (7.12)
fMUV3rej (K3pi) = 0.244± 0.005 (7.13)
The uncertainties on these values are purely statistical, a further contribu-
tion of the 1% due to simulation inefficiency on MUV3 performance must be
2A rough estimate is performed by considering a pion emitted at the midpoint of the
considered decay region (135 m) with a momentum of 25 GeV/c (= 75/3 GeV/c). The
estimated fraction of decayed pions is about 4%, which is compatible with the measured one.
The complete calculation of this fraction is not expected to be too far from the one above
because of the high energies involved: kaon and pion decay lengths result to be much more
larger than the distances involved.
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Figure 7.9: MUV3 L0 trigger primitive features comparison between piνν¯ and Kµ2 (good
events). Distributions are normalised to unity, errors are purely statistical.
added (see sec. 6.2).
As expected, beside the strong suppression of Kµ2, a consistent suppres-
sion of K3pi is achieved, due to the larger number of pions which can decay to
muons. The suppression factors for pi+νν¯ and K2pi are comparable, in fact from
a MUV3 point of view, these two decay are similar. The other main background
modes are expected not to behave similarly in MUV3: Kµ3 should be strongly
suppressed, contrary to Ke3, which should be completely invisible for MUV3.
The K(0)3pi is expected to be suppressed similarly to K2pi.
A first discussion on choice on LAV primitive generation parameters was
presented in sec. 6.3, and we recall that a 10 ns wide time window width for low-
high threshold crossing time matching is sufficient. A conservative clustering
time of 10 ns is chosen, fig. 7.10.
In principle LAV detector should receive few hits from single-track events
with neutrino, like piνν¯ orKµ2. In fig. 7.11a the induced LAV blocks multiplicity
for a piνν¯ event is shown: most of the contribution is caused by events which
are discarded in this analysis, even if some percent of them of signal produce
LAV primitives. The comparison of LAV blocks multiplicity for different decay
modes is shown in fig.7.11b.
Also in this case any attempt at of recovering piνν¯ events with non-zero LAV
multiplicity provides a few percent increase in signal efficiency but a sensible
decrease on background suppression power: the L12015 (see sec. 3.3) condition is
set as LAV condition for piνν¯ detection. The obtained rejection factors on good
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Figure 7.10: Simulated time difference distribution between LAV block signals for K3pi events.
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Figure 7.11: In fig. 7.11a the LAV blocks multiplicity for piνν¯ events is shown. In fig. 7.11b, such
multiplicity is shown for different decay modes (good events). Errors are purely statistical.
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events are:
fLAVrej (pi+νν¯) = 0.018± 0.002 (7.14)
fLAVrej (Kµ2) = 0.131± 0.004 (7.15)
fLAVrej (K2pi) = 0.103± 0.004 (7.16)
fLAVrej (K2pi) = 0.368± 0.003 (7.17)
The reported uncertainties are purely statistical, a 7% contribution must be
added to consider the simulation inefficiency on LAV primitive generation (see
sec. 6.3).
The suppression factors for the other background decay modes are difficult
to estimate based on these simulated decays, because strictly depend on angular
distribution of emitted particles.
7.3 Calorimetric conditions optimization
Calorimetric conditions involve LKr and MUV1 detectors, providing indications
on electro-magnetic and hadronic energy releases. As discussed in sec.4.2.5 the
simulated calorimetric primitives can be generated by two different algorithms:
one used in the 2015 run, based only on energy release in LKr and MUV1, and
by the new algorithm for LKr in which the generated primitives provide infor-
mations also on the number of identified clusters.
The efficiency of the 2015 calorimetric condition in pi+νν¯ detection is es-
timated. The simulation receives in input the same parameter values of the
ones used in run 4068 (see sec.6.5): time binning for primitive generation at
6.25 ns, energy thresholds of 250 and 500 MeV for MUV1 and LKr detectors
respectively, and energy cuts for primitive encoding (see sec.3.3) are both set
at 5 GeV. The estimate is made by observing the pi+νν¯ induced MUV1 pre-
primitive energy and the LKr one, computed by summing contributions coming
from pre-primitives close in time to the MUV1 one (as described in sec.4.2.5).
Such distribution, performed on pi+νν¯ events, is shown in fig.7.12: signal ineffi-
ciency is large at about 0.8±0.1, and also by changing energy cuts for primitive
generation, no other conditions seem to reach an acceptable signal efficiency
except when using very weak conditions, which are useless for background re-
jection. Therefore the simultaneous requirement of low electromagnetic energy
release and high hadronic energy deposition seems to be very inefficient.
A different kind of calorimetric primitive generation is needed: this new al-
gorithm must provide a good background rejection and ensure a sufficient signal
efficiency. The new LKr primitive generation algorithm is optimised in order to
reach such requirements.
As discussed in sec.4.2.5, the algorithm parameters are: energy thresholds on
single cell and supercell energy measurements, and time window widths for clus-
ters and primitives generation. An energy threshold on a single cell is required
in order to eliminate pedestal energy measurements, which is estimated by ob-
serving cell energy distribution for different decay modes. These distributions
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Figure 7.12: The simulated measured energy release in MUV1 and LKr for pi+νν¯ events,
obtained by the primitive generation algorithm used during 2015 run. Accepted and rejected
are defined based on energy cuts on LKr and MUV1 both at 5 GeV. The energy threshold at
500 MeV on LKr on LKr energy is clearly visible, as well as the events in which no energy is
detected in LKr.
are expected to be different for various decay modes: the K2pi one should have
a large tail at high energy due to emitted photons, while the Kµ2 is expected
to produce a small energy release in LKr. However comparing distributions,
there is a range of low energies where distributions overlap, this is due to the
pedestal, in other words noise energy measurements by unfired cells. As shown
in fig. 7.13a, in a range below 0.02 GeV the distributions induced by different
decay modes are all the same corresponding to the pedestal, thus this energy is
set as cell energy threshold.
The supercell energy threshold choice requires some more considerations.
Referring to the procedure described in sec.4.2.5, the supercell energy measure-
ment is then used for y-cluster and bi-dimensional cluster generation, thus it
influences both the clustering procedure and the total energy computation. A
too small threshold results in an overestimation of the number of clusters and
energy, due to the use of a large number of supercells with small energy mea-
surements. On the other hand a high energy threshold causes a loss of clusters
and energy. The choice of this threshold is performed by maximising the RMS
resolution on the number of cluster and energy measurements, estimated by
comparing these simulated quantities with the reconstructed ones. The time
windows for cluster and primitive generation are set at 15 and 25 ns respec-
tively for this study. This comparison is performed by considering the energy
and number of clusters informations in each generated primitive and the corre-
sponding reconstructed ones, obtained by summing over reconstructed clusters
which are in time coincidence with the primitive (requiring a time difference
between cluster and primitive times below 25 ns). A direct energy comparison
is not performed naively, because, as mentioned in 6.5, the primitive generation
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Figure 7.13: Fig. 7.13a is shows the LKr cell energy distribution induced by different decay
modes. In fig. 7.13b the RMS resolutions on the number of clusters (σN ) and energy (σE) are
reported for different choices of supercell energy thresholds. Such study is performed on K2pi
simulated events.
algorithm is expected to underestimate the total energy. Therefore, for each
supercell energy threshold, a calibration factor is introduced in order to match
reconstructed and primitive energy measurements. Finally energy and number
of cluster difference distributions are plotted: the RMS of these distributions
for different supercell energy thresholds is shown in fig.7.13b. The expected be-
haviour of the resolutions at different thresholds is confirmed, and the supercell
energy threshold is set at 0.2 GeV. At his point the energy calibration and res-
olution on energy measurement of this algorithm is determined, fig. 7.14a and
7.14b: the reached energy resolution has an offset of 0.5 GeV and a linear slope
corresponding to about 20% of the actual energy.
The time window width for y clustering is set by observing fig.7.15a: this
plot is obtained by considering time and space distance between supercell signals
belonging to the same LKr vertical slice. For distances below ≈ 4 supercells, a
10 ns wide time window allows y-clustering of supercells; the same value is set
for x-clustering, because time distance between close cells belonging to the same
cluster is not expected to depend on direction. Finally the time window width
for primitive generation is set by observing fig.7.15b: a 10 ns wide window is
chosen.
Once the calibration is completed, the optimization of primitive conditions
for piνν¯ detection is performed: mostly considering K2pi for background rejec-
tion power. The primitive energy and number of clusters distributions for good
events, coming from different decay modes, are shown in fig.7.16a and 7.16b
respectively.
Concerning the energy release in LKr, the expectations for different decay
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Figure 7.14: Fig. 7.14a shows the final energy calibration for the primitive generation algorithm,
while in fig. 7.13b the resolution on energy measurement is shown.
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Figure 7.15: In fig. 7.15a time difference between SC signals belonging to the same vertical
slice as a function of their distance is shown. Fig. 7.15b shows the bi-dimensional clusters
time differences.
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Figure 7.16: Fig. 7.16a and 7.16a show respectively the simulated primitive energy and num-
ber of cluster distributions for good events from different decay modes. Errors are purely
statistical.
modes are confirmed: Kµ2 has a large contribution at low energy releases, while
the K2pi contribution dominates at high energy depositions. Therefore an upper
and a lower cut on energy release are required for background separation. A
lower energy threshold might be dangerous for pi+νν¯ detection efficiency and
could be avoided with an efficient muon veto system. In fact, as shown in
fig. 7.17a, almost all the contribution from good Kµ2 induces a MUV3 primitive,
thus it should be already vetoed by this condition. A higher cut on energy
release is instead necessary to suppress the K2pi contribution: rejection factors
for different decay modes at different cuts are shown in fig. 7.17b.
The number of cluster distributions show that piνν¯ and Kµ2 events gener-
ate mainly single-cluster primitives, while the K2pi and K3pi contributions are
dominant at large number of detected clusters. There are events in which the
number of detected clusters is greater than the maximum expected, for example
about 8% of piνν¯ events provide more than one cluster. This effect is due to
a bad reconstruction of pion hadronic clusters which can often produce “satel-
lite” clusters: K3pi events are strongly affected, while K2pi has overestimation
of number of clusters similar to piνν¯. Another cause of this effect is provided
by the muon halo, whose significance can be estimated by the fraction of Kµ2
events with more than one cluster, about 10−4 of total events.
The distribution of events in the energy-number of clusters plane is shown
in fig. 7.18a: an upper cut of 30 GeV in energy release and an upper cut at 2
detected clusters provides a large rejection of K2pi and K3pi contributions and
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Figure 7.17: The Kµ2 contribution potentially already vetoed by MUV3 is evidenced in
fig. 7.15a. In fig.7.17b the rejection factors for different decay modes for different higher
cuts on energy is shown. In these plots only good events are considered. Errors are purely
statistical.
ensure an acceptable efficiency on piνν¯ signal:
fLKrrej (pi+νν¯) = 0.027± 0.002 (7.18)
fLKrrej (K2pi) = 0.951± 0.003 (7.19)
fLKrrej (K2pi) = 0.841± 0.003 (7.20)
The possibility of using of energy release in MUV1 is evaluated: referring
to fig. 7.18b no a sharp separation between K2pi and piνν¯ events is evident in
hadronic energy release. The only advantage is in muon rejection, which could
complement what is done by MUV3 veto.
The last parameters which must be set are the L0TP ones, in other words
the matching and veto window width. As discussed in sec. 4.3 in 2015 these time
windows were fixed by two values corresponding to the number of fine time and
timestamp bits used for the generation of primitive address. The CHOD detec-
tor is chosen as reference detector, in analogy to the 2015 run conditions, and
primitives time distributions relative to reference primitive, for each detector,
are plotted. The widest distribution is provided by LKr primitives, spreading
around the reference time by 15 ns. This means that an address granularity of
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Figure 7.18: The distribution in energy-number of cluster plane of different decay modes
contribution is shown in fig. 7.18a. The energy releases in LKr and MUV1 induced by some
decay modes is shown in fig. 7.18b. Both plots consider only good events.
about 10 ns is required: the use of the all timestamp bits and one bit of the
fine time provide a maximum matching window of about 28−1 · 0.1 ns = 12.8
ns, which fulfils the requirements. This choice correspond to a minimum veto
window equal to half the granularity, that is about 6.4 ns (see sec. 4.3).
Note that all the estimated values on rejection factors were evaluated on
events fulfilling the requirements listed in the introduction to this chapter.
Therefore such values are not the actual rejection factors on such decay modes:
these values are discussed in chap. 8.
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Chapter 8
Signal efficiency and trigger
rate estimations
In this chapter some estimations on trigger masks rate and signal efficiencies
are presented.
The first section (sec. 8.1) shows rejection factors on background decay modes
obtained by using minimum bias conditions on detector involved.
In sec. 8.2 some estimates of trigger masks rate and efficiencies on pi+νν¯
detection are made. In particular a comparison between the best condition
achievable by using the primitive conditions of the 2015 run and the optimized
one is performed.
8.1 Background suppression
This section aims to provide a reference table for a quick estimate of background
suppressions by applying some combinations of basic trigger masks.
The values are estimated by running the L0 trigger simulation on MC sam-
ples, matching the set of simulated primitives against some trigger masks. The
CHOD was set as reference detector for this simulation, thus simulated trigger
words are biased by the presence of at least a CHOD primitives. Estimates for
masks without CHOD conditions are performed by looking at distributions of
simulated primitive words for each detector selecting the corresponding detector
primitive IDs.
Existing MC samples force the kaon to decay inside the region between the
CHANTI and the first STRAW chamber, therefore contributions due to decays
outside this region are not included in the estimated values are shown in tab. 8.1.
Such values indicate the fraction of analysed decays which are accepted by the
trigger mask, facc.
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Values of facc for main background channels
Trigger mask K2pi K3pi Kµ2 K(0)3pi Ke3 Kµ3
Q1 0.80± 0.04 0.89± 0.05 0.78± 0.04 0.62± 0.03 0.78± 0.04 0.90± 0.04
M1 0.94± 0.01 0.802± 0.008 0.196± 0.003 0.895± 0.009 0.99± 0.01 0.072± 0.003
RMB 0.83± 0.02 0.97± 0.02 0.80± 0.02 0.68± 0.01 0.79± 0.02 0.86± 0.02
L12015 0.71± 0.05 0.59± 0.04 0.93± 0.06 0.70± 0.05 0.80± 0.06 0.84± 0.06
Q1·M1 0.75± 0.04 0.72± 0.04 0.0094± 0.0007 0.52± 0.03 0.70± 0.04 0.80± 0.04
Q1·RMB 0.71± 0.04 0.84± 0.05 0.75± 0.04 0.55± 0.03 0.77± 0.04 0.029± 0.002
Q1·RMB·M1 0.66± 0.04 0.67± 0.04 0.0047± 0.0003 0.32± 0.02 0.58± 0.03 0.0062± 0.0008
Q1·L12015 0.61± 0.05 0.56± 0.05 0.73± 0.06 0.43± 0.04 0.65± 0.06 0.77± 0.07
Q1·M1 · L12015 0.58± 0.05 0.45± 0.04 0.0044± 0.0004 0.38± 0.03 0.65± 0.06 0.021± 0.003
Q1·RMB·M1 · L12015 0.51± 0.05 0.34± 0.03 0.0014± 0.0001 0.27± 0.02 0.50± 0.04 0.0053± 0.0008
Table 8.1: In this table the fraction of events (facc) which are accepted by some trigger masks
are shown for the main background decay modes. The primitive conditions are described
in sec. 3.1 and 3.3. The uncertainties on the values includes both the statistical error and
the estimated simulation uncertainty for each detector (see chap. 6), assuming no correlation
among those. Note that each row indicates a simulated mask which is independent from the
others and does not include the ones above.
Referring to tab. 8.1, a preliminary consideration on muon veto efficiency
can be made. The M1 condition (see sec. 3.1) alone allows a reduction of about
80% of signal coming from Kµ2, much less than the estimated rejection fac-
tor in sec. 7.2. However, the estimations in sec. 7.2 were performed on events
in CHOD, RICH and STRAW acceptance (the so-called good events), provid-
ing tracks which are mostly inside the MUV3 acceptance, thus this decrease in
rejection power is simply explained by fraction of events not in MUV3 accep-
tance. This is confirmed by looking at the ratio of rejection factors in Q1·RMB
and Q1·RMB·M1 cases: the addition of muon veto reduces the mask rate by
more than 99%, as in sec. 7.2, because of the acceptance requirement of sig-
nal in CHOD and RICH. The indications obtained in chap. 7 are confirmed:
muon veto ensures an high Kµ2 suppression if included in a trigger mask which
require signals in RICH and CHOD, therefore hadronic conditions and lower
cut on electromagnetic energies might be avoided in principle to increase signal
efficiency.
8.2 Trigger masks rate and efficiency study
In this section a search for a trigger mask which allows an optimal detection
of pi+νν¯ decay is performed. In particular two sets of trigger conditions are
compared: the first one is built by using primitive conditions available during
the 2015 run, while the second one uses the optimized primitive conditions dis-
cussed in chap. 7.
This comparison is performed by considering the efficiency for pi+νν¯ signal
detection and the total mask rate, which must not exceed the L0 trigger rate
limit at 1 MHz.
The 2015 trigger mask tries to replicate the conditions discussed in sec. 3.2
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Trigger mask 2015 Optimal trigger mask
Detector Condition Parameters Condition Parameters
CHOD Q1: Time windows for: Qopt: Time windows for:
at least one Crossing point recognition: 5.6 ns from 1 to 5 crossing points crossing point recognition: 8 ns
hit quadrant Clustering: 25 ns in exactly one quadrant Clustering: 10 ns
RICH RS: Time bin width for: Ropt: Time bin width for:
multiplicity from Clustering: 50 ns multiplicity from Clustering: 2 ns
1 to 33 1 to 20
LAV L12015: Time windows for: Lopt: Time windows for:
no signals from blocks Block signal recognition: 10 ns no signals from blocks Block signal recognition: 10 ns
Clustering: 10 ns Clustering: 10 ns
MUV3 M1: Time windows for: Mopt: Time windows for:
no signals from pads Tight from pad: 2 ns no signals from pads Tight from pad: 1 ns
Cherenkov from pad: 20 ns Cherenkov from pad: 4 ns
Clustering: 10 ns Clustering: 4 ns
Calorimeters CALO Time bin width for CALOopt Time windows for:
EMUV 1 > 5 GeV, and energy sum: 6.25 ns, ELKr<30 GeV, y-/x-clustering: 10 ns
ELKr < 5 GeV three bins for LKr/MUV1 matching. number of identified Primitive generation: 10 ns
EblindMUV 1 = 0.25 GeV, clusters lower than 3 E
cell
min = 0.02 GeV
EblindLKr =0.5 GeV E
SC
min = 0.2 GeV
Table 8.2: In this table a summary of primitive conditions and input parameter for simulation
is shown. The notation EblindMUV 1 and E
blind
LKr are used to indicate that during 2015 run the
calorimetric primitive generation algorithm was blind to energy from these detectors below
such values.
by using condition available during 2015 run (see sec. 3.1 and 3.3). The single-
track CHOD condition is replaced by a more conservative Q1 condition in order
to increase the signal efficiency, while the RICH one is kept as the original one.
The MUV3 and LAV vetoes are replaced by M1 and L12015 conditions, while
the CALO condition is used as calorimetric constraint. Summarizing:
Trigger mask 2015 = Q1 · RS ·M1 · L12015 · CALO (8.1)
The input parameters for the simulation are set at the same value used during
the 2015 run. The optimal trigger mask is built by using conditions discussed
in chap. 7, identified by the subscript opt:
Optimal trigger mask = Copt · Ropt ·Mopt · Lopt · CALOopt (8.2)
All the simulation settings are reported in tab. 8.2.
At this point such trigger masks can be compared on the detection efficiency
on pi+νν¯ detection (piνν¯). For each mask, the effect of efficiency is shown step
by step when adding new detectors primitive requirements in tab. 8.3.
Both masks show a similar efficiency in pi+νν¯ detection until the calorimetric
condition is applied. As expected from evaluation in sec. 7.3, the hadronic and
electromagnetic condition used during 2015 run provides a decrease in signal
efficiency, while the new simulated calorimetric algorithm keeps the efficiency
at about 90%.
A difference between the two masks is evident when considering the back-
ground suppression factors: even the track and veto conditions for the two
masks, which are equally efficient in signal detection, have a very different
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Trigger mask 2015 Optimal trigger mask
Applied conditions piνν¯ piνν¯ Applied conditions
Q1 0.97± 0.05 0.97± 0.05 Qopt
Q1·RS 0.95± 0.05 0.95± 0.05 Qopt·Ropt
Q1·RS·M1 0.91± 0.05 0.91± 0.05 Qopt·Ropt ·Mopt
Q1·RS·M1 · L12015 0.90± 0.08 0.90± 0.08 Qopt·Ropt ·Mopt · Lopt
Q1·RS·M1 · L12015·CALO 0.16± 0.03 0.88± 0.07 Qopt·Ropt ·Mopt · Lopt·CALOopt
Table 8.3: In this table the efficiency on pi+νν¯ detection is shown for each new primitive intro-
duced in the mask. The uncertainties include the simulation inefficiencies for each detector
(see chap. 6), and the statistical contribution.
rejection power on backgrounds. Background decay modes are simulated by
NA62MC where the decay region is forced to be between CHANTI and the
first STRAW chamber. In order to consider also decays out of this region (and
also not decaying kaons) the other contribution is added in this study: this is
evaluated by using a MC sample of free propagating kaon events (that is not
forced decays are required) excluding events in which kaon decays in the region
above.
The fraction of accepted events (facc) by masks are shown in fig. 8.1a and
8.1b. In such plots these fractions are reported for each primitive condition
added to the trigger mask, in order to understand which conditions are most
significant for a certain background rejection.
The Kµ2 signal is drastically suppressed by both masks: the strict single-
track condition imposed in the optimal mask doesn’t affect significantly this
contribution. The main rejection is provided by the MUV3 condition: once a
track is required in CHOD and RICH acceptance, the MUV3 muon veto power
is above the 99%, in fact in both masks the muon veto condition reduces the
Kµ2 contribution to less than a percent. Note that the CALO condition in 2015
trigger mask causes a further large suppression to this signal due to the large
hadronic energy required in this condition. However this last condition reduces
the signal efficiency to less than 20%. The optimised calorimetric condition
doesn’t affect it because no electromagnetic or hadronic lower energy cuts are
imposed.
The difference between masks on K3pi suppression is evident: while the weak
CHOD and RICH conditions on event tracks in 2015 trigger mask result in a
rejection of about 20% of K3pi decays, the optimal trigger mask gives a rejection
above than 80%. The same behaviour is obtained for K(0)3pi case: the tracks
condition in the optimal mask allows a rejection of this channel 1.5 times larger
than the 2015 one. Also for K2pi decays, the track conditions in the optimal
mask accepts about the 35% of decays, with respect to 70% for the 2015 mask.
The other background channels behave as expected: Ke3 matched the K2pi
suppression, while the Kµ3 is controlled by imposing the muon veto condition
in MUV3.
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Figure 8.1: In fig. 8.1a and 8.1b the fraction of accepted events (facc) on main background
channels for the studied trigger masks are shown. Errors include simulation inefficiencies (see
chap. 6) and statistical contributions. Here the “&” notation indicates the logic AND, while
the “!” one indicates the logic NOT.
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Trigger mask 2015 Optimal rigger mask
Decay BR facc Rate (MHz) facc Rate (MHz)
Kµ2 0.635± 0.001 (1.3± 0.2) · 10−3 (4.3± 0.7) · 10−3 (1.1± 0.1) · 10−3 (3.6± 0.5) · 10−3
K2pi 0.2066± 0.0008 0.51± 0.05 0.5± 0.05 0.08± 0.01 0.09± 0.01
K3pi 0.0559± 0.0004 0.41± 0.03 0.12± 0.01 0.013± 0.002 (3.8± 0.5) · 10−3
K
(0)
3pi 0.0176± 0.0002 0.32± 0.03 0.029± 0.006 0.025± 0.003 (2.3± 0.3) · 10−3
K0e3 0.0507± 0.0004 0.58± 0.05 0.10± 0.01 0.077± 0.009 0.014± 0.002
K0µ3 0.0335± 0.0003 (6± 1) · 10−3 (1.7± 0.3) · 10−3 (2.7± 0.3) · 10−3 (7.2± 0.9) · 10−4
Other − 0.010± 0.001 0.41± 0.05 (2.3± 0.3) · 10−3 0.09± 0.01
Total rate (MHz) 1.22± 0.07 Total rate (MHz) 0.21± 0.02
Table 8.4: In this table the trigger rate for both considered masks are reported. For each
background decay mode, the partial contribution to total L0 trigger rate is estimated. The
2015 trigger mask is considered without calorimetric (CALO) condition for efficiency reasons
discussed above. The facc values are relative to fraction of accepted events shown in fig. 8.1a
and 8.1b: their uncertainties include the simulation inefficiencies in primitive generation sim-
ulation and statistical errors (see chap. 6).
Concerning background rejection, as shown in fig. 8.1a, most of the rejection
power of the 2015 trigger mask is due to addition of the CALO condition. How-
ever the use of this condition reduces to about 20% the piνν¯ detection efficiency,
therefore this condition is not considered in the following rate estimates, and no
calorimetric condition is applied on the 2015 trigger mask.
At this points an estimation of these trigger mask rates can be performed: for
this study two values are needed: the expected kaon rate at nominal intensity,
and the fraction of kaons which decay in the simulated region (from CHANTI
to the first STRAW chamber). The expected kaon rate is of about 45 MHz [18],
but only fdec = (11.6 ± 0.3)% of these decays occur in the region between the
CHANTI and the first STRAW chamber. As mentioned, the other contribution
considers all events in which kaon doesn’t decay in this region (because it de-
cays outside this region, or it doesn’t decay at all). Therefore such contribution
must be scaled by (1 − fdec) and the simulated contributions by fdec and by
their respective branching ratios. Following this approach, the expected trigger
mask rate can be estimated for each mask and results are shown in tab. 8.4.
From tab. 8.4 some conclusions can be drawn. The 2015 trigger mask, with-
out calorimetric conditions, gives a too small rejection on decay channels with
large energy deposition in LKr. In particular the K2pi contribution is difficult
to reject based only on track conditions. Besides, the contribution from decays
outside the simulated region (other) is also large, resulting in a total trigger
rate which exceeds the 1 MHz goal. An efficient condition on released electro-
magnetic energy is needed to decrease the total rate.
The optimised trigger mask shows that contributions from all channels are
reduced with respect to the 2015 one: contributions from K2pi and K3pi which
were the most dangerous for total trigger rate are drastically decreased. Also
the rejection on decays outside the simulated region (other) is improved by a
128 CHAPTER 8. SIGNAL EFFICIENCY AND TRIGGER RATE ESTIMATIONS
8.2. TRIGGER MASKS RATE AND EFFICIENCY STUDY
factor four. This results in a total trigger rate which is well below 1 MHz, with
an efficiency of about 90%.
Such results indicate that even if track and veto conditions are optimised
at best, an efficient calorimetric condition is required. The simulated new LKr
primitive generation algorithm represents a viable solution to this problem.
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Conclusions
This thesis work aims to replicate the real hardware trigger system at NA62
experiment. Such work exploits an important feature of the NA62 Trigger and
Data Acquisition system: the set of data is used by the hardware system for the
trigger decision elaboration, is exactly the same as the one available in stored
data. Therefore, potentially a perfect replication of the hardware system can
be performed: an oﬄine simulation of this system allows to investigate deeply
the performance of the real trigger system.
The data used were from the 2015 run: this was the first NA62 data acquisi-
tion run, thus the configuration of the whole system was not stable. Triggering
algorithms were extensively tested and changed during this run, thus high per-
formances were not expected.
The study based on this data, also in some cases using the simulation, led
to the identification of some issues in the system, some of which are now under
discussion. However the simulation allowed to investigate the primitive gener-
ation algorithms for each detector in order to point out some issues: some of
which were actually expected.
The simulation capability of describing the behaviour of the trigger system
on MonteCarlo samples allows to optimise the trigger conditions for K+ →
pi+νν¯ detection. Such conditions must ensure a high signal efficiency, while
keeping the L0 trigger rate below 1 MHz. By using the primitive conditions
available during the 2015 run, such goal could not be reached. The main issues
were the absence of an efficient calorimetric primitive, thus a new algorithm for
the generation of primitives based on released electromagnetic energy is being
implemented. Such algorithm should solve all the problems that affected the
2015 version providing a 90% signal efficiency and a total trigger rate below 1
MHz.
The 2016 run can be useful for testing the simulation: the trigger system is
expected to be more stable, thus the real power of the simulation will be better
evaluated. This simulation can also be an important tool for debugging during
the run, providing a check on trigger system performance.
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