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We prove Tauberian theorems for J,-summability methods of power series type 
with respect to ordinary convergence. Under a o-Tauberian condition on the under- 
lying sequence our Tauberian conclusion is valid for all J,-methods. Relaxing the 
Tauberian assumption to a O-type condition, a related result is shown for methods 
with “moderate” weight sequences. 0 1989 Academic Press, Inc. 
1. INTRODUCTION 
Throughout we assume that {p,} is a sequence of reals, that 
P,20 forall nIO,p,>O,P,:= i pk+q 
k=O 
but that p(x) := f pkxk < co 
(1.1) 
for O<xcl. 
k=O 
For sequences is,,} of complex numbers we consider the two following 
summability methods: the power series method J, is defined by 
pkskxk+s as x+1- 
and f pkskxk converges for 0 <x < 1; 
k=O 
and the weighted mean method M, is defined by 
S” -SW,) if Q,:=- in ,co Pksk + s. 
Both methods are regular, i.e., s, + s implies s, -P s( J,,) and s, + s( M,) [ 8, 
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pp. 57, 801. Moreover, we have the Abelian type result that s, + s(M,) 
implies s, -+ s(J,) [9]. 
Reverse implications do hold only under additional assumptions 
(“Tauberian conditions”), and are called Tauberian type results. The 
Tauberian conditions are essentially growth conditions on the summands 
ak of the partial sums s, = C; = ,, ak. The following results are known: 
(i) s, -+s(M,) and ak= O(p,- ,/Pkp,) imply s, -+s [S, p. 124; 22, 
p. 1031. 
(ii) s, + s(J,), pk/Pk = 0( l/k), pk = R(k) with a regularly varying 
function R(x) (see [18]) and ak = O(pk/Pk) imply s, -+ s by A. Jakimovski 
and H. Tietz [ll, Theorem 5.4*]. This result includes the classical 
Tauberian theorem on Abel-summability (i.e., pk = 1) of J. E. Littlewood 
[13]. The original theorem of A. Tauber (see [ 17, p. 671 for a simple 
proof) requires ak = o( l/k) instead of 0(1/k). Tauber’s o-Tauberian 
theorem is also included in 
(iii) s, -s(J,), pk =0(1/k) (or pk = O(1) and k/P, = O(1)) and 
ak = o(pk/Pk) imply s, + s by K. Ishiguro [9, lo]. 
Further results (see [9-11, 14-16, 211) are discussed below. 
So far there are no results from J,-summability to convergence without 
any further assumption on the sequence {pk} (as, e.g., pk/P, = 0(1/k) in 
(ii) above). In particular, the methods so far could not handle rapidly 
growing pk’s as, e.g., pk = eJ- k. In this paper we derive an o-Tauberian 
theorem from J,-summability to convergence (Theorem 1 of Section 2) 
without any restrictions on the pk’s (resp. on p(x)) (except (l.l), of course). 
But we have to replace ak = o(pk/Pk) by the stronger hypothesis ak = 
o(pk/dk), where A,, := info,,, , p (x)x-” (which always satisfies A,, 2 P,). 
These quantities A, determine the limitation order of the J,-method 
applied to non-negative sequences {sn} [2], while the P,‘s correspond 
analogously to the limitation order of the M,-method [2; or 17, 
Theorem II.31 (compare also result (i)). Actually, the results from 
J,-summability to convergence or even to M,-summability (see the 
references) so far require assumptions on the pk’s which imply A, = O(P,) 
(as is shown in Lemma 2), and then our “new” Tauberian condition 
reduces to the “old” one, namely, ak = o(pk/Pk). Moreover, the asymptotic 
behaviour of the A.‘s is known when the pk’s behave “nicely” [2]; e.g., we 
have that pk/Ak - (l/,,&) ke314 while pk/Pk - $k-“* for pk = eJk. 
We also derive an 0-Tauberian theorem (Theorem 2 of Section 3), which 
includes the result (ii) and further results of this type (as discussed in 
Lemma 3). Here we do need an assumption on p(x) which is something 
weaker than regular variation (but which implies A,, = 0( P, and which 
$ does therefore not allOW rapidly growing pk’s as, e.g., Pk = e k above). In 
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contrast to the quoted references no further assumption on the sequence 
(pk) is required (as, e.g., pk/P, =0(1/k) in (ii) above). We need the 
restriction on p(x) for our O-result, since we use in the proof a Tauberian 
theorem from .I,-summability to M,-summability which requires just this 
condition and which does not hold without such an assumption (see 
[2; 191). But we do still not know whether our O-result also remains true 
without any restriction on p(x) (except (1.1)). 
2. THE MAIN RESULT 
First we need some properties of the numbers 
A, := in; 1 p(x)x-“, n = 0, 1) 2, . . . . (2.1) 
LEMMA 1. Under ( 1.1) we have 
0) A, 2p,; 
(ii) A,, =p(tn)tnnfor some t, ~(0, l), n~fV; 
(iii) the sequences ( t,} and { AJA, + , } are non-decreasing with 
lim t, = lim A,/A,+, = 1; 
n-m n-m 
(iv) CpzO CQ A,xk = o(p(x)) as x + 1 - for any sequence {@&} with 
Cik~Oand~km_OClk<CcI; 
(v) ck”=o P/c/A/c = 00. 
(Observe that (v) generalizes the well-known fact that xFz0 pk/Pk = cc 
under ( 1.1). ) 
Proof. The properties (i)-(iii) are derived in [2, Lemma 31, while (v) 
follows from (iv), since CFCO (Pk/dk) Akxk = p(x) # o(p(x)). For the proof 
of (iv) let &!k 2 0, xpCO @.k < co. Then there exists an increasing sequence 
{Bk} such that 0 < ,& -+ co, s := Cpco ukfik c co. Hence, for any NE KJ, 
1 
%Ak + -~~kz;+,.IBkAkxk 
P(X) B 
CL ; U,d,+s 
=dx) kc,, B N+l 
by (2.1), and (iv) follows from p(x) + m, x + 1 - and Bk -+ co. 1 
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THEOREM I. Assume (1.1) and 
ak=o(pkLl/dkpl) as k-+co. (2.2) 
Then s, -+ s(J,) implies s, -+ s. 
Proof. Let ak > 0 Satisfy Ia, 1 5 Ek ~~, Pk ,/A, ~, for k E N. Then We 
show that 
IS,? - 44Jl 5 o,(t,) where ~,lx)=~+ z ak Pk Xk, (2.3) 
k 0 
and where the sequence (tn} is according to Lemma 1. We have 
IS, - o(t,)l 
(observe that t,-, 5 t, for v 5 n, t, 5 t, 1 for v 2 n + 1 by Lemma 1 (iii)) 
<J-- “cl a”p”t,p~+ f r.p,t:p~} 
i ‘p(t,) v=o ” ” y=n \’ ” 
= cJ,(t,L by Lemma l(ii). 
Now, ak +O (by (2.2)) t, + 1 (by Lemma l(iii)), s, -+ s(J,), and 
p(t,)+co (by (1.1)) imply oz(t,,)+O, o(t,)-+s. Hence, s, -+s. 1 
Moreover, the inequality (2.3) of the preceding proof yields in case 
elk = 0( 1) immediately the 
COROLLARY 1. Assume ( 1.1) and 
ak =o(Pkpl/Ak -I) as k-a. (2.2*) 
Then s, = 0( 1 )(J,), i.e., a(x) = 0( 1) as x + 1 - , implies s, = 0( 1). 
Remark 1. The proof of Theorem 1 and lim,, % A,/A,+ 1 = 1 by 
LEMMA 2. Any of the following conditions (i)-(ix) implies A, = O(P,): 
0) 
(ii) 
(iii) 
(iv) 
(v) 
Clll; 
(vi) 
(vii) 
(viii) 
(ix) 
p, = 0( 1) and n/P,, = 0( 1) [9, 161; 
P, =0(1/n) Cl& 161; 
{pk} is non-increasing [lo, 16, 213; 
sup,hNpnSHpNforallN?N,,andsome H>O [ll]; 
s”pn> N pnn -PSHpNN-PforallN~NOandsomepER, H>O 
P,/P, =0(1/n) ClL 161; 
P,,IP, = O(l) C161; 
p(x)/p(x’) = 0( 1) as x + 1 - [ 1,3]; and 
p( 1 - c/n)/P, = 0( 1) for some c > 0. 
Prooj First observe that each of (i)-(iii) implies (vi). Next, (iv) implies 
366 KRATZ AND STADTMtiLLER 
Lemma l(iii) also show that the assumptions (2.2) (resp. (2.2*)) may be 
replaced by the weaker condition 
ak =O(Pk+m(k)/Ak +m(k)) tresp. O( “’ )) as k+co 
for some bounded sequence {m(k) > s Z. (2.2**) 
(Observe that bk+l t ~~kPk+m(k)/Ak+m(k) and IM)l SrE N imply 
iak+l 1 suk xi= pr Pk+i/Ak+i.) 
As already mentioned in the Introduction many conditions on the 
sequence {pk} used in the literature imply A, = O(P,), so that A, may be 
replaced by Pk in (2.2), (2.2*), (2.2**) respectively. 
(v) with p = o. Moreover, (v) implies also (vi), since we obtain from (v) 
(where we may assume p 2 0) that 
w, i p,n -“(p + 1) 1 kP 
k=O 
SC. i pkk-PkP=cP, for nEfWandsomec>O. 
k=O 
Now, (vi), i.e., p,/P, S c/2n implies (ix), since 
k 
c Al--/n) =P,+- 
2n 1-(1-c/n) 
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thus p( 1 -c/n) s 2P,. Next assume (vii), then 
p(x)= (1 -x) i: P,Xk 
k=O 
cl-x2 &(1-x2) f P,x2k=--mP(X2) 
X k=O 
which implies (viii). Condition (viii) also implies (ix), since p( 1 -c/n) 5 
pn + ii%?=,,+, Pk (1 - c/n)” I P, + (1 - c/n)“‘2 p(Jm) S P, 
+ c, e -“‘p( 1 - c/n) which yields (ix) for large c > 0. Finally, (ix) implies 
immediately A,, =O(P,) since, by (2.1), A,, s(l -c/n))“~(l -c/n)= 
O(P,). I 
Remark 2. (i) The arguments of the preceding proof could also be used 
to show, e.g., that P,/{C;t-=o Pk} =0(1/n) [16] implies A,, = O(P,), too. 
(ii) Actually, the conditions (vii)-(ix) are equivalent to the 
dominated variation of the function P(x), by [6], where 
p(x) := 1 pk, x 2 0. (2.4) 
0gks.r 
This notion of dominated variation and also the notion of regular variation 
will be used in the next section. 
DEFINITION 1. A non-decreasing function R: [0, cc) -+ (0, 00 ) is called 
(i) dominatedly oarying [ 18, p. 993 if 
AIR(t) := lim sup R(Lt)/R(l) < cc for tz 1; (2.5) 
i. - m  
(ii) regularly oarying [ 18, p. 1 ] if 
lim R(h)/R(L) exists for t 2 1. 
i. - cc 
Remark 3. (i) It is sufficient for dominated variation that 
lim sup, _ cF? R(,lt,)/R(A) < cc for some to > 1 (observe MR(ti) G MR( to) f 
MR(tO)). Moreover, the dominated variation of R(t) implies that [ 18, 
P. l@)l 
R(;lt)/R(n) 5 ctP for AzL,, t2 1 (2.6) 
for suitable positive constants c, p, and 1,. 
368 KRATZANDSTADTMtiLLER 
(ii) It suffices for regular variation that lim,, o. R(At)/R(t) exists for 
two values ti > 1 with log ti/log f2 irrational, and then R(t) has a represen- 
tation of the form 
R(t) = L(t)t” for some p 2 0 (2.7) 
with a sldwly varying function L(t), i.e., 
lim L(k)/L(l) = 1 for all t >O 
2. - 02 
(see [18, Theorem 1.8, and pp. 1, 23). 
3. AN 0-TAUBERIAN THEOREM 
We proceed here in the “usual” way (see, e.g., [ll]); namely, we use 
Corollary 1 to conclude that s, -+ s(J,) implies s, = O(1) if ak = 
O(p, ~ i/d k ~, ) = O(p, _ i /Pk ~ 1). Then, we obtain S” + s from the 
Tauberian result (i) of the Introduction, if the following Tauberian 
conclusion holds for our ./,-method in question: 
s, -+ s(J,) and s, = 0( 1) imply s, + s(A4,). 
This argument yields the 
(3.1) 
COROLLARY 2. Assume (l.l), (2.2*), and (3.1). Then 
sn + s(JJ implies s, -b s. 
The following theorem includes a sufficient condition on the sequence 
{pk} to assure (3.1). 
THEOREM 2. Assume (1.1) (2.2*), and let P(x) (as in (2.4)) satisfy 
P(x) is dominatedly varying such that 
lim MP(t)=MP(l)= 1 
r-1+ 
(see (2.5)). (3.2) 
Then s, + s(J,,) implies s, + s. 
Proof Using a general Tauberian theorem for Laplace transforms we 
derive that (3.2) implies (3.1) (and then our assertion follows from 
Corollary 2). Since the J,- and M,-methods are regular, we may assume 
s = 1 and also s, real. Moreover, since P(x) is non-decreasing, we obtain 
that lim inf, _ m P(k)/P(n) 2 1 for t 2 1, thus lim, _ i M,(t) = M,( 1) = 1 by 
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(3.2). Let DP(x) := j; e -“‘P(t) dt and D&x) := Jr eC”G(t) dt, where 
G(t)=&,SkI,pk~k. Then Dp(x)=(l/x)p(eP”) for x>O, and then (3.1) 
is equivalent with: 
D,(x)lD,(x) + 1 as x+0+ and s,=O(l) 
imply G( t)/P( t) -+ 1 as t-+co 
Now, this follows from [20, Theorem 21, since P(t) is a “model-function” 
according to [20, p. 3661 (observe (3.2)) and G(t) satisfies G E 9, G(t) = 
O(P(t)) as t+cO, and lim,,,,+ I;;;;,,, SUPl~rsp IG(lt) - Blip 5 
c.lim,,,+ (Mp(p)- 1) =0 (i.e., (5.1) in [20] which yields (2.1*) of [20] 
by [20, pp. 375, 3761). 1 
Remark 4. Using (5.1’) instead of (5.1) in [20] it follows that (3.2) 
yields the stronger Tauberian conclusion: 
S, + s(J,), S, real, and S, = O,( 1) imply S, + s( M,). (3.1*) 
Concerning conditions on P(x) which are necessary for the validity of 
(3.1*) see [Z, 191. 
There are a variety of assumptions on { pk) discussed in the literature, 
which imply (3.2), namely: 
LEMMA 3. The following conditions are equivalent, and they imply (3.2): 
(i) P(t) is regularly varying, i.e., P(t)=L(t)P for some pz0 (see 
(2.7)); 
(ii) lim, _ ar P,,,/P,, exists for two integers m, 2 2 with log m,/log m7 
irrational and P, + I/P, + 1 [ 1, 21; 
(iii) p(x) is regularly varying at 1 - , i.e., p(x) = (1 -x)” L( l/( 1 -x)) 
for some p 2 0 as in (i); 
(iv) lim,_, 1 _ p(x)/p(x”) exists for two reals ti > 1 with log t,/log tZ 
irrational [3]; 
(v) lim,,, p( 1 - c/t)/P( t) exists for some c > 0; 
(vi) lim, _ cc p( 1 - c/n)/P, exists for some c > 0. 
Proof: By Lemma 2 and Remark 2 each condition implies the 
dominated variation of P(t), so that, by (2.6), 
P(At)/P(L) 5 ct” for A 2 &, t 2 1; c, A,, tl> 0. (3.3) 
Now, the equivalence of (v) and (vi) follows from the calculation: 
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for n 5 t < n + 1 with /I(t) := { log( l/( 1 - c/t))) -’ - t/c - n/c. 
Hence, by (3.3) and dominated convergence, we conclude that 
p(l-c/t)/P(t)-p(l-c/n)/P,=o(l) as n-rco uniformly for njt<n+l. 
This reasoning also shows that we may consider p(e-“) instead of p( 1 - x) 
in (iii), (iv) as x + 0 +. Now, all assertions may be obtained from the 
literature as follows: Clearly (i) implies (3.2), and (i), (ii) are equivalent 
(resp. (iii), (iv) are equivalent) by [18, Theorem 1.81. Next, it is easy to see 
that (i) implies (iii), while the implication (iii) * (i) follows from 
Karamata’s well-known theorem [12]. Finally, the equivalence of (i) and 
(v) follows from [6, Theorem A; or 71. 
Remark 5. (i) The condition (ii) is according to [S, Theorem 1.1.2; or 
41 equivalent to: lim,, m P,,,jP, = rnf for some p 2 0, i= 1,2, with 
integers mi 2 2 such that log m,/log m2 is irrational. 
(ii) Observe that pk = R(k) with a regularly varying function R(x) 
(as in [ 111, resp. result (ii) of the Introduction) implies the regular 
variation of P(x) (but not vice versa). 
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