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Résuḿe - Il s’agira dans cet expośe de brosser le tableau des méthodes nuḿeriques de simulation
des ḿecanismes en présence de contact unilatéral, de frottement et d’impacts. Un bref́etat de l’art
sur les formulations de la dynamique et les méthodes d’int́egration en temps dans le cas standard sera
tout d’abord pŕesent́e. On reviendra sur le choix des variables, la formulation des liaisons ainsi que
sur les techniques d’int́egration en temps deśequations diff́erentielles alǵebriques d’index 3 issues
de la ḿecanique. Nous aborderons ensuite le problème plus difficile des contraintes unilatérales, du
frottement de Coulomb et des impacts, où une bonne partie des techniques exposée dans l’́etat de l’art
ne s’applique plus directement. Deux techniques majeures d’int égration en temps seront décrites : les
méthodes̀a détection d’́ev́enements et les ḿethodes̀a capture d’́ev́enements. Nous verrons les avantages
et les inconv́enients de ces deux approches et nous donnerons quelques clés de śelection des techniques
au regard du probl̀eme consid́eré. Enfin, les ḿethodes de ŕesolution du probl̀eme discret̀a chaque pas
de temps qui rel̀event des techniques d’optimisation numérique non ŕegulière seront d́ecrites ainsi que
leur mise en œuvre dans la plate–forme Siconos.
Mots-cĺes -Dynamique des systèmes multi–corps, contact, frottement de Coulomb, méthodes nuḿeriques
d’int égration en temps
I. FORMULATION DE LA DYNAMIQUE R ÉGULIÈRE DES SYST̀EMES MULTI–CORPS AVEC LIAISONS
PARFAITES
Nous donnons dans cette partie quelques indications sur la formulation des équations du mouvement,
dans le cas particulier de la dynamique des systèmes multi–corps avec liaisons bilatérales parfaites.
A. Formulation ǵeńerique deśequations du mouvement
En considérant que le système est représenté par un jeu de coordonnéesq(t) ∈ IRnq donnant de manière
univoque sa configuration et par un vecteurv(t) ∈ IRnv , nv 6 nq décrivant sa vitesse, une formulation




q̇ = T (t, q)v, (1a)
M(q)v̇ = F (t, q, v, u), (1b)
u̇ = d(t, q, v, u), (1c)
où M ∈ IRnv×nv est une matrice symétrique et positive (semi-)définie quireprésente l’inertie,F ∈ IRnv
est le vecteur des efforts appliqués au système et des effet gyroscopiques. Le vecteur∈ IRnu peut être
considéré comme un vecteur de commandes donné par une dynamique (1c). Enfin l’opérateurT ∈ IRnq×nv
relie grâce à (1a) les dérivées en temps des coordonnées aux vitesses. Il convient d’ajouter à ce système
d’Équations Différentielles Ordinaires (EDO) les conditions de Cauchyq(t0) = q0, v(t0) = v0 etu(t0) = u0
pour former un problème à valeur initiale complet (probl`eme de Cauchy).
Le terme générique est associé à la formulation (1) car nous verrons dans la suite qu’il peut contenir
les formalismes de Lagrange et de Newton–Euler ainsi que desformalismes mixtes.
Usuellement, pour un système multi–corps, des liaisons holonomes sont prises en compte sous la forme
g(t, q) = 0, (2)
où g ∈ IRng est supposé suffisamment régulière et dont la matrice Jacobienne,
G(t, q) = Jg(t, q) = ∇
⊤
q g(t, q) ∈ IR
ng×nq , (3)
est supposée de rang plein (on a au moinsng 6 nq). Si la liaison est considérée comme parfaite (pas
de travail dans la liaison), on peut alors augmenter le syst`eme (1) grâce aux multiplicateurs de Lagrange




q̇ = T (t, q)v, (4a)
M(q)v̇ = F (t, q, v, u) − T⊤(t, q)G⊤(t, q)λ, (4b)
u̇ = d(t, q, v, u, λ), (4c)
g(t, q) = 0. (4d)
Le système obtenu est uneÉquation Différentielle Algébrique (EDA). La contrainte (2) peut être refor-
mulée de manière équivalente au niveau des vitesses,
ġ(t, q) = G(t, q)q̇ + gt(t, q) = G(t, q)T (t, q)v + gt(t, q) = 0, (5)
et au niveau des accélérations,
g̈(t, q) = G(t, q)q̈ +
[





q̇ + gtt(t, q)




(G(t, q)T (t, q)) +
∂
∂t
(G(t, q))T (t, q)
]
v + gtt(t, q) = 0
(6)
Remarque 1:L’introduction des liaisons parfaites par la simple donnée de l’équation (2) est une
méthode directement issue de la Mécanique Analytique de Lagrange et du principe de Hamilton. Cette
méthode postule l’existence de multiplicateurs pour laisser invariant la contrainte parfaite. Cette méthode
élégante est toutefois peu mécanique. En particulier, les dimensions physiques des multiplicateurs ne sont
pas précisées. Pour une écriture plus générale et plusmécanique des “lois de forces” dans les liaisons, il
convient d’introduire une loi de comportement qui précisent quelle est la nature de ces forces. 
Le choix des paramètres, l’écriture mécanique des liaisons ainsi que la génération des équations
restent des problèmes entiers lorsque l’on s’attaque à des problèmes concrets. En postulant le Principe
Fondamental de la dynamique d’une particule matérielle, il reste une très grande variété de méthodes
possibles pour former le système (4). En faire un panorama complet est hors de portée de cet article.
Des ouvrages et des articles de synthèses sur ce sujet peuvent tout de même être cités [63], [82], [140],
[145], [147], [162], [166]. Nous essaierons dans la suite dedonner les principales approches utilisées
classiquement.
B. Le formalisme de Lagrange et les coordonnées minimales
Le formalisme de Lagrange s’appuie sur le choix d’un jeu de coord nnées indépendantes, ditescoor-
donńees ǵeńeralisées. Les vitesses, dites elles aussivitesses ǵeńeralisées, sont directement les dérivées
des coordonnées,
v(t) = q̇(t), nv = nq. (7)
On postule alors l’existence de l’énergie cinétique, le plus souvent comme une fonction quadratique des
vitesses




et d’une énergie potentielleV (q). On forme le LagrangienL(t, q, v) = E(t, q, v) − V (q) et le principe
de Hamilton postule que l’évolution du système, c’est à dire, q(t), v(t) est un extremum de l’intégrale
du Lagrangien, appelée action. Cela conduit aux équations de Euler-Lagrange qui sont les conditions












= Q(q, t). (9)
Les forces non conservatives (ne dérivant pas d’un potentiel) peuvent être incluses en termes de forces
généraliséesQ(q, t) qui sont souvent identifiées grâce au théorème des puissance virtuelles. L’écriture




a) q̇ = v,


















vsvr, k ∈ 1 . . . nv
]T
, (11)
et le gradient de l’énergie cinétique par rapport aux coord nnées
∂E(t, q, v)
∂q


















vsvr, k ∈ 1 . . . nv
]T
. (12)
La méthode lagrangienne fournit un moyen simple de décrire un système multi–corps par un jeu de
coordonnées minimales. Une grande partie de la difficultéréside dans le choix de coordonnées minimales
pour des systèmes élaborés. Par contre, elle conduit à des opérateurs d’inertie non linéaires et denses, qui
induisent un coût de calcul élevé pour l’évaluation desJacobiens et leurs inversions (opérations d’algèbres
linéaires) dans le cas de stratégies implicites d’intégration en temps. De plus, elle ne donne pas directement
d’informations sur les efforts dans les liaisons. En particulier, la mise en œuvre de la “loi de forces” pour
les liaisons plus complexes (frottement, adhésion, lubrificat on, . . . ) devient pratiquement impossible dans
un contexte purement lagrangien. Parmi les choix de coordonnées Lagrangiennes possibles, la méthode
de Hartenberg–Denavit [79] est l’une des plus utilisées pour les chaı̂nes cinématiques ouvertes comme en
Robotique [16], [55], [132].
Remarque 2:Dans un formalisme purement lagrangien, les coordonnées sont indépendantes ainsi les
liaisons et les multiplicateurs associés n’ont pas lieu d’apparaı̂tre. Cependant, dans la pratique, il est
parfois difficile de trouver un jeu simple de paramètres indépendants. Pensons par exemple à une chaı̂ne




a) q̇ = v,
b) M(q)v̇ + N(q, v) = Q(t, q) −
∂V (q)
∂q
+ Fu(t, u) − G
⊤(t, q)λ,
c) u̇ = d(t, q, v, u, λ),
d) g(t, q) = 0.
(13)
Dans [99] et les références dans cet article, on trouvera ds méthodes d’élimination des contraintes pour
retrouver des coordonnées minimales. On peut citer les méthod s algébriques d’élimination comme la
formulation de Maggi/Kane [34], [98], [128] basée sur la formulation de contraintes en vitesses (5), les
formulations basées sur le noyau de la Jacobienne des contraintes [83], ou encore les formulations de
Udwadia and Kalaba [161] basées sur l’écriture des contraintes en accélération (6). Nous reviendrons sur
ce point dans la partie I-E lorsqu’il sera question de réduction d’index. 
C. Le formalisme de Newton et Euler et les coordonnées absolues
Dans le formalisme (classique) de Newton et Euler, les vitesses d’un solide rigide sont choisies comme
la vitesse d’un point du solide, le plus souvent le centre de gravité notéevG = ẋG, exprimée dans un
référentiel galiléen et un vecteur de vitesse angulairenoté Ω exprimé dans un repère attaché au solide.
En notant la matrice de rotation1 R du référentiel galiléen vers le référentiel attachéau solide, on peut
au moins écrire une relation de la forme2
Ω̃ = RT Ṙ ou de manière équivalentėR = RΩ̃. (14)
Sans entrer dans les détails de l’obtention des équationsde Newton–Euler à partir du Principe Fondamental




Mv̇G = Fext(xG, vG, Ω, R),
IΩ̇ + Ω × IΩ = Mext(xG, vG, Ω, R),
ẋG = vG,
Ṙ = RΩ̃, R−1 = RT , det(R) = 1.
(15)
où M = m I3×3 est la matrice de masse diagonale constante,m ∈ IR est la masse etI est la matrice
constante des moments d’inertie. Ces équations peuvent aussi être exprimées en fonction de la vitesse
angulaireω = RΩ dans le même repère galiléen quevG. Dans ce cas, la matrice des moments d’inertie
n’est plus constante dans le temps. En choisissant comme paramètreq = [xG, R]T et comme vitesse
v = [vg, ω] et en incluant des liaisons parfaites entre les corps, on voit aisément qu’il est possible d’écrire
les équations (15) dans le formalisme général (1) (voir [166] ou [82] par exemple pour plus détails ).
Le choix de la matrice de rotation comme paramètres de configuration des objets est souvent maladroit
en termes de taille et de manipulation. En pratique, la matrice de rotation est elle-même paramétrée par
un jeu de paramètresΘ de sorte queR = R(Θ) et les dérivées en temps peuvent s’exprimer formellement
par
ω = P (Θ)Θ̇ ou Ω = Q(Θ)Θ̇. (16)
Si les paramètres sont indépendants, la relationω = RΩ implique R = PQ−1. La littérature sur le
paramétrage des rotations est vaste (voir [10], [73], [88], [96], [148]). Citons simplement les paramétrages
les plus usuels : description géométrique des rotations (A gles d’Euler, de Bryant/Cardan), paramètres
de Rodriguesb ∈ IR3 provenant de la forme de Cayley de la matrice de rotation,9 cosinus directeurs
1R−1 = RT , det(R) = 1, i.e R ∈ SO+(3)
2pour un vecteurx ∈ IR3, on note la matricẽΩ la matrice définie par̃Ωx = Ω × x
(éléments de la matrice de rotation ), quaternions unitaires(q0, q), q0 ∈ IR, q ∈ IR
3 ou paramètres d’Euler
p = (e0e)
T , e0 ∈ IR, e ∈ IR
3, vecteur de rotation cartésienΦ ∈ IR3 exprimé en termes des invariants
linéairesΦ = φ, n, φ ∈ IR, n ∈ IR3, vecteur de rotation conforme, les paramètres linéaires, etc.
Le formalisme de Newton–Euler génère usuellement un plusgrand nombre de paramètres pour un
système multi–corps donné. Par contre, les opérateurs d’inertie sont simples et directement inversibles.
Une partie des non–linéarités du système est concentrée dans l’opération de rotation. De plus, les opérateurs
conservent la structure de graphe inhérentes au système et permet donc de manipuler des matrices creuses.
Un autre avantage de ce formalisme est qu’il permet d’introduire une grande variété de lois de forces
dans le cas de liaisons non parfaites.
D. Les formulations mixtes et spécifiques
A partir des deux formalismes présentés dans les parties précédentes, de nombreuses stratégies peuvent
être développées mixant les avantages et les inconvénients des méthodes précédentes.
On peut en effet tenter à partir des équations de Newton–Euler de réduire le nombre de paramètres en
utilisant la structure de graphe du système multi–corps (voir [108], [109], [151], [166]) et en écrivant les
équations de Newton–Euler non plus au centre de gravité mais à un point de liaison. On perd alors une
partie de l’intérêt du formalisme mais on réduit le nombre d’inconnues. Pour réduire le coût d’inversion
des opérateurs d’inertie dans les formulations de Lagrange et Newton–Euler “réduites”, de nombreux
algorithmes ont été mis au point pour utiliser au maximum la structure d’arbre des système multi–corps.
On peut citer [11], [105], [123], [157], [163] pour l’approche récursive dans le formalisme Newton–Euler
et [85], [152] dans le formalisme de Lagrange (voir aussi [65] pour une rapide revue de ces travaux). On
trouvera dans [60] une revue des méthodes dites semi–récursives mêlant Newton–Euler et Lagrange et
dans [156] une comparaison des méthodes classiques.
On peut aussi tenter de substituer les équations de paramètrisations des vitesses angulaires (16) dans
les équations du mouvement (15) afin d’obtenir un jeu de paramètres non nécessairement indépendants
mais dont la vitesse s’exprime directement en fonction des paramètres comme dans (7). Dès lors, on
peut tenter d’exprimer le lagrangien et de déduire les équations de Lagrange. Cette approche permet
de se remettre dans le cadre confortable de Lagrange pour écrire les équations d’un grand système
dynamique. Naturellement, les paramètres de rotationΘ n’étant pas usuellement indépendants (sauf pour
les descriptions géométriques en dehors des singularit´es) des contraintes bilatérales artificielles apparaissent
dans le jeu d’équations.
Nous avons déjà rappelé les principaux inconvénients du jeu minimal de coordonnées (opérateurs denses
et non-linéaires, accès aux multiplicateurs). Cette formulation bénéficie pourtant de nombreux avantages
en termes de complexité de calculs grâce aux méthodes récursives. Une approche due à [103] et à [164]
permet de s’affranchir des précédents inconvénients enconservant les méthodes récursives qui peuvent
être implémentée directement dans un code de calcul d’algèbre linéaire adapté (projection récursive). On
pourra aussi consulter [165].
Pour finir ce rapide et partiel survol des méthodes de formulations de la dynamique, il convient de
souligner que les méthodes que nous avons évoquées jusqu’ici sont mal adaptées aux cas de systèmes
multi–corps flexibles. La mise en œuvre du comportement flexibl peut être réalisée par des méthodes
directes basées principalement sur les éléments finis. Dans ce cas, seules les formulations des systèmes à
coordonnées maximales tirent leur épingle du jeu. Pour ces problèmes qui sont depuis plus d’une décennie
un des principaux challenges de la communauté des systèmemulti–corps, plusieurs approches ont été
proposées qui peuvent être classées en suivant le travail de [47] :
– L’approche du ŕef́erentiel galiĺeen (”inertial frame”). Dans cette approche intimement liée à la
Mécanique des solides déformables et des structures ainsi qu’aux éléments finis non-linéaires, toutes
les variables (translations et rotations) aux noeuds du maillage ainsi que les variables décrivant les
solides rigides sont exprimées dans un unique référentiel galiléen. De ce point de vue, on retrouve
une caractéristique de la méthode de Lagrange mêlant indifféremment les corps rigides et les corps
déformables. Cette approche très générale peut prendre en compte des phénomènes non-linéaires
usuels en Mécanique des Milieux Continus comme les grandesdéformations, les non–linéarités
géométriques et les comportements des matériaux non linéaires (plasticité, endommagement, rupture,
fatigue, . . . ). Le fait que les non–linéarités géométriques soient prises en compte au même titre
que les grandes déformations en Mécanique non linéaire des matériaux induit un coût de mise en
œuvre très important et souvent prohibitif pour une prise en compte simple de l’élasticité dans une
système multi–corps. L’approche est cependant très générique et peu d’hypothèses sont faites sur
le comportement mécanique du système. Citons pour cette approche les grands classiques sur les
éléments finis [19], [32], [58], [86], [170].
– L’approche du rep̀ere co–rotationnel (”co-rotational frame”)Cette approche a été proposée pour
simplifier les calculs des forces élastiques dans les modèles ´ léments finis en grandes rotations
(voir [31], [51], [56], [57]). Les variables des maillages ´léments finis sont toujours les translations
et rotations aux noeuds mais exprimées dans un repère dit co–rotationnel qui suit le mouvement
global de l’élément. Cette approche est basée sur l’hypothèse que la déformation de l’élément reste
faible par rapport à un repère ”attaché” à l’élément.Le mouvement global est donc décomposé
comme un mouvement de rigide du repère co–rotationnel et unmouvement en petites perturbations
dans ce dernier. Le gain en termes de calcul est clair. Les calculs dans ce repère co–rotationnel
reviennent à la théorie de l’élasticité linéaire, ou ´eventuellement, de la Mécanique non linéaire en
petites perturbations.
– L’approche du rep̀ere flottant (”floating frame of reference”)L’approche du repère flottant que l’on
peut attribuer à [66] repose sur la définition d’un repèreflottant intermédiaire au niveau d’un corps
qui serait le repère attaché au solide si celui était rigide. Le mouvement de ce repère est décrit par
la méthode d’Euler comme pour un solide rigide. Dans ce rep`re flottant, des variables sont ajoutées
pour tenir compte de l’élasticité du corps. Comme pour l’approche co–rotationnelle, le coût de calcul
de l’élasticité reste faible par contre le calcul des terms d’inertie est assez compliqué. On trouvera
[72], [149], [150] dans les détails nécessaires à la miseen œuvre de la méthode.
E. LesÉquations Diff́erentielles Alǵebriques (EDA) et leur index




a) q̇ = T (t, q)v,
b) M(q)v̇ = F (t, q, v) − T⊤(t, q)G⊤(t, q)λ,
d) g(t, q) = 0.
(17)
Son analyse mathématique en vue de son intégration numérique en temps relève de la théorie des EDA.
Pour une présentation générale des EDA, de leurs propri´etés et de leur intégration numérique, nous
renvoyons aux ouvrages classiques suivants [18], [42], [718]. Une notion fondamentale en EDA est
la notion d’index dont on peut trouver de nombreuses définitions équivalentes sur des cas simples et non
pathologiques. La définition différentielle de l’index peut être donnée de manière grossière comme le
nombre de fois ou l’on doit dériver la contrainte pour obtenir une système d’EDO pour les variablesq, v
et le multiplicateurλ. Dans le système (17), il convient de dériver trois fois lacontrainte si la matrice
[
M(q) T⊤(t, q)G⊤(t, q)
G(t, q)T (t, q) 0
]
, (18)
est inversible pour presque toutt et q au voisinage de la solution. Plus l’index d’une EDA est élev,
plus son analyse et sa résolution numérique est difficile.De manière courante, on emploie une réduction
d’index afin de contourner ses difficultés. On considère pour cela les dérivés des contraintes données par
(5) et par (6) pour obtenir une EDA d’index2 et 1 respectivement. Il faut cependant noter que si les EDA
d’index réduit sont équivalentes en termes de solutions pour des conditions initiales consistantes, elles ne
le sont pas nécessairement en temps discret lorsque l’on pratique une intégration numérique. D’un point
de vue théorique, elles sont aussi différentes car elles ne requièrent pas les mêmes conditions initiales et
différent sur les résultats d’existence et d’unicité [42], [76], [78].
Remarque 3:D’une manière générale, la réduction d’index ne résout pas tous les problèmes. En effet,
l’opération de différentiation des contraintes est en g´enéral une opération instable d’une point de vue
numérique et conduit à des systèmes moins bien conditionnés [50]. Nous donnerons dans la suite des
références sur les méthodes et les formulations d’indexréduits dans la partie II. 
II. I NTÉGRATION NUMÉRIQUE EN TEMPS DE LA DYNAMIQUE ŔEGULIÈRE
Dans cette partie, nous passons en revue rapidement les principales méthodes d’intégration numérique
du système (17) et ses reformulations d’index réduits. Ces formulations peuvent être vues comme des
extensions non triviales des méthodes standards d’intégration des équations différentielles ordinaires raides
[42], [76], [78]. Pour un exposé de synthèse, nous renvoyons à [13].
A. Méthodes̀a un pas. Ḿethodes implicites de Runge–Kutta (IRK) et méthodes d’extrapolation
Considérons tout d’abord les méthodes à un pas et principalement les méthodes IRK pour les systèmes
raides [76], [78]. Comme pour les autres méthodes, l’efficacité et l’ordre de convergence de ces méthodes
varient fortement avec l’index :
– Pour le problème d’index1 (contraintes en accélération), la convergence et l’ordre de consistance sont
étudiés dans [76]. L’ordre de la méthode de Runge–Kutta est conservé pour les variables différentielles
mais on observe une chute de l’ordre pour les multiplicateurs.
– Pour le problème d’index2 (contraintes en vitesse), la convergence est démontrée dans [44], [75],
[76], [78], [89] pour certaines classes de méthodes IRK. Onobserve une réduction de l’ordre pour
les variables différentielles et les multiplicateurs pour les méthodes génériques. Seules les méthodes
dites ”stiffly accurate” conservent leurs ordres pour les variables différentielles. Pour les méthodes
génériques, les méthodes de RK projetées [17] et partitionnées [120] ont été introduites ainsi que
des modifications sur la manière d’imposer les contraintesdans [90].
– Pour le problème d’index3 (contraintes en position), des résultats similaires peuvent être trouvés
dans [76] mais les difficultés numériques sont encore moins maı̂trisées et conduisent à des réductions
d’ordre. Ceci étant principalement dû à la propagation des erreurs sur les multiplicateurs.
Ces méthodes sont implantées dans le célèbre code RADAU 5 [78] et le code HEM5 [40] pour une version
adaptée aux systèmes mécaniques. Pour terminer sur les méthodes à un pas, il convient de citer les
extensions des méthodes d’extrapolation dans le contextede EDA. En particulier les travaux de Lubich
[103] et le code MEXX [104] peuvent être mentionnés. On trouvera dans [74] de nombreux codes de
calculs basés sur les méthodes à un pas.
B. Méthodes multi–pas et BDF
Les méthodes BDF (Backward differentiation formulas) introduites par Gear [68] ont été étendues
aux EDA d’index 2 et 3 dans [71], [102] et [134]. Pour les problèmes d’index1, ces méthodes sont
particulièrement efficaces et sont capables d’atteindre des ordres élevés. Pour les problèmes d’index2,
les méthodes BDF jusqu’à l’ordre6 convergent pour des pas de temps variables. Pour les problèmes
d’index 3, la convergence est aussi démontrée jusqu’à l’ordre6 pour un pas de temps fixe [43], [102].
Ces méthodes sont implantées dans la famille de code DASSL et leurs améliorations DASRT, DASPK,
DASOPT [133]. Les autres travaux standards sur les méthodes et lesformulations d’index réduits dans le
cadre des BDF sont les méthodes “ stabilized index-2 or GGL method” [70] et des méthodes équivalentes
d’index 1 [69].
Remarque 4:Il convient tout de même d’apporter quelques éclaircissements à ces résultats de conver-
gence. Ces résultats portent généralement sur les variables différentielles du système et non sur les
multiplicateurs. Comme nous l’avons déjà noté dans la remarque 3, la réduction d’index conduit à des
systèmes moins bien conditionnés. D’autre part, le traitement direct des systèmes d’index3 conduit à
un conditionnement de la matrice des itérations enO(h−3). Une analyse de sensibilité menée par [12]
montre que les erreurs dans les multiplicateurs en position, en vitesse et en accélération se propagent
respectivement à l’ordreO(h−1),O(h−2) et O(h−3). Si la résolution de ces contraintes à chaque pas
de temps n’est pas faite avec une extrême précision, limitée naturellement par la précision machine, les
erreurs se propagent rapidement et font chuter l’ordre apparent de la méthode. Pour tenter de contourner
ce problème, une méthode de changement d’échelle (“rescaling”) a été proposée dans [134] qui est reprise
et étendue dans [37]. 
C. Stabilisation et́elimination de la violation des contraintes
Pour les méthodes basées sur une formulation d’index réduit, les contraintes en position et voire en
vitesses ne sont pas vérifiées en temps discret par la méthode numérique. L’emploi de formulation d’index
réduit conduit donc à une dérive des contraintes en position et des vitesses pour les formulations d’index
1 et seulement des vitesses pour les formulations d’index2. Plusieurs techniques peuvent être employées
pour contrôler cette dérive. En voici une liste non exhaustive des méthodes utilisées en pratique (voir [24]
pour une synthèse) :
– Les ḿethodes de stabilisationissues de la technique originale de Baumgarte [27] sont largement
utilisées en pratique et reviennent à remplacer la contrainte originale en accélération̈g(t, q) = 0 par
g̈(t, q) + 2αġ(t, q) + β2g(t, q) = 0. (19)
où α = β ∈ IR est souvent choisi pour atteindre l’amortissement critique. Cette stabilisation peut
naturellement être analysée dans le contexte de la théorie de la commande [124]. Bien que le choix
des paramètresα etβ dépendent de l’application et peut conduire à augmenter la raideur du problème
et donc le coût de calcul, ces méthodes restent efficaces sur certaines applications. Par contre, il faut
noter qu’aucune des contraintes n’est exactement satisfaite. On trouvera dans [52], [101], [131] des
améliorations de la formulation de Baumgarte concernant le choix des paramètres pour la plupart
basées sur la théorie de la commande.
– Les ḿethodes de ṕenalisationsont basées sur la régularisation de la contrainteg( , q) en ajoutant
dans le lagrangien un terme de la forme1/2p2g⊤(t, q)g(t, q). Il convient de noter que l’on retrouve
par cette technique un système d’EDO mais dans lequel les contraintes ne sont pas exactement
satisfaites. Dans ce cas, la quantitéλ̄ = p2g(t, q) approche le multiplicateur de Lagrange. L’idée de
la stabilisation de la contrainte vient alors naturellement en écrivant [129], [130]
λ̇ = p2(ġ(t, q)). (20)
Une amélioration substantielle de cette technique est proposée dans [28], [29] et revient à une
technique de pénalisation exacte dite de Lagrangien augmenté.
– Les ḿethodes d’́elimination par projectionssont basées sur une projection à chaque pas de temps
du résultat de l’intégration numérique sur la variétéinvariante définie par les contraintes en position
et en vitesse. De nombreuses méthodes peuvent être trouv´ees dans la littérature sur l’application
de cette idée aux systèmes mécaniques, soit par projection géométrique [33], [160], [168] ou par
projection dans la métrique cinétique [30].
On trouvera dans [59], [146] et [67] des comparaisons numériqu s de ces différentes approches.
D. Les aḿeliorations pour la ḿecanique des systèmes multi–corps flexibles
Dans le cas des systèmes multi–corps flexibles, de nouvelles difficultés apparaissent qui sont inhérentes
à la technique de discrétisation en espace, comme par exemple les éléments finis. La discrétisation
en espace augmente substantiellement la taille des problèmes t injecte dans la dynamique des modes
parasites à haute fréquence. Pour le problème de la taille des calculs, les formulations et les méthodes
numériques d’intégration qui nécessitent de nombreuses variables intermédiaires et qui ne préservent pas
la structure creuse ou bande des matrices du problème discret en espace sont à proscrire. Les formulations
de type Maggi/Kane qui s’appuient sur le calcul du noyau de lamatrice jacobienne des contraintes sont
difficilement utilisables. De même, les formulations de Lagrange en coordonnées minimales éliminant les
contraintes explicitement conduisent à des systèmes pleins qui sont très lourds à traiter numériquement.
Enfin les méthodes à un pas d’ordre élevé qui ont besoin deombreuses évaluations de la dynamique au
sein même d’un pas de temps ainsi que de l’emploi de nombreuses variables intermédiaires ne sont plus
viables.
En dynamique des structures flexibles, la méthode de Newmark [122] et surtout ses généralisations
comme la méthode HHT [84], [87] et lesα−schémas généralisés [54] sont les outils de base pour la
simulation de la dynamique. Leurs propriétés en termes d’amortissement numérique paramétrable des
hautes fréquences, de conservation du caractère creux des opérateurs et leur parcimonie en variables
intermédiaires en font des outils incontournables bien que le r ordre reste faible (6 2). Une autre classe
de schémas d’intégration des structures flexibles est composée des schémas à conservation d’énergie ou à
déclin d’énergie dus aux travaux précurseurs de Simoet. al. [153], [154] pour l’élasto–dynamique et pour
les systèmes rigides [100], [155]. Ces schémas font partie de la grande famille des schémas symplectiques
ou intégrateurs variationnels qui assurent la conservation d’une grandeur en temps discret (voir pour plus
de détails [77], [107] ). Une comparaison et une revue de cess hémas dans le contexte de la dynamique
des structures est disponible dans [97].
Récemment, de nombreux travaux ont porté leur intérêt sur ces schémas pour les systèmes multi–corps
flexibles. Pour les schémas à conservation d’énergie et `a déclin d’énergie, on peut citer les travaux de
Bauchauet. al. [20]–[23], [25], [26] dans lesquels les méthodes d’intégration en temps sont construites
pour annuler le travail effectué dans les liaisons parfaites en temps discret. Dans le même esprit, on pourra
consulter [35], [36], [38]. Les schémas de la famille de Newmark ont eux aussi été étudiés et appliqués
aux systèmes multi–corps flexibles dans [47], [72] et les d´monstrations de convergence peuvent être
trouvées dans [91], [106] pour les formulations d’index2 et [14], [46], [48] pour les formulations d’index
3. On trouvera dans [121] une comparaison entre les méthodesBDF d’ordre faible et les méthodes de
Newmark et HHT.
III. L A DYNAMIQUE NON –RÉGULIÈRE DU CONTACT FROTTANT AVEC IMPACTS
Dans cette partie, un bref survol de la formulation des syst`emes mécaniques avec contact frottant et
impacts est réalisé. Pour plus de détails, on renvoie le lcteur sur les ouvrages [2], [45], [135], [158].
A. Formulation lagrangienne régulìere des contraintes unilatérales
Les contraintes unilatérales entre les corps peuvent être considérées dans une formulation lagrangienne
sous la forme suivante : 


q̇ = v, (21a)
M(q)v̇ + F (t, q, v, u) = G⊤(t, q)λ, (21b)
u̇ = d(t, q, v, u, λ), (21c)
gk(t, q) = 0, k ∈ E (21d)
gk(t, q) > 0, λk > 0, λkgk(t, q) = 0 k ∈ I. (21e)
où E ⊂ IN et I ⊂ IN représentent respectivement les ensembles d’indices descontraintes bilatérales et
unilatérales. La condition (21e) est appelée lacondition de complémentarit́e, ou condition de Signorini
qui être écrite de manière équivalente
0 6 gk(t, q) ⊥ λk > 0 ⇐⇒ −λk ∈ NIR+(gk(t, q)), pour toutk ∈ I. (22)
Le symboleNK représente le cône normal à un ensembleK (pour le cas convexe voir [113], [141]). En
construisant l’ensembleΦ(t) admissible pour toutes les coordonnées généralisées comme
Φ(t) = {q | gk(t, q) = 0, k ∈ E , gk(t, q) > 0, k ∈ I}, (23)
l’ensemble des contraintes peut être mise sous la forme
−G⊤(t, q)λ ∈ NΦ(t)(q) (24)
La dynamique (21b-d-e) revient alors à une Inclusion Diff´erentielle (ID)
− [M(q)v̇ + F (t, q, v, u)] ∈ NΦ(t)(q). (25)
B. Formulation lagrangienne non régulìere des contraintes unilatérales
Afin de simplifier la présentation, nous allons considéreruniquement des contraintes holonomes et nous
omettrons la commande. La dynamique (25) n’est généralement pas régulière. Si les vitesses normales au
contactġk(q) sont positives avant une prise de contact, un impact, c’est `a dire un saut dans les vitesses, doit
se produire pour respecter les contraintes en position. Mathématiquement, les vitesses sont considérées
comme des fonctions à variations bornées en temps et l’accé ération devient une mesure différentielle,
notéedv associée à la vitessev [116]. Les multiplicateurs sont eux aussi des mesures comportant un
atome (mesure de Dirac) lors des sauts ; on considère alors lmesure impulsiondi. La dynamique s’écrit
alors comme une Inclusion Différentielle à Mesures (IDM)[115], [143], [144]
−
[
M(q)dv + F (t, q, v+)dt
]
= −G⊤(q) di. (26)
où v+ (respectivementv−) est la fonction définie comme la limite à droite (à gauche) d la fonction
à variations bornéesv et dt la mesure de Lebesgue. L’écriture de la contrainte unilat´erale sous forme
d’inclusion conduit à
−G⊤(q) di ∈ NΦ(q). (27)
Lors des sauts de vitesses, une loi d’impact doit être ajoutée afin de définir la vitesse après impact. Par
simplicité, choisissons la loi d’impact de Newton
v+(t) = −ev−(t), pour toutt tel queg(q) = 0. (28)
où e est le coefficient de restitution. Une écriture compacte del’inclusion (27) contenant la loi d’impact
a été donnée par Moreau [117] comme
−G⊤(q) di ∈ NTΦ(q)(v
+ + ev−), (29)




M(q)dv + F (t, q, v+)dt
]
∈ NTΦ(q)(v
+ + ev−). (30)






M(q)dv + F (t, q, v+)dt
]
= −G⊤(q) di, (31a)
U = G(q)v, (31b)
si g(q) 6 0, alors0 6 U+ + eU− ⊥ di > 0. (31c)
Remarque 5:La contrainte de positivité sur la mesuredi dans (31c) peut être interprétée grossièrement
de la manière suivante. Considérons que la mesure de décompose sous la formedi = λ(t)dt + pδ, où λ
est le multiplicateur standard supposé être une fonctionrégulière du temps etp l’amplitude associé à la
mesure de Dirac. L’inégalitédi > 0 revient à imposerλ(t) > 0 presque partout etp > 0 à l’instant du
saut. 
Remarque 6:L’écriture de l’inclusion (29) peut être interprétée comme une écriture des contraintes
unilatérales au niveau des vitesses. Elle apparaı̂t dès lors similaire à un processus de réduction d’index
comme on l’a vu pour les EDA dans la partie I-E. 
C. Décomposition en temps de la dynamique non régulìere
En négligeant les mesures singulières, la mesure différentielledv et la mesure d’impulsiondi peuvent
se décomposer sous la forme suivante
dv = γdt + (v+ − v−)dν,
dr = λdt + pdν,
(32)
où γ est l’accélération standard donnée parq̈ presque partout etdν =
∑
i δti est une somme de mesures de
Dirac supportées aux instantsti. On écrira dans la suitepdν =
∑
i piδti . En injectant la décomposition (32)
dans la dynamique (31), on obtient












0 6 U+(ti) + eU
−(ti) ⊥ pi > 0,
(33)




M(q)γ + F (t, q, v) = G⊤(q) λ,
U = G(q)v,
si g(q) 6 0, alors0 6 U ⊥ λ > 0.
(34)
D. Autres formalismes
En prenant garde à l’écriture des contraintes sur des paramèt es différents des coordonnées généralisées,
le contact unilatéral peut être aussi inclus dans les autres formalismes d’équations du mouvement présentés
dans la partie I. On trouvera dans [2] le cas du formalisme de Newton–Euler. De manière plus générale,




a) q̇ = T (t, q)v,
b) − [M(q)v̇ + F (t, q, v, u)] ∈ T⊤(t, q)NΦ(t)(q),
c) u̇ = d(t, q, v, u, λ).
(35)
L’écriture du processus de rafle équivalent à (30) peut être ´ tendue de la même manière.
E. Le frottement de Coulomb
Comme nous l’avons déjà souligné, l’introduction de loide forces plus élaborées que les simples
contraintes parfaites est difficile dans le formalisme de Lagrange. Pour apporter un sens mécanique à la
description de la liaison, on introduit généralement un repère local au point de contactC noté(C, n, t1, t2)
et la notion de forces de liaisons dans ce repèreR qui se décompose dans le repère local commeR =
RNn + RT avecRT = RT1t1 + RT2t2. De la même manière, la vitesse locale au contact se décompose
commeU = UNn + UT. Des relations cinématiques entre les variables locales au contact et les dérivées
en temps de paramètres donnent
U = G(t, q)q̇ + j(t), (36)
et de manière duale pour les contributions des efforts dansla dynamique
r = G⊤(t, q)R, (37)
qui s’écrit alors
M(q)v̇ + F (t, q, v, u) = T⊤(t, q)r = T⊤(t, q)G⊤(t, q)R. (38)
Le contact unilatéral peut alors être reformulé dans cesvariables locales au contact comme
0 6 gN
∆
= g(q) ⊥ RN > 0, (39)
et en vitesse/impulsion avec la loi d’impact de Newton comme




N ⊥ dIN > 0, (40)
où dIN est la mesure d’impulsion normale dans le repère local.
Le frottement de Coulomb peut quant à lui être exprimé comme :
si gN 6 0,
{
Si UT = 0 alorsR ∈ C
Si UT 6= 0 alors R ∈ ∂C et il existea > 0 tel queRT = −aUT
(41)
où C est le cône de frottement donné parC = {R, | ‖RT‖ 6 µRN} où µ est le coefficient de frottement.
Le frottement peut lui aussi être formulé comme une inclusion dans un cône ou comme une condition de








∈ NC(R) ⇐⇒ C
∗ ∋ Û ⊥ R ∈ C ⇐⇒ −R ∈ NC∗(Û) (42)
où C∗ est le cône dual deC [141].




M(q)v̇ + F (t, q, v) = T⊤(t, q)G⊤(t, q)R
U = G(t, q)T (t, q)v + j(t)
Si g(q) 6 0 alors − R ∈ NC∗(Û) sinonR = 0
(43)
En suivant le travail effectué pour les contrainte unilat´er les et en incluant la loi d’impact de Newton,




M(q)dv + F (t, q, v+)dt = T⊤(t, q)G⊤(t, q)dI
U+ = G(t, q)T (t, q)v+ + j(t), U− = G(t, q)T (t, q)v− + j(t)
Si g(q) 6 0 alors − dI ∈ NC∗(Û+ + eU−N n) sinondI = 0
(44)
Remarque 7:On trouvera dans [2] une écriture plus générique pour de multiples points de contact ainsi
qu’une discussion sur les modèles de frottement de la litt´erature en Mécanique et en Automatique.
IV. I NTÉGRATION EN TEMPS SṔECIFIQUES DE LA DYNAMIQUE NON–RÉGULIÈRE
Dans cette partie, quelques éclairages sont donnés sur l’intégration en temps des systèmes mécaniques
non réguliers. On commencera par introduire deux grandes familles d’intégrateurs dans la partie IV-A
puis nous nous focaliserons dans la partie IV-A.2 sur les schémas à capture d’évènements. Là encore,
nous renvoyons à [2] pour de plus amples détails.
A. Deux grandes classes d’intégrateurs
Deux grandes classes d’intégrateurs en temps peuvent êtrutilisées pour résoudre les systèmes dyna-
miques non réguliers. Les schémas à détection d’évènem ts (event–driven schemes) et les schémas à
capture d’évenements (time–stepping schemes). Les évènem nts sont les instants où l’évolution n’est pas
régulière ; les instant d’impact, de passage de l’adhérence au glissement en sont les principaux exemples.
1) Les sch́emasà détection d’́ev̀enements :Ces schémas sont basés sur l’hypothèse que les évènements
sont bien séparés dans le temps (au moins à la précision machine) et que l’on peut les détecter avec
précision. Le principe d’intégration est alors simple. On intègre la dynamique régulière (34) avec l’un
des intégrateurs présentés dans la partie II entre deux ´evènements et l’on résout les équations d’impact à
l’instant de l’évènement. Les avantages, symbolisés par ⊕ et les inconvénients de ces méthodes symbolisés
par⊖ peuvent être résumés ainsi
⊕ Ordre de précision élevé sur les phases régulières
⊖ Pas de preuve de convergence
⊖ Extrême sensibilité aux seuils numériques de détection d’évènements et de statuts des contacts
⊖ Réduction d’index coûteuse et difficile en particulier pour le contact avec frottement 3D.
⊖ Problème aux accumulations d’événements en temps fini
Pour résumé, ces schémas sont performants pour des syst`emes où le nombre d’évènements est faible et
s’ils sont bien séparés. Bien que le principe soit simple,l’efficacité et la robustesse des codes sont très
difficiles à assurer. On trouvera dans [1], [135] des exempls de mise en œuvre de ces méthodes pour le
contact frottant 2D. Les détails généraux sur le développement de telles méthodes peuvent être trouvés
dans [2, Chapitre 8].
2) Sch́emasà capture d’́ev́enements :Ces schémas sont eux basés sur une intégration directe de
l’IDM (30) ou des formulations équivalentes. Le pas de temps n’est pas choisi en fonction des évènements
mais en fonction de l’erreur locale commise comme dans les schémas classiques pour les systèmes
réguliers. Les avantages et les inconvénients de ces méthod s peuvent être résumés ainsi
⊕ Preuve de convergence [110], [125]–[127].
⊕ Robustesse et stabilité sur des problèmes de grandes taill s
⊕ Intégration des problèmes avec accumulations d’événem ts en temps fini
⊖ Ordre de précision faible (6 1)
Ces schémas sont performants sur des systèmes où le nombre d’évènements est élevé. Bien que l’ordre
soit faible, leur robustesse et leur stabilité permet d’envisager des applications complexes comme les
matériaux granulaires, les chaı̂nes cinématiques avec jeu dans les liaisons,etc. Les deux principaux
schémas de ce type sont dus à Moreau [117]–[119] avec ses ext nsions pour les corps flexibles [92] et à
Paoli et Schatzman [126], [127].
B. Le sch́emaà capture d’́ev́enements de Moreau
Afin de préciser les idées sur la mise en œuvre du schéma de Mor au [117], nous donnons ici sa
formulation en temps discret pour du contact unilatéral enformulation lagrangienne. Considérons une
discrétisation en tempstk ∈ [to, T ], k ∈ {1 . . .N}, le schéma peut s’écrire pour un pas de tempsh =
tk+1 − tk et un ensemble de points de contactI = {1 . . .m} comme


M(qk+θ)(vk+1 − vk) − hF̃k+θ = G
⊤(qk+θ)Pk+1, (45a)
qk+1 = qk + hvk+θ, (45b)
Uk+1 = G(qk+θ) vk+1 (45c)
−Pk+1 ∈ NTIRm
+
(g̃N,k+γ)(Uk+1 + eUk), (45d)
g̃N,k+γ = g(qk) + hγUk, γ ∈ [0, 1]. (45e)
avecθ ∈ [0, 1], γ > 0 et la conventionxk+θ = (1 − θ)xk+1 + θxk. La valeur g̃N,k+γ est une prédiction
des contraintes actives. Le termẽFk+θ représente une discrétisation consistante des efforts appliqués au
système dont le détail peut être trouvé dans [2]. Les ingrédients de base de ce schéma qui en font son
efficacité sont le traitement entièrement implicite des contraintes au niveau des vitesses et l’écriture de
schémas en vitesse/impulsion. En effet, la variablePk+1 approche non pas les multiplicateursλ mais bien





Cette caractéristique permet au schéma de rester consista t lors des impacts. Ce schéma a prouvé son
efficacité sur de nombreuses applications (voir par exempl[4]–[6], [41], [93], [118], [136]–[139], [142],
[169])
C. Ŕesolution du probl̀eme discret en temps
Pour simplifier encore, considérons le problème linéaire correspondant à (45) en supposant que la




Mdv + (Cv+ + Kq)dt = Fext(t) + G
⊤dI,
U = Gv,
Si g(q) 6 0 alors − dI ∈ NC∗(Û+ + eU−N n) sinondI = 0.
(47)






















pour toutα ∈ Ia,k+1
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pour toutα /∈ Ia,k+1
P αk+1 = 0
(48)
en notantIa,k+1 = {α | yk+γ 6 0} ⊂ I l’ensemble des indices des contraintes supposées actives,
M̂ = [M + hθC + h2θ2K] la matrice des itérations etvfree la vitesse libre donnée par
vfree = vk + M̂
−1 [−hCvk − hKqk − h
2θKvk +h [θ(Fext)k+1) + (1 − θ)(Fext)k]] . (49)
Le problème (48) est un problème de complémentarité surun cône du second–ordre. Dans le cas sans
frottement, le problème se ramène à un problème de complé entarité linéaire ou un problème quadratique
convexe. Ces problème classiques en optimisation numérique peuvent être résolus par une grande variété
de méthodes numériques. La plupart des méthodes pour le contact sans frottement ont été étendues pour le
frottement mais la non–convexité du problème reste un challenge majeur pour les algorithmes numériques.
Pour terminer, donnons une liste non exhaustive des algorithmes les plus utilisés pour le contact frottant
– Méthodes de Newton généralisées [9], [53]
– Méthodes de projection/splitting pour les inéquationsvariationnelles [61], [62], [64], [95]
– Méthodes de point fixe sur le seuil de frottement [80], [81], [94]
– Méthodes sur la minimisation d’une fonctionnelle [49]
Une revue des méthodes de résolution de ce problème peut ˆetr rouvée dans [2], [159], [167] et [158].
V. UN EXEMPLE DE MISE EN ŒUVRE ET D’ APPLICATION DANS SICONOS : POURSUITE DE
TRAJECTOIRES AVEC CONTACT ET IMPACT
Nous terminons cet article par la présentation d’un exemplde mise en œuvre des techniques de
simulation des systèmes dynamiques non réguliers grâceau logiciel Siconos et un exemple de poursuite
de trajectoires avec contact et impacts.
A. Siconos : logiciel open–source pour la simulation, l’analyse et la commande des systèmes non ŕeguliers.
Les fonctionnalités de la plate-forme Siconos sont la mod´elisation, l’analyse, la simulation et la coom-
mande des systèmes dynamiques non réguliers. La plate-forme est constituée d’un noyau de modélisation
et de simulation. Les routines numériques (SICONOS/NUMERICS) sont en Fortran 77 et en C pour
des raisons de performance. Cette bibliothèque d’outils numériques est surmontée d’un module en C++
(SICONOS/KERNEL) se chargeant de la modélisation et du pilotage les simulations. L’interface de com-
mande (SICONOS/FRONTEND) en mode expert est en Python. La plate-forme a été mise en œuvre pour
pouvoir satisfaire plusieurs métiers des sciences de l’ingénierie en se basant sur un noyau de simulation
commun et abstrait proche des formulations issues des math´e tiques appliquées. Ce noyau permet de
simuler plusieurs types de systèmes dynamiques non réguliers avec des techniques de calcul différentes. Le
logiciel Siconos est un logiciel open–source distribué sous licence GPL. Pour plus d’informations et pour
son téléchargement, on pourra consulter l’adresse suivante :http://siconos.gforge.inria.fr.
Une liste non exhaustive des fonctionnalités peut être dressée :
– SICONOS/NUMERICS
– Solveurs de complémentarité linéaire et non linéaire
– Solveurs de problème de frottement 3D avec impact par différentes techniques
– Méthodes de Newton généralisées
– SICONOS/KERNEL
– Modélisation des systèmes mécaniques lagrangiens et de Newton-Euler
– Modélisation des systèmes du premier ordre non réguliers (Système de Filippov, de complémentarité
linéaire et non linéaire)
– Simulation par schémas à capture d’évènements et détction d’évènements.
– Gestion des entrées/Sorties pour la commande (Actionneurs et Capteurs)
– SICONOS/FRONTEND
– Interface Python auto–générée
– Interface partielle pour Matlab et Scilab
– SICONOS/EXAMPLES
– Exemples de Mécanique et de Robotique simple (bras manipul teurs)
– Exemples d’́Electronique
Pour une présentation plus détaillée de la plate–forme,on renvoie à [8] et [2].
B. Poursuite de trajectoires avec contact et impact
A titre d’exemple, la mise en œuvre de la simulation d’une loide commande commutée basée sur la
commande passive des systèmes est illustrée dans cette partie. On considère un manipulateur simple à
deux degrés de libertés décrit dans la figure 1(a). La trajectoire désirée est un demi arc de cercle pendant
la phase libre et une phase de contact maintenu sur le planOY suivant le diamètre du demi cercle. La
commande est basée sur une approche normale de la contrainte avec une accumulation finie d’impacts pour
réaliser la stabilisation sur la surface. Pour des détails sur la conception et l’analyse de cette commande,
on pourra consulter [39], [111], [112].
La simulation a été réalisée dans Siconos avec le schéma de Moreau pour prendre en compte l’accu-

























(a) Manipulateur planaire à deux degrés de libertés
y = q1 γ1 = 4γ1 = 8
γ1 = 32
x = q2







10−3s 10−4s 10−5s 10−6s
0.2 ni = 3 ni = 5 ni = 6 ni = 8
0.5 ni = 6 ni = 9 ni = 12 ni = 16
0.7 ni = 9 ni = 16 ni = 23 ni = 29
0.9 ni = 23 ni = 40 ni = 64 ni = 81
0.95 ni = 32 ni = 67 ni = 108 ni = 161
TABLE I
NOMBRE D’ IMPACT SIMULÉ EN FONCTION DU PAS DE TEMPS ET DU COEFFICIENT DE RESTITUTION
titre illustratif le nombre d’impact simulés en fonction du pas temps et du coefficient de restitution dans
le tableau I.
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