Abstract-The focus of this paper is on the problem of Haar-like feature selection and classification for vehicle detection. Haar-like features are particularly attractive for vehicle detection because they form a compact representation, encode edge and structural information, capture information from multiple scales, and especially can be computed efficiently. Due to the large-scale nature of the Haar-like feature pool, we present a rapid and effective feature selection method via AdaBoost by combining a sample's feature value with its class label. Our approach is analyzed theoretically and empirically to show its efficiency. Then, an improved normalization algorithm for the selected feature values is designed to reduce the intra-class difference, while increasing the inter-class variability. Experimental results demonstrate that the proposed approaches not only speed up the feature selection process with AdaBoost, but also yield better detection performance than the state-of-the-art methods.
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Digital Object Identifier 10.1109/TCSVT.2014.2358031 this field: 1) the startling losses both in human lives and finance caused by vehicle accidents; 2) the availability of feasible technologies accumulated within the last 40 years of computer vision research; and 3) the exponential growth in processor speeds that have paved the way for running computation-intensive video-processing algorithms even on a low-end PC in real time. On-board vehicle detection systems have high computational requirements as they need to process the acquired images in real time or close to real time for instant driver reaction. Searching the whole image to locate potential vehicle locations is prohibitive for real-time applications. The majority of methods reported in the literature follow two basic steps: 1) hypothesis generation (HG) where the locations of possible vehicles in an image are hypothesized and 2) hypothesis verification (HV) where tests are performed to verify the presence of vehicles in an image (Fig. 1) . The input to the HV step is the set of hypothesized locations from the HG step. During HV, tests are performed to verify the correctness of a hypothesis. Approaches to HV can be classified mainly into two categories: 1) template based and 2) appearance based. Template-based methods use predefined patterns from the vehicle class and perform correlation. Appearance-based methods, which are also called machine learning methods, on the other hand, learn the characteristics of the vehicle class from a set of training images that should capture the variability in vehicle appearance. Usually, the variability of the nonvehicle class is also modeled to improve the performance.
The HV step acts as an important role for vehicle detection. Template-based methods need to use thousands of predefined patterns of the vehicle class and perform correlation between the test image and the template, which makes them time consuming. In addition, template-based methods are sensitive to the varying background (e.g., buildings, bridges, and guardrails). Therefore, the appearance-based validation approaches have become more attractive. There are at least two fundamental challenges faced by the appearance-based validation methods: 1) processing time and 2) accuracy.
In this paper, we focus on the investigation of the appearance-based validation approaches to HV. Seeking the solutions to boost the vehicle detection accuracy and reduce the false alarm rate while considering the real time, we propose a machine learning algorithm based on Haar-like features and support vector machine (SVM). Specifically, we first design a Haar-like features extraction method to represent a vehicle's edges and structures, and then propose a rapid feature selection algorithm using AdaBoost due to the large pool of Haar-like features. Finally, we present an improved normalization method for feature values. Experimental results demonstrate that the proposed approaches not only speedup the feature selection process with AdaBoost, but also outperform the state-of-the-art methods in terms of classification ability.
The rest of this paper is organized as follows. In Section II, we review the related work for vehicle detection using appearance-based approaches. In Section III, we present an algorithm for computing Haar-like features. A fast feature selection method based on AdaBoost is reported in Section IV. Section V gives an introduction of SVMs and introduces an improved normalization method for the original feature values, while training SVM. The experimental results and analysis are described in Section VI. Finally, the conclusion is drawn in Section VII.
II. RELATED WORK
Machine learning methods are becoming increasingly popular for their high performance, good robustness, and easy operation, which have been applied to many fields (such as image retrieval, image annotation, visual recognition, and vehicle detection) [1] - [4] . The HV using machine learning methods is treated as a two-class pattern classification problem: vehicle versus nonvehicle. In general, machine learning methods consist of two processes: 1) feature representation and 2) classification.
A. Feature Representation
Given the huge intra-class variabilities of the vehicle class, one feasible approach is to learn the decision boundary based on training a classifier using the feature sets extracted from a training set. Various feature extraction methods have been investigated in the context of vehicle detection. Based on the method used, the features extracted can be classified as either global or local.
Global features are obtained by considering all the pixels in an image. Usually dimensionality reduction techniques [5] , [6] are required for the high-dimensional features. Wu and Zhang [7] used standard principal component analysis (PCA) for feature extraction, together with a nearest-neighbor classifier, reporting an 89% accuracy on a vehicle data set. However, their evaluation database was quite small (93 vehicle images and 134 nonvehicle images), which makes it difficult to draw any useful conclusions. Although detection schemes based on global features such as those described in [7] - [13] perform reasonably well, an inherent problem with global feature extraction approaches is that they are sensitive to local or global image variations (e.g., viewpoint changes, illumination changes, and partial occlusion).
Local features, on the other hand, are less sensitive to the effects faced by global features. In addition, geometric information and constraints in the configuration of different local features can be utilized either explicitly or implicitly. An overcomplete dictionary of Haar wavelet features was utilized in [14] for vehicle detection. They argued that this representation provided a richer model and spatial resolution and that it was more suitable for capturing complex patterns. Sun et al. [15] went one step further by arguing that the actual values of the wavelet coefficients are not very important for vehicle detection. They proposed using quantized coefficients to improve detection performance. Using Gabor filters for vehicle feature extraction was investigated in [16] . Gabor filters [17] provide a mechanism for obtaining orientation and scale related features. The hypothesized vehicle subimages were divided into nine overlapping subwindows, and then Gabor filters were applied on each subwindow separately. Furthermore, Sun et al. [18] combined Haar wavelet with Gabor features to describe the properties of a vehicle. Scale invariant feature transform features [19] were used in [20] to detect the rear faces of vehicles. In [21] , the histogram of oriented gradients (HOGs) features were extracted in a given image patch for vehicle detection. In [22] , a combination of speeded up robust features [23] and edges was used to detect vehicles in the blind spot.
The main drawback of the above local features is that they are quite slow to compute. In recent years, there has been a transition from complex image features such as Gabor filters and HOG to simpler and efficient feature sets for vehicle detection. Haar-like features are sensitive to vertical, horizontal, and symmetric structures, and they can be computed efficiently, making them well suited for real-time detection of vehicles [24] , also demonstrated by their good performance in the object detection literature [25] - [27] . Accordingly, we choose Haar-like features as the feature representation for our vehicle detection system.
B. Classification
Classification can be broadly split into two categories: 1) discriminative and 2) generative methods. Discriminative classifiers, which learn a decision boundary between two classes, have been more widely used in vehicle detection. Generative classifiers, which learn the underlying distribution of a given class, have been less common in the vehicle detection literature. While in [28] and [29] , artificial neural network classifiers were used for vehicle detection, they have recently fallen somewhat out of favor. Neural networks have many parameters to tune, and the training tends to converge to a local optimum. The research community has moved toward classifiers whose training converges to a global optimum over the training set, such as SVMs and AdaBoost. The SVMs have been widely used for vehicle detection. In [30] and [31] , SVM was used to classify feature vectors consisting of Haar wavelet coefficients. The combination of HOG features and the SVM classifier has been also used in [28] , [32] , and [33] . The HOG-SVM formulation was extended to detect and calculate vehicle orientation using multiplicative kernels in [34] . Edge features were classified for vehicle detection using SVM in [35] and [36] . In [37] , vehicles were detected using Haar and Gabor features, using SVM for classification. AdaBoost has been also widely used for classification, largely owing to its integration with cascade classification in [25] . In [38] , AdaBoost was used for detecting vehicles based on symmetry feature scores. In [39] , edge features were classified using AdaBoost. The combination of Haar-like feature extraction and AdaBoost classification has been used to detect rear faces of vehicles in [40] - [44] .
In addition, Szegedy et al. [45] defined a multiscale inference procedure that is able to produce high-resolution object detectors based on deep neural networks (DNNs).
Compared with the popular AdaBoost classifiers, SVM is slower in the test stage. However, the training of SVM is much faster than that of AdaBoost classifiers. Similarly, although DNNs can yield strong results for object detection, these results come at heavy computational costs during training. Therefore, we choose SVM as the classifier in this paper.
III. HAAR-LIKE FEATURE EXTRACTION
Rather than using pixels, Viola and Jones [25] - [27] used simple Haar feature prototypes to extract features to encode an image patch for human face detection (the first row of Fig. 2 ). To further lower the false alarm rate at a given hit rate, Lienhart et al. [46] , [47] introduced new Haar feature prototypes by rotating these simple ones by 45°(the second row of Fig. 2) , and the results proved to be effective. Hence, we take all of these simple and rotated prototypes. In addition, we speed up the feature extraction procedure using an intermediate representation for the image patch-integral image (see [25] for details). Fig. 3 gives a few examples of Haar-like features for the description of a vehicle's appearance [24] . For a given image, the region of interest (ROI), i.e., the vehicle region, is segmented using shadow, symmetry, and aspect ratio information according to [30] and [31] . Considering the property of the structure of a vehicle, we add the diagonal features which are described in [46] and [47] , and the whole Haar-like feature pool we deploy is summarized in Table I . The procedure for computing the Haar-like feature pool is shown in Algorithm 1.
IV. FEATURE SELECTION
The scale of the obtained Haar-like feature pool is far more than the pixels of a 32 × 32 gray scale image. Even though each feature can be quickly computed, the whole process is still quite time consuming. Only a few features among them play an important role for classification, which can be regarded as key features. The AdaBoost algorithm is an effective way to select these key features. The traditional feature selection and the proposed one via AdaBoost are detailed, respectively, as follows.
A. Traditional Feature Selection
The traditional feature selection process with the AdaBoost algorithm is illustrated in Algorithm 2 according to [48] .
From Algorithm 2, we can find that the time of feature selection is mostly consumed on finding the weak classifiers. In general, at each iteration, generating weak classifiers consists of three stages considering each feature: 1) generate the latent classification locations; 2) compute the classification error on each latent classification location; and 3) select the best classifier (weak classifier) that has the lowest error.
Algorithm 2
. . , n where n is the size of the training set 2) x i denotes the feature vector of the ith sample 3) y i denotes the class label of the ith sample 4) X denotes the feature space Begin 1) Initialize weights: w 1 (i) = 1/n i = 1, 2, . . . , n 2) H = null // // Key feature set 3) For t = 1 to T (1) Normalize the weights:
For each feature j , train a weak classifier f j .
The error ε j of a classifier f j is evaluated as follows:
where κ(
B. Proposed Feature Selection
The difference between the proposed feature selection method and the traditional one lies in stage (1): the traditional method only uses the feature values to generate the latent classification locations, and the proposed approach generates the latent classification locations by combining the feature values with their class labels. Without loss of generality, Fig. 4 shows an example of the difference between the two methods for the given ten feature values.
For the traditional method, it uses the exhaustive method to generate the latent classification locations. Specifically, it takes the middle location of every two adjacent feature values as the latent classification location, whereas the proposed method takes the class labels into account, i.e., only the middle location of the two adjacent feature values with different labels is considered as the latent classification location.
C. Theoretical Analysis for the Proposed Approach
In Section IV-B, we have presented the proposed feature selection method that combines the feature values with their class labels. In this section, we theoretically analyze our approach in terms of the property of the class labels. For convenience, we assume l is the latent classification location, and the classification results of the left of l are λ(λ ∈ {−1, +1}); on the contrary, the results of the right of l are −λ, and the classification error ε can be computed as
where w j is the j th sample's weight, f (x j ) ∈ {−1, +1} is the classification result on the j th sample, and y j ∈ {−1, +1} is the real class label of the j th sample. Therefore
As w j and y j are known, 
Let us discuss the different cases of λ.
Therefore, finding min (ε) is to compute max( 
Therefore, finding min(ε) is to compute min( The above analysis demonstrates that our proposed feature selection method by combining feature values with their class labels is reasonable and effective.
D. Scalability
According to the above theoretical analysis, the scalability of the proposed approach is further shown in Fig. 5 -the traditional feature selection method need to compute the classification errors of 19 latent classification locations, while the proposed method computes the classification errors of only three latent classification locations, which saves much training time. The larger scale the training data set is, the more consumed training time the proposed approach saves. Therefore, the proposed method would be more advantageous for a larger number of training samples.
V. SVM CLASSIFIER
The SVMs are primarily two-class classifiers that have been shown to be an attractive and more systematic approach to learning linear or nonlinear decision boundaries [49] , [50] . If the training examples from two classes cause the two classes' margin to be maximal, then the classification hyperplane satisfies
where x, x i ∈ n are n-dimensional input feature vectors, m is the number of examples, y i ∈ {−1, +1} is the label of the i th example, and k(x, x i ) is a kernel function. We use the radial basis function (RBF) as the kernel function which is defined as
A. Data Normalization
Data normalization is an essential step for most object detection algorithms that learn the statistical characteristics of attributes extracted from the object images, which can effectively reduce the within-class variation and increase the between-class variability. Data normalization is to scale the The normalized feature vector set:
values of each continuous attributes into a well-proportioned range such that the effect of one attribute cannot dominate the others. A statistical normalization method was used in [51] and [52] to convert the data into a standard normal distribution, while a min-max normalization method was adopted in [53] to directly convert the data into a range of 0 and 1. The statistical normalization is defined as
where μ is the mean of n values for a given attribute, and σ is its standard deviation. However, using the statistical normalization, the data set should follow a Normal distribution. The min-max normalization is defined as
Normally, x i is set to zero if the maximum is equal to the minimum. However, the min-max normalization method is sensitive to the lighting condition if it is directly used to the image data.
To overcome the problem faced by the min-max normalization, we present an improved normalization algorithm based on the min-max normalization method. The main idea follows this observation: the actual feature values are not very important for vehicle detection. The magnitudes indicate local oriented intensity differences, and this information could be very different even for the same vehicle under different lighting conditions. The proposed method first computes the magnitudes of the obtained feature values, which is the main difference from the traditional methods, and then normalizes the magnitudes to [0, 1] using the min-max method. The detailed process is presented in Algorithm 3.
B. Training Process
After performing the improved normalization operation, all feature values are normalized to [0, 1]. Then, the normalized feature vector set is used to train the RBF-SVM classifier with cross-validation to select the optimal parameters σ and C.
C. Testing Process
For a given test ROI image patch, we first normalize it to a 32 × 32 grayscale patch, and then compute the feature values according to the selected Haar-like features and normalize the feature values to [0, 1] according to the improved normalization algorithm shown in Algorithm 3. Finally, we construct the normalized feature values to a vector and input it to the trained RBF-SVM classifier, and then obtain the classification result.
VI. EXPERIMENTAL RESULTS AND ANALYSIS
To evaluate the proposed approaches, we apply them to a monocular vision-based detection system for static rear-vehicle images. This system includes two modules. The first module aims to segment ROIs accurately according to [30] and [31] . The second module, which is the focus of this paper, performs classification on the ROIs. Vehicle existence validation is a two-class pattern classification problem: vehicle versus nonvehicle.
Different videos recorded by a camera mounted on a vehicle are collected for evaluating the presented algorithms, and the videos are taken on different daytime scenes, including highway, urban common road, urban narrow road, and so on. Some roads are covered with japanning, smear, and so on. At the first stage, 23 687 samples from the same videos were collected for training and testing, and 17 647 samples were selected randomly for training, including 8 774 vehicle samples (positive samples) and 8873 nonvehicle samples (negative samples), and the remaining 6040 samples (denoted as Test data I) for testing that include 4266 vehicle samples and 1774 nonvehicle samples. At the second stage, 29 698 samples from different videos with the samples at the first stage were collected for only testing (denoted as Test data II), which include 7901 vehicle samples (positive samples) and 4602 nonvehicle samples (negative samples). The vehicle samples at both the first stage and the second stage include various kinds of vehicles, such as cars, trucks, and buses as well as different colors, such as red, blue, black, gray, and white. Furthermore, the vehicle samples include both vehicles near the vehicle mounted with the camera and those that are far. The nonvehicle samples at both stages include roads, buildings, green plants, advertisement boards, bridges, traffic signs, guardrails, and so on. Fig. 6 shows some training examples of vehicle and nonvehicle images, and Fig. 7 shows some test examples of vehicle and nonvehicle images at the second stage.
To evaluate the performance of the approaches, the true positive rate (or vehicle detection rate) t p and false positive rate f p were recorded. They are defined in (10) where N TP , N FP , N TN , and N FN are the numbers of the objects identified as true positives, false positives, true negatives, and false negatives, respectively. Three experiments are conducted on a PC [CPU: Intel Core2 2.13 GHZ, memory: 2 GB, operating system: Windows 7, implementation: MATLAB 2012b]. The first experiment aims to validate the performance in classification accuracy of the proposed machine learning method compared with the state-of-the-art ones that perform reasonably well in vehicle classification and for which the code can be obtained or reproduced according to the original papers. The second experiment compares the designed normalization algorithm for the feature vector set to other normalization methods. The third experiment aims to validate the time efficiency of the proposed feature selection algorithm with the AdaBoost compared with the state-of-the-art selection algorithms and the traditional one. All ROIs are normalized to 32 × 32 grayscale image patches.
In the first experiment, since different data sets will induce different optimal parameters for feature extraction methods and classifiers, we select the optimal parameters in terms of the classification ability. For the feature extraction of PCA [7] , we choose the first 79 eigenvectors associated with the first 79 biggest eigenvalues that generate the best classification accuracy. For the feature extraction of Gabor [16] , we select six angles and four orientations. For the feature extraction of wavelet, we select the simplest Haar wavelet and perform a 6-level decomposition, and then remove the HH part of the first level according to [15] . For the feature extraction of the Gabor combining with wavelet according to [18] , the computation of the Gabor features is similar to [16] and the wavelet features is similar to [15] . For the extraction of Haar-like features, 57 519 features were obtained from each 32 × 32 grayscale image patch [24] . While training the RBF-SVM classifier, we use fivefold cross-validation to select the best parameters σ and C. While training the cascaded AdaBoost, the vehicle detection accuracy ratio is required to be not <99.9% and the false alarm (classify non-vehicle to vehicle) ratio is not >50% at the current stage, and the false alarm (classify nonvehicle to vehicle) ratio of the cascaded classifier is required to be not >10%, and we select the classifier with the best performance by applying fivefold crossvalidation. While selecting Haar-like features with AdaBoost, we select features by choosing the classifier with the best performance through applying fivefold cross-validation and select 600 features from 57 519 features. Table II shows the evaluation results. Fig. 8 shows the receiver operating characteristic curves (ROCs) of the seven vehicle detection methods on Test data II.
In addition, two public image data sets are also used to evaluate the above machine learning methods. As shown in Table III TABLE III  TWO PUBLIC TESTING DATABASES   TABLE IV  EVALUATION RESULTS ON THE TWO PUBLIC shot against diverse background scenes with different lighting conditions and degrees of occlusion. Table IV shows the evaluation results.
In the second experiment, we use three schemes: 1) the statistical normalization [51] , [52] ; 2) min-max normalization [53] ; and 3) our proposed method to normalize the data. The normalized data as well as the original data are then fed into the RBF-SVM classifier for training and testing. With different attribute normalization schemes, the overall detection results are shown in Figs. 9 and 10 .
In the third experiment, we compare the proposed rapid feature selection algorithm with that in [55] and the traditional one. We conduct the experiment in five random trials. In each trial, we randomly divided the training sample set into five subsets and perform fivefold cross-validation. Table V shows the mean time as well as the variance of the three methods. [46] and [47] , but the false positive rate ( f p ) of the proposed algorithm is 7.84% lower than that achieved by the method in the literatures. From Fig. 8 , one can conclude that the proposed algorithm shows the best performance among all methods.
From Table IV , one can conclude that the proposed algorithm shows its superiority on the two public data sets compared with the other methods. In Table IV , all methods have better classification results on MIT CBCL than on the Caltech rear-viewed vehicle data set, because most of the vehicle images in MIT CBCL are frontal-viewed vehicles that are more similar to our training samples in distribution.
From Figs. 9 and 10, one can conclude that, compared with the original data, attribute normalization improves the classification performance significantly, and compared with the other two popular normalization methods in vehicle detection, our improved normalization algorithm is the best choice for RBF-SVM classifier on both Test data I and Test data II. The original data is sensitive to the illumination and easily dominated by the too big attribute values in classification, and the statistical normalization method requires that the attribute data should follow a normal distribution, which is not always satisfied in real applications. Although the min-max normalization directly used on the original attribute data overcomes the domination of the too big attribute values in classification, it is still sensitive to illumination. The improved normalization method overcomes the above two problems.
From the evaluation in Tables II and IV , it can be observed that the improvement achieved using the proposed system is only slightly better than that of the state-of-the-art methods. That is because those methods can learn sufficient knowledge from the large scale training data set effectively and present good performance. The enhanced performance of the proposed system is due to its use of all types of Haar-like features, which improves the tolerance of the vehicle validation process toward geometric variance and partial occlusion, and its application of improved attribute normalization, which reduces the intraclass differences, while increasing the inter-class variability and makes the validation process easier.
From Table V , one can conclude that the proposed feature selection method saves more than 15 h in training time than from the traditional one, and saves more than 5 h compared with the method that relies on the forward feature selection (FFS) algorithm to speed up the feature selection with AdaBoost [55] , leading to a more efficient feature selection process.
VII. CONCLUSION
In this paper, we have proposed a solution based on Haar-like features and RBF-SVM for vehicle detection. First, due to the huge pool of Haar-like features, a fast feature selection algorithm via AdaBoost has been proposed by combining a sample's feature value with its class label. Then, an improved normalization algorithm for feature values has been presented, which can effectively reduce the within-class variation and increase the between-class variability. The experimental results show that the proposed approaches not only speeded up the feature selection process, but also showed superiority in vehicle classification ability compared with the state-of-the-art methods.
