In naturalistic behaviour, the affective states of a person change at a rate much slower than the typical rate at which video or audio is recorded (e.g. 25fps for video). Hence, there is a high probability that consecutive recorded instants of expressions represent a same affective content. In this paper, a multi-stage automatic affective expression recognition system is proposed which uses Hidden Markov Models (HMMs) to take into account this temporal relationship and finalize the classification process. The hidden states of the HMMs are associated with the levels of affective dimensions to convert the classification problem into a best path finding problem in HMM. The system was tested on the audio data of the Audio/Visual Emotion Challenge (AVEC) datasets showing performance significantly above that of a one-stage classification system that does not take into account the temporal relationship, as well as above the baseline set provided by this Challenge. Due to the generality of the approach, this system could be applied to other types of affective modalities.
Introduction
In the affective computing field [12] , various studies have been carried out to create systems that can recognize the affective states of their user by analyzing their vocal [1] , facial [11] [17] , and body expressions [4] , and even their physiological changes [6] . Most of the work has been carried out on acted or stereotypical expressions. More recently, there has been an increasing need to move towards naturalistic expressions in order to create systems that can interact with people in their everyday life. Naturalistic expressions, differently from acted ones, change slowly as a person interacts with the environment. The AVEC challenge [13] provides a unique dataset of naturalistic audio and facial expressions to help address this issue. These data have been recorded at a high sampling rate making it possible to capture and analyze the slow transition between affective expressions. The strong relationship between consecutive units (e.g., frames in The original version of this chapter was revised. An erratum for this chapter can be found at: http://dx.doi.org/10.1007/978-3-642-24571-8_75 a video, utterance in a vocal expression) is an important source of information on the basis of which to decide what expression the unit belongs to.
In this paper, we propose to use Hidden Markov Models (HMM) to model this spontaneous process and create a system that is able to recognize the affective content of the expression. Whilst the proposed approach is general, in this paper we test it on the audio dataset in which the units of expression are the way verbal words are expressed. The AVEC dataset uses binary affective dimension levels to label each expression unit, however, our approach can be extended to deal with a larger set of discrete states.
Related Work
Our work is not the first work to propose to exploit the temporal relationship existing between recorded observations. Several methods have been proposed for building automatic affective expressions recognition systems from audio and video, with interesting results.
Long Short-Term Memory (LSTM) Recurrent Neural Networks have been successfully used for modelling the relationship between observations [15] [2] [9] [16] . Wöllmer et al. [15] first proposed a method based on LSTM recurrent neural networks for continuous emotion recognition that included modelling of long-range dependencies between observations. This method outperformed techniques such as Support Vector Regression (SVR). Eyben et al. [2] used it for audiovisual classification of vocal outbursts in human conversation and the results showed significant improvements over a static approach based on Support Vector Machines (SVM). Nicolaou et al. [9] also used LSTM networks to outperform SVR due to their ability to learn past and future contexts. Wöllmer et al. [16] used Bidirectional Long Short-Term Memory (BLSTM) networks to exploit long-range contextual information for modelling the evolution of emotions within a conversation.
Eyben et al.
[3] proposed a string-based prediction model and multi-model fusion of verbal and nonverbal behavioral events for the automatic prediction of human affect in a continuous dimensional space. Recently, Nicolaou et al. [8] described a dimensional and continuous prediction method for emotions from naturalistic facial expression that augments the traditional output-associative relevance vector machine regression framework by learning non-linear input and output dependencies inherent to the affective data.
HMM is another method typically used to model processes characterized by temporal relationships. Nwe et al.
[10] used a four-state fully connected HMM to recognize six archetypical emotions from speech, obtaining recognition performance comparable to subjective observers' ratings. A study by Lee et al. [5] showed that HMMs produce more interesting results when the modelling is not performed at the level of the emotional expression but at the level of the units composing them (phonemes in their case). In this paper, we propose to exploit HMMs to classify units of emotional expressions according to levels of affective dimensions. Differently from previous work, we propose to use the HMMs in a
