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J.F. Horty and M.E. Pollack, Evaluating new options in the context of existing plans
This paper contributes to the foundations of a theory of rational choice for artificial agents in
dynamic environments. Our work is developed within a theoretical framework, originally due to
Bratman, that models resource-bounded agents as operating against the background of some current
set of intentions, which helps to frame their subsequent reasoning. In contrast to the standard theory
of rational choice, where options are evaluated in isolation, we therefore provide an analysis of
situations in which the options presented to an agent are evaluated against a background context
provided by the agent’s current plans—commitments to future activities, which may themselves be
only partially specified. The interactions between the new options and the background context can
complicate the task of evaluating the option, rendering it either more or less desirable in context than
it would have been in isolation.  2001 Published by Elsevier Science B.V.
C.-T. Leung and T.W.S. Chow, Least third-order cumulant method with adaptive
regularization parameter selection for neural networks
This paper introduces an interesting property of the least third-order cumulant objective function.
The property is that the solution is optimal when the gradients of Mean Squares error and third-order
cumulant error are zero vectors. The optimal solutions are independent of the value of regularization
parameter λ. Also, an adaptive regularization parameter selection method is derived to control the
convergences of Mean Squares error and the cumulant error terms. The proposed selection method
is able to tunnel through the sub-optimal solutions, of which the locations are controllable, via
changing the value of the regularization parameter. Consequently, the least third-order cumulant
method with the adaptive regularization parameter selection method is theoretically capable of
estimating an optimal solution when it is applied to regression problems.  2001 Published by
Elsevier Science B.V.
T. Horváth and G. Turán, Learning logic programs with structured background
knowledge
The efficient learnability of restricted classes of logic programs is studied in the PAC framework
of computational learning theory. We develop the product homomorphism method, which gives
polynomial PAC learning algorithms for a nonrecursive Horn clause with function-free ground
background knowledge, if the background knowledge satisfies some structural properties. The
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method is based on a characterization of the concept that corresponds to the relative least general
generalization of a set of positive examples with respect to the background knowledge. The
characterization is formulated in terms of products and homomorphisms. In the applications this
characterization is turned into an explicit combinatorial description, which is then translated into the
language of nonrecursive Horn clauses. We show that a nonrecursive Horn clause is polynomially
PAC-learnable if there is a single binary background predicate and the ground atoms in the
background knowledge form a forest. If the ground atoms in the background knowledge form a
disjoint union of cycles then the situation is different, as the shortest consistent hypothesis may have
exponential size. In this case polynomial PAC-learnability holds if a different representation language
is used. We also consider the complexity of hypothesis finding for multiple clauses in some restricted
cases.  2001 Published by Elsevier Science B.V.
P.C.R. Lane and F. Gobet, Simple environments fail as illustrations of intelligence:
A review of R. Pfeifer and C. Scheier, Understanding Intelligence
C. Ghidini and F. Giunchiglia, Local models semantics, or Contextual Reasoning =
Locality + Compatibility
In this paper we present a new semantics, called Local Models Semantics, and use it to provide
a foundation to reasoning with contexts. This semantics captures and makes precise the two main
intuitions underlying contextual reasoning: (i) reasoning is mainly local and uses only part of what
is potentially available (e.g., what is known, the available inference procedures), this part is what
we call context (of reasoning); however (ii) there is compatibility among the reasoning performed
in different contexts. We validate our semantics by formalizing two important forms of contextual
reasoning: reasoning with viewpoints and reasoning about belief.  2001 Elsevier Science B.V. All
rights reserved.
M. Bode, O. Freyd, J. Fisher, F.-J. Niedernostheide and H.-J. Schulze, Hybrid
hardware for a highly parallel search in the context of learning classifiers
F. Lin, On strongest necessary and weakest sufficient conditions
S. Staab, From temporal relations to non-binary ones and back
