Abstract. We define a non-absolutely convergent integration on integral currents of dimension 1 in Euclidean space. This integral is closely related to the Henstock-Kurzweil and Pfeffer Integrals. Using it, we prove a generalized Fundamental Theorem of Calculus on these currents. A detailed presentation of Henstock-Kurzweil Integration is given in order to make the paper accessible to nonspecialists.
Introduction
The goal of this paper is to give a comprehensive presentation of an integration method for functions defined on the support of an integral current of dimension 1 in Euclidean spaces. This method is inspired from the Henstock-Kurzweil (HK) and Pfeffer Integrals [15, 12, 23] , and tailored for the study of the Fundamental Theorem of Calculus. The HK Integral is a variant of the Riemann Integral, yet it is more general than the Lebesgue Integral -all Lebesgue integrable functions are HK integrable -but non absolutely convergent: there exist functions which are HK integrable, while their absolute value is not; in the same way that the series k (−1) k k −1 converges, while k k −1 does not. For functions defined on a bounded interval [ a, b ] , the Fundamental Theorem of Calculus of HK integration is Theorem 1.1. Let f : [ a, b ] → R be a continuous function which is differentiable everywhere, then its derivative f is HK integrable on [ a, b ] and there holds:
Note that some other integration methods have been defined which also satisfy Theorem 1.1 in particular a "minimal" theory in [3] . It is also interesting to note that a small variation in the definition of the HK integral yields the Mac Shane Integral [19] which is equivalent to the Lebesgue Integral on an interval.
The Riemann-like formulation of the HK integral makes it straightforward to allow for singularities in the above theorem: if f is only differentiable at all but countably many points of [ a, b ] , the result still holds. This statement is in some sense optimal. Indeed, as shown by Z. Zahorsky in [30] , the set of non-differentiability points of a continuous function is a countable union of G δ sets. In particular, if it is uncountable, it must contain a Cantor subset by [21, Lemma 5.1] . Finally, to any Cantor subset of an interval having zero Lebesgue measure, one can associate a "Devil's Staircase" which has derivative equal to 0 almost everywhere and is non constant.
However, the differentiability condition can be relaxed and replaced by a pointwise Lipschitz condition. Thus a more general statement is Natural extensions of the Fundamental Theorem of Calculus include the Gauss Green (or Divergence) Theorem and Stokes' Theorem. For the former in bounded sets of finite perimeter an integral has been developped by W. F. Pfeffer in [23] , after works of J. Mawhin [18] and J. Mařìk [17] . The results extend naturally to Stokes' Theorem on smooth oriented manifolds.
For singular varieties, an integral adapted to Stokes' Theorem has been defined by the author on certain types of integral currents in Euclidean spaces [13, 14] . We present here the content of the second chapter of the author's thesis, where we focus on one dimensional integral currents. These are treated in a different way as they can be decomposed into a countable family of curves. We thus define an integral closer to the Henstock-Kurzweil one, which we call the HKP Integral. Given a current T , the set Indec(T ) consists of all the points of spt T which are in the support of an indecomposable piece of T (see Sections 3 and 4 for the notations). Our main result is the following: Theorem 1.3 (Fundamental Theorem of Calculus). Let T be a fixed integral current of dimension 1 in R n , and u be a continuous function on spt T . Suppose that u is pointwise Lipschitz at all but countably many points in Indec(T ) and that u is differentiable T almost everywhere, then x → Du(x), − → T (x) is HKP integrable on T and (∂T )(u) = (HKP )
This theorem is equivalent to Theorem 1.2 when T represents an interval.
Summary of the paper. In Section 2, we define the Integral of Henstock and Kurzweil and its main properties along with schemes of proofs of the main theorems. We also give an equivalent definition of integrability -inspired from the Pfeffer Integral -which will be useful in the sequel. It is important to note that the Pfeffer Integral is not equivalent to the HK Integral.
In Section 3, we recall the definition of integral currents of dimension 1 in Euclidean spaces and define the main ingredients of HKP integration: pieces of a current and functions on the space of pieces of a current, we also study the derivation of these functions (following Federer [9, 2.9] ). Section 4 contains the definition of HKP integration and the proof of its main properties, as well as the proof of Theorem 1.3.
Possible generalizations. First we could ask if u can be allowed to be discontinuous (yet bounded) outside of the density set of T . Proposition 3.5 and Example 2.12 show that this is not straighforward.
A natural question would be whether Theorem 1.3 could be generalized to normal currents in Euclidean spaces. Indeed, normal currents of dimension 1 also admit a decomposition into lipschitz curves. More precisely, by a Theorem of S. K. Smirnov [27] , a current T of dimension 1, with finite mass and finite boundary mass in R n can be written
where µ is a finite measure on the space of Lipschitz curves. However, there is no a priori constraint on the measure µ: it can certainly have a higher dimensional behavior. It is therefore impossible to work with countable sums of pieces and one would probably need another notion of piece of a normal current to follow the same plan as here. Recall that Fubini-type arguments do not work well with non-absolutely convergent integrals, as shown in [24, Section 11.1] , which indicates at the very least that one should be careful here. Note also that the space of curves, on which we would have to integrate is far from Euclidean. Another natural idea would be to consider integral currents of dimension 1 in Banach spaces or complete metric spaces, following [1] or [7] . The same strategy should work overall, although I do not know if the result can be attained in the same generality.
Finally I would like to mention that there are works on integration on more fractal objects with different methods [29, 11, 31] .
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The integral of Kurzweil and Henstock

Definition and classical properties.
A nonnegative function defined on a set E ⊆ R is called a gauge if its zero set is countable. In the classical definition of the Henstock-Kurzweil Integral, gauges are always positive, but for our purpose it makes sense to allow the gauge to take the value zero in a countable set. A tagged family
The body of a family P is the union denoted by [P] of all the intervals in P. A tagged partition in [ a, b ] is a tagged family whose body is [ a, b ] . If δ is a gauge on [ a, b ], we say that a tagged family (or a tagged partition) is δ-fine, when for all j, b j − a j < δ(x j ). In particular, there holds δ(x j ) > 0, for all j.
In the following, we will write σ(f, P) for the sum on the left hand side, whenever P is a tagged family. If α as above exists, we denote it by (HK) b a f . This definition is well posed as a consequence of the following key result.
Lemma 2.2 (Cousin's Lemma).
If I is a closed bounded interval and δ is a positive gauge on I, then a δ-fine tagged partition of I exists.
Proof. Suppose no δ-fine tagged partition of I exists. Consider the two halves of I: I 1 and I 2 . Either I 1 or I 2 does not admit a δ-fine tagged partition. By successive divisions, we can find a decreasing sequence of closed intervals of the form I p = I j 1 ,j 2 ,...,jp where j k ∈ {1, 2} and I j 1 ,...,jp,1 and I j 1 ,...,jp,2 are the two halves of I j 1 ,...,jp . We can choose the intervals I p for p = 1, 2, . . . so that none of them admits a δ-fine tagged partition. There exists x ∈ I ∩ ∞ p=1 I p . Since δ is positive on I, δ(x) > 0 and as diam(I p ) = 2 −p diam I, there exists p such that diam I p < δ(x). This implies that ((I p , x)) is a δ-fine tagged partition of I p , a contradiction.
The following propositions list the main properties of the HK integral. (1) If g is HK integrable on [ a, b ] and λ is a real number, then f + λg is HK integrable and
(2) If a function g is equal to f almost everywhere on [ a, b ], then g is also HK integrable and has the same integral. (3) If g is Lebesgue integrable, it is also HK integrable and the two integrals coincide. 
f is continuous it is called the indefinite HK integral of F . Also, if f is nonnegative, F is nondecreasing. (7) The function F above is differentiable almost everywhere with derivative equal to f . (8) f is Lebesgue measurable. (9) f is Lebesgue integrable if and only if f and |f | are HK integrable.
The proofs of these results can be found in any treaty on HenstockKurzweil Integration (see Chapter 9 of [10] , the recent book [20] -in French, or the exercises in the appendix H to [5] ). In Section 4 we prove results comparable to Proposition 2.3 and Proposition 2.4 (1) to (5) for the HKP integral on integral currents of dimension 1. Finally, we state three important convergence properties in the space of Henstock Kurzweil integrable functions: Theorem 2.5. Let (f n ) n be a sequence of HK integrable functions on the interval [ a, b ] . Suppose that f n → f pointwise almost everywhere. If any one of the following three conditions holds, then f is HK integrable and (HK) f = lim n (HK) f n : (i) (Monotone Convergence Theorem) For almost all x, for all n, f n (x) f n+1 (x) and there holds sup n (HK) f n < +∞. (ii) (Dominated Convergence Theorem) There exist HK integrable functions g and h such that for all n, g f n h almost everywhere. (iii) (Controlled Convergence Theorem) (f n (x)) n is bounded for almost all x ∈ [ a, b ] and for all ε > 0 there exists a positive gauge on [ a, b ] such that for all n, for all δ-fine tagged partition P of [ a, b ]:
In the latter case, the sequence (f n ) n is called HK equiintegrable.
Proof. The two first results can be proved using only the Saks Henstock Lemma and "purely HK" techniques, we will give such a proof for the Monotone Convergence Theorem of HKP Integration (see Theorem 4.16). However, when possible, it is quicker to rely on Lebesgue integration results: the first statement follows from the Monotone Convergence Theorem of Lebesgue Integration. Indeed, if f 1 f n and both functions are HK integrable, then f n − f 1 is nonnegative and HK integrable, thus Lebesgue integrable. To conclude, it suffices to apply Lebesgue's Monotone Convergence Theorem to the sequence (f n − f 1 ). Similarly, to prove the second result, consider the sequence f n − g and use the Lebesgue Dominated Convergence Theorem using h − g as an upper bound. The third statement has no equivalent in Lebesgue Integration, and relies strongly on the use of gauges. First redefine the f n and f so that f n → f everywhere and (f n (x)) n is bounded for all x ∈ [ a, b ], this will not change the statement since the HK integral does not depend on the value of the function on a Lebesgue null set. Now, for ε > 0, choose δ as in the definition of the equiintegrability of the f n . Let P 1 and P 2 be two δ-fine tagged partitions of [ a, b ], for all n, using the integrability of f n yields
Since P 1 and P 2 are finite families, and f n converges to f pointwise, for n large enough we have
and by the Cauchy criterion for HK integrability (see Proposition 2.3), f is Henstock-Kurzweil integrable on [ a, b ] . To see that the integral of f is the limit of the integrals of the f n , consider δ adapted to ε for the integrability of the f n and for the integrability of f . Fix a δ-fine tagged partition P. For n large enough, there holds Proof. Define f to be equal to F wherever F is differentiable and to 0 elsewhere. Since f is equal to F almost everywhere, F is HK integrable if and only f is.
Fix ε > 0, let y 1 , y 2 , . . . be the points at which F is not differentiable. For x ∈ [ a, b ]\{y 1 , y 2 , . . .}, using the differentiability of F at x, choose a positive δ(x) such that for all y
For j = 1, 2, . . . , using the continuity of F at y j , choose δ(y j ) so that whenever
We can suppose up to reindexing P, that there exists q p such that for k ∈ {1, . . . , q}, F is differentiable at x k , whereas for k ∈ {q + 1, . . . , p}, there exists j such that x k = y j . Note also that a given y j corresponds to at most two different values of k as no more than two nonoverlapping non trivial intervals can contain the same point.
Since ε > 0 is arbitrary, we apply this estimate to the case where P is a partition to show that f and F are HK integrable in [ a, b ]. As this is true for any tagged family, this shows that F is the indefinite integral of f and F . 
Proof. For ε > 0, define δ first on the set of differentiability points as in the previous proof and define δ on the null set of non differentiability points as a gauge adapted to ε/2 in the definition of AC * functions.
In order to get a general condition which ensures that a function is AC * and almost everywhere differentiable, we recall Stepanoff's Theorem. A function F defined on an interval I is pointwise Lipschitz at the point x ∈ I if 
The end of the proof is similar to that of Theorem 2.6. 
An equivalent definition of the HK integral.
Remark 2.11 (Extension to Lipschitz curves). All the above properties of the Henstock Kurzweil Integral can be extended to the case where the interval [ a, b ] is replaced by a simple Lipschitz curve Γ ⊆ R n (closed or not). Indeed, one can consider an arc-length parameterization γ of Γ and work on f • γ. If f is pointwise Lipschitz at γ(x) along Γ, f • γ is pointwise Lipschitz at x. The only thing that is not straighforward is relating differentiation in the ambient space R n with differentiation along the curve. However, a Lipschitz curve has a tangent line at almost all points. In the next section, we consider countable sums of simple Lipschitz curves to develop Henstock-Kurzweil integration on integral currents of dimension 1. The sum of curves can often be decomposed in several ways and Example 2.12 shows that the choice of the decomposition can have an effect on the integral, hence the need for a definition of integrability that does not depend on the decomposition. Example 2.12. In R 2 , consider the curve Γ + corresponding to the graph in (0, 1 ] of the function
The curve Γ + is a Lipschitz curve and has length √ 2, orient Γ + towards the positive first coordinate. Let Γ − be the the reflection of Γ + across the horizontal axis. The union of curves Γ + and Γ − can also be seen as the (closure of) the union of the graphs on
. Let Γ andΓ be the corresponding curves. Let u be the function defined in R 2 by
If γ + , γ − , γ andγ are respective arclength parametrizations of the curves above, the functions u
. However, the functions u • γ and u •γ are equal respectively to ±|(u • γ + ) | which are not HK integrable. These curves are plotted in figure 1 In order to generalize the Henstock Kurzweil integral to other settings, it is necessary to use more flexible tools. In particular we need to remove the dependency on the parameters and allow for families instead of partitions so that some "small part" of the domain can be left out. The precise meaning of a "small part" is a key point here.
This will be formalized in the next section, but first state an equivalent definition of HK integrability on an interval. In order to define what "small" is we will consider functions F on the space of finite unions of disjoint intervals in [ a, b ] . Such a function is subadditive if given two families, U and U , of closed intervals of [ a, b ] there holds
F is additive if for U and U as above with
F is continuous on the space of finite unions of intervals if given a sequence U j of families of intervals with #U j < C and This definition seems impractical but we will see in the following section that it can be easily generalized to other supports and also to higher dimensions, in Section 3. Indeed while intervals are not well suited to algebraic operations, they can be seen as currents of dimension 1 in R, using their canonical orientation and giving them multiplicity 1. The following property is a reformulation of HK integrability in the language of Pfeffer integration (see Theorem 6.7.5 in [24] ). 
Before proving this, it makes sense to check that a tagged family satisfying the above contraints exists, it is a sort of generalization of Cousin's Lemma 2.2, where we consider families instead of partitions. 
Proof. We define a positive gauge δ * on [ a, b ] and use Cousin's Lemma to get a δ * -fine tagged partition P * of [ a, b ] we then consider the subfamily P of P * consisting of the pairs (x, I) where δ(x) > 0. P is clearly a δ-fine tagged family, but it is necessary to check that (4) holds. This is where the choice of δ * is critical. It relies heavily on the continuity of G: For every ε > 0, there exists η > 0 such that whenever I is a closed interval in [ a, b ] with b − a < η, G(I) < ε. To see this, suppose that the contrary holds: there exists a sequence (I j ) j of closed intervals in
This contradicts the hypothesis on G.
For j = 1, 2, . . . , choose η j so that G(I) < 2 −(j+1) τ whenever I is an interval in [ a, b ] with length less than η j . Let δ * (x j ) = η j for j = 1, 2, . . . and for x ∈ [ a, b ]\E, let δ * (x) := δ(x). δ * is a positive gauge, so there exists a δ * -fine tagged partition P * of [ a, b ]. Clearly the tagged family P := {(I, x) ∈ P * , x ∈ [ a, b ]\E} is δ-fine, and furthermore as Q := P * \P is finite and G is subadditive, there holds
Now for each (I, x) ∈ Q, there exists an index j such that x = x j and there holds L 1 (I) < δ * (x j ) = η j . On the other hand, given an index j, there are at most two pairs of the form (I, x j ) ∈ Q. Thus we have
We also need the following result on continuous, nonnegative, subadditive functions and gauges. 
Proof. The set E is countable, we can write E = {y 1 , y 2 , . . .}. For j = 1, 2, . . . , by continuity of G, there exists r j > 0 such that if I is an interval contained in [ a, b ] and containing y j , there holds G(I) < 2 −j−1 τ . We thus define a positive gaugeδ to be equal to δ in [ a, b ]\E and such that δ(y j ) = r j for j = 1, 2, . . . . Consider aδ-fine partitioñ P of [ a, b ] and let P be the tagged subfamily ofP consisting of the elements tagged outside in [ a, b ]\E. AsP\P is a finite family tagged in E with no more than two elements tagged at the same point, we have 
and by additivity of F
This proves that f satisfies the condition of the statement with I :
For the converse, we define f everywhere in [ a, b ]. Fix G and I as in the statement and pick ε > 0. Chose a positive number τ and a gauge δ corresponding ε/2 in the statement and let E = {y 1 , y 2 , . . .} be the zero set of δ. For j = 1, 2, . . . , choose r j > 0 as in the proof of Lemma 2.15. Taking r j smaller, we can also ask that r j |f (x j )| < 2 −j−1 ε. Defineδ as above. IfP is aδ-fine tagged partition of [ a, b ], we define the subfamily P as before. Estimate (4) holds, and thus we also have
For the Riemann sum overP, we have:
The function f is thus HK integrable on [ a, b ].
Remark 2.16. The integral of Henstock and Kurzweil is not equivalent to that of Pfeffer. The integrability condition in the above statement differs from that of Pfeffer in that the latter considers families made of regular sets of finite perimeter -in 1 dimension, these are finite unions of intervals. See Example 12.3.5 in [24] .
3. Integral currents of dimension 1 and their pieces 3.1. Notations. In the following, f | A denotes the restriction of the function f to the set A, while µ f and µ A denote the multiplication of the (possibly vector valued) measure µ by the (scalar) function f or the indicator function of A. spt µ is the support of µ. In R n , with the usual Euclidean metric, we denote the norm of a vector x by |x| and the distance by dist(·, ·). The usual scalar product of x, y ∈ R n is x · y, while the product of a vector v with a covector η is denoted η, v . U(x, r) and B(x, r) are respectively the open and closed balls of center x ∈ R n and radius r > 0. The Hausdorff measure of dimension 1 is denoted by H 1 . If µ is a scalar measure, set 1 µ denotes the points x where µ has positive lower 1-density, i.e. where
A set E ⊆ R n is 1-rectifiable if there exists a countable collection of Lipschitz curves
An current of dimension m in R n is a continuous functional on the space of smooth differential forms of degree m with compact support:
The space of such currents is denoted by D m (R n ). In particular, a current of dimension 0 is a distribution. The mass of a current
Currents of finite mass are representable by integration and 0-currents with finite mass are measures. We denote by T the carrying measure of a current. The boundary of a current 
. We work mostly in integral currents of dimension 1, which include currents representing curves of finite length. 
In particular the density set set 1 T is 1-rectifiable. This characterization of integral currents is very specific to the one dimensional case.
An integral current T is decomposable if there exists two non trivial integral currents Q and R with Q + R = T and
. If such a pair does not exist, T is called indecomposable. A current T ∈ I 1 (R n ) is indecomposable if and only if it is associated with an oriented simple Lipschitz curve with unit multiplicity.
3.2. Pieces of a current. Let T be an integral current, an integral current S is a piece of T if
S
T and T − S T .
The notion of piece of a current differs from that of subcurrent defined in [13, 14] for integral currents in any dimension where the condition is S ⊥ T − S . Subcurrents of T are pieces of T , but the converse holds only if T has multiplicity 1 almost everywhere. 2. An integral current S is a piece of T ∈ I 1 (R 1 ) if and only if there exists a T measurable function g :
Conversely, suppose S is a piece of T . Then S is of the form H
where θ S and θ T are supposed non negative, respectively H 1 M S and H 1 M T almost everywhere. By the hypotheses on S there holds
This in turn implies that − → T = − → S at H 1 almost all points where θ S is positive. Define the functions g by
Clearly g(x) ∈ [ 0, 1 ] for all x ∈ R n and S = T g.
In particular elements of a decomposition of T are pieces of T , however an indecomposable piece of T may not be a piece of any element of decomposition of T (see Figure 2) . A function F on S (T ) is continuous, if given a sequence (S j ) j in S (T ) that converges to 0 in the flat norm with sup j M(∂S j ) < +∞, we have F (S j ) → 0. F is additive if whenever S 1 and S 2 are in S (T ) with S 1 + S 2 ∈ S (T ) (which is equivalent to
Continuous additive functions on S (T ) include the restriction of 1-charges as defined in [8] : 1-charges are defined on N 1 (R n ) and include in particular the representatives of continuous functions f and continuous differential 1-forms ω on spt T defined respectively as
Furthermore, the mass function S → M(S) is continuous on S (T ):
(S) is continuous and additive on S (T ).
Proof. Additivity is clear. For the continuity, let (S j ) j be a sequence in S (T ) converging in the flat norm to S ∈ S (T ) with sup j M(∂S j ) < +∞. First notice that M(S) lim inf j M(S j ) by lower semi-continuity of mass in the flat norm topology. So all we have to show is that lim inf j M(S j ) M(S). In order to do this, for ε > 0 define a smooth 1-form ω in R n such that |ω(x)| 1 for all x and R(ω) M(R) − ε for each R ∈ S (T ). Such a form exists, indeed by the definition of mass, there exists a smooth form ω such that |ω(x)| 1 for all x ∈ R n and T (ω) M(T ) − ε. Now, given R ∈ S (T ), there holds
By definition of the flat convergence, S j (ω) → S(ω) which implies that M(S j ) M(S) − ε − ε, for all large enough j. Since ε is arbitary, M(S j ) → M(S).
As a consequence, to a T -Lebesgue integrable function f in R n , one can associate the continuous additive function on S (T ):
In
is not continuous.
Proof. Consider a union of disjoint circles ∞ j=1 C j . Where for j = 1, 2, . . . , C j is centered at (a j , 0) = (2 −j , 0) and has radius r j := 3 −(j+1) . Define the function f piecewise on each C j so that f = 1 at the top (the point (2 −j , 3 −j−1 )) of each circle, and f = −1 at the bottom ((2 −j , −3 −j−1 )) of each circle and f is smooth. A good choice is
T be a field of tangent unit vectors to the circles, oriented positively and
Thus Θ 1 * ( T , 0) = 0 and 0 / ∈ set 1 T . Consider the sequence of pieces S j ∈ S (T ) corresponding to the half circles: figure 3 ). S j tends to 0 in mass and for all j, M(∂S j ) = 2. However, ∂S j (f ) = 2 0. Therefore the function S → ∂S(f ) is not continuous on S (T ).
Note this never happens for an indecomposable current because of the following clear fact:
Figure 3. The current T and the sequence (S j ) j of pieces 3.4. Derivation. We use the terms derivation and derivate, following H. Federer [9, Section 2.9]. For function on S (T ) there is a notion of derivation along T , similar to the differentiation of measures in RadonNikodym Theory: Definition 3.6. For x in spt T and δ > 0, consider the subset S (T, x, δ) of S (T ) consisting of all pieces S of T such that (1) x ∈ spt S, (2) S is indecomposable, (3) diam spt S < δ. If S (T, x, δ) is not empty for some positive δ, the point x is called good in T . In this case, we can define the upper and lower derivates of F along T at x respectively as
F is derivable along T at x ∈ set 1 T if the upper and lower derivates of F at x along T coincide, the corresponding derivate is denoted D T F (x). A related notion we will use is that of almost derivability: a function F on S (T ) is almost derivable at x ∈ set 1 T if the upper and lower derivates of F along T at x are finite.
We denote by Indec(T ) the set of points x ∈ R n such that S (T, x, δ) is not empty for some δ > 0. T has density at least 1/2 at a point of Indec(T ), thus there holds Indec(T ) ⊆ set 1 T and
However, this last set can be large, as we show in the next proposition.
Proposition 3.7.
There exists an integral current T of dimension 1 in R 2 such that set 1 T \Indec(T ) is uncountable. 
We can consider the current T ∈ I 1 (R 2 ) defined by
where the boundary curves of the squares are given a canonical orientation (see Figure 4 ). T is a cycle which has finite mass by the choice of
The question is how to characterize set 1 T and whether there exist points of C ∩ set 1 T such that there is no indecomposable piece S of T with x ∈ spt S. Proof. By contradiction, let S ∈ S (T ) be indecomposable and fix x ∈ spt S ∩ bdry R k j and x ∈ spt S ∩ bdry R j k with (k, j) = (k , j ). Without loss of generality (taking an indecomposable piece of S), we can suppose that ∂S = δ x − δ x . We can also suppose that x = (x 1 , 0) and x = (x 1 , 0) with x 1 < x 1 and x 1 = max(t ∈ S j k ), x = min(t, t ∈ S j k . As S is indecomposable and the differential form (z 1 , z 2 ) → e * 1 is the differential of (z 1 , z 2 ) → z 1 , there holds
However, since S is supported inside [ x 1 , x 1 ] × R, and − → S = − → T ∈ {e 1 , −e 1 , e 2 , −e 2 }, S almost everywhere, there holds
where we used the fact that C ∩ [ x 1 , x 1 ] contains a fat Cantor subset of C, which has positive Lebesgue measure. This is a contradiction.
The above claim implies that for all x ∈ C\ k,j cl(S j k ), x is not in the support of any indecomposable piece of T . There remains to prove that C ∩ set 1 
, so we only need to prove that C ∩ {x, Θ 1 * (H 1 C, x) < 1} is uncountable.
T Figure 4 . An integral current T defined using the complementary intervals to a Cantor set.
In [4, Theorem 1], Buczolich proved that the set of points of a nowhere dense perfect set P ⊆ R where P has lower density larger than γ for any γ > 0.5 is always of first category in P . This implies that the set of points of density less than 1 is of second category in P , which in turn implies that it is uncountable (P is a Baire space with the topology inherited from R, see for instance [21, Chapter 9] ). Note that there are more precise ways to characterize the points of a Cantor set with given densities, see for instance the paper by Besicovitch [2] .
Example 3.8. Let Λ f be the function on S (T ) be associated to a Lebesgue T integrable function f defined almost everywhere on set 1 T by
If f is continuous at x ∈ set 1 T and x is good in T , then Λ f is derivable at x along T with derivate D T F (x) = f (x).
For a good point x ∈ spt T , ε > 0, choose δ > 0 such that |f (y) − f (x)| < ε for all y ∈ U(x, δ). For S ∈ S (T, x, δ)
Letting ε go to zero, we can conclude. For Henstock-Kurzweil Integration in 1 dimension and for Pfeffer Integration on sets of finite perimeter, such results rely on the Vitali covering theorem and a derivation operation. A "covering" theorem using pieces of T would be useful. An alternative would be to study a suitable decomposition of T , but this approach is made difficult by the fact that there can be pieces of T which do not belong to any decomposition of T , as demonstrated in Figure 2 . Definition 3.10. Let T be an integral current of dimension 1 in R n and let u be a function defined on set 1 T . Fix a good point x ∈ set 1 T . The function u is differentiable along T at x if there exists a linear form Du(x) on R n such that for all ε > 0, there exists δ > 0 such that whenever y ∈ set 1 T ∩ U(x, δ) and there is an S ∈ S (T, x, 3δ) with y ∈ set 1 S , there holds
Note that if u is differentiable in R n or differentiable on spt T in the sense of Whitney [28] then u is differentiable along T with the same differential.
Theorem 3.11. Suppose that u is a continuous function on spt T for some T ∈ I 1 (R n ). Fix x ∈ set 1 T such that S (T, x, δ) = ∅ for some δ > 0, then the following three statements hold (i) If u has pointwise Lipschitz constant Lip x u = 0 at x, then Θ u is derivable at x along T and
T has a T approximately continuous representative at x (which we still denote by − → T ), T has finite upper density at x and u is differentiable at x along T , then Θ u is derivable at x along T , with 
As ε is arbitrary, this is enough to prove (ii), and (i) where we have M = 0. We turn to (iii).
If Du(x) = 0, refer to (i), thus we can suppose Du(x) = 0. Fix ε > 0. There exists δ 1 > 0 such that for any r ∈ (0, δ 1 ),
with θ := Θ 1 * ( T , x) ∈ (0, +∞). Replace − → T with its T approximately continuous representative at x. Denote by E x,ε the set
There exists δ 2 > 0 which we can suppose less or equal to δ 1 such that whenever r ∈ (0, δ 2 ),
For S ∈ S (T, x, δ 2 ), the field − → S is equal S almost everywhere to − → T and if S represents a curve joining x and y, with ∂S = δ y − δ x . As for j = 1, . . . , n the 1 form z → e * j is the differential of the 0-form z → z j , We can write:
The same identity with opposite sign is true if ∂S = δ x − δ y instead. Denote by d S the diameter of spt S. By (5) and (6),
where in the second inequality, we used the fact that | − → T (x )− − → T (x)| 2 for T almost all x , in particular in the exceptionnal set E x,ε , in the third inequality we used the fact that S T and (6) and in the last inequality, we used the fact that since S is indecomposable, d S M(S).
By differentiability of u along T at x, there exists δ 3 > 0, such that for y ∈ U(0, δ 3 ) ∩ set 1 T such that there exists S ∈ S (T, x, δ 3 ) with y ∈ spt S, |u(y) − u(x) − Du(x), y − x | < ε|y − x|.
Let δ := min{δ 1 , δ 2 , δ 3 } and choose S ∈ S (T, x, δ). We can write S as S + + S − where S + and S − are indecomposable, ∂S + = δ y + − δ x and
Thus we can write
and study only the first term of the right hand side. We have
by (7) applied to S + . Doing the same with S − and summing concludes the proof: there exists δ > 0 such that for all S ∈ S (T, x, δ),
and Θ u is thus differentiable along T at x.
If one assumes only approximate continuity of the tangent -as we just did -the assumption that the currents S used in the derivation are indecomposable is necessary: Example 3.13. Consider the function h : (x, y) → y and the current T associated to an infinite staircase with steps indexed by j, with height (y length) 3 −j and length (x-length) 2 −j symmetric in the x direction, converging at (0, 0) (see Figure 5) . If one considers a sequence of subcurrents S j composed of a very small "interval" (length 4 −j ) around 0 and a vertical part of the step, there holds
However if one considers a sequence of indecomposable currents R j touching 0 with mass going to 0, we will get by the above Theorem
An alternative restriction would be to bound the regularity of the pieces. This is actually how we proceed in higher dimension in [13, 14] as indecomposability is not a practical tool for currents of higher dimension.
Integration
We first need an analogue to Cousin's Lemma in order to decompose a current of dimension 1 into small pieces. Figure 5 . The piece S is not suitable for a differentiation basis of T at 0.
T S
4.1.
Howard Cousin Lemma in dimension 1. Given a current T ∈ I 1 (R n ) and a gauge on set 1 T , a tagged family in T is a finite collection P of pairs (S j , x j ) for j = 1, . . . , p, where
If T has multiplicity 1 almost everywhere, the last condition prevents the pieces from overlapping. Such a tagged family is subordinate to a decomposition T 1 , T 2 , . . . of T if there exists a partition of P indexed by k into families P k each in the respective T k . A gauge on a set E is a nonnegative function δ such that {x ∈ E, δ(x) = 0} is countable. If δ is a gauge on a set E ⊆ set 1 T , a δ-fine tagged family in T is a tagged family as above satisfying ∀(S, x) ∈ P, x ∈ E and diam spt S < δ(x).
Furthermore, given a nonnegative subadditive function G on S (T ), and a positive real number τ , a tagged family
Lemma 4.1 (Howard-Cousin Lemma). Let T be an integral current of dimension 1 in R n . Let F be a subadditive continuous function on S (T ). Given ε > 0 and δ a gauge on set 1 T , for any decomposition T 1 , T 2 , . . . , there exists a (|F |, ε) full, δ-fine tagged family subordinate to this decomposition.
Since T is integral, there exists k 0 such that for all k > k 0 , T k is a cycle. Also M(T k ) → 0 as k → ∞. Since F is continuous and subadditive, there exists k ε such that
, along with the gauge δ k and the continuous additive function γ
as all pieces are in this case a finite sum of disjoint indecomposable pieces. Apply Lemma 2.14 to
Summing this inequality over k = 1, 2, . . . , k 0 yields
And the collection P := k 0 k=1 γ k# P k is therefore a tagged family in T which is δ fine and (F, ε) full.
AC * functions on S (T ).
A function F on S (T ) is AC * if given a T null set E ⊂ set 1 T , for every ε > 0, there exists a gauge δ on E with
whenever P is a δ-fine tagged family in T . We say that a tagged family is anchored in a set E if for all (S, x) in this tagged family, x ∈ E. As the gage δ is defined only on E, here P is automatically anchored in E. The next two propositions are adapted from of [25, Theorems 3.6.6. and 3.6.7].
Proposition 4.2. If F is a continuous additive function on S (T )
which is AC * and such that D T F (x) 0 almost everywhere, then F is nonnegative, i.e. for all S ∈ S (T ), F (S) 0.
Proof. It is enough to prove that F (T ) 0, indeed if T is in S (T ) the restriction of F to S (T ) satisfies the hypothesis of the proposition. Let N be the set of points x such that D T F (x) < 0. For ε > 0, there exists a gauge δ N on N such that |F ([P])| < ε whenever P is a δ N fine tagged family anchored in N . For each x at which
Define a gauge δ on set 1 T by letting
Using Lemma 4.1, find a δ fine tagged family P in T with |F (T −[P])| < ε. Let P N be the subfamily of P consisting of all the elements anchored in N . Denoting P * the complement of P yields:
Since ε is arbitrary, F (T ) 0.
If a continuous additive function F is almost derivable everywhere in set 1 T except in a countable set E T , then F is AC * .
Proof. Let N be a T null set. For ε > 0, and
. k x and ∆ x exist by almost derivability of F at x. Define a gauge δ on N by
Given a δ fine tagged family P anchored in N , partition P into families P k for k = 1, 2, . . . such that (S, x) ∈ P k if and only if k x = k all but finitely many of these families are empty, there holds
4.3.
The HKP Integral on integral currents of dimension 1.
Definition 4.4.
A function f defined T almost everywhere on set 1 T , is Pfeffer 1 integrable or HKP integrable on T if there exists a continuous additive function F on S (T ) and for every ε > 0, there exists a gauge δ and a positive number τ such that whenever P is a δ-fine tagged family in T with |F (T − [P])| < τ , there holds:
(Where σ(f, P) denotes the Riemann sum (x,S)∈P f (x) M(S).)
is also the HKP integral of f on T and we sometimes denote it (HKP ) T f . Question 4.5. Is it equivalent to ask that each families be surbordinate to some decomposition? This is not clear because a piece of T can very well not be a piece of any decomposition (see Figure 2) .
According to Example 2.12, it is not sufficient to be integrable on all elements of one given decomposition to be integrable on the whole current. However, suppose f is integrable on each piece for two decompositions, is the integral the same?
We list the main basic properties of the integral. The proofs of the two first ones use elementary comparisons and the fact that given two gauges δ 1 and δ 2 , the minimum of the two is a gauge and that if P is a min(δ 1 , δ 2 )-fine family, it is also δ 1 and δ 2 -fine. Similarly, if τ 1 τ 2 and P is (G, τ 1 )-full in T , then it is (G, τ 2 )-full. 
Proposition 4.7 (Cauchy criterion).
A function f is HKP integrable on T if and only if there is a continuous nonnegative subadditive function G on S (T ) and for every ε > 0, there exists a gauge δ and a positive τ such that for any two δ-fine (G, τ ) full families P 1 and P 2 ,
Proposition 4.8. Let f be HKP integrable on the current T ∈ I 1 (R n ). For all S ∈ S (T ), f is HKP integrable on S and T − S and I(f, S) + I(f, T − S) = I(f, T ).
Proof. Let G be a continuous nonnegative subadditive function on S (T ) associated to the integrability of f on T . Fix S ∈ S (T ), notice first that G S (S) and G S (T − S) are also nonnegative continuous and subadditive. Given ε > 0. Choose a gauge δ on set 1 T and a positive τ associated to ε/2 in the definition of integrability of f . δ set 1 T − S is a gauge on set 1 T − S , so by Lemma 4.1, there exists a δ fine (G S (T − S), τ /2) full tagged family P in T − S. Now given two δ fine (G S (S), τ /2) full families in S: P 1 and P 2 , we define the concatenations P ∪ P 1 and P ∪ P 2 . Since [P] ∈ S (T − S) and
T ) so the concatenations are families in S (T ). They are also δ fine and for j = 1, 2,
by subadditivity of G and definition of P an P j . Therefore, by Proposition 4.7
Thus, since ε, P 1 and P 2 are arbitrary one can apply the Cauchy Criterion Lemma 4.7 to S, this proves that f is HKP integrable on S. By a similar argument f is HKP integrable on T − S. Therefore for ε > 0, choosing a gauge δ and a positive τ adapted to the integrability of f on T , S and T − S at the same time, yields for δ-fine (G, T − S, τ /2) and (G, S, τ /2) full families P and P in T − S and S respectively
because P ∪ P is a δ fine (G, T, τ ) full tagged family in T . As ε is as small as we want, this concludes the proof.
This allows us to define a function F on S (T ) by S → I(f, S), called the indefinite integral of f (on T ). Proposition 4.9. The indefinite integral F of f defined above is additive and continuous on S (T ).
Proof. For the additivity: Let S 1 and S 2 be two pieces of T such that S 1 + S 2 ∈ S (T ). Clearly S 1 and S 2 are pieces of S 1 + S 2 , so it suffices to apply Proposition 4.8 to see that
For the continuity: If (S j ) j is a sequence of pieces of T converging to 0 ∈ S w (T ) with sup j M(∂S j ) < ∞. We want to show that F (S j ) = I(f, S j ) → 0 as j tends to infinity. By additivity, it is equivalent to show that I(f, T − S j ) → I(f, T ). For ε > 0 choose a gauge δ and a positive τ associated to the integrability of f on T . As seen above, for all j, δ and τ /2, are associated to 2ε for the integrability of f on T − S j . Let P be a δ fine (G, T − S j , τ /2) full tagged family in T − S j , it satisfies |σ(f, P) − F (T − S j )| < 2ε. By continuity of G, if j is large enough, we can suppose
Therefore, for large enough j, |F (T )−F (T −S j )| < 3ε and we conclude that F (S j ) → 0 as j tends to infinity. This proves that F is continuous on S (T ). satisfying: For all ε > 0, there exists a gauge δ on set 1 T such that whenever P is a δ-fine tagged family in T :
Proof. If the second condition in the statement is satisfied, it is straightforward to prove that f is HKP integrable on T , with integral I(f, T ) = F (T ) and the "control function" G = |F |, indeed for ε > 0, if δ is a gauge on T associated to ε/2 in the statement of the theorem and P is a δ-fine, (G, ε/2) full tagged family in T
Similarly, one proves that F is the indefinite integral of f . Conversely, suppose f is HKP integrable on T . The proof is very similar to the case of Henstock Kurzweil integration. Suppose that f is HKP integrable on T and for ε > 0, fix a positive number τ < ε/4 and a gauge δ on set 1 T such that whenever P is a δ fine (|F |, τ ) full tagged family in T ,
Let P be a δ fine tagged family in T , without any hypothesis on
, which implies that P ∪ Q is a δ fine (|F |, τ /2) full tagged family in T and
Therefore, it is enough to prove that (10) holds for (|F |, τ ) full families in T and we suppose that P is (|F |, τ ) full. We can write P = {(S 1 , x 1 ), . . . , (S p , x p )} and, reordering, assume that for some k 0 p,
. . , p use the HKP integrability of f on S j to define a δ fine, (F S j , τ /p) full tagged family P j such that |σ(f, P j ) − F (S j )| < ε/(2p). Consider the families
P + and P − are both δ fine, (|F |, τ ) full families in T , therefore (11) holds for both, furthermore there holds
and symmetrically
Combining the two inequalities above yields
Proposition 4.11. If f is HKP integrable on T , then given any de-
Proof. The first part of the statement is clear. For the second part, it suffices to notice that k j=1 T j → T as k goes to infinity with
If f is defined almost everywhere in set 1 T and Lebesgue integrable with respect to T , then f is HKP integrable on T . As a consequence, the integral of a HKP integrable function does not depend on its values on a T null set.
Proof. Let f be Lebesgue integrable with respect to T , extend f by 0 so that it is defined everywhere in spt T . Fix ε > 0. By the Vitali Caratheodory Theorem (see [26, 2.24] , there exists two functions g and h with g f h almost everywhere, (L) (h − g) d T < ε and g and h are respectively upper and lower semi-continuous. By upper (respectively lower) semi continuity of g (respectively h), for each x ∈ spt T , there exists δ(x) > 0 such that whenever y ∈ spt T ∩ U(x, δ(x)), g(y) f (x) − ε (and respectively h(y) f (x) − ε).
(Note that δ(x) can be chosen for g and h at the same time for each x.) Suppose that P is a δ fine tagged family in T , with
If P 1 and P 2 are two such families, there holds
As ε is arbitrary, we can use proposition 4.7 to prove that f is HKP integrable. The HKP integral of f coincides with its Lebesgue integral.
Indeed, choose a sequence (P j ) j of δ fine families in T with
and the same holds for h.
In particular, if f is HKP integrable on T and g is equal to f , T almost everywhere, then g − f is equal to zero T almost everywhere and is therefore Lebesgue integrable with respect to T , thus HKP integrable on T and g = (g − f ) + f is also HKP integrable with the same integral (and indefinite integral) as f . Proposition 4.13. If f is HKP integrable on T , then its indefinite integral F is AC * .
Proof. Let N be a T null set. By the Saks-Henstock Lemma, for ε > 0, there exists a gauge δ on set 1 T such that
for every δ fine tagged family P in T . As F does not depend on the value of f on N , we can suppose that f (x) = 0 for all x ∈ N . If P is anchored in N , we have
which proves that F is AC * on T .
Proposition 4.14. If f is HKP integrable, then it is T measurable.
Proof. Consider a decomposition of T : T 1 , T 2 , . . . and a representative of f . f is HKP integrable on each
and thus Lebesgue measurable. Thus f is T k measurable, and also, f k := f spt T k is T measurable. Consider the functionf : x → sup k f k (x).f is T measurable as a pointwise supremum of measurable functions. The function f −f is equal to zero at each point of spt T 1 ∪ spt T 2 ∪ · · · ⊆ set 1 T . By definition of decomposition of currents, T = ∞ k=1 T k and as indecomposable currents correspond to simple Lipschitz curve with integral multiplicity, for all k, spt T k = set 1 T k , therefore
thus f =f , T almost everywhere. This proves that f is T measurable. Proof. Without loss of generality, we can suppose that f is nonnegative and HKP integrable, we also fix a representative of f with respect to T . It suffices to show that f is Lebesgue integrable with respect to T . For k = 1, 2, . . . , consider the function
Since f is T measurable by Proposition 4.14, f k is T measurable and bounded and thus Lebesgue integrable with respect to T (which is a finite measure). the sequence f k is nondecreasing and converges pointwise to f . Furthermore the sequence 
T almost everywhere and if furthermore, the sequence of integral: (HKP ) T f k for k = 1, 2, . . . is bounded from above. Then f is HKP integrable on T with
We give a proof which does not rely on the measurability of f or on Lebesgue integration results, but relies only on gauge integration techniques.
Proof. Since the HKP integral of a function does not depend on its values in a T null set, we can suppose that f k converges pointwise to f everywhere and that for all x ∈ set 1 T , the sequence (f k (x)) k is nondecreasing. Up to substracting f 1 , we can also suppose that all the f k are nonnegative (by linearity of the integral). For k = 1, 2, . . . , let F k be the indefinite HKP integral of f k on T it is nonnegative. Notice also that for all S ∈ S (T ), and for k k , F k (S) F k (S) by the last part of proposition 4.6. Since F k (T ) is bounded from above, it converges to a limit F (T ), similarly we can define F (S) for any S ∈ S (T ) as both (F k (T − S)) k and (F k (S)) are nondecreasing sequences bounded from above by F (T ) F k (S) + F k (T − S). F is nonnegative. The function F on S (T ) is also additive, indeed, suppose S, S and S + S are in S (T ), we have
Let us now prove that F is continuous. Fix sequence (S j ) j in S (T ) with sup j M(∂S j ) < ∞ and F(S j ) → 0. For each k, the sequence (F k (S j )) j goes to 0 as j goes to ∞ and similarly F k (T − S j ) → F k (T ) as j → ∞. Thus, since for all k and j, F (T ) F (T −S j ) F k (T −S j ), given ε > 0 there exists k 0 such that for all k k 0 , F k (T ) F (T )−ε/2.
There exists also j 0 such that for all j j 0 , F k 0 (T − S j ) F k 0 (T ) − ε/2. This implies that for all j j 0 and all k k 0 ,
Thus F is nonnegative, additive and continuous on S (T ). Since F (S) F k (S) for all k, if P is an (F, τ ) full tagged family in T for some τ > 0, P is also (F k , τ ) full for all k.
From now on the argument follows the method of [20, 4.42] . Fix ε > 0, there exists l such that for all k l, F (T ) − F k (T ) < ε/4. For each k l, fix a gauge δ k on set 1 T such that for all δ k fine, (|F k |, ε/4) full families P int T ,
Define a new series of gauges (δ k ) k such that for x ∈ set 1 T ,
Note that δ k is indeed a gauge, as a finite union of countable sets is countable. For each x ∈ set 1 T , fix l(x) l so that 0 f (x)−f k (x) < ε/(4 M(T )) whenever k l(x). And let δ(x) := δ l(x) (x) be a gauge on set 1 T . To check that the zero set of δ is countable, notice that it is contained in the countable union of the zero sets of the gauges δ k .
Let P be a δ fine, (F, ε/4) full tagged family in T . It is also (F k , ε/4) full, as we said above. Let l be the maximum of the indices l(x) over (x, S) ∈ P. For l k l let P k be the subfamily of P consisting of all the (x, S) ∈ P with l(x) = k. We can write
F (T ).
To control the first term, by the choice of l(x), for all k we have
Sum over k = l, . . . , l to obtain
For the second term, for any k by the Saks-Henstock Lemma applied to f k and P k we have
Which can be summed to get
Finally, for the third term, notice that for all k l
Summing over k yields
as P is (F l , ε/4) full in T . Combining the three above estimates we get |σ(f, P) − F (T )| < ε, which proves that f has HKP integral F (T ) on T . By the same reasonning one can prove that f is HKP integrable on S ∈ S (T ) with integral F (S), thus F is the indefinite integral of f on T . Proof. Let N be the set of non derivability points of F in set 1 T . Let f be the function defined on set 1 T by f (x) = 0 if x ∈ N and f (x) = D T F (x) otherwise. For ε > 0, let δ be a gauge on set 1 T such that whenever P is a δ-fine tagged family in T anchored in N , |F ([P])| < ε and for all x ∈ set 1 T \N , δ(x) is a positive number such that for all S ∈ S (T, x, δ(x))
|F (S) − f (x) M(S)| < ε M(S).
If P is a δ-fine tagged family in T with |F (T − [P])| < ε, let P N be the subfamily of P containing all the pairs (S, x) ∈ P with x ∈ N . There holds Thus f is HKP integrable in T with I(f, T ) = F (T ). Since F | S (S) satisfies the hypothesis of the theorem for any S ∈ S (T ), I(f, S) = F (S) and F is the indefinite integral of D T F on T .
Proposition 4.18. If u is a continuous function on spt T which is differentiable T almost everywhere and Θ u is AC * , then the function
is HKP integrable on T with indefinite integral Θ u .
Proof. Using Proposition 4.17 it suffices to prove that the set {x, Θ u is not derivable at x} ∪ {x, D T Θ u (x) = Du(x), − → T (x) } is T negligible. As u is differentiable T almost everywhere, by Theorem 3.11 (iii) this reduces to proving that the set of points x at which − → T has a T approximately continuous representative is T negligible. Proof. The measure T in R n is finite and Borel regular, therefore the Besicovitch Covering Theorem (see [16, Theorem 2.7] ) holds for T . In the words of H. Federer [9, 2.8.9, 2.8.18], the ambient space R n is directionally limited and the collection of balls {(x, U(x, r) | x ∈ R n , r > 0}, forms a Vitali relation for the measure T . Furthermore, the function − → T : set 1 T → Λ 1 (R n ) is T measurable. Thus, by[9, 2.9.13], the vector function − → T is T approximately continuous T almost everywhere.
We can finally restate and prove our main result: Theorem 1.3 (Fundamental Theorem of Calculus). Let T be a fixed integral current of dimension 1 in R n , and u be a continuous function on spt T . Suppose that u is pointwise Lipschitz at all but countably many points in Indec(T ) and that u is differentiable T almost everywhere, then x → Du(x), − → T (x) is HKP integrable on T and (∂T )(u) = (HKP )
Proof. Let Θ u be the function on S (T ) associated to the variations of u. By Proposition 3.11(ii), Θ u is almost derivable at all points of set 1 T except for a countable set. By Theorem 4.3, Θ u is AC * . By theorem 3.11 (iii), Θ u is derivable T almost everywhere along T with derivative equal to Du(x), − → T (x) . Use propositions 4.17 and 4.18 to conclude.
