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Abstract
Within the quantum function algebra Fq [GLn], we study the subsetFq [GLn]—introduced in [F. Gavarini,
Quantization of Poisson groups, Pacific J. Math. 186 (1998) 217–266]—of all elements of Fq [GLn] which
are Z[q, q−1]-valued when paired with Uq(gln), the unrestricted Z[q, q−1]-integral form of Uq(gln) in-
troduced by De Concini, Kac and Procesi. In particular we obtain a presentation of it by generators and
relations, and a PBW-like theorem. Moreover, we give a direct proof that Fq [GLn] is a Hopf subalgebra of
Fq [GLn], and that Fq [GLn]|q=1 ∼= UZ(gl∗n). We describe explicitly its specializations at roots of 1, say ε,
and the associated quantum Frobenius (epi)morphism from Fε[GLn] to F1[GLn] ∼= UZ(gl∗n), also intro-
duced in [F. Gavarini, Quantization of Poisson groups, Pacific J. Math. 186 (1998) 217–266]. The same
analysis is done for Fq [SLn] and (as key step) for Fq [Mn].
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Let G be a semisimple, connected, simply connected affine algebraic group over Q, and g
its tangent Lie algebra. Let Uq(g) be the Drinfeld–Jimbo quantum group over g defined (after
Jimbo) as a Hopf algebra over the field Q(q), where q is an indeterminate. After Lusztig, one has
an integral form over Z[q, q−1], say Uq(g), which for q → 1 specializes to UZ(g), the integral
Z-form of U(g) defined by Kostant (see [CP, §9.3], and references therein, and [DL, §§2–3]).
As UZ(g) is usually called “hyperalgebra,” we call Uq(g) “quantum” (or quantized) hyperal-
gebra.” In particular, as UZ(g) is generated by divided powers (in the simple root vectors) and
binomial coefficients (in the simple coroots) so Uq(g) is generated by quantum analogues of di-
vided powers and of binomial coefficients. Moreover, if ε is a root of 1 with odd order , if Zε
is the formal extension of Z by  (see Section 1.4) and Uε(g) is the corresponding specializa-
tion of Uq(g), there is a Hopf algebra epimorphism FrZg :Uε(g) Zε ⊗Z UZ(g), described as an
“th root operation” on generators. This is a quantum analogue of the Frobenius morphism in
positive characteristic, so is called quantum Frobenius morphism for g.
In a Hopf-dual setting, one constructs [DL, §§4–6] a Hopf algebra Fq [G] of matrix coef-
ficients of Uq(g), and a Z[q, q−1]-form Fq [G] of it which specializes to FZ[G] (the algebra
of regular functions over GZ, the algebraic scheme of Z-points of G) as a Hopf algebra, for
q → 1. In particular, Fq [G] is nothing but the set of “functions” in Fq [G] which take values
in Z[q, q−1] when “evaluated” on Uq(g): in a word, the Z[q, q−1]-valued functions on Uq(g).
When specializing at roots of 1 (with notation as above) there is a Hopf algebra monomorphism
FrZG :FZ[G] ↪→ Fε[G] dual to the above epimorphism and described, roughly, as an “th power
operation” on generators. This also is a quantum analogue of the classical Frobenius morphism,
which is therefore called the quantum Frobenius morphism for G.
The quantization Uq(g) of UZ(g) endows the latter with a co-Poisson (Hopf) algebra structure
which makes g into a Lie bialgebra; similarly, Fq [G] endows FZ[G] with a Poisson (Hopf)
algebra structure which makes G into a Poisson group. The Lie bialgebra structure on g is exactly
the one induced by the Poisson structure on G. Then one can consider the dual Lie bialgebra g∗,
and dual Poisson groups G having g∗ as tangent Lie bialgebra.
Lusztig’s Z[q, q−1]-integral forms Uq(g) and Fq [G] are said to be restricted. On the other
hand, another Z[q, q−1]-integral form of Uq(g), say Uq(g), has been introduced by De Concini
and Procesi (cf. [CP, §9.2], and [DP, §12.1]—the original construction is over C[q, q−1], but
it works the same over Z[q, q−1] too), called unrestricted. It is generated by suitably rescaled
quantum root vectors and by toral quantum analogues of simple root vectors, and for q → 1
specializes to FZ[G∗] (notation as before). Moreover, at roots of 1 there is a Hopf algebra
monomorphism FrZg :FZ[G∗] = U1(g) ↪→ Uε(g), defined on generators as an “th power op-
eration.” This is a quantum analogue of the classical Frobenius morphisms (for G∗), strictly
parallel to FrZg above, so is called the quantum Frobenius morphism for G∗. In the Hopf-dual
setting, one can consider—[Ga1, §§4, 7]—as “dual” of Uq(g) the subset Fq [G] of “functions”
in Fq [G] which take values in Z[q, q−1] when “evaluated” on Uq(g); this subset is a Hopf sub-
algebra, which for q → 1 specializes to UZ(g∗). When specializing at roots of 1 there is a Hopf
epimorphism FrZεG :Fε[G] Zε ⊗Z UZ(g∗), dual to the previous monomorphism; this again is
a quantum analogue of the classical Frobenius morphism (for g∗), hence it is called the quantum
Frobenius morphism for g∗.
In this paper we provide an explicit description of Fq [G], its specializations at roots of 1 and
its quantum Frobenius morphisms FrZεG for G = SLn. The whole construction makes sense for
G = GLn and G = Mn (the Poisson algebraic monoid of square matrices of size n) too, and
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strongest results are found; then from these we get those for Fq [GLn] and Fq [SLn].
Our starting point is the well-known description of Fq [Mn] by generators and relations, as a
Z[q, q−1]-algebra generated by the entries of a quantum (n×n)-matrix (see [APW, Appendix]).
In particular, this is an algebra of skew-commutative polynomials, much like Uq(g) is just an
algebra of skew-commutative polynomials (which are Laurent in some variables). Dually, this
leads us to expect that, like Uq(gln), also Fq [Mn] be generated by quantum divided powers
and quantum binomial coefficients: also, we expect that a suitable PBW-like theorem holds for
Fq [Mn], like for Uq(gln). Similarly, as FrZMn :FZ[Mn] ↪→ Fε[Mn] is defined on generators as an
“th power operation,” dually we expect that FrZεMn :Fε[Mn] Zε ⊗Z UZ(gl∗n) be given by an
“th root operation,” much like FrZεgln :Uε(gln) Zε ⊗Z UZ(gln).
In fact, all these conjectural expectations turn out to be true. From this we get similar (yet
slightly weaker) results for Fq [GLn] and Fq [SLn]. On the way, we also improve the (already
known) above mentioned results about specializations and quantum Frobenius epimorphisms.
The intermediate step is the quantum group Uq(g∗), analogue for g∗ of what Uq(g) is for g
(see [Ga1, §6]). In particular, there are integral Z[q, q−1]-forms Uq(g∗) and Uq(g∗) of Uq(g∗) for
which PBW theorems and presentations hold. Moreover, a Hopf algebra embedding Fq [Mn] ↪→
Uq(gl
∗
n) exists, via which we “pull back” a PBW-like basis and a presentation from Uq(gl∗n) to
Fq [Mn]. These arguments work, mutatis mutandis, for GLn and SLn as well. As aside results, we
provide (in Section 3) explicit descriptions of these embeddings, and related results which turn
useful in studying specializations at roots of 1.
The present work bases upon the analysis of the case n= 2, which is treated in [GR].
Warning: at the end of the paper, we report a short list of the main symbols we use.
Dedicatory
This work grew out of a cooperation supported by an official agreement between the Depart-
ment of Mathematics of the University of Rome “Tor Vergata” and the Faculty of Mathematics
of the University of Belgrade in the period 2000–2003. This agreement was the outcome of a
common wish of peaceful, fruitful partnership, as an answer to the military aggression of NATO
countries to the Federal Republic of Yugoslavia, which started in spring of 1999.
This paper is dedicated to the memory of all victims of that war.
1. Geometrical background and q-numbers
1.1. Poisson structures on linear groups
Let g := gln(Q), with its natural structure of Lie algebra; it has basis given by the ele-
mentary matrices mi,j := (δ,iδj,k)k=1,...,n,=1,...,n (∀i, j = 1, . . . , n). Define ei := mi,i+1, gj := mj,j ,
fi := mi+1,i , and also hi := gi − gi+1 (i = 1, . . . , n − 1, j = 1, . . . , n): then {ei, gk, fi | i =
1, . . . , n− 1, k = 1, . . . , n} is a set of Lie algebra generators of g. Moreover, a Lie cobracket is
defined on g by δ(ei)= hi ⊗ ei − ei ⊗ hi , δ(gk)= 0, δ(fi)= hi ⊗ fi − fi ⊗ hi (for all i and k),
which makes g itself into a Lie bialgebra [CP, §1.3.8]. Then U(g) is naturally a co-Poisson Hopf
algebra, whose co-Poisson bracket is the extension of the Lie cobracket of g (the Hopf structure
being standard). Finally, Kostant’s Z-integral form of U(g)—also called hyperalgebra—is the
unital Z-subalgebra UZ(g) of U(g) generated by the divided powers f (m), e(m) and the binomiali i
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(
gk
m
) (for all i, k, and all m ∈ N), where hereafter we use notation x(m) := xm/m! and(
t
m
) := t (t−1)···(t−m+1)
m! . This again is a co-Poisson Hopf algebra (over Z); it is free as a Z-module,
with PBW-like Z-basis the set of ordered monomials{∏
i<j
e
(ηi,j )
i,j
n∏
k=1
(
gk
γk
)∏
i>j
f
(ϕi,j )
i,j
∣∣∣∣ ηi,j , γk, ϕi,j ∈ N
}
(with respect to any total order of the pairs (i, j) with i = j ), where ei,j := mi,j and fj,i := mj,i
for all i < j ; see e.g. [Hu, Chapter VII].
As gln(Q) is a Lie bialgebra, by general theory G := GLn(Q) is then a Poisson group,
its Poisson structure being the unique one which induces on g := gln(Q) the Lie bialgebra
structure mentioned above. Explicitly, the algebra F [G] of regular functions on G is the uni-
tal associative commutative Q-algebra with generators t¯i,j (i, j = 1, . . . , n) and D−1, where
D := det(t¯i,j )i,j=1,...,n is the determinant. The group structure on G yields on F [G] the natural
Hopf structure given by matrix product; in particular D−1 is group-like. The Poisson structure—
usually referred to as “standard”—is given by (see, e.g., [BGY, §§1.4–5])
{t¯i,j , t¯i,k} = t¯i,j t¯i,k ∀j < k, {t¯i,j , t¯,j } = t¯i,j t¯,j ∀i < ,
{t¯i,j , t¯,k} = 0 ∀i < , k < j, {t¯i,j , t¯,k} = 2t¯i,k t¯,j ∀i < , j < k,{
D−1, t¯i,j
}= −{D, t¯i,j } ∀i, j = 1, . . . , n.
We shall also consider the Poisson group-scheme GZ associated to GLn, for which a like
analysis applies: in particular, its function algebra F [GZ] is a Poisson Hopf Z-algebra with the
same presentation as F [G] but over the ring Z.
Similar constructions hold with sln replacing gln and with SLn instead of GLn: one simply
replaces the gk’s with the hi ’s (i = 1, . . . , n− 1). In particular, sln(Z) is a Lie Z-subbialgebra of
gln(Z), and UZ(sln) is a co-Poisson Hopf subalgebra (over Z) of UZ(gln), with a PBW-like Z-
basis as above but with the hi ’s instead of the gk’s; moreover, F [(SLn)Z] is the quotient Poisson
Hopf algebra of F [(GLn)Z] modulo the principal ideal (D − 1).
Finally, the subalgebra of F [(GLn)Z] generated by the t¯i,j ’s alone clearly is a Poisson sub-
bialgebra of F [(GLn)Z]: indeed, it is the algebra F [(Mn)Z] of regular functions of the Z-scheme
associated to the Poisson algebraic monoid Mn of all (n× n)-matrices.
1.2. Dual Lie bialgebras and dual Poisson groups
Let g := gln(Q) be a Lie bialgebra structure as in Section 1.1; then its dual g∗ is a Lie algebra
too. Let {e∗i,j , g∗k , f ∗j,i | ∀k, ∀i < j} be the dual basis to the basis of elementary matrices for g.
Set ei,j := e∗i,j /2, gk := g∗k , fj,i := f ∗j,i/2 (for all k and all i < j ), and ei := ei,i+1, fi := fi,i+1
for all 1 i < n. Then g∗ is the Lie algebra with generators e1, . . . , en−1,g1, . . . ,gn, f1, . . ., fn−1
and relations
[gi , fj ] = (δi,j − δi−1,j )fj , [fk, e] = 0, [gi , ej ] = (δi,j − δi−1,j )ej ∀k, , i, j,
[gk,g] = 0, [fi , fj ] = 0, [ei , ej ] = 0 ∀k, , ∀i, j : |i − j |> 1,[
fi , [fi , fj ]
]= 0, [ei , [ei , ej ]]= 0 ∀i, j : |i − j | = 1
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δ(fi )= fi ∧ (gi − gi+1)+ 2 ·
(
i−1∑
j=1
fi+1,j ∧ ej,i +
n+1∑
j=i+2
ei+1,j ∧ fj,i
)
, 1 i  n− 1,
δ(gk)= 4 ·
k−1∑
=1
fk, ∧ e,k + 4 ·
n+1∑
=k+1
ek, ∧ f,k, 1 k  n,
δ(ei )= (gi − gi+1)∧ ei + 2 ·
(
i−1∑
=1
fi, ∧ e,i+1 +
n+1∑
=i+2
ei, ∧ f,i+1
)
, 1 i  n− 1.
All these formulæ also provide a presentation of U(g∗) as a co-Poisson Hopf algebra. Finally,
we define the Kostant’s Z-integral form, or hyperalgebra, UZ(g∗) of U(g∗) as the unital Z-sub-
algebra generated by the divided powers f(m)i , e
(m)
i and binomial coefficients
(gk
m
) (for all m ∈ N
and all i, k). This again is a co-Poisson Hopf Z-algebra, with PBW-like Z-basis the set{∏
i<j
e
(ηi,j )
i,j
n∏
k=1
(
gk
γk
)∏
i>j
f(ϕi,j )i,j
∣∣∣∣ ηi,j , γk, ϕi,j ∈ N
}
of ordered monomials (with respect to any total order as before). Alternatively, one can take the
elements lk := g1 + · · · + gk (k = 1, . . . , n) instead of the gk’s in the definition of UZ(g∗); the
presentation changes accordingly, and{∏
i<j
e
(ηi,j )
i,j
n∏
k=1
(
lk
λk
)∏
i>j
f(ϕi,j )i,j
∣∣∣∣ ηi,j , λk, ϕi,j ∈ N
}
is another PBW-like basis.
A like description holds for sln(Q)∗. In fact, sln(Q)∗ = gln(Q)∗/Q · ln, dually to the embed-
ding sln(Q) ↪→ gln(Q); thus one simply has to add to the presentation of gln(Q)∗ the additional
relation g1 + · · · + gn = 0, or ln = 0. Then UZ(sl∗n) is the Z-subalgebra of U(sln(Q)∗) generated
by divided powers and binomial coefficients as above, but taking care of the additional relation;
also, UZ(sl∗n) is a quotient co-Poisson Hopf Z-algebra of UZ(gl∗n). Again, it admits the set{∏
i<j
e
(ηi,j )
i,j
n−1∏
k=1
(
lh
λh
)∏
i>j
f(ϕi,j )i,j
∣∣∣∣ ηi,j , λk, ϕi,j ∈ N
}
as Z-basis. Finally, note that{
ei,j := e∗i,j /2, lk, fj,i := f ∗j,i/2
∣∣ 1 k  n− 1, 1 i < j  n}
is the basis of sl∗n dual to the basis {ei,j , hk, fj,i | 1 k  n− 1, 1 i < j  n} of sln.
If g = gln, a simply connected algebraic Poisson group with tangent Lie bialgebra g∗ is the
subgroup sG∗ of G×G made of all pairs (L,U) ∈G×G such that L is lower triangular, U is
upper triangular, and their diagonals are inverse to each other (i.e. their product is the identity
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Z := {(zI, z−1I ) | z ∈ Q \ {0}}, hence the associated adjoint group is aG∗ := sG∗/Z. The same
construction defines Poisson group-schemes sG∗Z and aG
∗
Z
.
If g = sln the construction of dual Poisson group-schemes sG∗Z and aG∗Z is entirely similar,just taking SLn instead of GLn in the previous recipe.
1.3. q-numbers, q-divided powers and q-binomial coefficients
Let q be an indeterminate. For all n, s, k1, . . . , kr ∈ N, let (n)q := q
n−1
q−1 , (n)q ! :=
∏n
r=1 (r)q ,(
n
s
)
q
:= (n)q !
(s)q !(n−s)q ! ,
(
n
k1,...,kr
)
q
:= (n)q !
(k1)q !···(kr )q ! (∈ Z[q]), then [n]q :=
qn−q−n
q−q−1 , [n]q ! :=
∏n
r=1 [r]q ,[
n
s
]
q
:= [n]q ![s]q ![n−s]q ! (∈ Z[q, q−1]), and also
(−n
s
)
q
:= (−1)sq−ns−(s2) (n−1+s)q !
(s)q ! (∈ Z[q]).
If A is any Q(q)-algebra we define q-divided powers and q-binomial coefficients as fol-
lows: for every X ∈ A, each n ∈ N and each c ∈ Z we set X(n) := Xn/[n]q ! and
(
X;c
n
) :=∏n
s=1
qc+1−sX−1
qs−1 . Furthermore, if Z ∈A is invertible we define also
[
X; c
n
]
:=
n∏
s=1
qc+1−sZ+1 − qs−1−cZ−1
q+s − q−s
for every n ∈ N and c ∈ Z. We shall also consider the elements
{
X; c
n, r
}
:=
r∑
s=0
q(
s+1
2 )
(
r
s
)
q
·
(
X; c+ s
n− r
)
for every X ∈A, n, r ∈ N, c ∈ Z.
For later use, we remark that the q-divided powers in X ∈A satisfy the (obvious) relations
X(r)X(s) =
[
r + s
s
]
q
X(r+s), X(0) = 1. (1.1)
Similarly, the q-binomial coefficients in X ∈A satisfy the relations
(
X; c
t
)(
X; c− t
s
)
=
(
t + s
t
)
q
(
X; c
t + s
)
,
(
X; c+ 1
t
)
− qt
(
X; c
t
)
=
(
X; c
t − 1
)
,
(
X; c
m
)(
X; s
n
)
=
(
X; s
n
)(
X; c
m
)
,
(
X; c
t
)
=
pc,t∑
p0
q(c−p)(t−p)
(
c
p
)
q
(
X;0
t − p
)
,
(
X; c
0
)
= 1,
(
X;−c
t
)
=
t∑
p=0
(−1)pq−t (c+p)+p(p+1)/2
(
p + c− 1
p
)
q
(
X;0
t − p
)
,
(
X; c+ 1
t
)
−
(
X; c
t
)
= qc−t+1
(
1 + (q − 1)
(
X;0
1
))(
X; c
t − 1
)
. (1.2)
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Let  ∈ N+ be odd, set Zε := Z[q]/(φ(q)) where φ(q) is the th cyclotomic polynomial
in q , and let ε := q , a (formal) primitive th root of 1 in Zε . Similarly, let Qε := Q[q]/(φ(q)),
the field of quotients of Zε . If M is a module over Z[q, q−1] or Q[q, q−1] we set Mε :=
M/(φ(q))M , which is a module over Zε or over Qε , called the specialization of M at q = ε.
In fact, we have Mε ∼= Zε ⊗Z[q,q−1] M or Mε ∼= Qε ⊗Z[q,q−1] M as modules over Zε or Qε (in
either case).
For later use, we recall now some results about q-numbers and their specializations:
Lemma 1.5. Let A be any Q[p,p−1]-algebra, p being any indeterminate.
(a) If x1, . . . , xs ∈A are such that xixj = pxjxi for all i < j , then for all m ∈ N(
s∑
k=1
xk
)m
=
∑
k1+···+ks=m
(
m
k1, . . . , ks
)
p−1
x
k1
1 · · ·xkss .
(b) If y1, . . . , ys ∈A are such that yiyj = p2yjyi for all i < j , then for all m ∈ N(
s∑
k=1
yk
)(m)
=
∑
k1+···+ks=m
p(
k1+1
2 )+···+(ks+12 )−(m+12 ) · y(k1)1 · · ·y(ks)s .
Proof. (a) is the well-known, generalized q-Leibniz’ identity, and (b) follows trivially. 
Lemma 1.6. Let A be any Q(q)-algebra, and let x, y, z,w ∈ A be such that xw = q2wx, xy =
qyx, xz= qzx and yz= zy. Then for all m ∈ N and t ∈ Z we have
(a1)
(
x + (q − q−1)2w; t
m
)
=
m∑
r=0
qr(t−m)
(
q − q−1)r ·w(r) { x; t
m, r
}
(a2) =
m∑
r=0
qr(t−m)
(
q − q−1)r · {x; t − 2r
m, r
}
w(r),
(b)
(
x + (q − q−1)2yz; t
m
)
=
m∑
r=0
qr(t−m)
(
q − q−1)r [r]q ! · y(r) {x; t − rm, r
}
z(r).
If instead wx = q2xw, yx = qxy, zx = qxz and zy = yz, then (∀m ∈ N, t ∈ Z)
(c1)
(
x + (q − q−1)2w; t
m
)
=
m∑
r=0
qr(t−m)
(
q − q−1)r · { x; t
m, r
}
w(r)
(c2) =
m∑
qr(t−m)
(
q − q−1)r ·w(r) {x; t − 2r
m, r
}
,r=0
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(
x + (q − q−1)2yz; t
m
)
=
m∑
r=0
qr(t−m)
(
q − q−1)r [r]q ! · z(r) {x; t − rm, r
}
y(r).
Proof. Claims (a1), (a2) and (b) are proved in Lemma 6.2 of [GR]. Instead, claims (c1), (c2)
and (d) follow directly from claims (a1), (a2) and (b) when one applies them to the algebra A
endowed with the opposite product. 
Lemma 1.7. (See [GR, Lemma 6.3].) Let Ω be any Z[q, q−1]-algebra, let ε be a ( formal) prim-
itive th root of 1, with  ∈ N+, and let Ωε := Ω/(q − ε)Ω be the specialization of Ω at q = ε
(a Zε-algebra). Then for each x, y ∈Ω we have
Ω 

(
x;0

)
⇒ (x|q=ε) = 1 in Ωε, Ω 
 y() ⇒ (y|q=ε) = 0 in Ωε.
2. Quantum groups
2.1. The quantum groups Uq(gln) and Uq(sln)
Let Uq(gln) be the Drinfeld–Jimbo quantization of U(gln): following [Ji, §2] (with normal-
izations of [No, §1.2]), we define it as the unital Q(q)-algebra with generators Fi , G±1j , Ei
(1 i  n− 1; 1 j  j ) and relations
GiG
−1
i = 1 =G−1i Gi, G±1i G±1j =G±1j G±1i ∀i, j,
GiFjG
−1
i = qδi,j+1−δi,j Fj , GiEjG−1i = qδi,j−δi,j+1Ej ∀i, j,
EiFj − FjEi = δi,j
GiG
−1
i+1 −G−1i Gi+1
q − q−1 ∀i, j,
EiEj =EjEi, FiFj = FjFi ∀i, j : |i − j |> 1,
E2i Ej −
(
q + q−1)EiEjEi +EjE2i = 0 ∀i, j : |i − j | = 1,
F 2i Fj −
(
q + q−1)FiFjFi + FjF 2i = 0 ∀i, j : |i − j | = 1.
Moreover, Uq(gln) has a Hopf algebra structure, given by
Δ(Fi)= Fi ⊗G−1i Gi+1 + 1 ⊗ Fi, S(Fi)= −FiGiG−1i+1, (Fi)= 0 ∀i,
Δ
(
G±1j
)=G±1j ⊗G±1j , S(G±1j )=G∓1j , (G±1j )= 1 ∀j,
Δ(Ei)=Ei ⊗ 1 +GiG−1i+1 ⊗Ei, S(Ei)= −G−1i Gi+1Ei, (Ei)= 0 ∀i.
Consider also the elements K±1i :=G±1i G∓1i+1 (for all i = 1, . . . , n− 1). The unital Q(q)-sub-
algebra of Uq(gln) generated by {Fi,K±1i ,Ei}i=1,...,n−1 is the well-known Drinfeld–Jimbo’s
quantum algebra Uq(sln). From the presentation of Uq(gln) one deduces one of Uq(sln) too, and
also sees that the latter is even a Hopf subalgebra of the former.
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Now we introduce quantum analogues of root vectors for both Uq(gln) and Uq(sln), following
an idea due to Jimbo (as in [Ji, §2], up to changing q±1 ↔ q∓1). Set
E i,i+1 :=Ei, Ei,j := [Ei,k,Ek,j ]q−1 ≡Ei,kEk,j − q−1Ek,jEi,k ∀i < k < j,
Fi+1,i := Fi, Fj,i := [Fj,k,Fk,i]q+1 ≡ Fj,kFk,i − q+1Fk,iFj,k ∀j > k > i.
Then all these are quantum root vectors, in Uq(gln) or Uq(sln), and the very definition gives
a complete set of commutation relations among them. For later use, we point out that they can
be obtained also via a general method given by Lusztig.
Namely, let {α1, . . . , αn−1} be a basis of simple roots of sln (or of gln), and let s1, . . . , sn−1
be generators of its Weyl group W . Let w0 = si1si2si3 · · · siN−1siN be a reduced expression for
the longest element w0 of W , where N :=
(
n
2
)
. Then {αk := si1si2 · · · sik−1(αik )|k = 1, . . . ,N} is
the set of all positive roots of sln. Now, Lusztig defines an action of the braid group associated
to W , with generators T1, . . . , Tn−1: we consider it normalized as in [Lu, §3]. Lusztig’s result (see
[CP, §8.1], and references therein) is that the elements Eαk := Ti1Ti2 · · ·Tik−1(Eik ) and Fαk :=
Ti1Ti2 · · ·Tik−1(Fik ) (k = 1, . . . ,N ) are quantum analogues of root vectors, respectively of weight
+αk and −αk . Now consider the sequence (i1, . . . , iN ) := (1,2, . . . , n − 1, n,1,2, . . . , n − 2,
n − 1,1,2, . . . ,3,4,1,2,3,1,2,1). Then w0 = si1si2si3 · · · siN−1siN is a reduced expression
for w0, and the previous recipe applies. It is easy to check [Ga2, §5.3] that, with this choice
of the sequence (i1, . . . , iN ), one has Eαk = Ei,j , Fαk = Fj,i for αk =
∑j−1
t=i αt , for all k (a key
fact is that Eαk = Eh and Fαk = Fh if αk = αh). So our choice of quantum root vectors is a
special case of Lusztig’s.
The quantum version of the PBW theorem claims that the set of ordered monomials
Bg :=
{∏
i<j
E
ηi,j
i,j
n∏
k=1
G
γk
k
∏
i<j
F
ϕj,i
j,i
∣∣∣∣ ηi,j , ϕj,i ∈ N, γk ∈ Z
}
(with respect to any total order of the pairs (i, j) with i = j ) is a Q(q)-basis of Uq(gln), and the
set
Bs :=
{∏
i<j
E
ηi,j
i,j
n−1∏
k=1
K
κk
k
∏
i<j
F
ϕj,i
j,i
∣∣∣∣ ηi,j , ϕj,i ∈ N, κk ∈ Z
}
is a Q(q)-basis of Uq(sln): see [CP, §8.1], and references therein.
2.3. Integral forms of Uq(gln) and Uq(sln)
After Lusztig’s idea for semisimple Lie algebras, adapted to the case of gln, one can de-
fine (see [CP, §9.3], and references therein) a suitable restricted integral form of Uq(gln) over
Z[q, q−1], say Uq(gln): following [DL, §3], it is the unital Z[q, q−1]-subalgebra of Uq(gln)
generated by F (m)1 , . . . ,F
(m)
n−1, G
±1
1 ,
(
G1;c
m
)
, . . . ,G±1n ,
(
Gn;c
m
)
, E
(m)
1 , . . . ,E
(m)
n−1, for all m ∈ N and
c ∈ Z. This Uq(gln) is a Z[q, q−1]-integral form of Uq(gln) as a Hopf algebra, and specializes
to UZ(gln) for q → 1, that is Uq(gln)/(q − 1)Uq(gln) ∼= UZ(gln) as co-Poisson Hopf algebras;
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like theorem holds for Uq(gln). Finally, for every root of 1, say ε, of odd order , a well-defined
quantum Frobenius morphism FrZεgln :Uε(gln) Zε ⊗Z UZ(gln) exists (a Hopf algebra epimor-
phism): here Uε(gln) := (Uq(gln))ε—as in Section 1.4—and FrZεgln is defined on generators by
dividing out the order of each quantum divided power and each quantum binomial coefficient by
, if this makes sense, and mapping to zero otherwise. The obvious parallel construction—just
replacing the G±1k ’s by the K
±1
i ’s everywhere—provides Uq(sln), the restricted Z[q, q−1]-
integral form of Uq(sln): it specializes to UZ(sln) for q → 1, and quantum Frobenius morphisms
Fr
Zε
sln
:Uε(sln) Zε ⊗Z UZ(sln) exist for every  as above. See [DL, §§3, 6], or [CP, §9.3].
However, we are mainly interested now in the unrestricted integral forms and their special-
izations. First set, as notation, X := (q − q−1)X. Following [DP, §12.1], or [Ga1, §3.3]—
whose constructions apply to semisimple Lie algebras, but also work for gln and with Z in-
stead of C—we define Uq(gln) to be the unital Z[q, q−1]-subalgebra of Uq(gln) generated by
{Fj,i ,G±1k ,Ei,j }k=1,...,n1i<jn. This Uq(gln) is a Hopf Z[q, q−1]-subalgebra of Uq(gln), and is a
free Z[q, q−1]-module with PBW-like basis
Bg :=
{∏
i<j
E
ηi,j
i,j
n∏
k=1
G
γk
k
∏
i<j
F
ϕj,i
j,i
∣∣∣∣ ηi,j , ϕj,i ∈ N, γk ∈ Z
}
(monomials being ordered with respect to any total order as before). Thus Uq(gln) is another
Z[q, q−1]-integral form of Uq(gln)—after Uq(gln)—as a Hopf algebra, in that it is a Hopf
Z[q, q−1]-subalgebra such that Q(q)⊗Z[q,q−1] Uq(gln)∼=Uq(gln).
From [DP, §14.1], or [Ga1, Theorem 7.4], one has that Uq(gln) is a quantization of
F [(sGL∗n)Z], i.e. U1(gln) := (Uq(gln))1 ∼= F [(sGL∗n)Z] as Poisson Hopf algebras (notation of
Sections 1.1–1.4), where on left-hand side we consider the standard Poisson structure inherited
from Uq(gln). Finally, let , ε and Zε be as in Section 1.4, and Uε(gln) := (Uq(gln))ε: then there
is a Hopf Z-algebra embedding FrZgln :F [(sGL∗n)Z] ∼= U1(gln) ↪→ Uε(gln), called the quantum
Frobenius morphism for sGL∗n, given by th power on generators (see [Ga3, §§3.6–7], for de-
tails). It also extends to a Zε-linear map FrZεgln defined on F [(sGL∗n)Zε ] ∼= Zε ⊗Z U1(gln).
Once again, the same constructions can be done with sln instead of gln. In this way one
construct Uq(sln) simply following the recipe above but replacing the G±1k ’s with the K±1i ’s.
Then Uq(sln) is another Z[q, q−1]-integral form of Uq(sln) (after Uq(sln)) as a Hopf algebra, and
it is free as a Z[q, q−1]-module with (PBW-like) Z[q, q−1]-basis the set of ordered monomials
Bs :=
{∏
i<j
E
ηi,j
i,j
n−1∏
k=1
K
κk
k
∏
i<j
F
ϕj,i
j,i
∣∣∣∣ ηi,j , ϕj,i ∈ N, κk ∈ Z
}
.
Entirely similar results to those for Uq(gln) then hold for Uq(sln) too, also regarding specializa-
tions at roots of 1 (including 1 itself) and quantum Frobenius morphisms FrZsln and Fr
Zε
sln
(see
[Ga3, §4]).
The embedding Uq(sln) ↪→ Uq(gln) restricts to Hopf embeddings Uq(sln) ↪→ Uq(gln) and
Uq(sln) ↪→ Uq(gln). The specializations of the latter ones at q = ε and at q = 1 are compatible
(in the obvious sense) with the quantum Frobenius morphisms.
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Let Fq [Mn] be the quantum function algebra over Mn introduced by Manin. Namely (cf. [No,
§1.1], and references therein), Fq [Mn] is the unital associative Q(q)-algebra with generators ti,j
(i, j = 1, . . . , n) and relations
ti,j ti,k = qti,kti,j , ti,kth,k = qth,kti,k ∀j < k, i < h,
ti,l tj,k = tj,kti,l , ti,ktj,l − tj,l ti,k =
(
q − q−1)ti,l tj,k ∀i < j, k < l.
The (n×n)-matrix T := (ti,j )i,j=1,...,n will be called a q-matrix. We call “quantum determinant”
the element Dq ≡ detq((tk,)k,=1,...,n) :=
∑
σ∈Sn (−q)l(σ )t1,σ (1)t2,σ (2) · · · tn,σ (n), belonging to
the center of Fq [Mn]. This Fq [Mn] is a bialgebra, with Δ(ti,j )=∑nk=1 ti,k⊗ tk,j and (ti,j )= δij
(for all i, j ); then Dq is group-like, i.e. Δ(Dq)=Dq ⊗Dq and (Dq)= 1.
Finally, Fq [Mn] admits the set
BMn :=
{∏
i<j
t
τi,j
i,j
n∏
k=1
t
τk,k
k,k
∏
i>j
t
τi,j
i,j
∣∣∣∣ τi,j ∈ N ∀i, j
}
as Q(q)-basis, where again factors in monomials are ordered with respect to any fixed total order
of the pairs (i, j) with i = j (see [Ga4, Theorem 2.1(a)], and references therein).
We define Fq [Mn] to be the unital Z[q, q−1]-subalgebra of Fq [Mn] generated by the ti,j ’s
(for all i, j ); this is also a subbialgebra, and admits the same presentation as Fq [Mn] but over
Z[q, q−1]. Therefore Dq ∈ Fq [Mn], the latter is a free Z[q, q−1]-module with Z[q, q−1]-basis
BMn [Ga4, Theorem 2.1(a)], and Fq [Mn] is a Z[q, q−1]-integral form of Fq [Mn]. The presenta-
tion shows that Fq [Mn] is a quantization of F [(Mn)Z], i.e. F1[Mn] := (Fq [Mn])1 ∼= F [(Mn)Z]
as Poisson bialgebras (where on left-hand side we consider the standard Poisson structure in-
herited from Fq [Mn]), the isomorphism being given by ti,j |q=1 ∼= t¯i,j for all i, j . Finally let
, ε, Zε be as in Section 1.4, Fε[Mn] := (Fq [Mn])ε . Then there is a bialgebra embedding
FrZMn :F [(Mn)Z] ↪→ Fε[Mn] (t¯i,j → ti,j |q=ε), the quantum Frobenius morphism for Mn.
Besides the presentation given above, another description of Fq [G] is available. In fact, using
a characterization as algebra of matrix coefficients (cf. [APW, Appendix]), Fq [Mn] embeds into
Uq(gln)
∗ as a dense subalgebra (with respect to the weak topology). Hence the natural evaluation
pairing (〈f,u〉 → f (u)) restricts to a perfect (=non-degenerate) Hopf pairing 〈 , 〉 :Fq [Mn] ×
Uq(gln)→ Q(q) (see, e.g., [No, §1.3], for details). Then, by the analysis in [DL, §4] (adapted to
Mn), one has Fq [Mn] = {f ∈ Fq [Mn] | 〈f,Uq(gln)〉 ⊆ Z[q, q−1]}.
All this gives the idea, like in [Ga1, §4.3], for semisimple algebraic groups, to define
Fq [Mn] :=
{
f ∈ Fq [Mn]
∣∣ 〈f,Uq(gln)〉⊆ Z[q, q−1]}.
The arguments in [Ga1, Proposition 5.12], prove also that Q · Fq [Mn] is a Q[q, q−1]-integral
form of Fq [Mn]. Moreover, the analysis therein together with [Ga2, §6], proves that Q ·Fq [Mn]
is a quantization of U(gl∗n), i.e. (Q ·Fq [Mn])1 ∼= U(gl∗n) as co-Poisson bialgebras (taking on
left-hand side the co-Poisson structure inherited from Q ·Fq [Mn]).
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arguments in [Ga1, §7] show that there is an epimorphism
FrQεMn :Qε ⊗Zε Fε[Mn]Qε ⊗Z UZ
(
gl∗n
)= Qε ⊗Q U(gl∗n) (2.1)
of Qε-bialgebras, which will be called (again) the quantum Frobenius morphism for Mn.
All the previous constructions can be repeated for GLn instead of Mn (see again [No, §1.1],
and references therein). One defines Fq [GLn] := (Fq [Mn])[Dq−1], the extension of Fq [Mn] by
a formal inverse to Dq ; thus the presentation of Fq [Mn] induces one of Fq [GLn] as well. This
Fq [GLn] is a Hopf algebra: the coproduct and counit on the ti,j ’s are given by the formulæ for
Fq [Mn] (which is then a subbialgebra) plus the formulæ saying that Dq−1 is group-like, and the
antipode by S(ti,j )= (−1)i+j detq((tk,)k =i; =jk,=1,...,n)D−1q , S(Dq−1)=Dq .
We define Fq [GLn] to be the unital Z[q, q−1]-subalgebra of Fq [GLn] generated by ti,j (for
all i, j ) and Dq−1. This is a Z[q, q−1]-integral form of Fq [GLn], as a Hopf algebra, and it is a
quantization of F [(GLn)Z], with ti,j |q=1 ∼= t¯i,j (for all i, j ) and D−1q |q=1 ∼=D−1.
It is known (cf. [Ga4, Theorem 2.1(a)], and references therein), that Fq [GLn] is free over
Z[q, q−1], with (PBW-like) basis the set of ordered (with respect to any total order) monomials
BGLn :=
{∏
i<j
t
τi,j
i,j
n∏
k=1
t
τk,k
k,k
∏
i>j
t
τi,j
i,j D
−m
q
∣∣∣∣ τi,j ,m ∈ N ∀i, j ; min({τi,i}1in ∪ {m})= 0
}
.
The perfect Hopf pairing 〈 , 〉 :Fq [Mn] × Uq(gln) → Q(q) extends (on left-hand side) to
Fq [GLn]; then one deduces that
Fq [GLn] =
{
f ∈ Fq [GLn]
∣∣ 〈f,Uq(gln)〉⊆ Z[q, q−1]}
(just like for Fq [Mn]). This gives the idea—as in [Ga1, §4.3]— to define
Fq [GLn] :=
{
f ∈ Fq [GLn]
∣∣ 〈f,Uq(gln)〉⊆ Z[q, q−1]}.
Again, one proves that Q · Fq [GLn] is a Q[q, q−1]-integral form of Fq [GLn] (as a Hopf
algebra), and also that Q ·Fq [GLn] is a quantization of U(gl∗n).
Finally, for  and ε as in Section 1.4, let Fε[GLn] := (Fq [GLn])ε andFε[GLn] := (Fq [GLn])ε .
Then there are two quantum Frobenius morphisms for GLn—both extending the corresponding
ones for Mn—namely FrZGLn :F [(GLn)Z] ∼= F1[GLn] ↪→ Fε[GLn], a Hopf algebra monomor-
phism (given by t¯i,j → ti,j |q=ε , D−1 →D−q ), and a Hopf algebra epimorphism
FrQεGLn :Qε ⊗Zε Fε[GLn]Qε ⊗Z F1[GLn] ∼= Qε ⊗Q U
(
gl∗n
)
. (2.2)
As to SLn (see [Ga4]), one defines Fq [SLn] := Fq [GLn]/(Dq − 1)∼= Fq [Mn]/(Dq − 1); here
(Dq −1) is the two-sided ideal of Fq [GLn] or of Fq [Mn] generated by the central element Dq −1:
it is clearly a Hopf ideal, so Fq [SLn] is a Hopf algebra on its own. Explicitly, Fq [SLn] admits
the same presentation as Fq [Mn] or Fq [GLn] but with the additional relation Dq = 1 (in either
case); its Hopf structure is given by the same formulæ, but for setting Dq−1 = 1.
Like before, we define Fq [SLn] as the unital Z[q, q−1]-subalgebra of Fq [SLn] generated
by the ti,j ’s: it has the same presentation as Fq [SLn] but over Z[q, q−1], and is a Hopf
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Fq [SLn] ∼= Fq [GLn]/(Dq − 1) ∼= Fq [Mn]/(Dq − 1) of Hopf Z[q, q−1]-algebras, and Fq [SLn]
is a quantization of F [(SLn)Z], i.e. F1[SLn] := (Fq [SLn])1 ∼= F [(SLn)Z]. It is proved in [Ga4,
Theorem 2.1(a)], that Fq [SLn] is free over Z[q, q−1] with (PBW-like) basis the set
BSLn :=
{∏
i<j
t
τi,j
i,j
n∏
k=1
t
τk,k
k,k
∏
i>j
t
τi,j
i,j
∣∣∣∣ τi,j ∈ N ∀i, j ; min{τk,k}k=1,...,n = 0
}
of ordered monomials (with respect to any total order).
Like for Fq [Mn] and Fq [GLn], also Fq [SLn] can be naturally embedded as a dense subalge-
bra of Uq(sl∗n) := Uq(sln)∗. Then the natural evaluation pairing between Uq(sln)∗ and Uq(sln)
restricts to a perfect Hopf pairing 〈 , 〉 :Fq [SLn] × Uq(sln) → Q(q); then (like for Fq [Mn] and
Fq [GLn]) one finds that Fq [SLn] = {f ∈ Fq [SLn] | 〈f,Uq(sln)〉 ⊆ Z[q, q−1]}. As in [Ga1, §4.3],
this leads us to define
Fq [SLn] :=
{
f ∈ Fq [SLn]
∣∣ 〈f,Uq(sln)〉⊆ Z[q, q−1]}.
Then Q · Fq [SLn] is a Q[q, q−1]-integral form of Fq [SLn] (as a Hopf algebra), and it is a
quantization of U(sl∗n). Also, a bialgebra epimorphism Fq [Mn] Fq [SLn] and a Hopf alge-
bra epimorphism Fq [GLn]Fq [SLn] exist, both dual to Uq(sln) ↪→ Uq(gln).
Finally, for any root of 1 of odd order , say ε, there are two quantum Frobenius morphisms for
SLn: a Hopf algebra monomorphism FrZSLn :F [(SLn)Z] ∼= F1[SLn] ↪→ Fε[SLn] (given by t¯i,j →
ti,j |q=ε), and a Hopf algebra epimorphism
FrQεSLn :Qε ⊗Zε Fε[SLn]Qε ⊗Z F1[SLn] ∼= Qε ⊗Q U
(
sl∗n
)
. (2.3)
2.5. Uq(gl∗n), Uq(sl∗n), integral forms and quantum Frobenius morphisms
It is shown in [Ga1, §§5–6], that the linear dual Uq(sln)∗ of Uq(sln) can be seen again as
a quantum group on its own: namely, we can set Uq(sl∗n) := Uq(sln)∗, such a notation being
motivated by the fact that Uq(sl∗n) stands for the Lie bialgebra sl∗n exactly like Uq(sln) stands
for sln. Indeed, Uq(sl∗n) bears a natural structure of topological Hopf Q(q)-algebra, and has two
integral forms Uq(sl∗n) and Uq(sl∗n) which play for Uq(sl∗n) the same rôle as Uq(sln) and Uq(sln)
for Uq(sln). We shall here mainly consider the first integral form (and less the second), after
[Ga1, §§5–6], and apply the same procedure to construct Uq(gl∗n) and Uq(gl∗n) too.
First we define Hgq as the unital associative Q(q)-algebra with generators F1, . . . ,Fn−1,
Λ±11 , . . . ,Λ
±1
n−1,Λ±1n ,E1, . . . ,En−1 and relations
ΛiΛ
−1
i = 1 =Λ−1i Λi, Λ±1i Λ±1j =Λ±1j Λ±1i ∀i, j,
ΛiFjΛ
−1
i = qδi,j−δi,j+1Fj , ΛiEjΛ−1i = qδi,j−δi,j+1Ej ∀i, j,
EiFj − FjEi = 0 ∀i, j,
EiEj =EjEi, FiFj = FjFi ∀i, j : |i − j |> 1,
E2i Ej −
(
q + q−1)EiEjEi +EjE2i = 0 ∀i, j : |i − j | = 1,
F 2i Fj −
(
q + q−1)FiFjFi + FjF 2i = 0 i, j : |i − j | = 1.
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∏h
k=1 Λ
±1
k (for all h= 1, . . . , n), and denote Hsq the unital
Q(q)-subalgebra1 of Hgq generated by {Fi,L±1i ,Ei}i=1,...,n−1. From the presentation of Hgq one
deduces one of Hsq too. Note also that both H
g
q and Hsq contain quantum root vectors Ei,j and
Fj,i (for all i < j ) as in Section 2.2, and the sets of PBW-like ordered monomials
B
g∗ :=
{∏
i<j
E
ηi,j
i,j
n∏
k=1
Λ
λk
k
∏
i<j
F
ϕj,i
j,i
∣∣∣∣ ϕj,i , ηi,j ∈ N, λk ∈ Z
}
for Hgq and
Bs∗ :=
{∏
i<j
E
ηi,j
i,j
n−1∏
k=1
L
lk
k
∏
i<j
F
ϕj,i
j,i
∣∣∣∣ ϕj,i , ηi,j ∈ N, lk ∈ Z
}
for Hsq are bases over Q(q).
One defines Uq(sl∗n) as a suitable completion of Hsq , so that Uq(sl∗n) is a topological Q(q)-
algebra topologically generated by Hsq , and Bs∗ is a Q(q)-basis of Uq(sl∗n) in topological sense.
Then Uq(sl∗n) is also a topological Hopf Q(q)-algebra (see [Ga1, §6]). The same construction
makes sense with Hgq instead of Hsq and yields the definition of Uq(gl∗n), a topological Hopf
algebra with Bg∗ as (topological) Q(q)-basis. By construction Hsq is a subalgebra of Hgq but also
a quotient via Hgq/(Ln −1)∼= Hsq . Similarly Uq(sl∗n) is a topological Hopf subalgebra of Uq(gl∗n)
but also a quotient via Uq(gl∗n)/(Ln − 1)∼=Uq(sl∗n)q .
Let 〈 , 〉 :Uq(sl∗n)×Uq(sln)→ Q(q) be the natural evaluation pairing, given by 〈f,u〉 := f (u)
for all u ∈Uq(sln), f ∈Uq(sl∗n) :=Uq(sln)∗. Using it, one defines (see [Ga1, §6])
Uq
(
sl∗n
) := {η ∈Uq(sl∗n) ∣∣ 〈η,Uq(sln)〉⊆ Z[q, q−1] and Φ(η) holds},
where Φ(η) is a suitable “growth condition” for elements in Uq(sl∗n). One proves that Uq(sl∗n)
is a Z[q, q−1]-integral form (as a topological Hopf subalgebra) of Uq(sl∗n). To describe Uq(sl∗n),
let Hsq be the Z[q, q−1]-subalgebra of Hsq generated by all F (m)i ’s, E(m)i ’s, L±1i ’s and
(
Li ;c
m
)
’s
(m ∈ N, c ∈ Z, 1 i < n): then
Bs∗ :=
{∏
i<j
E
(ηi,j )
i,j
n−1∏
k=1
(
Lk;0
lk
)
L
−Ent(lk/2)
k
∏
i<j
F
(ϕj,i )
j,i
∣∣∣∣ ηi,j , lk, ϕj,i ∈ N
}
is a basis of Hsq over Z[q, q−1], and Uq(sl∗n) is the topological closure of Hsq , so that Bs∗ is a
topological Z[q, q−1]-basis of Uq(sl∗n).
Similarly, starting from the pairing 〈 , 〉 :Uq(gl∗n)×Uq(gln)→ Q(q) one can define
Uq
(
gl∗n
) := {η ∈Uq(gl∗n) ∣∣ 〈η,Uq(gln)〉⊆ Z[q, q−1] and Ψ (η) holds},
where Ψ (η) is a suitable “growth condition” in Uq(gl∗n). Then Uq(gl∗n) is a (topological)
Z[q, q−1]-integral form of Uq(gl∗n), which can be described explicitly: everything goes like for
1 The corresponding notation in [Ga1, §6], is HPϕ , and similarly for integral forms.
F. Gavarini, Z. Rakic´ / Journal of Algebra 315 (2007) 761–800 775Uq(sl
∗
n) but replacing the symbols Lk with the Λh’s (h = 1, . . . , n) and the Z[q, q−1]-basis Bs∗
with
B
g∗ :=
{∏
i<j
E
(ηi,j )
i,j
n∏
h=1
(
Λh;0
λh
)
Λ
−Ent(λh/2)
h
∏
i<j
F
(ϕj,i )
j,i
∣∣∣∣ ηi,j , λh,ϕj,i ∈ N
}
.
We call Hgq the Z[q, q−1]-span of the latter, and Uq(gl∗n) is just the completion of Hgq . Again by
construction Hsq is a subalgebra of H
g
q but also a quotient (restricting Hgq/(Ln − 1)∼= Hsq to Hgq ),
so Uq(sl
∗
n) is a topological Hopf subalgebra of Uq(gl∗n), and also quotient of the latter.
We can describe Hsq rather explicitly: it is the unital associative Z[q, q−1]-algebra with gen-
erators F (m)i , E
(m)
i , L
±1
i ,
(
Li ;c
m
) (for m ∈ N, c ∈ Z, i = 1, . . . , n− 1) and relations
m∏
s=1
(
qs − 1)(Lk; c
m
)
=
m∏
s=1
(
q1−s+cLk − 1
)
, LkL
−1
k = 1 = L−1k Lk,(
Lh; c
m
)
L±1k = L±1k
(
Lh; c
m
)
relations (1.2) for all X ∈ {Lk}k=1,...,n−1, relations (1.1) for all X ∈ {Fi,Ei}i=1,...,n−1
L±1h F
(m)
k = q±δh,kmF (m)k L±1h , E(r)i F (s)j = F (s)j E(r)i , L±1h E(m)k = q±δh,kmE(m)k L±1h ,(
Lh; c
t
)
E
(m)
k =E(m)k
(
Lh; c+ δh,km
t
)
,
(
Lh; c
t
)
F
(m)
k = F (m)k
(
Lh; c+ δh,km
t
)
.
The Hopf structure of Uq(sl∗n) then can be described explicitly, but we do not need it.
Similarly, Hgq is the unital associative Z[q, q−1]-algebra with generators F (m)i , E(m)i , Λ±1k ,(
Λk;c
m
) (for m ∈ N, c ∈ Z, i = 1, . . . , n− 1, k = 1, . . . , n) and relations
m∏
s=1
(
qs − 1)(Λk; c
m
)
=
m∏
s=1
(
q1−s+cΛk − 1
)
, ΛkΛ
−1
k = 1 =Λ−1k Λk,(
Λh; c
m
)
Λ±1k =Λ±1k
(
Λh; c
m
)
relations (1.2) for all X ∈ {Λk}k=1,...,n, relations (1.1) for all X ∈ {Fi,Ei}i=1,...,n−1
E
(r)
i F
(s)
j = F (s)j E(r)i , Λ±1h Y (m)k = q±(δh,k−δh,k+1)mY (m)k Λ±1h ∀Y ∈ {F,E},(
Λh; c
t
)
Y
(m)
k = Y (m)k
(
Λh; c+ (δh,k − δh,k+1)m
t
)
∀Y ∈ {F,E}.
The Hopf structure of Uq(gl∗n) can also be given explicitly, yet we do not need that.
Uq(sl
∗
n) is a quantization of UZ(sl∗n), for U1(sl∗n) := (Uq(sl∗n))1 ∼= UZ(sln∗) as co-Poisson
Hopf algebras, with on left-hand side the co-Poisson structure inherited from Uq(sl∗n). In terms of
generators (notation of Section 1.2) this reads F (m)|q=1 ∼= f(m),
(
Li ;0)|q=1 ∼= (hi), L±1|q=1 ∼= 1,i i m m i
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(m)
i |q=1 ∼= e(m)i for all i = 1, . . . , n− 1 and m ∈ N. Similarly U1(gl∗n) := (Uq(gl∗n))1 ∼= UZ(gl∗n)
as co-Poisson Hopf algebras, with F (m)i |q=1 ∼= f(m)i ,
(
Λh;0
m
)|q=1 ∼= (lhm), Λ±1h |q=1 ∼= 1, E(m)i |q=1 ∼=
e
(m)
i for m ∈ N, i = 1, . . . , n−1, h= 1, . . . , n. The map Uq(gl∗n) Uq(sl∗n) then is a quantization
of the natural epimorphism gl∗n sl∗n.
Finally, let  and ε be as in Section 1.4. Set Uε(sl∗n) := (Uq(sl∗n))ε and Hsε := (Hs)ε . Then
(cf. [Ga1, §7.7]) the embedding Hsε ↪→ Uε(sl∗n) is an isomorphism, thus Uε(sl∗n)= Hsε . Similarly
(with like notation) Uε(gl∗n)= Hgε . Also, there are Hopf algebra epimorphisms
Fr
Zε
sl∗n
:Uε
(
sl∗n
)= Hsε Zε ⊗Z Hs1 = Zε ⊗Z U1(sl∗n)∼= Zε ⊗Z UZ(sl∗n), (2.4)
Fr
Zε
gl∗n
:Uε
(
gl∗n
)= Hgε  Zε ⊗Z Hg1 = Zε ⊗Z U1(gl∗n)∼= Zε ⊗Z UZ(gl∗n) (2.5)
defined by X(s)i |q=ε → x(s/)i ,
(
Yj ;0
s
)|q=ε → ( kjs/) if  | s, X(s)i |q=ε → 0, (Yj ;0s )|q=ε → 0 if   s,
and Y±1j |q=1 → 1, with (X,x) ∈ {(F, f), (E, e)}, and (Y,k) := (L,h) in the sln case, (Y,k) :=
(Λ,g) in the gln case. These are quantum Frobenius morphism for sl∗n and gl∗n.
The epimorphism πq :Uq(gl∗n) Uq(sl∗n) of topological Hopf Z[q, q−1]-algebras mentioned
above is compatible with the quantum Frobenius morphisms, that is to say π1 ◦FrZεgl∗n = Fr
Zε
sl∗n
◦πε
(where π1 and πε have the obvious meaning).
We remark that Hsq = {η ∈ Hsq | 〈η,Uq(sln)〉 ⊆ Z[q, q−1]}, and similarly for Hgq . Then one
can consider [Ga1, §§6–7] Hsq := {η ∈ Hsq | 〈η,Uq(sln)〉 ⊆ Z[q, q−1]}. This is the Z[q, q−1]-
subalgebra of Hsq generated by {Ei,j ,L±1h ,F j,i}1hn−11i<jn , with a PBW-like basis over Z[q, q−1]
given by the ordered monomials in these generators. The unrestricted Z[q, q−1]-integral form
Uq(sl∗n) is the (suitable) topological completion of Hsq inside Uq(sl∗n); one also has another
quantum Frobenius morphism FrZ
gl∗n
:U1(g∗) ↪→ Uε(g∗), defined on generators as an “th power
operation.” Similarly holds for Hgq := {η ∈ Hgq | 〈η,Uq(gln)〉 ⊆ Z[q, q−1]} and Uq(gl∗n), with
Λk’s instead of Lh’s, and a suitable quantum Frobenius FrZsl∗n .
Warnings: (a) In [Ga1] integral forms are over Q[q, q−1], but now we work over Z[q, q−1].
Some results here for Fq [SLn] are improvements of those for Q[q, q−1] ⊗Z[q,q−1] Fq [SLn] in
[Ga1], and similarly for GLn (see Sections 4.8–4.10). For Uq(g∗) too, the results in [Ga1] are over
Q[q, q−1]: yet the arguments therein also apply over Z[q, q−1], giving the results of Section 2.5.
(b) In this work we deal with integral forms Fq [X] of Fq [X] (for X ∈ {Mn,GLn,SLn}),
passing through integral forms Uq(g∗) of Uq(g∗) (for g ∈ {gln, sln}). The same methods and
ideas apply also to the forms Fq [X], passing through the forms Uq(g∗): this yields new proofs of
the results for them and their quantum Frobenius morphisms mentioned in Section 2.4.
3. Embedding quantum function algebras into dual quantum groups
3.1. Construction of Uq(g∗) and the natural evaluation pairing
The description of Uq(g∗) :=Uq(g)∗, for g ∈ {gln, sln}, given above comes from the following
construction (cf. [Ga1, §§5–6]). Let Uq(b+) and Uq(b−) be the quantum Borel subalgebras of
Uq(g): namely, Uq(b+), respectively Uq(b−), is the subalgebra of Uq(g) obtained discarding the
Fi ’s, respectively the Ei ’s, from the set of generators; similarly one defines integral forms Uq(b±)
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Therefore Uq(g∗) := Uq(g)∗ is a subalgebra of (Uq(b+)⊗Uq(b−))∗ ∼= Uq(b+)∗ ⊗̂ Uq(b−)∗,
where ⊗̂ denotes topological tensor product (completion of ⊗ with respect to weak topology).
In [Ga1, §5], it was observed that Uq(b±)∗ as an algebra is the completion of Uq(b∓), so that
(Uq(b+)⊗Uq(b−))∗ ∼=Uq(b−) ⊗̂Uq(b+). Then Uq(g∗) can be described as topologically gen-
erated by elements Fi ⊗ 1, T ∓1k ⊗ T ±1k , 1 ⊗ Ei ∈ Uq(b−) ⊗̂ Uq(b+) ∼= (Uq(b+)⊗Uq(b−))∗
(with T ±1k ∈ {G±1j }1jn if g = gln and T ±1k ∈ {K±1h }1hn−1 if g = sln).
Now we observe that Uq(b+)∼=Uq(b−) as algebras, via Ei → Fi , T ±1k → T ∓1k . Then we have
also (Uq(b+)⊗Uq(b−))∗ ∼= Uq(b−) ⊗̂ Uq(b+) ∼= Uq(b+) ⊗̂ Uq(b−). Thus Uq(g∗) := Uq(g)∗
can be described as topologically generated by elements Ei ⊗1, T ±1k ⊗T ∓1k , 1⊗Fi ∈Uq(b+) ⊗̂
Uq(b−), which by abuse of notation we shall call Ei , T ±1k and Fi . The relations among them are
those for Ei , T ±1k (in {G±1j }1jn or in {K±1h }1hn−1 according to whether g = gln or g = sln)
and Fi in Section 2.5. Using this description for Uq(g∗), the evaluation pairing 〈 , 〉 :Uq(g∗) ×
Uq(g) → Q(q) is uniquely determined by its values on PBW bases. It is described explicitly in
[Ga1, §2.4 and §6], but before identifying Uq(b+) ∼= Uq(b−) and Uq(b−) ∼= Uq(b+). Once we
adopt these last identifications, which map Ei,j → (−q)i−j+1Fj,i and Fj,i → (−q)j−i−1Ei,j
(for i < j ), the results in [Ga1, §6], eventually read〈∏
i<j
E
(ηi,j )
i,j
l∏
r=1
(
Yr ;0
χr
)
Y
−Ent(χr /2)
r
∏
i<j
F
(ϕj,i )
j,i ,
∏
i<j
E
ei,j
i,j
l∏
s=1
Zzss
∏
i<j
F
fj,i
j,i
〉
=
∏
i<j
(−1)ηi,j δfj,i ,ϕj,i δei,j ,ηi,j (−q)(j−i−1)(ϕj,i−ηi,j )
l∏
t=1
(
zt
χt
)
q
q−zt Ent(χt /2) (3.1)
where (Y,Z, l) stands for (L,K,n− 1) in the sln case and for (Λ,G,n) in the gln case.
3.2. The embedding ξ :Fq [G] ↪→Uq(g∗) and its restrictions to integral forms
Let G ∈ {SLn,GLn} and g := Lie(G). Definitions embed Fq [G] into Uq(g)∗ =: Uq(g∗),
via a monomorphism ξ :Fq [G] ↪→ Uq(g∗) of topological Hopf Q(q)-algebras: they also imply
Fq [G] = ξ−1(Uq(g∗)), thus ξ restricts to a monomorphism ξ̂ :Fq [G] ↪→ Uq(g∗), and similarly
to ξ˜ :Fq [G] ↪→ Uq(g∗) too. These verify Fq [G] = ξ−1(Hxq), Fq [G] = ξ̂−1(Hxq) and Fq [G] =
ξ˜−1(Hxq) (with x = s or x = g according to the type of G). As Fq [Mn] embeds into Fq [GLn]—
and similarly for integer forms—one has also bialgebra embeddings ξ :Fq [Mn] ↪→ Uq(gl∗n),
ξ̂ :Fq [Mn] ↪→ Uq(gl∗n) and ξ˜ :Fq [Mn] ↪→ Uq(gl∗n).
Moreover, by construction ξ̂ and ξ˜ are compatible with specializations and quantum Frobenius
morphisms, i.e.
(idQε ⊗Z ξ̂ |q=1) ◦FrQεG =
(
idQε ⊗Zε FrZεg∗
) ◦ (idQε ⊗Zε ξ̂ |q=ε)
for ξ̂ , and similarly for ξ˜ (for any root of unity ε of odd order). Finally, all the embeddings ξ and
their restrictions to integral forms are compatible (in the obvious sense) with the epimorphisms
Uq(gl
∗
n)
π
Uq(sl∗n), Fq [GLn]
π
 Fq [SLn] or Fq [Mn] π Fq [SLn] and their restrictions to integral
forms, see Proposition 3.7(b). All this follows from definitions (see also [Ga1, §6]).
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Proposition 3.3. The embeddings ξ˜ :Fq [Mn] ↪→ Uq(gl∗n), ξ˜ :Fq [GLn] ↪→ Uq(gl∗n), ξ :Fq [Mn] ↪→
Uq(gl
∗
n) and ξ :Fq [GLn] ↪→Uq(gl∗n) are uniquely determined by
ti,j → −(−q)j−i−1Ei,jΛj − (−q)j−i−2
n∑
k=j+1
Ei,kΛkF k,j ∀i < j,
tl,l →Λl − q−2
n∑
k=l+1
El,kΛkF k,l ∀i = l = j,
ti,j → +(−q)j−i−1ΛiF i,j − (−q)j−i−2
n∑
k=i+1
Ei,kΛkF k,j ∀i > j.
With Λ±1k = L±1k L∓1k−1, this describes ξ˜ :Fq [SLn] ↪→ Uq(sl∗n) and ξ :Fq [SLn] ↪→Uq(sl∗n).
Proof. It is enough to prove the claims for the ξ˜ ’s: the rest follows by scalar extension.
Let G := GLn, let Fq [B+] and Fq [B−] be the quotient Hopf algebras of Fq [G] obtained
factoring out the generators ti,j with i > j and i < j respectively. Let π+ :Fq [G] Fq [B+] and
π− :Fq [G] Fq [B−] be the corresponding epimorphisms.
In [DL, §4.3], an embedding ξ˜ :Fq [G] ↪→ Uq(g∗) is given by the composition
Fq [G] Δ−→ Fq [G] ⊗ Fq [G] π+⊗π−−−−−→ Fq [B+] ⊗ Fq [B−] ϑ+⊗ϑ−−−−−→ Uq(b−)⊗ Uq(b+)
whose image is contained in the subalgebra of Uq(b−)⊗ Uq(b+) which is isomorphic (through
the identifications explained in Section 3.1) to the subalgebraHgq of Uq(g∗) considered at the end
of Section 2.5. The last step in this composition is given by isomorphisms ϑ+ :Fq [B+] ∼= Uq(b−)
and ϑ− :Fq [B−] ∼= Uq(b+). We modify this construction (as sketched in Section 3.1) by changing
the last step with Fq [B+] ⊗ Fq [B−] ϑ+⊗ϑ−−−−−→ Uq(b+) ⊗ Uq(b−), where ϑ+ :Fq [B+] ∼= Uq(b+)
and ϑ− :Fq [B−] ∼= Uq(b−) are the algebra isomorphisms given by
ϑ+ : ti,k → +(−q)k−iΛ+1k Ei,k (∀i < k), tl,l →Λ+1l (∀l),
ϑ− : tk,j → −(−q)j−kF k,jΛ−1k (∀k > j), tl,l →Λ−1l (∀l).
Therefore, explicit computation gives (using notation δi∼j := 1 or δi∼j := 0 according to
whether i ∼ j or not, for any relation ∼)
(
(ϑ+ ⊗ ϑ−) ◦ (π+ ⊗ π−) ◦Δ
)
(ti,j )
= δi=jΛ+1i ⊗Λ−1i − δi>j (−q)j−iΛ+1i ⊗ F i,jΛ−1i + δi<j (−q)j−iΛ+1j Ei,j ⊗Λ−1j
−
n∑
(−q)j−iΛ+1k Ei,k ⊗ Fk,jΛ−1k .
k=(i∨j)+1
F. Gavarini, Z. Rakic´ / Journal of Algebra 315 (2007) 761–800 779Exploiting the commutation relations in Uq(b±) and using notation Ei, := Ei, ⊗ 1, Λ±1 :=
Λ±1 ⊗Λ∓1 and F,j := 1 ⊗ F,j as in Section 3.1, the above result gives the claim. 
3.4. Remarks
(a) The embedding considered in [GR] for n= 2 is
ξ˜ : t1,1 →Λ1 − FΛ2E, t1,2 → −FΛ2, t2,1 → +Λ2E, t2,2 →Λ2,
after the recipe of [DL]. In the sequel we exploit some results from [GR], but these only use
intrinsic properties of Fq [SL2], independent of any embedding of the latter into Uq(sl2). Thus
the present work can be applied (in a non-self-contradicting way) for n= 2 too.
(b) In the following to simplify notation we shall identify Fq [Mn] and Fq [G] with their iso-
morphic images in Uq(g∗) via the embeddings ξ , and the same for integral forms.
3.5. From inclusions to identities
Let G := SLn. By [DL, §4], or [Ga1, Theorem 5.14], one knows that the monomorphisms
ξ˜ :Fq [G] ↪→ Uq(g∗), ξ :Fq [G] ↪→Uq(g∗) and ξ̂ :Fq [G] ↪→ Uq(g∗) extend to isomorphisms (of
algebras) ξ˜ :Fq [G][φ−1]
∼= Uq(g∗), ξ :Fq [G][φ−1]
∼= Uq(g∗) and ξ̂ :Fq [G][φ−1]
∼= Uq(g∗),
for some φ ∈ Fq [G].
We shall now improve this result, with an independent approach, and extend it to G = GLn
and Mn. Mimicking [DL, §4], the would-be element φ ∈ Fq [GLn] should be given by
φ = T1T2 · · ·Tn−1Tn = (Λ1 · · ·Λn)(Λ2 · · ·Λn) · · · (Λn−1Λn)Λn =Λ1Λ22Λ33 · · ·Λn−1n−1Λnn
where Tl := ΛlΛl+1 · · ·Λn−1Λn ∈ Hgq (see Section 2.5) for l = 1,2, . . . , n, and we identify
quantum function algebras with their images in Uq(gl∗n) as in Proposition 3.3. The key step
is
Lemma 3.6. Let us identify Fq [Mn] with its copy ξ(Fq [Mn]) inside Uq(gl∗n). Then
φ := T1T2 · · ·Tn−1Tn =Λ1Λ22 · · ·Λn−1n−1Λnn ∈ Fq [Mn]
(⊂Fq [Mn] ⊂ Fq [Mn]).
Proof. Exploiting carefully the formulæ of Proposition 3.3, one easily proves that
Tl :=ΛlΛl+1 · · ·Λn−1Λn ∈ Fq [Mn] for all l = 1,2, . . . , n,n+ 1 (3.2)
by a simple induction, whence the claim follows at once. 
Now using this lemma (and Corollary 3.8 later on) we get our “improved result”:
Theorem 3.7. The embeddings ξ˜ , ξ̂ and ξ extend to the following identifications:
(a) Fq [Mn][φ−1] =Hgq , Fq [Mn][φ−1] = Hgq , Fq [Mn][φ−1] = Hgq ,
(b) Fq [GLn][φ−1] =Hgq , Fq [GLn][φ−1] = Hgq , Fq [GLn][φ−1] = Hgq ,
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where in the last row we write again φ for the image of φ ∈ Fq [Mn] via Fq [Mn] π Fq [SLn].
Proof. (a) It is clear that having T1, T2, . . . , Tn−1, Tn ∈ Fq [Mn] ⊆ Fq [Mn][φ−1] together with
φ−1 = T −11 T −12 · · ·T −1n−1T −1n ∈ Fq [Mn][φ−1] imply
T −1l =Λ−1l Λ−1l+1 · · ·Λ−1n−1Λ−1n ∈ Fq [Mn]
[
φ−1
] ∀l = 1,2, . . . , n, n+ 1. (3.3)
From formulæ (3.2)–(3.3) we easily find that Λ±11 ,Λ±12 , . . . ,Λ±1n−1,Λ±1n ∈ Fq [Mn][φ−1]. Fi-
nally, using this and the formulæ for the ti,j ’s in Proposition 3.3 we eventually find also Ei,j ,
F i,j ∈ Fq [Mn][φ−1] for all 1 i < j  n. All this says that Fq [Mn][φ−1] contains all genera-
tors of Hgq , so (as Fq [Mn][φ−1] ⊆Hgq by construction) we conclude that Fq [Mn][φ−1] =Hgq ,
q.e.d. By scalar extension it follows that Fq [Mn][φ−1] = Hgq too.
Finally, recall that Fq [Mn] = Fq [Mn] ∩ Hgq . Then given f ∈ Hgq ⊂ Hgq = Fq [Mn][φ−1],
there is k ∈ N such that f φk ∈ Fq [Mn] ∩ φkFq [Mn] ⊆ Fq [Mn] ∩ Hgq = Fq [Mn], whence
f ∈Fq [Mn][φ−1]. Thus Hgq ⊆Fq [Mn][φ−1], and the converse is clear. This proves (a).
(b) By construction we have Fq [Mn] ↪→ Fq [GLn] ↪→ Hgq , which clearly induces Fq [Mn]×
[φ−1] ↪→ Fq [GLn][φ−1] ↪→ Hgq . But then by (a) we get also Fq [GLn][φ−1] = Hgq . The same
argument works for integral forms as well.
(c) By construction we have Hsq = π(Hgq) and Fq [SLn] = π(Fq [Mn]), where in both cases
π denotes the natural epimorphism of Section 3.2. Now, by Corollary 3.8 below—whose proof
needs only claim (a) above, so we are not using a circular argument!—we have
Fq [SLn]
[
φ−1
]= π(Fq [Mn])[π(φ)−1]= π(Fq [Mn][φ−1])= π(Hgq)= Hsq .
The same argument works for integral forms too, thus proving (c). 
As a byproduct of Theorem 3.7(a), we have the following consequence:
Corollary 3.8. Let us identify Fq [Mn] with its copy ξ(Fq [Mn]) inside Uq(gl∗n). Then
Dq =Λ1Λ2 · · ·Λn−1Λn =: T1.
Therefore, the various embeddings ξ of quantum function algebras into dual quantum groups,
and their restrictions to integral forms (cf. Section 3.2), are compatible with the canonical epi-
morphisms π , and their restrictions to integral forms (cf. Section 3.2), namely π ◦ ξ = ξ ◦ π .
In other words, Fq [GLn] π Fq [SLn] and Fq [Mn] π Fq [SLn] are the restrictions of Uq(gl∗n)
π

Uq(sl
∗
n), and similarly for their restrictions to integral forms.
Proof. Let Z(A) denote the center of any algebra A. We know that Dq ∈ Z(Fq [Mn]); by The-
orem 3.7(a), this gives also Dq ∈ Z(Fq [Mn][φ−1]) = Z(Hgq). On the other hand, one sees (via
direct computation) that Z(Hgq) = Q(q)[T1, T −11 ], where T1 := Λ1Λ2 · · ·Λn−1Λn. Therefore
Dq = P(T1, T −1), for some Laurent polynomial P .1
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Finally, the pairing with Uq(gln) gives 〈Dq,Gi〉 = q and 〈T z1 ,Gi〉 = qz (for all i = 1, . . . , n) for
any z ∈ Z. This forces z= 1, hence Dq = T1. 
4. The structure of Fq[Mn], Fq[GLn] and Fq[SLn], specializations and quantum
Frobenius epimorphisms
4.1. Summary
In this section we present our main results. First, we prove that Fq [Mn] is a free Z[q, q−1]-
module, providing a basis of Poincaré–Birkhoff–Witt type; we give a presentation by generators
and relations, and we show that Fq [Mn] is a Z[q, q−1]-subbialgebra, hence a Z[q, q−1]-integral
form, of Fq [Mn]. Also, we prove that the specialization of Fq [Mn] at q = 1 is just UZ(gl∗n); in
particular, it is a Hopf Z-algebra, which is true also for any other specialization at a root of 1
but needs other arguments to be proved (see Proposition 4.9). Finally, we show that the quantum
Frobenius morphism (2.1) for gl∗n is defined over Zε , and we describe it in terms of the previously
mentioned presentation.
All this has direct consequences regarding Fq [GLn] and Fq [SLn]. Namely, we provide a
Z[q, q−1]-spanning set for Fq [GLn], we give a presentation by generators and relations, and
we show that Fq [GLn] is a Z[q, q−1]-integral form, as a Hopf algebra, of Fq [GLn]. As a conse-
quence, we prove that the specialization ofFq [GLn] at q = 1 is UZ(gl∗n). Another result is that for
any root of unity ε of odd order we have an isomorphismFε[GLn] ∼=Fε[Mn] as Zε-bialgebras: in
particular, Fε[Mn] is a Hopf Zε-algebra. Finally, we show that the quantum Frobenius morphism
(2.2) for gl∗n is defined over Zε , and we describe it in terms of the above mentioned presentation.
The same results also are proved, up to details, for Fq [SLn] too.
The results about Fq [GLn] are proved from those about Fq [Mn], via a monomorphism
Fq [Mn] ↪→ Fq [GLn] (over Z[q, q−1]) induced by the monomorphism Fq [Mn] ↪→ Fq [GLn]
(over Q(q)). Instead, all results about Fq [SLn] come out of those for Fq [Mn] via the epi-
morphism Fq [Mn] Fq [Mn]/(Dq − 1) ∼= Fq [SLn] induced by the natural map (a Z[q, q−1]-
bialgebra epimorphism!) Fq [Mn] Fq [Mn]/(Dq − 1)∼= Fq [SLn].
We need more notation. Set ti,j := (q − q−1)−1ti,j for all i = j , and t(m)i,j := tmi,j /[m]q ! for all
m ∈ N, like in Section 1.3. Next result will be basic in the following:
Lemma 4.2. For all m,k ∈ N and c ∈ Z, the embedding ξ :Fq [Mn] ↪→Uq(gl∗n) gives
ξ
(
t(m)i,j
)
= (−1)m(j−i+1)qm(j−i−2)−(m2)
∑
∑n−j
k=0 ek=m
qe0+
∑n−j
s=1 (
es
2 )(−1)−e0(q − q−1)m−e0
× [e1]q ! · · · [en−j ]q ! ·E(e0)i,j E(e1)i,j+1 · · ·E
(en−j )
i,n Λ
e0
j Λ
e1
j+1 · · ·Λ
en−j
n F
(e1)
j+1,j · · ·F
(en−j )
n,j (i < j),
ξ
((
th,h; c
k
))
=
k∑
r=0
qr(c−k−2)−(
r
2)
(
q − q−1)r ∑∑n−h
s=1 es=r
q
∑n−h
s=1 (
es
2 )[e1]q ! · · · [en−h]q !
×E(e1)h,h+1 · · ·E(en−h)h,n
{
Λh; c− r
k, r
}
Λ
e1
h+1 · · ·Λen−hn F (e1)h+1,h · · ·F (en−h)n,h (∀h),
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(
t(m)i,j
)
= (−1)m(j−i+1)qm(j−i−2)−(m2)
∑
∑n−i
k=0 ek=m
qme0+
∑n−i
s=1 (
es
2 )
(
q − q−1)m−e0
× [e1]q ! · · · [en−i]q ! ·E(e1)i,i+1 · · ·E(en−i )i,n Λe0i Λe1i+1 · · ·Λen−in F (e0)i,j F (e1)i+1,j · · ·F (en−i )n,j (i > j).
Proof. Let us look at ξ(t(m)i,j ) for i < j . By Proposition 3.3 we have
ξ
(
t(m)i,j
)= (−(−q)j−i−1Ei,jΛj − (−q)j−i−2 n∑
k=j+1
(
q − q−1)Ei,kΛkFk,j)(m).
The right-hand side above fulfills the hypotheses of Lemma 1.5(b) with p = q , and the claim
follows at once by brute computation. The case i > j is entirely similar.
As for
(
ξ
(th,h;c
k
))
, Proposition 3.3 again gives
ξ
((
th,h; c
k
))
=
(
ξ(th,h); c
k
)
=
(
Λh −
(
q − q−1)2q−2∑ns=h+1 Eh,sΛsFs,h; c
k
)
.
Applying Lemma 1.6(a), with x :=Λh and w := −q−2∑ns=h+1 Eh,sΛsFs,h, we get
ξ
((
th,h; c
k
))
=
k∑
r=0
qr(c−k)
(
q − q−1)rq−2r ·( n∑
s=h+1
Eh,sΛsFs,h
)(r) {
Λh; c
k, r
}
.
Now we apply Lemma 1.5(b) to expand (∑ns=h+1 Eh,sΛsFs,h)(r). Eventually, one rearranges
factors using the commutation relations in Uq(gl∗n), and the result is there. 
Theorem 4.3.
(a) Fq [Mn] is a free Z[q, q−1]-module, with basis the set of ordered (PBW-like) monomials
BMn :=
{
Mτ :=
∏
i<j
t(τi,j )i,j
n∏
k=1
(
tk,k;0
τk,k
)∏
i>j
t(τi,j )i,j
∣∣∣∣ τ = (τi,j )ni,j=1 ∈Mn(N)
}
where monomials are ordered with respect to any total order of the pairs (i, j) with i = j .
Similarly, any other set obtained from BMn via permutations of factors is a Z[q, q−1]-basis
as well.
(b) Fq [GLn] is the Z[q, q−1]-span of the set of ordered (PBW-like) monomials
SGLn :=
{∏
i<j
t(τi,j )i,j
n∏
k=1
(
tk,k;0
τk,k
)∏
i>j
t(τi,j )i,j Dq
−δ
∣∣∣∣ τ = (τi,j )ni,j=1 ∈Mn(N), δ ∈ N
}
where monomials are ordered with respect to any total order of the pairs (i, j) with i = j .
Similarly, any other set obtained from SGLn via permutations of factors (of the monomials
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f can be expanded into a Z[q, q−1]-linear combination of elements of SGLn which all bear
the same exponent δ; similarly for the other spanning sets mentioned above.
(c) Fq [SLn] is the Z[q, q−1]-span of the set of ordered (PBW-like) monomials
SSLn :=
{∏
i<j
t(τi,j )i,j
n∏
k=1
(
tk,k;0
τk,k
)∏
i>j
t(τi,j )i,j
∣∣∣∣ τ = (τi,j )ni,j=1 ∈Mn(N)
}
where monomials are ordered with respect to any total order of the pairs (i, j) with i = j .
Similarly, any other set obtained from SSLn via permutations of factors (of the monomials
in SSLn ) is a Z[q, q−1]-spanning set for Fq [SLn] as well.
Proof. (a) We know from Section 2.4 that BMn is a Q(q)-basis of Fq [Mn]. Then it is clear that
the same is true for BMn , hence its Z[q, q−1]-span is a free Z[q, q−1]-submodule of Fq [Mn].
Thanks to Lemma 4.2, each of the factors t(τi,j )i,j or
∏n
k=1
(
tk,k;0
τk
)
of the monomials in BMn is
mapped by ξ :Fq [Mn] ↪→Uq(gl∗n) into Hgq . Since the latter is a subalgebra, each of the monomi-
als also is mapped into Hgq . Thus (cf. Section 3.2) we deduce that BMn is contained in Fq [Mn],
hence the same holds for its (free) Z[q, q−1]-span.
Consider in Hgq the unique Z[q, q−1]-algebra grading such that the generic monomial in the
PBW basis Bg∗ of Hgq , say
∏
i<j E
(ηi,j )
i,j
∏n
h=1
(
Λh;0
λh
)
Λ
−Ent(λh/2)
h
∏
i<j F
(ϕj,i )
j,i (cf. Section 2.5),
has degree
∑
i<j (ηi,j + ϕi,j ). Then Lemma 4.2 reads
ξ
(
t(m)i,j
)= (−1)m(j−i+1)qm(j−i−2)−(m2)qm(−1)−m ·E(m)i,j Λmj + h.d.t. ∀i < j,
ξ
((
th,h;0
k
))
=
{
Λh;0
k,0
}
+ h.d.t. =
(
Λh;0
k
)
+ h.d.t. ∀h,
ξ
(
t(m)i,j
)= (−1)m(j−i+1)qm(j−i−2)−(m2)qm2 ·Λmi F (m)i,j + h.d.t. ∀i > j
where “h.d.t.” stands for “higher degree terms.” It follows that
ξ(Mτ )=
∏
i<j
ξ
(
t(τi,j )i,j
) n∏
k=1
ξ
((
tk,k;0
τk,k
))∏
i>j
ξ
(
t(τi,j )i,j
)
= εqζ
∏
i<j
E
(τi,j )
i,j
∏
i<j
Λ
τi,j
j
n∏
k=1
(
Λk;0
τk
)∏
i<j
Λ
τi,j
i
∏
i<j
F
(τi,j )
i,j + h.d.t.
for some sign ε = ±1 and some integers z, ζ ∈ Z.
Now pick f ∈Fq [Mn]. Since BMn is a Q(q)-basis of Fq [Mn], there exists a unique expansion
f =∑τ∈Mn(N) χτMτ for some χτ ∈ Q(q), almost all zero: our goal is to show that indeed they
belong to Z[q, q−1]. Let τ0 := min{∑i =j τi,j | τ ∈Mn(N), χτ = 0}. Then the previous analysis
yields
ξ(f )=
∑
τ :
∑
τi,j=τ0
χτ εq
ζ
∏
i<j
E
(τi,j )
i,j
∏
i<j
Λ
τi,j
j
n∏
k=1
(
Λk;0
τk
)∏
i<j
Λ
τi,j
i
∏
i<j
F
(τi,j )
i,j + h.d.t.
i =j
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∏
i<j E
τ ′i,j
i,j
∏n
k=1 G
τ ′k,k
k
∏
i<j F
τ ′j,i
j,i , a monomial in the PBW-like basis Bg of Uq(gln)
(see Section 2.3), with ∑i =j τ ′i,j = τ0. Then the above expansion of ξ(f ) along with formula
(3.1) yields〈
f,
∏
i<j
E
τ ′i,j
i,j
n∏
k=1
G
τ ′k,k
k
∏
i<j
F
τ ′j,i
j,i
〉
=
〈
ξ(f ),
∏
i<j
E
τ ′i,j
i,j
n∏
k=1
G
τ ′k,k
k
∏
i<j
F
τ ′j,i
j,i
〉
=
∑
τi,j=τ ′i,j
∀i =j
χτ εq
ζ
〈∏
i<j
E
(τ ′i,j )
i,j
∏
i<j
Λ
τ ′i,j
j
n∏
k=1
(
Λk;0
τk,k
)∏
i<j
Λ
τ ′i,j
i
∏
i<j
F
(τ ′i,j )
i,j ,
∏
i<j
E
τ ′i,j
i,j
n∏
k=1
G
τ ′k,k
k
∏
i<j
F
τ ′j,i
j,i
〉
=
∑
τi,j=τ ′i,j ,∀i =j
χτ ηq
β ·
n∏
r,s=1
〈(
Λr ;0
τr,r
)
,G
τ ′s,s
k
〉
=
∑
τi,j=τ ′i,j ,∀i =j
χτ ηq
β ·
n∏
k=1
(
τ ′k,k
τk,k
)
for some η ∈ {+1,−1} and β ∈ Z. Since f ∈ Fq [Mn], the last term belongs to Z[q, q−1].
Now choose any τ ′ inside {τ ∈ Mn(N) |∑i =j τi,j = τ0, χτ = 0} which is minimal (for the
restriction of the product order in Mn(N)∼= Nn2 ). Then ∏nk=1 (τ ′k,kτk,k)= δτ ′,τ , and so
χτ ′ηq
β =
〈
f,
∏
i<j
E
τ ′i,j
i,j
n∏
k=1
G
τ ′k,k
k
∏
i<j
F
τ ′j,i
j,i
〉
∈ Z[q, q−1],
hence χτ ′ ∈ Z[q, q−1].
Thus we get that χτ ′ ∈ Z[q, q−1] for the τ ′ ∈Mn(N) specified above. Since we already proved
that BMn ⊆ Fq [Mn], it follows that f ′ := f − χτ ′Mτ ′ ∈ Fq [Mn]. Now, by construction the ex-
pansion of f ′ as a Q(q)-linear combination of elements of BMn has one non-trivial summand less
than f : then we can apply again the same argument, and iterate till we find that all coefficients
χτ in the original expansion of f do belong to Z[q, q−1].
Finally, the last observation about other bases is clear.
(b) By claim (a), every monomial of type
Mτ :=
∏
i<j
t(τi,j )i,j
n∏
k=1
(
tk,k;0
τk,k
)∏
i>j
t(τi,j )i,j
is Z[q, q−1]-valued on Uq(gln), i.e., it takes values in Z[q, q−1] when paired with Uq(gln). On
the other hand, the same is true for D−δq (∀δ ∈ N), because D−δq ∈ Fq [GLn] and Fq [GLn] ⊆
Fq [GLn] since Uq(gln)⊇ Uq(gln). Finally,〈MτD−δq ,Uq(gln)〉= 〈Mτ ⊗D−δq ,Δ(Uq(gln))〉⊆ 〈Mτ ,Uq(gln)〉 · 〈D−δq ,Uq(gln)〉
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τ ∈Mn(N), δ ∈ N, and so the Z[q, q−1]-span of SGLn is contained in Fq [GLn].
Conversely, let f ∈Fq [GLn]. Then there exists δ ∈ N such that fDδq ∈ Fq [Mn]. In addition,
〈
fDδq,Uq(gln)
〉= 〈f ⊗Dδq,Δ(Uq(gln))〉⊆ 〈f,Uq(gln)〉 · 〈Dδq,Uq(gln)〉⊆ Z[q, q−1]
because f,Dδq ∈ Fq [GLn]. Thus fDδq ∈ Fq [Mn]; then, by claim (a), fDδq belongs to the
Z[q, q−1]-span of BMn , whence claim (b) follows at once.
Finally, the last observation about other spanning sets is self-evident.
(c) The projection epimorphism Fq [Mn] π Fq [Mn]/(Dq − 1) ∼= Fq [SLn] maps BMn onto
SSLn . It follows directly from definitions that π(Fq [Mn])⊆Fq [SLn], hence in particular (thanks
to claim (a)) the Z[q, q−1]-span of SSLn is contained in Fq [SLn].
Conversely, let f ∈Fq [SLn]. Then
〈
f,
∏
i<j
E
ηi,j
i,j
n−1∏
k=1
K
κk
k
∏
i<j
F
ϕj,i
j,i
〉
∈ Z[q, q−1]
for every monomial
∏
i<j E
ηi,j
i,j
∏n−1
k=1 K
κk
k
∏
i<j F
ϕj,i
j,i in the Z[q, q−1]-basis Bs of Uq(sln)
(cf. Section 2.3). Moreover,∑(f ) f(1)⊗f(2) =Δ(f ) ∈Δ(Fq [SLn])⊆ Fq [SLn]⊗Fq [SLn], hence
〈
f,Lλn ·
∏
i<j
E
ηi,j
i,j
n−1∏
k=1
K
κk
k
∏
i<j
F
ϕj,i
j,i
〉
=
〈
Δ(f ),Lλn ⊗
∏
i<j
E
ηi,j
i,j
n−1∏
k=1
K
κk
k
∏
i<j
F
ϕj,i
j,i
〉
=
∑
(f )
〈
f(1),L
λ
n
〉 · 〈f(2),∏
i<j
E
ηi,j
i,j
n−1∏
k=1
K
κk
k
∏
i<j
F
ϕj,i
j,i
〉
.
On the other hand, the natural embedding Uq(sln) ↪→ Uq(gln) has a canonical section
Uq(gln)
pr
 Uq(sln) whose kernel is generated by (Ln − 1). In fact, one has an algebra iso-
morphism Uq(gln) ∼= (Z[q, q−1])[Ln,L−1n ] ⊗Z[q,q−1] Uq(sln). Dually, the natural epimorphism
Fq [GLn] Fq [SLn] (or Fq [Mn] Fq [SLn] as well) has a canonical retraction Fq [SLn] ↪→
Fq [GLn] (or Fq [SLn] ↪→ Fq [Mn] as well) given by φ → φ ◦ pr, for every φ ∈ Fq [SLn]. In par-
ticular this yields 〈φ,Lλn〉 ≡ 〈φ ◦ pr,Lλn〉 = 〈φ,pr(Lλn)〉 = 〈φ,1〉 = (φ) for all φ ∈ Fq [SLn] and
λ ∈ Z. This and the previous analysis give
〈
f,Lλn ·
∏
i<j
E
ηi,j
i,j
n−1∏
k=1
K
κk
k
∏
i<j
F
ϕj,i
j,i
〉
=
〈∑
(f )

(
f(1)
) · f(2),∏
i<j
E
ηi,j
i,j
n−1∏
k=1
K
κk
k
∏
i<j
F
ϕj,i
j,i
〉
=
〈
f,
∏
E
ηi,j
i,j
n−1∏
K
κk
k
∏
F
ϕj,i
j,i
〉
∈ Z[q, q−1].i<j k=1 i<j
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Lλn ·
∏
i<j
E
ηi,j
i,j
n−1∏
k=1
K
κk
k
∏
i<j
F
ϕj,i
j,i =
∏
i<j
E
ηi,j
i,j
n−1∏
k=1
K
κk
k L
λ
n
∏
i<j
F
ϕj,i
j,i ,
because Ln is central in Uq(gln), and the latter monomials (for all ηi,j , ϕj,i ∈ N and all κk, λ ∈ Z)
clearly form a Z[q, q−1]-basis of Uq(gln), as Bg is a similar basis (see Section 2.2, and make an
easy comparison, through definitions). But then we proved that any f in Fq [SLn] takes values
in Z[q, q−1] onto elements of a Z[q, q−1]-basis of Uq(gln), hence also f ∈ Fq [GLn] via the
embedding Fq [SLn] ↪→ Fq [GLn] and f ∈ Fq [Mn] via Fq [SLn] ↪→ Fq [Mn]. By claim (a), the
last fact implies that f (in Fq [Mn]) is in the Z[q, q−1]-span of BMn , hence also that f = π(f )
is in the Z[q, q−1]-span of π(BMn)= SMn .
Finally, the last remark about other spanning sets is clear. 
4.4. Remarks
(a) Exactly the same argument as above—just using monomials in the generators ti,j instead
of the t(m)i,j ’s and the
(
tk,k;0
τ
)
’s—gives a new, independent proof of the identity
Fq [Mn] =
{
f ∈ Fq [Mn]
∣∣ 〈f,Uq(gln)〉⊆ Z[q, q−1]}
mentioned in Section 2.4, and, similarly, also the identities
Fq [GLn] =
{
f ∈ Fq [GLn]
∣∣ 〈f,Uq(gln)〉⊆ Z[q, q−1]}
(see Section 2.4) and
Fq [SLn] =
{
f ∈ Fq [SLn]
∣∣ 〈f,Uq(sln)〉⊆ Z[q, q−1]}
(see Section 2.4).
(b) Clearly the Z[q, q−1]-spanning set SGLn is not a Z[q, q−1]-basis of Fq [GLn]. For in-
stance, expanding Dq as a Z[q, q−1]-linear combination of elements of the basis BMn (of
Fq [Mn]), the relation DqDq−1 = 1 (inside Fq [GLn]) yields a non-trivial Z[q, q−1]-linear de-
pendence relation among elements of SGLn .
(c) The Z[q, q−1]-spanning set SSLn is definitely not a Z[q, q−1]-basis of Fq [SLn]: e.g., for
n= 2 the relation t1,1t2,2 − qt1,2t2,1 − 1 = 0 yields the relation (in Fq [SL2])(
t1,1;0
1
)
+
(
t2,2;0
1
)
+ (q − 1)
(
t1,1;0
1
)(
t2,2;0
1
)
− (1 + q)(q − q−1)t(1)1,2t(1)2,1 = 0.
(d) Theorem 4.3 has the following immediate consequence, whose proof is straightforward:
Corollary 4.5. For every X ∈ {M,GL}, let (Dq − 1) be the two-sided ideal of Fq [Xn] generated
by (Dq − 1), and let D(Xn) := (Dq − 1)∩Fq [Xn], a two-sided ideal of Fq [Xn].
(a) The epimorphism Fq [Mn] π Fq [Mn]/(Dq − 1) ∼= Fq [SLn] restricts to an epimorphism
Fq [Mn] πFq [Mn]/D(Mn)∼=Fq [SLn] of Z[q, q−1]-bialgebras.
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Fq [GLn] πFq [GLn]/D(GLn)∼=Fq [SLn] of Hopf Z[q, q−1]-algebras.
Theorem 4.6. (a) Fq [Mn] is the unital associative Z[q, q−1]-algebra with generators t(h)i,j ,(t,;c
k
)
, for all i, j,  ∈ {1, . . . , n}, i = j , h, k ∈ N, c ∈ Z, and relations
[qDP] relations (1.1) for X ∈ {ti,j ∣∣ i, j ∈ {1, . . . , n}, i = j},
[qBC] relations (1.2) for X ∈ {t, | = 1, . . . , n},
[H-V.1] t(h)i,j t(f )i,k = qhf t(f )i,k t(h)i,j , t(h)j,i t(f )k,i = qhf t(f )k,i t(h)j,i ∀i = j < k = i,
[H-V.2]
(
ti,i; c
k
)
t(h)i,j = t(h)i,j
(
ti,i; c+ h
k
)
,
(
ti,i; c
k
)
t(h)j,i = t(h)j,i
(
ti,i; c+ h
k
)
∀i < j,
[H-V.3]
(
ti,i; c
k
)
t(h)i,j = t(h)i,j
(
ti,i; c− h
k
)
,
(
ti,i; c
k
)
t(h)j,i = t(h)j,i
(
ti,i; c− h
k
)
∀i > j,
[CD.1]
(
t,; c
k
)
t(h)i,j = t(h)i,j
(
t,; c
k
)
∀i <  < j or i >  > j,
[CD.2] t(h)i,j t(f ),k = t(f ),k t(h)i,j ∀j = i <  = k < j,
[D.1] for all i < , j < k, with |{i, j, , k}| = 4,
t(f ),k t
(h)
i,j =
h∧f∑
s=0
(−1)sq(s+12 )−s(h+f−s)(q − q−1)s[s]q ! · t(h−s)i,j t(s)i,k t(s),j t(f−s),k ,
[D.2] for all i < j , with C(h, k, r, s,p) := p((h+ k)− (r + s))− (p2),(
tj,j ; k
r
)(
ti,i;h
s
)
=
r∧s∑
p=0
(−1)pqC(h,k,r,s,p)(q − q−1)p[p]q !t(p)i,j { ti,i;h− ps,p
}{
tj,j ; k − p
r,p
}
t(p)j,i ,
[D.3+] for all i < j < k, with A(h,f, r, s) := (r+12 )+ (s2)− r(h+ f − r),
t(f )j,k t
(h)
i,j =
h∧f∑
r=0
r∑
s=0
(−1)rqA(h,f,r,s)(q − 1)s(s)q !
(
r
s
)
q
t(h−r)i,j t
(r)
i,k t
(f−r)
j,k
(
tj,j ;f − r
s
)
=
h∧f∑
r=0
r∑
s=0
(−1)rqA(h,f,r,s)(q − 1)s(s)q !
(
r
s
)
q
t(h−r)i,j t
(r)
i,k
(
tj,j ;0
s
)
t(f−r)j,k ,
[D.3−] for all i < j < , with A(h,f, r, s) := (r+1)+ (s)− r(h+ f − r),2 2
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(h)
j,i =
h∧f∑
r=0
r∑
s=0
(−1)rqA(h,f,r,s)(q − 1)s(s)q !
(
r
s
)
q
(
tj,j ;h− r
s
)
t(h−r)j,i t
(r)
,i t
(f−r)
,j
=
h∧f∑
r=0
r∑
s=0
(−1)rqA(h,f,r,s)(q − 1)s(s)q !
(
r
s
)
q
t(h−r)j,i
(
tj,j ;0
s
)
t(r),i t
(f−r)
,j ,
[D.4+] for all i <  < j or i < j < 
t(f ),j
(
ti,i; c
k
)
=
f∧k∑
s=0
q(
s+1
2 )−s(f−k+c)(q − q−1)s[s]q ! · { ti,i; ck, s
}
t(s)i,j t
(s)
,i t
(f−s)
,j ,
[D.4−] for all i < h <  or h < i < 
(
t,; c
k
)
t(f )i,h =
f∧k∑
s=0
q(
s+1
2 )−s(f−k+c)(q − q−1)s[s]q ! · t(f−s)i,h t(s)i, t(s),h { t,; ck, s
}
.
Moreover, Fq [Mn] is a Z[q, q−1]-bialgebra, whose bialgebra structure is given by
Δ
((
ti,i; c
k
))
=
k∑
r=0
qr(c−k−1)
(
q − q−1)r r∑
s=0
q(
s+1
2 )
(
r
s
)
q
k−r∑
h=0
qh(c+2r+s−k−1)
(
q − q−1)h
×
∑
∑
j<i ej=h
∑
∑
j>i ej=r
n∏
=1
î[e]q !q
∑n
a=1 î (
ea+1
2 )−(h+12 )−(r+12 )
×
i−1∏
=1
(
t(e)i, ⊗ t(e),i
) · { ti,i ⊗ ti,i; c+ r + s − h
k − r, h
}
·
n∏
=i+1
(
t(e)i, ⊗ t(e),i
)
=
∑
r+sk
r∑
h=0
∑
∑
j<i ej=s
∑
∑
j>i ej=r
(
q − q−1)r+s(r
h
)
q
n∏
=1
î[e]q !
× q(h+12 )−(r+12 )−(s+12 )+(c−k−1)(r+s)+(2r+h)s+
∑n
a=1 î (
ea+1
2 )
×
i−1∏
=1
(
t(e)i, ⊗ t(e),i
) · { ti,i ⊗ ti,i; c+ r + h− s
k − r, s
}
·
n∏
=i+1
(
t(e)i, ⊗ t(e),i
) ∀i,
Δ
(
t(h)i,j
)= ∑∑
s es=h
q
∑n
r=1 (
er
2 )−(h2)(q − q−1)h−ei−ej n∏
k=1
î,ĵ [ek]q !
ei∑
r=0
ej∑
s=0
q(
r
2)+(s2)(r)q !(s)q !
×
(
ei
r
)
q
(
ej
s
)
q
(q − 1)r+s ·
i−1∏
k=1
t(ek)i,k
(
ti,i;0
ei
) n∏
k=i+1
t(ek)i,k
⊗
j−1∏
t(ek)k,j
(
tj,j ;0
ej
) n∏
t(ek)k,j ∀i = j,k=1 k=j+1
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((
t,; c
k
))
=
(
c
k
)
q
, 
(
t(h)i,j
)= δh,0 ∀h, k ∈ N, c ∈ Z, , i, j = 1, . . . , n, i = j
(notation of Section 1.3), where terms like (x⊗x;σ
t
) (with x ∈ {a, d}, σ ∈ Z and t ∈ N+) read(
x ⊗ x;2τ
t
)
=
∑
r+s=ν
q−sr
(
x; τ
r
)
⊗
(
x; τ
s
)
xr =
∑
r+s=ν
q−rsxs
(
x; τ
r
)
⊗
(
x; τ
s
)
,
(
x ⊗ x;2τ + 1
t
)
=
∑
r+s=ν
q−(1−s)r
(
x; τ
r
)
⊗
(
x; τ + 1
s
)
xr
=
∑
r+s=ν
q−(1−r)sxs
(
x; τ + 1
r
)
⊗
(
x; τ
s
)
according to whether σ is even (= 2τ ) or odd (= 2τ + 1), and consequently for { x⊗x;σ
t,
}
.
In particular, Fq [Mn] is a Z[q, q−1]-integral form (as a bialgebra) of Fq [Mn].
(b) Fq [GLn] is the unital associative Z[q, q−1]-algebra with generators t(h)i,j ,
(t,;c
k
)
, D−1q , for
all i, j,  ∈ {1, . . . , n}, i = j , h, k ∈ N, c ∈ Z, enjoying the same relations as in claim (a) plus the
additional relations
D−1q
(
t,; c
k
)
=
(
t,; c
k
)
D−1q , D−1q t
(h)
i,j = t(h)i,j D−1q ∀i, j, ,h, k, c (i = j),∑
σ∈Sn
(−q)l(σ )t1,σ (1)t2,σ (2) · · · tn,σ (n) ·D−1q = 1 =D−1q ·
∑
σ∈Sn
(−q)l(σ )t1,σ (1)t2,σ (2) · · · tn,σ (n)
where any ti,j reads ti,j := (q − q−1)t(1)i,j if i = j and ti,j := 1 + (q − 1)
(ti,i ;0
1
)
if i = j .
Moreover, Fq [GLn] is a Hopf Z[q, q−1]-algebra, with Hopf algebra structure given by the
formulæ in claim (a) for Δ and  plus the implicit formulæ for the antipode
S
((
t,; c
k
))
=
(detq((ti,j )i,j =i,j=1,...,n)D−1q ; c
k
)
,
S
(
t(h)i,j
)= (−1)(i+j)h(q − q−1)−h · det q((tr,s)r =i;s =jr,s=1,...,n)h ·D−hq /[h]q !
( for all , i, j = 1, . . . , n, h, k ∈ N, c ∈ Z, with i = j ), and
Δ
(
D−1q
)=D−1q ⊗D−1q , ε(D−1q )= 1, S(D−1q )=Dq.
In particular, Fq [GLn] is a Z[q, q−1]-integral form (as a Hopf algebra) of Fq [GLn].
(c) Fq [SLn] is generated, as a unital associative Z[q, q−1]-algebra, by generators as in
claim (a). These generators enjoy all relations in claim (a), plus some additional relations
(springing out of the relation Dq = 1 in Fq [SLn]).
Moreover, Fq [SLn] is a Hopf Z[q, q−1]-algebra, whose Hopf algebra structure is given by
the formulæ in claim (a) for Δ and , and by the formulæ in (b), but taking into account Dq = 1
for the antipode.
In particular, Fq [SLn] is a Z[q, q−1]-integral form (as a Hopf algebra) of Fq [SLn].
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(and even more, as for binomial coefficients we can restrict to take only those with r = 0 = s).
As for relations, we set an alphanumerical key on their left, which refer to the type of relation,
reminding what they arise from.
[qBC] is a reminder for “quantum binomial coefficients”; similarly [qDP] stand for “quantum
divided powers.” It is clear by definitions that all these relations do hold in Fq [Mn].
[H-V.n] (for n= 1, 2, 3) is a reminder for “horizontal-vertical”: indeed, these are the relations
induced—inside Fq [Mn]—by the “horizontal” or “vertical” relations holding true among matrix
entries of the q-matrix (ti,j )i,j=1,...,n of the generators of Fq [Mn] which lie on the same row or
the same column. Namely, ti,j ti,k = qti,kti,j (for j < k) is a “horizontal” relation, and ti,kth,k =
qth,kti,k (for i < h) is a “vertical” one. It is clear again by construction that both kinds of relations
induce the corresponding relations in Fq [Mn] as in the claim.
[CD.m] (for m= 1,2) stands for “counter-diagonal.” These are the relations induced—inside
Fq [Mn]—by the relations in Fq [Mn] involving a couple of generators which, as entries of the
q-matrix of generators, are in “counter-diagonal” mutual position. Namely, we mean relations of
type ti,l tj,k = tj,kti,l with i < j and k < l, that are plain commutation relations. Then both [CV.1]
and [CV.2] are trivially true in Fq [Mn].
Finally, [D.m(±)] (for m = 1, . . . ,4) are labels for “diagonal” relations, i.e. all those
relations—among the generators in the claim—which are induced by relations in Fq [Mn] involv-
ing a couple of entries in the q-matrix (ti,j )i,j=1,...,n which stand in mutual diagonal position,
that is relations of type ti,ktj,l − tj,l ti,k = (q − q−1)ti,l tj,k with i < j and k < l. But now, this
single type of relation in Fq [Mn] gives rise to several types of relations in Fq [Mn]. Indeed, once
one fixes the (“mutually diagonal”) positions, say (i, k) and (j, l), we can single out (within the
q-matrix) the unique rectangle R which has one diagonal with (i, k) and (j, l) as vertices. Then
different types of relations occur depending on the position of the four corners of R with respect
to the main diagonal of the q-matrix. In the sequel, we call “diagonal” the corners of R which
lie on the top-left to bottom-right diagonal of R, and “counter-diagonal” those on the top-right
to bottom-left diagonal of R.
Relations of type [D.1] occur when no corner of R lies on the main diagonal.
Relations [D.2] show up when both diagonal corners of R are on the main diagonal.
Relations of type [D.3±] occur when one of the counter-diagonal corners of R lies on the
main diagonal. If it is the bottom-left one, we have relation [D.3+], with the “+” sign to remind
us that the rectangle R lies above the main diagonal. If instead it is the top-right one, we have
relation [D.3−], where “−” reminds that R lies below the diagonal.
Similarly, we have relations of type [D.4±] when one of the diagonal corners of R lies on the
main diagonal. If it is the top-left one, we have relation [D.4+], while if it is the bottom-right
one, we have relation [D.4−] instead.
In any case, these “diagonal relations” are the only ones which are not immediate from defin-
itions. We shall now prove all of them by suitable induction arguments.
To simplify notations, we set the following terminology for the corners of R:
a := ti,j , b := ti,k, c := t,j , d := t,k, so that R =
a · · · b
...
...
c · · · d
(4.1)
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generators do generate a copy of Fq [M2] inside Fq [Mn], hence the identities we are going to
prove actually are identities in Fq [M2].
In terms of (4.1), formula [D.1] reads (for all |{i, j, , k}| = 4, i < , j < k)
d(f )a(h) =
h∧f∑
s=0
(−1)sq(s+12 )−s(h+f−s)(q − q−1)s[s]q ! · a(h−s)b(s)c(s)d(f−s); (4.2)
by the identities x(m) = xm/[m]q ! (for all m) this formula is equivalent, inside Fq [Mn], to
df ah =
h∧f∑
s=0
(−1)sq(s+12 )−s(h+f−s)(q − q−1)s [h
s
]
q
[
f
s
]
q
[s]q ! · ah−sbscsdf−s (4.3)
so we shall prove the latter. The proof is inductive: first on h for f = 1, and later on f < h. Then
one can use the Q(q)-algebra anti-automorphism of Fq [M2] given by a → d , b → c, c → b and
d → a, to handle the opposite case, that is for f  h.
For h= f = 1 formula (4.3) is true: it is the relation ad − da = (q − q−1)bc. Then set f = 1,
and assume dah = ahd − q1−h(q − q−1) [ h1 ]q ah−1bc, by induction on h. Then
dah+1 = (dah)a = (ahd − q1−h(q − q−1)[h1
]
q
ah−1bc
)
a
= ah(ad − (q − q−1)bc)− q1−h−2(q − q−1)[h1
]
q
ahbc
= ah+1d − (q − q−1)(1 + q1−h−2 [h1
]
q
)
ahbc
= ah+1d − (q − q−1)q1−(h+1) [h+ 11
]
q
ahbc
thanks to the identity 1 + q1−h−2[ h1 ]q = q−h[ h+11 ]q . This ends the proof for f = 1.
Now assuming that (4.3) holds for some f with 1 < f < h, we prove it for f + 1. Using
shorthand notation αsf,h :=
(
s+1
2
)− s(h+ f − s), we have
df+1ah = d(df ah)= d( f∑
s=0
(−1)sqαsf,h(q − q−1)s [h
s
]
q
[
f
s
]
q
[s]q ! · ah−sbscsdf−s
)
=
f∑
s=0
(−1)sqαsf,h(q − q−1)s [h
s
]
q
[
f
s
]
q
[s]q ! · dah−sbscsdf−s
=
f∑
(−1)sqαsf,h−2s(q − q−1)s [h
s
]
q
[
f
s
]
q
[s]q ! · ah−sbscsdf+1−s
s=0
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f∑
s=0
(−1)s+1qαsf,h+1−h+s(q − q−1)s+1 [h
s
]
q
[
f
s
]
q
[
h− s
1
]
q
[s]q !
· ah−s−1bs+1cs+1df−s .
Now, in the last sum change summation index from s to s + 1. Then our last term reads
q
α0f,hahdf+1 + (−1)f+1qαff,h+f+1−h
[
h
f
]
q
[
f
f
]
q
[
h− f
1
]
q
[f ]q ! · ah−(f+1)bf+1cf+1
+
f∑
s=1
(−1)s(q − q−1)s+1(qαsf,h−2s [h
s
]
q
[
f
s
]
q
[s]q ! + qα
s−1
f,h +s−h
×
[
h
s − 1
]
q
[
f
s − 1
]
q
[
h− s + 1
1
]
q
[s − 1]q !
)
· ah−sbscsdf+1−s
=
f+1∑
s=0
(−1)sqαsf+1,h(q − q−1)s [h
s
]
q
[
f + 1
s
]
q
[s]q ! · ah−sbscsd(f+1)−s
thus ending the proof of [D.1], thanks to the following identities:
α0f,h = α0f+1,h, αs−1f,h + s − h=
(
s + 1
2
)
− s(h+ f + 1 − s)+ f + 1 − s,
αsf,h − 2s =
(
s + 1
2
)
− s(h+ f + 1 − s)− s, αsf+1,h =
(
s + 1
2
)
− s(h+ f + 1 − s),
q−s
([f − s + 1]q + qf+1[s]q)= [f + 1]q .
As to [D.2], in terms of (4.1) it reads, with b := b/(q − q−1) and c := c/(q − q−1),
(
d; k
r
)(
a;h
s
)
=
r∧s∑
p=0
(−1)pqp
(
(h+k)−(r+s))−(p2)(q − q−1)p[p]q !b(p) {a;h− ps,p
}{
d; k − p
r,p
}
c(p)
a formula which is proved in [GR, §3.4].
For [D.3+], set notation as in (4.1), now with  = j . Then (4.2) holds and, setting x :=
x/(q − q−1) for all x ∈ {a, b, c, d}, it yields
d(f )a(h) =
h∧f∑
(−1)sq(s+12 )−s(h+f−s)(q − q−1)s[s]q ! · a(h−s)b(s)c(s)d(f−s).
s=0
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xm =
m∑
k=0
q(
k
2)
(
m
k
)
q
(q − 1)k(k)q !
(
x;0
k
)
.
Using this identity to expand c(s) = (q − q−1)−s[s]−1q · cs , our last formula turns into
d(f )a(a) =
h∧f∑
s=0
(−1)sq(s+12 )−s(h+f−s)a(h−s)b(s)c(s)d(f−s)
=
h∧f∑
s=0
s∑
k=0
(−1)sq(s+12 )+(k2)−s(h+f−s)
(
s
k
)
q
(q − 1)k(k)q ! · a(h−s)b(s)
(
c;0
k
)
d(f−s)
=
h∧f∑
s=0
s∑
k=0
(−1)sq(s+12 )+(k2)−s(h+f−s)
(
s
k
)
q
(q − 1)k(k)q ! · a(h−s)b(s)d(f−s)
(
c;f − r
k
)
where in the last step we used [H-V.2]. This proves [D.3+], and [D.3−] is entirely similar.
Finally we prove [D.4±], starting with [D.4+]. We use notation of (4.1), but with i = j
and then using index j instead of k; more in general, we set a := ti,i , b(r) := t(r)i,j , c(r) := t(r)i,j ,
d(r) := t(r),j (for r ∈ N). Then formula [D.4+] reads (with index u instead of c)
d(f )
(
a;u
k
)
=
f∧k∑
s=0
(−1)sq(s+12 )−s(f+k−u)[s]q !
(
q − q−1)s · {a;u− 2s
k, s
}
b(s)c(s)d(f−s)
which is equivalent to the commutation relation in Fq [M2]
df
(
a;u
k
)
=
f∧k∑
s=0
(−1)sq(s+12 )−s(f+k−u)
[
f
s
]
q
·
{
a;u− 2s
k, s
}
bscsdf−s . (4.4)
So we must prove this last identity: we do that by induction on k and f .
For k = 1 = f , formula (4.4) reads d(a;u1 )= (a;u1 )d − qu−1(q + 1)bc; this is equivalent to the
identity d(aqu − 1)= (aqu − 1)d − qu−1(q2 − 1)bc, which is easy to prove.
For k > 1 = f , formula (4.4) reads
d
(
a;u
k
)
=
(
a;u
k
)
d − qu−k
((
a;u− 2
k − 1
)
+ q
(
a;u− 1
k − 1
))
bc (4.5)
which, using compact notation (a; k,u)q := (q − 1)k(k)q !
(
a;u
k
)
, is equivalent to
d(a; k,u)q = (a; k,u)qd − qu−k
(
qk − 1)(a; k − 2, u− 2)q((aqu−k − 1)+ q(aqu−1 − 1))bc.
Making induction, the basis is proved above for k = 1; the inductive step from k to k + 1 is
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= d(aqu−k − 1)(a; k,u)q = (aqu−k − 1)d(a; k,u)q − qu−(k+1)(q2 − 1)bc(a; k,u)q
= (aqu−k − 1)(a; k,u)qd − qu−k(qk − 1)(aqu−k − 1)(a; k − 2, u− 2)q
× ((aqu−k − 1)+ q(aqu−1 − 1))bc− qu−(k+1)(q2 − 1)(a; k,u− 2)qbc
= (a; k + 1, u)qd − qu−(k+1)(a; k − 1, u− 2)q
(
q
(
qk − 1)
× ((aqu−k − 1)+ q(aqu−1 − 1))+ (q2 − 1)(aqu−k−1 − 1))bc
= (a; k + 1, u)qd − qu−(k+1)
(
qk+1 − 1)(a; k − 1, u− 2)q
× ((aqu−(k+1) − 1)+ q(aqu−1 − 1))bc
where the very last step follows from the (straightforward) identity
q
(
qk − 1)((aqu−k − 1)+ q(aqu−1 − 1))+ (q2 − 1)(aqu−k−1 − 1)
= (qk+1 − 1)((aqu−(k+1) − 1)+ q(aqu−1 − 1)).
To move next step, we need a more general formula than (4.5), namely
d
{
a;u
k,h
}
=
{
a;u
k,h
}
d − qu−k+h
{
a;u− 2
k,h+ 1
}
bc. (4.6)
We prove it by induction on h. The basis holds by (4.5), which also gives the inductive step:
d
{
a;u
k,h
}
= d
h∑
s=0
q(
s+1
2 )
(
h
s
)
q
(
a;u+ s
k − h
)
=
h∑
s=0
q(
s+1
2 )
(
h
s
)
q
d
(
a;u+ s
k − h
)
=
h∑
s=0
q(
s+1
2 )
(
h
s
)
q
((
a;u+ s
k − h
)
d − qu+s−k+h
((
a;u+ s − 2
k − h− 1
)
+ q
(
a;u+ s − 1
k − h− 1
))
bc
)
=
{
a;u
k,h
}
d − qu−k+h
((
a;u− 2
k − h− 1
)
+
h∑
s=1
q(
s
2)+s
(
qs
(
h
s
)
q
+
(
h
s − 1
)
q
)
×
(
a;u+ s − 2
k − h− 1
)
+ q(h+12 )+h+1
(
a;u+ h− 1
k − h− 1
))
bc
=
{
a;u
k,h
}
d − qu−k+h
h+1∑
s=0
q(
s+1
2 )
(
h+ 1
s
)
q
(
a;u+ s − 2
k − h− 1
)
bc
=
{
a;u
k,h
}
d − qu−k+h
{
a;u− 2
k,h+ 1
}
bc.
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df+1
(
a;u
k
)
= ddf
(
a;u
k
)
=
f∧k∑
s=0
(−1)sq(s+12 )−s(f+k−u)
[
f
s
]
q
d
{
a;u− 2s
k, s
}
bscsdf−s
=
f∧k∑
s=0
(−1)sq(s+12 )−s(f+k−u)−2s
[
f
s
]
q
{
a;u− 2s
k, s
}
bscsdf+1−s
−
f∧k∑
s=0
(−1)sq(s+12 )−s(f+k−u)−u−s−k
[
f
s
]
q
{
a;u− 2(s + 1)
k, s + 1
}
bs+1cs+1df−s
=
(f+1)∧k∑
s=0
(−1)sq(s+12 )−s(f+1+k−u)
(
q−s
[
f
s
]
q
+ qf+1−s
[
f
s − 1
]
q
)
×
{
a;u− 2s
k, s
}
bscsdf+1−s
=
(f+1)∧k∑
s=0
(−1)sq(s+12 )−s(f+1+k−u)
[
f + 1
s
]
q
{
a;u− 2s
k, s
}
bscsdf+1−s
which eventually proves (4.4) for f + 1 as well.
The analysis above proves the identity (4.4), which is equivalent to relation [D.4+]. The proof
of relation [D.4−] is entirely similar, just along the same pattern.
So far we have proved that the given relations do hold in Fq [Mn]; to prove the first part of
the claim, we must show that these generate the ideal of all relations among generators. This
amounts to show that the algebra enjoying only the given relations is isomorphic to Fq [Mn].
In turn, this is equivalent to the following: if B′ is any of the PBW-like bases of Theorem 4.3,
then the given relations are enough to expand any product of generators as a Z[q, q−1]-linear
combination of the monomials in B′. But this is clear for the very relations themselves.
As to the bialgebra structure, everything is just a matter of computations, via a cute use of
Lemma 1.5, and partially basing upon the case n= 2. We point out the main steps.
Assume i < j . By definitions we have
Δ
(
t(h)i,j
)=Δ((q − q−1)−1ti,j )(h) = (q − q−1)−h( n∑
k=1
ti,k ⊗ tk,j
)(h)
. (4.7)
But k < k′ implies (ti,k ⊗ tk,j ) · (ti,k′ ⊗ tk′,j )= q2(ti,k′ ⊗ tk′,j ) · (ti,k ⊗ tk,j ), thus Lemma 1.5(b)
and (4.7) yield
Δ
(
t(h)i,j
)= (q − q−1)−h ∑
e1+···+en=h
q(
e1+1
2 )+···+(en+12 )−(h+12 )y(e1)1 y
(e2)
2 · · ·y(en)n (4.8)
for yk := ti,k ⊗ tk,j (k = 1, . . . , n). But now
y
(ek)
k = (ti,k ⊗ tk,j )(ek) = [ek]q ! · t (ek)i,k ⊗ t (ek)k,j =
(
q − q−1)2ek [ek]q ! · t(ek)i,k ⊗ t(ek)k,j ∀k /∈ {i, j},
y
(ei )
i = (ti,i ⊗ ti,j )(ei ) = teii,i ⊗ t (ei )i,j =
(
q−q−1)ei · ei∑q(r2)(ei
r
)
q
(q − 1)r (r)q ! ·
(
ti,i;0
r
)
⊗ t(ei )i,j ,r=0
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(ej )
j = (ti,j ⊗ tj,j )(ej ) = t
(ej )
i,j ⊗ t
ej
j,j
= (q − q−1)ej · ej∑
s=0
q(
s
2)
(
ej
s
)
q
(q − 1)s(s)q ! · t(ej )i,j ⊗
(
tj,j ;0
s
)
.
Using these facts and the commutation relations between generators, (4.8) turns into the formula
for Δ(t(h)i,j ) given in the claim. The case i > j is entirely similar.
As to Δ
(ti,i ;c
k
)
, by definition of Δ we have Δ
((ti,i ;c
k
)) = ((∑ns=1 ti,s⊗ts,i ;c
k
))
. To expand the lat-
ter term, we use twice Lemma 1.6 and once Lemma 1.5. First apply Lemma 1.6(a2) to x :=∑i
h=1 ti,h ⊗ th,i , w :=
∑n
l=i+1 ti,l ⊗ tl,i , t = c, m= k; this gives an expansion formula in which
some q-divided powers w(r) = (∑nl=i+1 ti,l ⊗ tl,i )(r) and some terms { x;cm,r } occur. Expand the
latter ones as linear combinations of some
(
x;a
b
)
’s, and then apply Lemma 1.6(c2) to them with
ti,i ⊗ ti,i in the rôle of x and ∑i−1h=1 ti,h ⊗ th,i acting as w. This eventually gives an expansion
formula which is a linear combination of products of q-divided powers (
∑i−1
h=1 ti,h ⊗ th,i)
(s)
,
q-binomial coefficients
(ti,i⊗ti,i ;a
b
)
and q-divided powers (
∑n
l=i+1 ti,l ⊗ tl,i )(r), in this order.
Now, the
(ti,i⊗ti,i ;a
b
)
’s can be patched together into some
{ ti,i⊗ti,i ;α
γ,δ
}
’s, and the q-divided pow-
ers (
∑i−1
h=1 ti,h ⊗ th,i)
(s)
and (
∑n
l=i+1 ti,l ⊗ tl,i )(r) can be expanded using Lemma 1.5(b), and
then also the obvious identities (ti,s ⊗ tsi )(e) = [e]q ! · t(e)i,s ⊗ t(e)si . Using the commutation rela-
tions between generators, the final outcome can be written as claimed.
Eventually, 
((t,;c
k
))= (c
k
)
q
and (t(h)i,j )= δh,0 follow from the very definitions.
(b) The fact that Fq [GLn] admits the presentation above is a direct consequence of Theo-
rem 4.3(b) and of the presentation of Fq [Mn] given in claim (a); in particular, the additional
relations in first line simply mean that D−1q is central—because Dq itself is central—while the
second line relation is a reformulation of the relation DqD−1q = 1. The statement about the Hopf
structure also follows from claim (a) and Theorem 4.3(b) and from the formulæ for the antipode
in Fq [GLn] (cf. Section 2.4), but for the formulæ for D−1q which follow from Δ(Dq)=Dq ⊗Dq ,
(Dq)= 1, S(Dq)=D−1q . Clearly, the formulæ for the antipode of generators
(t,;c
k
)
and t(h)i,j are
implicit, in that one should still expand the right-hand sides of them in terms of the generators
themselves.
Now, the formulæ for Δ and  do show that Fq [GLn] is indeed a Z[q, q−1]-subbialgebra of
Fq [GLn]. For the antipode,〈
S
(Fq [GLn]),Uq(gln)〉= 〈Fq [GLn], S(Uq(gln))〉⊆ Z[q, q−1],
which gives S(Fq [GLn])⊆Fq [GLn]. The claim follows.
(c) This follows at once from claims (a) and (b), along with Corollary 4.5. 
4.7. Remarks
(a) The commutation relations in Theorem 4.6 are not the only possible ones, but several
(equivalent) ones exist. The given ones are best suited to expand any product of the generators as
a Z[q, q−1]-linear combination of the elements of a PBW basis as in Theorem 4.3.
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ements S
((t,;c
k
))
, as well as for S(t(h)i,j ), in terms of the generators given in Theorem 4.6(b)!
However, such a formula might be very complicated.
(c) In [GR, §5.6], some of the “additional relations” mentioned in Theorem 4.6(c) are found
explicitly in case n= 2.
(d) Theorem 4.6 also yields presentations at q = 1, which implies the important corollary
here below. As a consequence, since objects like UZ(gl∗n) are usually called “hyperalgebras,” the
previous result allows us to call Fq [Mn], Fq [GLn] and Fq [SLn] “quantum hyperalgebras.”
Theorem 4.8.
(a) There exists a Z-bialgebra isomorphism F1[Mn] ∼=UZ(gl∗n) given by
t(h)i,j
∣∣
q=1 → (−1)h(j−i)e(h)i,j ,
(
ts,s;0
k
)∣∣∣∣
q=1
→
(
gs
k
)
, t(h)j,i
∣∣
q=1 → (−1)h(j−i−1)f(h)j,i
for all h, s and i < j . In particular F1[Mn] is a Hopf Z-algebra, isomorphic to UZ(gl∗n).
(b) There exists a Hopf Z-algebra isomorphism F1[GLn] ∼= UZ(gl∗n), which is uniquely deter-
mined by the formulæ in claim (a).
(c) There exists a Hopf Z-algebra isomorphism F1[SLn] ∼=UZ(sln∗) given by the same formulæ
as in claim (a).
Proof. The presentation of Fq [Mn] given in Theorem 4.6 provides a similar presentation for
F1[Mn]; a straightforward comparison then shows that the latter is the standard presentation of
UZ(gl
∗
n), following the correspondence given in the claim. To be precise in the first presentation
one also has the specialization at q = 1 of the (t,;r
k
)
’s, but these are generated by the special-
izations of the
(
t,;0
ν
)
’s. This yields a Z-algebra isomorphism: a moment’s check shows that it is
one of Z-bialgebras too.
Up to minimal changes, the proof goes the same for claims (b) and (c) as well. 
The previous result regards specialization at q = 1. As to specializations at roots of 1, Theo-
rem 3.7 yields the following important consequence:
Proposition 4.9. Let ε be a root of unity, of odd order, and apply notation of Section 1.4.
(a) The specialization Fε[Mn] is a Zε-bialgebra, isomorphic to Hgε via the specialization of the
embedding Fq [Mn] ↪→ Hgq .
(b) The embedding Fε[Mn] ↪→ Fε[GLn] of Zε-bialgebras is an isomorphism. In particular,
Fε[Mn] and Hgε both are Hopf Zε-algebras isomorphic to Fε[GLn].
(c) The specialization Fε[SLn] is a Hopf Zε-algebra, isomorphic to Hsε via the specialization of
the embedding Fq [SLn] → Hsq .
Proof. From Theorem 3.7(a) one arguesFε[Mn][φ−1] = Hgε , which is an identity induced by the
embedding ξ̂ :Fε[Mn] ↪→ Hgε ; note that we can see that the latter map is injective by looking at
how the PBW basis of Fq [Mn] given in Theorem 4.3(a) expands with respect to a suitable PBW
basis of Hgq , as we did exactly in the very proof of Theorem 4.3(a). Now, for φ := Λ1Λ2 · · ·Λnn2
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(
φ;c
k
)
) ∈ Hgq for all k ∈ N, c ∈ Z. This is easily proved using Theorem 3.1 in [DL];
otherwise, it can also be proved by a brute force computation. Then(
φ; c
k
)
∈ Hgq ∩ Fq [Mn] =Fq [Mn] (∀k ∈ N, c ∈ Z).
Now we apply Lemma 1.8 to x = φ, which gives φ ≡ 1 mod(q − ε)Fq [Mn]. Thus φ = 1 ∈
Fε[Mn], so φ−1 = φ−1 ∈Fε[Mn] and so Fε[Mn] =Fε[Mn][φ−1] = Hgε .
The above proves claim (a). Now, one can prove the identity Fε[GLn] = Hgε just like for
claim (a), or one can use the relations Fε[Mn] ⊆Fε[GLn] ⊆ Hgε and Hgε =Fε[Mn]. As Fε[GLn]
is clearly a Hopf Zε-algebra, claim (b) is then proved. Similarly, (c) can be proved like (a), or
deduced as a corollary of (a) itself, of Corollary 4.5 and of Corollary 3.8. 
Theorem 4.6 and Proposition 3.3 also yield a description of quantum Frobenius morphisms:
Theorem 4.10. Let ε be a root of unity, of odd order .
(a) The quantum Frobenius morphism (2.1) for Fq [Mn] is defined over Zε , i.e. it restricts to
an epimorphism of Zε-bialgebras
FrZεMn :Fε[Mn] Zε ⊗Z F1[Mn] ∼= Zε ⊗Z UZ
(
gl∗n
)
coinciding, via Theorem 4.8 and Proposition 4.9, with (2.5), and given on generators by
FrZεMn :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(i < j) t(k)i,j
∣∣
q=ε → t(k/)i,j
∣∣
q=1 = (−1)(j−i)k/e(k/)i,j if  | k,
t(k)i,j
∣∣
q=ε → 0 if   k,(
ti,i;0
k
)∣∣∣∣
q=ε
→
(
ti,i;0
k/
)∣∣∣∣
q=1
=
(
gi
k/
)
if  | k,(
ti,i;0
n
)∣∣∣∣
q=ε
→ 0 if   k,
(i > j) t(k)i,j
∣∣
q=ε → t(k/)i,j
∣∣
q=1 = (−1)(j−i−1)k/f(k/)i,j if  | k,
t(k)i,j |q=ε → 0 if   k.
(b) The quantum Frobenius morphism (2.2) for Fq [GLn] is defined over Zε , i.e. it restricts to
a Hopf Zε-algebra epimorphism
FrZεGLn :Fε[GLn] Zε ⊗Z F1[GLn] ∼= Zε ⊗Z UZ
(
gl∗n
)
coinciding, via Theorem 4.8 and Proposition 4.9, with (2.5) and with FrZεMn of claim (a), and
described by the same formulæ.
(c) The quantum Frobenius morphism (2.3) for Fq [SLn] is defined over Zε , i.e. it restricts to
a Hopf Zε-algebra epimorphism
FrZεSLn :Fε[SLn] Zε ⊗Z F1[SLn] ∼= Zε ⊗Z UZ
(
sl∗n
)
coinciding with (2.4) via Theorem 4.8 and Proposition 4.9, described by the formulæ in (a).
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(via ξ̂ :Fq [Mn] ↪→ Hgq at q = ε and q = 1) of the similar epimorphism FrQεgl∗n :Qε ⊗Zε H
g
ε 
Qε ⊗Z Hg1 ∼= Qε ⊗Z UZ(gl∗n) obtained by scalar extension from (2.5), see [Ga1]. Note also that
all the generators
(ti,i ;c
k
)
’s (for all i, c and k) are contained in the subalgebra generated by the(tj,j ;0
h
)
’s alone (for all j and k), thanks to relations (1.2). Therefore, the formulæ in the claim
uniquely determine FrZεMn .
Now, the formulæ in Lemma 4.2 give, for i < j (noting that []ε = 0),
Fr
Qε
gl∗n
(
ξ̂ |q=ε
(
t(k)i,j
∣∣
q=ε
))
=
∑
∑n−j
h=0 eh=k
εe0+
∑n−j
s=1 (
es
2 )+k(j−i−2)−(k2)(−1)k(j−i)(ε−1 − ε)k−e0
×
n−j∏
s=1
[es]ε! ·
n−j∏
r=0
Fr
Zε
gl∗n
(
E
(er )
i,j+r
∣∣
q=ε
) · n−j∏
r=0
Fr
Zε
gl∗n
(Λj+r |q=ε)er ·
n−j∏
r=1
Fr
Zε
gl∗n
(
F
(er )
j+r,j
∣∣
q=ε
)
= εk(j−i−1)−(k2)(−1)k(j−i) · FrZε
gl∗n
(
E
(k)
i,j
∣∣
q=ε
)
.
The very last term is equal to (−1)k(j−i)E(k/)i,j |q=1 = (−1)(j−i)k/e(k/)i,j = t(k/)i,j |q=1 if |n, while
it is zero if   n (note that in the present case k and k/ have the same parity), via Theorem 4.8(a).
This proves the first formula in the claim.
Similarly, one proves the third formula. As for the second formula, we have
Fr
Qε
gl∗n
(̂
ξ |q=ε
((
ti,i;0
k
))∣∣∣∣
q=ε
)
=
k∑
r=0
ε−r(k+2)−(
r
2)
(
ε − ε−1)r ∑∑n−i
s=1 es=r
n−i∏
s=1
ε(
es
2 )[es]ε!
n−i∏
r=1
Fr
Zε
gl∗n
(
E
(er )
i,i+r
∣∣
q=ε
)
Fr
Zε
gl∗n
×
({
Λi;−r
k, r
}∣∣∣∣
q=ε
) n−i∏
r=1
Fr
Zε
gl∗n
(Λi+r |q=ε)er
n−i∏
r=1
Fr
Zε
gl∗n
(
F
(er )
i+r,i
∣∣
q=ε
)
= FrZε
gl∗n
({
Λi;0
k,0
}∣∣∣∣
q=ε
)
= FrZε
gl∗n
((
Λi;0
k
)∣∣∣∣
q=ε
)
=
{(
Λi ;0
k/
)|q=1 = ( lik/) if  | k,
0 if   k
by the very definition of FrZε
gl∗n
again. On the other hand, if  | k then ξ̂ |q=1
((ti,i ;0
k/
)|q=1) =(
Λi ;0
k/
)|q=1 = ( gik/) thanks to Theorem 4.8 once more, whence our formula follows.
All this accounts for claim (a). Claims (b) and (c) can be proved with the same arguments, or
deduced from (a) in force of Proposition 4.9 and of Corollary 4.5. 
List of symbols
(n)q, (n)q !,
(
n
s
)
q
,
(
n
k1,...,kr
)
q
, [n]q etc., X(n),
(
X;c
n
)
,
[
X;c
n
]
,
{
X;c
n,r
}
: see Section 1.3
Uq(gln), Uq(sln): see Section 2.1
800 F. Gavarini, Z. Rakic´ / Journal of Algebra 315 (2007) 761–800Uq(g), Uq(g), FrZεg , FrZεg (for g ∈ {gln, sln}): see Section 2.3
Fq [G], Fq [G], Fq [G], FrZG, FrQεG (for G ∈ {Mn,GLn,SLn}): see Section 2.4
Uq(g
∗), Uq(g∗), Uq(g∗), Hxq , Hxq , Hxq , FrZεg∗ , FrZεg∗ (for x ∈ {g, s}, g ∈ {gln, sln}): see Sec-
tion 2.5
ξ˜ , ξ , ξ̂ (embeddings of quantum function algebras into dual quantum groups): see Section 3.2.
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