Abstract. A search algorithm based on non-binary forward checking (nFC) is used to solve the car-sequencing problem. The choice of value ordering heuristics having a dramatic effect on solution time for this problem, different ordering heuristics were implementented. The results obtained by using these methods are compared on the instances reported in the CSPLib.
Introduction
The car-sequencing problem arises from the manufacture of cars on an assembly line (based on [1] ). A number of cars are to be produced; they are not identical, because different options are available as variants on the basic model. The assembly line has different stations which install the various options (air-conditioning, sun-roof, etc.). These stations have been designed to handle at most a certain percentage of the cars passing along the assembly line. Furthermore, the cars requiring a certain option must not be bunched together, otherwise the station will not be able to cope. Consequently, the cars must be arranged in a sequence so that the capacity of each station is never exceeded. Among the methods proposed in literature to solve this problem, the exact methods such as the linear programming [2] and the solving methods for constraint satisfaction problems (CSPs) [3] , [4] , [5] represent good alternatives for certain instances of the problem. Many scheduling and similar problems can be expressed as CSPs, in which there is a set of variables, each with a finite set of possible values, (its domain), and a set of constraints. Each constraint links a subset of the variables and restricts the values that those variables can simultaneously take. A solution to a CSP is an assignment of a value to each variable such that every constraint is satisfied. Constraint programming tools such as CHIP [6] and ILOG Solver [7] use a search algorithm based on Forward Checking (FC) [8] to solve CSPs. FC is one of the most common look-ahead algorithms (that is, they check for inconsistencies that involve future variables as well as the current and past variables). This algorithm involves two choices at each iteration: the next variable to assign, and the value to assign to it. The order in which the variables and their values are considered can be decided in advance (a static ordering) or dynamically, using information available at the time that the choice is made.
In this article, we undertake an experimental study for the instances of the car-sequencing problem in CSPLib 1 , encoded as a n-ary CSP using an implementation with constraints of fixed arity 5. By applying value ordering heuristics based on fail-first principle, a great number of these instances can be solved in little time.
2 The Car-Sequencing Problem Encoded as a CSP
The problem described by Parrello et al. [1] was subsequently considered by Dincbas et al. [9] who showed that it could be formulated as a constraint satisfaction problem, using CHIP. In their basic formulation the assembly line has 5 possible options. The car-sequencing problem can be encoded as a CSP (see [3] ) in which slots in the sequence are variables, cars to be built are their values. Following [9] , the first step is to group the cars into classes, such that the cars in each class all require the same option. A matrix of binary elements of size the number of classes multiplied by the number of options specifies which are the options present in each class. Given the specifications (in terms of options required) we have to arrange the cars to produce into a sequence such that none of the capacity constraint is violated. These capacity constraints are formalized using constraints of the form q i /p i , which indicate that the unit is able to produce at most q i cars with the option i out of each sequence of p i cars (this should be read q i outof p i ). The constraints already stated are sufficient to express the problem; it seems that the only important thing about the options capacities is not to exceed them, and going below the capacity does not matter. This is not true, because of the fact that a certain number of cars requiring each option have to be fitted into the sequence, so that going below the capacity in one part of the sequence could make it impossible to avoid exceeding the capacity elsewhere. In [9] , the authors suggest adding implied constraints in order to allow failures to be detected earlier than would otherwise be possible.
Variable and Value Ordering Heuristics
A search algorithm based on forward checking involves two choices at each iteration, concerning the next variable to assign, and the value to assign to it. The 
ordering of variables and values was studied by Smith [3] . More specifically, the effects of the fail-first and the succeed-first were tested for the car-sequencing problem. The fail-first principle consists in choosing a variable or a value which has the greatest pruning effect on the domains of the future variables, while the succeed-first priciple consists in choosing the variable or the value which is likely to lead to a solution, and so reduce the risk of having to backtrack to this variable and try an alternative value. In [3] the author suggests that for the car-sequencing problem the variables should be assigned consecutively; since any possible solution is a permutation of a fixed set of values and the only question is which variable gets which value, a succeed-first strategy for value ordering only postpones the assignment of the difficult classes. 
Experimental Results

Implementation and Experimental Framework
In our implementation, we generate the car-sequencing problem as a non-binary CSP with n variables (the slots in the sequence), d values (the cars to be built) and m = n − 4 constraints of fixed arity 5 are posted on any 5 consecutive variables. The relations corresponding to the constraints are explicitly built as Algorithm 1: Procedure for the implied constraints
allowed combinations of values, i.e. valid tuples. These tuples are generated respecting the capacity constraints for the options and the total production for each car. In our research project [10] we implemented five versions of n-ary FC algorithms, namely nFC0, nFC2, nFC3, nFC4, nFC5. These versions differ between them in the extent of look-ahead they perform after each variable assignment [5] . On the data file generated in the fashion described above, we can apply all the n-ary algorithms of FC developed, not only some algorithms specific to car-sequencing problem. Of course, we take into account the presence of the implied constraints in the problem, i.e. if the domain of an unassigned variable becomes empty or one of the implied constraint is violated (the procedure CheckImplied in Algorithm 1 returns f alse), the current assignment is undone, the previous state of the domains is restored and an alternative assignment is tried, if necessary backtracking to a previous variable. In the Algorithm 1 nbP os represents the number of available positions in the sequence; if the remaining production Req i of cars requiring a certain option i exceeds the possible production possible i , an inconsistency is detected. The heuristics introduced in the Section 3 are evaluated on two groups of instances of car-sequencing problem in the CSPLib. The first group includes 70 instances of 200 cars gathered by the utilization percentage varying between 60% to 90%; all these instances concern satisfiable problems because it was proven that there was a sequence not violating any capacity constraint. The second group contains 9 instances of 100 cars for which it was shown that 4 of them were satisfiable, 4 other were infeasible and only one remains with no solution known. For solving each of these instances, the execution time was restricted at 900 seconds. The n-ary algorithms have been developed in C++ using a Unix CC compiler and executed on a SGI3800 machine of 768 R1400 processors 500 MHz. We noticed that nFC0 was much slower than the others and the winner was nFC2, that is why we present below the results corresponding to the last one.
Results for the First Group of Instances
The number of instances of the first group solved by using the different value ordering heuristics is presented at the Figure 1 . We notice that the use of the Regarding the heuristics of succeed-first type, M inU til, M axCars and M inOpt, they did not succeed in solving any instance of problem. We can thus conclude, as Smith [3] had underlined it, that the value ordering heuristics based on failfirst principle perform better than those of succeed-first type. In particular, the M axU til and M axP Q heuristics obtain interesting results for these problems, even if M axU til is a dynamic heuristic. obtained for each utilization percentage. Let us note that the column T max indicates either the necessary time to solve the problem or, in the case of a unsolved problem, the maximum time spent to seek a solution. The column D shows the number of positions in the sequence which it was possible to affect during the execution (i.e. the maximum depth in the search tree), t D represents the necessary time to reach this depth in the search tree, #nodes, #ccks and #BT count respectively the number of visited nodes, constraint checks and backtracking to reach the maximum depth in the search tree. Finally, #OK indicates the number of problems solved by the algorithm. The last row of the table gives an average for each column as well as the total number of successful instances. A comparison between these two heuristics enables us to conclude that M axU til remains the best heuristic. Moreover, it is surprisingly backtrack-free.
Results for the Second Group of Instances
For the second group of problems, including very difficult instances, none of them is solved without heuristic in 900 seconds. However, using M axU til the problems
