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Electro-optic modulators within Mach–Zehnder interferometers are a common construction for
optical switches in integrated photonics. A challenge faced when operating at high switching speeds
is that noise from the electronic drive signals will effect switching performance. Inspired by the
Mach–Zehnder lattice switching devices of Van Campenhout et al. [Opt. Express, 17, 23793 (2009)]
and techniques from the field of Nuclear Magnetic Resonance known as composite pulses, we present
switches which offer protection against drive-noise in both the on and off state of the switch for both
the phase and intensity information encoded in the switched optical mode.
I. INTRODUCTION
Optical switching is a key tool in many areas of inte-
grated photonics. For example, it is thought that opti-
cal switching may be useful in removing inter-chip [2–4]
and intra-chip [5] communication bottlenecks in future
classical computing architectures. Optical switching also
finds applications in many proposed platforms for quan-
tum computing. Several architectures use optical switch-
ing networks for connecting matter based quantum bits
(qubits) via single photon entangling gates, allowing for
distributed architectures [6–8]. Linear optical quantum
computing (LOQC) uses single photons for both trans-
portation and processing of quantum information [9–11].
In LOQC, optical switching networks are required for
multiplexing of nondeterministic, heralded quantum pro-
cesses to near determinism, and act on both single pho-
tons and multi-photon entangled states [12–14]. Mea-
surement based LOQC architectures also require fast op-
tical switching to adaptively set the basis of single qubit
measurements. A popular platform for these technologies
is silicon photonics, which offers high component density
and compatibility with CMOS fabrication [15]. However,
a wide variety of other materials are also being developed,
such as lithium niobate [16], silicon nitride [17], silica
[18], III-V semiconductor devices [19], and hybrid com-
binations thereof [20, 21]. For this reason we will take an
abstracted, hardware platform agnostic approach in this
work.
An electro-optic modulator within a Mach–Zehnder in-
terferometer (MZI) is a typical construction for an opti-
cal switch. Because MZIs do not rely on moving parts
or resonance effects, such as for microelectromechanical
systems (MEMS) or ring resonator based switches, they
offer reliable, high speed operation and good thermal sta-
bility. However, any noise in the signal which drives the
modulator will cause imperfect switching, which leads to
optical crosstalk. Reducing this crosstalk is important
for many applications. To keep communication errors
in optical switching networks constant, optical crosstalk
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FIG. 1. Schematic for the layout of an MZI and an MZL. The
MZI has a single modulator, shown as a red rectangle. In the
MZL we have multiple modulators, all controlled by the same
drive signal. The modulators can have different lengths and
so can impart different but proportional phase shifts. Blue
rectangles imply independent and static programmable phase
shifts.
must be lower than the worst case loss [22]. As the com-
plexity of optical switching networks increases, the worst
case loss of the switch will increase, meaning that the al-
lowable crosstalk for each switch decreases. Whilst intel-
ligently designed driving electronics can reduce the noise
of the drive signals, commonly occurring issues such as
interference from switch mode power supplies (for exam-
ple those used for temperature stabilisation) and inter-
symbol interference remain challenging to suppress. Be-
cause of these kinds of engineering challenges, noise in
the electrical signals which drive electro-optic modula-
tors has been identified as a key issue in realising large
scale optical switching networks for classical computing
applications [1]. In quantum communication schemes,
intersymbol interference effects have been highlighted as
a potential security flaw in integrated photonic quantum
communication systems [23]. Drive-noise is also identi-
fied as the expected dominant source of stochastic noise
in LOQC [11]. In quantum error correction codes, the er-
ror thresholds depend on both stochastic error and pho-
ton loss. Importantly, this means that any improvement
to stochastic error rates will allow for more relaxed re-
quirements on photon loss [24].
In an ideal perfectly balanced MZI, the phase shift im-
parted on the switched optical modes does not depend
on the phase shift imparted by the modulator. This is
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2not true in general when unbalanced couplers are used.
Many applications of optical switching use the phase of
the switched optical modes to carry information, such as
phase-shift keying communication schemes [25] and mul-
tiplexing of entangled photonic state generation. There-
fore, such phase shifts from an optical switch can be prob-
lematic. However, for applications where the phase of an
optical mode does not carry information, for example
in pulse amplitude modulation communications schemes
and photon source multiplexing, a noisy phase shift has
no impact on performance. This application dependent
difference motivates us to use two fidelity measures (de-
fined in section III) to assess the performance of our de-
vices, one which is sensitive to phase errors and one which
is not.
In an effort to solve the issues caused by drive-noise,
designs have been proposed [1] and realised [26] for multi-
stage Mach–Zehnder interferometers, known as a Mach–
Zehnder lattices (MZL). These devices exhibit excellent
drive-noise tolerance in their on state when assessed us-
ing phase insensitive measures. An important part of the
design of these devices is that the modulation at every
stage is controlled by the same drive signal, as depicted
in Figure 1. One way to interpret the mechanism be-
hind their drive-noise tolerance is that by driving multi-
ple modulators with the same signal, the same random
error due to drive-noise is applied multiple times, such
that it can be thought of as a coherent, systematic error.
The additional stages of the MZL can then be used to en-
gineer some amount of cancellation of these systematic
errors. An issue with existing device designs [1, 26] is
that they impart drive-noise dependent phase shifts (see
appendix A).
In this work we extend the function of existing de-
vice designs to create devices which achieve drive-noise
tolerance in both their on and off state. Some of our pro-
posed devices additionally have the property that they
do not impart drive-noise dependent phase shifts on to
the switched light modes. Our designs are inspired by
composite pulse sequences, a technique originally created
for correcting systematic errors which arise in Nuclear
Magnetic Resonance.
II. COMPOSITE PULSES
Nuclear Magnetic Resonance (NMR), which is the
study and control of nuclear spins within molecules us-
ing static and radio frequency magnetic fields [27], has
widespread applications in chemistry and biochemistry,
and was also one of the first systems used for demon-
strating quantum information processing (QIP) [28, 29].
A common problem arises from the radio frequency con-
trol fields, which are inhomogeneous over the ensemble of
molecules in a macroscopic sample. This creates a spa-
tially varying error in the angle of rotation of the spins,
leading to loss of information in the ensemble averaged
signal. A popular solution to this problem is to replace
the single pulse used for a rotation with a composite
pulse [30]. Appropriately engineering the angle and axis
of rotation of each pulse can successfully reduce errors.
Since their first demonstration, a wide variety of com-
posite pulse sequences have been developed, designed to
correct for various types of errors [31], and have found
application in NMR QIP [32].
Composite pulse sequences perform unitary evolutions
on a 2-dimensional complex vector space (e.g. a qubit),
and can be applied to any other system described by
such a vector space. Examples include superconducting
circuits [33], electron spin resonance [34], photon polari-
sation [35], and atom interferometers [36]. In this work,
we extend these applications to optical switching, which
we describe by the 2-dimensional complex vector space of
the 2 electromagnetic field spatial modes of our switch.
In NMR, composite pulses are also frequently used to
tackle off-resonance errors [28], which causes a tilt in the
rotation axis, as well as rotation angle errors, but in op-
tical switching the rotation induced by a modulator is
confined to the z-axis and so tilt errors are not a signifi-
cant problem.
III. DEVICE MODEL
For simplicity, and to stay platform agnostic, we use
an idealised model. All devices discussed in this work
are built from directional couplers C(γ), fixed phase
shifts P (φ), and modulators M(s, θ), which we define
as unitary matrices that act on the 2-dimensional com-
plex space of the amplitudes of the electromagnetic field
modes
C(γ) =
(
cos γ/2 −i sin γ/2
−i sin γ/2 cos γ/2
)
, (1)
P (φ) =
(
exp(−iφ/2) 0
0 exp(iφ/2)
)
, (2)
M(s, θ) =
(
1 0
0 exp(iθs)
)
. (3)
The coupler is described by an angle, γ, which can be
controlled through the physical parameters for each in-
stance of the device. In integrated directional couplers,
these parameters are typically the strength of the evanes-
cent coupling between waveguides and the length of the
coupling region.
A fixed phase shift of angle φ, is implemented by cre-
ating a difference between the two optical path lengths
of the two optical modes. This could be implemented
using a slow precise modulator, for example using the
thermo-optic effect.
We assume that all the fast electro-optic modulators
within an MZL switch are controlled by the same drive
signal. This allows us to model the driving signal using
3a single parameter, s, which we assume takes the same
value for all the modulators at any given point in time.
We define our devices such that s = 0 describes the ideal
off state and s = 1 describes the ideal on state, and will
consider the effects of small deviations from these ideal
values. The on state phase shift angle of each modula-
tor, θ, can be controlled by changing the length of the
modulator. To ensure the validity of this model, it is im-
portant that any other noise sources have a much smaller
effect than the noise from the drive signal.
For later sections, we will also use the Hadamard trans-
formation, which we can express, up to a global phase,
as
H = P
(pi
2
)
C
(pi
2
)
P
(pi
2
)
=
1√
2
(
1 1
1 −1
)
. (4)
With these definitions, we can define an MZL switch by
a sequence of these transformations. Our target transfer
matrices which we will use as comparison for our fidelity
measures are
Voff =
(
1 0
0 1
)
, Von =
(
0 1
1 0
)
. (5)
For later comparisons, we define an MZI as
HM (s, pi)H. (6)
We only consider errors due to drive-noise, which we
model as an imperfect value of s, meaning that we assume
a linear response of our modulators and no imperfections
in the passive optical devices. Although fabrication er-
rors will introduce errors in passive optical devices, near
perfect passive optical devices can be achieved for ex-
ample by replacing each coupler with a Mach–Zehnder
interferometer [37, 38], then tuning it to implement the
appropriate transformation C(γ) using either a repro-
grammable [39] or set-and-forget [40, 41] phase shift. Any
imbalanced losses in the devices will affect fidelity, so
losses at each stage should be engineered to be balanced
for any realization of these devices. Errors due to other
effects such as dispersion or nonlinear effects are beyond
the scope of this work.
To assess the performance of our devices, we use two
different fidelity measures on the transfer matrices of our
devices, U , against a target transfer matrix, V . One is a
unitary fidelity measure [42]
F =
|Tr(UV †)|2
4
(7)
which is sensitive to errors in both intensity and phase.
The other is a purely intensity dependent fidelity [18]
FI =
Tr
(|UV †|2)
2
(8)
which is insensitive to errors in phase. Here |A|2 indicates
the elementwise absolute value squared of a matrix A.
Determining which fidelity measure should be considered
will depend on the application of interest.
IV. MAPPING COMPOSITE PULSES TO
OPTICAL SWITCHES
Composite pulses are described by a list of pairs of an-
gles describing the angle of rotation, θ, and the azimuthal
angle of the axis of rotation in the xy plane, φ. Each pulse
in the list is typically formatted with the angle of the axis
as a subscript to the angle of rotation
θφ. (9)
A subset of composite pulses known as inversion pulses
are interesting in the context of optical switching as their
operation corresponds to a switch in the on state as de-
fined in equation 5. As an example, the Levitt composite
inversion pulse [30], which we use in section V A is writ-
ten as
pi
2 pi
2
pi0
pi
2 pi
2
, (10)
where the angles are expressed in radians. The tolerance
of rotation angle errors seen for the Levitt pulse is analo-
gous to the refocussing of inhomogeneous broadening by
spin echoes [43] and photon echoes [44].
In the photonic devices described in section III, our
modulators are only able to perform z-axis rotations in
the Bloch sphere. To translate this z-axis rotation to
an x-axis rotation, we place Hadamard transformations
either side of our modulators, and to control the axis
of rotation in the xy plane, we tilt this axis with fixed
phase shifts. Finally we note that the modulator in effect
performs a rotation through angle sθ, and thus equation 9
becomes
P (φ)HM (s, θ)HP (−φ) (11)
By implementing this mapping from equation 9 to
equation 11 for each pulse in a sequence, we can find de-
signs for composite pulse inspired MZL switches. These
designs can then be simplified by applying the following
identities:
P (a)P (b) ≡ P (a+ b) (12)
HP (φ)H ≡ C (φ) ≡ P (pi)C (−φ)P (pi) (13)
In figure 2, we show an example of applying this mapping
for constructing an MZL design using the Tycko compos-
ite pulse [45]. There is some flexibility when applying the
identities of equations 12 and 13, so the designer should
consider what parameters they wish to optimise for. For
robustness to fabrication error, each coupler, C, should
be replaced by two couplers and a fixed phase shift as
proposed in [37, 38].
In the next section, we look at the properties of MZL
switches which have been designed using this mapping.
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FIG. 2. Outline of procedure for mapping a Tycko composite pulse [45] to an MZL switch design. Red rectangles represent
the modulators, M (s, θ), and blue rectangles represent static phase shifts, P (φ). If we ignore global phases, the static phase
shifts P (φ) can be implemented by acting a phase shift on only the upper mode.
V. MZL DESIGNS FROM KNOWN
COMPOSITE PULSES
In this section, we show how mapping different com-
posite inversion pulses to MZL switches can achieve
switching with a range of different regimes of drive-noise
tolerance. An important metric we will use to assess
our devices is how successfully these composite pulse se-
quences can remove errors in the Taylor series expansion
of the fidelity. Composite pulses can remove some of the
low order terms which take the fidelity away from unity.
If we first look at a conventional MZI, as defined by equa-
tion 6, we get the same expression for both our fidelity
measures. The Taylor series of fidelity against the ideal
on state around s = 1 gives
F = FI = 1− ε2 −O
(
ε4
)
, (14)
where we have defined ε = pi(s− 1)/2. When we look at
off state fidelity we instead use ε = pis/2. If we compare
this to the Levitt composite NOT pulse sequence [30], the
first known composite pulse, we find that F is the same
as for the MZI, but the intensity only fidelity measure for
the on state gives
FI = 1− ε4 −O
(
ε6
)
. (15)
So for the Levitt pulse, we can say that the leading term
in the expansion in the on state of F is ε2 and for FI is
ε4.
Another important parameter for us to keep track of
is the modulation depth. This quantity is proportional
to the total length of the modulators that the light will
propagate through. We define modulation depth as
D =
1
pi
∑
i
θi (16)
leading infidelity term
Device D on state off state
F FI F FI
MZI 1 ε2 ε2 ε2 ε2
Levitt 2 ε2 ε4∗ 2ε2 2ε2
Tycko 3 0.75ε4∗ ε6∗ 3ε2 3ε2
T1 5 3.75ε
4 10ε6 3.75ε4∗ 10ε6∗
BB1 5 0.625ε
6∗ 0.625ε6 3.75ε2 3.75ε2
PB1 9 7.875ε
6 7.875ε6 7.875ε6∗ 7.875ε6
TABLE I. Performance summary for devices presented in sec-
tion V. An asterisk (*) is used to indicate when a pulse out-
performs any pulse with smaller depth D on the measure in-
dicated.
where θi gives the length of the ith modulator as defined
in equation 3, which means that D = 1 for an MZI.
A description of the Levitt pulse and all other pulses
in this text as both composite pulse sequences and MZL
switches can be found in appendix B.
A. On state drive-noise tolerance
The Levitt pulse, discussed above, achieves improved
drive-noise tolerance when measured by FI and has an
optical depth, D = 2. By going to larger modulation
depths, we can further improve our drive-noise tolerance.
For D = 3, the Tycko pulse [45] offers on state drive-
noise tolerance in both F and FI fidelity measures, with
a leading infidelity term of 0.75ε4 for F and ε6 for FI .
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FIG. 3. F (solid) and FI (dashed) plotted for all the optical
switch designs discussed in section V when compared to the
ideal off state (red) and on state (blue).
B. On and off state drive-noise tolerance
At a modulation depth of D = 5, there exists an inter-
esting composite pulse sequence, designed by Wimperis,
which we refer to as T1 [46]. This pulse sequence is the
shortest known example which is designed to have a rect-
angular profile, meaning that when we use it in an MZL
switch, we have drive-noise tolerance in both the on and
off states. The T1 pulse has a leading infidelity term of
3.75ε4 for F and 10ε6 for FI , but unlike before, this is
true in both the on and off state, as shown in Figure 3.
Achieving both on and off state drive-noise tolerance is
particularly important for push-pull modulation schemes.
Push-pull refers to when there is a modulator on both of
the paths through the interferometer and the phase shift
is applied by alternating which modulator is switched on,
meaning that voltage needs to be applied to the device
in both the on and off states.
C. Increasing fidelity
To find an MZL design which can suppress the 4th
order unitary infidelity terms for the on state, we again
need to go up to a modulation depth, D = 5. The broad-
band pulse BB1 [47], designed by Wimperis, meets this
criterion.
To find a pulse sequence which can suppress 4th order
infidelity terms of F in both the on and off state, we look
to the passband pulses by Wimperis [47]. The PB1 pulse
requires a modulation depth of D = 9 and suppresses
2nd and 4th order terms of infidelity for F and FI in
both on and off states. The devices presented so far are
summarised in Table I.
D. Trading fidelity for increased tolerance
The pulses presented in sections V A and V B have
been optimised for maximum fidelity in the presence of
small errors due to drive-noise. However, other pulses
exist which offer protection against still larger errors, but
at a slightly lower fidelity for small errors. Wimperis
explored this trade off and created the BB2 and PB2
pulse [47], which are related to the BB1 and PB1 pulses.
These pulses are shown in the bottom row of Figure 3.
VI. DISCUSSION
By leveraging the mature field of composite pulses, we
have shown that new regimes of drive-noise tolerance in
optical switches should be possible. We present designs
which achieve drive-noise tolerance without decreasing
unitary fidelity and designs which show on and off state
drive-noise tolerance, a goal set out in [1]. This enables
high fidelity push-pull based optical switches even with
a noisy drive signal. Whilst for some applications, the
cost of increased complexity of using MZL switches will
not justify the improvements to drive noise tolerance, we
have identified several areas where drive noise tolerance
is critically important and so this trade off will be worth-
while. We also believe that there may be other ways to
leverage composite pulses for designing other integrated
photonics devices, such as MZL broadband couplers [48–
51] or filters [52–54].
All of the devices discussed here have been designed
based on inversion pulses, but it may be interesting to
look at composite pulses for other rotation angles. These
might find application, for example, in drive-noise toler-
ant adaptive measurements of dual rail photonic qubits.
The BB1 and PB1 pulses are easily adapted for other ro-
tation angles [47], and so provide a completely general
solution to this problem.
It is possible to continue suppressing further terms in
the infidelity in the on state by designing MZL switches
with higher modulation depth [55, 56]. However, we
think that this trade off will not be practical due to the
increased losses, footprint and power consumption asso-
ciated with higher modulation depth. Also, composite
pulses are designed to tackle systematic errors where the
general form of the errors, but not their precise magni-
tude, is known, and so only work well when the dom-
inant errors take the expected form. Simulations and
experimental studies in the context of NMR [57–60] sug-
gest that composite pulses are an effective means of er-
ror suppression in many cases, but that short and simple
6sequences may in practice work better than more com-
plex sequences with theoretically better performance. Al-
though fabrication errors can be suppressed near per-
fectly using the techniques of [37, 38], remaining effects
due to fabrication error and error from other effects
will limit the benefit of using the more complex MZL
switches.
Challenges remain to realise devices which can fully
capitalise on these advances. Using more realistic and
platform specific models to inform fine tuning of the de-
vice designs will help to offset issues such as fabrication
imperfection and loss. The designs presented require pre-
cise control over many internal phase shifts within the
device. If this is to be achieved using tuning or trim-
ming, it presents a calibration challenge. It may be re-
quired to monitor transmission of light at each stage of
the MZL, through a process similar to proposals for cali-
brating passive MZL filters [61]. Options to achieve this
include weakly coupled integrated detectors, “taps” to
route some of the light to external detectors or frequency
selective Bragg gratings [62]. To avoid increased losses,
these taps could be made using a process which allows
for them to be removed [63]. Alternatively, a modular
construction [64, 65] would allow for each stage to be
calibrated individually.
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Appendix A: EXISTING DRIVE-NOISE
TOLERANT MZL DESIGNS
The designs in [1] were created by imagining taking
an MZI and breaking up the modulation into N smaller
pieces, surrounded by N + 1 couplers. To ensure extinc-
tion in the off state, their couplers are constrained such
that
N+1∑
i=1
γi = pi (17)
and they chose to make their devices symmetric i.e. γi =
γN+1−i. They break up the modulator evenly, i.e. θi =
pi/N . With these shorter modulators, they found that
they needed to apply larger voltages to reach the on state
than for a MZI. If we rescale our s parameter and θi
parameters such that the on state occurs at s = 1, we
find that this gives θi = pi for all devices presented in [1].
Figure 4 shows the performance of the design from [26],
which was made using the methods in [1], when modelled
in the framework used in this work. As seen in the figure,
the fidelity of these devices depends strongly on whether
a phase sensitive or phase insensitive fidelity measure is
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0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.5
1.0
0.0 0.2 0.4 0.6 0.8 1.0
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F I
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FIG. 4. F (solid) and FI (dashed) for MZL used in [26], and
designed according to the methods in [1], when compared to
the ideal off state (red) and on state (blue). Ideal on and off
states for this MZL are the reverse of the convention outlined
in section III.
used, and therefore renders these devices unsuitable for
applications where phase information is important.
It is worth commenting that our simplistic device
model succeeds in describing the drive-noise tolerance
behaviour of devices which have been experimentally re-
alised [26]. We expect that the reverse will be true, and
that the devices we present in this work will inspire real
devices with enhanced drive-noise tolerance, despite our
model excluding many forms of imperfections.
Appendix B: COMPOSITE PULSES AND
MACH–ZEHNDER LATTICE DESIGNS
Table II shows the result of using the mapping and
simplifications described in section IV, applied to the se-
quences discussed in this paper. Simplifications were ap-
plied to reduce the terms in the sequence, rather than to
suggest the most practically appropriate design. We let
α = arccos(−1/4) and β = arccos(−1/8).
7TABLE II. Composite pulse sequences and MZL switch designs for all devices discussed
Design Pulse sequence MZL switch design
MZI pi0 HM (s, pi)H
Levitt pi
2 pi
2
pi0
pi
2 pi
2
P
(
pi
2
)
HM
(
s, pi
2
)
C
(−pi
2
)
M (s, pi)C
(
pi
2
)
M
(
s, pi
2
)
HP
(−pi
2
)
Tycko pipi
3
pi 5pi
3
pipi
3
P
(
pi
3
)
HM (s, pi)C
(
4pi
3
)
M (s, pi)C
(− 4pi
3
)
M (s, pi)HP
(−pi
3
)
T1 2pi−α2piαpi0 P (α)HM (s, 2pi)C (2α)M (s, 2pi)C (−α)M (s, pi)H
BB1 piα2pi3αpiαpi0 P (α)HM (s, pi)C (2α)M (s, 2pi)C (−2α)M (s, pi)C (−α)M (s, pi)H
PB1 2piβ4pi−β2piβpi0 P (β)HM (s, 2pi)C (−2β)M (s, 4pi)C (2β)M (s, 2pi)C (−β)M (s, pi)H
BB2 pipi
2
2pi−pi
4
pipi
2
pi0 P
(
pi
2
)
HM (s, pi)C
(− 3pi
4
)
M (s, 2pi)C
(
3pi
4
)
M (s, pi)C
(−pi
2
)
M (s, pi)H
PB2 2pipi
2
4pi− 5pi
8
2pipi
2
pi0 P
(
pi
2
)
HM (s, 2pi)C
(
7pi
8
)
M (s, 4pi)C
(− 7pi
8
)
M (s, 2pi)C
(−pi
2
)
M (s, pi)H
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