Abstract. We study the effect of domain perturbation on invariant manifolds for semilinear parabolic equations subject to Dirichlet boundary condition. Under Mosco convergence assumption on the domains, we prove the upper and lower semicontinuity of both the local unstable invariant manifold and the local stable invariant manifold near a hyperbolic equilibrium. The continuity results are obtained by keeping track of the construction of invariant manifolds in
Introduction
The study of invariant manifolds is an important tool to understand the behaviour of a dynamical system near an equilibrium point. In this paper, we are interested in dynamical systems arising from semilinear parabolic equations. Let 
where g is a function in C(R N × R) and A is an elliptic operator. Our aim is to study how dynamics of the parabolic equation (1) changes when we vary the domain Ω. In particular, we wish to establish the continuity of invariant manifolds with respect to the domain. We will consider a sequence of uniformly bounded domains Ω n in R N as a perturbation of Ω. The perturbation of (1) is given by
in Ω n × (0, ∞) u = 0 on ∂Ω n × (0, ∞) u(·, 0) = u 0,n in Ω n .
We impose conditions on the nonlinearities g n and g so that the corresponding abstract parabolic equations u(t) + A n u(t) = f n (u(t)) t ∈ (0, ∞)
where f n (u)(x) := g n (x, u(x)) and u(t) + Au(t) = f (u(t)) t ∈ (0, ∞)
where f (u)(x) := g(x, u(x)) are well-posed in L 2 (Ω n ) and L 2 (Ω), respectively. In addition, we assume that f n (u) and f (u) are higher order terms, that is, we will consider (3) and (4) as the linearised systems near an equilibrium (see Assumption 2.3).
In this work, we focus on singular perturbations of the domain, e.g. its topology changes, so that it is not possible in general to apply a change of variables (coordinate transform) to change the perturbed equation into an equivalent problem over the same spatial domain Ω. This means that our class of domain perturbations cannot be reduced to a classical perturbation for the coefficients. Common examples include a sequence of dumbbell shape domains with shrinking handle and a sequence of domains with cracks. One of the main difficulties to establish the persistence result under domain perturbation is that the solutions of parabolic equations belong to different spaces, namely, L 2 (Ω n ) and consequently the dynamical systems (semiflows) induced by these parabolic equations act on different spaces. It is well-known from the theory of dynamical systems that hyperbolicity of an equilibrium is the main concept for persistence under small perturbations. We show in this paper that this principle is also valid for singular domain perturbation. Our main result states that under a suitable rather general class of domain perturbation, if the unperturbed system (4) has a local stable and a local unstable invariant manifolds in a neighbourhood of an equilibrium and the equilibrium is hyperbolic, then the perturbed system (3) also has a local stable and a local unstable invariant manifolds for n sufficiently large. Moreover, we have the continuity (upper and lower semicontinuity) of these invariant manifolds with respect to the domain (see Theorem 2.5 and Theorem 2.6). This result is new.
There are similar results on the effect of domain variation on the dynamics of parabolic equations. In [15] , upper semicontinuity of attractors is obtained for reaction-diffusion equations with Neumann boundary condition when the domain Ω ⊂ R M × R N is squeezed in the R N -direction. Arrieta and Carvalho [3] consider a similar problem on a sequence of bounded and Lipschitz perturbed domains Ω n . They give necessary and sufficient conditions on domains for spectral convergence of the corresponding elliptic problem and obtain continuity (upper and lower semicontinuity) of local unstable manifolds and consequently continuity of attractors. For results under Dirichlet boundary condition, we refer to [9] where upper and lower semicontinuity of attractors are obtained for the heat equation under a certain perturbation of the domain in R N with N ≤ 4.
The class of domain perturbations considered in this paper (Assumption 2.2) is much more general than that in [9] . Many examples where this more general domain convergence is useful appear in [6] (as well as many other references). These have been used in constructing many examples of domains where the time independent problem is much more complicated than when Ω is a ball. For this general class of domain perturbations, we also have prior knowledge of the convergence of eigenvalues and eigenfunctions of the corresponding elliptic operators. The main focus here is to investigate the dependence of domains in the construction of invariant manifolds. In [3] , continuity of local unstable invariant manifolds is proved by keeping track of the construction adapted from Henry [11] . Although our framework on semilinear parabolic equations fits into [11] , we will use different techniques. Indeed, we apply the existence results for invariant manifolds in Bates and Jones [4] to prove the continuity of invariant manifolds under domain perturbation. The construction of invariant manifolds in [4] follows Hadamard style [10] which involves using the splitting between various subspaces to estimate projections of the flow in the different directions. The technique involves more geometrical than functional-analytic arguments. By using this construction, we give continuity results for both the local stable and the local unstable invariant manifolds under domain perturbation rather than focus only on the local unstable invariant manifolds (and consequently attractors) as in [3, 9, 15] .
An outline of this paper is as follows. In Section 2, we state our framework and the main results on the continuity (upper and lower semicontinuity) of the local stable and the local unstable invariant manifolds under perturbation of the domain. In Section 3, we obtain the existence of local invariant manifolds for the perturbed problems following the construction from [4] . In Section 4, we give some technical lemmas and a characterisation of upper and lower semicontinuity. The proof of the continuity results is given in Section 5 for the local unstable invariant manifolds and in Section 6 for the local stable invariant manifolds.
Framework and main results
Let Ω n be a sequence of bounded open sets in R N , N ≥ 2 and Ω be a bounded open set in R N such that there exists a ball D ⊂ R N with Ω n , Ω ⊂ D for all n ∈ N.
We consider the perturbed semilinear parabolic equation (2) where A n is an elliptic operator of the form
In the above, we use summation convention with i, j running from 1 to N . Also, we assume a ij,n , a i,n , b i,n , c 0,n are functions in L ∞ (D) and that there exists a constant α 0 > 0 independent of x ∈ D and n ∈ N such that
for all ξ ∈ R N and for all n ∈ N. The elliptic operator A for the unperturbed equation (1) is defined similarly to (5) (with n deleted) and a ij satisfies the ellipticity condition (6) with the same constant α 0 . We assume that the coefficients of the operator A n converge to the corresponding coefficients of A as stated below.
By Riesz representation theorem, we identify L 2 (Ω n ) with its dual and consider the evolution triple
We denote by ·, · the duality
It is easy to see that a n (·, ·) is a continuous bilinear form. We define a(·, ·) on H 1 0 (Ω) similarly. Let
where c − 0,n := max(−c 0.n , 0) is the negative part of c 0,n . We set λ 0 := λ A + α 0 /2. It can be verified that
for all u ∈ H 1 0 (Ω n ), for all λ ≥ λ 0 and for all n ∈ N. Similar inequality holds for a(·, ·) with the same constants. By the Lax-Milgram theorem, there exists
for all u, v ∈ H 1 0 (Ω n ). We may consider A Ωn as an operator on H −1 (Ω n ) with the
)). Let
A n and A be the maximal restriction of the operators A Ωn and A Ω on L 2 (Ω n ) and L 2 (Ω), respectively. It is well-known that −A n generates a strongly continuous
. Similarly, we denote by S(t), t ≥ 0 the semigroup on L 2 (Ω n ) generated by −A. We shall consider the perturbation (2) of (1) in the abstract form (3) and (4) in L 2 (Ω n ) and
To deal with domain perturbation where the solutions belong to different function spaces, we usually consider the trivial extension, that is, the extension by zero on D\Ω. In abuse of notation, we often write u ∈ L 2 (D) for the trivial extension of a function u ∈ L 2 (Ω). On the other hand, we write u ∈ L 2 (Ω) for a function u ∈ L 2 (D) to represent its restriction to Ω. In particular, when we write
(Ω n ) means that u n is first extended by zero on D\Ω n and then restricted to Ω. A similar interpretation applies to the notation u| Ωn when u ∈ L 2 (Ω). We will use this convention throughout the paper without further comment.
We assume that a sequence of domains Ω n converges to Ω in the following sense.
Assumption 2.2. We assume the following two conditions hold:
(M2) If (n k ) is a sequence of indices converging to ∞, (φ n k ) is a sequence with (Ω) in the sense of Mosco when (M1) and (M2) hold, but we will simply say that Ω n converges to Ω in sense of Mosco. We refer to [13] for a general Mosco convergence of closed convex sets. Examples of domains satisfying (M1) and (M2) can be found in [6] .
The Mosco convergence assumption is naturally used in domain perturbation. As characterised in [6] , it is a necessary and sufficient condition for strong convergence and uniform convergence of the resolvent operators under domain perturbation. It is also sufficient for the convergence of solutions of initial value problems for parabolic equations (see [7, Section 6] ).
We make the following assumption on the nonlinearities. Assumption 2.3. We assume that
is locally Lipschitz and f (0) = 0. Moreover, for every
is locally Lipschitz and f n (0) = 0. In addition, for every ε > 0 there exists a neighbourhood U n = U n (ε) of 0 such that f n has a Lipschitz constant ε in U n . Moreover, U n can be chosen uniformly with respect to n ∈ N in the sense that we can take U n to be a ball centered at 0 in L 2 (Ω n ) of the same radius for all n ∈ N.
Remark 2.4. (i) Assumption 2.3 (i) means that f (u) is a higher order term and we could think of (4) as a linearised problem near an equilibrium.
(ii) A necessary and sufficient condition for the substitution operator f to be in
for all x ∈ R N and ξ ∈ R (see [1] ). Hence, Assumption 2.3 (i.e. p = q = 2) means that we require a linear growth with respect to u in the nonlinear term g(x, u).
(iii) The Lipschitz continuity of f is for instance satisfied if there exists an essentially bounded function φ such that |g(x,
(iv) The condition f (0) = 0 holds if g(x, 0) = 0 for almost all x ∈ Ω.
By our assumptions on A n and f n , the abstract equation (3) has a unique mild solution u n ∈ C([0, t
(see [14] or [7, Theorem 3.8] ). Here, we write t + n (u 0,n ) for the maximal existence time or positive escape time. Moreover, the mild solution u n of (3) can be represented by the variation of constants formula
for t ∈ [0, t + n (u 0,n )). Since g n is linearly bounded with respect to the second variable (Remark 2.4 (ii)), we have that t
we always have a global solution. Similar consideration implies the existence and uniqueness of mild solution u of (4). To study the abstract parabolic equation as a dynamical system, we consider a
for all t ∈ [0, t + n (u 0,n )) where u n is the maximal solution of (3). Sometimes we would like to study the backwards behaviour of solutions. We call a continuous curve
when we look at a particular backwards solution branch. We defined the semiflow
induced by solutions of (4) similarly.
Under the assumptions considered above, it is proved in [4, Theorems 1.1 (i), 1.2 (i) ] that the unperturbed problem (4) has a local stable invariant manifold W s and a local unstable invariant manifold W u inside a suitable neighbourhood U of 0 (see Section 3.1). In this paper, we study the persistence of these local invariant manifolds under domain perturbation when the equilibrium 0 ∈ L 2 (Ω) of (4) is hyperbolic, that is, the spectrum σ(−A) of −A does not contain λ with Re λ = 0.
The main results of this paper can be stated as follows. 
(ii) Lower semicontinuity:
A similar result can be stated for local stable invariant manifolds with an additional assumption of the convergence in measure of the domains. We denote by |Ω| the Lebesgue measure of Ω. Theorem 2.6 (Continuity of local stable manifolds). Suppose that Assumption 2.1, 2.2 and 2.3 are satisfied. In addition, assume that |Ω n | → |Ω| as n → ∞. If the equilibrium 0 of (4) is hyperbolic, then (3) has a local stable invariant manifold W s n for n sufficiently large such that there exists δ > 0 for which the following (i) and (ii) hold.
(i) Upper semicontinuity:
Existence of invariant manifolds for the perturbed equations
In this section, we obtain the existence of local unstable and local stable invariant manifolds for the perturbed equation (3) stated in Theorem 2.5 and Theorem 2.6 using the construction from [4] . For the sake of mathematical necessity, we first give a sketch of proof of the existence of invariant manifolds proved in [4] for the unperturbed equation (4) . We then keep track of this construction to obtain invariant manifolds for the perturbed equations.
3.1. The construction of invariant manifolds. Definition 3.1. Let U be a neighbourhood of 0. We define W s = {u ∈ U : Φ t (u) ∈ U for all t ≥ 0 and Φ t (u) → 0 exponentially as t → ∞} W u = {u ∈ U : some backwards branch Φ t (u) exists for all t < 0 and lies in U, and Φ t (u) → 0 exponentially as t → −∞} Recall from Section 2 that −A is a generator of an analytic C 0 -semigroup S(t), t ≥ 0 on L 2 (Ω). We decompose the spectrum σ(−A) as
Since Ω is bounded, Rellich's theorem implies that the embedding
is compact. Hence, the resolvent (λ+A)
is defined. This implies that σ(−A) consists of eigenvalues with finite multiplicities (see [12] to σ s , σ c and σ u via the spectral projections (see [12] )
Indeed, we decompose
Note that dim(X c ) and dim(X u ) are finite.
We set
is an analytic semigroup, there exist M > 0 and σ > 0 such that S s (t) ≤ M e −σt for all t > 0. To obtain the existence of local stable and unstable invariant manifolds, we decompose L 2 (Ω) = X − ⊕ X + with dim X + < ∞ in two different ways; either
We denote a natural projection (via spectral projection) onto X + by P + , a natural projection on X − by P − := 1 − P + and write −A ± = −A| X ± . In both cases, we have that
for all t ≥ 0 where
for all t ≤ 0 where M 2 > 0 and β > α. The parameters α and β can be chosen as follows (see proof of Theorem 1.1 case (D) and proof of Theorem 1.2 case (D) in [4] ).
• If X − = X s and X + = X cu , we take α = −σ and fix β such that −σ < β < 0.
• If X − = X cs and X + = X u , we take β > 0 such that β < min{Re(λ) : λ ∈ σ u } and fix α such that 0 < α < β.
The main techniques used in [4] are a renorming of X − and X + and a modification of nonlinearity f . Since we decompose
and w ∈ X + , then
However, we can renorm X − and X + by
These norms are equivalent on X − and X + , respectively. It is easy to see that (see
The modification of nonlinearity f is done by cutting off arguments so that we obtain a globally Lipschitz functionf . Let η > 0 be arbitrary. By Assumption 2.3, we can choose δ > 0 such that f has a Lipschitz constant less than η/12 in
, we have thatf is globally Lipschitz continuous with constant ε < η/4. This Lipschitz constant ε can be chosen as small as we require by shrinking δ. With this modified systemu(t) + Au(t) =f (u(t)), the solution to an initial value parabolic equation u(t) also exists for t ≥ 0, that is, the maximal existence time
Moreover, the modified system agrees with the original system (4) inside B L 2 (Ω) (0, δ). Hence, the modification gives us a local behaviour of the original system. In [4] , invariant manifolds for the modified system are constructed as follows. We choose the Lipschitz constant ε off so that ε < (β − α)/4 and there exists γ such that
By abuse of notations, we denote again by Φ t (u 0 ) the solution u(t) of the modified system with the initial condition u 0 . Let
and e γt Φ t (u) → 0 as t → −∞}.
The main idea to show that W − and W + are invariant manifolds is that certain cones and moving cones are positively invariant, which can be determined by the difference in the growth rates on X − and X + . For λ > 0, we define a cone
where µ and ν are positive parameters with µ < 1 < ν satisfying
Indeed, µ and ν can be further restricted so that
The next two theorems give the existence of global stable and global unstable invariant manifolds for the modified system. For the sake of mathematical necessity (when investigating the dependence on the domains), we sketch the proofs here.
Theorem 3.2 ( [4, Theorem 2.1]). There exists a Lipschitz function h
Sketch of the proof. Fix v 0 ∈ X − and let
It can be shown that
Theorem 3.3 ( [4, Theorem 2.2]). There exists a Lipschitz function h
Sketch of the proof. The proof is based on a standard contraction mapping argument. Let
Then Y is a complete metric space with the norm
For an arbitrary h ∈ Y , it can be shown that P + Φ t (graph(h)) = X + and that Φ t (graph(h)) is the graph of a ν −1 -Lipschitz function for all t ≥ 0. Hence, the map
whereh ∈ Y with graph(h) = Φ t (graph(h)) is well-defined. Furthermore, T t is a contraction on Y for t sufficiently large. Indeed,
Hence, there exists a unique fixed point h t ∈ Y for t sufficiently large. We can show that h t is a fixed point of T τ for all τ ≥ 0 and h + := h t is the required Lipschitz function with graph(h + ) = W + and h + (0) = 0. The next two theorems give the existence of the local stable and the local unstable invariant manifolds for (4). 
ifold which is tangent to X s at 0, that is, there exists a Lipschitz function h s :
Sketch of the proof. Set X − = X s and X + = X cu . We take α = −σ and fix β such that −σ < β < 0. Renorm X − and X + by (18). By Assumption 2.3, there exists δ > 0 such that the modificationf has a Lipschitz constant ε < (β − α)/4 and the modified system agrees with the original system on B L 2 (Ω) (0, δ). By applying Theorem 3.2, we can find a product neighbourhood U ⊂ B L 2 (Ω) (0, δ) and prove that W s = W − ∩ U is a local stable invariant manifold. It can be shown that any local stable manifold constructed using another renorming and modification agrees on a neighbourhood on which the manifolds are both defined. The tangency condition Dh s (0) = 0 follows by making µ → 0 (by letting ε → 0 and possibly shrinking U ). 
which is tangent to X u at 0, that is, there exists a Lipschitz function h u :
Sketch of the proof. Set X − = X cs and X + = X u . We take β > 0 such that β < min{Re(λ) : λ ∈ σ u } and fix α such that 0 < α < β. Renorm X − and X + and modify the nonlinearity f as in the proof of Theorem 3.5. Applying Theorem 3.3, we can find a product neighbourhood U ⊂ B L 2 (Ω) (0, δ) and prove that W u = W + ∩ U is a local unstable invariant manifold. It can be shown that any local unstable manifold constructed using another renorming and modification agrees on a neighbourhood on which the manifolds are both defined. The tangency condition Dh s (0) = 0 follows from Remark 3.4.
The product neigbourhood U in Theorem 3.5 and Theorem 3.6 can be chosen to be U = V 1 × V 2 where V 1 ⊂ X − is a ball of radius δ 1 and V 2 ⊂ X + is a ball of radius δ 2 such that δ 1 < δ 2 for the local stable manifold and δ 1 > δ 2 for the local unstable manifold. In fact, with these choices of product neighbourhoods, W s is positively invariant and W u is negatively invariant ( see property (P4) in [4] ).
3.2. Existence of invariant manifolds for the perturbed equations. In this section, we apply the construction of invariant manifold in Section 3.1 to obtain invariant manifolds for the perturbed equations (3) under the assumptions stated in Theorem 2.5 and Theorem 2.6. We first collect some preliminary results on domain perturbation for solutions of parabolic equations and the corresponding elliptic equations. Under Mosco convergence (Assumption 2.2) and the uniform boundedness of the domains, it is known that if λ ∈ ρ(−A), then λ ∈ ρ(−A n ) for n sufficiently large and (λ + A n )
) (see [6, Corollary 4.7] ). An important consequence is stated in the following lemma. If Σ ⊂ σ(−A) is a compact spectral set and Γ is a rectifiable closed curve enclosing Σ and separating it from the remaining of spectrum, then σ(−A n ) is separated by Γ into a compact spectral set Σ n and the rest of spectrum for n sufficiently large. Moreover, for the corresponding spectral projections P and P n , we have that the images of P and P n have the same dimension and P n converges to P in norm
We next consider the behaviour of solutions of the initial value problem (4) under domain perturbation. Recall from Remark 2.4 (ii) that Assumption 2.3 means f is linear bounded with respect to u and consequently the solution of (4) exists globally for any initial condition u 0 ∈ L 2 (Ω). We can state the convergence of solutions of parabolic equations under domain perturbation in terms of semiflows as follows. 
in L 2 (D) as n → ∞ uniformly with respect to t ∈ (0, t 0 ] for all t 0 ∈ (0, ∞).
Proof. The assertion follows from similar arguments for the proof of [7, Theorem 6.5] (the case of −∆), that is, by applying [7, Theorem 4.6] . The only minor modification is that we need to rescale the elliptic forms a n (·, ·) and a(·, ·) into coercive forms in order to apply [2, Theorem 5.2] to obtain the convergence of (degenerate) semigroups from the strong convergence of the resolvents. Note also that the convergence result under stronger assumptions on domains can be found in [5] .
To construct invariant manifolds for the perturbed problem (3) (3) is hyperbolic for all n sufficiently large. We define the spectral projections P c n and P u n similarly to (14) 
where X In order to obtain invariant manifolds for the modified system of the perturbed equation (3), we decompose L 2 (Ω n ) as X − n ⊕ X + n in two different ways as in Section 3.1. In particular, dim(X + n ) = dim(X + ) < ∞ for n sufficiently large and
. By Assumption 2.1, we can choose the parameters α and β for the restriction of semigroup S n (t) to X − n and X + n uniformly with respect to n ∈ N so that S − n (t) and S + n (t) satisfy similar estimates as in (15) and (16), respectively. We can renorm X − n and X + n using similar norms involving S − n (t) and S + n (t) as defined in (18). In particular, similar estimates as in (19) hold for the norms · X − n and · X + n with uniform constants M 1 and M 2 for n sufficiently large. By Assumption 2.3 (ii), there exists δ > 0 independent of n such that the modificationf n of f n has a Lipschitz constant ε < (β − α)/4 and the modified system agrees with the original system on B n := B L 2 (Ωn) (0, δ) for all n ∈ N. Therefore, we can construct the stable and unstable invariant manifold for the modified system by using uniform parameters γ, µ and ν for all n large. By Theorem 3.5, there exists a product neighbourhood U n ⊂ B n such that a local stable invariant manifold is W s n (U n ) = graph(h − n ) ∩ U n . Since the parameters α and β are chosen uniformly for the renorming of X − n and X + n respectively, we can choose U n ⊂ B n to be a product neighbourhood V 1,n × V 2,n where V 1,n ⊂ X − n is a ball of radius δ 1 and V 2,n ⊂ X + n is a ball of radius δ 2 with δ 1 < δ 2 for all n ∈ N. Without loss of generality we may choose δ smaller so that the modified system agrees with the original system on B n for all n ∈ N. Similarly, by Theorem 3.6, there exists a product neighbourhoodŨ n ⊂ B n such that a local unstable invariant manifold is W u n (Ũ n ) = graph(h + n ) ∩Ũ n . Since the parameters α and β are chosen uniformly for the renorming of X − n and X + n respectively, we can chooseŨ n ⊂ B n to be a product neighbourhoodṼ 1,n ×Ṽ 2,n whereṼ 1,n ⊂ X − n is a ball of radiusδ 1 andṼ 2,n ⊂ X + n is a ball of radiusδ 2 withδ 1 >δ 2 for all n ∈ N. Again we may choose δ smaller so that the modified system agrees with the original system on B n for all n ∈ N. Therefore, we have established the existence of local unstable manifolds and local stable manifolds for the perturbed problem (3).
We can assume that the choice of neighbourhoods considered above applies to the limit problem (4) (by possibly shrinking δ). Therefore, to prove Theorem 2.5 and Theorem 2.6, it remains to verify the continuity under domain perturbation (upper and lower semicontinuity) of local stable and local unstable invariant manifolds inside some ball
Remark 3.9. By our assumptions and the application of [2, Theorem 5.2], we know that S n (t) converges to S(t) in the strong operator topology uniformly with respect to t on compact subsets of (0, ∞). The main difficulty to prove upper and lower semicontinuity of invariant manifolds using the construction in [4] is that we need to deal with sequences of functions under a sequence of the special norms · X 
Some technical results towards the proof of semicontinuity
In this section, we give some technical results required to prove upper and lower semicontinuity in Theorem 2.5 and Theorem 2.6. In particular, we prove some convergence result for a bounded sequence (w n ) n∈N with w n ∈ X + n for each n ∈ N. Moreover, we give a characterization of upper and lower semicontinuity.
4.1.
Convergence of sequences in finite dimensional subspaces.
Proof. A direct application of (26) implies φ c n → φ c and φ 
consider a square domain Ω in R 2 perturbed by attaching "fingers" to one of the sides. If we increase the number of fingers so that the measure remains the same (by letting their width go to zero). Then |Ω n \Ω| is a positive constant for all n ∈ N. It is known that H and
). Note that if we impose the assumption that the Lebesgue measure of the domain converges, that is, |Ω n | → |Ω| as n → ∞, then we obtain the convergence
In the next few results, we consider an arbitrary finite dimensional subspace of
Lemma 4.3. Let m be a positive integer. Suppose V n is an m-dimensional subspace of L 2 (Ω n ) with a basis {f 1,n , f 2,n , . . . f m,n } for each n ∈ N, and V is an
as n → ∞ for all j = 1, . . . , m, then there existsĉ > 0 such that
Proof. Let ξ = (ξ 1 , . . . , ξ m ) ∈ R m with |ξ| = 1. By convergence of the bases, we get
as n → ∞. Notice that the above convergence does not depend on ξ. This means
uniformly with respect to ξ ∈ R m with |ξ| = 1. Let
In particular, choosing ζ > 0 such that c − ζ > 0, there exists N 0 ∈ N (independent of ξ ∈ R m with |ξ| = 1) such that
for all n > N 0 and for all ξ ∈ R m with |ξ| = 1. Since
≥ c − ζ for all n > N 0 and for all ξ ∈ R m with |ξ| = 1. Taking the infimum over ξ ∈ R m with |ξ| = 1, we obtain c n ≥ c − ζ > 0 for all n ≥ N 0 . Finally, takingĉ := min{c 1 , . . . c N0 , c − ζ}, the lemma follows.
An immediate application of Lemma 4.3 is the following result.
Corollary 4.4. Assume that V n and V are as in Lemma 4.3 and that the convergence of bases f j,n → f j in L 2 (D) as n → ∞ holds for all j = 1, . . . , m. Let u n be a sequence such that u n ∈ V n for each n ∈ N. If u n L 2 (Ωn) is uniformly bounded, then there exists a subsequence u n k such that u n k → u in L 2 (D) with a limit u ∈ V .
Proof. For each n ∈ N, we write u n = m j=1 ξ j,n f j,n . By a standard argument in the proof of equivalence of norms for finite dimensional spaces,
for all n ∈ N, where c n is given in Lemma 4.3. It follows from the uniform boundedness of u n L 2 (Ωn) and Lemma 4.3 that m j=1 |ξ j,n | is uniform bounded. We can extract a subsequence ξ j,n k such that ξ j,n k → ξ j for all j = 1, . . . , m. Hence,
Recall that we have dim(X + n ) = dim(X + ) < ∞ for sufficiently large n. We set d := dim(X + ) and fix a certain basis
for j = 1, . . . , d. Then we obtain a basis of X + n as shown below.
Theorem 4.5. There exists N 0 ∈ N such that {f 1,n , f 2,n , . . . , f d,n } where f j,n defined by (29) is a basis of X
as n → ∞ holds for all j = 1, . . . , d.
Proof. The convergence f j,n → f j is clear from the definition of f j,n and (28). Since X + n is d-dimensional subspace for all n sufficiently large, it suffices to show that there exists N 0 ∈ N such that f 1,n , f 2,n , . . . , f d,n are linearly independent for each n > N 0 . We prove this by using mathematical induction on m for m = 1, . . . , d in the following statement: there exists N m ∈ N such that f 1,n , f 2,n , . . . , f m,n are linearly independent for each n > N m .
The statement is trivial for m = 1. For the induction step, suppose that the statement is true for 1, . . . , m with m < d, but there is no N m+1 ∈ N such that f 1,n , f 2,n , . . . , f m+1,n are linearly independent for each n > N m+1 . Thus, we can extract a subsequence n k (choosing n k > N m for all k ∈ N) such that f 1,n k , f 2,n k , . . . , f m+1,n k are linearly dependent for all k ∈ N. By the linear independence of f 1,n k , f 2,n k , . . . , f m,n k , we can write
is uniformly bounded. Corollary 4.4 implies that there exists a subsequence denoted again by f m+1,n k such that f m+1,n k → f in L 2 (D) as k → ∞, where the limit f belongs to the m-dimensional subspace spanned by f 1 , f 2 , . . . , f m . By the uniqueness of a limit, we conclude that f m+1 = f . This is a contradiction to the assumption that {f 1 , f 2 , . . . , f d } is a basis of X + . Hence, the induction statement is true for m + 1 and the theorem is proved.
As a consequence, we obtain the following convergence of a bounded sequence with each term belongs to a sequence of the spaces X + n .
Corollary 4.6. Let (w n ) n∈N be a sequence with w n ∈ X + n for each n ∈ N. If w n L 2 (Ωn) (or w n X + n ) is uniformly bounded, then there exists a subsequence w n k such that w n k → w in L 2 (D) with the limit w ∈ X + .
Proof. The result follows immediately from Corollary 4.4 and Theorem 4.5 and the equivalence of norms on X + n .
Remark 4.7. The above result implies that there exists a subsequence w n k such that
→ w X + as degenerate semigroup only converges uniformly on compact subsets of (0, ∞).
4.2.
Characterisation of upper and lower semicontinuity. We give some equivalent statements for upper and lower semicontinuity mentioned in Theorem 2.5 and Theorem 2.6. We simplify the notations by considering bounded subsets
Lemma 4.8 (Characterisation of upper semicontinuity).
The following statements are equivalent.
(ii) For any sequence {v n } n∈N with v n ∈ W n , we have
there exist a further subsequence (denoted again by v n k ) and a sequence 
We can find a subsequence n k → ∞ such that sup
for all k ∈ N. Hence, (ii) fails.
For the statement (ii) ⇔ (iii), notice first that inf u∈W v n − u L 2 (D) → 0 as n → ∞ if and only if there exists u n ∈ W such that v n − u n L 2 (D) → 0 as n → ∞. To see this, we choose u n ∈ W such that v n − u n L 2 (D) < inf u∈W v n − u L 2 (D) + 1/n for each n ∈ N. Then the forward implication follows. The backward implication is
for all u n ∈ W . The statement (ii) ⇔ (iii) then simply follows from the above and a standard subsequence characterisation of a limit.
By a similar argument, we can state the following lemma.
Lemma 4.9 (Characterisation of lower semicontinuity). The following statements are equivalent.
(ii) For any sequence {u n } n∈N with u n ∈ W , we have
there exist a further subsequence (denoted again by u n k ) and a sequence
Convergence of unstable invariant manifolds
In this section, we prove upper and lower semicontinuity of local unstable invariant manifolds. We first show pointwise convergence of global unstable manifolds for the modified systems in Section 5.1. Consequently, we prove Theorem 2.5 in Section 5.2.
Convergence of global unstable manifolds. Let
Then Y n is a complete metric space with the norm
We define T t,n : Y n → Y n for t ≥ 0 by T t,n (h) =h whereh ∈ Y n such that graph(h) = Φ t,n (graph(h)). Fix t > 0 sufficiently large such that
As in Theorem 3.3, T t,n is a contraction on Y n with a uniform contraction constant K for all n ∈ N. Moreover, W + n is a graph of the fixed point h + n of T t,n . To prove convergence of global unstable manifolds, we show that the fixed point h + n of T t,n converges to the fixed point h + of T t .
Lemma 5.1. Suppose that Assumption 2.2 is satisfied. For every v ∈ X − , there
(Ω) and Mosco convergence assumption, it follows from a standard diagonal procedure that there exists
as n → ∞. By taking v n := P − n ξ n , the lemma follows.
Let us define
for all w ∈ X + where C is a positive constant satisfying
for all n ∈ N. Note that although ( D) ) under the operator norm, we use 1 − P + n ≤ 1 + P + n and (28) to obtain a bound C above.
In the next lemma, we obtain an approximation of h by functions in Y n .
Lemma 5.2. Let h be as in (32).
There exists a sequence {h n } with h n ∈ Y n for each n ∈ N such that
Proof. We construct h n ∈ Y n as follows. Define h n :
for w ∈ X + n . It is clear that h n (0) = 0. Moreover, for w 1 , w 2 ∈ X + n , it follows from the Lipschitz continuity of h + and the choice of C in (33) that
Hence, h n is ν −1 −Lipschitz and thus h n ∈ Y n . Note that we need to be careful about the norm used in the above calculation. In particular, we take care of the equivalence of norms on X − and X + given in (19). This will be applied throughout the paper. We claim that h n defined above satisfies the properties (i) and (ii). For (i), let u ∈ L 2 (D) be arbitrary. By Lemma 5.1, there exists (v n ) n∈N with v n ∈ X − n such that
in L 2 (D) as n → ∞. We have from the triangle inequality that
(36) Using the equivalence of norms on X − and X + , we can calculate 1
as n → ∞, where we use (28) and the boundedness of 1 − P + n in the last step. For the second term on the right of (36), we use (35) and ( 
as n → ∞. It follows from (36) -(38) that
as n → ∞. Since the above argument is valid for any u ∈ L 2 (D), statement (i)
follows. We next prove (ii) by induction on m ∈ N. By part (i) of this proof, the property (ii) is true for m = 0. For induction step, assume that
D) be arbitrary. We set w := P + u| Ω ∈ X + and w n := P + n u| Ωn ∈ X + n . It follows from (28) that
For each n ∈ N, we define w 0,n := P
Moreover, by the induction hypothesis,
in L 2 (D) as n → ∞. By Lemma 4.1, it follows from (41) that
and
in L 2 (D) as n → ∞. We obtain from (40) and (42) 
as n → ∞. By definitions of w n and w together with (43) and (44), we conclude that
was arbitrary, we have shown (39).
We prove the pointwise convergence of global unstable invariant manifolds in the following theorem. 
Proof. Fix u ∈ L 2 (D) and let ζ > 0 be arbitrary. We can choose m 0 ∈ N independent of n such that the contraction constant K in (31) satisfies max sup
We take h n ∈ Y n and h ∈ Y as in Lemma 5.2. Then by the definition of Lip-norm on Y and Y n (see (24) and (30), respectively), we see that
for all n ∈ N. By an elementary result on the rate of convergence to the fixed point of a contraction mapping (see e.g. [16, Remark 1.2.3 (ii)]), we have
and h
for all n ∈ N. Moreover, Lemma 5.2 (ii) implies that there exists N 0 ∈ N such that
for all n > N 0 . It follows from (46) -(49) that
for all n > N 0 . By our choice of m 0 in (45), we conclude that
for all n > N 0 . As ζ > 0 was arbitrary, we get h
as n → ∞. Since this argument works for any u ∈ L 2 (D), the statement of the theorem follows.
5.2.
Upper and lower semicontinuity of local unstable manifolds. We are now in the position to prove Theorem 2.5.
Proof of Theorem 2.5 (ii). As discussed at the end of Section 3.2, there exist δ 1 and δ 2 such that W u n = W u n (U n ) is a local unstable invariant manifold where U n = V 1,n ×V 2,n with V 1,n is a ball of radius δ 1 in X − n and V 2,n is a ball of radius δ 2 in X + n for all n ∈ N. Moreover, a similar statement holds for the unperturbed problem. By the equivalence of norms on X − n and X + n with uniform parameters α and β, we can chose δ > 0 such that
To prove the lower semicontinuity, we show that for every ζ > 0, there exists
for all n > N 0 and for all u ∈ graph(h + ) ∩ B. Let ζ > 0 be arbitrary. By the Lipschitz continuity of h + : X + → X − (taking (19) into account), we have that for every w 0 ∈ X + , there exists ρ > 0 such that
for all w ∈ B X + (w 0 , ρ) := {w ∈ X + : w − w 0 L 2 (Ω) < ρ}. Note that ρ is independent of w 0 ∈ X + . We set
Since dim(X + ) < ∞, the set W is compact. Hence, we can choose a finite cover
Denoted by ∆ :
for all n > N 0 and for all k = 1, . . . , m. Using (52), we have
for all n > N 0 and for all k = 1, . . . , m. Hence, w k,n ⊕ h
for all n > N 0 and for all k = 1, . . . , m. Let u be in graph(h + ) ∩ B and write u = w ⊕ h + (w) for some w ∈ W . By (51), there exists k ∈ {1, . . . , m} such that w ∈ B X + (w k , ρ). It follows from (50) and (52) that
for all n > N 0 . The above estimate holds for every u = w ⊕ h + (w) ∈ graph(h + ) ∩ B and notice that N 0 is independent of u. As ζ > 0 was arbitrary, we obtain the lower semicontinuity.
Using our characterisation in Lemma 4.8, we can show the upper semicontinuity of unstable invariant manifolds.
Proof of Theorem 2.5 (i). We consider the same neighbourhood B n and B as in the proof above. Let {ξ n } n∈N be a sequence with ξ n ∈ graph(h + n ) ∩ B n and (ξ n k ) k∈N be an arbitrary subsequence. We write
we can apply Corollary 4.6 to extract a subsequence of {w n k } k∈N (indexed again by n k ) such that w n k → w in L 2 (D) with the limit w ∈ X + . Hence, by the Lipschitz continuity of h + n and Theorem 5.3, we get h
as k → ∞. By Lemma 4.8, the statement in Theorem 2.5 (i) follows.
Convergence of stable invariant manifolds
Recall that the local stable manifold is a graph of Lipschitz function h − : X − → X + inside a suitable product neightbourhood of 0 ∈ L 2 (Ω) determined by the modification in the construction (Theorem 3.5). In this section, we prove the upper and lower semicontinuity of local stable invariant manifolds with the following modification.
Fix the renorming of X − n , X + n , X − and X + (see (18)) using the same parameters α and β for all n ∈ N. By shrinking the neighbourhood (choosing a smaller Lipschitz constant ε for the nonlinear terms f n and f ), we can make the following assumption.
Assumption 6.1. We assume that
are parameters such that both µ 0 and µ satisfy the conditions for µ in (22) and (23).
We denote the Lipschitz functions for the modification µ 0 byĥ − and for the modification µ by h − . Let U be a smaller product neighbourhood of 0 in L 2 (Ω) such that both modifications agree. Hence, the local stable manifold is
Similarly, for each n ∈ N, we denote the Lipschitz functions for the modification µ 0 byĥ − n and for the modification µ by h − n . As discussed at the end of Section 3.2, we can take a uniform product neighbourhood U n of 0 in L 2 (Ω n ) such that both modifications agree. Hence, the local stable
We prove Theorem 2.6 by taking the balls of radius δ chosen above.
Lemma 6.2. Let δ > 0 and ζ n > 0 be a sequence with ζ n → 0 as n → ∞. We write B := B L 2 (Ω) (0, δ) and B n := B L 2 (Ωn) (0, δ).
for each n ∈ N, then there exist a subsequence z n k and a sequence u n k in
there exist a subsequence z n k and a sequence u n k with u n k ∈ graph(h 
By the choice of b in (55), we get
Statement (ii) can be proved similarly. The only difference is that the sequence z n belongs to different spaces L 2 (Ω n ) for each n ∈ N. We only need to adjust the proof in part (i) and keep track of the dependence on n. In particular, we replace (55) by
We now show the upper semicontinuity of local stable invariant manifolds.
Proof of Theorem 2.6 (i). By Lemma 4.8, we need to show that for any sequence {ξ n } n∈N with ξ n ∈ graph(h − n ) ∩ B n , if {ξ n k } k∈N is a subsequence then there exist a further subsequence (denoted again by ξ n k ) and a sequence {u
Let {ξ n } n∈N be a sequence with ξ n ∈ graph(h − n ) ∩ B n and (ξ n k ) k∈N be an arbitrary subsequence. We write
By the assumption that |Ω n | → |Ω|, we conclude that v = 0 almost everywhere in D\Ω, that is, v ∈ L 2 (Ω). Moreover, by the convergence of
) (see Remark 4.2) and the weak convergence of v n k , it is easy to see that v n k ⇀ P − v in L 2 (D) as k → ∞. By the uniqueness of weak limit,
is uniformly bounded, we can apply Corollary 4.6 to extract a further subsequence (indexed again by n k ) such that h
in L 2 (D) as k → ∞ with the limit w ∈ X + . Thus, we get
in L 2 (D) as k → ∞. By a standard property of weak convergence,
Hence, u := v ⊕ w belongs to B. Applying (25), we get from (66) and globally Lipschitz assumption for the modified functionf that Φ t,n k (v n k ⊕ h
as k → ∞ for all t > 0. Lemma 4.1 implies that
in L 2 (D) as k → ∞ for all t > 0. By the construction of h − n k (v n k ) (see Theorem 3.2), we have that
, for all t ≥ 0. The above implies
for all t ≥ 0. Passing to the limit as k → ∞, we obtain
for all t > 0. By the assumptions on µ 0 and µ in (53) and (54), and the equivalence of norms on X − and X + , it follows that
for all t > 0. We claim that w X + ≤ µ 0 v X − . If w X + > µ 0 v X − , that is v ⊕ w is in the interior of the cone K µ0 defined by (21), we can find a product neighbourhood U (v, w) of v ⊕w such that U (v, w) ⊂ Int(K µ0 ). Since the solution of parabolic equation with the initial condition v ⊕ w is continuous, there exists t 0 > 0 such that Φ t (v ⊕w) ∈ U (v, w) for 0 ≤ t ≤ t 0 . This implies that P + Φ t (v ⊕w) X + > µ 0 P − Φ t (v ⊕ w) X − for 0 ≤ t ≤ t 0 , which is a contradiction to (68). Hence, by the definition ofĥ − (a modification with the cone K µ0 ), we conclude that w =ĥ − (v).
As both modification agree onB, we have w = h − (v). Therefore, (65) implies
in L 2 (D) as k → ∞.
The remainder of this proof deals with the existence of the required sequence u n k ∈ graph(h − ) ∩ B. At this stage, we keep the index of our subsequence as in the previous part. We define y n k := P − v n k | Ω ∈ X − for each k ∈ N. By the convergence P we get
as k → ∞. In particular, y n k L 2 (Ω) is uniformly bounded. Moreover, by (70) and (64), we get
in L 2 (D) as k → ∞. By the Lipschitz continuity of h − , h − (y n k ) L 2 (Ω) is uniformly bounded. Since X + is a finite dimensional space, we can extract a further subsequence (indexed again by n k ) such that
in L 2 (D) as k → ∞ with the limitw ∈ X + . Therefore, y n k ⊕ h − (y n k ) ⇀ v ⊕w in L 2 (D) as k → ∞. By (25) (with Ω n = Ω for all n ∈ N), it follows that
as k → ∞ for all t > 0. Hence,
in L 2 (Ω) as k → ∞ for all t > 0. Since these sequences are in the fixed spaces X − and X + respectively, (19) implies that they converge under · X − and · X + , respectively. By the construction of h − (y n k ) (see Theorem 3.2), we have that
for all t > 0. By a similar argument appeared after (68), we conclude that w X + ≤ µ v X − . Hence,w agrees with w = h − (v). Therefore, (72) implies
in L 2 (D) as k → ∞. Recall that ξ n k = v n k ⊕ h − n k (v n k ). If we set z n k := y n k ⊕ h − (y n k ) ∈ graph(h − ), then by (69), (70) and (74), we get
as k → ∞. Therefore, we can extract a further subsequence (indexed again by n k ) and ζ n k > 0 with ζ n k → 0 as k → ∞ such that ξ n k − z n k L 2 (D) < ζ n k for all k ∈ N. It follows that
for all k ∈ N, that is, z n k ∈ graph(h − ) ∩ B L 2 (Ω) (0, δ + ζ n k ) for all k ∈ N. We can apply Lemma 6.2 (i) to obtain a subsequence (indexed again by n k ) z n k and a sequence u n k ∈ graph(h − ) ∩ B such that z n k − u n k L 2 (Ω) → 0 as k → ∞. It follows from (75) that
as k → ∞. Hence, we obtain the required sequence u n k . Since we start with an arbitrary sequence ξ n ∈ graph(h − n ) ∩ B n , the assertion of Theorem 2.6 (i) follows.
The lower semicontinuity of local stable invariant manifolds can be obtained by a similar fashion.
Proof of Theorem 2.6 (ii). The statement follows by a similar argument to the proof of Theorem 2.6 (i). We use Lemma 4.9 and Lemma 6.2 (ii) instead of Lemma 4.8 and 6.2 (i).
