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Abstract
We prove that the bulk eigenvectors of sparse random matrices, i.e. the adjacency matrices of Erdo˝s-
Re´nyi graphs or random regular graphs, are asymptotically jointly normal, provided the averaged degree
increases with the size of the graphs. Our methodology follows [6] by analyzing the eigenvector flow under
Dyson Brownian motion, combined with an isotropic local law for Green’s function. As an auxiliary
result, we prove that for the eigenvector flow of Dyson Brownian motion with general initial data, the
eigenvectors are asymptotically jointly normal in the direction q after time η∗ ≪ t ≪ r, if in a window
of size r, the initial density of states is bounded below and above down to the scale η∗, and the initial
eigenvectors are delocalized in the direction q down to the scale η∗.
1 Introduction
In this paper, we consider the following two models of sparse random matrices H with sparsity p =
p(N):
1. (Erdo˝s-Re´nyi Graph Model G(N, p/N)) H := A/
√
p(1− p/N), where A is the adjacency matrix of the
Ero˝s-Re´nyi graph on N vertices obtained by drawing an edge between each pair of vertices randomly
and independently, with probability p/N .
2. (p-Regular Graph Model GN,p) H := A/
√
p− 1, where A is the adjacency matrix of the uniform
random p-regular graph on N vertices, i.e. a uniformly chosen symmetric matrix with entries in {0, 1}
such that all rows and columns have sum equal to p and all diagonal entries vanish.
Given a graph G on N vertices with adjacency matrix A, many interesting properties of graphs are re-
vealed by the eigenvalues and eigenvectors of A. Such phenomena and the applications have been intensively
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investigated for over half a century. To mention some, we refer the readers to the books [8,9] for a general dis-
cussion on spectral graph theory, the survey article [23] for the connection between eigenvalues and expansion
properties of graphs, and the articles [10,11,30–33,35–37] on the applications of eigenvalues and eigenvectors
in various algorithms, i.e., combinatorial optimization, spectral partitioning and clustering.
We study the spectral properties of sparse random graphs from the random matrix theory point of view,
i.e. the local eigenvalue statistics and the eigenvector statistics. It is expected that: i) the gap distribution
for the bulk eigenvalues N(λi+1−λi) is universal, with density approximately given by the Wigner surmise;
ii) the distribution of the second largest eigenvalue is given by the Tracy-Widom distribution (the largest
eigenvalue of GOE); iii) the eigenvectors are asymptotically normal. For Wigner type random matrices, it
is proved in a series of papers [7,14–21,27,28,39] for the bulk and [22,34,38] for the edge, that the eigenvalue
statistics are universal; it is proved in [6, 25, 40] that the eigenvectors are asymptotically normal. Sparser
models are harder to analyze. The bulk universality for both Erdo˝s-Re´nyi graphs and random regular graphs
in the regime p≫ 1 were proved in [12,13,24]. The edge universality was only proved for Erdo˝s-Re´nyi graphs
in the regime p≫ N1/3 in [12,13,29]. Less was known for the distribution of eigenvectors. To our knowledge,
only recently, in [1], Backhausz and Szegedy proved that the components of almost eigenvectors of p-regular
graphs with fixed p converges to normal distribution in weak topology. However the proof heavily depends
on the special structure of regular graphs and is hard to be generalized to other models.
Let H be the normalized adjacency matrix of G(N, p/N) or GN,p in the sparse regime, i.e. p = p(N)≪
N . We denote its eigenvalues as λ1 6 λ2 6 · · · 6 λN and the corresponding normalized eigenvectors
u1,u2, · · · ,uN . The main goal of this paper is to prove that the bulk eigenvectors for H in the regime p≫ 1
are asymptotically jointly normal. Comparing with [1], our results give explicitly the variance of the limit
distribution, the asymptotical normality holds in any direction, and the argument does not depend on the
special symmetry of the models.
Theorem 1.1. Fix arbitrary small constant δ, κ > 0. Let H be the normalized adjacency matrix of sparse
Erdo˝s-Re´nyi graphs G(N, p/N) with sparsity N δ 6 p 6 N/2; or the normalized adjacency matrix of p-regular
graphs GN,p with sparsity N
δ 6 p 6 N2/3−δ. Fix a positive integer n > 0 and a polynomial P of n variables.
Then for any unit vector q ∈ RN , such that q ⊥ e (where e = (1, 1, · · · , 1)∗/√N), and deterministic indexes
i1, i2, · · · , in ∈ [[κN, (1 − κ)N ]], there exists a constant d > 0 depending on δ such that∣∣E[P (N〈q,ui1 〉2, N〈q,ui2〉2, · · · , N〈q,uin〉2)]− E[P (N 21 ,N 22 , · · · ,N 2n )]∣∣ 6 CN−d, (1.1)
provided N is large enough, where ui are eigenvectors of H, Ni are independent standard normal random
variables.
In particular, Theorem 1.1 implies that the entries of eigenvectors are asymptotically independent Gaus-
sian. Indeed, for any fixed ℓ ∈ N and deterministic i ∈ [[κN, (1 − κ)N ]], α1, . . . , αℓ ∈ [[1, N ]], possibly
depending on N , we have
√
N(ui(α1), . . . , ui(αℓ))→ (N1, . . . ,Nℓ), a vector with independent normal entries
(provided the sign of the first entry of ui, say, is uniformly and independently chosen).
The proof of Theorem 1.1 consists of three steps, analogous to the three-step strategy developed in a
series of papers [17, 18, 21, 24] for proving bulk eigenvalue universality:
1. Establish the (isotropic) local semicircle law for sparse random matrices down to the optimal scale
(logN)C/N .
2. Analyze the eigenvector flow of Dyson Brownian motion to derive asymptotical normality of eigenvec-
tors for sparse random matrices with a small Gaussian component.
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3. Prove by comparison that the eigenvector statistics of sparse random matrices are the same as those
of ones with a small Gaussian component.
For the first step, the local semicircle laws for sparse random matrices were established in [13] for
Erdo˝s-Re´nyi graphs, and in [3] for p-regular graphs. For the third step, a robust comparison argument was
developed in [24], and our case follows directly. The main content of this paper is the second step. We study
the eigenvector flow of Dyson Brownian motion with general initial data. For any N ×N real deterministic
matrix H , we define the following random matrix process, the Dyson Brownian motion
dhij(t) = dwij(t)/
√
N, (1.2)
whereWt = (wij(t))16i,j6N is symmetric with (wij(t))16i6j6N a family of independent Brownian motions of
variance (1+δij)t. We denote Ht = (hij(t))16i,j6N , and H0 = H is our original matrix. We denote the eigen-
values ofHt as λ(t) : λ1(t) 6 λ2(t) 6 · · · 6 λN (t) and the corresponding eigenvectors u1(t),u2(t), · · · ,uN(t),
where we write the j-th entry of ui(t) as uij(t).
Under some mild local regularity conditions (see Assumption 1.3 and 1.4) on the initial matrix H0, we
first prove the isotropic local law for the Green’s function of Ht, which is a consequence of the small Gaussian
component. The isotropic local law was first proved for Wigner matrices and sample covariance matrices
in [5, 26]. Our result provides a dynamical version of the entry-wise local law, with general initial matrices.
With the isotropic local law as input combined with the rigidity estimates for eigenvalues from [28], we
analyze the eigenvector moment flow, introduced in [6]. We prove that the eigenvectors of Ht corresponding
to “bulk” eigenvalues are asymptotically normal after a short time. Our result can be viewed as an extension
of [6, Theorem 7.1]. We require only weak local information of the initial data, while [6] relies on a stronger
form of the local law, including rigidity of the eigenvalues.
In this paper motivated by random graphs, we restrict our attention to symmetric matrices, but our
method equally applies to the Hermitian universality class.
1.1 Preliminary notations
A fundamental quantity in this paper is the resolvent of Ht, denoted G(t; z) := (Ht− z)−1, and the Stieltjes
transform
mt(z) :=
1
N
TrG(t, z) =
1
N
N∑
i=1
1
λi(t)− z ,
where z ∈ C+ in in the upper half complex plane. Often, we will write z as the sum of its real and imaginary
parts z = E + ıη where E = Re[z], η = Im[z].
We denote by ρfc,t the free convolution of the empirical eigenvalue distribution of H0, i.e. ρ0 =
1/N
∑
δλi(0) and the semicircle law with variance t, and mfc,t the Stieltjes transform of ρfc,t. The den-
sity ρfc,t is analytic on its support for any t > 0. The function mfc,t solves the equation
mfc,t(z) = m0(z + tmfc,t(z)) =
1
N
N∑
i=1
gi(t, z), gi(t, z) :=
1
λi(0)− z − tmfc,t(z) , (1.3)
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where refer to [4] for a detailed study of free convolution with semi-circle law. For any t > 0, we denote the
classical eigenvalues of ρfc,t by γi(t), which is given by
γi(t) = sup
x
{∫ x
−∞
ρfc,t(x)dx >
i
N
}
, i ∈ [[1, N ]]. (1.4)
Throughout the paper we use the following notion of overwhelming probability.
Definition 1.2. We say that a family of events F(u) indexed by some parameter(s) u holds with overwhelm-
ing probability, if for any large D > 0 and N > N(D, u) large enough,
P[F(u)] > 1−N−D, (1.5)
uniformly in u.
We use C to represent a large universal constant, and c for a small universal constant, which may
depend on other universal constants, i.e., c in the control parameter ψ defined in (1.6), constants a and b
in Assumption 1.3 and 1.4, and may be different from line by line. We write X . Y or X = O(Y ), if there
exists some universal constant C such that |X | 6 CY . We write X .k Y , or X = Ok(Y ) if there exists some
constant Ck, which only depends on k (and possibly other universal constants), such that |X | 6 CkY . We
write X ≪ Y if there exists some small constant c, such that N c|X | 6 Y .
We now can state the assumptions on the initial matrix H0. In Sections 2 and 3, we fix an arbitrarily
small number c > 0, and define the control parameter
ψ = N c. (1.6)
We fix an energy level E0, radius 1/N ≪ r 6 1, and mesoscopic scales 1/N ≪ η∗ ≪ r, where r and η∗ will
depend onN . For example, the reader can take η∗ = ψ/N , r = N
−1/2 in mind. We will study the eigenvectors
corresponding to the “bulk” eigenvalues, which refer to eigenvalues on the interval [E0− r, E0+ r]. We show
that after short time, the projections of those “bulk” eigenvectors on some unit vector q are asymptotically
normal.
The first assumption is the same as in [28], which imposes the regularity of density of H0 around
E0.
Assumption 1.3. We assume that there exists some large constant a > 0 such that
1. The norm of H0 is bounded, ‖H0‖ 6 Na.
2. The Stieltjes transform of H0 is lower and upper bounded
a
−1 6 Im[m0(z)] 6 a, (1.7)
uniformly for any z ∈ {E + ıη : E ∈ [E0 − r, E0 + r], η∗ 6 η 6 1}.
Besides the information on eigenvalues of the initial matrix H0, we also need the following regularity
assumption on its eigenvectors.
Assumption 1.4. We assume that for some unit vector q, there exists some small constant b > 0 such that∣∣〈q, G(0, z)q〉 −m0(z)∣∣ 6 N−b, (1.8)
uniformly for any z ∈ {E + ıη : E ∈ [E0 − r, E0 + r], η∗ 6 η 6 r}, where m0 is the Stieltjes transform of H0.
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1.2 Statement of Results
Let E0 and r be the same as in Assumption 1.3. For any 0 6 κ < 1, we denote
Irκ(E0) := [E0 − (1 − κ)r, E0 + (1− κ)r],
and the spectral domain:
Dκ := {z = E + ıη : E ∈ Irκ(E0), ψ4/N 6 η 6 1− κr}. (1.9)
Theorem 1.5. We assume that the inital matrix H0 satisfies Assumption 1.3 and 1.4. Fix κ > 0, a positive
integer n > 0 and a polynomial P of n variables. Then for any η∗ ≪ t ≪ r, there exists a constant d > 0
depending on a, b, r, t such that
sup
|I|=n:
∀k∈I,λk(t)∈I
r
2κ(E0)
∣∣∣E [P ((N |〈q,uk(t)〉|2)k∈I
)]
− E [P ((|Nj |2)nj=1)]∣∣∣ 6 CN−d, (1.10)
provided N is large enough, where sup is over all possible index sets I, and Nj are independent standard
normal random variables.
As a corollary, we have the following local quantum unique ergodicity statements for “bulk” eigenvec-
tors.
Corollary 1.6. We assume that the initial matrix H0 satisfies Assumption 1.3. We further assume that
there exists a small constant b such that∣∣(H0 − z)−1ij −m0(z)δij ∣∣ 6 1Nb , m0(z) = 1N Tr(H0 − z)−1 (1.11)
uniformly for any z ∈ {E + ıη : E ∈ [E0 − r, E0 + r], η∗ 6 η 6 r}. Then the following quantum unique
ergodicity holds: Fix κ > 0. For any η∗ ≪ t ≪ r and ε > 0, there exists a constant d > 0 depending on
a, b, r, t such that
sup
k:λk(t)∈Ir2κ(E0)
P
(∣∣∣∣∣ N‖a‖1
N∑
i=1
aiu
2
ki
∣∣∣∣∣ > N−ε
)
6 C N2ε
(
N−d + ‖a‖−11
)
, (1.12)
provided N is large enough, where a = (a1, a2, · · · , aN ), such that
∑
i ai = 0 and maxi |ai| ≤ 1, and its norm
‖a‖1 =
∑ |ai|.
Acknowledgements. The authors thank Antti Knowles for pointing out an error in an early version of
this paper.
2 Local Law
In this section, we prove the following isotropic local law for the resolvent of Ht. We write H0 = U0Λ0U
∗
0 ,
where Λ0 = diag{λ1(0), · · · , λN (0)}, and U0 is the orthogonal matrix of its eigenvectors. Theorem 2.1 states
that G(t, z) is well approximated by U0 diag{g1(t, z), g2(t, z), · · · , gN(t, z)}U∗0 where gi are defined in (1.3).
It implies that the Green function becomes regular after adding a small Gaussian component.
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Theorem 2.1. Under the Assumption 1.3, fix κ > 0. Then for any η∗ ≪ t ≪ r and any unit vector
q = (q1, q2, · · · , qN )∗ ∈ RN , uniformly for any z ∈ Dκ (as in (1.9)), the following holds with overwhelming
probability, ∣∣∣∣∣〈q, G(t, z)q〉 −
N∑
i=1
〈ui(0), q〉2gi(t, z)
∣∣∣∣∣ 6 ψ
2
√
Nη
Im
[
N∑
i=1
〈ui(0), q〉2gi(t, z)
]
, (2.1)
provided N is large enough, where ui(0) are eigenvectors of H0, and gi are defined in (1.3).
2.1 Rigidity of Eigenvalues
In [28], the eigenvalues of Ht are detailed studied under the Assumption 1.3. In this section we recall
some estimates on the locations of eigenvalues from [28]. For the free convoluted density ρfc,t, we have the
following deterministic estimate on its Stieltjes transform and classical eigenvalue locations (as in (1.3) and
(1.4)) from [28, Lemma 7.2].
Proposition 2.2. Under the Assumption 1.3, fix κ > 0. Then for any η∗ ≪ t≪ r and N large enough, the
following holds: uniformly for z ∈ {E + iη : E ∈ Irκ(E0), 0 < η 6 1− κr}, the Stieltjes transform mfc,t,
C−1 6 Im[mfc,t(z)] 6 C, (2.2)
and
|mfc,t(z)| 6 1
N
N∑
i=1
|gi(t, z)| 6 C logN, (2.3)
where C is a constant depending on the constant a in Assumption 1.3, and gi(t, z) are as in (1.3); for the
classical eigenvalue locations, uniformly for any index i such that γi(t) ∈ Iκr (E0), we have
|∂tγi(t)| 6 C logN. (2.4)
Proof. (2.2) is the same as [28, (7.7) Lemma 7.2]. For (2.3), we denote E˜ + ıη˜ := z + tmfc,t(z), and divide
the sum into the following dyadic regions:
U0 = {i : |λi(0)− E˜| 6 η˜}, Un = {i : 2n−1η˜ < |λi(0)− E˜| 6 2nη˜}, 1 6 n 6 ⌈− log2(η˜)⌉.
For the eigenvalues which do not belong to ∪nUn, we have |λi(0)− E˜| > 1. Since η˜ & t≫ η∗, we have
|Un| 6
N∑
i=1
2(2nη˜)2
|λi(0)− E˜ − i2nη˜|2
6 2 Im[m0(E˜ + 2
niη˜)]2nη˜N 6 C2nη˜N.
Thus we can bound (2.3)
1
N
N∑
i=1
|gi| 6 1
N
⌈log2 N⌉∑
n=0
∑
i∈Un
1
|λi(0)− E˜ − iη˜|
+ 1 6
1
N
⌈− log2 η˜⌉∑
n=0
|Un|
2n−1η˜
+ 1 6 C logN. (2.5)
Finally for (2.4), we have |∂tγi(t)| = |Re[mfc,t(γi(t))]| 6 C logN .
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The following result on eigenvalue rigidity estimates of Ht is from [28, Theorem 3.3].
Theorem 2.3. Under the Assumption 1.3, fix κ > 0. Then for any η∗ ≪ t≪ r, and N large enough, with
overwhelming probability, the followings hold:
|mt(z)−mfc,t(z)| 6 ψ(Nη)−1 (2.6)
uniformly for z ∈ Dκ; and for the eigenvalues,
|λi(t)− γi(t)| 6 ψN−1,
uniformly for any index i such that λi(t) ∈ Iκr (E0).
2.2 Isotropic Local Law
Before we start proving Theorem 2.1, we need some reductions. We write H0 as H0 = U0Λ0U
∗
0 , where Λ0 =
diag{λ1(0), · · · , λN (0)}, and U0 is the orthogonal matrix of its eigenvectors. Since Ht d= H0 +
√
tW , where
W is a standard Gaussian orthogonal ensemble, i.e., W = (wij)16i6j6N is symmetric with (wij)16i6j6N a
family of independent Brownian motions of variance (1+δij)/N , we have the following equality in law:
〈q, G(t, z)q〉 =〈q, (U0Λ0U∗0 +
√
tW − z)−1q〉 = 〈q, U0(Λ0 +
√
tU∗0WU0 − z)−1U∗0q〉
d
=〈q, U0(Λ0 +
√
tW − z)−1U∗0q〉 = 〈U∗0 q, (Λ0 +
√
tW − z)−1U∗0 q〉.
Therefore, Theorem 2.1 can be reduced to the case that Ht = Λ0 +
√
tW :∣∣∣∣∣〈q, G(t, z)q〉 −
N∑
i=1
q2i gi(t, z)
∣∣∣∣∣ 6 ψ
2
√
Nη
Im
[
N∑
i=1
q2i gi(t, z)
]
. (2.7)
The entry-wise local law of the matrix ensemble Λ0 +
√
tW (so called deformed Gaussian orthogonal
ensemble) was studied in [28]. In the following we recall some estimates on the entry-wise local law from
[28, Theorem 3.3]. To state it we need to introduce some notations. For any index set T ∈ [[1, N ]], we
denote [Ht]i,j /∈T the minor of Ht by removing the columns and rows indexed by T, and its resolvent by
G(T)(t, z) := ([Ht]i,j /∈T − z)−1. Recall the definition of gi from (1.3):
gi(t, z) =
1
λi(0)− z − tmfc,t(z) . (2.8)
For the simplicity of notation, if the context is clear, we may simply write gi(t, z) as gi. Roughly speaking, the
following theorem states that the resolventmatrixG(t, z) is close to the diagonal matrix diag{g1, g2, · · · , gN}.
Theorem 2.4. The initial matrix H0 = diag{λ1(0), λ2(0), · · · , λN (0)} satisfies Assumption 1.3 and fix
κ > 0. Then for any η∗ ≪ t ≪ r and N large enough, with overwhelming probability, the following hold.
Uniformly for any z ∈ Dκ: for the diagonal resolvent entries,∣∣∣G(T)ii (t, z)− gi(t, z)∣∣∣ 6 ψt√Nη |gi(t, z)|2, (2.9)
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and for the off-diagonal resolvent entries,∣∣∣G(T)ij (t, z)∣∣∣ 6 ψ√Nη min{|gi(t, z)|, |gj(t, z)|} 6 ψ√Nη (|gi(t, z)||gj(t, z)|)1/2 , (2.10)
where T is any index set of size |T| 6 logN .
Proof of Theorem 2.1. From the discussions above, we can assume that H0 = Λ0 is diagonal, and take
Ht = Λ0 +
√
tW , where W is the standard Gaussian orthogonal ensemble. The quadratic term in (2.1) can
be written as a sum of diagonal terms and off-diagonal terms:
〈q, G(t, z)q〉 =
N∑
i=1
Giiq
2
i +
∑
i6=j
Gijqiqj ,
where q = (q1, q2, · · · , qN ). The proof consists of two parts, the first part is trivial, we prove that the leading
order term is the sum over diagonal terms; the second part is more involved, we show that the sum over
off-diagonal terms is negligible by moment method.
For the diagonal terms, from (2.9) in Theorem 2.4 and (2.32) in Proposition 2.8, with overwhelming
probability we have ∣∣∣∣∣
N∑
i=1
Giiq
2
i −
N∑
i=1
giq
2
i
∣∣∣∣∣ 6 ψt√Nη
N∑
i=1
|gi|2q2i 6
ψ√
Nη
Im
[
N∑
i=1
q2i gi
]
(2.11)
For the second part we prove that for any integer k > 0, uniformly for z ∈ Dκ, we have
E
[|Z|2k] .k Y2k, Z =∑
i6=j
Gijqiqi, Y = ψ logN√
Nη
Im
[
N∑
i=1
q2i gi
]
. (2.12)
where the implicit constant depends only on k. Then it will follows from the Markov inequality that |Z| 6
ψ2 Im[
∑N
i=1 q
2
i gi]/
√
Nη holds with overwhelming probability. By Assumption 1.3, we have the following
trivial lower bound for Im
[∑
i q
2
i gi
]
,
Im
[
N∑
i=1
q2i gi
]
=
N∑
i=1
(η + t Im[mfc,t(z)])q
2
i
|λi(0)− z − tmfc,t(z)|2 &
η
N2a
. (2.13)
We expand E[|Z|2k], and introduce the shorthand notation Xb2i−1b2i := Gb2i−1b2i for 1 6 i 6 k, and
Xb2i−1b2i := G
∗
b2i−1b2i
for k + 1 6 i 6 2k,
E
[|Z|2k] =∑
b
qb1qb2 · · · qb4kE[Xb1b2Xb3b4 · · ·Xb4k−1b4k ], (2.14)
where b = (b1, b2, · · · , b4k) and the sum
∑
b is over all b’s such that b2i−1 6= b2i, for 1 6 i 6 2k. To obtain
an efficient control on E[Xb1b2Xb3b4 · · ·Xb4k−1b4k ], we need to understand the correlations between these off-
diagonal resolvent entries Gij for i 6= j. Heuristically, Gij mainly depends on the matrix entry hij , weakly
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depends on the matrix entries on the same row and column, and the dependence on the rest of the matrix
H is negligible. Therefore the correlations of Gij and Gmn are negligible if {i, j} ∩ {m,n} = ∅. In the rest
of this section, we will make this heuristic argument more rigorous.
We denote the index set T = {b1, b2, · · · , b4k−1, b4k}. Recall the following Schur complement formula(
A− z B∗
B C − z
)−1
=
( (
A− z −B∗(C − z)−1B)−1 ∗
∗ ∗
)
where A, B and C are block matrices. We take A = [Ht]i,j∈T, B = [Ht]i/∈T,j∈T and C = [Ht]i/∈T,j /∈T, where
[Ht]i,j∈T is the submatrix ofHt with row and column indices i, j ∈ T, and [Ht]i/∈T,j∈T and [Ht]i,j /∈T are defined
analogously. Recall that G(T)(t, z) is the resolvent of the submatrix [Ht]i,j /∈T and m
(T)
t (z) = TrG
(T)/N is its
Stieltjes transform. Schur complement formula gives the following resolvent identity:
[G]i,j∈T =
(
[Ht]i,j∈T − z − [Ht]∗i/∈T,j∈TG(T)[Ht]i/∈T,j∈T
)−1
=
(
[Λ0]i,j∈T +
√
t[W ]i,j∈T − z − t
(
[W ]∗i/∈T,j∈TG
(T)[W ]i/∈T,j∈T
))−1
=: (D(z)− E(z))−1,
where D(z) and E(z) are two |T| × |T| matrices, which depend on the index set T,
D = [Λ0]i,j∈T − z − tmfc,t, E = E(1) + E(2) + E(3), E(1) = t
(
m
(T)
t −mfc,t
)
E(2) = −√t[W ]i,j∈T, E(3) = t
(
[W ]∗i/∈T,j∈TG
(T)[W ]i/∈T,j∈T −m(T)t
)
.
(2.15)
With overwhelming probability, uniformly for any z ∈ Dκ, the error term E(z) is much smaller than D(z) in
the sense of matrix norm. In fact, for E(1), by (2.6) and notice the deterministic estimate from interlacing
of eigenvalues |mt −m(T)t | 6 |T|/Nη, with overwhelming probability, t|m(T)t −mfc,t| 6 ψt/(Nη). For E(2),
with overwhelming probability, its entries are uniformly bounded by ψ(t/N)1/2. For E(3), with overwhelming
probability, we have the following estimate
E(3)mn = t
∑
ij
(
wmiwnj − δijδmn
N
)
G
(T)
ij 6
ψt
N
√∑
ij
|G(T)ij |2 = ψt
Im[m
(T)
t ]
1/2
√
Nη
.
ψt√
Nη
,
where the first inequality follows from the large deviation estimate [21, Appendix B], and the second in-
equality follows from (2.6). Since E(z) is a |T| × |T| matrix, where |T| 6 4k, and with overwhelming
probability, its entries are uniformly bounded, so is its norm: ‖E(z)‖ .k ψ(t + η)/
√
Nη. For z ∈ Dκ, we
have Im[z + tmfc,t(z)] & (η + t), which implies ‖D(z)‖ & (η + t). As a result, there exists a constant Ck
which depends only on k, the following holds: uniformly for any z ∈ Dκ,
‖E(z)‖ 6 Ck ψ√
Nη
‖D(z)‖ (2.16)
with overwhelming probability. We define the event A, such that (2.16) holds. Since it holds with over-
whelming probability, for sufficiently large N , we can assume that
P(Ac) 6 N−(4a+6)k. (2.17)
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By Taylor expansion, on the event A, we have
[G]i,j∈T = (D − E)−1 =
f−1∑
ℓ=0
D−1
(ED−1)ℓ + (D − E)−1 (ED−1)f ,
where f is a large number, and we will choose it later. In the rest of the proof, we denote
G(ℓ) := D−1
(ED−1)ℓ , 0 6 ℓ 6 f − 1, G(∞) := (D − E)−1 (ED−1)f ,
For 1 6 ℓ 6 f − 1 or ℓ = ∞, we define X(ℓ)b2i−1b2i := G
(ℓ)
b2i−1b2i
for 1 6 i 6 k, and X
(ℓ)
b2i−1b2i
:= G
(ℓ)∗
b2i−1b2i
for
k + 1 6 i 6 2k. We remark that G(ℓ) and X(ℓ) implicitly depend on the index set T. With these notations,
we have
Xb2i−1b2i =
f−1∑
ℓ=1
X
(ℓ)
b2i−1b2i
+X
(∞)
b2i−1b2i
, 1 6 i 6 2k,
where we used the fact that b2i−1 6= b2i, and D−1 = diag{gi}i∈T is a diagonal matrix; therefore, when ℓ = 0,
the term X
(0)
b2i−1b2i
vanishes. On the event A, ‖(D−E)−1‖ .k 1/η and ‖ED−1‖ .k ψ/(Nη)1/2, they together
imply:
∣∣∣X(∞)b2i−1b2i
∣∣∣ .k 1
η
(
ψ√
Nη
)f
In the following we show that: once we take f sufficiently large, these terms X
(∞)
b2i−1b2i
are negligible, and
do not contribute to (2.12). Since Xb2i−1b2i ’s are all uniformly bounded by 1/η, and the sum
∑N
i=1 |qi| is
trivially bounded by N1/2, we have
E
[|Z|2k] =∑
b
qb1qb2 · · · qb4kE[Xb1b2Xb3b4 · · ·Xb4k−1b4k1A] +O
(
N2kη−2kP(Ac)) (2.18)
By our choice of setA, i.e. (2.17), combining with the estimate (2.13), we haveN2kη−2kP(Ac) 6 (N2a+2η)−2k 6
Y2k. Therefore,
E
[|Z|2k] =∑
b
qb1qb2 · · · qb4kE[Xb1b2Xb3b4 · · ·Xb4k−1b4k1A] +O
(Y2k) , (2.19)
where Y is as in (2.12). We separate the leading term of the product of those Xb2i−1b2i as
Xb1b2Xb3b4 · · ·Xb4k−1b4k =
2k∏
i=1
f−1∑
ℓ=1
X
(ℓ)
b2i−1b2i
+
2k∑
j=1
(
j−1∏
i=1
Xb2i−1b2i
)
X
(∞)
b2j−1b2j

 2k∏
i=j+1
f−1∑
ℓ=1
X
(ℓ)
b2i−1b2i

 . (2.20)
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If we take f = ⌈4k(a+1)/c⌉, then on the event A, the second term on the righthand side of (2.20) is bounded,∣∣∣∣∣∣
2k∑
j=1
(
j−1∏
i=1
Xb2i−1b2i
)
X
(∞)
b2j−1b2j

 2k∏
i=j+1
f−1∑
ℓ=1
X
(ℓ)
b2i−1b2i


∣∣∣∣∣∣
=
∣∣∣∣∣∣
2k∑
j=1
(
j−1∏
i=1
Xb2i−1b2i
)
X
(∞)
b2j−1b2j
2k∏
i=j+1
(
Xb2i−1b2i −X(∞)b2i−1b2i
)∣∣∣∣∣∣
6
4k
η2k
(
ψ√
Nη
)f
6 4kY2k,
where in the last inequality we used ψ = N c (as in (1.6)) and η > ψ4/N , since z ∈ Dκ (as in (1.9)). This
combining with (2.19) leads to
E
[|Z|2k] = ∑
16ℓ1,··· ,ℓ2k6f−1
∑
b
qb1qb2 · · · qb4kE
[
X
(ℓ1)
b1b2
X
(ℓ2)
b3b4
· · ·X(ℓ2k)b4k−1b4k1A
]
+O
(
4kY2k) . (2.21)
By the Cauchy-Schwarz inequality, we have∣∣∣E [X(ℓ1)b1b2 · · ·X(ℓ2k)b4k−1b4k1A
]∣∣∣ 6 ∣∣∣E [X(ℓ1)b1b2 · · ·X(ℓ2k)b4k−1b4k
]∣∣∣+ E [∣∣∣X(ℓ1)b1b2 · · ·X(ℓ2k)b4k−1b4k
∣∣∣2]P[Ac] (2.22)
In the following we bound the first term on the righthand side of (2.22), the second term can be treated in
exactly the same way. By our definition of X
(ℓi)
b2i−1b2i
’s, we have
E
[
X
(ℓ1)
b1b2
· · ·X(ℓ2k)b4k−1b4k
]
= E
[ ∑
a:b⊂a
2k∏
i=1
g˜ai1 E˜ai1ai2 g˜ai2 · · · E˜aiℓiaiℓi+1 g˜aiℓi+1
]
, (2.23)
where a represents arrays aij ∈ T = {b1, b2, · · · , b4k}, with indices 1 6 i 6 2k and 1 6 j 6 ℓi + 1; the
above sum is over all the possible arrays a containing b, denoted by b ⊂ a, in the sense that ai1 = b2i−1
and aiℓi+1 = b2i for 1 6 i 6 2k. For the tilde notation, g˜aij := gaij and E˜aijaij+1 := Eaijaij+1 for 1 6 i 6 k, and
g˜ai
j
:= g∗
aij
and E˜ai
j
ai
j+1
:= E∗
aija
i
j+1
for k + 1 6 i 6 2k.
Since by our definition gi are all deterministic, we can separate the deterministic part and the random
part of (2.23):∣∣∣∣∣E
[ ∑
a:b⊂a
2k∏
i=1
g˜ai1 E˜ai1ai2 g˜ai2 · · · E˜aiℓiaiℓi+1 g˜aiℓi+1
]∣∣∣∣∣ 6
∑
a:b⊂a
2k∏
i=1
ℓi+1∏
j=1
|gai
j
|
∣∣∣∣∣∣E

 2k∏
i=1
ℓi∏
j=1
E˜ai
j
ai
j+1


∣∣∣∣∣∣ . (2.24)
For the control of the expectation of the product of E˜ij , we have the following proposition, whose proof we
postpone to the next section.
Proposition 2.5. For any indices b1, b2, · · · , b2ℓ ∈ T, we have∣∣∣E [E˜b1b2 E˜b3b4 · · · E˜b2ℓ−1b2ℓ]∣∣∣ .ℓ (ψ logN)ℓ(t+ η)ℓ(Nη)ℓ/2 χ(b1, b2, · · · , b2ℓ). (2.25)
where χ is an indicator function such that χ = 1 if any number in the array (b1, b2, · · · , b2ℓ) occurs even
number of times, otherwise χ = 0.
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Notice that χ((aij , a
i
j+1)16i62k,16j6ℓi ) = χ((a
1
i , a
ℓi+1
i )16i62k) = χ(b). With Proposition 2.5, we can
bound (2.24) as
E
[ ∑
a:b⊂a
2k∏
i=1
g˜ai1 E˜ai1ai2 g˜ai2 · · · E˜aiℓiaiℓi+1 g˜aiℓi+1
]
.k
∑
a:b⊂a
(
ψ(t+ η) logN
(Nη)1/2
)∑ ℓi
χ(b)
2k∏
i=1
ℓi+1∏
j=1
|gai
j
|. (2.26)
where we used the fact that
∑
ℓi 6 2k(f − 1) 6 8k2(a+ 1)/c, so the implicit constant depends only on k.
Combining (2.23), (2.24) and (2.37) together,
∑
b
∣∣∣qb1qb2 · · · qb4kE [X(ℓ1)b1b2X(ℓ2)b3b4 · · ·X(ℓ2k)b4k−1b4k
]∣∣∣
=
∑
b
∣∣∣∣∣qb1qb2 · · · qb4kE
[ ∑
a:b⊂a
2k∏
i=1
g˜ai1 E˜ai1ai2 g˜ai2 · · · E˜aiℓiaiℓi+1 g˜aiℓi+1
]∣∣∣∣∣
.k
(
ψ(t+ η) logN
(Nη)1/2
)∑ ℓi∑
b
∑
a:b⊂a
χ(b)
2k∏
i=1
|qai1qaiℓi+1 |
2k∏
i=1
ℓi+1∏
j=1
|gai
j
|
(2.27)
Given b, the sum
∑
a:a⊂b is over all the possible arrays a such that a
i
j ∈ T = {b1, b2, · · · , b4k}, for 1 6 i 6
2k, 1 6 j 6 ℓi + 1, and a
i
1 = b2i−1 and a
i
ℓi+1
= b2i for 1 6 i 6 2k. Since any array {aij}16i62k,16j6ℓi+1
induces a partition P of its index set {(i, j) : 1 6 i 6 2k, 1 6 j 6 ℓi + 1}, such that (i, j) and (i′, j′) are
in the same block if and only if aij = a
i′
j′ . For any array a with b ⊂ a and χ(b) = 1 (as in Proposition
2.5), we denote the frequency representation of the array (b1, b2, · · · , b4k) = (a11, a1ℓ1+1, · · · , a2k1 , a2kℓ2k+1) as
γd11 γ
d2
2 · · · γdnn , where 2 6 d1, d2, · · · , dn are all even, and n = |T|. Notice that
∑
di = 4k counts the total
number. We also denote the frequency representation of ((aij)16j6ℓi+1)16i62k as γ
d1+r1
1 γ
d2+r2
2 · · · γdn+rnn ,
where ri > 0. Similarly,
∑
di + ri = 2k +
∑
ℓi counts the total number. We summarize here the relations
between di, ri and ℓi, which will be used later:
∑
di = 4k, 2k +
∑
ri =
∑
ℓi.
Example 2.6. If we take k = 3, b = (1, 2, 2, 3, 4, 5, 3, 5, 2, 1, 2, 4) and a = ((1, 3, 2, 2);(2, 4, 1, 2, 3);(4, 1, 5);
(3, 5);(2, 5, 1, 1); (2, 4, 3, 4, 4, 4, 4)), then b ⊂ a. The partition P induced by a is {{(1, 1), (2, 3), (3, 2), (5, 3), (5, 4)},
{(1, 3), (1, 4), (2, 1), (2, 4), (5, 1), (6, 1)}, {(1, 2), (2, 5), (4, 1), (6, 3)}, {(2, 2), (3, 1), (6, 2), (6, 4), (6, 5), (6, 6), (6, 7)},
{(3, 3), (4, 2), (5, 2)}}. The frequency representations of b and a are given by 1224423252 and 1526344753 re-
spectively. di and ri are given by d1 = 2, d2 = 4, d3 = 2, d4 = 2, d5 = 2 and r1 = 3, r2 = 2, r3 = 2, r4 =
5, r5 = 1. Since d1, d2, · · · , d5 are all even, χ(b) = 1.
Notice that the frequencies di and di + ri are uniquely determined by the partition P , in fact di + ri are
the sizes of blocks of P . Moreover since b is uniquely determined by a, first adding up terms corresponding
to a such that b ⊂ a, and then summing over b is equivalent to first summing over arrays a corresponding
to the same partitions P , which we denote by a ∼ P , and then summing over different partitions with each
12
block size at least two.
∑
b
∑
a:b⊂a
χ(b)
2k∏
i=1
|qai1qaiℓi+1 |
2k∏
i=1
ℓi+1∏
j=1
|gai
j
| =
∑
P
∑
a∼P
χ(b)
2k∏
i=1
|qai1qaiℓi+1 |
2k∏
i=1
ℓi+1∏
j=1
|gai
j
|
6
∑
P
∑
16γ1,··· ,γn6N
n∏
i=1
|qγi |di |gγi |di+ri
.k
∑
P
n∏
i=1
Im
[∑
q2i gi
]di/2
(t+ η)ri+di/2
6
∑
P
Im
[∑
q2i gi
]2k
(t+ η)
∑
ℓi
,
(2.28)
where in the first inequality we use (2.32) in Proposition 2.8 and di > 2, and for the last inequality we used∑
di = 4k. Therefore by substituting (2.28) into (2.27), we have
∑
b
∣∣∣qb1qb2 · · · qb4kE [X(ℓ1)b1b2X(ℓ2)b3b4 · · ·X(ℓ2k)b4k−1b4k
]∣∣∣ .k ∑
P
(
ψ(t+ η) logN
(Nη)1/2
)∑ ℓi Im [∑ q2i gi]2k
(t+ η)
∑
ℓi
6
∑
P
(
ψ Im
[∑
q2i gi
]
logN√
Nη
)2k (
ψ logN√
Nη
)∑ ri
.k Y2k,
(2.29)
in the last inequality, we used that ψ logN/
√
Nη 6 1 and the total number of partition is bounded by
(
∑
ℓi + 2k)!, which is a constant depending on k.
Following the same argument, one can check that
∑
b
∣∣∣∣qb1qb2 · · · qb4kE
[∣∣∣X(ℓ1)b1b2X(ℓ2)b3b4 · · ·X(ℓ2k)b4k−1b4k
∣∣∣2]∣∣∣∣ .k
(
N Im
[∑
q2i gi
]
(ψ logN)2
Nη
)2k
6 N2kY2k. (2.30)
Therefore, by combining (2.21), (2.22), (2.29) and (2.30), it follows
E[|Z|2k] .k Y2k +N2kY2kP(Ac) .k Y2k.
This finishes the proof for isotropic law Theorem 2.1.
The following is an easy corollary of Theorem 2.1:
Corollary 2.7. Under Assumption 1.3 and 1.4, for any η∗ ≪ t≪ r, 0 < κ < 1, we have that
|〈q, G(t, z)q〉 −mfc,t(z)| 6 1
Nb
+
ψ2√
Nη
, (2.31)
uniformly for any z ∈ Dκ, with overwhelming probability, provided N is large enough.
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Proof. By Assumption 1.4, we have∣∣∣∣∣
N∑
i=1
〈ui(0), q〉2
λi(0)− z −
1
N
N∑
i=1
1
λi(0)− z
∣∣∣∣∣ 6 1Nb ,
uniformly for any z ∈ {E+ıη : E ∈ [E0−r, E0+r], η∗ 6 η 6 r}. We denote z˜ = E˜+ıη˜ := z+tmfc,t(z). From
Proposition 2.2, we know that for any z ∈ Dκ, Im[z + tmfc,t(z)] & t+ η ≫ η∗ and |tmfc,t(z)| . t logN ≪ κr
provided N is large enough. Therefore, we have that z˜ ∈ {E + ıη : E ∈ [E0 − r, E0 + r], η∗ 6 η 6 1}. As a
consequence,
Im
[
N∑
i=1
〈ui(0), q〉2
λi(0)− z − tmfc,t(z)
]
= Im
[
N∑
i=1
〈ui(0), q〉2
λi(0)− z˜
]
6
1
Nb
+ Im
[
1
N
N∑
i=1
1
λi(0)− z˜
]
. 1.
Combining with Theorem 2.1, it follows that∣∣∣∣∣〈q, G(t, z)q〉 −
N∑
i=1
〈ui(0), q〉2
λi(0)− z − tmfc,t(z)
∣∣∣∣∣ 6 ψ
2
√
Nη
.
Therefore with overwhelming probability we have
|〈q, G(t, z)q〉 −mfc,t(z)| 6
∣∣∣∣∣〈q, G(t, z)q〉 −
N∑
i=1
〈ui(0), q〉2
λi(0)− z − tmfc,t(z)
∣∣∣∣∣
+
∣∣∣∣∣
N∑
i=1
〈ui(0), q〉2
λi(0)− z˜ −
1
N
N∑
i=1
1
λi(0)− z˜
∣∣∣∣∣ 6 1Nb + ψ
2
√
Nη
uniformly for any z ∈ Dκ.
We take the event A1 of trajectories (λ(t))06t6r such that:
1. Eigenvalue rigidity holds: supt06s6ℓ/N |ms(z) − mfc,s(z)| 6 ψ(Nη)−1 uniformly for z ∈ Dκ; and
supt06s6t0+ℓ/N |λi(s)− γi(s)| 6 ψN−1 uniformly for indices i such that γi(s) ∈ Iκr (E0).
2. When we conditioning on any trajectory λ ∈ A, with overwhelming probability, the following holds
sup
t06s6t0+ℓ/N
|〈q, G(t, z)q〉 −mfc,t(z)| 6 1
Nb
+
ψ√
Nη
uniformly for z ∈ Dκ.
As a consequence of Theorem 2.3 and 2.1, and notice we can take the parameter c (as in (1.6)) arbitrarily
small, the event A1 holds with overwhelming probability.
2.3 Auxiliary results
Proposition 2.8. The initial matrix H0 = diag{λ1(0), · · · , λN (0)} satisfies Assumption 1.3. Fix κ > 0.
Then for any k > 2 and m > 0, we have
N∑
i=1
qki |gi(t, z)|k+m .k
Im
[∑
q2i gi
]k/2
(t+ η)k/2+m
, (2.32)
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and for any m > 0, we have
N∑
i=1
|qi||gi(t, z)|2+m .
N1/2 Im
[∑
q2i gi
]1/2
(t+ η)1+m
, (2.33)
and
N∑
i=1
|gi(t, z)|1+m . N logN
(t+ η)m
, (2.34)
uniformly for any z ∈ Dκ, where gi are as in (2.8).
Proof. We denote E˜ + ıη˜ := z + tmfc,t(z). From Proposition 2.2, η˜ = Im[z+ tmfc,t(z)] & (η+ t), which gives
us a rough bound for gi(t, z) :
|gi(t, z)| . (t+ η)−1. (2.35)
With the trivial bound (2.35), (2.32) and (2.33) are reduced to the case m = 0. For (2.32), we have the basic
inequality
∑
xki 6
(∑
x2i
)k/2
if k > 2. Therefore,
N∑
i=1
qki |gi(t, z)|k 6
(
N∑
i=1
q2i |gi(t, z)|2
)k/2
=
(
Im
[∑
q2i gi
]
Im[z + tmfc,t(z)]
)k/2
.k
Im
[∑
q2i gi
]k/2
(t+ η)k/2
.
For (2.33), by Cauchy’s inequality
N∑
i=1
|qi||gi(t, z)|2 6
(
N∑
i=1
|gi(t, z)|2
)1/2( N∑
i=1
|qi|2|gi(t, z)|2
)1/2
=
(
Im [
∑
gi]
Im[z + tmfc,t(z)]
)1/2( Im [∑ q2i gi]
Im[z + tmfc,t(z)]
)1/2
=
N1/2 Im[mfc,t(z)]
1/2 Im
[∑
q2i gi
]1/2
t+ η
.
N1/2 Im
[∑
q2i gi
]1/2
t+ η
,
where we used Im[mfc,t(z)] 6 C from (2.2). Finally, (2.34) in the case m = 0 is the same as (2.3).
Proof of Proposition 2.5. Recall the decomposition E = E(1) + E(2) + E(3) from (2.15). If we condition on
the submatrix [W ]i,j /∈T, E(1) is diagonal and non-random, E(2) depends on [W ]i,j∈T, and E(3) depends on
Wi/∈T,j∈T, so they are independent. (2.25) can be decomposed into the following three estimates: with
overwhelming probability∣∣∣ET [E˜(1)b1b2 E˜(1)b3b4 · · · E˜(1)b2ℓ−1b2ℓ
]∣∣∣ 6 ( ψt
Nη
)ℓ
χ(b1, b2, · · · , b2ℓ), (2.36)
∣∣∣ET [E˜(2)b1b2 E˜(2)b3b4 · · · E˜(2)b2ℓ−1b2ℓ
]∣∣∣ .ℓ
(
t
N
)ℓ/2
χ(b1, b2, · · · , b2ℓ), (2.37)
∣∣∣ET [E˜(3)b1b2 E˜(3)b3b4 · · · E˜(3)b2ℓ−1b2ℓ
]∣∣∣ .ℓ
(
ψt logN√
Nη
)ℓ
χ(b1, b2, · · · , b2ℓ), (2.38)
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where ET is the expectation with respect to rows and columns of W indexed by T.
For (2.36), since E(1) is diagonal and by (2.6) in Theorem 2.3, with overwhelming probability, t|m(T)t −
mfc,t| 6 ψt/(Nη), we have
∣∣∣ET [E˜(1)b1b2 E˜(1)b3b4 · · · E˜(1)b2ℓ−1b2ℓ
]∣∣∣ 6 ( ψt
Nη
)ℓ ℓ∏
i=1
δb2i−1b2i 6
(
ψt
Nη
)ℓ
χ(b1, b2, · · · , b2ℓ).
For (2.37), it is a product of normal variables, which does not vanish only if each variable occurs even number
of times. Thus (2.37) follows, and the implicit constant is from the moment of normal variables, and can be
bounded by (2ℓ− 1)!!.
In the following we prove (2.38). The entries of E(3) are given by
E(3)b2i−1b2i = t
∑
β2i−1,β2i /∈T
(
wb2i−1β2i−1wb2iβ2i −
δb2i−1b2iδβ2i−1β2i
N
)
G
(T)
β2i−1β2i
.
Therefore, the lefthand side of (2.38) is bounded by
tℓ
∑
β1β2,···β2ℓ /∈T
∣∣∣∣∣ET
[
ℓ∏
i=1
(
wb2i−1β2i−1wb2iβ2i −
δb2i−1b2iδβ2i−1β2i
N
)]∣∣∣∣∣
∣∣∣G(T)β1β2 · · ·G(T)β2ℓ−1β2ℓ
∣∣∣
For each monomial of resolvent entries G
(T)
β1β2
· · ·G(T)β2ℓ−1β2ℓ , we associate it with a labeled graph G in the
following procedure: We denote the frequency representation of the array (β1, β2, · · · , β2ℓ) as γd11 γd22 · · · γdvv ,
where di > 1 is the multiplicity of γi, and v = |{β1, β2, · · · , β2ℓ}|. We construct the labeled graph G with
vertex set {γ1, γ2, · · · , γv} and ℓ edges (β2i−1, β2i) for 1 6 i 6 ℓ (if β2i−1 = β2i, the edge (β2i−1, β2i) is a
self-loop). We denote s the number of self-loops in G. For any vertex γi ∈ G, its degree is given by di,
where self-loop adds two to the degree. It is easy to see that (2.38) follows from combining the following two
estimates: ∣∣∣∣∣ET
[
ℓ∏
i=1
(
wb2i−1β2i−1wb2iβ2i −
δb2i−1b2iδβ2i−1β2i
N
)]∣∣∣∣∣ .ℓ 1N ℓ ρ(G)χ(b1, b2, · · · , b2ℓ), (2.39)
where the implicit constant is from the moment of normal variables, and can be bounded by (2ℓ− 1)!!; and
with overwhelming probability, uniformly for any z ∈ Dκ,
∑
β1β2,···β2ℓ /∈T
∣∣∣G(T)β1β2 · · ·G(T)β2ℓ−1β2ℓ
∣∣∣ ρ(G) .ℓ (ψ logN)ℓN ℓ/2
ηℓ/2
, (2.40)
where ρ(G) is an indicator function, which equals one if each vertex of G is incident to two different edges,
otherwise it is zero. For any graph G with ρ(G) = 1, we count the total number of edge-vertex pairs, such
that the vertex is incident to the edge: each self-loop contributes to 1, and each non self-loop contributes to
two, so the total number is s+2(ℓ− s); since each vertex of G is incident to at least two different edges, the
total number is at least 2v. Therefore, we have the following relation between v, s and ℓ:
2v 6 2(ℓ− s) + s = 2ℓ− s. (2.41)
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For the first bound (2.39), we denote the set B = {(bj , βj)}16j62ℓ. Then the product in (2.39) can be
rewritten as
ℓ∏
i=1
(
wb2i−1β2i−1wb2iβ2i −
δb2i−1b2iδβ2i−1β2i
N
)
=
∏
(b,β)∈B
w
e1(b,β)
bβ (w
2
bβ − 1/N)e2(b,β),
where e1(b, β) = |{1 6 i 6 ℓ : exact one of (b2i−1, β2i−1), (b2i, β2i) is (b, β)}| and e2(b, β) = |{1 6 i 6 ℓ :
(b2i−1, β2i−1) = (b2i, β2i) = (b, β)}|. Since for (b, β) ∈ B, wbβ are independent normal random variables,
(2.39) does not vanish only if e1(b, β) is even and e1(b, β) + e2(b, β) > 2 for any (b, β) ∈ B, which implies
ρ(G)χ(b1, b2, · · · , b2ℓ) = 1. Therefore, we have
ET

 ∏
(b,β)∈B
w
e1(b,β)
bβ (w
2
bβ − 1/N)e2(b,β)

 .ℓ 1
N
∑
(b,β)∈B e1(b,β)/2N
∑
(b,β)∈B e2(b,β)
ρ(G)χ(b1, b2, · · · , b2ℓ)
=
1
N ℓ
ρ(G)χ(b1, b2, · · · , b2ℓ),
and (2.39) follows.
For the second bound (2.40), by Proposition 2.4, with overwhelming probability we have
|G(T)β2i−1β2i | 6
{
ψ(|gβ2i−1 ||gβ2i |)1/2, β2i−1 = β2i,
ψ(|gβ2i−1 ||gβ2i |)1/2/
√
Nη, β2i−1 6= β2i.
In terms of the graph G, the first bound corresponds to self-loops, and the second bound corresponds to non
self-loop edges. In the graph G, there are s self-loops and ℓ− s non self-loop edges. The product of resolvent
entries can be bounded as ∣∣∣G(T)β1β2 · · ·G(T)β2ℓ−1β2ℓ
∣∣∣ ρ(G) 6 ψℓ√
Nη
ℓ−s
v∏
i=1
|gγi |
di
2 ρ(G),
with overwhelming probability. Notice that ρ(G) = 1 implies that di > 2. The index set (β1, β2, · · · , β2ℓ)
induces a partition P on the set {1, 2, · · · , 2ℓ} such that i and j are in the same block if and only if βi = βj .
If two index sets induce the same partition, they correspond to isomorphic graphs (when we forget the
labeling). Therefore, for (2.40), we can first sum over the index sets corresponding to the same partition
and then sum over different partitions:∑
β1,··· ,β2ℓ /∈T
∣∣∣G(T)β1β2 · · ·G(T)β2ℓ−1β2ℓ
∣∣∣ ρ(G) =∑
P
∑
(β1,··· ,β2ℓ)∼P
∣∣∣G(T)β1β2 · · ·G(T)β2ℓ−1β2ℓ
∣∣∣ ρ(G)
6
∑
P
ψℓ
√
Nη
ℓ−s
∑
γ1,··· ,γv /∈T
v∏
i=1
|gγi |
di
2 ρ(G) .ℓ
∑
P
ψℓ
√
Nη
ℓ−s
v∏
i=1
Nη logN
η
di
2
6 ψℓ
∑
P
(Nη logN)v
(Nη)(ℓ−s)/2ηℓ
6 ψℓ
∑
P
(Nη logN)ℓ−s/2
(Nη)(ℓ−s)/2ηℓ
.ℓ
(ψ logN)ℓN ℓ/2
ηℓ/2
where the second inequality follows from (2.34), in the third inequality, we used
∑
i di = 2ℓ, for the second
to last inequality, we used the bound v 6 ℓ − s/2 from (2.41), and in the last inequality, we bounded the
total number of different partitions by (2ℓ)!.
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3 Short Time Relaxation
The Dyson Brownian motion (1.2) induces the following two dynamics on eigenvalues and eigenvectors,
dλk(t) =
dbkk(t)√
N
+

 1
N
∑
ℓ 6=k
1
λk(t)− λℓ(t)

dt, (3.1)
duk(t) =
1√
N
∑
ℓ 6=k
dbkℓ(t)
λk(t)− λℓ(t)uℓ(t)−
1
2N
∑
ℓ 6=k
dt
(λk − λℓ)2uk(t), (3.2)
where Bt = (b(t))16i,j6N is symmetric with (bij(t))16i6j6N a family of independent Brownian motions with
variance (1 + δij)t. Following the convention of [6, Definition 2.2], we call them Dyson Brownian motion for
(3.1) and Dyson vector flow for (3.2).
In order to study the Dyson vector flow, the moment flow was introduced in [6, Section 3.1], where the
observables are the moments of projections of the eigenvectors onto a given direction. For any unit vector
q ∈ RN , and any index 1 6 k 6 N , define: zk(t) =
√
N〈q,uk(t)〉, where with the
√
N normalization, the
typical size of zk is of order 1. The normalized test functions are
Qt
j1,...,jm
i1,...,im
=
m∏
ℓ=1
z2jℓiℓ
m∏
ℓ=1
a(2jℓ)
−1 where a(2j) = (2j − 1)!!, (3.3)
These indices, {(i1, j1), . . . , (im, jm)} with distinct ik’s and positive jk’s can be encoded as a particle config-
uration η = (η1, η2, · · · , ηN ) on [[1, N ]] such that ηik = jk for 1 6 k 6 m and ηp = 0 if p /∈ {i1, i2, · · · , im}.
The total number of particles is N (η) :=∑ ηℓ =∑ jk. We denote the particles in non-decreasing order by
x1(η) 6 x2(η) 6 · · · 6 xN (η)(η). If the context is clear we will drop the dependence on η. We also say the
support of η is {i1, i2, · · · , im}. It is easy to see that this is a bijection between test functions Qtj1,...,jmi1,...,im and
particle configurations. We define ηij to be the configuration by moving one particle from i to j. For any
pair of n particle configurations η: 1 6 x1 6 x2 6 · · · 6 xn 6 N and ξ: 1 6 y1 6 y2 6 · · · 6 yn 6 N , we
define the following distance:
d(η, ξ) =
n∑
α=1
|xα − yα|. (3.4)
We condition on the trajectory of the eigenvalues, and define
fH0λ,t (η) = E
H0(Qt
j1,...,jm
i1,...,im
(t) | λ), (3.5)
where η is the configuration {(i1, j1), . . . , (im, jm)}. Here λ denotes the whole path of eigenvalues for
0 6 t 6 1. The dependence in the initial matrix H0 will often be omitted so that we write ft = f
H0
λ,t . We
will call ft the eigenvector moment flow, which is governed by the following generator B(t) [6, Theorem
3.1]:
Theorem 3.1. [Eigenvector moment flow] Let q ∈ RN be a unit vector, zk =
√
N〈q,uk(t)〉 and cij(t) =
(λi(t)−λj(t))−2/N . Suppose that ft(η) is given by (3.5) where η denote the configuration {(i1, j1), . . . , (im, jm)}.
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Then ft satisfies the equation
∂tft = B(t)ft, (3.6)
B(t)ft(η) =
∑
i6=j
cij(t)2ηi(1 + 2ηj)
(
ft(η
i,j)− ft(η)
)
. (3.7)
An important property of the eigenvector moment flow is the reversibility with respect to a simple explicit
equilibrium measure:
π(η) =
N∏
p=1
φ(ηp), φ(k) =
k∏
i=1
(
1− 1
2i
)
. (3.8)
And for any function f on the configuration space, the Dirichlet form is given by∑
η
π(η)f(η)B(t)f(η) =
∑
η
π(η)
∑
i6=j
cijηi(1 + 2ηj)
(
f(ηij)− f(η))2 .
We are interested in the eigenvectors corresponding to eigenvalues on the interval [E0 − r, E0 + r],
and we only have local information of the initial matrix H0. However, the operator B(t) has long range
interactions. We fix a short range parameter ℓ, and split B(t) into short-range part and long range part:
B(t) = S (t) + L (t), with
(S ft)(η) =
∑
0<|j−k|6ℓ
cjk(t)2ηj(1 + 2ηk)
(
ft(η
jk)− ft(η)
)
, (3.9)
(L ft)(η) =
∑
|j−k|>ℓ
cjk(t)2ηj(1 + 2ηk)
(
ft(η
jk)− ft(η)
)
.
Notice that S and L are also reversible with respect to the measure π (as in (3.8)). We denote by UB(s, t)
(US (s, t) and UL (s, t)) the semigroup associated with B (S and L ) from time s to t, i.e.
∂tUB(s, t) = B(t)UB(s, t).
For any η∗ ≪ t ≪ r, In the rest of this section, we fix time t0 and the range parameter ℓ, such that
η∗ ≪ t0 6 t 6 t0 + ℓ/N , which we will choose later. We will show that the effect of the long-range operator
L (t) is negligible in the sense of L∞ norm, i.e. ft(η) ≈ US (t0, t)ft0(η); and the short-range operator S (t)
satisfies certain finite speed of propagation estimate, and (3.9) converges to equilibrium exponentially fast
with rate N . As a consequence, ft(η) ≈ 1 and Theorem 1.5 follows.
3.1 Finite Speed of Propagation
In this section, we fix some small parameter 0 < κ < 1, and define the following efficient distance on n
particle configurations:
d˜(η, ξ) = max
16α6n
#{i ∈ [[1, N ]] : γi(t0) ∈ Irκ(E0), i ∈ [[xα, yα]]}, (3.10)
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where η: 1 6 x1 6 x2 6 · · · 6 xn 6 N and ξ: 1 6 y1 6 y2 6 · · · 6 yn 6 N , and γi(t0) are classical
eigenvalue locations at time t0 (as in (1.4)).
In this section, we will condition on λ(t0) = λ for some “good” eigenvalue configuration λ. We call an
eigenvalue configuration λ good if we condition on λ(t0) = λ, for N large enough the following holds with
overwhelming probability:
1. supt06s6t |ms(z)−mfc,s(z)| 6 ψ(Nη)−1, uniformly for any z ∈ Dκ;
2. supt06s6t |λi(s)− γi(s)| 6 ψN−1, uniformly for indices i such that γi(t) ∈ Iκr (E0).
By Theorem 2.3, combining with a simple continuity argument, λ(t0) is a good eigenvalue configuration with
overwhelming probablity.
Lemma 3.2. Under the Assumption 1.3, for any η∗ ≪ t ≪ r, we fix time t0 and the range parameter ℓ,
such that η∗ ≪ t0 6 t 6 t0 + ℓ/N ≪ r. For any n particle configurations η: 1 6 x1 6 x2 6 · · · 6 xn 6 N ,
and ξ: 1 6 y1 6 y2 6 · · · 6 yn 6 N , with d˜(η, ξ) > ψℓ/2, then there exists a universal constant c, for N
large enough, the following holds with overwhelming probability:
sup
t06s6t
US (t0, s)δη(ξ) 6 e
−cψ, (3.11)
if we condition on λ(t0) = λ, for any good eigenvalue configuration λ.
Thanks to the Markov property of the Dyson Brownian motion, we know that the conditioned law
(λ(t))t>t0 |λ(t0) = λ is the same as Dyson Brownian motion starting at λ. In the proof, we will neglect the
conditioning in (3.11), and simply think it as a Dyson eigenvalue flow starting at λ. The proof of Lemma
3.2 consists of three steps. In the first step, we introduce some notations and define Xs, the weighted sum of
US (t0, s)δη(ξ) over all configurations ξ. In the second step, we prove Lemma 3.2 given the estimate (3.14)
of Xs. In the last step we prove the estimate (3.14) by analyzing the stochastic equation of Xs.
Proof. First Step: We denote ν = N/ℓ and rs(η, ξ) = US (t0, s)δη(ξ). We define a family of cut-off functions
gw parametrized by w ∈ R by demanding that infx gw(x) = 0 and define g′w by considering the following
three cases:
1. w ≤ E0 − (1− 2κ)r. Define
g′w(x) =
{
1 if x ∈ Ir2κ(E0)
0 if x /∈ Ir2κ(E0)
2. w ∈ Ir2κ(E0). Define
g′w(x) =


1 if x ≥ w, x ∈ Ir2κ(E0)
−1 if x < w, x ∈ Ir2κ(E0)
0 if x 6∈ Ir2κ(E0)
3. w ≥ E0 + (1− 2κ)r. Define
g′w(x) =
{
−1 if x ∈ Ir2κ(E0)
0 if x 6∈ Ir2κ(E0)
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It is easy to see that for any fixed x, as a function of w, g′w(x) is non-increasing. We take χ a smooth,
nonnegative function, compactly supported on [−1, 1] with ∫ χ(x)dx = 1. We also define the smoothed
version of gw, ϕi(x) =
∫
gγi(t0)(x− y)νχ(νy)dy. Then ϕi is smooth, ‖ϕ′i‖∞ 6 1 and ‖ϕ′′i ‖∞ 6 ν. Moreover,
ϕi(γi(t0)) 6 1/ν, and ϕi(x) all vanish for x 6 E0 − (1− 2κ)r− ℓ/N or x > E0 + (1− 2κ)r+ ℓ/N . From the
monotonicity of g′w(x), for any a 6 b, we have λa(t0) 6 λb(t0), so
ϕ′a(x)− ϕ′b(x) > 0. (3.12)
We define the stopping time τ , which is the first time s > t0 such that either of the following fails: i)
|ms(z) − mfc,s(z)| 6 ψ(Nη)−1 uniformly for z ∈ Dκ; ii) |λi(s) − γi(s)| 6 ψN−1 uniformly for indices i
such that γi(s) ∈ Iκr (E0). By our assumption that λ(t0) is a good configuration, we have that τ > t with
overwhelming probability. Recall the inverse Stieltjest transform, ρfc,s(E) = limη→0 Im[mfc,s(E+ iη)]/π. By
Proposition 2.2, the density ρfc,s(E) is lower and upper bounded on I
r
κ(E0), on the scale η > ψ
4/N , and the
same holds for and N−1
∑
δλi(s) by rigidity. Thus, there exists some universal constant C such that for any
t0 6 s 6 t, and interval I centered in I
r
κ(E0), with |I| > ψ4/N ,
C−1|I|N 6 #{i : γi(s ∧ τ) ∈ I},#{i : λi(s ∧ τ) ∈ I} 6 C|I|N. (3.13)
For any configuration ξ with n particles we define
ϕs(ξ) :=
n∑
α=1
ϕxα(λyα(s ∧ τ)), φs(ξ) := eνϕs(ξ), vs(ξ) := φs(ξ)rs∧τ (η, ξ), Xs :=
∑
ξ
π(ξ)vs(ξ)
2,
where π is the reversible measure with respect to the eigenvector moment flow (as in (3.8)).
Second Step: We denote X∗t := supt06s6tXs (by our definition, Xs is always positive). We claim that
(3.11) follows from the estimate
E[X∗t ] 6 Ce
C(t−t0)ν logN , (3.14)
where C is a constant depending on n. In fact, (3.14) implies that
E
[
sup
t06s6t
e2Nν
∑n
α=1 ϕxα(λyα (s∧τ))r2s∧τ (η, ξ)
]
6 CeC(t−t0)ν logN . (3.15)
Under the assumption that d˜(η, ξ) > ψℓ/2, there exists some index 1 6 α 6 n (by symmetry, we can assume
xα 6 yα) such that
#{i : γi(t0) ∈ Irκ(E0), i ∈ [[xα, yα]]} > ψℓ/2,
then it follows from (3.13) that |[γxα(t0), γyα(t0)]∩Ir2κ(E0)| & ψℓ/N , and thus ϕxα(γyα(t0))−ϕxα(γxα(t0)) &
ψℓ/N . We can lower bound ϕxα(λyα(s ∧ τ)) as
ϕxα(λyα(s ∧ τ)) >ϕxα(γyα(t0))− |ϕxα(λyα(s ∧ τ)) − ϕxα(γyα(s ∧ τ))|
−|ϕxα(γyα(s ∧ τ)) − ϕxα(γyα(t0))|.
(3.16)
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For the second term in (3.16), since either γyα(s ∧ τ) ∈ Irκ(E0), and |λyα(s ∧ τ) − γyα(s ∧ τ)| 6 ψ/N , or
γyα(s∧τ) /∈ Irκ(E0), and ϕxα(λyα(s∧τ)) = ϕxα(γyα(s∧τ)) = 0. In both cases |ϕxα(λyα(s∧τ))−ϕxα (γyα(s∧
τ))| . ψ/N . For the third term in (3.16), we have
|ϕxα(γyα(s ∧ τ))− ϕxα(γyα(t0))| 6
∫ s
t0
|ϕ′(γyα(σ ∧ τ)||γ′yα(σ ∧ τ)|(s− t0) . logN ≪ ψℓ/N,
where we used (2.4). As a consequence we have ϕxα(λyα(s∧ τ)) & ψℓ/N , for any t0 6 s 6 t. It then follows
by combining with (3.15),
E[ sup
t06s6t
rs∧τ (η, ξ)
2] 6 e−cψ.
Since λ(t0) is a good eigenvalue configuration, with overwhelming probability we have τ > t, Therefore,
(3.11) follows by the Markov inequality.
Third Step: In the following we prove (3.14). We decompose Xs as Xs = Ms + As, where Ms is a
continuous local martingale with Mt0 = 0, and As is a continuous adapted process of finite variance. We
denote A∗t := supt06s6tAs, and M
∗
t := supt06s6t |Mt|. Then we have that X∗t 6 M∗t + A∗t . For M∗t we will
bound it by Burkholder-Davis-Gundy inequality:
E
[
(M∗t )
2
]
6 C E
[∫ t
t0
〈dMs, dMs〉
]
. (3.17)
For A∗t , since At is a finite variance process, we will directly upper bound ∂sAs, and
E [A∗t ] 6 E
[
At0 +
∫ t
t0
(∂sAs ∨ 0)ds
]
. (3.18)
By Ito´’s formula we have
dXs =
∑
ξ
π(ξ)
∑
|k−j|6ℓ
ckj2ξk(1 + 2ξj)
(
φs(ξ
kj)
φs(ξ)
+
φs(ξ)
φs(ξkj)
− 2
)
vs(ξ
kj)vs(ξ)d(s ∧ τ) (3.19)
+
∑
ξ
π(ξ)r2s∧τ (η, ξ)〈dφs(ξ), dφs(ξ)〉 (3.20)
+2
∑
ξ
π(ξ)vs(ξ)rs∧τ (η, ξ)dφs(ξ) (3.21)
−
∑
ξ
π(ξ)
∑
|k−j|6ℓ
ckj2ξk(1 + 2ξj)(vs(ξ
kj)− vs(ξ))2d(s ∧ τ). (3.22)
The martingale part comes from (3.21),
dMs = 2
∑
ξ
π(ξ)vs(ξ)
2ν
n∑
α=1
ϕ′xα(λyα(s ∧ r))
dbyαyα(s ∧ τ)√
N
.
Since ‖ϕ′i‖∞ 6 1, we have
〈dMs, dMs〉 .n ν
2
N
X2sds ∧ τ.
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Therefore, combining with (3.17), we have
E
[
(M∗t )
2
]
.n
ν2
N
E
[∫ t
t0
X2sds
]
=
ν2
N
∫ t
t0
E[X2s ]ds (3.23)
To understand (3.18) and (3.23), we need an upper bound of ∂As, which is the finite variance part of
dXs. Thanks to the choice of ϕi’s, we can directly upper bound (3.19) and (3.20) in terms of Xs. For (3.21),
we upper bound it by taking advantage of its cancellation with (3.22).
Firstly, for (3.19), we need the following estimate: for |k − j| 6 ℓ,
∣∣∣∣φs(ξkj)φs(ξ) +
φs(ξ)
φs(ξkj)
− 2
∣∣∣∣ . ν2|λk − λj |2. (3.24)
We assume that j < k, then there exists 1 6 p < q 6 n such that yp−1 6 j < yp (we set y0 = 0) and
yq−1 < k = yq (recall yq = yq(ξ)) and
|ϕs(ξkj)− ϕs(ξ)| 6
q∑
α=p
|ϕxα(λyα−1∨j)− ϕxα(λyα)|
Since yα − (yα−1 ∨ j) 6 k − j 6 ℓ, by our choice of stopping time τ , if λyα−1∨j 6 E0 − (1 − κ)r, then
λyα 6 E− (1−κ)r+Cℓ/N , where C is from (3.13), and both ϕxα(λyα−1∨j) and ϕxα(λyα) vanish. Especially
we have ϕxα(λyα−1∨j)−ϕxα(λyα) = 0. Similarly, if λyα > E+(1−κ)r, then λyα−1∨j > E+(1−κ)r−Cℓ/N ,
and ϕxα(λyα−1∨j)− ϕxα(λyα) = 0. Therefore,
|ϕs(ξkj)− ϕs(ξ)| .
∣∣[λyp∨j(s ∧ τ), λyq (s ∧ τ)] ∩ Irκ(E0)∣∣ . min{|λj(s ∧ τ) − λk(s ∧ τ)|, ν−1}.
where we used (3.13) again. This estimate leads to (3.24):
∣∣∣∣φs(ξkj)φs(ξ) +
φs(ξ)
φs(ξkj)
− 2
∣∣∣∣ =
∣∣∣∣exp ν(ϕs(ξkj)− ϕs(ξ))2 − exp ν(ϕs(ξ)− ϕs(ξ
kj))
2
∣∣∣∣
2
. ν2|λk − λj |2.
Combining with (3.24), it follows that
(3.19) .
ν2
N
∑
ξ
π(ξ)
∑
|k−j|6ℓ
2ξk(1 + 2ξj)vs(ξ
kj)vs(ξ)d(s ∧ τ) .n ν
2ℓ
N
Xsd(s ∧ τ). (3.25)
For (3.20), we have the bound
(3.20) = ν2Xs
n∑
α=1
ϕ′2xα(λyα(s))
N
d(s ∧ τ) .n ν
2
N
Xsd(s ∧ τ). (3.26)
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For (3.21), the finite variance part is given by
∑
ξ
π(ξ)vs(ξ)
2 1
N
n∑
α=1
(
νϕ′′xα(λyα) + ν
2ϕ′2xα(λyα)
)
d(s ∧ τ) (3.27)
+2ν
∑
ξ
π(ξ)vs(ξ)
2
n∑
α=1
ϕ′xα(λyα)
1
N
∑
|k−yα|>ℓ
d(s ∧ τ)
λyα − λk
(3.28)
+2ν
∑
ξ
π(ξ)vs(ξ)
2
n∑
α=1
ϕ′xα(λyα)
1
N
∑
0<|k−yα|6ℓ
d(s ∧ τ)
λyα − λk
. (3.29)
By our choice of the cutoff function, |νϕ′′xα(λyα) + ν2ϕ′2xα(λyα)| . ν2
(3.27) .n
ν2
N
Xsd(s ∧ τ). (3.30)
For (3.28), we either have λyα /∈ Ir2κ(E0), then ϕ′xα(λyα) = 0; or λyα ∈ Ir2κ(E0), in this case, by a dyadic
decomposition argument similar to (2.5), we have :∣∣∣∣∣∣
1
N
∑
k:|k−yα|>ℓ
1
λyα(s ∧ τ)− λk(s ∧ τ)
∣∣∣∣∣∣ . logN.
Therefore we always have that
(3.28) . ν logNXsd(s ∧ τ). (3.31)
Finally to bound (3.29), we symmetrize its summands
2ν
∑
ξ
π(ξ)vs(ξ)
2
n∑
α=1
ϕ′xα(λyα)
1
N
∑
0<|k−yα|6ℓ
d(s ∧ τ)
λyα − λk
=
2ν
N
∑
0<k−i6ℓ
d(s ∧ τ)
λi − λk
∑
ξ
π(ξ)vs(ξ)
2
∑
α:yα=i
ϕ′xα(λi) +
2ν
N
∑
0<i−k6ℓ
d(s ∧ τ)
λi − λk
∑
ξ
π(ξ)vs(ξ)
2
∑
α:yα=k
ϕ′xα(λk)
=
2ν
N
∑
0<k−i6ℓ
d(s ∧ τ)
λi − λk
∑
ξ
π(ξ)vs(ξ)
2

 ∑
α:yα=i
ϕ′xα(λi)−
∑
α:yα=k
ϕ′xα(λk)


6
2ν
N
∑
0<k−i6ℓ
d(s ∧ τ)
λi − λk
∑
ξ
π(ξ)vs(ξ)
2

 ∑
α:yα=i
ϕ′xα(λi)−
∑
α:yα=k
ϕ′xα(λi)

 +O(nνXsd(s ∧ τ)), (3.32)
where in the last inequality, we replaced ϕ′xα(λk) by ϕ
′
xα(λi). By our choice of ϕi, |ϕ′xα(λi) − ϕ′xα(λk)| 6‖ϕ′′(xα)‖∞|λi − λk| 6 ν|λi − λk|, and there are at most 2ℓn choices for the pairs (k, i), so the error is at
most O(ν2ℓXs/N) = O(nνXs).
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In all the following bounds, we consider i and k as fixed indices. We also introduce the following subsets
of configurations with n particles, for any 0 6 q 6 p 6 n:
Ap = {ξ : ξi + ξk = p}, Ap,q = {ξ ∈ Ap : ξi = q}.
We denote ξ¯ = (ξ¯1, ξ¯2, · · · , ξ¯N ) the configuration exchanging all particles from sites i and k, i.e. ξ¯i = ξk,
ξ¯k = ξi and ξ¯j = ξj if j 6= i, k. We denote the locations of particles of the configuration ξ¯: 1 6 y¯1 6 y¯2 · · · 6
y¯n 6 N . Using π(ξ) = π(ξ¯), we can rewrite the sum over ξ in (3.32) as
2
λi − λk
n∑
p=0
p∑
q=0
∑
ξ∈Ap,q
π(ξ)vs(ξ)
2

 ∑
α:yα=i
ϕ′xα(λi)−
∑
α:yα=k
ϕ′xα(λi)


=
1
λi − λk
n∑
p=0
p∑
q=0
∑
ξ∈Ap,q
π(ξ)vs(ξ)
2

 ∑
α:yα=i
ϕ′xα(λi)−
∑
α:yα=k
ϕ′xα(λi)


− 1
λi − λk
n∑
p=0
p∑
q=0
∑
ξ∈Ap,q
π(ξ)vs(ξ¯)
2

 ∑
α:y¯α=k
ϕ′xα(λi)−
∑
α:y¯α=i
ϕ′xα(λi)

 . (3.33)
For i < k, both index sets {α : yα = k} ∪ {α : y¯α = k} and {α : yα = i} ∪ {α : y¯α = i} has cardinality p, and
the j-th largest number in the first set is larger than its counterpart in the second set. By (3.12), for any
a 6 b, we have ϕ′a(x) > ϕ
′
b(x). This implies that∑
α:yα=i
ϕ′xα(λi)−
∑
α:yα=k
ϕ′xα(λi) >
∑
α:y¯α=k
ϕ′xα(λi)−
∑
α:y¯α=i
ϕ′xα(λi). (3.34)
Equations (3.33) and (3.34) together with λi < λk give
2
λi − λk
n∑
p=0
p∑
q=0
∑
ξ∈Ap,q
π(ξ)vs(ξ)
2

 ∑
α:yα=i
ϕ′xα(λi)−
∑
α:yα=k
ϕ′xα(λi)


6
1
λi − λk
n∑
p=0
p∑
q=0
∑
ξ∈Ap,q
π(ξ)
(
vs(ξ)
2 − vs(ξ¯)2
) ∑
α:yα=i
ϕ′xα(λi)−
∑
α:yα=k
ϕ′xα(λi)


.n
1
|λi − λk|
∑
ξ
π(ξ)
∣∣vs(ξ)2 − vs(ξ¯)2∣∣ , (3.35)
where we used, in the second inequality, ‖ψ′xα‖∞ 6 1.
Note that transforming ξ into ξ¯ can be achieved by transferring a particle for i to k (or k to i) one by one
at most n times. More precisely, if ξ ∈ Ap,q such that q 6 p− q, we can define ξj+1 = ξkij , for 0 6 j 6 p−2q.
Then ξ0 = ξ and ξp−2q = ξ¯ and
π(ξ)|vs(ξ)2 − vs(ξ¯)2| 6
p−2q−1∑
j=0
π(ξ)|vs(ξj)2 − vs(ξkij )2| .n
p−2q−1∑
j=0
π(ξj)|vs(ξj)2 − vs(ξkij )2|
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where in the last inequality we used π(ξ) .n π(ξj). Therefore we can bound (3.35) as
1
|λi − λk|
∑
ξ
π(ξ)
∣∣vs(ξ)2 − vs(ξ¯)2∣∣ 6 C|λi − λk|
∑
ξ
π(ξ)|vs(ξ)2 − vs(ξki)2|
6ℓ
∑
ξ
π(ξ)
(
vs(ξ)− vs(ξki)
)2
N(λi − λk)2 +
C2N
ℓ
∑
ξ
π(ξ)
(
vs(ξ) + vs(ξ
ki)
)2
where we used AM-GM inequality. Finally, we obtain the following bound
(3.29) 6 2
∑
ξ
π(ξ)
∑
0<|i−k|6ℓ
(vs(ξ)− vs(ξki))2
N(λi − λk)2 d(s ∧ τ) + CνXsd(s ∧ τ). (3.36)
Notice that the first term in (3.36) combined with (3.22) give a negative contribution. Thus, (3.30), (3.31)
and (3.36) together lead to
(3.21) + (3.22) .n ν logNXsd(s ∧ τ) (3.37)
(3.25), (3.26) and (3.37), all together, give the following upper bound on the finite variance part of Xs:
∂sAs .n ν logNXs. (3.38)
With (3.38), it is easy to estimate E[Xt] and E[X
2
t ]. For Xt, by taking expectation on both sides of
(3.38), we have
∂sE[Xs] .n ν logNE[Xs].
Therefore
E[Xt] .n e
C(t−t0)ν logN , (3.39)
following from Gronwall’s inequality, where C is a constant depending on n. And we used that by rigidity
we have |λi(t0) − γi(t0)| 6 ψ/N , and thus |ϕi(λi(t0))| 6 |ϕi(γi(t0))| + |ϕi(λi(t0)) − ϕi(γi(t0))| . 1/ν, and
E[Xt0 ] .n 1. Similarly for X
2
t , by Ito´’s formula, we have
dX2s =2XsdXs + 〈dXs, dXs〉
=2XsdMs + 2XsdAs + 〈dMs, dMs〉. (3.40)
We take expectation on both sides of (3.40) and obtain,
∂sE[X
2
s ] .n ν logNE[X
2
s ] + ν
2N−1E[X2s ] .n ν logNE[X
2
s ].
Again by Gronwall’s inequality, we have
E[X2t ] .n e
C(t−t0)ν logN (3.41)
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(3.17), (3.23), (3.39) and (3.41) together implies:
E[X∗t ] 6E
[
(M∗t )
2
]1/2
+ E[A∗t ]
6
ν√
N
(∫ t
t0
E[X2s ]ds
)1/2
+ E[Xt0 ] + ν logN
∫ t
t0
E[Xs]ds .n e
C(t−t0)ν logN
This finishes the proof of (3.14).
We can take the eventA2 of trajectories (λ(s))06s6t such that: conditioning on the trajectories (λ(s))06s6t,
the short-range operator US satisfies,
sup
t06s6t
US (t0, s)δη(ξ) 6 e
−2cψ (3.42)
for any pair of n particle configurations η and ξ (notice that the total number of n particle configurations is
bounded by Nn) such that d˜(η, ξ) > ψℓ/2. Since with overwhelming probability λ(t0) is a good eigenvalue
configuration, combining with the Lemma 3.2, we know that A2 holds with overwhelming probability.
Thanks to the semi-group property of US , for any (λ(s))06s6t ∈ A2, we claim, for N large enough, the
following hold: conditioning on the trajectories (λ(s))06s6t, the short-range operator US satisfies,
sup
t06s′6s6t
US (s
′, s)δη(ξ) 6 e
−cψ, (3.43)
for any pair of n particle configurations η and ξ such that d˜(η, ξ) > ψℓ. We prove the statement by
contradiction. Assume there is a pair η0 and ξ0 with d˜(η0, ξ0) > ψℓ and time t0 6 s
′ 6 s 6 t such that
(3.43) fails. We take a function
h =
∑
d˜(η,η0)6ψℓ/2
δη
on the space of n particle configurations. By triangular inequality, for any η such that d˜(η,η0) 6 ψℓ/2, we
have d˜(η, ξ0) > ψℓ/2. Therefore by (3.42), for sufficiently large N ,
US (t0, s)h(ξ0) 6 N
ne−2cψ. (3.44)
By the same argument for (3.44), we have
US (t0, s
′)

 ∑
d˜(η,η0)>ψℓ/2
δη

 (η0) 6 Nne−2cψ 6 1
2
.
Notice that US (t0, s
′) preserves the constant function, we have
US (t0, s)h(ξ0) = US (s
′, s)US (t0, s
′)

1− ∑
d˜(η,η0)>ψℓ/2
δη

 (ξ0) > 1
2
US (s
′, s)δη0(ξ0) > e
−cψ/2,
which gives a contradiction with (3.44). Therefore, we have the following corollary of Lemma 3.2:
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Corollary 3.3. For any trajectory (λ(s))06s6t ∈ A2 as defined in (3.42), conditioning on (λ(s))06s6t, the
short-range operator US satisfies: uniformly, for any function h on the space of n particle configurations,
and particle configuration ξ which is away from the support of h in the sense that d˜(η, ξ) > ψℓ, for any η in
the support of h, it holds
sup
t06s′6s6t
US (s
′, s)h(ξ) 6 ‖h‖∞Nne−cψ.
3.2 Short time relaxation
Lemma 3.4. Under the Assumption 1.3, for any η∗ ≪ t ≪ r, we fix time t0 and the range parameter ℓ,
such that η∗ ≪ t0 6 t 6 t0 + ℓ/N ≪ r. The Dyson Brownian motion Ws (as in (1.2)) for 0 6 s 6 t induces
a measure on the space of eigenvalues and eigenvectors (λ(s),u(s)) for 0 6 s 6 t. The following event A of
trajectories holds with overwhelming probability:
1. The eigenvalue rigidity estimate holds: supt06s6t |ms(z)−mfc,s(z)| 6 ψ(Nη)−1 uniformly for z ∈ Dκ;
and supt06s6t |λi(s)− γi(s)| 6 ψN−1 uniformly for indices i such that γi(s) ∈ Iκr (E0).
2. When we condition on the trajectory λ ∈ A, with overwhelming probability, the following holds
sup
t06s6t
|〈q, G(s, z)q〉 −mfc,s(z)| 6 1
Nb
+
ψ2√
Nη
(3.45)
uniformly for z ∈ Dκ.
3. Finite speed of propagation holds: uniformly, for any function h on the space of n particle configura-
tions, and particle configuration ξ which is away from the support of h in the sense that d˜(η, ξ) > ψℓ,
for any η in the support of h, it holds
sup
t06s′6s6t
US (s
′, s)h(ξ) 6 ‖h‖∞Nne−cψ. (3.46)
Let the indices b1, b2, b1−d1 and b2+d2 be such that among all the classical eigenvalue locations at time
t0, γb1(t0), γb2(t0), γb1−d1(t0) and γb2+d2(t0) are closest to E0−(1−7κ/4)r, E0+(1−7κ/4)r, E0−(1−3κ/2)r
and E0 + (1 − 3κ/2)r respectively. We further define d = min{d1, d2}. We collects some facts here, which
will be used throughout the rest of this section:
1. ms(z) is the Stieltjes transform of empirical eigenvalue distribution N
−1
∑N
i=1 δλi(s), and 〈q, G(s, z)q〉
can be viewed as the Stieltjes transform of the weighted spectral measure:
∑N
i=1〈ui(s), q〉2δλi(s). The
imaginary part of Stieltjes transform contains full information of the spectrum. (2.2) and Lemma 3.4
implies the following statements in terms of averaged density of eigenvalues and eigenvectors of Hs:
there exists some universal constant C such that for any t0 6 s 6 t, and interval I centered in I
r
κ(E0),
with |I| > ψ4/N , we have
C−1|I|N 6 #{i : γi(s) ∈ I},#{i : λi(s) ∈ I} 6 C|I|N. (3.47)
especially, C−1rN 6 d 6 CrN ; and with overwhelming probability
C−1|I| 6
∑
i:λi(s)∈I
〈q,ui(s)〉2 6 C|I|. (3.48)
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2. Since ℓ/N ≪ r, for any index i ∈ [[b1 − d− 3ψℓ, b2 + d+ 3ψℓ]], we have γi(t0) ∈ Ir5κ/4(E0). Therefore,
for any t0 6 s 6 t, |λi(s) − γi(t0)| 6 |λi(s) − γi(s)| + |γi(s) − γi(t0)| 6 ψ/N + C logN(s − t0) ≪ r,
and λi(s) ∈ Irκ(E0), where we used (2.4). Moreover, the eigenvector ui(s) is localized in the direction
q with high probability,
N〈q,ui(s)〉2 6 ψ4 Im[〈q, G(s, (λi(s) + ıψ4/N))q〉] . ψ4. (3.49)
We define the following flattening and averaging operators on the space of functions of configurations
with n points:
(Flata(f))(η) =
{
f(η), if η ⊂ Jb1 − a, b2 + aK,
1, otherwise,
Av(f) =
1
d
∑
a∈J1,dK
Flata(f). (3.50)
We can write
Av(f)(η) = aηf(η) + (1 − aη) (3.51)
for some coefficient aη ∈ [0, 1] (aη = 0 if η 6⊂ Jb1 − d, b2 + dK, aη = 1 if η ⊂ Jb1, b2K). We will only use the
elementary property
|aη − aξ| . d(η, ξ)/d, (3.52)
where the distance is defined in (3.4).
For a general number of particles n, consider now the following modification of the eigenvector moment
flow (3.6). We only keep the short-range dynamics (depending on the short range parameter ℓ) and modify
the initial condition to be flat when there is a particle outside the interval we are interested, i.e. [E0−r, E0+
r]:
∂tgt = S (t)gt,
gt0(η) = (Avft0)(η),
(3.53)
for n = 1, we write these functions as ft(k) and gt(k) when η is the configuration with 1 particle at k. We
remind the reader that ft(η) can be define either by (3.5) or by the solution of the equation (3.6).
Before we prove our main results, we still need the following lemma on the L∞ control on the difference
of the full operator UB and the short-range operator UL :
Lemma 3.5. For any eigenvalue trajectory λ ∈ A as defined in Lemma 3.4, we define the eigenvector
moment flow as in Theorem 3.1. we have the following L∞ control on the difference of the full operator UB
and the short-range operator UL :
|(UB(t0, t)ft0 −US (t0, t)ft0) (ξ)| .n ψ4nN(t− t0)/ℓ (3.54)
where ξ is any n-particle configuration supported on [[b1 − d− 2ψℓ, b2 + d+ 2ψℓ]].
Proof. By Duhamel’s principle
|(US (t0, t)ft0 −UB(t0, t)ft0) (ξ)| =
∣∣∣∣
∫ t
t0
US (s, t)L (s)UB(t0, s)ft0ds(ξ)
∣∣∣∣
=
∣∣∣∣
∫ t
t0
US (s, t)L (s)fsds(ξ)
∣∣∣∣
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For any η corresponds to the configuration {(i1, j1), . . . , (im, jm)}, with support in [[b1 − d+ 3ψℓ, b2 + d+ 3ψℓ]],
i.e., i1, i2, · · · , im ∈ [[b1 − d+ 3ψℓ, b2 + d+ 3ψℓ]] . Then by (3.49), with overwhelming probability, we have(
N〈q,uip(s)〉2
)jp
. ψ2jp uniformly for any 1 6 p 6 m, which leads to the following priori bound on the
eigenvector moment flow:
fs(η) . ψ
4n, fs(η
jk) . ψ4n−4ft(k). (3.55)
We remark that k ∈ [[1, N ]] can be any index. Since (3.49) is local, only holds for eigenvectors corresponding
to eigenvalues in the interval Irκ(E0), in general we do not have control on N〈q,uk(s)〉2. However, it still
follows from (3.55),
L (s)fs(η) .
∑
|j−k|>ℓ
|fs(ηjk)− fs(η)|
N(λj − λk)2 6
m∑
p=1
∑
k:|ip−k|>ℓ
ψ4n−4fs(k) + ψ
4n
N(λip − λk)2
.
Notice that ip ∈ [[b1 − d+ 3ψℓ, b2 + d+ 3ψℓ]], and thus λip(s) ∈ Irκ(E0). A similar dyadic decomposition as
in (2.5), combining with (3.47) and (3.48), we have
∑
k:|ip−k|>ℓ
fs(k)
N(λip − λk)2
=
⌈log2 N/ℓ⌉∑
q=1
∑
k:2q−1ℓ6|k−ip|62qℓ
fs(k)
N(λip − λk)2
.
⌈log2 N/ℓ⌉∑
q=1
N
22qℓ2
∑
k:2q−1ℓ6|k−ip|62qℓ
fs(k) .
N
ℓ
.
Similarly, we also have ∑
k:|ip−k|>ℓ
1
N(λip − λk)2
.
N
ℓ
,
and it follows
L (s)fs(η) .m
ψ4nN
ℓ
(3.56)
Notice that d˜(supp(L (s)fs − Flatd+3ψℓ(L (s)fs)), ξ} > ψℓ. Therefore by the finite speed of propagation
(3.46) in Lemma 3.4 of US , we have
(US (s, t)L (s)fs)(ξ) = US (s, t)Flatd+3ψℓ(L (s)fs)(ξ) +O(e
−cψ/2) .n ψ
4nN/ℓ.
where in the last inequality, we used that US is a contraction in L
∞. (3.54) follows, since we gain a factor
t− t0 from integration of time.
By Lemma 3.4, the event A holds with overwhelming probability. Theorem 1.5 easily follows from the
following Theorem.
Theorem 3.6. Fix any η∗ ≪ t≪ r. For any eigenvalue trajectory (λ(s))06s6t ∈ A defined in Lemma 3.4,
let f be a solution of the n˜ particle eigenvector moment flow (3.6) with initial matrix H0 and eigenvalue
trajectories (λ(s))06s6t. Then for N large enough we have
sup
η:N(η)=n˜,
η⊂Jb1+ψℓ,b2−ψℓK
|ft(η)− 1| .n˜ 1
Nd
, (3.57)
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where the constant d > 0 depending on a, b, r, t.
Proof. The proof is an induction on the number n˜ of particles. For any η such that N (η) = n and η ⊂
[[b1 + ψℓ, b2 − ψℓ]], we have
|ft(η)− gt(η)| 6 |(UB(t0, t)ft0 −US (t0, t)ft0) (η)|+ |US (t0, t)(ft0 −Avft0)(η)|
.n ψ
4nN(t− t0)/ℓ+ e−cψ/2, (3.58)
where we bounded the first term by Lemma 3.5, and the second term by finite speed of propagation (3.46),
since ft0 −Avft0 vanishes for any ξ such that ξ ⊂ [[b1, b2]].
In the following we prove that supη |{gt(η)}− 1| 6 N−1 by a maximum principle argument. For a given
t0 6 s 6 t, let η˜, corresponding to the particle configuration {(j1, k1), . . . , (jm, km)}, be such that
gs(η˜) = sup
η:N (η)=n
{gs(η)}.
If gs(η˜)− 1 6 N−1, there is nothing to prove. Otherwise, by finite speed propagation (3.46) in Lemma 3.4,
the support of η˜ belongs to the interval [[b1 − d− ψℓ, b2 + d+ ψℓ]]. By the defining relation (3.53),
∂s (gs(η˜)− 1) = S (s)gs(η˜) =
∑
0<|j−k|6ℓ
cjk2η˜j(1 + 2η˜k)
(
gs(η˜
jk)− gs(η˜)
)
.
∑
16p6m,
k:0<|jp−k|6ℓ
gs(η˜
jpk)− gs(η˜)
N(λjp − λk)2
6
1
N
∑
16p6m,
k:0<|jp−k|6ℓ
gs(η˜
jpk)− gs(η˜)
(λjp − λk)2 + η2
=− 1
Nη
(gs(η˜)− 1)
∑
16p6m,
k:0<|jp−k|6ℓ
Im
1
zjp − λk
+
1
Nη
∑
16p6m,
k:0<|jp−k|6ℓ
Im
gs(η˜
jpk)
zjp − λk
− Im 1
zjp − λk
(3.59)
where we define zjp = λjp + ıη, and ψ
4/N 6 η 6 ℓ/N , will be chosen later. For the first term in (3.59)
∑
16p6m,
k:0<|jp−k|6ℓ
Im
1
zjp − λk
>
m∑
p=1
∑
k:0<|jp−k|6ℓ
η
(λjp − λk)2 + η2
>
m∑
p=1
∑
k:|λk−λjp |6η
η
2η2
& N,
where we used (3.47). For the second term in (3.59), we claim that for any fixed jp such that jp ∈
[[b1 − d− ψℓ, b2 + d+ ψℓ]],
1
N
∑
k:0<|jp−k|6ℓ
Im
gs(η˜
jpk)
zjp − λk
− Im 1
zjp − λk
=aη˜ Im[mfc,s(zjp)] (fs(η˜\jp)− 1) +On
(
ψ4n
(
1
Nb
+
ψℓ
d
+
1√
Nη
+
Nη
ℓ
+
N(s− t0)
ℓ
))
.
(3.60)
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We can bound the lefthand side of (3.60) by (3.61) + (3.62) + (3.63) where
Im
∑
k:0<|k−jp|6ℓ
1
N
(US (t0, s)Avft0)(η˜
jpk)− (AvUS (t0, s)ft0)(η˜jpk)
zjp − λk
, (3.61)
Im
∑
k:0<|jp−k|6ℓ
1
N
(AvUS (t0, s)ft0)(η˜
jpk)− (AvUB(t0, s)ft0)(η˜jpk)
zjp − λk
, (3.62)
Im
∑
k:0<|jp−k|6ℓ
1
N
(AvUB(t0, s)ft0)(η˜
jpk)
zjp − λk
− 1
zjp − λk
. (3.63)
The term (3.61) will be controlled by finite speed of propagation; (3.62) will be controlled by Lemma 3.5,
and (3.63) by the isotropic local semicircle law for N (η) = 1, and by induction for N (η) > 2.
To bound (3.61), we write
(US (t0, s)Avft0)(η˜
jpk)− (AvUS (t0, s)ft0)(η˜jpk)
=
1
d
∑
a∈J1,dK
(US (t0, s)Flataft0 − FlataUS (t0, s)ft0) (η˜jpk). (3.64)
For any a ∈ [[1, d]], there are three cases: η˜jpk 6⊂ [[b1 − a− ψℓ, b2 + a+ ψℓ]], η˜jpk ⊂ [[b1 − a+ ψℓ, b2 + a− ψℓ]],
or neither of them.
For η˜jpk 6⊂ [[b1 − a− ψℓ, b2 + a+ ψℓ]], by our defintion, FlataUS (t0, s)ft0(η˜jpk) = 1. Notice that the
support of Flataft0 − 1 is on [[b1 − a, b2 + a]]. By finite speed of propagation (3.46) in Lemma 3.4, the
total mass of US (t0, s)(Flataft0 − 1) outside [[b1 − a− ψℓ, b2 + a+ ψℓ]] is exponentially small. Especially,
|US (t0, s)Flataft0(η˜jpk)− 1| 6 exp(−cψ/2). For η˜jpk ⊂ [[b1 − a+ ψℓ, b2 + a− ψℓ]], we have∣∣(US (t0, s)Flataft0 − FlataUS (t0, s)ft0) (η˜jpk)∣∣ = ∣∣(US (t0, s)Flataft0 −US (t0, s)ft0) (η˜jpk)∣∣
=| (US (t0, s) (ft0 − Flataft0)) (η˜jpk)| 6 exp(−cψ/2),
we used the finite speed of propagation (3.46) in Lemma 3.4 in the last inequality, since ft0−Flataft0 vanishes
for any ξ with ξ ∈ [[b1 − a, b2 + a]]. For the last case, we have η˜jpk ⊂ [[b1 − a− ψℓ, b2 + a+ ψℓ]], and some
particle of η˜jpk is in [[b1 − a− ψℓ, b1 − a+ ψℓ]] ∪ [[b2 + a− ψℓ, b2 + a+ ψℓ]]. There are at most 2nψℓ such a,
where n = N (η˜) is the total number of particles. Moreover, since US is a contraction in L∞, we have∣∣(US (t0, s)Flataft0 − FlataUS (t0, s)ft0) (η˜jpk)∣∣
6
∣∣(US (t0, s)Flataft0 |+ |FlataUS (t0, s)Flata+2ψℓft0) (η˜jp,k)∣∣+ ∣∣FlataUS (t0, s) (ft0 − Flata+2ψℓft0) (η˜jpk)∣∣
6‖Flataft0‖∞ + ‖Flata+ψℓft0‖∞ + e−cψ/2.
Since by (3.49), uniformly for any i ∈ [[b1 − a− 2ψℓ, b1 + a+ 2ψℓ]], the eigenvector ui(t0) is delocalized in the
direction q, i.e. N〈q,ui(t0)〉2 6 ψ4 with overwhelming probability. Thus ‖Flataft0‖∞, ‖Flata+2ψℓft0‖∞ .
ψ4n, and ∣∣(US (t0, s)Flataft0 − FlataUS (t0, s)ft0) (η˜jpk)∣∣ . ψ4n.
Combining the above three cases together, it follows that (3.64) and therefore (3.61) .n ψ
4n+1ℓ/d.
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To bound the term (3.62), Since η˜ is supported on the interval [[b1 − d− ψℓ, b2 + d+ ψℓ]], η˜jpk is sup-
ported on [[b1 − d− 2ψℓ, b2 + d+ 2ψℓ]] for any k such that |k − jp| 6 ℓ. Therefore, by Lemma 3.5 we have∣∣(AvUS (t0, s)ft0)(η˜jpk)− (AvUB(t0, s)ft0)(η˜jpk)∣∣ 6 ∣∣(US (t0, s)ft0 −UB(t0, s)ft0)(η˜jpk)∣∣
.n ψ
4nN(s− t0)/ℓ.
As a consequence, (3.62).n ψ
4nN(s− t0)/ℓ.
Finally for (3.63), similarly η˜jpk is supported on [[b1 − d− 2ψℓ, b2 + d+ 2ψℓ]], then by (3.49) uniformly for
any j in the support of η˜jpk, N〈q,uj(s)〉2 . ψ4 with overwhelming probability. Therefore, fs(η˜jpk) . ψ4n,
for any 1 6 p 6 m. The first part of (3.63) is
1
N
Im
∑
k:0<|jp−k|6ℓ
(Avfs)(η˜
jpk)
zjp − λk
=
1
N
Im
∑
k:0<|jp−k|6ℓ
aη˜jpkfs(η˜
jpk) + (1− aη˜jpk)
zjp − λk
=
1
N
Im
∑
k:0<|jp−k|6ℓ
aη˜fs(η˜
jpk) + (1 − aη˜) + (aη˜jpk − aη˜)fs(η˜jpk) + (aη˜ − aη˜jpk)
zjp − λk
=
1
N
Im
∑
k:0<|jp−k|6ℓ
aη˜fs(η˜
jpk) + (1 − aη˜)
zjp − λk
+O
(
ℓψ4n
d
)
,
where we used that |aη˜jpk − aη˜| 6 d(η˜, η˜jpk)/d 6 ℓ/d.
From the proof of Lemma 3.5, and by our choice η 6 ℓ/N , we have
1
N
∑
k:|jp−k|>ℓ
ηfs(η˜
jpk)
(λjp − λk)2 + η2
6
ψ4nNη
ℓ
,
1
N
∑
k:|jp−k|>ℓ
η
(λjp − λk)2 + η2
6
Nη
ℓ
.
(3.63) can be reduced to upper bound the following expression,
1
N
∑
k:0<|jp−k|6ℓ
ηfs(η˜
jpk)
(λjp − λk)2 + η2
− η
(λjp − λk)2 + η2
=
1
N
∑
k/∈{j1,··· ,jm}
ηfs(η˜
jpk)
(λjp − λk)2 + η2
− Immfc,s(zjp) +O
(
nψ4n
Nη
+
ψ4nNη
ℓ
)
. (3.65)
Moreover, by definition (3.5) the first sum in the above expression is
E



 ∏
16q6m,q 6=p
(N〈q,ujq (s)〉2)kq−δpq
a(2(kq − δpq))



 ∑
k 6∈{j1,...,jm}
η〈q,uk(s)〉2
(λjp − λk)2 + η2

 ∣∣∣ (H0,λ)

 . (3.66)
Thanks to (3.45), we have
∑
k 6∈{j1,...,jm}
η〈q,uk〉2
(λjp − λk)2 + η2
= Im[〈q, G(s, zjp)q〉]−
1
N
m∑
q=1
ηN〈q,ujm〉2
(λjp − λjq )2 + η2
= Im[mfc,s(zjp)] +On
(
1
Nb
+
ψ2√
Nη
+
ψ4
Nη
)
,
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with overwhelming probability. As a result, (3.66) is bounded by
(3.66) = Im[mfc,s(zjp)]fs(η˜\jp) +On
(
ψ4n
Nb
+
ψ4n√
Nη
)
. (3.67)
Combining (3.67) and (3.65), we have the following estimate for (3.63),
(3.63) = aη˜ Im[mfc,s(zjp)] (fs(η˜\jp)− 1) +On
(
ψ4n
(
1
Nb
+
ℓ
d
+
1√
Nη
))
.
(3.60) follows from combining the error estimate of (3.61), (3.62) and (3.63).
With the estimate (3.60), we can start proving (3.57) by induction. We choose the parameters
η = ψ8n˜N2d−1, ℓ = ψ12n˜+1N3d, t0 = t− ψη = t− ψ8n˜+1N2d−1. (3.68)
We can take c (as in the control parameter ψ (1.6)) and d small enough such that d+ 4n˜c 6 b, 4d+ (16n˜+
2)c− 1 6 logN r and 2d+ (8n˜+ 1)c− 1 6 logN (t/2), then
η∗ ≪ t0 6 t≪ r, t− t0 6 ℓ
N
,
ψ4
N
6 η 6
ℓ
N
, t0 +
ℓ
N
≪ r,
and for any 0 6 n 6 n˜, it holds
ψ4n
(
1
Nb
+
ψℓ
d
+
1√
Nη
+
Nη
ℓ
)
6
4
Nd
,
ψ4nN(t− t0)
ℓ
6
1
Nd
.
Thus (3.60) can be simplified as: for any 1 6 n 6 n˜, and t0 6 s 6 t, we have
∑
k:0<|jp−k|6ℓ
Im
gs(η˜
jpk)
zjp − λk
− Im 1
zjp − λk
.n sup
η:N(η)=n−1,
η⊂Jb1+ψℓ,b2−ψℓK
|fs(η)− 1|+ 1
Nd
.
If we plug in this back to (3.59), we have either gs(η˜)− 1 6 N−1 or
∂s (gs(η˜)− 1) .n − 1
η
(gs(η˜)− 1) + 1
η

n sup
η:N(η)=n−1,
η⊂Jb1+ψℓ,b2−ψℓK
|fs(η)− 1|+ 1
Nd

 . (3.69)
We can prove the following by induction on n: let tk = t0 + kψη/n˜ for k = 0, 1, 2, · · · , n˜. Then for any
time tn 6 s 6 t we have
sup
η:N(η)=n,
η⊂Jb1+ψℓ,b2−ψℓK
|fs(η)− 1| .n 1
Nd
. (3.70)
(3.70) holds trivially for n = 0. Assume (3.69) holds for n − 1, we prove it for n. By induction , for any
tn−1 6 s 6 t we have
∂s (gs(η˜)− 1) .n −1
η
(gs(η˜)− 1) + 1
Ndη
.
34
Therefore for any tn 6 s 6 t, Gronwall’s inequality leads to
sup
η:N (η)=n
gs(η)− 1 .n 1
Nd
+
(
sup
η:N (η)=n
gtn−1(η)− 1
)
e−ψ .n
1
Nd
,
for N large enough. Combining with (3.58), we obtain,
sup
η:N(η)=n,
η∈[[b1+ψℓ,b2−ψℓ]]
fs(η)− 1 .n 1
Nd
.
Similarly by a minimum principle argument, one can show that
inf
η:N(η)=n,
η∈[[b1+ψℓ,b2−ψℓ]]
fs(η)− 1 &n − 1
Nd
,
and (3.70) follows for any 0 6 n 6 n˜.
Proof of Corollary 1.6. By taking q supported on i and j-th coordinates in Theorem 1.5, we know that for
any k such that λk(t) ∈ Ir2κ(E0), u2ki(t) and u2kj(t) are jointly asymptotically normal. A second moment
calculation yields
E

( N
‖a‖1
N∑
i=1
aiu
2
ki(t)
)2 = 1‖a‖21E

( N∑
i=1
ai(Nu
2
ki(t)− 1)
)2
6max
i6=j
∣∣E [(Nu2ki(t)− 1) (Nu2kj(t)− 1)]∣∣+ 1‖a‖1 maxi E
[(
Nu2ki(t)− 1
)2]
.
By Theorem 1.5, the first term of the right hand side is bounded by CN−d, and the second term is bounded
by C/‖a‖1, where C is an universal constant. The Markov inequality then allows us to conclude the proof
of (1.12).
4 Proof of Theorem 1.1
For the proof of Theorem 1.1, we follow the three-step strategy as in [2, 24], where it was proved for sparse
Erdo˝s-Re´nyi graphs in the regimeN δ 6 p 6 N/2 in [24], and p-regular graphs in the regimeN δ 6 p 6 N2/3−δ
in [2], that in the bulk of the spectrum the local eigenvalue correlation functions and the distribution of the
gaps between consecutive eigenvalues coincide with those of the Gaussian orthogonal ensemble. We prove
Theorem 1.1 for Erdo˝s-Re´nyi graphs, the proof for p-regular graphs is similar, and we only remark the
differences.
Before the proof of Theorem 1.1, we recall some definitions and notations from [24].
Definition 4.1. Let A be an N ×N deterministic real symmetric matrix. We denote the eigenvalues of A
as λ1 6 λ2 6 · · · 6 λN and corresponding eigenvectors u1,u2, · · · ,uN . For any small parameter c > 0 and
unit vector q ∈ RN , we call the matrix A (c, q)-general, if there exists an universal constant C such that
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1. The eigenvectors of A are delocalized in all base directions and direction q: for all i, j ∈ [[N ]],
〈ej ,ui〉2, 〈q,ui〉2 6 CN−1+c.
2. The eigenvalues of A do not accumulate: there is an universal constant C, such that for any interval
I with length |I| > N−1+c, we have #{i : λi ∈ I} 6 C|I|N .
We recall the quantity Qi on the space of symmetric N ×N real matrices. For any N ×N matrix A, if
λi is a single eigenvalue of A, Qi(A) is given by
Qi(A) =
1
N2
∑
j:j 6=i
1
|λj − λi|2 . (4.1)
This quantity plays an important role in [38, 39], where it was observed that Qi(A) captures quantitatively
the derivatives of the eigenvalues λi of A.
Proposition 4.2. Let A be an N × N deterministic real symmetric matrix. If A is (c, q)-general in the
sense of Definition 4.1 and
Qi(A) =
1
N2
∑
j:j 6=i
1
|λi(A)− λj(A)|2 6 M = N
2τ , (4.2)
then there exists some universal constant C such that
|∂(k)ab λi(A)| 6 CN−1+(k−1)τ+(2k−1)c, k = 1, 2, 3, (4.3)
|∂(k)ab Qi(A)| 6 CN (k+2)τ+(2k+2)c, k = 1, 2, 3, (4.4)
|∂(k)ab 〈q,ui(A)〉2| 6 CN−1+kτ+(2k+1)c, k = 1, 2, 3, (4.5)
where ∂ab is the derivative with respective to (a, b)-th entry of A.
Proof. The first two estimates (4.3) and (4.4) are proved in [24, Proposition 4.6]. The proof of (4.5) is
analogous. We denote G = (A − z)−1 the resolvent of A, and V the matrix whose matrix elements are zero
everywhere except at the (a, b) and (b, a) position, where it equals one. For the derivative of eigenvectors
(4.5), we use the following contour integral formula:
∂
(k)
ab 〈q, ui〉2 = ∂(k)ab
∮
〈q, G(z)q〉dz = (−1)kk!
∮
〈q, (G(z)V )kGq〉dz,
where the contour encloses only λi. (4.5) follows from analogue estimate as in the proof of [24, Proposition
4.6]. For example
∣∣∂ab〈q, ui〉2∣∣ =
∣∣∣∣∣∣2
∑
j:j 6=i
〈q, ui〉〈q, uj〉(u∗i V uj)
λj − λi
∣∣∣∣∣∣ 6
2
N2−2c
∑∣∣∣∣∣∣
∑
j:j 6=i
1
|λj − λi|
∣∣∣∣∣∣ 6 CN−1+τ+3c,
thanks to the delocalization of eigenvectors of A in directions ea, eb and q.
Recall that H is the normalized adjacency matrix of Erdo˝s-Re´nyi graphs as given in section 1. We define
the following matrix stochastic differential equation which is an Ornstein-Uhlenbeck version of the Dyson
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Brownian motion. The dynamics of the matrix entries are given by the stochastic differential equations
d (hij(t)− f) = dwij(t)√
N
− 1
2
(hij(t)− f) dt, f = p/N√
p(1− p/N) . (4.6)
where Wt = (wij(t))16i6j6N is symmetric with (wij(t))16i6j6N a family of independent Brownian motions
of variance (1+δij)t. We denote Ht = (hij(t))16i,j6N , and soH0 = H is our original matrix. More explicitly,
for the entries of Ht, we have
hij(t) = f + e
− t2 (hij(0)− f) + 1√
N
∫ t
0
e
s−t
2 dwij(s). (4.7)
Clearly, for any t > 0 and i < j, we have E[hij(t)] = f , and E[(hij(t)− f)2] = 1/N . More importantly,
the law of hij(t) is Gaussian divisible, i.e. it contains a copy of Gaussian random variable with variance
O(tN−1). Therefore Ht can be written as
Ht
d
= H˜t +
√
1− e−tG, H˜t = f + e−t/2(H − f), (4.8)
where G is a standard Gaussian orthogonal ensemble, i.e., G = (gij)16i6j6N is symmetric with (gij)16i6j6N
a family of independent Brownian motions of variance (1 + δij)/N , and is independent of H˜t.
Proposition 4.3. For N δ 6 p 6 N/2, we fix 0 < b 6 δ/3. Then for 0 6 s ≪ 1, any unit vector q ∈ RN
such that q ⊥ e (where e = (1, 1, · · · , 1)∗/√N) and N large enough, the followings hold.
1. For any c > 0, with overwhelming probability Hs is (c, q)-general in the sense of definition 4.1.
2. Assumptions 1.3 and 1.4 hold for H˜s (as in (4.8)), with overwhelming probability. More precisely,
‖H˜s‖ 6 N , and uniformly for any z ∈ {E + ıη : |E| 6 5, N3b−1 6 η 6 1}
|Tr(H˜s − z)−1/N −msc(z)| 6 N−b, |〈q, (H˜s − z)−1q〉 −msc(z)| 6 N−b, (4.9)
with overwhelming probability.
Proof. For any 0 6 s≪ 1, Hs, H˜s belong to the family of sparse random matrices in [13] with sparsity √p.
Under our normalization, with overwhelming probability ‖H˜s‖ 6 C√p≪ N . We denote G(z) = (Hs − z)−1
(or (H˜s − z)−1) and m(z) = TrG(z)/N . Thanks to [13, Theorem 2.8], with overwhelming probability,
|m(z)−msc(z)| 6 max
i,j∈[[N ]]
|Gij(z)− δijmsc(z)| 6 (logN)C log logN
(
1
p1/2
+
1
(Nη)1/2
)
(4.10)
uniformly for any z ∈ {E + ıη : |E| 6 5, 0 < η 6 1}, where msc is the Stieltjes transform of the semi-circle
distribution. More, noticing that Hs, H˜s are exchangeable random matrices, it follows from the entry-wise
local law (4.10) and [3, Theorem 8.2],
|〈q, G(z)q〉 −msc(z)| 6 (logN)C log logN
(
1
p1/2
+
1
(Nη)1/2
)
, (4.11)
with overwhelming probability. It follows that Hs is (c, q)-general, and (4.9) holds for H˜s, with overwhelming
probability, and thus Assumption 1.4 holds for H˜s. For Assumption (1.3), fix any κ > 0, since on z ∈ {E+ıη :
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E ∈ [−2+ κ, 2− κ], 0 < η 6 1}, there exists a constant C such that 2C−1 6 Im[msc(z)] 6 C/2. Therefore it
follows from (4.9) that C−1 6 Im[m(z)] 6 C on z ∈ {E + ıη : E ∈ [−2 + κ, 2− κ], N3b−1 < η 6 1}.
Remark 4.4. We believe the technical assumption q ⊥ e is not necessary, the isotropic local law (4.11) holds
for any unit vector q ∈ RN . However, the proof in [3, Theorem 8.2] works only for unit vectors perpendicular
to e.
Thanks to Proposition 4.3, with overwhelming probability, H˜ satisfies Assumptions 1.3 and 1.4. In
(4.8), if we condition on those good initial data H˜, the eigenvectors of Ht are asymptotically normal with
overwhelming probability with respect to the randomness of G (as in (4.8)). If we then take expectation
with respect to H˜ , the following proposition follows.
Proposition 4.5. Fix κ > 0, 0 < b 6 δ/3, positive integer n > 0 and polynomial P of n variables. Then
for any N4b−1 6 t ≪ 1, unit vector q ∈ RN perpendicular to e (where e = (1, 1, · · · , 1)∗/√N), indexes
i1, i2, · · · , in ∈ [[κN, (1 − κ)N ]] and N large enough, there exists a constant d depending on b, t,∣∣∣E [P ((N〈q,uik(t)〉2)16k6n
)]
− E [P ((|Ni|2)ni=1)]∣∣∣ 6 CN−d, (4.12)
where ui(t) are eigenvectors of Ht corresponding to i-th eigenvalue, and Ni are independent standard normal
random variables.
Proof of Theorem 1.1. For simplicity of notation, we only state the proof for n = 1 case, i.e. we fix time
t = N4b−1, and prove that for any i ∈ [[κN, (1 − κ)N ]]∣∣E[P (N〈q,ui(0)〉2)]− E[P (N〈q,ui(t)〉2)]∣∣ 6 CN−d. (4.13)
Take a cutoff function ρM such that ρM (x) = 1 for x 6 M and ρM (x) = 0 for x > 2M , where M = N
2τ
and τ > 0 is a small constant. By the level repulsion of H and Ht from [24, Theorem 4.1], we know that
P(Qi(Hs) > N
2τ ) 6 N−τ/2, s = 0, t.
Let m be the degree of P , we have that P (x) 6 Cxm. By (4.3), Hs is (c, q)-general, especially, with
overwhelming probability N〈q,ui(s)〉2 6 CN c, for s = 0, t. Therefore E[P 2(N〈q,ui(s)〉2)] 6 CN2mc, and
we have ∣∣E[P (N〈q,ui(0)〉2)]− E[P (N〈q,ui(t)〉2)]∣∣
6
∣∣E[P (N〈q,ui(0)〉2)ρM (Qi(H0))] − E[P (N〈q,ui(t)〉2)ρM (Qi(Ht))]∣∣
+E[P 2(N〈q,ui(0)〉2)]1/2P(Qi(H0) > N2τ ) + E[P 2(N〈q,ui(t)〉2)]1/2P(Qi(Ht) > N2τ )
6
∣∣E[O(N〈q,ui(0)〉2)ρM (Qi(H0))]− E[P (N〈q,ui(t)〉2)ρM (Qi(Ht))]∣∣ + CN−τ/2+mc.
Notice that P (N〈q,ui(A)〉2)ρM (Qi(A)) is a well defined smooth function on the space of symmetric functions.
Moreover, if the matrix A is (c, q)-general in the sense of Definition 4.1, the eigenvectors of A are delocalized,
and Qi(A) 6M = N
2τ , then from Proposition 4.2, we have∣∣∣∂(3)ab P (N〈q,ui(A)〉2)ρM (Qi(A))∣∣∣ 6 CN (m+8)c+5τ ,
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where C is a universal constant. Therefore by [24, Lemma 4.3], we have∣∣E[P (N〈q,ui(0)〉2)]− E[P (N〈q,ui(t)〉2)]∣∣ 6 CtN1+(m+8)c+5τp−1/2 6 CN−d,
provided we take t = N4b−1, and b, c, τ small enough such that 4b+ (m+ 8)c+ 5τ − δ/2 6 d and b 6 δ/3.
Combining with Proposition 4.5, it follows∣∣E[P (N〈q,ui(0)〉2)]− E[P (N 2)]∣∣ 6 CN−d,
where N is a standard normal random variable.
The proof for the case of p-regular graphs is analogous. Let H be the normalized adjacency matrix
of p-regular graphs as in Section 1. The isotropic local law of H was proved in [3]. Since the adjacency
matrix A of a p-regular graph is subject to the hard constraints that its rows and columns have sum p
(i.e. it has the eigenvector e = (1, 1, · · · , 1)∗/√N). Therefore, instead of using the usual Dyson Brownian
motion (4.8) as in the Erdo˝s-Re´nyi graph case, we use the constrained Dyson Brownian motion (as introduced
in [3, Definition 2.2]), which is the Dyson Brownian motion constrained to the subspace of symmetric matrices
whose row and column sums vanish. Let Ht be the constrained Dyson Brownian motion after time t with
initial data H0 = H . We denote its eigenvalues λ1(t) 6 λ2(t) 6 · · · 6 λN−1(t) 6 λN (t) = p/
√
p− 1, with
corresponding eigenvectors u1(t),u2(t), · · · (t),uN−1(t),uN (t) = e. Up to a change of basis, the constrained
Dyson Brownian motion is equivalent to the usual (N − 1)-dimensional Dyson Brownian motion normalized
by N rather than by N − 1. More concretely, let P be an isomorphism from e⊥ to RN−1, e.g., we can take
Pij = δij − 1√
N − 1
(
1√
N
− δjN
)
, i ∈ [[1, N − 1]], j ∈ [[1, N ]].
Once we identify e⊥ with RN−1 using P , the constrained Dyson Brownian motion is the same as the usual
N − 1-dimensional Dyson Brownian motion:
PHtP
∗ d= e−t/2PH0P
∗ +
√
1− e−tG,
where G = (gij)16i6j6N−1 is symmetric with (gij)16i6j6N−1 a family of independent Brownian motions
of variance (1 + δij)/N . Since ui(t) ⊥ e, Pui(t) for i ∈ [[N − 1]] are eigenvectors of PHtP ∗. Thus Pui(t)
for i ∈ [[N − 1]] have the same distribution as the eigenvectors of e−t/2PH0P ∗ +
√
1− e−tG. Thanks to
Theorem 1.5, for t≫ 1/N , the bulk eigenvectors of e−t/2PH0P ∗ +
√
1− e−tG are asymptotically normal in
the direction Pq, which is a unit vector in RN−1 since q ⊥ e. Noticing that 〈Pq, Pui(t)〉 = 〈q,ui(t)〉, we
conclude that the bulk eigenvectors of Ht are asymptotically normal in the direction q. The same argument
as in the proof of Erdo˝s-Re´nyi case, combining with the continuity Proposition [2, Proposition 3.1], implies
that the law of {〈q,ui(0)〉}i=i1,i2,··· ,in is asymptotically the same as that of {〈q,ui(t)〉}i=i1,i2,··· ,in . And
thus, the claim of Theorem 1.1 follows.
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