ABSTRACT Real-time strategy (RTS) game is a kind of strategy game, in which the players compete for resources on 2D terrain by establishing the economy, training army, and guiding them into battle in real time. The winner prediction of the RTS games often involves studying a highly uncertain problem in an adversarial environment. In addition, the limit of the number of samples restricts on the application and performance of the prediction models. To obtain better winner prediction accuracy and maintain the prediction uncertainty under an adversarial environment, this paper proposes a neural network-based prediction method incorporated probability inference dealing with a small set of samples. This paper uses a dataset released based on SC2LE, a reinforcement learning environment released jointly by Blizzard Entertainment and DeepMind, and then employed the proposed neural processes model to build a winner prediction model. To verify, this paper implemented different features types' grouping and different game length grouping experiments for demonstrating better adaptability to such problems. Furthermore, this paper also implemented the SVM model experiments and compared the proposed method with the SVM model. Finally, when making predictions on a 1000 size testing data, the results show that the proposed prediction model achieves an accuracy of 0.811 at 200 and 0.821 at 1000 sizes of training sets, which is better than the SVM model with small training datasets.
I. INTRODUCTION
Real-Time Strategy (RTS) is a sub-genre of strategy games, in which players compete on a 2-D terrain, by building a base, gathering resources, training units, and guiding them into battle in Real-Time [14] . The RTS game's prediction of outcomes (Win or Defeat) is an interesting area for Artificial Intelligence (AI) research. It is an effective environment, to conduct experiments for complex adversarial systems in RTS games [19] , and the prediction of winners is done via depiction as a typical, large-dimensional, non-linear, probabilistic inference problem.
The main difficulty in predicting the winner arises from the requirement to research a large number of variables, in a wide, partially observable environment. RTS provides The associate editor coordinating the review of this manuscript and approving it for publication was Sungroh Yoon. a game environment, with copious elements, for players to compete against each other. Players are expected to carefully adjust their strategies, based on a large number of observable dynamic variables, such as resources, supplies, units, and other factors, that will be referred to as features. When human players play the game, they would always have proficient knowledge on the contribution of each feature, which could increase their chances of winning the game, and would adjust their strategies accordingly [4] . However, for an AI, this would be an intensely challenging question. There are multiple complex interactions between features, that would lead to situations where changes in outcome cannot be expressed by linear functions. The unobservability of certain key features increases the complexity of the problem. A lot of features involved are completely random or unobservable, during the preceding game-play, which may have a major impact on a game's outcomes. Thus, the final result of the game is VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ often presented as a probability distribution, which depicts the Win or Defeat possibility of a game player. By observing the controllable variables, the game players can increase their chances in incurring one of the possible outcomes. However, there is still a probability that the exact opposite could happen.
The difficulty also arises from the fact that a player's strategy needs to be evaluated in an adversarial environment. Some units, in the game, have advantages against certain types of units, making certain strategies more effective against others. If the player happens to choose a strategy which restrains his opponent, he will have a higher probability of winning the game. Therefore, the observation of a single player's features is insufficient in making an accurate prediction for the game's outcome. Furthermore, in specific maps, certain strategies could be more effective than others, driving players to make different choices when facing different opponents and scenarios. All these components increase the difficulty of inference of game outcomes, and could cause the probability of the outcome of the game to become more uncontrollable.
According to the work carried out in this paper, we have considered that the key variables affecting the competition in the game are random and unpredictable. We have also made assumptions that there is a series of unobservable latent variables, which play a crucial role in the game's competition. We are unable to observe these latent variables directly, but can establish the relationship between observable variables and latent variables via a certain type of established model. Moreover, we have considered that the model needs to work in a Bayesian framework, to cope with the uncertainty of latent variables. Thus, the result of the evaluation needs to be a distribution function, rather than a specific value, for a situation where the given number of observations is limited. Many models can be used to establish the relationship between observable variables and implicit variables. For this paper, we chose a newly presented, neural network called Neural Processes (NPs) [6] , [7] , to cope with the limitations, and uncertainty issues. The Neural Processes, which combine the advantages of both the Neural Networks and the Gaussian process, can be used to analyze the uncertainty problem for smaller samples. As indicated in the following sections, this model can incorporate various variables of complex adversarial systems, and assist in providing a more convenient method for solving the problems of outcome predictions.
In order to achieve the above mentioned objective, the purpose of this paper is threefold: (i) to offer a novel approach for prediction in an RTS game, like StarCraft II, (ii) to apply the Neural Processes approach for analyzing a larger dimension of features in the game, from a publicly available dataset, and (iii) to discuss the potential benefits of Neural Processes approach towards the game's outcome prediction problems, by comparing several different models.
The structure of this paper can be divided as follows: Section 2 introduces the background needed for research, and presents certain models related to the subject's topics. Section 3 improves the NPs model and training process. Section 4 addresses the case studies, the dataset, the network structure, and the experimental design. Section 5 captures the results of experimentation, and provides observations, based on the results. Section 6 provides the results, and discusses the performance of the proposed approach. Finally, Section 7 furnishes a conclusion for the entire study.
II. RELATED WORKS A. STARCRAFT WITH LARGE-DIMENSIONAL FEATURES
After AlphaGo successfully beat the top human Go-player, in 2016, DeepMind announced that StarCraft would be its next challenge. StarCraft II has many characteristics, that are similar to complex adversarial systems, which includes partial observable information, adversarial uncertainty, decision-making in a dynamic environment, and a huge state-space -everything that makes it the perfect case study for an AI problem. Recently, DeepMind's program, AlphaStar, was able to defeat one of the professional StarCraft II players, with a score of 5-0, inspiring more research into AI for the RTS games.
A lot of case studies on AI, like the case of StarCraft, have been conducted during the past ten years. These works include the opening (first strategy) of opponents' prediction, automatic strategy generation, unit navigation, multiple units' cooperation, build order optimization, etc. The methods utilized include Bayesian model, Unsupervised Machine Learning, Behavioral Tree, Genetic-algorithm programming, and Case-based Reasoning (CBR) [2] , [3] , [5] , [13] , [15] , [16] , [21] - [23] , [27] .
The usage of large-dimensional features of RTS games, for prediction of the concerned issues in decision making, has become an active area of research. Usually, the dimension of features necessitates reduction, to make the predictions stable. The features can be separated into different levels for studies [14] , such as the choice of opening strategy at a strategic level [20] , or the timing involved in unlocking new technology, at the tactical level, or the information regarding the distance between units, in small-scale battles, at the reactive control level [17] . Weber and Mateas [26] focus on the timing aspects of a player's strategic decisions. They recognize the opponent's strategy through feature-vectors, encoded at the time of the first production of units or buildings. Erickson and Buro [4] proposed a model using logistic regression, to evaluate the RTS game state, which could predict the winner for a given game's state, by reducing the estimation error of random variables, which in turn was done by establishing control over the variables. They divided the game's features into subsets of Economic, Military, Map Coverage, Micro Skill and Macro Skill, within different time intervals of the gameplay. Álvarez-Caballero [1] made use of 28 features to predict the winner, at a high accuracy level, without completion of the entire match.
B. DEALING WITH UNCERTAINTY USING A LATENT VARIABLE MODEL
Latent variable models [9] - [12] , [29] offer a unified modeling approach for high-dimensional and uncertainty problems. It assumes that the randomness of the observed dataset D (sampled from a high-dimensional space R d ) is determined by a latent variable z, in a low-dimensional space R m . Usually, the distribution q(z) can be inferred by an observed dataset, through a statistical model, that connects the latent (unobserved) variables to observed variables [18] . Given the structure of the mapping model, the model parameters are calculated by maximizing the likelihood probability of observation data.
There are two ways to map the relationship between the observed data and latent variables, via the latent variable model -linear or nonlinear. A typical linear Latent variable model for Probabilistic Principal Component Analysis (PCA) was proposed by Tipping and Bishop [24] , and its nonlinear form is the Gaussian Process Latent Variable Model (GPLVM), proposed by Lawrence [9] . In the field of machine learning, the variational autoencoder (VAE) [8] utilized latent variables for learning, and made remarkable progress in recent years. VAE can flexibly train nonlinear functions using neural networks, and is more proficient when compared to GPLVM, in its implementation efficiency.
C. PREDICTION USING NEURAL PROCESSES
By employing the observable features and unobservable implicit variables z, we can ascertain an approach to establish the relationship between the two. The Neural Network has a natural advantage in establishing a nonlinear relation mapping. It has higher computational efficiency, and a better learning effect, when compared with other nonlinear models. Since we require the evaluation of the game's competition in a Bayesian framework, we need a probabilistic approach to modeling the problem.
The Neural Processes model is a learning method, to represent distributions over functions, based on neural networks [6] , [7] , which can provide the nonlinear functional relationship between variables. NPs model captures the global uncertainty of a stochastic processes F : X → Y via a global latent variable z, which is represented by a parameterized probability distribution p(z). For observed data pairs (x i , y i ) with x i ∈ X , y i ∈ Y, it learns the conditional distribution p(z|x i , y i ), and predicts y * i by querying the model with different x * i values and sampled z from p(z|x i , y i ). Since the latent variable z is a random variable, the predicted y * i is not a fixed value, but a sample from the distribution p(y * i |x * i , z). NPs model can learn a distribution over a family of functions, which is very similar to the idea of the Gaussian process, and hence, is termed the Neural Process.
The Neural processes model is a black-box model, implying that it is suitable for building an effective prediction model, when the model structure between the observation variables and prediction results is unclear. When compared with the Bayesian Network model used to predict the outcomes of isolated battles [19] , the Neural Process model is more direct and efficient in solving the analysis and prediction problems of complex adversarial systems, in a wide, partially observable environment.
III. FRAMEWORK: LATENT VARIABLE MODEL AND NEURAL PROCESSES MODEL
This section describes the model and analysis process used for the prediction of the outcome of the game. The RTS game outcomes prediction are required to solve the following problems: (i) how to determine the key variables that affect the winning or losing trend during the game, competing from a large dimension of observed variables, (ii) how to introduce the uncertainty of game competition into the model, including the scene complexity and the observable part of the opponent information, and (iii) how to solve the probabilistic inference problem of small samples.
A. A LATENT VARIABLES MODEL WITH UNCERTAINTY
Consider a set of match data, M = {m 1 , ..., m n } extracted from a series of game replays. The match involves two players and has an end of two possible outcomes, i.e. one player or the other wins. Each m i contains a group of explicit features x i labeled with a game outcome y i . Our goal is to build a model that can predict the outcome y i with an input of x i . We assume that there is a random latent variable z that can capture the uncertainty of the prediction. If the dataset M is obtained under a group of similar conditions (e.g., the same match-up [20] , same map or other conditions), it could be sure that the entire dataset M will share a global distribution P(z), representing the uncertainty of the whole dataset.
Since z is unobservable, the only thing we can do is to estimate the posterior distribution P(z|x i , y i ) of z through x i and y i . Sometimes, the explicit features observed may not be enough to dig out all the latent variables. In this case, we can make an attempt by introducing additional observable variables x a in order to figure out the latent variables as much as possible, so that we can decrease the uncertainty to a considerably more acceptable range. be modeled by y * i = g(x i , z) using some fixed, learnable functions [7] .
Some latent variables of z represent the complex interaction between in-game resources. Every player should utilize the majority of the resources they possess during the game-play (economy, units, abilities, etc.) correctly in order to achieve the goal of winning the game. Even with the same resources, the scheduling of resource utilization by different players will lead to completely different outcomes. The resource utilization mode usually causes a non-linear impact on game outcomes, then it requires a nonlinear model to analyze the relationship between them. Other latent variables of z represent a large number of unknown variables that have yet to be observed but could directly be related to game competition, such as the opponent's unit combination and utilization mode. These variables cannot be fully observed but can be inferred by evaluating the representations in the game.
In the model above, the predicted output y * is defined as a continuous value between [0, 1] instead of the discrete values 0 or 1. In this way, based on the theory of neural network, the deviation between the predicted game outcomes y * and the actual outcomes y can be regarded as the optimization target required to train the network.
B. A VARIATIONAL INFERENCE METHOD
The vector z in Fig. 2 is sampled from a condition distribution of P(z|x, y), which is difficult to calculate directly. Since the distribution is parameterized by a neural network, it could be solved by a variational inference method with the NPs model, just like VAE [8] . Specifically, it uses a simple distribution Q(z|x, y) approximately approaching P(z|x, y), and describes the deviation between them using KL-divergence:
The variational lower-bound (ELBO) is given by following [7] :
Here, a special training method is introduced to the NPs model. Given the observation set M = (x i , y i ) 1:n , it randomly splits the observation set into a context set (x c , y c ) 1:m and a target set (x t , y t ) m+1:n in multiple times, generating various data to train the neural network. The learning objective is using (x c , y c ) and x t to predicte y t . By this training method, the NPs model uses Q(z|x c , y c ) to approximate the posterior distribution P(z), so the ELBO is expressed as:
The approximated Q(z|x c , y c ) and Q(z|x c,t , y c,t ) are assumed subjecting to Gaussian distribution N (µ c , σ c ) and N (µ c,t , σ c,t ), making the loss function to be solved easily.
C. MODEL STRUCTURE AND PROCESS
We refer to the network architectures proposed by [7] in building our networks, which is structured in four components. To understand the process of our model, the procedure of the proposed prediction approach, which includes five steps, is shown in Fig. 3 . The detailed steps are introduced step-bystep as follow:
1)
Step 1: the entire data set is divided into a training set and a test set with sizes of N train and N test .
2)
Step 2: before starting the training, a group of sub-sets S i is set up as a data pool to receive data extracted from the training set. We firstly add a data sample of size N S extracted randomly to the sub-sets S i . 
3)
Step 3: a set of networks is trained with the input data in sub-sets S i . The training is carried out with an epoch size of e train . For each epoch, the S i is randomly split into a context set and a target set with equal size, and is encoded by the encoder h r and the aggregator a to obtain the parameters of a global latent distribution Q(z|x c,t , y c,t ). To obtain a prediction at a target x t , the model samples z from Q(z|x c,t , y c,t ) and concatenate it with x t , and map (z, x t ) through the conditional decoder g to obtain a sample from the predictive distribution of y t . After training, record the parameters of Q(z|x c,t , y c,t ) from each S i , used for prediction later.
4)
Step 4: the prediction process preserves the conditional decoder g. It samples z from Q(z|x c,t , y c,t ), and then concatenates z with x * t in the test set and map (z, x * t ) through g to a sample from the predictive distribution of y * t .
5)
Step 5: here we would get a group of prediction samples of y * t for each S i , and we summarizes the prediction accuracy results. Then, we add a new random extracted sample of size N E to the subset S i , and repeat the process starting from step 2.
IV. CASE STUDY
In this section, the case configuration used to verify the feasibility of the model described above is introduced. By using a public dataset, we want to determine whether the model above can establish a correlation between multi-dimensional features and the winning rate of the game in this public dataset, as well as how the latent variables work in predicting the winning rate. We configure the NPs network architectures according to the characteristics of the dataset and study the prediction effect of different feature sets through the comparison of the grouped experiments.
A. DATASET
There have been various datasets proposed by StarCraft over the last few years. SC2LE (StarCraft II Learning Environment [25] is a reinforcement learning environment based on the StarCraft II game released jointly by Blizzard Entertainment and DeepMind. Huikai Wu and Junge Zhang released a new dataset MSC based on SC2LE, which focuses on macro-management in StarCraft II [28] . The data set presented a series of playback eigenvector data through a standard process for SC2LE replays.
MSC provides two sub-datasets: a Global Feature Vector dataset and a Spatial Feature Tensor dataset, only the Global Feature Vector dataset is used in our model training. is discarded. Once the mean is obtained, it is normalized. After normalizing the features, the data is represented in the form of a machine learning problem.
B. FEATURES
The features are grouped into two categories: Category A contains the Non-adversarial features, while category B contains the Adversarial ones shown in Table 1 . Category A's features provides an indication of the factors which are strongly associated with a player's own performance and weakly with the opponent. These features, including resources, upgrades and accumulated idle time represent the performance and strategy choices on the player's side. Category B's features indicate the competitive factors that exist between opponents and players. These types of features would change dramatically on the basis of engagement between the sides of the two players.
Some of the cumulative scores and resource features are included in category B because they are very adversarial; for example, the killed units value and the killed structures value are closely related to the combat situation of the two sides. However, the resources collection rate would frequently fluctuate as a result of the interference of the opposite side, making it more similar to the adversarial features. So, it is also included in category B. Fig. 4 shows the network structures with an input of both Non-adversarial and Adversarial features. The input to the neural network is an N × 751 consisting of an N size data samples with 749 features. The data samples size N varies with the progress of training. The Encoder h r is a 2-layer neural network followed by a ReLU function. The dimension d r of r i is predefined as same as d z of z, less than the size of the feature set. The Aggregator a summarises the encoded inputs r i using the mean function. The Encoder h z is a 1-layer neural network, which outputs µ(z) by a aggregator and σ (z) by a softplus function. The Conditional decoder g is a 2-layer neural network followed by a Sigmoid function. Here, we determine the dimension d z according to the input features, as shown in Table 2 . 
C. NETWORK STRUCTURES

V. THE PROBABILITY DISTRIBUTION OF PREDICTION
In this section, we present the results of our approaches for winner prediction by probabilistic inference.
As mentioned in section 3.1, the predicted output is defined as a continuous value between [0, 1] instead of discrete values. Thus, the Neural Processes model can give multiple predictions with a single inference by sampling the latent variables. In this way, by mapping the predicted value to a finite closed interval [0, 1], the probability distribution p(y * ) of the outcomes can be estimated and the data can be analysed in a probabilistic way.
Take three samples as examples, as shown in With an increase to the number of network trainings, the prediction results gradually become concentrated and gather near a certain value. We analyze the success rate of the prediction test set by taking the prediction result mean closer to 0 or 1 as the criterion of prediction result. Take the figure as an example, the red column represents the winning or losing situation of this sample, with 0 being negative and 1 being the winner. The bars of other colors represent the prediction results. Here, 100 samples of the hidden variable z are taken for each prediction, so each graph shows the statistics of 100 times of data.
The probability distribution p(y * ) is a posterior distribution. When the Neural Processes make predictions, the distribution of the latent variable, z about the test set is unknown. Therefore, we cannot make predictions without prior knowledge of the latent variable z. Fortunately, we can use the network parameters obtained from the training set as the prior, assuming that the unknown uncertainties of the samples in the test set are similar to the training set. It works because the chosen datasets are all replays between Terrans (one of the three optional races in the game). By inputting z, sampled from the standard Gaussian distribution into the trained network, we can obtain the latent variables which conform to prior knowledge.
The distribution p(z) represents the uncertain variables in the training set, but when the number of network training increases, this uncertainty may collapse. In order to keep the prediction uncertainty, the NPs trains network by randomly dividing the training set into ''context set'' and ''target set'' to generate new data. This approach has a potential benefit in that it is very effective when dealing with small datasets because the training set can be separated several times in order to generate enough samples.
Even so, with an increase to the number of trainings, the uncertainty will still a reduction. To maintain this uncertainty, we need to determine the appropriate number of training times. In the experiment, the posterior distribution of the predicted results is represented by a statistical histogram. By observing the dispersion degree of this posterior distribution, it can be decided when to stop the training. The Highest Posterior Density (HPD) interval is often used to describe the dispersion degree of the Posterior probability distribution. An HPD interval is the minimum interval containing a certain proportional probability density, such as 90%HPD or 95%HPD. Here, 90%HPD was selected as the index to evaluate the degree of dispersion of the posterior distribution. 
VI. EXPERIMENTAL RESULTS
In this section, we conducted two sets of experiments to study the impacts of features types and game length on prediction accuracy. The first set of experiments compares the accuracy of the predictions with different input features. The second set of experiments compares the effects of different game length on the prediction results. The winner prediction results are summarized in table 3. 
A. ACCURACY ACROSS THE FEATURE TYPES
Experiments were performed in three groups. Group 1 takes only category A as inputs to train the network. Here, a total of d c = 405 non-adversarial features is extracted from MSC dataset. Group 2 takes only category B as inputs, which has a total of d c = 344 non-adversarial features. Group 3 takes both two categories features so that the input dimension of the network reached d = d c + d e . We are interested in how these two types of features help to capture latent variables and make more accurately predictions about the game outcome. Table 3 also includes a simple SVM prediction models for comparison of prediction accuracy. In order to obtain stable FIGURE 8. The comparison results of prediction accuracy in the total data set by different features types of inputs. Due to the randomness of NPs network training, we give the prediction results by a set of NPs, and calculate their prediction accuracy mean value, which is compared with SVM. results, the mean accuracy of 10 predicted results was used as data for analysis, and the mean of the prediction accuracy on testing data is used for comparison.
Experiments were carried out for multiple times, and the size of training sub-sets increased by each time, from 20 to 1000. We are interested in how the training set size affected the accuracy of the prediction results of the test set. It is quite obvious that NPs model provides higher prediction accuracy at the training sets size are small. Fig. 8 shows the change of the prediction accuracy with an increase of sub-sets size. As can be seen, the prediction accuracy with features A+B increased from 0.509 for 20 times to 0.740 for 1000 times. However, the accuracy rate was not significantly improved after the training set size reached about 300, which remained around 0.72. The accuracy of prediction results using only non-adversarial features or adversarial features as input is also similar.
B. ACCURACY ACROSS THE GAME LENGTH
Generally, players' strategies and tactics vary from the different phases in the StarCraft matches. Correspondingly, we should use different parameters of the network to predict game results. Through grouping the replays according to the length of replays, we can study the impact game length has on the prediction accuracy. We divided the data set according to the replay frame into three groups: a shortlength, a middle-length, and a long-length group, as showen in Fig. 10 . The short-length group contains the replays with the frames smaller than 450, the middle-length group with the frames of 450 to 650, and the long-length group the frames larger than 650.
The sample sizes of training set and test set for grouping are summarized in table 4. The prediction accuracy of the NPs and SVM models for the three grouped samples is given in Fig. 9 . It can be seen that the prediction accuracy of the SVM model for short and middle length grouping is significantly improved compared with that of ungrouping, while the prediction accuracy of NPs model is not significantly improved after grouping. Considering that we have provided the game length as an input feature to the two models, such results show that the neural network structure adopted by NPs can better learn the impact of game length on the prediction results. 
VII. CONCLUSION AND FUTURE WORK
In this work, a probability inference method for the prediction of game outcomes by StarCraft II replays was described. The NPs neural networks model was developed to estimate the winner of the game through adversarial features and non-adversarial features. The model is able to give a good prediction of game outcomes in the case of processing large-dimensional features data with uncertainty under an adversarial environment.
We compared the training dataset size requirements of the NPs model with the SVM model. The experimental results demonstrate that the NPs prediction accuracy is higher when training with small datasets. Moreover, the NPs can give a prediction accuracy rate of over 80% for data sets mixed with different lengths of game time, which is much better than the SVM model.
In future work, many extended researches could be developed as follows: 1) Based on feature selection, the proposed prediction method will get better results. 2) By replacing the mean value of features with dynamic data containing time dimension information, we can apply the model to predict the winner of game-playing in real-time. 3) With an improved classifier, a useful model could be developed for evaluating the strategies and situations of players. It can be used to improve the adaptability of game AI, making it more likely to choose the right strategy.
