The choice of parallel programming models reflects a trade off between the ability to express parallelism and the cost associated with the efficient optimization of the program to specific parallel machines. In particular, to be able to perform scheduling and/or cost estimation for real applications at any acceptable cost, the coordination model must be highly structured, i.e., the related task graphs (DAG) must be of series-parallel (SP) type.
Introduction
It is well-known that the use of SP structured parallel programming models has a number of advantages with respect to cost estimation [8, 11, 4, 14, 12] , scheduling [3, 1] , and last but not least, ease of programming. These attractive design properties, as outlined by Skillicorn and Talia [13] , have led to a range of parallel programming models such as BSP [16] , LogP [2] , and SPC [4] .
However, expressing a problem in a parallel language that imposes SP form may imply loss of parallelism since, compared to the original NSP version, additional synchronizations may have to be added. Fortunately, many algorithms already have SP structure (e.g., Fork/Join or Divide & Conquer algorithms). Still, a considerable number of problems are typically solved with an NSP algorithm. For example, consider the NSP task graph associated with a Multilevel Paired Synchronization scheme as in Fig. 1(a) . The SP graph, associated with the usual way this scheme is programmed in an SP language, is shown in Fig. 1(b) . For many workload distributions of the tasks, the parallelism achieved in the SP structure is typically the same. However, in the often unpredictable event of a highly unbalanced workload (illustrated by black nodes having execution time , while the white ones have ¼), the loss can be dramatic and only bounded on the same order as the problem size. (The critical path in (a) is , whereas in (b) it is ). On the other hand, encountering this extremely unbalanced workloads in a real parallel computation is highly improbable, especially as the graph grows.
Despite these improbabilities, the critical question is to what extent one can expect high losses to appear and which parameters related to the graph topology and workload distribution are responsible for this loss. For our study we use AoN -DAGs (Activity on Nodes, Directed Acyclic Graphs), denoted by ´Î µ, to represent the set of tasks (Î ) and dependencies ( ) associated with a program when run with specific input-data size. Each node represents a task and has an associated load or delay value representing its execution time. In our model, edges do not represent communications, but only dependencies. Thus, edges have no delay value. If required, communication delays should be included in terms of their own specific tasks. SP DAGs are a subset of task graphs which have only series and parallel structures, which are constructed by recursively applying Fork/Join and/or series compositions [5] .
Let Ï Î Ê denote the workload distribution of the tasks For a given graph and Ï , we define ´ µ (Critical Path or Cost) to be the maximum accumulated delay of any full path of the graph.
A technique to transform an NSP graph to SP structure without violating original precedence relations is called an SP-ization technique. It is a graph transformation (Ì ¼ ) where is an NSP graph and ¼ has SP form, and all the dependencies expressed in are directly or transitively expressed in ¼ . Due to the new dependencies an SP-ization introduces, the critical path may be increased. Let denote the relative increment in the critical path produced by a given Ì , and in general by the best possible Ì , according to
For a given Ï , there exists a transformation Ì such that Ì is minimal. However, in a usual programming situation the exact Ï is not known, and can therefore not be exploited in determining the optimal SP program. Thus, of more interest in our study into are the upper bound Ì and the mean value Ì E´ Ì µ for any possible Ï . Although, there does not exist a generic optimal SP-ization for any and Ï , we have conjectured in previous work that typically it holds Ì Ì ¾, except for pathological (extremely improbable) values of Ï [4] .
In general, in absence of real Ï information, a fair assumption is to use i.i.d. (independent identically distributed) task loads. This model seems especially suitable for huge regular problems and topologies, and generally accurate enough for fine or medium grain parallelism. Previous empirical study [5] with random i.i.d. Ï identified certain structured topologies that present worse values than random unstructured topologies with the same number of nodes (where in some cases ¾). The exact topologies are those corresponding to the classical DAGs of Macro-Pipeline structure (MPipe), and Neighbor Synchronization structure from cellular automata (NSynch). The first lead us to the assumed worst problem topology called Multilevel Paired Synchronization (MPSynch), shown in Fig. 1(a) , that yields, the worst loss of parallelism, according to our results, and has the inner features of the MPipe structure. Consequently, we chose these problems as starting point for our research on the topological factors that are responsible for the loss of parallelism as a result of SP-ization.
The rest of the paper is organized as follows. Section 2 further introduces some definitions used throughout the paper and describes the experiment framework. Section 3 concentrates on the effect of the problem size on . In Section 4 we discuss the high impact of a graph property called synchronization density. An analytical case study that supports the empirical results of the previous sections is presented in Section 5. The effect of the Ï parameter is then easily established. Section 6 presents our conclusions and future work.
Preliminaries
In this section we present some definitions and terms used throughout the paper. Let ´Î µ be a DAG, and let Ø ¾ Î denote a task. Then we define the properties in 
´Ø ¾ µ ½ , that adds barrier synchronizations between layers. Other techniques exist, comprising generic [5] , and particular well-known SP programming solutions for specific problems [10] .
All the experiments are performed with small programs that simulate the flow of the paths on the task graphs. We use DAG sizes up to millions of nodes. Task loads are modeled using Gaussian i. variance on the repetitions is typically small, decreasing as the graph sizes are increasing. Details about the simulation programs, measurements, and other experiments not described here, are presented in [6] .
The effect of problem size
As shown in Fig. 1 and discussed in Section 1, for certain topologies and Ï , increases with the problem size. In this section we concentrate on the influence of ,È , and on . For fixed , grows approximately logarithmically with È . Fig. 2 (a) shows this effect for the NSynch topology, and (b) for the FFT problem 1 (approximately linear plot since È grows exponentially with ). Fig. 2(c) shows that increases with for the NSynch topology as long as È , after which levels off. This applies for all topologies tested except a special case discussed in Section 4. Consequently, we focus on the situation Ç´È µ where can be expected to have practically reached the worst case.
When and È grow simultaneously, all topologies tested exhibit the same kind of logarithmic behavior as shown for the examples in Fig. 2(d) (MPSynch) and (e) (NSynch). The relative difference is caused by another parameter which is described in section 4.
At the same time we observe the large influence of the Ï parameter. As increases, the curves go up, as the probability of an unfortunate Ï increases. This property will be further discussed in Section 5.
The effect of synchronization density
In a regular structured graph with fixed sizes, our experiments clearly show that the topology is determined by the number and regularity of the dependencies between layers [6] . Hence, we propose a parameter called synchronization density defines by
as an important property of DAGs with respect to . The parameter Ë´ µ indicates the propagation factor of dependencies and paths that arrive at a node. More edges, more dependencies between layers. More dependencies, less parallelism to lose when SP-ization is applied. In the extreme, when Ë È , the graph has full barrier synchronizations, making it SP and ½. Thus it is to be expected that decreases when Unbalanced Synchronization Grid ( D=P=100 ) The effect of Ë is clearly shown in Fig. 2(g) . It presents the result of an experiment with a synthetic grid of nodes with fixed size È ½¼¼, changing the number of edges per node (Ë) up to 90, using a random uniform distribution to choose the target/source of the edges between layers. In Fig. 2(h) , the experiment is done with the same grid, but instead of randomly placed edges, they point to the neighboring nodes. The edge locality in most parallel computations such as NSynch or MPSynch, make the actual propagation of dependencies slower for small values of Ë, leading to slightly higher .
The effect of Ë on is inversed when Ë ¾. In that case, there are series structures in the graph that can be exploited to minimize the increment of (using a more complex SP-ization than the simple WSSynch technique [5] ). In Fig. 3(a) we show how is clearly affected by the small Ë parameter (Ë ¾ ½ ¼¼ ½ ½ µ) in a Cholesky factorization (column oriented algorithm) [9] . and È are the dimensions of the input matrix. Of course, in the extreme case for Ë ½, only series structures are in the graph, which implies SP form and ½.
Thus far we have considered edges that are unbiased in terms of their lateral preference. Topologies like the MPSynch (foundation of MPipe), have edges that flow only in one direction of the layers (see Fig. 1(a) ). Thus dependencies do not propagate across the DAG in all directions. This has a large impact on the effect of Ë as shown in Fig. 3(b) (cf. Fig. 2(g)(h) ). In fact, in this pathological case the impossibility to propagate dependencies to some nodes produces an unbounded effect when increasing . Fig. 3(c)(d) show how in MPSynch and MPipe topologies keeps increasing whereas in Fig. 2(c) levels off. Again this illustrates our choice of topologies that show the worst characteristics.
Theoretical analysis
In order to support the empirical results previously presented, in this section we derive an analytic expression that approximates for NSynch and MPSynch topologies. A more detailed analysis is presented in [15] .
Let È and let Ï be modeled by an i.i.d. delay per node according to a Gaussian( ) distribution. The critical path ( ) of SP graphs is derived using a well-known approximation of the cost of a P-node parallel section from order statistics [7] The asympthotic influence of È is clearly logarithmic, while the effect of Ë is exactly inverse, which is in agreement with the results presented in Section 3. Also the effect of the workload distribution is in agreement with our measurements (considering the typical case where È Ë).
Conclusion
In this paper we investigate the influence of several DAG parameters on the loss of parallelism () as a result of SP-ization. Our experiments show that for a given task load distribution, the graph parameters È , , and Ë predict the expected loss with a good degree of accuracy. Although is typically limited, there are situations in which ¾, corresponding to Ë ¾ and large values of È , , and .
At the same time, one should note, that these circumstances only appear for DAGs with i.i.d. task loads with high variance. Most parallel computations, and especially the highly regular structures however, exhibit a large workload correlation in the layers and in the vertical instances of each task, normally associated to the same computation, or assigned to the same processor. The absence of statistical independence implies that our results are much too pessimistic in a practical context. Future work includes a study into real codes and applications to determine the scope of this effect, as well as the effect of the DAG parameters on irregular or dynamic codes.
