To use predictive models in engineering design of physical systems, one should first quantify the model uncertainty via model updating techniques employing both simulation and experimental data. While calibration is often used to tune unknown calibration parameters of the computer model, the addition of a discrepancy function has been used to capture model discrepancy due to underlying missing physics, numerical approximations, and other inaccuracies of the computer model that would exist even if all calibration parameters are known. One of the main challenges in model updating is the difficulty in distinguishing between the effects of calibration parameters versus model discrepancy. We illustrate this identifiability problem with several examples, explain the mechanisms behind it, and attempt to shed light on when a system may or may not be identifiable. In some instances, identifiability is achievable under mild assumptions, whereas in other instances it is virtually impossible. In a companion paper, we demonstrate that using page 2 multiple responses, each of which depends on a common set of calibration parameters, can substantially enhance identifiability.
Introduction
Uncertainty is ubiquitous in engineering design. Although recent years have seen a proliferation of research in design under uncertainty [1] [2] [3] [4] [5] , the majority of the uncertainty analysis techniques were developed for uncertainty propagation, i.e., forward propagation of uncertainty, to study the effect of given random inputs on the response of a system. On the other hand, the inverse problem in uncertainty analysis, in which experimental data are used to learn about sources of modeling uncertainty such as calibration parameters of a computer model and computer model discrepancy (aka inadequacy or bias), is a much harder problem. The "inverse problem" is receiving increased attention in the design community, because quantifying the uncertainty of a model and the resulting system response predictions (e.g., in the form of probabilistic prediction intervals) is essential for robust and reliable design decision making. The objective of this paper is to closely examine existing mathematical frameworks for model uncertainty quantification and to offer insight into the associated challenges. We argue that model uncertainty quantification as it is typically implemented in a model updating process, using only a single response variable, is challenging due to a lack of identifiability of calibration parameters in conjunction with the model discrepancy. Identifiability refers to whether the single true value of a model's calibration parameters can theoretically be inferred [6] based on the available data. In a companion paper [7] , we develop an approach to improve model identifiability using multiple observed responses that all depend on some common set of calibration parameters.
To present this work in the context of predictive modeling in engineering design, Figure 1 provides a general flowchart for model updating, validation, and refinement. The goal of model updating is to create an updated model that integrates the computer model simulations and experimental data to better predict in regions where experimental data have not been collected.
We denote the controllable inputs (aka design variables) by the vector x = [x 1 , …, , often using design of experiments methods [9] [10] [11] to select the input sites. After collecting the data, an updated model is created using various formulations and methods of inference (although it can be subject to the identifiability issues that we examine in this work). A by-product of the model updating process is quantification of uncertainty in the calibration parameters, in the model discrepancy (via some discrepancy function δ(x)), in the experimental response predictions, and in the experimental uncertainty ε. To assess the predictive capability of a model, we use model validation as a follow-up process that determines whether the updated model accurately reflects reality based on additional experimental response data and various validation metrics [12] . If the validation indicates the model is inadequate, the designer can either collect more data to further update the model or refine the computer model by changing its physics [13] . Within existing model updating techniques, the concept of calibration is frequently used to "tune" or "adjust" the calibration parameters θ θ θ θ, and/or an additive discrepancy function δ(x) is used to represent the model discrepancy. The majority of the approaches for model updating consider either calibration only [14, 15] or discrepancy function only [2, 16] , and few consider both calibration and a discrepancy function [8, 13, [17] [18] [19] together, presumably because of the identifiability problem examined in this work.
The model updating formulation of Kennedy and O'Hagan [8] is one such approach that incorporates both calibration parameters and a discrepancy function, and we believe this to be the most applicable to design under uncertainty, although it is subject to the identifiability problems that we discuss in this paper. Most of the existing model updating techniques [8, 13, 17, 18] treat the process as a black-box and have the objective of improving the experimental response prediction but with little regard to identifying the true model calibration parameters and [17] found that in some simple cases the calibration parameters and discrepancy function can be accurately identified, but in other cases their effects cannot be distinguished even though the response predictions may be reasonable.
In this paper we take a broader view that good identifiability is important in engineering applications for many reasons: (1) Learning the calibration parameters may in itself be a primary goal with broad-reaching implications for product/process improvement (e.g., if these calibration parameters are needed for a system-level simulation or if the calibration parameters themselves reflect the performance of interest but cannot be observed directly); (2) knowledge of the model discrepancy improves the understanding of the deficiencies of the computer model for improving future generations; and (3) it results in more accurate prediction over a broader set of input regions, because the model adjustment from learning the calibration parameters is more global than the adjustment from learning the model discrepancy. More specifically, adjusting the calibration parameters changes the prediction of the experimental response for a wide range of values for the design variables; whereas adjusting the discrepancy function tends to change the prediction of the experimental response predominantly within some neighborhood of the specific design variable settings that were used in the experiments.
The goal of this paper is to examine the model updating formulations and provide a better understanding of the issue of identifiability. In Section 2 we review and explore various sources of uncertainty and various model updating formulations for combining computer models and physical experiments. Background on Gaussian process models to account for uncertainty due to lack of data (from either the computer model or physical experiments) is provided in Section 3.
Details of the modular Bayesian procedure for calculating posterior distributions of the calibration parameters and the discrepancy function are provided in Section 4 [8] . Section 5
investigates the issue of identifiability using a simply supported beam example. Whereas the example and discussion in Section 5 convey the conclusion that identifiability is often very difficult, or impossible, in typical implementations, Section 6 discusses situations in which it is reasonable to expect that good identifiability can be achieved. Section 7 concludes the paper. In a companion paper [7] , we further investigate the identifiability issue and demonstrate that incorporating multiple experimental responses that share a mutual dependence on a common set of calibration parameters can substantially improve identifiability.
Sources of Uncertainty and Model Updating Formulations
Following the seminal work of Kennedy and O'Hagan [8] , we consider several different sources of uncertainty in model prediction: Parameter uncertainty derives from model calibration parameters that are inputs to the computer model but that are unknown and cannot be measured directly in physical experiments. An example is material damage parameters in finite element models. In this paper, we assume that the user has properly selected the set of calibration parameters. This should be based on prior knowledge of the computer model and perhaps parameter screening techniques, as discussed in ref. [18] .
Parameter uncertainty in fact has two forms. A parameter may be constant but unknown and its uncertainty represented via a probability distribution. Alternatively, a parameter may vary randomly (from run to run over the physical experiments and/or over any future instances for which the model is used to predict reality) according to some probability distribution. An example of the latter could be the blank thicknesses in a sheet metal stamping operation that vary randomly from blank to blank due to manufacturing variation. Calibration generally refers to the former form of parameter uncertainty, with the goal of identifying the true values of the constant parameters. By "constant" parameters, we mean those that do not change over the duration of the physical experiments. Accordingly, in this paper, we consider only this form of parameter uncertainty. Calibration in the case of parameters that vary randomly throughout the physical experiment would be far more challenging. One might assume some distribution for the randomly varying parameters and define the "calibration" goal as to identify the statistical parameters of the distribution (e.g., the mean and variance of a normal distribution) [13] .
However, this would require far more experimental observations than are needed for the goal in this paper of identifying constant physical parameters.
Another source of uncertainty is computer model uncertainty (commonly termed model discrepancy, model bias, or model inadequacy), which results from underlying missing physics, numerical approximations, and/or other inaccuracies of the computer model that would exist even if all the parameters were known.
Another source of uncertainty introduced from using physical experiments is experimental uncertainty (aka observation error). This represents any variability in the experimental response that would occur if the experiment were repeated many times using the exact same settings for all of the design variables. This is often due to experimental measurement error.
Additional uncertainty results from having only a finite set of simulation and experimental data collected at discrete input settings, in which case one must interpolate or extrapolate to predict the response at other input settings. This has been referred to as code uncertainty [12] and interpolation uncertainty [20] . For the computer model, this form of uncertainty would disappear if the simulations were inexpensive to run and one was able to simulate exhaustively over a densely spaced grid covering the entire input domain. However, in many instances computer models and experiments are expensive, and interpolation uncertainty is a major contribution to the uncertainty in prediction. 
where y constants. We also note that even though x and θ θ θ θ are fundamentally different in the physical experiments, in the computer simulations they are both treated as inputs that must be specified in order to run the simulations.
As illustrated in Fig. 3 , the formulation in Eq. (3) addresses parameter uncertainty, model discrepancy, experimental uncertainty, and interpolation uncertainty. A quantification of
the latter is a by-product of the Gaussian process metamodeling approach discussed in the next section. To quantify uncertainty in the calibration parameters and discrepancy function, the modular Bayesian approach presented in Section 4 is used to calculate their posterior distributions. Notice that the discrepancy function in Eq. (3) is not directly observable from the collected data, since the true value of θ θ θ θ is unknown. Because Eq. (3) accounts for several different forms of uncertainty and also includes x, we view it as providing a comprehensive and widely applicable model updating formulation for design under uncertainty. 
Gaussian Processes Models for Interpolation
In this section we review Gaussian process (GP) modeling approaches for quantifying interpolation uncertainty [8, 11, [26] [27] [28] , which is particularly important when data are limited.
GP models provide a prediction that interpolates perfectly, in the sense that a fitted GP passes exactly through every observation, which is desirable for deterministic simulations; and it has a natural mechanism (via including a "nugget effect" or error term) for forgoing perfect interpolation if the response observations are noisy. The approach in this paper can be readily extended to this situation, although we restrict attention to the case of noiseless computer simulations. Additionally, inherent to GP modeling is a tractable and intuitively reasonable mechanism for quantifying the uncertainty of the metamodel response prediction at input sites where no data has been collected. Lastly, being a probabilistic model, GPs are well-suited for 
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After observing y, at any point x the posterior distribution for the response y(x) given y (and given ω and σ and assuming a noninformative prior for β β β β) is Gaussian with mean and covariance [29] page 13
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non-Bayesian perspective, Eq. (5) is the best linear unbiased predictor for y(x), and its variance given by Eq. (6) with x = x′. One can easily show that when x coincides with one x i , Eq. (5) reduces to y(x i ) and the variance of Eq. (6) is 0 (i.e., exact interpolation of each input site). The preceding treats the hyperparameters σ 2 and ω as known.
If these hyperparameters are unknown, two methods are available to estimate them from the collected data. In practice, for computational reasons, one usually calculates the maximum likelihood estimates (MLEs) of σ 2 and ω, and then subsequently treats them as known in Eqs. (5) and (6) [30] . In contrast, a Bayesian approach calculates an entire posterior distribution for the hyperparameters, and is typically implemented by Markov Chain Monte Carlo (MCMC) [17] .
Furthermore, in the Bayesian approach Eqs. (5) and (6) must be integrated with respect to the posterior distributions. This is computationally expensive and requires expert knowledge to tune the MCMC parameters to obtain accurate posterior distributions [31] . and then a third response observation (panel (c)). The uncertainty in predicting y(x), in the form of a 95% PI, is depicted as the gray shaded regions, the width of which increases as x strays from the input sites (black dots). This simple example illustrates an attractive characteristic of the GP model, namely the ability to provide a reasonable predicted response surface that interpolates the observed points, while simultaneously providing a reasonable quantification of prediction uncertainty that shrinks to zero at the observed points. 
The Modular Bayesian Approach
In this section, we review the "modular" Bayesian approach to simultaneously provide posterior distributions for the calibration parameters, the discrepancy function, and the experimental response. This approach is part of the comprehensive model updating formulation based on the model in Eq. (3) [8, 18] . GP models are created for both the computer model and the discrepancy function to interpolate the limited data from the computer model and physical experiments.
While a fully Bayesian treatment of the computer model and the discrepancy function estimates all of the GP model hyperparameters simultaneously, a modular Bayesian approach, recommended in this paper, separates the estimation of the GP model hyperparameters for both the computer model and the discrepancy into two modules (Modules 1 and 2 of Fig. 5 ). The first module essentially replaces the computer model with a GP model and estimates the GP model hyperparameters based on only the simulation data. In the second module, the discrepancy
function is modeled by fitting another GP model based on the simulation data, the experimental data, and the prior for the calibration parameters. This separation of the two GP models is intuitive to most modelers, and thus the modular Bayesian approach has an advantage over a fully Bayesian approach [8, 31] .
In both the fully Bayesian and the modular Bayesian approaches, estimates of the hyperparameters for both GP models can be obtained via MLE or via Bayesian posterior distributions, as described in Section 3. As stated previously, Bayesian posterior distributions can be computationally prohibitive. In this paper, we implement the modular Bayesian approach using MLEs for the hyperparameters. This approach decreases the computational cost by using only point estimates for the hyperparameters instead of full posterior distributions [8] . Moreover, ref. [18] found that both approaches provided similar results for the prediction of the experimental response, the prediction of the discrepancy function, and the posterior distribution of the calibration parameters.
In Modules 3 and 4 of Fig. 5 , the posterior distributions of the calibration parameters, the discrepancy function, and the experimental response are calculated using the given data and the estimates of the hyperparameters from the modular Bayesian approach or the fully Bayesian approach. Details of each module are provided next. 
Gaussian Process Model for the Computer Model (Module 1)
A GP model is used to infer the computer model response between the collected simulation data points. The prior of the computer model GP is defined as
The prior mean function is comprised of the unknown regression coefficients β m and the known To assess the predictive capability of the GP model, the MLEs can be plugged into Eq.
(7), which in turn can be plugged into Eqs. (5) and (6) 
Gaussian Process Model for the Discrepancy Function (Module 2)
The GP model for the experimental response y e (x) is the sum of the GP models for the discrepancy function δ(x) and for the computer model y m (x,θ θ θ θ). This GP model will then be used to infer the experimental response at any x.
To define a GP model for the experimental response, we must first define the GP model for the discrepancy function. The prior for the discrepancy function GP model is
The mean function is comprised of the unknown regression coefficients β δ and the known The priors for the computer model GP [Eq. (7)] and the discrepancy function GP [Eq.
(8)] are combined to form the prior for experimental response GP as regression functions, and normal prior distributions for θ θ θ θ (for details refer to Section 3 of [35] and Section 4.5 of [8] 
Posterior of the Calibration Parameters (Module 3)
This module calculates the posterior distribution of the calibration parameters based on the simulations, the experimental data, and the estimated hyperparameters from Modules 1 and 2.
The posterior distribution is 
Prediction of the Experimental Response and Discrepancy Function (Module 4)
After collecting the simulation and experimental data and estimating the hyperparameters in Modules 1 and 2, given a specific value of θ θ θ θ, the conditional posterior distribution of the experimental response can be calculated at any point x, with mean and covariance similar to Eqs.
(5) and (6), (see Section 4.6 of ref. [8] for detailed equations). The unconditional distribution of the experimental response is then obtained by marginalizing the conditional distribution with respect to the posterior distribution of the calibration parameters from Module 3. This unconditional distribution's mean and variance can be calculated by using the law of total expectation and the law of total variance. Thus, the marginalized posterior distribution of the experimental response accounts for parameter uncertainty, model discrepancy, interpolation uncertainty, and experimental uncertainty. Since the discrepancy function is also a GP model, its posterior distribution can be calculated in a similar manner.
Lack of Identifiability: An Illustrative Simply Supported Beam Example
The model updating formulation of Eq. (3) is comprehensive in that it accounts for many sources of uncertainty; however, one limitation is that for some systems it is very difficult to distinguish between the effects of parameter uncertainty and model discrepancy. More specifically, the same predicted experimental response can result from many different combinations of the calibration parameters and the discrepancy function. This constitutes a lack of identifiability [19, 36] of the calibration parameters and discrepancy function, even though the experimental response may be accurately predicted.
To further illustrate this identifiability problem, we present an example using a simply supported beam shown in Fig. 6(a) . beam (using Abaqus 6.9) with a simplified (perfectly plastic) material law. For illustrative purposes, we will take the "experimental response" y e (x) (angle of deflection at the end of the beam in radians) to be the response from a FEA model using a more elaborate material law (a power law for the plastic region with constant stress C = 2068 MPa and strain-hardening exponent n = 0.5) [37] . These material laws are in part governed by Young's modulus, E, which is treated as the unknown calibration parameter θ (Fig. 7) . For the "physical experiments", the true value of the calibration parameter is set to Fig. 8 . From Fig. 8(a) , the posterior distribution of the experimental response is very accurate and precise, because there was a relatively large amount of experimental data and no experimental error ε. In spite of this, the calibration parameter and the discrepancy function are not identifiable as illustrated below.
To assess identifiability, we use the posterior distributions of the calibration parameter ( Fig. 8(c) ) and the discrepancy function ( Fig. 8(b) ). Moreover, collecting additional experimental observations would help little. To improve identifiability, previous literature [18, 31] recommended using riance or tightly dispersed) prior distributions for the calibration parameters . Specifying informative priors for the discrepancy function involves assigning a specific functional form (e.g. linear or quadratic [13, 38] often difficult because one rarely has significant prior knowledge Likewise, one does not have such prior information on the calibration parameters (otherwise, they would be viewed as known parameters and not considered calibration wever, to illustrate how this would improve identifiability, we consider three versions of the preceding beam example using three different normal prior distribution each with different means and/or variances. The resulting posterior distributions are shown in Fig. 10 and Table 2 .
informative (larger standard deviation) prior distribution centered about the midpoint of the calibration parameter range (mean of 225 GPa).
calibration parameter and the discrepancy function Table   page 26 indicates a lack of identifiability. In Case 2, an informative prior with a mean equal to the true θ results in an identifiable system and precise posterior distributions. In contrast, Case 3 informative prior that is inaccurate albeit precise.
posterior for the discrepancy function has a small prediction interval and the posterior o has a small variance, which would lead one to believe that they are the results of posteriors are inaccurate and do not reflect distributions for the discrepancy function and the calibration In conclusion, since one rarely has such accurate and informative prior knowledge about the sources of uncertainty present in the engineering system, assuming informative priors for the calibration parameters or the discrepancy function is not a satisfying solution to the identifiability problem.
When is Identifiability Possible?
The simply supported beam of Section 5 represents a system for which we cannot accurately and precisely identify both the calibration parameters and the discrepancy function (e.g., via their posterior distributions). This leads one to question whether identifiability is ever possible, given the nature of the model in Eq. (3) . In this section we demonstrate that the answer is yes, but under certain assumptions. We illustrate this with a simple example in which the requisite assumptions are that the discrepancy function is reasonably smooth and can be represented by a smooth GP model (i.e., a GP with small roughness parameters, ω). Loosely speaking, "smooth" means that the function does not change abruptly for small changes in the design variables. In the context of our GP-based modeling, smooth means that the function is consistent with a GP model having relatively small roughness parameters (ω ω ω ω), as discussed later at the end of this section. Note that in our companion paper [7] , we provide a solution to improving identifiability and discuss how incorporating experimental measurements of multiple responses, with each depending on a common set of calibration parameters, can further enhance identifiability, sometimes substantially.
As evident from the posterior distributions of Fig. 8 , the simply supported beam is not identifiable. The conceptual explanation (see the discussion surrounding Fig. 9) is that for many different values of θ, the estimated discrepancy function is smooth and consistent with a GP model. In contrast, we next consider an example in which the estimated discrepancy function has behavior that is inconsistent with a GP model when θ ≠ θ * , but consistent when θ = θ * . We will show that this is the essential ingredient for good identifiability. Consider the following step function as the computer model 
with the true calibration parameter θ * = 2.5, experimental error ε = 0, and the true discrepancy function δ(x) generated as one random realization of a smooth GP with a prior mean of 0 and a Gaussian covariance function with ω δ = σ δ = 1. To quantitatively assess identifiability, we again use the modular Bayesian approach outlined in Section 4. In Module 1, a GP model for the computer model (the step function of Eq.
(11)) was created using a total of 168 simulation runs, as shown in Fig. 12 . 144 runs were Fig. 13(a) ). The same x locations were chosen for the simulation and experimental runs in order to focus on identifiability rather than interpolation performance.
Finally, Modules 3 and 4 calculate the posterior distributions for the calibration parameters, the experimental response, and the discrepancy function. Fig. 13 shows the resulting posterior distributions. The accurate and precise (low posterior standard deviation) posterior distributions for the discrepancy function in Fig. 13(b) and the calibration parameter in Fig. 13(c) demonstrates that good identifiability is achievable for this example. Notice that the posterior mean of the experimental response in Fig. 13(a) is a less accurate and precise predictor near the step discontinuity. In spite of this, reasonable identifiability of the calibration parameter was achieved, which was the objective of this analysis. We can also view the identifiability issues of the preceding discussion in a slightly different light. In essence, the approach evaluates identifiability by considering the simulation data; considering the experimental data; and then assessing the likelihood that the observed differences between the simulation and experimental data are explained by the discrepancy function, by an adjustment of the calibration parameters, or by various combinations thereof.
Hypothetically, if there is roughly equal likelihood that the differences between the simulation and experimental data are explained by two (or more) different combinations of a discrepancy function and an adjustment in the calibration parameters, then identifiability would be poor in this case. On the other hand, if the likelihood is high that one particular combination of discrepancy function and adjustment in the calibration parameters accounts for the differences between the simulation and experimental data, then identifiability would be good in this case.
In either case, the likelihood must be evaluated with respect to the assumed prior distribution for the discrepancy function. And in this sense, identifiability is possible only by making certain assumptions on the prior distribution model for the discrepancy function.
Although identifiability is achieved in the step example via certain assumptions on the prior distributions, this is quite different than assuming a tight, informative prior distribution for the calibration parameters. The latter would also generally result in identifiability (i.e., a tight posterior), but it would be an artificial identifiability in that one would have to begin with precise knowledge of the parameters via a tight prior. In all of the examples of this paper, we have used only relatively non-informative prior distributions for the calibration parameters. We also note that in the preceding we use the term "likelihood", but it is technically a Bayesian posterior probability, which considers both the likelihood and the prior distributions for all parameters and hyperparameters.
Conclusions
To use a computer model for simulation based design, designers must build confidence in using the model for predicting physical systems, which is accomplished by quantifying uncertainty via model updating. In this work, we review various sources of uncertainty in predictive modeling and conclude that the model updating formulation proposed by Kennedy and O'Hagan is the most comprehensive and applicable to design under uncertainty. However, a limitation of this model updating formulation is that it can be difficult to distinguish between the effects of the calibration parameters (parameter uncertainty) and the discrepancy function (model discrepancy), which results in a lack of identifiability. It is important to identify, or differentiate, between these two sources of uncertainty in order to better understand the underlying sources of model uncertainty and ultimately further improve the model to better represent reality.
We have attempted to provide a better understanding of the identifiability problem in relation to model updating by using two very different illustrative examples. We first showed how the calibration parameters and the discrepancy function were not identifiable in the simply supported beam example, even when significant amounts of simulation and experimental data are available. There are several different combinations of the computer model (with different values for the calibration parameter) and the estimated discrepancy function that combine to accurately predict the experimental response, which translates to poor identifiability. To improve identifiability, one can use informative prior distributions for the calibration parameters and/or the discrepancy function; however, this is a crude solution. Furthermore, in practice, informative priors typically do not exist. In the second example (a step function), we showed that identifiability is possible under the relatively mild assumption of a smooth discrepancy function.
In this example, the estimated discrepancy function is only smooth and consistent with the GP model when the calibration parameter equals the true value, which resulted in good identifiability. As evident from the two examples, identifiability is a highly nuanced and difficult problem, but not impossible.
Another limitation of the modular Bayesian approach is the overall computational cost, which is mainly affected by the number of observed simulation and physical experimental runs.
As the number of observations increases, the computational cost of the modular Bayesian approach also increases. It may sometimes be possible to enhance identifiability by incorporating additional information. In our companion paper [7] , the simply supported beam example is revisited to incorporate additional information in the form of multiple responses that mutually depend on a common calibration parameter, in order to improve identifiability of systems that are otherwise poorly identified. Together, this paper and the companion paper [7] shed light on the challenging problem of accurately identifying calibration parameters and a discrepancy function when combining data from a computer model and physical experiments. They demonstrate that identifiability is often possible and can be reasonably achieved with proper analyses in certain engineering systems.
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