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Abstract. The current paper is concerned with pointwise persistence in full chemotaxis models
with local as well as nonlocal time and space dependent logistic source in bounded domains. We
first prove the global existence and boundedness of nonnegative classical solutions under some
conditions on the coefficients in the models. Next, under the same conditions on the coefficients,
we show that pointwise persistence occurs, that is, any globally defined positive solution is
bounded below by a positive constant independent of its initial condition when the time is
large enough. It should be pointed out that in [21], the authors established the persistence of
mass for globally defined positive solutions, which indicates that any extinction phenomenon,
if occurring at all, necessarily must be spatially local in nature, whereas the population as a
whole always persists. The pointwise persistence proved in the current paper implies that not
only the population as a whole persists, but also it persists at any location eventually. It also
implies the existence of strictly positive entire solutions.
Key words. Full chemotaxis model, global existence, pointwise persistence, positive entire
solutions, comparison principle.
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1 Introduction and the statements of the main results
In this paper, we study the dynamics of the following full chemotaxis model,

ut = ∆u− χ∇ · (u∇v) + u
(
a0(t, x)− a1(t, x)u − a2(t, x)
∫
Ω u
)
, x ∈ Ω
τvt = ∆v − λv + µu, x ∈ Ω
∂u
∂n
= ∂v
∂n
= 0, x ∈ ∂Ω,
(1.1)
where Ω ⊂ Rn(n ≥ 1) is a bounded domain with smooth boundary; u(x, t) represents the
population density of a mobile species, and v(x, t) is the population density of the chemical
∗Partially supported by the NSF grant DMS–1645673
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substance created by the mobile species; χ ∈ R represents the chemotactic sensitivity effect
on the mobile species; τ is a positive constant related to the diffusion rate of the chemical
substance; and λ represents the degradation rate of the chemical substance and µ is the rate
at which the mobile species produces the chemical substance. The term u
(
a0(t, x)− a1(t, x)u−
a2(t, x)
∫
Ω u
)
in the first equation of (1.1) is referred to as the logistic source or logistic growth
describing the competition of the individuals of the species for the resources of the environment
and the cooperation to survive. The coefficient a0 induces an exponential growth for low density
population and the term a1u describes a local competition of the species. When the population
density is large, the competitive effect of the local term a1u becomes more influential. The non-
local term a2
∫
Ω u describes the influence of the total mass of the species in the growth of the
population. If a2 > 0, we have a competitive term which limits such growth and when a2 < 0
the individuals cooperate globally to survive. In the last case, the individuals compete locally
but cooperate globally and the effects of a1u and a2
∫
Ω u balance the system.
Chemotaxis, the oriented movements of mobile species toward the increasing or decreasing
concentration of a signaling chemical substance, has a crucial role in a wide range of biological
phenomena such as immune system response, embryo development, tumor growth, population
dynamics, gravitational collapse, etc. (see [9, 17]). At the beginning of 1970s, Keller and Segel
proposed a celebrated mathematical model, referred to as the classical Keller-Segel model, to
describe the aggregation process of Dictyostelium discoideum, a soil-living amoebea [14, 15].
System (1.1) with ai ≡ 0 (i = 0, 1, 2) reduces to the classical Keller-Segel model.
Consider (1.1). Central problems include global existence of classical/weak solutions with
given initial data; finite-time blow-up; asymptotic behavior of globally defined solutions such as
persistence and convergence as time goes to infinity; etc. A large amount of research has been
carried out toward many of these central problems in various chemotaxis models (see [2, 6, 7, 28]
for some survey on the study of various chemotaxis models). For example, it is well known that
finite-time blow-up of some classical solution may occur in the classical Keller-Segel model and
its variants in space dimension n ≥ 2 (see [3, 5, 8, 27] for one species chemotaxis model and [1]
for two species chemotaxis models). It is known that logistic sources of Lotka-Volterra type may
preclude such blow-up phenomenon (see [11, 20, 23] for one species and [10, 12, 13, 18, 24] for
two species), and that, at least numerically, chemotaxis with logistic sources may also exhibit
quite a rich variety of colorful dynamical features, up to periodic and even chaotic dynamics
(see [16, 19]).
The objective of the current paper is to investigate the pointwise persistence in (1.1), which is
motivated by the works [19] and [21]. In [19], spatio-temporal chaotic dynamics in some special
case of (1.1) is studied numerically. A phenomenon suggested by the numerical simulations
in [19] consists in the ability of (1.1) to enforce asymptotic smallness of the cell population
density, undistinguishable from extinction, in large spatial regions (see e.g. Fig. 7(d) in [19]).
As commented in [21], in the case that a0(t, x) ≡ a0 > 0, a1(t, x) ≡ a1 > 0, and a2(t, x) ≡ 0, such
types of solution behavior, seemingly paradoxical due to the presence of the reproduction term
2
a0u dominating e.g. the death term −a1u
2 at small densities, clearly reflect a truly cross-diffusive
effect in view of the evident fact that when χ = 0, all positive solutions of the resulting decoupled
problem approach the spatially homogeneous nontrivial state (a0
a1
, µ
λ
a0
a1
). In [21], the authors
proved that any such extinction phenomenon must be localized in space, and that the population
as a whole always persists, which is called persistence of mass in [21]. Both mathematically and
biologically, it is interesting to know whether the population actually persists pointwise. In this
paper, we will give a confirmed answer for parameters in certain region, which implies that the
cell population may become very small at some time and some location, but it persists at any
location eventually.
To state our main results on the pointwise persistence in (1.1), we first present the following
lemma on the maximal Sobolev regularity.
Lemma 1.1. [30, Lemma 2.2] Suppose γ ∈ (1,+∞) and g ∈ Lγ((0, T );Lγ(Ω)). Assume that v
is a solution of the following initial boundary value problem,

τvt −∆v + λv = g,
∂v
∂n
= 0,
v(x, 0) = v0(x).
(1.2)
Then there exists a positive constant Cγ such that if s0 ∈ [0, T ), v(·, s0) ∈W
2,γ(Ω) with ∂v(·,s0)
∂n
=
0, then ∫ T
s0
eγs‖∆v(·, s)‖γ
Lγ (Ω)ds
≤ Cγ
(∫ T
s0
eγs‖g(·, s)‖γ
Lγ (Ω)ds+ e
γs0
(
‖v(·, s0)‖
γ
Lγ (Ω) + ‖∆v(·, s0)‖
γ
Lγ (Ω)
))
. (1.3)
The constant Cγ such that (1.3) holds is not unique. In the following, we always assume that
Cγ is the smallest positive constant such that (1.3) holds.
Next, we introduce some notations and definitions. Throughout the paper, we put
ai,inf = inf
t∈R,x∈Ω¯
ai(t, x), ai,sup = sup
t∈R,x∈Ω¯
ai(t, x), (1.4)
ai,inf(t) = inf
x∈Ω¯
ai(t, x), ai,sup(t) = sup
x∈Ω¯
ai(t, x), (1.5)
unless specified otherwise.
For given t0 ∈ R, u0 ∈ C(Ω¯), and v0 ∈ W
1,∞(Ω) with u0 > 0 and v0 ≥ 0, we denote a
classical solution (u(t, x), v(t, x)) of (1.1) by (u(t, x; t0, u0, v0), v(t, x; t0, u0, v0)) if it is defined on
[t0, t0 + T ) for some T > 0 and satisfies
lim
t→t+0
(u(t, ·; t0, u0, v0), v(t, ·; t0, u0, v0)) = (u0(·), v0(·)) (1.6)
in C(Ω¯)×W 1,q(Ω) for any q > n. In such case, (u(t, x; t0, u0, v0), v(t, x; t0, u0, v0)) is called the
solution of (1.1) on [t0, t0 + T ) with initial condition (u(t0, x), v(t0, x)) = (u0(x), v0(x)). If T
3
can be chosen to be ∞, we say the solution of (1.1) with initial condition (u(t0, x), v(t0, x)) =
(u0(x), v0(x)) exists globally. A solution (u(x, t), v(x, t)) of (1.1) defined for all t ∈ R is called
an entire solution.
Definition 1.1. We say that pointwise persistence occurs in (1.1) if there is η > 0 such that for
any t0 ∈ R, u0 ∈ C(Ω¯), and v0 ∈W
1,∞(Ω) with u0 > 0 and v0 ≥ 0, (u(t, x; t0, u0, v0), v(t, x; t0, u0, v0))
exists globally, and there is τ(u0, v0) > 0 such that
u(x, t; t0, u0, v0) ≥ η, ∀ x ∈ Ω, t ≥ t0 + τ(u0, v0). (1.7)
For convenience, we introduce the following two standing hypotheses.
(H1) a1,inf > infq>max{1,n
2
}
(
q−1
q
(Cq+1)
1
q+1µ
1
q+1
)
|χ| and inft∈R
(
a1,inf(t)− |Ω|(a2,inf(t))−
)
> 0.
(H2) Ω is convex, τ = 1, a1,inf >
nµ|χ|
4 , and inft∈R
(
a1,inf(t)− |Ω|(a2,inf(t))−
)
> 0.
We now state our main results. The first theorem is on the global existence and boundedness
of nonnegative classical solutions of system (1.1), which is fundamental for the study of pointwise
persistence.
Theorem 1.1. (Global Existence) Assume that (H1) or (H2) holds. Then for any t0 ∈ R,
(u0, v0) ∈ C(Ω¯)×W
1,∞(Ω) with u0, v0 ≥ 0, (1.1) has a unique bounded globally defined classical
solution (u(·, t; t0, u0, v0), v(·, t; t0, u0, v0)). Furthermore, there are positive numbers M1 and M2
independent of t0, u0, v0 and there are t
2(u0, v0) > t
1(u0, v0) > 0 such that∫
Ω
u(x, t; t0, u0, v0) ≤M1 ∀ t ≥ t0 + t
1(u0, v0) (1.8)
and
‖u(·, t; t0u0, v0)‖∞ ≤M2 ∀ t ≥ t0 + t
2(u0, v0). (1.9)
The second theorem is on pointwise persistence.
Theorem 1.2. (Pointwise persistence) Suppose that (H1) or (H2) holds. Then pointwise
persistence occurs in (1.1).
Applying the above pointwise persistence theorem, we obtain the third theorem on the exis-
tence of strictly positive entire solutions of (1.1).
Theorem 1.3. (Strictly positive entire solutions) Assume that (H1) or (H2) holds. System
(1.1) has a positive entire solution (u∗(x, t), v∗(x, t)) satisfying
inf
x∈Ω¯,t∈R
u∗(x, t) > 0. (1.10)
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We conclude the introduction with the following three remarks.
First, it should be pointed out that the global existence of nonnegative classical solutions
has been studied in [26] and [30] for some special cases of system (1.1). To be more precise,
in [26, Theorem 0.1], Winkler considered system (1.1) in convex domains Ω of Rn, with τ > 0,
a0(t, x) ≡ a0, a1(t, x) ≡ a1, a2(t, x) = 0, and λ = µ = 1, and established the global existence and
boundedness of nonnegative classical solutions of system (1.1) provided that a1 is large enough.
In [30], Zheng, Li, Bao and Zou extended Winkler’s global existence result to bounded domains
(not necessarily convex) of Rn for χ > 0 and show that a1 >
(n−2)+
n
χ[Cn
2
+1]
1
n
2 +1 implies global
existence of nonnegative solutions in system (1.1). Theorem 1.1 stated in the above extends the
global existence results in both [26] and [30] to the general full chemotaxis model (1.1) with local
as well as nonlocal time and space dependent logistic source. Theorem 1.1 under the assumption
(H1) can be proved by properly modifying arguments of [30, Theorem 2.2], and Theorem 1.1
under the assumption (H2) can be proved by properly modifying the arguments in [29, Lemma
3.1]. For the completeness, we will provide a proof of Theorem 1.1.
Second, as it is mentioned in the above, Tao and Winkler showed in [21] that the population
as a whole always persists for some special case of (1.1). Theorem 1.2 stated in the above shows
that under the assumption (H1) or (H2), every classical solution of (1.1) persists pointwise,
which implies the population persistence as a whole and rules out the extinction phenomenon
observed numerically. The pointwise persistence result obtained in Theorem 1.2 is new. Theorem
1.2 is proved by careful estimates of ‖v(·, t; t0, u0, v0)‖W 2,∞(Ω) in terms of ‖u(·, t; t0, u0, v0)‖∞ for
t≫ t0 and by nontrivial application of comparison principle for parabolic equations.
Third, Theorem 1.2 implies that under the assumption (H1) or (H2) any globally defined
positive solution of (1.1) is bounded away from zero eventually. To further study the asymptotic
behavior of globally defined positive solutions, it is important to study the existence of various
special positive solutions such as strictly positive entire solutions. In the case that a0(t, x) ≡ a0,
a1(t, x) ≡ a1, and a2(t, x) ≡ a2 > 0, it is clear that (u
∗(x, t), v∗(x, t)) = ( a0
a1+a2|Ω|
, µ
λ
a0
a1+a2|Ω|
) is
a strictly positive entire solution of (1.1). In [29], Winkler proved the global stability of this
positive entire solution when τ = λ = µ = 1, a2(t, x) ≡ 0, and Ω is convex. It should be
pointed out that it is a challenging problem to prove existence and stability of strictly positive
entire solutions. We prove Theorem 1.3 by applying Theorem 1.2 together with some pullback
technique. We leave the following as open questions: 1) If the coefficients of (1.1) are periodic
in t with period T , does (1.1) have positive periodic solutions with period T ? 2) When does
(1.1) have a unique stable strictly positive entire solution?
The rest of the paper is organized as follows. In section 2, we recall some important results
to be used to prove the main results in the paper. The global existence results are establish in
section 3. In section 4, we prove our main result on pointwise persistence. Finally, in section 5,
we show existence of strictly positive entire solutions of system (1.1).
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2 Preliminary
In this section, we present some preliminary lemmas to be used in later sections.
Let Ω ⊂ Rn be a bounded smooth domain. For given 1 ≤ p < ∞, it is well known that the
operator ∆ : D(∆) = {u ∈ W 2,p(Ω) | ∂u
∂n
|∂Ω = 0} generates an analytic semigroup, denoted by
et∆, on Lp(Ω).
Lemma 2.1. (i) If 1 ≤ q ≤ p ≤ ∞, there is K1(q, p) > 0 such that
‖et∆v‖p ≤ K1(q, p)(1 + t
−n
2
( 1
q
− 1
p
))‖v‖q ∀ t > 0, v ∈ L
q(Ω). (2.1)
(ii) Fix α ∈ (0, 1). For given 1 < p <∞, let A = −∆+αI with D(A) = {u ∈W 2,p(Ω) | ∂u
∂n
|∂Ω =
0}. Then A is sectorial in Lp(Ω) and possesses closed fractional powers Ak for any k > 0,
and
D(Ak) →֒W 2,∞ if 2k −
n
p
> 2. (2.2)
Moreover, if (e−tA)t≥0 denotes the corresponding analytic semigroup in L
p(Ω), then for
each k > 0, there is K2(p, k) > 0 such that
‖Ake−sAφ‖Lp(Ω) ≤ K2(p, k)s
−k‖φ‖Lp(Ω) (2.3)
for all s > 0 and φ ∈ Lp(Ω).
(iii) Given 1 < p <∞, there is K3(p) > 0 such that
‖es∆∇ · φ‖Lp(Ω) ≤ K3(p)(1 + s
− 1
2 )‖φ‖Lp(Ω) (2.4)
for all s > 0 and φ ∈ C1(Ω¯,Rn) satisfying φ · ν = 0 on ∂Ω, where ν is the outward
normal vector to ∂Ω. Consequently, for all s > 0, the operator es∆∇· possesses a uniquely
determined extension to an operator from Lp(Ω,Rn) into Lp(Ω,RN ), with norm controlled
according to (2.4).
(iv) For given 2 ≤ p <∞, there exists a positive constant K4(p) which only depends on Ω such
that
‖∇e∆tv‖Lp(Ω) ≤ K4(p)‖∇v‖Lp(Ω) ∀ t > 0 and ∀ v ∈W
1,p(Ω).
(v) For given 1 ≤ q ≤ p ≤ ∞, there is K5(q, p) such that
‖∇e∆tv‖Lp ≤ K5(q, p)
(
1 + t
− 1
2
−n
2
(
1
q
− 1
p
))
‖v‖Lq ∀ t > 0 and v ∈ L
q(Ω).
(vi) Given 1 < p <∞, there is K6(p) > 0 such that
‖∇es∆φ‖Lp(Ω) ≤ K6(p)s
− 1
2 ‖φ‖L∞(Ω) ∀s > 0 and φ ∈ L
∞(Ω).
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Proof. (i) First, by [25, Lemma 1.3(i)], there is K1,0(q, p) > 0 such that (2.1) holds for all
v ∈ Lq(Ω) with
∫
Ω v = 0 and with K1(q, p) = K1,0(q, p). Now for any v ∈ L
q(Ω), we have
‖et∆v‖p = ‖e
t∆(v −
∫
Ω
v) + et∆
∫
Ω
v‖p
≤ ‖et∆(v −
∫
Ω
v)‖p + ‖e
t∆
∫
Ω
v‖p
≤ K1,0(q, p)‖v −
∫
Ω
v‖q + ‖
∫
Ω
v‖p
≤ K1,0(q, p)(1 + |Ω|)‖v‖q + |Ω|
1
p
+ 1
q′ ‖v‖q ,
where q′ ≥ 1 is such that 1
q
+ 1
q′
= 1. This implies that (i) holds for any v ∈ Lq(Ω) with
K1(q, p) = K1,0(q, p)(1 + |Ω|) + |Ω|
1
p
+ 1
q′ .
(ii) (2.2) is equation (4.7) and (2.3) is equation (4.8) in [29] respectively.
(iii) This is equation (4.12) in [29].
(iv) It follows from [25, Lemma 1.3(iii)].
(v) It follows from [25, Lemma 1.3(ii)].
(vi) This is equation (4.2) in [29].
Lemma 2.2. [26, Lemma 1.1] For any initial (u0, v0) ∈ C(Ω¯) ×W
1,∞(Ω) with u0, v0 ≥ 0,
there exists Tmax := Tmax(t0, u0, v0) ∈ (0,∞] and a unique classical solution (u(x, t; t0, u0, v0),
v(x, t; t0, u0, v0)) of (1.1) with initial condition u(t0, x) = u0(x) and v(t0, x) = v0(x) in the sense
of (1.6) in Ω× (t0, t0 + Tmax) satisfying
either Tmax =∞ or lim sup
t→Tmax
‖u(·, t0 + t; t0, u0, v0)‖∞ =∞, (2.5)
and for any q > n,
u ∈ C0(Ω¯× [t0, t0 + Tmax)) ∩ C
2,1(Ω¯× (t0, t0 + Tmax)) and
v ∈ C0(Ω¯× [t0, t0 + Tmax)) ∩ C
2,1(Ω¯ × (t0, t0 + Tmax)) ∩ L
∞
loc((t0, t0 + Tmax);W
1,q(Ω)).
Proof. It can be proved by the similar arguments as those in [26, Lemma 1.1].
Lemma 2.3. For any t0 ∈ R, (u0, v0), (u˜0, v˜0) ∈ C(Ω¯) ×W
1,∞(Ω) with u0, v0, u˜0, v˜0 ≥ 0, if
(u(t), v(t)) := (u(·, t; t0, u0, v0), v(·, t; t0, u0, v0)), (u˜(t), v˜(t)) := (u˜(·, t; t0, u˜0, v˜0), v˜(·, t; t0, u˜0, v˜0))
are solution of (1.1) with (u(·, t0; t0, u0, v0), v(·, t0; t0, u0, v0)) = (u0, v0) and (u˜(·, t; t0, u˜0, v˜0),
v˜(·, t; t0, u˜0, v˜0)) = (u˜0, v˜0), then there are C0 > 0 (independent of t, t0, u0, v0) and C1(t) =
C1(supt0≤s≤t ‖u(s)‖∞, supt0≤s≤t ‖u˜(s)‖∞, supt0≤s≤t ‖v(s)‖W 1,∞ , supt0≤s≤t ‖v˜(s)‖W 1,∞) > 0 such
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that
‖(u− u˜)(t)‖∞ + ‖(v − v˜)(t)‖W 1,∞
≤ C0e
−ν1(t−t0)
(
‖u0 − u˜0‖∞ + ‖v0 − v˜0‖W 1,∞
)
+ C1(t)
∫ t
t0
e−ν1(t−s)(1 + (
t− s
2
)
− n
2q )(1 + ν2(t− s)
− 1
2 )
(
‖(u− u˜)(s)‖∞ + ‖(v − v˜)(s)‖W 1,∞
)
ds
(2.6)
for any t ∈ [t0, t0 + Tmax) and q > n, where Tmax = min{Tmax(t0, u0, v0), Tmax(t0, u˜0, v˜0)},
ν1 = min{1,
λ
τ
}, and ν2 = max{1,
√
τ
2}.
Proof. Let φ(t) = (u− u˜)(t) and ϕ(t) = (v − v˜)(t). Fix t such that t0 ≤ t < t0 + Tmax. Then we
have
φ(t) =
e−(t−t0)e∆(t−t0)φ(t0)− χ
∫ t
t0
e−(t−s)e∆
(t−s)
2 e∆
(t−s)
2 ∇ · (φ(s)∇v(s))ds
− χ
∫ t
t0
e−(t−s)e∆
(t−s)
2 e∆
(t−s)
2 ∇ · (u˜(s)∇ϕ(s))ds
+
∫ t
t0
e−(t−s)e∆(t−s)
(
[1 + a0(s)− a1(s)(u(s) + u˜(s))− a2(s)
∫
Ω
u(s)]φ(s) − a2(s)u˜(s)
∫
Ω
φ(s)
)
ds,
(2.7)
and
ϕ(t) = e−
λ(t−t0)
τ e∆(
t−t0
τ
)ϕ(t0) +
µ
τ
∫ t
t0
e−
λ(t−s)
τ e∆(
t−s
τ
)φ(s)ds. (2.8)
Fix some q > n. Thus by Lemma 2.1 (i), (iii),(iv) and (v), we get from equations (2.7) and (2.8)
respectively that
‖φ(t)‖∞ ≤ e
−(t−t0)‖φ(t0)‖∞
+D0(t, t0)
∫ t
t0
e−(t−s)(1 + (
t− s
2
)−
n
2q )(1 + (
t− s
2
)−
1
2 )‖φ(s)‖∞ds
+D1(t, t0)
∫ t
t0
e−(t−s)(1 + (
t− s
2
)−
n
2q )(1 + (
t− s
2
)−
1
2 )‖ϕ(s)‖W 1,∞ds
+D2(t, t0)
∫ t
t0
e−(t−s)‖φ(s)‖∞ds, (2.9)
and
‖ϕ(t)‖W 1,∞
≤ e−
λ(t−t0)
τ ‖ϕ(t0)‖∞ +K4(q)|Ω|
1
q e−
λ(t−t0)
τ ‖∇ϕ(t0)‖∞
+ (K1(∞,∞) +K5(∞,∞))
µ
τ
∫ t
t0
e−
λ(t−s)
τ (1 + (
t− s
τ
)−
1
2 )‖φ(s)‖∞ds, (2.10)
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where
D0(t, t0) = |χ|K1(q,∞)K3(q)|Ω|
1
q sup
t0≤s≤t
‖v(s)‖W 1,∞ ,
D1(t, t0) = |χ|K1(q,∞)K3(q)|Ω|
1
q sup
t0≤s≤t
‖u˜(s)‖∞,
and
D2(t, t0) = 1 + a0,sup + (a1,sup + |Ω|a2,sup)( sup
t0≤s≤t
‖u(s)‖∞ + sup
t0≤s≤t
‖u˜(s)‖∞).
The lemma then follows.
3 Global existence of bounded classical solutions
In this section, we study the global existence of classical solutions and prove Theorem 1.1. We
first prove a lemma.
Lemma 3.1. Suppose inft∈R
(
a1,inf(t) − |Ω|(a2,inf(t))−
)
> 0. Then for any t0 ∈ R, (u0, v0) ∈
C(Ω¯) ×W 1,∞(Ω) with u0, v0 ≥ 0, if (u(·, t; t0, u0, v0), v(·, t; t0, u0, v0)) is the solution of (1.1)
with (u(·, t0; t0, u0, v0), v(·, t0; t0, u0, v0)) = (u0, v0), we have
0 ≤
∫
Ω
u(·, t; t0, u0, v0) ≤ max{
∫
Ω
u0, M˜1} := M0(‖u0‖∞) ∀ t0 ≤ t < t0+ Tmax(t0, u0, v0), (3.1)
where
M˜1 =
|Ω|a0,sup
inft∈R
(
a1,inf(t)− |Ω|(a2,inf(t))−
) . (3.2)
Moreover if Tmax(t0, u0, v0) =∞, then there exists t
1(u0) such that
0 ≤
∫
Ω
u(·, t; t0, u0, v0) ≤M1 := M˜1 + 1 ∀ t ≥ t0 + t
1. (3.3)
Proof. By integrating the first equation of (1.1), we get
d
dt
∫
Ω
u =
∫
Ω
u
(
a0(t, x)− a1(t, x)u− a2(t, x)
∫
Ω
u
)
≤
∫
Ω
u
(
a0,sup − a1,inf(t)u+ (a2,inf(t))−
∫
Ω
u
)
≤
∫
Ω
u
(
a0,sup −
a1,inf(t)− |Ω|(a2,inf(t))−
|Ω|
∫
Ω
u
)
≤
∫
Ω
u
(
a0,sup −
inft∈R
(
a1,inf(t)− |Ω|(a2,inf(t))−
)
|Ω|
∫
Ω
u
)
. (3.4)
Then (3.1) follows from (3.5) and comparison principle for ordinary differential equations. Fur-
thermore if Tmax(t0, u0, v0) = ∞, we get
∫
Ω u(·, t; t0, u0, v0) ≤ y(t; t0, |Ω|‖u0‖∞) for all t ≥ t0
with y(t; t0, |Ω|‖u0‖∞) satisfying the following ordinary differential equation,
y′ = y
(
a0,sup −
inft∈R
(
a1,inf(t)− |Ω|(a2,inf(t))−
)
|Ω|
y
)
, t > t0, (3.5)
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with initial y(t0) = |Ω|‖u0‖∞. This implies that there exists t
1
ǫ = t
1(u0)
y(t; t0, |Ω|‖u0‖∞) ≤M1 ∀t ≥ t0 + t
1.
Thus equation (3.3) follows.
Next, we prove Theorem 1.1 under the assumption of (H1).
Proof of Theorem 1.1 with the assumption (H1). Assume that (H1) holds. Theorem 1.1 can
then be proved by properly modifying arguments of [30, Theorem 2.2]. For completeness, we
provide a proof in the following.
We divide the proof in six steps. For simplicity in notation, we put Tmax = Tmax(t0, u0, v0),
and
(u(t), v(t)) = (u(·, t; t0, u0, v0), v(·, t; t0, u0, v0)).
Note that, by (H1),
a1,inf > inf
q>max{1,n
2
}
(q − 1
q
[Cq+1]
1
q+1µ
1
q+1
)
|χ|.
Hence there is γ > 1 such that
a1,inf >
(γ − 1
γ
[Cγ+1]
1
γ+1µ
1
γ+1
)
|χ|
and hence
|χ|µ
1
γ+1C
1
γ+1
γ+1 >
(
|χ|µ
1
γ+1C
1
γ+1
γ+1 − a1,inf
)
γ.
Therefore, there is γ > 1 such that
γ ∈
(
1,
|χ|µ
1
γ+1C
1
γ+1
γ+1(
|χ|µ
1
γ+1C
1
γ+1
γ+1 − a1,inf
)
+
)
.
Step 1. In this step, we prove that for any γ > 1 satisfying that γ ∈
(
1,
|χ|µ
1
γ+1C
1
γ+1
γ+1(
|χ|µ
1
γ+1C
1
γ+1
γ+1 −a1,inf
)
+
)
,
there is C = C(γ, u0, v0, a0, a1, a2, |Ω|) such that∫
Ω
uγ(t) ≤ C ∀ t ∈ [t0, t0 + Tmax). (3.6)
First, by multiplying the first equation of (1.1) by uγ−1(t) and integrating with respect to x
over Ω, we have for t ∈ (t0, t0 + Tmax) that
1
γ
d
dt
∫
Ω
uγ(t) +
4(γ − 1)
γ2
∫
Ω
|∇u
γ
2 (t)|2 =(γ − 1)χ
∫
Ω
uγ−1(t)∇u(t) · ∇v(t)
+
∫
Ω
uγ(t)
[
a0(t, ·) − a1(t, ·)u(t) − a2(t, ·)
∫
Ω
u(t)
]
.
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By Lemma 3.1, we have∫
Ω
u(·, t; t0, u0, v0) ≤ max
{∫
Ω
u0,
|Ω|a0,sup
inft∈R
(
a1,inf(t)− |Ω|(a2,inf(t))−
)} :=M0 ∀ t ∈ [t0, t0+Tmax).
Thus
1
γ
d
dt
∫
Ω
uγ(t) +
4(γ − 1)
γ2
∫
Ω
|∇u
γ
2 (t)|2 ≤(γ − 1)χ
∫
Ω
uγ−1(t)∇u(t) · ∇v(t)
+
∫
Ω
uγ(t)
[
a0,sup − a1,infu(t) + (a2,inf)−M0
]
=−
χ(γ − 1)
γ
∫
Ω
uγ(t)∆v(t)−
γ + 1
γ
∫
Ω
uγ(t)
+
∫
Ω
uγ(t)
[
a0,sup +
γ + 1
γ
+ (a2,inf)−M0 − a1,infu(t)
]
.
(3.7)
Let ǫ > 0. By Young’s inequality with p = γ+1
γ
and q = γ + 1, we get∫
Ω
[
a0,sup +
γ + 1
γ
+ (a2,inf)−M0
]
uγ(t)
≤ ǫ
∫
Ω
uγ+1 +
1
γ + 1
[γ + 1
γ
ǫ
]−γ
[a0,sup +
γ + 1
γ
+ (a2,inf)−M0
]γ+1
|Ω|︸ ︷︷ ︸
C1(ǫ,a0,a1,a2γ,
∫
Ω u0):=C1
.
By combining this last equation with equation (3.7), we get
1
γ
d
dt
∫
Ω
uγ(t) +
4(γ − 1)
γ2
∫
Ω
|∇u
γ
2 (t)|2 ≤
|χ|(γ − 1)
γ
∫
Ω
uγ(t)|∆v(t)| −
γ + 1
γ
∫
Ω
uγ(t)
+ (ǫ− a1,inf)
∫
Ω
uγ+1(t) + C1. (3.8)
Let r > 0. By Young’s inequality with p = γ+1
γ
and q = γ + 1 again, we get
|χ|(γ − 1)
γ
∫
Ω
uγ(t)|∆v(t)| ≤ r
∫
Ω
uγ+1(t) +
1
γ + 1
[γ + 1
γ
]−γ[γ − 1
γ
]γ+1
︸ ︷︷ ︸
Aγ
r−γ |χ|γ+1
∫
Ω
|∆v(t)|γ+1.
By combining this last equation with equation (3.8), we get
1
γ
d
dt
∫
Ω
uγ(t) +
4(γ − 1)
γ2
∫
Ω
|∇u
γ
2 (t)|2 ≤−
γ + 1
γ
∫
Ω
uγ(t) + (ǫ+ r − a1,inf)
∫
Ω
uγ+1(t)
+Aγr
−γ |χ|γ+1
∫
Ω
|∆v(t)|γ+1 + C1. (3.9)
Let s0 ∈ (0, Tmax) be fixed. By Lemma 2.2, there exists a positive constant K = K(u0, v0) such
that
‖u(t)‖∞ ≤ K, ‖v(t)‖∞ ≤ K ∀ t ∈ (t0, t0 + s0], and ‖∆v(t0 + s0)‖∞ ≤ K. (3.10)
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Next let y be the solution of the following ordinary differential equation,{
y′ = −(γ + 1)y + γf(t), t ∈ (t0 + s0, t0 + Tmax)
y(s0) = ‖u(t0 + s0)‖∞,
(3.11)
where
f(t) = (ǫ+ r − a1,inf)
∫
Ω
uγ+1(t) +Aγr
−γ|χ|γ+1
∫
Ω
|∆v(t)|γ+1 + C1.
Then, by equations (3.9) and (3.11), comparison principle for parabolic equations, and variation
of constant formula, we get∫
Ω
uγ(t) ≤ y(t) = e−(γ+1)(t−t0−s0)‖u(t0+s0)‖∞+γ
∫ t
t0+s0
e−(γ+1)(t−s)f(s)ds ∀ t0+s0 ≤ t < t0+Tmax.
This is equivalent to
1
γ
∫
Ω
uγ(t) ≤
1
γ
e−(γ+1)(t−t0−s0)‖u(t0 + s0)‖∞ + (ǫ+ r − a1,inf)
∫ t
t0+s0
e−(γ+1)(t−s)
∫
Ω
uγ+1(s)ds
+Aγr
−γ |χ|γ+1
∫ t
t0+s0
e−(γ+1)(t−s)
∫
Ω
|∆v(s)|γ+1ds+ C1
∫ t
t0+s0
e−(γ+1)(t−s)ds
≤(ǫ+ r − a1,inf)
∫ t
t0+s0
e−(γ+1)(t−s)
∫
Ω
uγ+1(s)ds
+Aγr
−γ |χ|γ+1
∫ t
t0+s0
e−(γ+1)(t−s)
∫
Ω
|∆v(s)|γ+1ds+
K
γ
e−(γ+1)(t−t0−s0) +
C1
γ + 1
(3.12)
for t0 + s0 ≤ t < t0 + Tmax.
Now, by Lemma 1.1,∫ t
t0+s0
e−(γ+1)(t−s)‖∆v(·, s)‖γ+1
Lγ+1(Ω)
ds
≤ Cγ+1µ
∫ t
t0+s0
e−(γ+1)(t−s)‖u(·, s)‖γ+1
Lγ+1(Ω)
ds
+Cγ+1e
−(γ+1)(t−t0−s0)
(
‖v(·, t0 + s0)‖
γ+1
Lγ+1(Ω)
+ ‖∆v(·, t0 + s0)‖
γ+1
Lγ+1(Ω)
)
(3.13)
for t0 + s0 ≤ t < t0 + Tmax. Combining equations (3.12) and (3.13), we get using in addition
(3.10)
1
γ
∫
Ω
uγ(t) ≤(ǫ+AγCγ+1r
−γ |χ|γ+1µ+ r − a1,inf)
∫ t
t0+s0
e−(γ+1)(t−s)
∫
Ω
uγ+1(s)ds
+ e−(γ+1)(t−t0−s0)
(K
γ
+ 2Aγr
−γ |χ|γ+1Cγ+1K
γ+1|Ω|
)
+
C1
γ + 1
(3.14)
for t0 + s0 ≤ t < t0 + Tmax.
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We claim that
min
r>0
(
AγCγ+1r
−γ |χ|γ+1µ+ r︸ ︷︷ ︸
H(r)
)
= H
(
(AγCγ+1γ)
1
γ+1 |χ|µ
1
γ+1︸ ︷︷ ︸
r0
)
=
γ − 1
γ
C
1
γ+1
γ+1 |χ|µ
1
γ+1 . (3.15)
Indeed, we haveH ′(r) = −γAγCγ+1r
−γ−1|χ|γ+1µ+1. ThusH ′(r) = 0 ⇐⇒ r =
(
γAγCγ+1µ
) 1
γ+1 |χ|.
Furthermore, H
′′
(r) = γ(γ + 1)AγCγ+1r
−γ−2|χ|γ+1 > 0, ∀r > 0. Thus minr>0H(r) = H(r0),
which is given by
H(r0) =AγCγ+1
((
γAγCγ+1|χ|
γ+1µ
) 1
γ+1
)−γ
|χ|γ+1µ+
(
γAγCγ+1|χ|
γ+1µ
) 1
γ+1
=A
1
γ+1
γ C
1
γ+1
γ+1 |χ|µ
1
γ+1
(
γ
− γ
γ+1 + γ
1
γ+1
)
=A
1
γ+1
γ C
1
γ+1
γ+1 |χ|µ
1
γ+1 γ
− γ
γ+1 (1 + γ). (3.16)
Note that Aγ =
1
γ+1
[
γ+1
γ
]−γ[γ−1
γ
]γ+1
. Thus
A
1
γ+1
γ =
[ 1
γ + 1
] 1
γ+1
[γ + 1
γ
]− γ
γ+1
(γ − 1
γ
)
=
[
γ + 1
]− 1
γ+1
[γ + 1
γ
]− γ
γ+1
(γ − 1
γ
)
=
[
γ + 1
]−1
γ
γ
γ+1
(γ − 1
γ
)
. (3.17)
From equations (3.16) and (3.17), we get
H(r0) =A
1
γ+1
γ C
1
γ+1
γ+1 |χ|µ
1
γ+1 γ
− γ
γ+1 (1 + γ)
=
[
γ + 1
]−1
γ
γ
γ+1
(γ − 1
γ
)
C
1
γ+1
γ+1 |χ|µ
1
γ+1 γ
− γ
γ+1 (1 + γ)
=
(γ − 1
γ
)
C
1
γ+1
γ+1 |χ|µ
1
γ+1 ,
and (3.15) follows.
Finally, combining equations (3.14) and (3.15), we get
1
γ
∫
Ω
uγ(t) ≤(ǫ+
γ − 1
γ
C
1
γ+1
γ+1 |χ|µ
1
γ+1 − a1,inf)
∫ t
t0+s0
e−(γ+1)(t−s)
∫
Ω
uγ+1(s)ds
+ e−(γ+1)(t−t0−s0)
(K
γ
+ 2Aγr
−γ
0 |χ|
γ+1Cγ+1K
γ+1|Ω|
)
+
C1
γ + 1
, (3.18)
where r0 =
(
γAγCγ+1µ
) 1
γ+1 |χ|. Since γ ∈
(
1,
|χ|µ
1
γ+1C
1
γ+1
γ+1(
|χ|µ
1
γ+1C
1
γ+1
γ+1 −a1,inf
)
+
)
, we have a1,inf >
γ−1
γ
C
1
γ+1
γ+1 |χ|µ
1
γ+1 . By choosing ǫ < a1,inf −
γ−1
γ
C
1
γ+1
γ+1 |χ|µ
1
γ+1 , we get from (3.18) for t ∈ (t0 +
s0, Tmax) that
1
γ
∫
Ω
uγ(t) ≤ e−(γ+1)(t−t0−s0)
(K
γ
+ 2Aγr
−γ
0 |χ|
γ+1Cγ+1K
γ+1|Ω|
)
+
C1
γ + 1
. (3.19)
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The proof of Step 1 follows from (3.10) and (3.19).
Step 2. Let q0 > max{1,
n
2 } be such that a1,inf >
q0−1
q0
|χ|[Cq0+1µ]
1
q0+1 . In this step, we prove
that for any q ∈
[
1, nq0(n−q0)+
)
, there exists a constant C = C(q0, q, u0, v0, a0, a1, a2, |Ω|) such that
‖∇v(t)‖q ≤ C ∀ t ∈ (t0, t0 + Tmax). (3.20)
First, by Step 1, there is C = C(q0, u0, v0, ai, |Ω|) such that∫
Ω
uq0(t) ≤ C ∀ t ∈ [t0, t0 + Tmax). (3.21)
Next, by the second equation in (1.1) and the variation of constant formula, we have for all
t ∈ (t0, t0 + Tmax) that
v(t) = e(∆−λI)(
t−t0
τ
)v0 +
µ
τ
∫ t
t0
e(∆−λI)(
t−s
τ
)u(s)ds.
By Lemma 2.1(iv) and (v), we have
‖∇v(t)‖q ≤‖∇e
(∆−λI)(
t−t0
τ
)v0‖q +
µ
τ
∫ t
t0
‖∇e(∆−λI)(
t−s
τ
)u(s)‖q
≤K4(q)e
−λ
(
t−t0
τ
)
‖v0‖W 1,∞
+K5(q0, q)
∫ t
t0
(
1 + (
t− s
τ
)
− 1
2
−n
2
( 1
q0
− 1
q
)+)e−λ( t−sτ )‖u(s)‖q0ds
≤K4(q)e
−λ
(
t−t0
τ
)
‖v0‖W 1,∞
+K5(q0, q)τ sup
t∈[t0,t0+Tmax)
‖u(t)‖Lq0
∫ ∞
0
(
1 + s
− 1
2
−n
2
( 1
q0
− 1
q
)+)e−λsds, (3.22)
for each t ∈ (t0, t0 + Tmax), which is finite provided that
1
2 +
n
2 (
1
q0
− 1
q
)+ < 1 which is equivalent
to q < nq0(n−q0)+ . Thus Step 2 follows from (3.22).
Step 3. Let q0 be given as in Step 2. In this step, we prove that for any γ ≥ 1, there is
C = C(γ, u0, v0, a0, a1, a2|Ω|) such that∫
Ω
uγ(t) ≤ C ∀t ∈ [t0, t0 + Tmax). (3.23)
First, note that q0 <
nq0
2(n−q0)+
. By Step 1 and Step 2, we have
sup
t∈[t0,t0+Tmax)
∫
Ω
uq0(t) <∞
and
sup
t∈[t0,t0+Tmax)
∫
Ω
|∇v|2q0(t) <∞.
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Furthermore if γ ≤ q0, by the continuous inclusion of L
q0(Ω) into Lγ(Ω), there exists a
positive constant C0 depending only on Ω, n, q0 and γ such that
‖u(t)‖Lγ ≤ C0‖u(t)‖Lq0 ,
and (3.23) fellows.
Next suppose γ > q0. By the arguments in Step 1, we get
1
γ
d
dt
∫
Ω
uγ(t) +
4(γ − 1)
γ2
∫
Ω
|∇u
γ
2 (t)|2 ≤(γ − 1)χ
∫
Ω
uγ−1(t)∇u(t) · ∇v(t)
+
∫
Ω
uγ(t)
[
a0,sup − a1,infu(t) + (a2,inf)−M0
]
. (3.24)
By Young’s inequality we get
(a0,sup + (a2,inf)−M0)
∫
Ω
uγ(t) ≤
a1,inf
2
∫
Ω
uγ+1(t) +C(γ, ai,M0, |Ω|).
This together with (3.24) implies that
1
γ
d
dt
∫
Ω
uγ(t) +
4(γ − 1)
γ2
∫
Ω
|∇u
γ
2 (t)|2
≤ (γ − 1)χ
∫
Ω
uγ−1(t)∇u(t) · ∇v(t)−
a1,inf
2
∫
Ω
uγ+1(t) + C(γ, ai,M0, |Ω|). (3.25)
By Young’s inequality again, we have
(γ − 1)χ
∫
Ω
uγ−1(t)∇u(t) · ∇v(t)
≤
γ − 1
2
∫
Ω
uγ−2(t)|∇u(t)|2 +
χ2(γ − 1)
2
∫
Ω
uγ(t)|∇v(t)|2
=
2(γ − 1)
γ2
∫
Ω
|∇u
γ
2 (t)|2 +
χ2(γ − 1)
2
∫
Ω
uγ(t)|∇v(t)|2.
This together with (3.25) implies that
1
γ
d
dt
∫
Ω
uγ(t) +
2(γ − 1)
γ2
∫
Ω
|∇u
γ
2 (t)|2
≤
χ2(γ − 1)
2
∫
Ω
uγ(t)|∇v(t)|2 −
a1,inf
2
∫
Ω
uγ+1(t) + C(γ, ai,M0, |Ω|). (3.26)
By Holder’s inequality, we have
χ2(γ − 1)
2
∫
Ω
uγ(t)|∇v(t)|2 ≤
χ2(γ − 1)
2
(∫
Ω
u
γq0
q0−1 (t)
) q0−1
q0
(∫
Ω
|∇v(t)|2q0
) 1
q0 .
By Gagliardo-Nirenberg inequality, there exists a positive constant C0 depending on the domain
Ω and γ such that
‖u
γ
2 ‖2
L
2q0
q0−1
≤ C0‖∇u
γ
2 (t)‖2aL2‖u
γ
2 (t)‖
2(1−a)
L
2q0
γ
+ C0‖u
γ
2 (t)‖2
L
2q0
γ
,
15
where a =
nγ
2q0
−
n(q0−1)
2q0
1+n
2
( γ
q0
−1)
. Since n2 < q0 < γ, we have 0 < a < 1. By applying Young’s Inequality,
we get for any ǫ > 0
C0‖u
γ
2 (t)‖
2(1−a)
L
2q0
γ
χ2(γ − 1)
2
( ∫
Ω
|∇v(t)|2q0
) 1
q0 ‖∇u
γ
2 (t)‖2aL2
≤ ǫ‖∇u
γ
2 (t)‖2L2 + C(ǫ, γ, sup
t∈[t0,t0+T|max)
‖u(t)‖Lq0 , sup
t∈[t0,t0+Tmax)
‖∇v‖L2q0 , ai, |Ω|).
Put
sup
t
‖u(t)‖Lq0 = sup
t∈[t0,t0+T|max)
‖u(t)‖Lq0 and sup
t
‖∇v‖L2q0 = sup
t∈[t0,t0+Tmax)
‖∇v‖L2q0 .
Then
χ2(γ − 1)
2
∫
Ω
uγ(t)|∇v(t)|2 ≤ ǫ‖∇u
γ
2 (t)‖2L2 + C(ǫ, γ, sup
t
‖u(t)‖Lq0 , sup
t
‖∇v‖L2q0 , a0, a1, a2|Ω|).
It then follows from equation (3.26) that
1
γ
d
dt
∫
Ω
uγ(t) +
2(γ − 1)
γ2
∫
Ω
|∇u
γ
2 (t)|2
≤ ǫ‖∇u
γ
2 (t)‖2L2 −
a1,inf
2
∫
Ω
uγ+1(t+ C(ǫ, γ, sup
t
‖u(t)‖Lq0 , sup
t
‖∇v‖L2q0 , a0, a1, a2, |Ω|).
Taking ǫ = 2(γ−1)
γ2
in this last equation, we get
1
γ
d
dt
∫
Ω
uγ(t)
≤ −
a1,inf
2
∫
Ω
uγ+1(t) + C(ǫ, γ, sup
t
‖u(t)‖Lq0 , sup
t
‖∇v‖L2q0 , a0, a1, a2, |Ω|)
≤ −
a1,inf
2|Ω|
1
γ
( ∫
Ω
uγ(t)
) γ+1
γ
+ C(ǫ, γ, sup
t
‖u(t)‖Lq0 , sup
t
‖∇v‖L2q0 , a0, a1, a2, |Ω|). (3.27)
(3.23) then follows.
Step 4. In this step, we prove that for any q ≥ 1, there exists C = C(q, u0, v0, a0, a1, a2, |Ω|)
such that
‖∇v(t)‖q ≤ C ∀ t ∈ (t0, t0 + Tmax). (3.28)
By the arguments in Step 2, we have
‖∇v(t)‖q ≤‖∇e
(∆−λI)(
t−t0
τ
)v0‖q +
µ
τ
∫ t
t0
‖∇e(∆−λI)(
t−s
τ
)u(s)‖q
≤K4(q)e
−λ
(
t−t0
τ
)
‖v0‖W 1,∞
+K5(q, q)
∫ t
t0
(
1 + (
t− s
τ
)−
1
2
)
e−λ(
t−s
τ
)‖u(s)‖qds
≤K4(q)e
−λ
(
t−t0
τ
)
‖v0‖W 1,∞
+K5(q, q)τ sup
t∈[t0,t0+Tmax)
‖u(t)‖Lq
∫ ∞
0
(
1 + s−
1
2
)
e−λsds (3.29)
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for each t ∈ (t0, t0 + Tmax). (3.28) then follows.
Step 5. Choose p > n and p1 > p > p2 such that
1
p
= 1
p1
+ 1
p2
. In this sept, we prove that there
is C = C(u0, v0) such that
‖u(t)‖C0(Ω¯) + ‖v(t)‖C0(Ω¯) ≤ C ∀t ∈ [t0, t0 + Tmax). (3.30)
Therefore, Tmax =∞.
First, by the variation of constant formula and the first equation in (1.1), we have
u(t) = e−A(t−t0)u0 − χ
∫ t
t0
e−A(t−s)∇(u(s) · ∇v(s))ds
+
∫ t
t0
e−A(t−s)u(s)
[
1 + a0(s, ·)− a1(s, ·)u(s) − (a2(s, ·))+
∫
Ω
u(s) + (a2(s, ·))−
∫
Ω
u(s)︸ ︷︷ ︸
I0(·,s)
]
ds,
where A = −∆+ I. Note that
u(s)I0(·, s) ≤ u(s)[1 + (a2,inf)−M0 + a0(·, s)− a1(s, ·)u(s)︸ ︷︷ ︸
I1(·,s)
].
By comparison principle for parabolic equations, we get∫ t
t0
e−A(t−s)u(s)I0(·, s)ds ≤
∫ t
t0
e−A(t−s)u(s)I1(·, s)ds.
Therefore
u(t) ≤ u1(t) + u2(t) + u3(t),
where
u1(t) = e
−A(t−t0)u0, u2(t) = −χ
∫ t
t0
e−A(t−s)∇(u(s) · ∇v(s))ds
and
u3(t, x) =
∫ t
t0
e−A(t−s)u(s) [1 + (a2,inf)−M0 + a0(·, s)− a1(s, ·)u(s)] ds.
Next, note that there are c0, c1 > 0 such that (1+(a2,inf)−M0+a0(t, x))r−a1(t, x)r
2 ≤ c0−c1r
2
for all t ∈ R, x ∈ Ω, and r ≥ 0. We then have that
‖u1(t)‖L∞(Ω) ≤ e
−(t−t0)‖u0‖L∞(Ω) ∀ t ∈ [t0, t0 + Tmax) (3.31)
and
u3(t) ≤ C
∫ t
t0
e−A(t−s)ds ≤ C
∫ t
t0
e−(t−s) ≤ C ∀ t ∈ [t0, t0 + Tmax). (3.32)
Choose p > n and α ∈ ( n2p ,
1
2 ). Then X
α ⊂ L∞(Ω) and the inclusion is continuous (see [4]
exercise 10, page 40.) Choose ǫ ∈ (0, 12 − α). By Lemma 2.1(ii) and (iii), we have
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‖u2(t)‖L∞(Ω) ≤ C‖A
αu2(t)‖Lp(Ω)
≤ C|χ|
∫ t
t0
‖Aαe−A
t−s
2 e−A
t−s
2 ∇(u(s) · ∇v(s))‖Lp(Ω)ds
≤ C|χ|K2(p, α)K3(p)
∫ t
t0
(
1 + (t− s)−α−
1
2
)
e−
t−s
2 ‖u(s) · ∇v(s)‖|Lp(Ω)ds
≤ C|χ|K2(p, α)K3(p)
∫ t
t0
(
1 + (t− s)−α−
1
2
)
e−
t−s
2 ‖u(s)‖Lp1 (Ω)‖∇v(s)‖Lp2 (Ω)ds
for t ∈ [t0, t0 + Tmax), where p1 > p and
1
p
= 1
p1
+ 1
p2
. By (3.23) and (3.28), we get
‖u2(t)‖L∞(Ω) ≤ C( sup
t∈[t0,t0+Tmax)
‖u(t)‖Lp1 (Ω), sup
t∈[t0,t0+Tmax)
‖v(t)‖Lp2 (Ω))
∫ ∞
t0
(t− s)−α−
1
2 e−
t−s
2 ds.
(3.33)
Now from the second equation in (1.1) and comparison principle for parabolic equations, we
get
‖v(t)‖C0(Ω¯) ≤ max{‖v0‖∞, sup
t0≤t<t0+Tmax
µ
λ
‖u(t)‖C0(Ω¯)}
(3.30) then follows. This implies that Tmax =∞.
Step 6. In this step, we prove that (1.8) and (1.9) hold.
First, (1.8) follows from (3.3). We then only need to prove (1.9).
By the arguments in Step 1, we have for any γ ∈
(
1,
|χ|C
1
γ+1
γ+1 µ
1
γ+1(
|χ|C
1
γ+1
γ+1 −a1,inf
)
+
)
and t > t0 + t
1 that
1
γ
∫
Ω
uγ ≤
(
Aγr
−γ
0 Cγ+1[‖v(·, t0 + t
1)‖γ+1
Lγ+1
+ ‖∇v(·, t0 + t
1)‖γ+1
Lγ+1
] +
1
γ
‖u(·, t0 + t
1)‖∞
)
e−(γ+1)(t−t0−t
1)
+
1
γ + 1
[γ + 1
γ
ǫ
]−γ
[a0,sup +
γ + 1
γ
+ (a2,inf)−M1
]γ+1
|Ω|︸ ︷︷ ︸
C1(ǫ,ai,γ):=C1
,
where r0 =
(
γAγCγ+1µ
) 1
γ+1 |χ| (see (3.19)). Therefore, there is t1 > t
1 such for any γ ∈(
1,
|χ|C
1
γ+1
γ+1 µ
1
γ+1(
|χ|C
1
γ+1
γ+1 −a1,inf
)
+
)
,
∫
Ω
uγ ≤ γ[1 + C1] := C1(ai, γ) ∀ t > t0 + t1. (3.34)
Next, by the arguments in Step 2 (in particular, by (3.22)), there is t2 > t1 such for any
q ∈
[
1, nq0(n−q0)+
)
,
‖∇v(t)‖q ≤ 1 + C2(ai, γ, q) ∀ t > t0 + t2. (3.35)
Now, by (3.34), (3.35), and the arguments in Step 3 (in particular, (3.27)), there exists t3 > t2
such that any γ > 1, we have ∫
Ω
uγ ≤ C3(ai, γ) ∀ t > t0 + t3. (3.36)
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Finally, by (3.36) and the arguments in Step 4 (in particular, (3.29)), there exists ∃t4 > t3
such that any q > 1, we get
‖∇v(t)‖q ≤ C4(ai, γ, q), ∀t > t0 + t4. (3.37)
(1.9) then follows from (3.36) , (3.37) and the proof of Step 5 (in particular, (3.31), (3.32), and
(3.33)).
We now prove Theorem 1.1 under the assumption (H2).
Proof of Theorem 1.1 with the assumption (H2). Assume that (H2) holds. Theorem 1.1 can
be proved by properly modifying the arguments in [29, Lemma 3.1]. For the completeness, we
also provide a proof in the following.
First, we have
1
2
d
dt
|∇v|2 =
1
2
[ n∑
i=1
((vxi)
2)t
]
=
n∑
i=1
vxi(vxi)t =
n∑
i=1
vxi(vt)xi .
From the second equation of (1.1), we get
1
2
d
dt
|∇v|2 =
n∑
i=1
vxi(∆v − λv + µu)xi
=
n∑
i=1
vxi(∆vxi − λvxi + µuxi)
=∇v · ∇(∆v)− λ|∇v|2 + µ∇v · ∇u.
Combining this with ∇v · ∇(∆v) = 12∆|∇v|
2 − |D2v|2, we get
1
2µ
d
dt
|∇v|2 =
1
2µ
∆|∇v|2 −
1
µ
|D2v|2 −
λ
µ
|∇v|2 +∇v · ∇u. (3.38)
Next, by multiplying the first equation of (1.1) by 1|χ| , we get
1
|χ|
ut =
1
|χ|
∆u−∇u · ∇v − u∆v +
1
|χ|
u
(
a0(t, x)− a1(t, x)u− a2(t, x)
∫
Ω
u
)
. (3.39)
By adding (3.38) and (3.39), we get
d
dt
[ 1
|χ|
u+
1
2µ
|∇v|2
]
=∆
[ 1
|χ|
u+
1
2µ
|∇v|2
]
−
1
µ
|D2v|2 −
λ
µ
|∇v|2 − u∆v
+
1
|χ|
u
(
a0(t, x)− a1(t, x)u− a2(t, x)
∫
Ω
u
)
. (3.40)
By Young’s inequality, we have
|u∆v| ≤
nµ
4
u2 +
1
µ
|D2v|2.
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By combining this with (3.40), we get
d
dt
[ 1
|χ|
u+
1
2µ
|∇v|2
]
≤∆
[ 1
|χ|
u+
1
2µ
|∇v|2
]
−
λ
µ
|∇v|2 +
nµ
4
u2
+
1
|χ|
u
(
a0(t, x)− a1(t, x)u− a2(t, x)
∫
Ω
u
)
≤∆
[ 1
|χ|
u+
1
2µ
|∇v|2
]
−
λ
µ
|∇v|2 −
1
|χ|
(
a1,inf −
nµ|χ|
4
)
u2 −
2λ
|χ|
u
+
1
|χ|
u
(
a0,sup + 2λ+ sup
t∈R
(a2,inf(t))−
∫
Ω
u
)
. (3.41)
Let M0,ai,‖u0‖∞ = a0,sup+2λ+ supt∈R(a2,inf(t))−M0(‖u0‖∞). Then, by (3.1), (3.41) becomes
for t0 < t < t0 + Tmax,
d
dt
[ 1
|χ|
u+
1
2µ
|∇v|2
]
≤∆
[ 1
|χ|
u+
1
2µ
|∇v|2
]
−
λ
µ
|∇v|2 −
1
|χ|
(
a1,inf −
nµ|χ|
4µ
)
u2
−
2λ
|χ|
u+
1
|χ|
M0,ai,‖u0‖∞u
≤∆
[ 1
|χ|
u+
1
2µ
|∇v|2
]
− 2λ
[ 1
|χ|
u+
1
2µ
|∇v|2
]
−
1
|χ|
(
a1,inf −
nµ|χ|
4
)[
u2 −
M0,ai,‖u0‖∞
a1,inf −
nµ|χ|
4
u
]
=∆
[ 1
|χ|
u+
1
2µ
|∇v|2
]
− 2λ
[ 1
|χ|
u+
1
2µ
|∇v|2
]
−
1
|χ|
(
a1,inf −
nµ|χ|
4
)(
u−
M0,ai,‖u0‖∞
2(a1,inf −
nµ|χ|
4 )
)2
+
1
|χ|
(
a1,inf −
nµ|χ|
4
) M20,ai,‖u0‖∞
4(a1,inf −
µn|χ|
4 )
2
. (3.42)
Thus since
(
a1,inf −
nµ|χ|
4
)
> 0, we get for t0 < t < t0 + Tmax,
d
dt
[ 1
|χ|
u+
1
2µ
|∇v|2
]
≤ ∆
[ 1
|χ|
u+
1
2µ
|∇v|2
]
− 2λ
[ 1
|χ|
u+
1
2µ
|∇v|2
]
+
M20,ai,‖u0‖∞
4|χ|(a1,inf −
nµ|χ|
4 )
. (3.43)
Therefore since ∂v
∂n
= 0 and Ω is convex, it follows from [22, Lemma 3.2] that ∂|∇v|
2
∂n
≤ 0. Thus
z = 1|χ|u+
1
2µ |∇v|
2 solve 
zt ≤ ∆z − z +
M2
0,ai,‖u0‖∞
4|χ|(a1,inf−
nν|χ|
4
)
∂z
∂n
≤ 0.
(3.44)
By comparison principle for parabolic equations, we get
0 ≤ z(·, t) ≤ max{z(·, t0),
M20,ai,‖u0‖∞
4|χ|(a1,inf −
nµ|χ|
4 )
} ∀ t0 ≤ t < t0 + Tmax.
20
Therefore, it follows by the blow-up criterion (2.5) that Tmax = ∞, and (1.9) follows from the
above arguments.
4 Pointwise persistence
In this section, we investigate the pointwise persistence in (1.1) and prove Theorem 1.2.
Throughout this section, we assume that (H1) or (H2) holds, and that t1(u0, v0), t
2(u0, v0),
M1, and M2 are as in Theorem 1.1. We start by proving the following three important Lemmas.
Lemma 4.1. Let p > 1 be given. There is C1(p) > 0 such that for any t0 ∈ R, (u0, v0) ∈
C(Ω¯)×W 1,∞(Ω) with u0, v0 ≥ 0, and any t˜0 > t0, there holds
‖∇v(t)‖Lp(Ω) ≤ C1(p)
( (t− t˜0)
τ
)− 1
2
e−
λ(t−t˜0)
τ ‖v(·, t˜0)‖L∞(Ω) + C1(p) sup
t˜0≤s≤t
‖u(·, s)‖∞ ∀ t ≥ t˜0.
(4.1)
Proof. By the second equation in (1.1) and the variation of constant formula, we have for t > t˜0
that
v(·, t) = e
1
τ
(∆−λI)(t−t˜0)v(·, t˜0) +
µ
τ
∫ t
t˜0
e
1
τ
(∆−λI)(t−s)u(·, s)ds.
Thus for p > 1, we have
‖∇v‖Lp(Ω) ≤ ‖∇e
1
τ
(∆−λI)(t−t˜0)v(·, t˜0)‖Lp(Ω)︸ ︷︷ ︸
I1
+
µ
τ
∫ t
t˜0
‖∇e
1
τ
(∆−λI)(t−s)u(·, s)‖Lp(Ω)ds︸ ︷︷ ︸
I2
. (4.2)
Then by Lemma 2.1 (vi),
I1 = e
−
λ(t−t˜0)
τ ‖∇e∆(
t−t˜0
τ
)v(·, t˜0)‖Lp(Ω)
≤ K6(p)(
t− t˜0
τ
)−
1
2 e−
λ(t−t˜0)
τ ‖v(·, t˜0)‖L∞(Ω) ∀ t > t˜0. (4.3)
By Lemma 2.1(vi) again, we have for t > t˜0 that
I2 ≤
µ
τ
K6(p) sup
t˜0≤s≤t
‖u(·, s)‖∞
∫ t
t˜0
(
t− s
τ
)−
1
2 e−λ(
t−s
τ
)ds
≤
µ
τ
K6(p) sup
t˜0≤s≤t
‖u(·, s)‖∞τ
∫ ∞
0
s−
1
2 e−λsds. (4.4)
The lemma then follows from (4.2)-(4.4).
Corollary 4.1. There is C˜1(p) such that for any for any t0 ∈ R, and (u0, v0) ∈ C(Ω¯)×W
1,∞(Ω)
with u0, v0 ≥ 0, there is t
3 = t3(u0, v0) > t
2(u0, v0) satisfying that
‖∇v(t)‖Lp ≤ C˜1(p) ∀ t ≥ t0 + t
3. (4.5)
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Proof. Choose t˜0 = t0 + t
2(u0, v0) in Lemma 4.1. By Theorem 1.1,
‖u(·, s)‖∞ ≤M2 ∀ s ≥ t˜0.
This together with (4.1) implies that there is t3(u0, v0) such that
‖∇v‖Lp(Ω) ≤ C1(p)
(
1 +M2) ∀ t ≥ t0 + t
3.
The corollary then follows with C˜1(p) = C1(p)
(
1 +M2
)
.
Lemma 4.2. Fix 0 < η < 12 and p > 1. Let A = −∆+αI for some α ∈ (0, 1) with D(A) = {u ∈
W 2,p(Ω) : ∂u
∂n
= 0}. There is C2(p, η) > 0 such that for any t0 ∈ R, (u0, v0) ∈ C(Ω¯)×W
1,∞(Ω)
with u0, v0 ≥ 0, and any t˜0 > t0, there holds
‖Aηu(·, t)‖Lp(Ω) ≤ C2(p, η)(t − t˜0)
−ηe−(1−α)(t−t˜0)‖u(·, t˜0)‖p
+ C2(p, η) sup
t˜0≤s≤t
‖u(·, s)‖∞
(
1 + sup
t˜0≤s≤t
‖∇v(·, s)‖Lp(Ω) + sup
t˜0≤s≤t
‖u(·, s)‖∞
)
(4.6)
for all t>t˜0.
Proof. By the first equation in (1.1) and the variation of constant formula, we have for t > t˜0
that
u(·, t) = e(∆−I)(t−t˜0)u(·, t˜0)︸ ︷︷ ︸
I1
−χ
∫ t
t˜0
e(∆−I)(t−s)∇ · (u(·, s)∇v(·, s))ds︸ ︷︷ ︸
I2
+
∫ t
t˜0
e(∆−I)(t−s)u(·, s)
(
a0(s, x) + 1− a1(t, x)u(·, s) − a2(s, x)
∫
Ω
u(·, s)
)
ds︸ ︷︷ ︸
I3
.
Thus
‖Aηu(·, t)‖p ≤ ‖A
ηI1‖p + χ‖A
ηI2‖p + ‖A
ηI3‖p. (4.7)
We first estimate ‖AηI1‖p. Note that
‖AηI1‖p = ‖A
ηe(∆−I)(t−t˜0)u(·, t˜0)‖p
= ‖Aηe(∆−αI)(t−t˜0)e−(1−α)(t−t˜0)u(·, t˜0)‖p
= e−(1−α)(t−t˜0)‖Aηe(∆−αI)(t−t˜0)u(·, t˜0)‖p.
Then by Lemma 2.1(ii),
‖AηI1‖p ≤ K2(p, η)(t − t˜0)
−ηe−(1−α)(t−t˜0)‖u(·, t˜0)‖p. (4.8)
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Next, we estimate ‖AηI2‖p. Note that
‖AηI2‖p ≤
∫ t
t˜0
‖Aηe(∆−I)(t−s)∇ · (u(·, s)∇v(·, s))‖pds
=
∫ t
t˜0
‖Aηe(∆−αI)
(t−s)
2
(
e−(1−
α
2
)(t−s)e∆
(t−s)
2 ∇ · (u(·, s)∇v(·, s))
)
‖pds.
Thus by Lemma 2.1(ii) again, we have
‖AηI2‖p ≤ K2(p, η)
∫ t
t˜0
( t− s
2
)−η
e−(1−
α
2
)(t−s)‖e∆
(t−s)
2 ∇ · (u(·, s)∇v(·, s))
)
‖pds.
By Lemma 2.1 (iii), we have
‖AηI2‖p
≤ K2(p, η)K3(p)
∫ t
t˜0
( t− s
2
)−η(
1 +
( t− s
2
)− 1
2
)
e−(1−
α
2
)(t−s)‖u(·, s)∇v(·, s))‖pds
≤ K2(p, η)K3(p)
∫ t
t˜0
( t− s
2
)−η(
1 +
( t− s
2
)− 1
2
)
e−(1−
α
2
)(t−s)‖u(·, s)‖∞‖∇v(·, s))‖pds
≤ K2(p, η)K3(p) sup
t˜0≤s≤t
‖u(·, s)‖∞ sup
t˜0≤s≤t
‖∇v(·, s)‖p
∫ t
t˜0
( t− s
2
)−η(
1 +
(t− s
2
)− 1
2
)
e−(1−
α
2
)(t−s)ds.
(4.9)
Note the last integral in (4.9) is finite because η < 12 .
Third, we have
‖AηI3‖p
≤
∫ t
t˜0
‖Aηe(∆−I)(t−s)u(·, s)
(
a0(s, x) + 1− a1(t, x)u(·, s) − a2(s, x)
∫
Ω
u(·, s)
)
‖pds
=
∫ t
t˜0
‖Aηe(∆−αI)(t−s)e−(1−α)(t−s)u(·, s)
(
a0(s, x) + 1− a1(t, x)u(·, s) − a2(s, x)
∫
Ω
u(·, s)
)
‖pds.
By Lemma 2.1(ii), we have that
‖AηI3‖p
≤ K2(p, η)|Ω|
1
p sup
t˜0≤s≤t
‖u(·, s)‖∞
(
a0,sup + 1 + [sup |a2||Ω|+ a1,sup] sup
t˜0≤s≤t
‖u(·, s)‖∞
)
·
∫ ∞
0
s−ηe−(1−α)sds. (4.10)
(4.6) then follows from (4.8)-(4.10).
Corollary 4.2. There is C˜2(p, η) such that for any t0 ∈ R, and (u0, v0) ∈ C(Ω¯)×W
1,∞(Ω) with
u0, v0 ≥ 0, there is t
4 = t4(u0, v0) ≥ t
3(u0, v0) satisfying that
‖Aηu(·, t)‖p ≤ C˜2(p, η) ∀ t ≥ t0 + t
4. (4.11)
23
Proof. It follows from (1.9), (4.5), and (4.6).
Lemma 4.3. Fix 0 < η < 12 and 0 < α < min{1, λ}. Choose θ > 0 and p > n such that
2θ − n
p
> 2, and θ < 1 + η. Let A = −∆+ αI with D(A) = {u ∈ W 2,p(Ω) : ∂u
∂n
= 0}. There is
C3(p, θ, η) such that for any t0 ∈ R, (u0, v0) ∈ C(Ω¯)×W
1,∞(Ω) with u0, v0 ≥ 0, and any t˜0 > t0,
there holds
‖v(·, t)‖W 2,∞(Ω) ≤ C3(p, θ, η)(
t− t˜0
τ
)−θe−(λ−α)(
t−t˜0
τ
)‖v(·, t˜0)‖L∞(Ω)
+C3(p, θ, η) sup
t˜0≤s≤t
‖Aηu(·, s)‖Lp(Ω) ∀ t ≥ t˜0. (4.12)
Proof. Note that, for t > t˜0, we have
v(·, t) = e
1
τ
(∆−λI)(t−t˜0)v(·, t˜0) +
µ
τ
∫ t
t˜0
e
1
τ
(∆−λI)(t−s)u(·, s)ds.
This implies that there is C˜ > 0 such that
‖v(·, t)‖W 2,∞(Ω) ≤ C˜‖A
θv(·, t)‖p
≤ C˜e−(λ−α)(
t−t˜0
τ
)‖Aθe−A(
t−t˜0
τ
)v(·, t˜0)‖Lp(Ω)
+ C˜
µ
τ
∫ t
t˜0
‖A(θ−η)e−A(
t−s
τ
)Aηu(·, s)‖Lp(Ω)e
−(λ−α)( t−s
τ
)ds
≤ C˜K2(p, θ)(
t− t˜0
τ
)−θe−(λ−α)(
t−t˜0
τ
)‖v(·, t˜0)‖Lp(Ω)
+ C˜
µ
τ
K2(p, θ − η)
∫ t
t˜0
(
t− s
τ
)−(θ−η)e−(λ−α)(
t−s
τ
)‖Aηu(·, s)‖Lp(Ω)ds
≤ C˜K2(p, θ)(
t− t˜0
τ
)−θe−(λ−α)(
t−t˜0
τ
)‖v(·, t˜0)‖Lp(Ω)
+ C˜
µ
τ
K2(p, θ − η) sup
t˜0≤s≤t
‖Aηu(·, s)‖Lp(Ω)
∫ t
t˜0
(
t− s
τ
)−(θ−η)e−(λ−α)(
t−s
τ
)ds.
(4.13)
The lemma then follows.
Corollary 4.3. There is C˜3 such that for any t0 ∈ R, and (u0, v0) ∈ C(Ω¯) ×W
1,∞(Ω) with
u0, v0 ≥ 0, there is t
5 = t5(u0, v0) ≥ t
4(u0, v0) satisfying that
‖v(·, t)‖W 2,∞(Ω) ≤ C˜3 ∀ t ≥ t0 + t
5. (4.14)
Proof. It follows from (4.11) and (4.12).
We now prove Theorem 1.2.
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Proof of Theorem 1.2. We divide the proof into five steps. For given t0 ∈ R, (u0, v0) ∈ C(Ω¯)×
W 1,∞(Ω) with u0, v0 ≥ 0, and ǫ > 0, let t
5(u0, v0) be as in Corollary 4.3. Let
C∗ = C3(p, θ, η)
(
1 + 3C2(p, η) + 2C1(p)C2(p, η)
)
(4.15)
and
ǫ∗ :=
a0,inf
a1,sup + χC∗ + |Ω|(a2,sup)+
. (4.16)
Fix 0 < ǫ0 < min{ǫ
∗, 1}. Let T ∗ > 0 be such that
max
{
(
T ∗
τ
)−
1
2 e−(
T∗
τ
)C˜3, (T
∗)−ηe−(1−α)(T
∗)M2, (
T ∗
τ
)−θe−(λ−α)(
T∗
τ
)C˜3
}
< ǫ0.
Step 1. In this step, we prove that for any t0 ∈ R and (u0, v0) ∈ C(Ω¯)×W
1,∞(Ω) with u0, v0 ≥ 0
and u0 6≡ 0, if ‖u(·, t)‖∞ < ǫ0 for all t satisfying t˜0 ≤ t ≤ t˜1 for some t˜0 ≥ t0 + t
5(u0, v0), then
‖v(·, t)‖W 2,∞ < C
∗ǫ0 ∀ t˜0 + T
∗ ≤ t ≤ t˜1.
First, by (1.9) and (4.14),
‖u(·, t)‖∞ ≤M2 and ‖v(·, t)‖W 2,∞ ≤ C˜3 ∀ t ≥ t˜0.
Then, by the definition of T ∗, (4.1), (4.6), and (4.12), for any t ≥ t˜0 + T
∗,
‖∇v(t)‖Lp(Ω) ≤ C1(p)ǫ0 + C1(p) sup
t˜0≤s≤t
‖u(·, s)‖∞, (4.17)
‖Aηu(·, t)‖Lp(Ω)
≤ C2(p, η)ǫ0 + C2(p, η) sup
t˜0≤s≤t
‖u(·, s)‖∞
(
1 + sup
t˜0≤s≤t
‖∇v(·, s)‖Lp(Ω) + sup
t˜0≤s≤t
‖u(·, s)‖∞
)
, (4.18)
and
‖v(·, t)‖W 2,∞(Ω) ≤ C3(p, θ, η)ǫ0 + C3(p, θ, η) sup
t˜0≤s≤t
‖Aηu(·, s)‖Lp(Ω). (4.19)
By (4.17)-(4.19), we have
‖v(·, t)‖W 2,∞ < C
∗ǫ0 ∀ t ∈ [t˜0 + T
∗, t˜1].
Step 2. In this step, we prove that for any t0 ∈ R and (u0, v0) ∈ C(Ω¯)×W
1,∞(Ω) with u0, v0 ≥ 0
and u0 6≡ 0, there is tn →∞ such that ‖u(·, tn; t0, u0, v0)‖∞ > ǫ0.
We prove it by contradiction. Assume that there is t˜0 ≥ t0+ t
5(u0, v0) such that ‖u(·, t)‖∞ ≤
ǫ0 for all t ≥ t˜0. By Step 1,
‖v(·, t)‖W 2,∞(Ω) ≤ C
∗ǫ0 ∀ t > t˜0 + T
∗. (4.20)
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Thus by the first equation of (1.1), we get for t > t˜0 + T
∗ that
ut = ∆u− χ∇ · (u∇v) + u
(
a0(t, x)− a1(t, x)u− a2(t, x)
∫
Ω
u
)
= ∆u− χ∇u · ∇v − χu∆v + u
(
a0(t, x)− a1(t, x)u− a2(t, x)
∫
Ω
u
)
= ∆u− χ∇u · ∇v + u
(
a0(t, x)− χ∆v − a1(t, x)u− a2(t, x)
∫
Ω
u
)
≥ ∆u− χ∇u · ∇v + u
(
a0,inf − χ∆v − a1,supu− (a2,sup)+
∫
Ω
u
)
≥ ∆u− χ∇u · ∇v + u
(
a0,inf − χC
∗ǫ0 − a1,supǫ0 − |Ω|(a2,sup)+ǫ0
)
. (4.21)
Note that
δ∗ := inf u(·, t˜0 + T
∗) > 0. (4.22)
Therefore by comparison principle for parabolic equations, we get
u(x, t) ≥ δ∗e(a0,inf−(a1,sup+χC
∗+|Ω|(a2,sup)+)ǫ)(t−t˜0−T ∗), ∀t > t˜0 + T
∗.
Note that ǫ0 <
a0,inf
a1,sup+χC∗+|Ω|(a2,sup)+
. We get as t→∞ in the above equation that limt→∞ ‖u(·, t)‖∞ =
∞, which is a contradiction. Hence the statement in step 2 is true.
Step 3. In this step, we prove that there is δǫ0 > 0 such that for any given t0 ∈ R and
(u0, v0) ∈ C(Ω¯)×W
1,∞(Ω) with u0, v0 ≥ 0 , for any t > t0+ t
5(u0, v0)+1, if supx∈Ω u(x, t) = ǫ0,
then infx∈Ω,s∈[t,t+T ∗] u(x, s) ≥ δǫ0 .
We prove it by contradiction. Suppose by contradiction that the statement in Step 2 does not
hold. Then there exist un ∈ C
0(Ω¯), vn ∈W
1,∞(Ω), t0n, tn, t˜n ∈ R with tn > t0n+ t
5(un, vn) + 1,
t˜n ∈ [tn, tn + T
∗], xn, x
∗
n ∈ Ω such that
lim
n→∞
u(xn, tn; t0n, un, vn) = ǫ0, (4.23)
and
lim
n→∞
u(x∗n, t˜n; t0n, un, vn) = 0. (4.24)
Since tn > t0n + t
5(un, vn) + 1, by Lemmas 4.1- 4.3 and Corollaries 4.1-4.3, without loss of
generality, we may assume that
u(·, tn − 1; t0n, un, vn)→ u
∗
0 in C
0(Ω¯) and v(·, tn − 1; t0n, un, vn)→ v
∗
0 in W
1,∞(Ω¯)
and
u(·, tn; t0n, un, vn)→ u
∗ in C0(Ω¯) and v(·, tn; t0n, un, vn)→ v
∗ in W 1,∞(Ω¯)
as n→∞. Without loss of generality, we may also assume that
ai(t+ tn − 1, ·)→ a
∗
i (t, x)
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as n→∞ locally uniformly in (t, x) ∈ R× Ω¯. Then by Lemma 2.3 together with the generalized
Gronwall’s inequality (see [4, Lemma 7.1.1]), we have
(u(·, t+tn−1; t0n, un, vn), v(·, t+tn−1; t0n, un, vn))→ (u
∗(·, t; 0, u∗0, v
∗
0), v
∗(·, t; 0, u∗0, v
∗
0)) (4.25)
as n → ∞ locally uniformly in (t, x) ∈ R × Ω¯, where (u∗(x, t; 0, u∗0, v
∗
0), v
∗(x, t; 0, u∗0, v
∗
0)) is the
solution of (1.1) with ai(t, x) being replaced by a
∗(t, x). This implies that
(u∗(x, 1; 0, u∗0, v
∗
0), v
∗(x, 1; 0, u∗0, v
∗
0)) = (u
∗(x), v∗(x)).
By (4.23) and comparison principle for parabolic equations, we have
inf
x∈Ω
u∗(x) > 0.
This together with comparison principle for parabolic equations implies that
inf
x∈Ω,t∈[1,1+T ∗]
u∗(x, t; 0, u∗0, v
∗
0) > 0.
Let
ǫ˜ =
infx∈Ω,t∈[1,1+T ∗] u
∗(x, t; 0, u∗0, v
∗
0)
2
.
Consider (x, t) ∈ Ω¯× [1, 1 + T ∗](which is a compact subset of Ω¯×R). By equation (4.25) there
exists n˜ = n(ǫ˜) such that
u(x, t+ tn − 1; t0n, un, vn) ≥ u
∗(x, t; 0, u∗0, v
∗
0)− ǫ˜
≥ inf
x∈Ω,t∈[1,1+T ∗]
u∗(x, t; 0, u∗0, v
∗
0)− ǫ˜
=
infx∈Ω,t∈[1,1+T ∗] u
∗(x, t; 0, u∗0, v
∗
0)
2
∀(x, t) ∈ Ω¯× [1, 1 + T ∗] and ∀n > n˜.
Therefore
inf
x∈Ω,t∈[1,1+T ∗]
u(x, t+ tn − 1; t0n, un, vn) ≥
1
2
inf
x∈Ω,t∈[1,1+T ∗]
u∗(x, t; 0, u∗0, v
∗
0) ∀n > n˜.
Note that
inf
x∈Ω,t∈[1,1+T ∗]
u(x, t+ tn − 1; t0n, un, vn) = inf
x∈Ω,t∈[tn,tn+T ∗]
u(x, t; t0n, un, vn).
This implies that
lim inf
n→∞
inf
x∈Ω,t∈[tn,tn+T ∗]
u(x, t; t0n, un, vn) ≥ ǫ˜,
which contradicts (4.24). Thus the above claim follows.
Step 4. Let T ∗∗ > T ∗ be such that
δǫ0e
(a0,inf−(a1,sup+χC
∗+|Ω|(a2,sup)+)ǫ∗)(T ∗∗−T ∗) ≥ ǫ0.
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In this step, we prove that for any t0 ∈ R and (u0, v0) ∈ C(Ω¯) × W
1,∞(Ω) with u0, v0 ≥ 0
and u0 6≡ 0, if t2 > t1 > t0 + t
5(u0, v0) are such that ‖u(·, ti; t0, u0, v0)‖ = ǫ0 (i = 1, 2) and
‖u(·, t; t0, u0, v0)‖∞ < ǫ0 for t ∈ (t1, t2), then t2 − t1 ≤ T
∗ + T ∗∗.
In fact, by the arguments in Steps 1-3, we have
u(x, t) ≥ δǫ0e
(a0,inf−(a1,sup+χC
∗+|Ω|(a2,sup)+)ǫ)(t−t1−T ∗), ∀t ∈ (t1 + T
∗, t2).
It then follows that
t2 ≤ t1 + T
∗ + T ∗∗.
Step 5. In this step, we prove that there is η > 0 such that for any t0 ∈ R, u0 ∈ C
0(Ω¯),
v0 ∈W
1,∞(Ω) with u0 ≥ 0, and u0 6≡ 0, there is τ(u0, v0) > 0 such that
u(x, t; t0, u0, v0) ≥ η, ∀ t ≥ t0 + τ(u0, v0). (4.26)
First, by the arguments in Step 3, there is η > 0 such that for any given t0 ∈ R and
(u0, v0) ∈ C(Ω¯)×W
1,∞(Ω) with u0, v0 ≥ 0 , for any t > t0+ t
5(u0, v0)+1, if supx∈Ω u(x, t) = ǫ0,
then
inf
x∈Ω,s∈[t,t+T ∗+T ∗∗]
u(x, s) ≥ η.
Next, by Step 4, if t > t0 + t
5(u0, v0) + T
∗ + T ∗∗ is such that ‖u(·, t; t0, u0, v0)‖ < ǫ0, then
there are t1, t2 with t2 > t > t1 > t0 + t
5(u0, v0) + 1 such that ‖u(·, t; t0, u0, v0)‖∞ < ǫ0 for
t ∈ (t1, t2), ‖u(·, ti; t0, u0, v0)‖∞ = ǫ0 (i = 1, 2), and t2 − t1 ≤ T
∗∗ + T ∗. Hence
inf
x∈Ω,t∈[t1,t2]
u(x, t) ≥ η.
It then follows that the statement in Step 5 holds and the theorem is proved.
5 Strictly positive entire solutions
In this section, we investigate the existence of strictly positive entire solutions of (1.1) and prove
Theorem 1.3.
Proof of Theorem 1.3. First of all, fix u0 ∈ C
0(Ω) , v0 ∈W
1,∞(Ω) with u0, v0 ≥ 0 and inf u0 > 0.
By Theorem 1.2, there is τ(u0, v0) such that
u(x, t; t0, u0, v0) ≥ η ∀x ∈ Ω¯, t ≥ t0 + τ(u0, v0), t0 ∈ R. (5.1)
Next, for each n > τ(u0, v0), let
un(·) = u(·, 0;−n, u0, v0) and vn(·) = v(·, 0;−n, u0, v0).
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Without loss of generality, we may assume that there exist u∗0 ∈ C
0(Ω) and v∗0 ∈W
1,∞(Ω) such
that
(un, vn)→ (u
∗
0, v
∗
0) in C
0(Ω)×W 1,∞(Ω)
as n→∞. We then have u(·, t;−n, u0, v0) = u(·, t; 0, u(·, 0;−n, u0 , v0), v(·, 0;−n, u0, v0)) and for
t > 0, u(·, t;−n, u0, v0)→ u
∗(·, t; 0, u∗0, v
∗
0) as n→∞.
We now claim that u∗(·, t; 0, u∗0, v
∗
0) has backward extension. Indeed fix m ∈ N, and for each
n > m+ τ(u0, v0), let u
m
n (·) = u(·,−m;−n, u0, v0) and v
m
n (·) = v(·,−m;−n, u0, v0). Then there
exist nk → ∞, u
∗
m,0 ∈ C
0(Ω) and v∗m,0 ∈ W
1,∞(Ω) such that umnk → u
∗
m,0 and v
m
nk
→ v∗m,0 as
n→∞. We have for t > −m,
u(·, t;−nk, u0, v0) = u(·, t;−m,u(·,−m;−nk, u0, v0), v(·,−m;−nk, u0, v0))
→ u∗m(·, t;−m,u
∗
m,0, v
∗
m,0)
as nk →∞. And for t > 0, u
∗(·, t; 0, u∗0, v
∗
0) = u
∗
m(·, t;−m,u
∗
m,0, v
∗
m,0). Thus u
∗(·, t; 0, u∗0, v
∗
0) has
backward extension.
Finally, fix t ∈ R and choose m ∈ N such that t > −m + τ(u0, v0). Then by equation (5.1),
we get
η ≤ u∗(·, t; 0, u∗0, v
∗
0) = u
∗
m(·, t;−m,u
∗
m,0, v
∗
m,0), ∀x ∈ Ω¯.
This completes the proof.
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