We dedicate the present paper to Yasha Sinai on the occasion of his seventieth anniversary Abstract. We consider a random walk on Z in a random environment independent in space and with a Markov evolution in time. We study the decay in time of correlations of the increments of the annealed random walk. We prove that for small stochasticity they fall off as t − 1 2 e −α 1 t , for α1 > 0. The analysis shows that, as the parameters of the model vary, a transition to a fall-off of the type e −ᾱt , forᾱ ∈ (0, α1), may occur.
Introduction
A Markov chain consisting of a Markov random field ξ t = {ξ(t, x) : x ∈ Z d }, t = 0, 1, . . . and of a random walk X t on the integer lattice Z d in interaction with the field was considered in the papers [1] , [2] , [3] . The field at each site x ∈ Z d evolves as an independent copy of an ergodic Markov chain with finitely many states. Under some standard assumptions, which include locality of the interaction, it was proved that if the stochastic term is small enough, then, for all d ≥ 1, the annealed random walk is diffusive. In other words, the Central Limit Theorem (CLT) holds as t → ∞ for the distribution of X t induced by the field [1] . Under more restrictive assumptions, and only for dimension d ≥ 3, it was further shown in [4] that the quenched random walk (i. e., the distribution of X t for a given trajectory of the field ξ t , t = 0, 1, . . . ) is almost-always diffusive with the same parameters as for the annealed random walk.
The distribution of the "field from the point of view of the random walk" η t (x) = ξ(t, X t + x) was considered in [3] , also for d ≥ 3. It was shown that it tends weakly, as t → ∞, to a stationary distribution which is absolutely continuous with respect to the equilibrium distribution Π = π Z d , π being the invariant measure of the single site Markov chain. Moreover the time correlations of η t , or the annealed correlations of the increments ("jumps") of the random walk, which are reduced to them, decay as t
−αt , where the positive number α is given, for small stochasticity, by the spectral gap of the stochastic matrix Q of the Markov chain that defines the time evolution at each site: α ≈ α 1 := log 1 |µ1| , where µ 1 ∈ (−1, 1) is the second eigenvalue of Q.
Here we consider the annealed correlations of the jumps, or the time correlations of the "field from the point of view" η t , for the same model in dimension d = 1. With the help of a more detailed analysis which is required by low dimension, we show that for small stochasticity the time correlation behaves as t −αt , where α is, as above, close to α 1 = log 1 |µ1| , and in fact, under the more restrictive assumptions on the model that we assume here, we have equality α = α 1 .
Moreover the analysis that we apply here shows that for some range of values of the parameters for which our techniques can be applied, a different behavior for the fall-off of the time correlations can appear, as e −ᾱt , with no diffusive prefactor t , and for someᾱ ∈ (0, α 1 ). This phenomenon is reminiscent of the appearance of bound states in Quantum Mechanics. In fact, as it was observed in the introduction of our previous paper [2] , the tranfer matrix for the random walk from the point of view of the particle, due to the fact that the frame is moving, has close analogies with a two-particle operator in Quantum Mechanics.
We now pass to specific assumptions. We assume for simplicity that the local field takes two values, ξ(t, x) = ±1, and denote by ξ t := {ξ(t, x) : x ∈ Z} the field at time t ≥ 0, a point in the space Ω = {−1, 1} Z . For the pair (X t , ξ t ), t = 0, 1, . . . , we take conditional independence, i. e., that for any fixed choice of ξ t ∈ Ω and X t ∈ Z, the conditional distributions of X t+1 and ξ t+1 are independent, with transition probabilities
Here P is a non-degenerate random walk on Z, a ∈ (0, 1) is a fixed number such that P (u) ± ac(u) ∈ [0, 1) for all u ∈ Z, and u c(u) = 0. Q = {q(s, s ) : s, s = ±1}, is the transition matrix of an ergodic Markov chain ("local Markov chain"), which we assume symmetric. The invariant measure is then π = (
2 ), and the eigenvectors, taking the elements of the state space as labels of the components, are e 0 (s) ≡ 1, e 1 (s) = s, s = ±1, with eigenvalues µ 0 = 1 and µ 1 ∈ (−1, 1). We assume µ 1 = 0 to avoid trivialities.
The field distribution at time t is a probability measure on the measurable space (Ω, S), where S is the σ-algebra of subsets of Ω generated by the cylinder sets. {ξ t : t ≥ 0}, with the transition probabilities (1.1b) is a Markov chain with state space Ω, and if Π 0 is a probability measure on (Ω, S) , ℘ Π0 will denote the measure on the trajectories with initial measure Π 0 . ℘ Π0 is a measure onΩ = {−1, 1}
, with the usual σ-algebra. The pair (X t , ξ t ), t ≥ 0, with conditional independence and the transition probabilities (1.1a,b) is also a Markov chain. The random walk starts at the origin, or X 0 = 0, and the probability measure on the trajectories of the chain with initial measure δ X0,0 × Π 0 is denoted ℘ Π0,0 .
In what follows expectations are denoted by angular brackets · . We assume exponential decay for the transition probabilities, P (u) + |c(u)| ≤ Cq |u| , for some positive contants C, q ∈ (0, 1), and take P (u) even in u and c(u) either even or odd. Hence the Fourier transformsp 0 (λ) = u P (u)e iλu ,c(λ) = u c(u)e iλu are analytic in the region W q = {λ ∈ T : |Im λ| < − ln q} of the complex one-dimensional torus T = C 1 /Z, and, moreoverp 0 (λ) is real and even. In analogy with condition VIII of [3] we further assume that for all λ ∈ T , where T = {λ ∈ T : Im λ = 0} is the usual real torus,p 0 (λ) > 0, so that the Fourier coefficients r(u) = T e −i(λ,u) p0(λ) dλ 2π are well defined, and moreover that
which implies, as it is easily seen, min λp0 (λ) > |µ 1 |.
Remark. In the papers [1] , [2] , [3] the local Markov chain was a general ergodic Markov chain with finitely many states. The results of the present paper could also be generalized in that sense, at the cost of a more lengthy exposition. The two-dimensional case, which can be studied along the lines of the present paper, would also require a rather lengthy addition and will be treated elsewhere. We consider the Hilbert space H = L 2 (Ω, Π), where Π = π Z is the invariant measure. A complete orthonormal set in H is given by the functions {Ψ Γ : Γ ∈ G}, where G is the class of the finite subsets of Z:
For the initial distribution Π 0 we assume that it satisfies the following inequalities, for some positive constants M and q ∈ (0, 1)
where f, g Π0 = f g Π0 − f Π0 g Π0 denotes the correlation, and d(x, Γ) is the (minimal) distance of x from the set Γ. Let ∆ t = X t − X t−1 denote the increment (jump) of the random walk at time t. If f 1 , f 2 are bounded functions on Z, we consider the correlation
between the first increment and the increment at time t. Theorem 1. Under the assumptions above, the correlation (1.5) has the following asymptotics as t → ∞.
(i) If a < a 0 , with a 0 > 0 small enough, we have
(ii) if a condition on the parameters, to be specified later, holds, then there is some a 1 > a 0 such that for a ∈ (a 0 , a 1 )
The constants 0 <ᾱ < − ln |µ 1 |, and δ 1 > 0 depend only on the transition probabilities (1.1a,b), whereas the constants c 0 , c 1 , . . . ,c depend also on f 1 , f 2 and on the initial distribution Π 0 . η t = {η(t, x) : x ∈ Z} is the "field from the point of view of the particle", with
η t is also Markov, and its transition probabilities are, for t ≥ 1, A ∈ S,η ∈ Ω,
Here τ y denotes the translation operator: (τ y η)(x) = η(x − y), and τ y A = {τ y η, η ∈ A}, and Q is the transition operator corresponding to the product over Z of independent copies of the Markov chain with matrix Q. For a cylinder set B ∈ S Λ , where S Λ is the subalgebra generated by the variables η Λ = {η(x) : x ∈ Λ} in a finite set Λ ⊂ Z, Q is defined as Q(B |η) = ηΛ∈B x∈Λ q(η(x), η(x)). As X 0 = 0 the initial measure for the Markov chain η t is again Π 0 . The corresponding distribution on the space of the trajectories is denoted ℘ Π0 : it is a kind of projection of the full distribution ℘ Π0,0 under the application which maps the trajectories of the full Markov chain {(X t , ξ t ) : t ≥ 0} on the trajectories of the Markov chain {η t : t ≥ 0}.
In addition to Theorem 1, we also prove the following result, which has a similar sense.
Theorem 2. Let g 1 , g 2 be two functions on the state space {−1, 1}, and let x 1 , x 2 be any two points on Z. Then the asymptotic expansion of the correlation
has again the form (1.6a) or (1.6b), under the same conditions, with the same constantsᾱ, δ 1 and some constants c 0 , c 1 , . . . ,c depending on g 1 , g 2 , on x 1 , x 2 and on the initial measure Π 0 .
Proofs
Let φ be a bounded function on Ω. The transfer matrix or stochastic operator of the process {η t : t ≥ 0} is the linear operator T defined by the position
where the measure P (· |η) is defined by (1.7b). As shown in [3, Lemma 3.1], T is a bounded operator on H. In particular the action of T on the functions of the basis (1.3) is
where |Γ| denotes the cardinality of the set Γ and Γ + v its translation. Setting
gives an expression for the matrix elements. As Ψ ∅ = 1 we see that T ∅∅ = 1 and T Γ∅ = 0 if Γ = ∅. If Γ = ∅ we have T Γ Γ = 0 except in the following cases
In particular we have T ∅Γ = µ 1 ac(−z) if Γ = {z} and T ∅Γ = 0 is |Γ| > 1.
As shown in [3, Th. 3.1], H is decomposed into a direct sum of subspaces, which are invariant with respect to T :
Here H 0 is the one-dimensional space of the constants, and in the space H 1 one can find a basis {h y : y ∈ Z} on which the restriction of the operator T : T 1 := T | H1 acts as follows
For the properties of d(z) and S(z, y) we need to recall the main steps of the construction in [3] . The Hilbert space H can be represented as H = H 0 ⊕ H 1 ⊕ H 2 where H 0 = H 0 is the space of the constants, H 1 = span{Ψ {x} : x ∈ Z} and H 2 = span{Ψ Γ : |Γ| ≥ 2}, Ψ Γ being the functions in (1.3). Correspondingly the operator T splits as
The matrix elements of the components T ik : H k → H i , i = 0, 1, 2, are given by (2.1c). In [3] it is shown that if a is small enough there is an operator S : H 1 → H 2 such that the subspaceH 1 = H 0 ⊕ {u + Su : u ∈ H 1 } is left invariant by T . InH 1 one can take as basis the vectors u ∅ = Ψ ∅ , u x = Ψ {x} + SΨ {x} , x ∈ Z, and by invariance we have
where A z,y , the matrix elements that appear in (2.2a), are given by
A linear transformation now gives the new basis h ∅ = u ∅ , and h x = u x − A x,∅ u ∅ , x ∈ Z, which satisfies the relation (2.2a). By (2.1c) T 11 is translation invariant, and we have (T 11 ) {y}{z} = µ 1 P (y − z). T 12 S is a sum of a translation invariant term d and a remaining term S
with (T 12 S) {0}{z} = 0. It is proved in [3] that S satisfies the equation
and that it can be expanded in a converging power series.
Lemma 2.1. Under the assumptions above, if a is small enough, the functions S(z, y) and d(z) satisfies, for some q ∈ (0, 1), the inequalities
Moreover S and d are even:
Proof. By an inspection of (2.1c) we see that the matrix elements T ΓΓ are of order a if |Γ| = |Γ |, so that the inequalities (2.3a) are a consequence of (2.2d).
We now split the operator T 22 into three parts by setting, for |Γ|, |Γ | ≥ 2,
and, as
In the appendix of [3] it is shown that the general term in the expansion of T 12 S is a product of operators of the type B (n,m) = T 12
11 , for n ≥ 0, m > 0, and the sum is over s i ∈ {0, +, −}, i = 1, . . . , n. Hence the components (T 12 S) {y}{z} are a series, with some coefficients, of terms
∈ Γ and Γ = Γ ∪ {0} − v, for s = +, or else if 0 ∈ Γ and Γ = Γ \ {0} − v, for s = −. Hence in any particular sequence {z }, Γ 1 , . . . , Γ n+1 , {u}, {z}, each element is obtained from the previous one by birth or death of a point at the origin plus a shift, o just by a shift. Neglecting factors a, µ 1 , the contribution is a factor c(−v) in the first case, and P (−v) in the second case.
Expression (2.3c) is described by a process: we start with one "particle" at {z }, followed by the birth of another one: Γ 1 = {z + v 1 , v 1 } (it is required that z = 0). Then the particles undergo common shifts and disappear or are generated at the origin, until eventually all disappear except one that ends up at z. As shown in [3] , only the sequences for which z ends up at z give a contribution to the translation invariant term.
For any sequence with initial and final point z and z there is a specular one with initial and final points −z and −z and shifts −v j . As the number of factors c(v j ) is always even, if P is even and c is either even or odd, the contribution of the specular sequence is the same as the original one. This proves that S(z, y) = S(−z, −y),
Consider the last factor B (n k ,m k ) in the general term of the expansion of T 12 S. For n k = n, m k = m its components are given by (2.3c). We fix the indices s 1 , . . . , s n , and the subsequence {z }, Γ 1 , . . . , Γ n+1 . Observe that 0 ∈ Γ n+1 (a particle vanishes), or Γ n+1 = {0, w} for some w. As T 11 is translation invariant, we set (T
Hence all terms corresponding to any fixed choice of s 1 , . . . , s n , {z }, Γ 1 , . . . , Γ n+1 , vanish when summed over z and u. The lemma is proved.
The definition of H 2 relies on a construction similar to the one above for the adjoint operator T * . One defines a subspaceH * 1 = H 0 ⊕ {u + S * u : u ∈ H 1 } which is left invariant by T * , where the operator S * is analogous to the operator S, and, as usual, H 2 is defined as the orthogonal subsapce to H * 1 . For any two functions φ 1 , φ 2 of the environment from the point of view, the correlation
can be represented as
where T 2 = T | H2 and φ 1 ∈ H 2 . In [3] it was shown that there is a linear everywhere dense set D ⊂ H,
5b) whereC 1 ,C 2 are constants independent of a and K 1 , K 2 are functionals on D 1 , D 2 , respectively, independent of t. From (2.5a,b) and (1.2) it follows that if a is small enough, then the asymptotics of the correlation (2.4) is determined by the first term on the right. This term, after expanding φ If φ i (η) = g i (η(x i )), i = 1, 2, then, as it was shown in [3] , g i ∈ D, and the coefficients c y , D z , by condition (1.4), satisfy the inequalities
Therefore the Fourier transforms of such sequences
are analytic in the neighborhood W q = {λ ∈ T : |Im λ| < − ln q} of the complex one-dimensional torus. Moreover the right side of (2.6a) has the form
where
y,z . For t = 1 we have A (1) (λ, µ) = p(λ)δ(λ − µ) +S(λ, µ) wherep(λ) andS(λ, µ) are the Fourier transforms ofp and S(x, y) in (2.2a). Asp(y) and S(x, y) are even,p(λ) andS(λ, µ) are real and even.
Further we use the relation
where R T1 (z) = (T 1 − zE) −1 is the resolvent of the operator T 1 (E is the identity operator) and the integration goes counterclockwise along a contour γ in the complex plane z, which goes around all singularities of the resolvent (i. e., around the spectrum of T 1 ). The kernel R z (λ, µ) of R T1 (z) is (see [3] ).
Here δ is the Dirac δ-function, and ∆(z) and D(λ, µ; z) (Fredholm minor) are given by the series
, and
Therefore the main term in the correlation (2.4) is
We now show that the main term in the asymptotics of the correlation of functions of the increments in Theorem 1 can be represented in a similar way. We have
where B 0 = u f 2 (u)P (u), B 1 = u f 2 (u)c(u). In this way, as ∆ 1 = X 1 ,
On the other hand, setting φ 0 (η) = η(0), we have
Expanding φ 0 as for equation (2.4
0 ∈ H i , with φ (0) 0 = 0, we see that the leading term of the asymptotics of (2.9) is given by the expression
y,x D x wherec y are the coefficients in the expansion of φ
in the basis {h y }, φ
(1) 0 = yc y h y , and
As before with the help of the techniques developed in [3] one can see thatc y and D x satisfy the estimates (2.6b). Therefore we come back to the expression (2.8) for the asymptotics (2.4) with the only change of t to t − 3, where ϕ(λ) and ψ(λ) are the Fourier transforms of B 1cy and D z .
Hence Theorem 1 follows from Theorem 2. The proof is based on the analysis of the integral (2.8), which we will carry out in the next paragraph. 
2 will also be positive for small a. For µ 1 < 0 it is enough to observe that the interval that gives the range ofp(λ) are obtained by reflecting the corresponding interval with the opposite eigenvalue −µ 1 > 0 and the same choice of P, c and a. We will only consider the case µ 1 > 0.
Let Σ ⊂ C 1 denote the complex plane with a cut along the real interval [κ 1 , κ 0 ]. ∆(z), and the two functions
are analytic in Σ. Let us consider their structure in a neighborhood of the point κ 0 . We define the class A δ κ0 of the functions that are analytic in the region U δ (κ 0 ) ∩ Σ, where U δ (κ 0 ) is a circle with center κ 0 and radius δ, and can be represented in the form We now formulate a result concerning the representation of functions of the type ∆(z), β(z) and Γ(z), given by equations (2.7b) and (3.1), under the following general conditions. We assume thatp(λ) is analytic in W q , for some q ∈ (0, 1), is positive for real λ, has a non-degenerate maximum κ 0 =p(0) ∈ (0, 1) at λ = 0 and range [κ 1 , κ 0 ], with κ 1 > 0. Moreover we assume thatS(λ, µ) is analytic in W q × W q , and for real λ, µ is real and satisfies a bound |S(λ, µ)| ≤ C * a 2 for some C * > 0.
Lemma 3.1. Under the assumptions above, if a is small enough, there is a positive number δ, 0 < δ < κ 0 − κ 1 , such that the functions β(z), ∆(z) and Γ(z) have the following representation in the region U δ (κ 0 ) ∩ Σ:
with ψ 0 (z) ∈ A δ κ0 and
, the point λ = 0 being the maximum ofp(λ);
with ψ 1 (z) ∈ A δ κ0 , ψ 1 ≤ c 1 a, for some constant c 1 and
(3.3c) (iii) for any fixed δ > 0, if a is small enough, there is no zero of the function ∆(z) in the region N δ = {z ∈ C : min λ∈T |p(λ) − z| > δ};
where B is a constant and again ψ 2 (z) ∈ A δ κ0 . We defer the proof of this lemma to the last section. Now we deduce with its help the asymptotics of the integral (2.8).
Let us assume first that ∆(z) = 0 for all z ∈ Σ . Then, if C 1 = 0, by the results of Lemma 3.1, the function in the square brackets of (2.8), if δ is small enough has, in the region U δ (κ 0 ) ∩ Σ the following representation
where h 1 , H 1 are analytic functions in U δ (κ 0 ).
In our case however, as a consequence of the second relation (2.3b) we havẽ S(0, µ) = 0 for all µ ∈ T , so that K 1 (0) = 0 and K n (0, λ 2 , . . . , λ n ) ≡ 0, implying C 1 = 0. Assume again that ∆(z) has no zeroes, which will always be the case if a is small enough, by assertion (iii) of Lemma 3.1 and the fact that ψ 1 (z) = O(a 2 ). Then the function in (2.8) is represented as
for some analytic functions h, H in U δ (κ 0 ). To determine the contour γ along which we perform the integration in (2.8), observe that, as ∆(z) = 0, all singularities of the resolvent R T1 (z) lie on the cut [κ 1 , κ 0 ], so that we can take any γ that goes around the cut. Let δ 1 ∈ (0, δ) be such that κ 0 − δ 1 > κ 1 . We can take γ = γ 1 ∪ γ 2 , a contour made of two parts: γ 1 is made of two segments, [κ 0 − δ 1 , κ 0 ] below the cut, and (κ 0 , κ 0 − δ 1 ) above the cut, and γ 2 is the circle with center at the origin and radius r = κ 0 − δ 1 . As the function F (z) is bounded on γ 2 , the integral along γ 2 in (2.8) is bounded by
for some constant C. For the integral along γ 1 we have γ1 z t H(z)dz = 0, as H is analytic. Hence, computing the increment across the cut, we have
(3.5a) Setting v = w t we find that the right side is −1
We use the expansions (1−
k , and we get
where R k is a polynomial of degree k + 1. Since
e − w κ 0 w α dw decays faster as t → ∞ than any inverse power of t, for any α > 0, the asymptotic expansion of (3.6a) is
From (3.5b), (3.6b), recalling that κ 0 = µ 1 , we get the asymptotics (1.6a).
It is of course possible that, for values of a such that Lemma 3.1 holds (with C 1 = 0), ∆(z) does have some zeroes. By assertion (iii) of Lemma 3.1 they cannot be far from the interval [κ 1 , κ 0 ], and they can be either real or in complex conjugate pairs. Let us assume that they are real. Clearly only zeroes in the half plane Re z > κ 0 matter in the asymptotics. Such zeroes will be in finite number, and they are poles of the function F (z). Let z =κ be the largest of them, and we can of course assume thatκ < 1.
For the asymptotics in such case we take the contour γ in (2.8) in such a way that it goes around all poles as well. Let δ 1 =κ − κ 0 and take a contour γ made of three parts: γ = γ 1 ∪ γ 2 ∪ γ 3 . Here γ 1 and γ 2 are as before and γ 3 is a contour which goes around all poles and does not intersect γ 1 . The contribution of the integral along γ 1 ∪ γ 2 to the integral (2.8) has the same form (1.6a). The integral along γ 3 gives a sum of contributions from the single poles of which the leading one isc e −ᾱt , wherec = 1 2π res F (z)| z=κ andᾱ = | lnκ|. Hence, if the function ∆(z) has zeroes in the real interval (κ 0 , 1) the asymptotics is given by (1.6b), with δ 1 =κ − κ * where κ * is the largest zero of ∆ in the interval (κ 0 ,κ), and κ * = κ 0 if there are no such zeroes.
Proof of Lemma 3.1
We first recall some facts which are proved in [5, Appendix A] . Letp(λ), λ ∈ T , be a real even function on the circle (or 1-dimensional torus) T , with analytic continuation in the region W q = {λ ∈ T : |Im λ| < − ln q} for some q ∈ (0, 1), and a unique non-degenerate maximum at λ = 0: max λ∈T p(λ) = p(0) = κ 0 . Let κ 1 = min λ∈T p(λ) and consider the integral
where G(λ) is also analytic in W q . I(z) is an analytic function of z on Σ, the complex plane with a cut along the real interval [κ 1 , κ 0 ]. Moreover there is some number δ > 0, which depends only onp and not on G, such that in the region U δ (κ 0 ) ∩ Σ, the integral I(z) can be represented as
where ψ ∈ A δ κ0 . Moreover
where R is a constant which depends onp, but is independent of G. Assertion (i) of Lemma 3.1 is an immediate consequence of (4.2a,b). Let furthermoreS(λ 1 , λ 2 ) be an analytic function in W q × W q of the variables λ i ∈ T , i = 1, 2, and let
(4.3a)
K n (λ 1 , . . . , λ n ) is a symmetric function on W n q , and the following estimate holds, which comes from the well known lemma of Hadamard (see [6] ) and from the first estimate (2.3a),
where A, C are constants which depend only on the function S. Moreover from the definition of K n (λ 1 , . . . , λ n ) it follows immediately that K n (λ 1 , . . . , λ n ) = 0 if λ i = λ j , for some i, j = 1, . . . , n. (n) can be represented as
where h Γ , h ∅ are analytic functions in (U δ (κ 0 ))) n , and the norm is defined as
Consider the integral
By subsequent integration in λ 1 , . . . , λ n , in the given order, applying each time formula (4.2a), we show that
where g ∅ ∈ (A δ κ0 ) (n) , the square brackets [ · ] denote that the variable is absent, and the functions g {j} , depending on all variables except z j , are in (A δ κ0 ) (n−1) . Moreover, if A, C are the constants in (4.3b) and R is the constant in (4.2b), we have
For the proof of (4.4b) let us write I n , for n ≥ 2, in the form
Integrating over λ 1 , we see that the first term in square brackets is a function Φ 1 (z 1 , λ 2 , . . . , λ n ) which is of the class A δ κ0 in z 1 and is an analytic function of the variables λ 2 , . . . , λ n in the region (W q ) n−1 . Moreover it satisfies the inequality max (λ2,...,λn)∈W n−1 q Φ 1 (·, λ 2 , . . . , λ n ) (1) < 2RA(Ca) n n n 2 (4.6b)
where · (1) is the norm (3.2b) with reference to the variable z 1 . As for the second term in (4.6a) in the square brackets, after applying (4.2a) we get where ψ 1 (z 1 , λ 2 , . . . , λ n ) = K n (0, λ 2 , . . . , λ n )ψ 0 (z 1 ) satisfies the estimate max (λ2,...,λn)∈W n−1 q ψ 1 (·, λ 2 , . . . , λ n ) (1) < RA(Ca) n n n 2 .
The first term in (4.7), when we integrate over λ 2 , . . . , λ n , does not give singularities of the type (z i −κ 0 ) Continuing in this way we get the expression (4.4b) and the estimates (4.5a,b). Moreover, due to the symmetry of I n , for j = 1, . . . , n, the functions g {j} (z 1 , . . . , [z j ], . . . , z n ) = T n−1 K n (λ 1 , . . . , λ j = 0, . . . , λ n ) (4.8) and the function g ∅ (z 1 , . . . , z n ) are also symmetric.
