The high cost of communicating gradients is a major bottleneck for federated learning, as the bandwidth of the participating user devices is limited. Existing gradient compression algorithms are mainly designed for data centers with high-speed network and achieve O(
Introduction
Machine learning usually solves the optimization problem x = arg min x∈R d f (x), where f (x) is usually the average loss over samples, to obtain the model parameter, where d is the size of the model. Currently, stochastic gradient descent (SGD) (Robbins & Monro, 1951) is the most popular algorithm for this purpose, especially for training deep neural networks. Given an unbiased stochastic gradient g such that E[g(x)] = ∇f (x), SGD iteratively updates the model by
where η t is the learning rate and x t is the model parameter at the t-th iteration.
Federated learning is an emerging machine learning paradigm in which many user devices (e.g., tablets, smart phones, also called clients) cooperate to train a model (Konečnỳ et al., 2016; McMahan & Ramage, 2017; McMahan et al., 2016) . In the typical setting of federated learning, user devices calculate gradients (or local updates, we use gradient to refer to stochastic gradient for conciseness) on their local samples and transmit the gradients to a central coordinator for model update. Federated learning is gaining increasing attention thanks to its unique advantages over data-center-based training Patarasuk & Yuan, 2009 ): sensitive user data do not need to be uploaded to a data center, which better motivates users to participate (Shokri & Shmatikov, 2015) . Moreover, labels for some supervised tasks (e.g., next word prediction) can be inferred naturally from use interaction and used efficiently for local training .
As modern models are usually large (e.g., millions or even billions of parameters for deep neural networks), communicating the gradient is a major bottleneck for federated learning, as user devices commonly use wireless networks and have limited bandwidth. For federated learning, a low periteration communication cost 1 is important because users who cannot afford the per-iteration cost will not participate in the training at all. On the contrary, if the per-iteration cost is low, more users will be willing to participate in federated learning. This also leads to higher flexibility for federated learning to access different user devices in different iterations during training, thereby reducing the amount of communication conducted by an individual user.
A number of gradient compression algorithms have been proposed to reduce the cost of gradient communication (Alistarh et al., 2017; Bernstein et al., 2018; Wen et al., 2017; Yu et al., 2018; Chen et al., 2018; Wang et al., 2019; Stich et al., 2018; Suresh et al., 2017; Sattler et al., 2019; Tang et al., 2018; Assran et al., 2019; Acharya et al., 2019) . However, these algorithms are designed for data-center-based training (e.g., clusters connected via high-speed network) and the compression is not sufficient for federated learning given its stringent requirement on per-iteration communi-cation cost. Table 1 lists the per-iteration communication cost of some representative algorithms. Generally, there is a trade-off between communication efficiency and gradient accuracy, where a lower communication cost is achieved by transmitting less accurate gradients. QSGD (Alistarh et al., 2017) achieves the state-of-the-art per-iteration communication cost at O( √ d log d), with the variance bound of gradient blown up by √ d 2 . Some heuristics can give a lower communication cost, but they do not come with convergence guarantees. To facilitate communication-efficient SGD for federated learning, we ask the following questions. Can we achieve lower per-iteration communication cost than QSGD and still guarantee convergence? What costs (in gradient accuracy) we need to pay at extremely low communication cost?
To answer the above questions, we propose hyper-sphere quantization (HSQ), a general framework of gradient compression that can be configured to achieve various trade-offs between communication efficiency and gradient accuracy. At the high compression ratio end, HSQ achieves a communication cost of O(log d) and the variance bound of gradient is blown up by d, which is favorable for federated learning. Inspired by vector quantization techniques (Chen et al., 2010; Ge et al., 2013; Jegou et al., 2011; Wu et al., 2017) , HSQ adopts a paradigm that is fundamentally different from existing gradient compression algorithms (Bernstein et al., 2018; Wen et al., 2017) . Instead of quantizing each element of the gradient vector g individually or relying on sparsity, HSQ quantizes g as a whole using a vector codebook shared between user devices and the central coordinator. HSQ chooses a codeword to approximate g in a probabilistic manner and achieves low communication cost by only sending the index of the selected codeword. We prove that HSQ converges for both smooth convex and non-convex cost functions by analyzing its variance bound. We also demonstrate that some existing algorithms (e.g., SignSGD (Bernstein et al., 2018) , TernGrad (Wen et al., 2017) ) can actually be regarded as special cases of HSQ under specific configurations. Experiments on state-of-the-art neural networks show that model training with HSQ converges smoothly. In terms of the total amount of communication to train the networks to convergence, HSQ significantly outperforms SGD and 2 Let ∇f (x) be the actual gradient, g(x) andg(x) be an unbiased stochastic gradient and its compressed approximation, respectively. If the original variance bound is B (i.e., E g(x) − ∇f (x) 2 ≤ B) and the variance after quantization can be bounded by E g(x) − ∇f (x) 2 ≤ βB, then the blowup is said to be β. existing gradient compression algorithms.
Contributions Our contributions are three-folds. First, we provide a new paradigm that quantizes gradient using vector codebook. Vector quantization (VQ) has been extensively studied (Chen et al., 2010; Jegou et al., 2011; Wang et al., 2018b) and this work may inspire the adoption of many effective VQ techniques for gradient compression. Second, by providing a continuum of trade-offs between communication efficiency and gradient accuracy, HSQ can be used in a diverse set of scenarios and helps understand the relation between variance and compression ratio in gradient quantization. Third, HSQ reduces the state-of-the-art per-iteration communication cost from O(
, which benefits federated learning.
Notations We use plain lower-case letters for scalars and vectors, e.g, x. Matrices are denoted by bold upper-case letters, i.e., X. x is the Euclidean norm of vector x while x 1 is the 1 -norm of vector x. |x| is the absolute value of scalar x. We denote a vector with all zeros by 0.
Related Work
Gradient Compression for Data-Center-Based Training It is widely known that gradient communication could easily become the bottleneck of data-center-based distributed machine learning when the model is large (Alistarh et al., 2017; Seide et al., 2014) . To reduce communication cost, the most intuitive idea is to transmit gradients with reduced precision. TernGrad (Wen et al., 2017) quantizes each element of a gradient vector to three numerical values {−1, 0, 1}. The gradient approximationg is shown to be unbiased and training converges under the assumption of a bound on gradients. SignSGD (Bernstein et al., 2018) quantizes each element of gradient g to {−1, 1} according to its sign. Although its gradient approximation is biased, SignSGD converges with respect to the 1 -norm of the gradients. Both Tern-Grad and SignSGD achieve an O(d) communication cost at best as they quantize each dimension of a gradient vector individually.
QSGD (Alistarh et al., 2017) scales gradient vector g by its Euclidean norm g and quantizes each element in g/ g independently using s uniformly spaced levels in [0, 1]. As there are at most s(s + √ d) non-zero elements (in expectation) in the quantized gradient, QSGD achieves a periteration communication cost at O( √ d log d) with s = 1. GradiVeQ (Yu et al., 2018) compresses the gradient g using its projections on the eigenvectors (that corresponds to large eigenvalues) of the gradient covariance matrix. However, a training phase that communicates uncompressed gradients is required to learn the eigenvectors and GradiVeQ does not come with a theoretical analysis. Similar to QSGD and GradiVeQ, ATOMO (Wang et al., 2018a) also relies on spar-sity. It proposes the atomic decomposition on gradient g and reduces communication cost by only sending atoms with non-zero (or large) weights. HSQ is different from these algorithms as it neither quantizes each element of the gradient independently nor relies on sparsity. It is difficult to apply the error feedback based algorithms Karimireddy et al., 2019) to federated learning as a user may not be selected in successive iterations and the error feedback may be stale. Moreover, HSQ is orthogonal to and can be combined with these algorithms.
Gradient Compression for Federated Learning As communication cost is more critical for federated learning than data-center-based distributed training , heuristics were proposed to achieve even lower periteration communication cost than the algorithms listed in Table 1 . Konečnỳ et al.( 2016) proposed structured update and random selection. Structured update constrains the local gradient matrix to be low-rank, i.e., W = U V , such that the low-rank matrices U and V can be reported with lower cost than W . Random selection randomly chooses some elements in a gradient vector to report. Selective SGD (Shokri & Shmatikov, 2015) communicates elements in gradient g with the largest absolute values. Although these heuristics may work in practice, they do not come with theoretical analysis and it is not clear how they trade gradient accuracy for communication efficiency. With an explicit variance bound, HSQ allows to adjust the balance between communication efficiency and gradient accuracy.
Vector Quantization Vector quantization (VQ) techniques (Wang et al., 2018b) , including product quantization (PQ) (Jegou et al., 2011) , optimized product quantization (OPQ) (Ge et al., 2013) and residual quantization (RQ) (Chen et al., 2010) , are widely used to compress large datasets and conduct efficient similarity search. To compress a dataset containing vectors in R d , VQ uses one (or several) vector codebook(s) C = c 1 c 2 · · · c K ∈ R d×K , in which each codeword (column) c(k) ∈ R d . For a vector x, only the index of its nearest codeword in the codebook (i.e., k x = arg min k c(k) − x 2 ) is stored. As the codebook C is shared over the entire dataset, the storage cost for each vector is reduced from 32d to log K.
Although gradient is inherently a vector, directly applying VQ techniques to gradient compression is difficult. First, all VQ algorithms need to learn the codebook on the dataset to be compressed (e.g., using the kmeans algorithm). However, we can not get the gradients for codebook learning before model training starts. Second, the VQ algorithms do not provide guarantee on the quality of their approximations, which makes convergence analysis difficult.
Hyper-Sphere Quantization
We consider the typical setting of federated learning with a central coordinator (or server) and many participating devices (or clients). Each device computes gradients using local training samples and transmits the (compressed) gradients to the coordinator. The coordinator aggregates the gradients from the devices and sends the model updates back to them. We assume that the devices use HSQ for gradient reporting while the coordinator transmits uncompressed model updates to devices in the analysis. In our experiments, model training also converges when the coordinator uses HSQ to transmit model updates.
HSQ Algorithm
HSQ partitions the original d-dimensional gradient vector g into segments with length d (assume d is divisible by d ) and quantizes each segment individually. For simplicity of presentation, we also use g to denote a gradient segment. HSQ uses a vector codebook
We also require C to be a full-row-rank matrix, which means m ≥ d and normally m = Θ(d).
Note that the codebook C is shared among the coordinator and the devices such that a device only needs to transmit the index of the selected codeword. Moreover, the same codebook can be reused for all gradient segments. For a gradient segment g ∈ R d , HSQ approximates it using a tuple (ũ, c), in whichũ ∈ R is called the pseudo-norm and c is a codeword chosen from the codebook C. Intuitively, c encodes the unit-norm direction vector of g whileũ encodes the norm of g. Therefore, the HSQ-based approximation of g is given byg =ũc. We introduce two variants of HSQ, the unbiased version and the greedy version, in Algorithm 1 and Algorithm 2, respectively.
Algorithm 1 Hyper-Sphere Quantization: Unbiased Version
Algorithm 1 gives the unbiased version of the HSQ algorithm, which chooses the tuple (ũ, c) to approximate g in a probabilistic manner. We will show that the gradient approximationg =ũc provided by Algorithm 1 is unbiased in Section 4.1. Note that if a gradient segment is an all-zero vector, we set u = 0 and c = c 1 . A special configuration of Unbiased-HSQ is that m = d and C is an orthonormal matrix, which means C † = C T and p = C T g. In this case, codeword c i is selected as c with a probability proportional to its correlation with g.
There are d/d gradient segments in total and we assume that the minimum value and maximum value of u in these segments are u min and u max , respectively. Each u is quantized to one of the s + 1 uniformly spaced levels between u min and u max (inclusive). The quantization function q(u) is similar to the one in QSGD and can be expressed as
Therefore, HSQ takes log(s + 1) + log(d ) bits to communicate a gradient segment g ∈ R d , in which log(s+1) bits are used for the pseudo-norm and log(d ) bits are used to transmit the index of the selected codeword. Denote the HSQ quantized gradient of the j-th device as (ũ j , c j ) 3 , the coordinator simply aggregates the gradients asḡ = 1 n n j=1ũ j c j , where n is the total number of participating user devices. We call SGD that uses HSQ for gradient reporting HSQ-SGD.
Algorithm 2 Hyper-Sphere Quantization: Greedy Version
Input: a gradient segment g ∈ R d to compress Output: tuple (ũ, c) to approximate g if g = 0 then u = 0, c = c 1 , return end if Calculate the correlation vector p = C T g Select codeword c i as c, where c i = arg max c∈C |g T c| set u = g T c Quantize u to obtainũ asũ = q(u) using (2) Algorithm 2 gives the greedy version of the HSQ algorithm. The difference from Algorithm 1 is that codeword selection is no longer probabilistic and the codeword that has the largest correlation with the gradient g is chosen. Although the gradient approximationg =ũc provided by Greedy-HSQ is biased, we show that training converges with a growing epoch size in Section 4.2. Unbiased-HSQ and Greedy-HSQ have the same per-iteration communication cost but Greedy-HSQ usually performs better in the experiments. 3 A device also sends umin and umax to the coordinator so that u j can be decoded.
The paradigm of HSQ, which approximates the gradient vector with a direction vector and a pseudo-norm, is quite general. Several existing gradient compression algorithms, such as SignSGD and TernGrad, can actually be viewed as special cases of HSQ with a specific configuration of the segment length d , codebook C and the method of pseudonorm quantization. We provide more discussion about the relation between HSQ and these algorithms in Section 1 of the supplementary material.
Typical Configurations
HSQ can achieve different trade-offs between communication efficiency and gradient accuracy by configuring the parameters, i.e., the length of gradient segment d and the number of quantization levels for pseudo-norm s. Based on the analytical results for Unbiased-HSQ in Section 4.1, we show three representative configurations without pseudonorm quantization, which means that the exact u is transmitted. The three configurations show a clear trade-off between communication efficiency and gradient accuracy. A higher compression ratio leads to a larger variance bound on gradients, while reporting gradients more accurately incurs a higher communication cost. The number of user devices in federated learning is much larger than the number of machines in data-center-based distributed training. Variance can be reduced by averaging the gradients reported by a large number of devices rather than requiring each device to pay high per-iteration communication cost, which makes the extreme compression configuration of HSQ appealing for federated learning.
Extreme Compression

Codebook and Practical Considerations
Consider the Greedy-HSQ in Algorithm 2, the approximation error g − uc 2 = g 2 − (g T c) 2 is small when β(g, C) = max c∈C |g T c| is large. Note that the norm of g only serves as scaling factor in the approximation error and we can assume g = 1 without loss of generality. As we do not have any knowledge of g when designing the codebook, we assume g can appear anywhere on the unit hypersphere and optimize the worst case value of β(g, C) , which leads to the following formulation of the codebook design problem
S d −1 denotes the unit hypersphere in the d -dimensional space. Although problem (3) is difficult to solve, it requires that any vector on the unit hypersphere should have a codeword close to it in C. Intuitively, the codewords in C should be uniformly located on the unit hypersphere such that the region covered by each codeword (S i = {y ∈ S d −1 : y − c i ≤ y − c j for j = 1, . . . , m and j = i}) has identical area. When m = d, any orthonormal basis is uniformly located on the unit hypersphere and should be a good choice as codebook. Empirically, we observed that there is no difference in performance when setting C as different random rotations of the standard orthonormal basis. However, using the standard orthonormal basis provides slightly worse performance and this may be because the standard orthonormal basis only allows each device to update one element in a gradient segment. We discuss how to generate codewords uniformly located on the unit hypersphere when m > d in Section 3 of the suppl. material.
Although the core idea of HSQ is a shared codebook between the coordinator and the devices, the coordinator does not need to really transmit C to the devices. Instead, a random seed can be issued to the devices to generate the codebook on their own to reduce communication. The overall complexity of matrix-vector multiplication (C † g or C T g) is dm for all segments of a gradient vector and can be controlled by configuring d and m 4 . When large d and m are used for high compression ratio, complexity can be reduced in two ways. The first is to transform the matrices as
and each entry follows i.i.d N (0, 1). If the matrix transformations are conducted beforehand and m = d, the complexity to process a gradient vector is only 2dk. According to the Johnson-Lindenstrauss lemma (Vempala, 2005) , this transformation preserves the inner product between g and the rows of C † and C T with high probability if k is not too small. The other is using the standard orthonormal basis as the codebook, i.e., 4 Remember that m ≥ d is required. C = e 1 e 2 · · · e d , Unbiased-HSQ simply selects codeword e i with a probability proportional to |g i |, while Greedy-HSQ selects the codeword c i with i = arg max |g i |, both of which can be conducted very efficiently.
Convergence Analysis
In this section, we present convergence results for both Alogrithm 1 and Algorithm 2. We begin our analysis by presenting the necessary definitions and assumptions. Definition 1 (L-smooth) .
Assumption 1 (Convex setting). The objective function f (·) is L-smooth and convex. Assumption 2 (Non-convex setting). The objective function f (·) is L-smooth but potentially non-convex. Assumption 3 (Bounded second moment). For all x ∈ R d , let g(x) denote the unbiased stochastic gradient at x, we require a B -bounded second moment for all the segments
Remark:
The assumption of bounded second moment is also required in QSGD (Definition 2.1). For a segment of stochastic gradient with second moment bound B , the variance bound can be deduced as E g (x) − ∇f (x) 2 ≤ B if g (x) is unbiased.
Analysis for Unbiased-HSQ
Now we present our main lemmas and theorems for Algorithm 1. The proofs can be found in Section 2 of the suppl. material. First, we show that the Unbiased-HSQ approximationg =ũc of a gradient segment g is unbiased. Lemma 1 (Unbiasedness). Using the notations in Algorithm 1, given a full row rank codebook C = c 1 c 2 · · · c m ∈ R d ×m , for any gradient segment g = 0 ∈ R d , we have thatp defines a probability over the indices {1, . . . , m} and the unbiasedness ofg with respect to the randomness of quantization, i.e., E [g] = g.
Next, we analyze the variance brought by the quantization process of Unbiased-HSQ in Algorithm 1. Lemma 2 (Quantization Variance). Using the notations in Algorithm 1, if Assumption 3 holds, the second moment of the quantized gradient segmentg ∈ R d can be bounded as
where σ 1 (C † ) denotes the largest singular value of C † . Moreover, with the quantized gradient at x denoted asg x ∈ R d , its variance can be upper bounded as
A variance bound that does not depend on u max and u min can also be obtained by relating the two values to the second moment of the gradient as
However, this bound is loose and we use the one related to u max and u min in the proof of convergence. Setting m = d and assuming that C is an orthonormal matrix, Lemma 2 can be re-rewritten as E g
Several observations can be made from Lemma 2. First, the variances introduced by direction quantization and pseudonorm quantization are additive. Second, if C is orthonormal and m = d , the variance is blown up by d when the pseudonorms are not quantized. This observation immediately leads to the configurations reported in Section 3.2. According to Lemma 2, one will not use more codewords than the length of a segment (i.e., m > d ) as this will blow up the variance bound. However, we observed empirically that increasing m beyond d improves training performance. This is because the bound p 2 1 ≤ m p 2 used in the proof of Lemma 2 is loose. With the variance bound in Lemma 2, we can obtain the following convergence results of Unbiased-HSQ.
Theorem 1 (Convex, Theorem 6.3, (Bubeck et al., 2015) ). If Assumptions 1 and 3 hold and using Lemmas 1 and 2, let T be a positive integer and R 2 = x 0 − x 2 , where x 0 is the initial point of iterative scheme (1), choosing a constant step size η t = η = 1 L+1/β with β = R √ VqT , after running
(1) for T iterations, we have the following inequality in expectation:
Theorem 2 (Non-convex). If Assumptions 2 and 3 hold and using Lemmas 1 and 2, let T be a positive integer, x 0 be the initial point of iterative scheme (1), choosing a constant
T LVq , after running (1) for T iterations, we have the following inequality in expectation:
Analysis for Greedy-HSQ
Definition 2 (α-Compressor). A compressor Q(·) is called an α-Compressor if
where 0 ≤ α ≤ 1 is a constant and ||Q(g)|| = 1.
Lemma 3 (Quantization Error). Compressor Q
is the minimum singular value of the codebook matrix C.
Lemma 3 shows that the direction quantizer in Greedy-HSQ is an α-compressor. Actually, we can substitute the direction quantizer in Greedy-HSQ with any α-compressor and still preserve the convergence results in Theorem 3.
Theorem 3 (Greedy-version, Non-convex). If Assumptions 2 and 3 hold, let the learning rate η t and batch size n t be
where T > L/(1 − α) 2 is the total number of iterations, with L = L(1 + 4/s)d/d , 0 < α ≤ 1 − σ min (C)/m, we have the convergence rate
The proof can be found in the supplementary material and the main technical challenge is that the gradient approximation given by an α-compressor may be biased. The convergence rate of Greedy-HSQ is O(1/ √ T ) but convergence is faster with small α. This is intuitive as α models the error introduced by the compressor and smaller α means less error. Although convergence of Algorithm 2 relies on relatively large batch size (still smaller than SignSGD, where n t = T ) in Theorem 3, empirically we observed that greedy-HSQ converges well with a small batch size.
Experimental Results
We experimented with popular deep neural networks, VGG (Simonyan & Zisserman, 2014) and ResNet (He et al., 2016) and report the performance of training image classifiers on ILSVRC-12 (Russakovsky et al., 2015) , CIFAR-10, CIFAR-100 (Krizhevsky & Hinton, 2009 ) and Fashion MNIST (Xiao et al., 2017) in the main paper and Section 6 of the suppl. material. The greedy version of HSQ is used due to its better empirical performance. The codebook C is generated by kmeans on random Gaussian vectors. Detailed experimental settings (e.g., learning rate scheduling and data augmentation) can be found in Section 4 of the suppl. material. We focus on the communication cost in federated learning and report it as the main performance metric. All codes will be made public. Simulated experiments in federated learning setting For experiments on Fashion-MNIST (Xiao et al., 2017) , the training samples were randomly partitioned among 1000 users and 100 users are selected randomly for each iteration to simulate the scenario of federated learning. We report the test accuracy against epoch and the total amount of uplink communication conducted by user devices for gradient reporting in Figure 1 . We compared HSQ with SGD, SignSGD (Bernstein et al., 2018) , TernGrad (Wen et al., 2017) , and QSGD (Alistarh et al., 2017) . The bucket size was set as 512 for QSGD as in (Alistarh et al., 2017) . HSQ used 6 bits for the pseudo-norm and a codebook with 256 codewords for all configurations. The results show that training converges smoothly with HSQ and HSQ significantly reduces the amount of communication for achieving the same test accuracy comparing with the baselines. Setting SGD but the communication cost is much lower.
We conducted more experiments on CIFAR-10 and report the results in Figure 2 . For clearer demonstration, we also list the compression ratio (compared with vanilla SGD as the baseline) and the convergence accuracy of the algorithms (with more configurations than shown in Figure 2) in Table 2 .
The results show that HSQ often outperform the baselines in both convergence accuracy and compress ratio. With d = 64, the compression ratio of HSQ is significantly higher than the other algorithms and the degradation in convergence accuracy is small. We plotted the test accuracy against the iteration count for the algorithms in Section 5.1 of the suppl. material, which shows training converges smoothly using HSQ.
Timing experiments for distributed training Although HSQ is designed for federated learning, where low communication cost is critical, we also report its performance for data-center-based distributed training in Figure 3 . The dataset is ILSVRC-12 (Russakovsky et al., 2015) Influence of the parameters Keeping m = d, we plot the value of the loss function against epoch count in Figure 4a under different values of d. Note that larger d results in higher compression ratio. The results show that when d is too large (e.g., 512), the decrease of loss becomes unstable, which can be explained by the high variance in gradient. However, practical federated learning will involve a much larger number of users than we simulated in the experiments and averaging the gradients from different users reduces the variance. Thus, HSQ may use much larger d (hence higher compression ratio) than we reported in the experiments in practical federated learning scenario. We compared Greedy-HSQ and Unbiased-HSQ in Figure 4b , which shows that Greedy-HSQ outperforms Unbiased-HSQ. Although the gradient approximation of Greedy-HSQ is biased, its performance is better possibly because the variance is smaller than Unbiased-HSQ.
We also tested different codebook generation methods, including standard orthonormal basis (SOB), the random rotation of SOB (RR), random Gaussian and K-means Gaussian, with m = d = 32. Random Gaussian generates m Gaussian vectors and normalizes them to unit norm. K-means Gaussian generates a large number of Gaussian vectors, conducts K-means with m centers on them and normalizes the centers to unit norm. Figure 5a shows that RR (RR-1 and RR-2 are two different random rotations), Gaussian and K-means Gaussian have almost the same performance while SOB performs slightly worse. Figure 5b shows that using 4, 6 and 32 bits for pseudo-norm quantization provide almost the same performance but using only 2 bits hurts final test accuracy.
Additional experiments Due to the page limit, we report additional experimental results in Section 5 of the suppl. material. For experiments in the main paper, the coordinator transmits uncompressed model updates. We show that the degradation in convergence accuracy is small (about 1%) when the coordinator also uses HSQ to compress model updates. We also experimented the influence of the number of codewords (i.e., m) with d fixed at 32. The results show that increasing the number of codewords (using larger m and paying more communication cost) provides better performance.
Conclusions
We presented hyper-sphere quantization (HSQ), a general framework for gradient quantization that offers a range of trade-offs between communication efficiency and gradient accuracy via different configurations. HSQ achieves an extremely low per-iteration communication cost at log d, where d is the size of the model, and is guaranteed to converge for both smooth convex and smooth non-convex cost functions. The low per-iteration cost of HSQ is appealing for federated learning as it lowers the communication threshold to join the training and encourages more users to participate. With HSQ, we demonstrate that vector quantization techniques can be effectively used for gradient compression. Given a rich literature of existing vector quantization techniques and that gradients are inherently high dimensional vectors, the idea of HSQ can stimulate more research along this direction.
