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VORONOI TESSELLATIONS FOR MATCHBOX MANIFOLDS
ALEX CLARK, STEVEN HURDER, AND OLGA LUKINA
Abstract. Matchbox manifolds M are a special class of foliated spaces, which includes as special
examples exceptional minimal sets of foliations, weak solenoids, suspensions of odometer and
Toeplitz actions, and tiling spaces associated to aperiodic tilings with finite local complexity.
Some of these classes of examples are endowed with an additional structure, that of a transverse
foliation, consisting of a continuous family of Cantor sets transverse to the foliated structure. The
purpose of this paper is to show that this transverse structure can be defined on all minimal
matchbox manifolds. This follows from the construction of uniform stable Voronoi tessellations
on a dense leaf, which is the main goal of this work. From this we define a foliated Delaunay
triangulation of M, adapted to the dynamics of F . The result is highly technical, but underlies
the study of the basic topological structure of matchbox manifolds in general. Our methods are
unique in that we give the construction of the Voronoi tessellations for a complete Riemannian
manifold L of arbitrary dimension, with stability estimates.
1. Introduction and Main Theorems
An n-dimensional foliated space M is a continuum locally homeomorphic to a product of a disk in
Rn and a Hausdorff separable topological space. The leaves of the foliation F of M are the maximal
connected components with respect to the fine topology on M induced by the plaques of the local
product structure. A matchbox manifold is a foliated space such that the local transverse models
are totally disconnected, and the leaves have a smooth structure. Thus, a matchbox manifold is a
continuumM whose arc-components define a smooth foliated structure onM. A matchbox manifold
is minimal if every leaf of F is dense in M.
The main result of this paper is that a minimal matchbox manifold M has an additional “regularity
property”, that it always admits a Cantor foliation H, which is “transverse” to the foliation F . The
existence of the transverse foliation H has a variety of applications for the study of these spaces, as
it implies that a minimal matchbox manifold M is homeomorphic to an inverse limit of “covering
maps” between branched manifolds. The method of proof uses the construction of stable Delaunay
triangulations for the leaves of such foliations, and we give a careful development of this topic as
well as discuss the subtleties that arise for the cases when n > 2.
The notion of a matchbox manifold is essentially the same as that of a lamination. In low-dimensional
topology, a lamination is a decomposition into leaves of a closed subset of a manifold; in holomorphic
dynamics, Sullivan [67, Appendix] introduced Riemann surface laminations as compact topological
spaces locally homeomorphic to a complex disk times a Cantor set. A similar notion is used by
Lyubich and Minsky in [48], and Ghys in [35]. An embedding into a manifold is not assumed in the
latter contexts, and a matchbox manifold is a lamination in this sense.
A celebrated theorem of Bing [13] showed that if X is a homogeneous, circle-like continuum that
contains an arc, then either X is homeomorphic to a circle, or to a Vietoris solenoid. In the course of
proving this result, Bing raised the question: If X is a homogeneous continuum, and if every proper
subcontinuum of X is an arc, must X then be a circle or a solenoid? An affirmative answer to this
question was given by Hagopian [40], and subsequent alternate proofs were given by Mislove and
Rogers [52] and by Aarts, Hagopian and Oversteegen [1]. These authors called such spaces “matchbox
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manifolds”, as M admits a covering by local coordinate charts U which are a product of an interval
with a Cantor set, and so are intuitively a “box of matches.” The first two authors showed in [21]
that a homogeneous continua M whose arc-connected components define a n-dimensional foliation
of M is homeomorphic to a generalized solenoid, for n ≥ 1. That is, Bing’s Theorem holds in the
context of n-dimensional matchbox manifolds. The proof makes use of Theorem 1.1 below.
Foliated spaces were introduced in the book by Moore and Schochet [53], as the natural generalization
of foliated manifolds for which the leafwise index theory of Connes could be developed [25]. Our
use of the “foliated space” terminology follows that of [53], and also [18], and the term “matchbox
manifold” is used to distinguish a class of foliated spaces which have totally disconnected transversals.
The foliation index theorem for matchbox manifolds was used to formulate Bellisard’s Gap Labeling
Conjecture [7], which motivated the study of the topological properties of the tiling space associated
to an aperiodic tiling of Rn of finite type. The conjecture relates the K-theory of the C∗-algebra
associated to the aperiodic potentials formed by translation of the operator on Rn (see [8]), with
the K-theory of the associated tiling space [45]. The approaches to the solution of the Gap Labeling
Conjecture in the works [9, 11, 44] motivated the study of the topology of tiling spaces, including
the work of this paper.
Given a repetitive, aperiodic tiling of Rn with finite local complexity, the associated tiling space Ω
is defined as the closure in an appropriate Gromov-Hausdorff topology on the space of translations
of the tiling. Then the space Ω is a matchbox manifold in our sense (for example, see [33, 63, 64].)
One of the remarkable results of the theory of tilings of Rn is the theorem of Anderson and Putnam
and its extensions, that the tiling space Ω admits a presentation as an inverse limit of a tower of
branched flat manifolds [5, 62, 64]. The proof uses the combinatorial structure of the tiling, along
with the observation that the choice of a basepoint x0 ∈ Rn defines by translation a family of Cantor
set transversals to the foliation F .
Benedetti and Gambaudo [12] proved an equivariant version of the above results, in the case of
tilings associated to a free action of a connected Lie group G which again defines a foliated space
Ω. Part of their hypotheses is that the action of G on Ω preserves a transverse Cantor structure to
the foliation F defined by the action. It is not clear if the constructions in this paper extend to the
G-equivariant case, generalizing the results in [12].
Williams [73, 74] showed that an invariant hyperbolic set Ω for certain classes of Axiom A diffeo-
morphisms are homeomorphic to inverse limit systems. The inverse system is defined by bonding
maps which are immersions of branched manifolds, obtained from the expanding map obtained by
restricting the action to the invariant hyperbolic set. These are the Williams solenoids, which are
matchbox manifolds. In this context, the diffeomorphism is assumed to preserve a hyperbolic split-
ting of the tangent bundle to the ambient manifold M in a neighborhood of the smoothly embedded
space Ω ⊂M . The leaves of F correspond to the expanding directions, while the stable, contracting
directions define a foliation in a neighborhood of Ω which is transverse to F . The restriction of this
local stable foliation to Ω then defines a transverse Cantor structure for F . These examples are a
model for the study of the properties of tiling spaces and matchbox manifolds.
More generally, given a finitely generated group Γ and a minimal topological action on a Cantor set
K, the suspension construction yields a matchbox manifold, whose leaves are covered by a simply
connected manifold of which Γ acts freely and cocompactly. Such examples arise naturally in the
study of odometers and Toeplitz flows [26, 28], which includes the class of McCord solenoids [50, 65].
Suspension examples admit a fibration to a base space, and the fibers define a Cantor fibration with
fibers transverse to F . A variety of further examples of matchbox manifolds can be found in the
works [15, 16, 35, 47]. Finally, the continua which arise as minimal sets for flows or foliations, and
have totally disconnected transverse model spaces, are examples of matchbox manifolds as well.
For the special cases above where M is a tiling space, a generalized or Williams solenoid, or a
suspension, there is a continuous family of local transversals to the foliation F on M. The collection
of these transversals define a transverse Cantor foliation H of M, whose “leaves” are Cantor sets.
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This concept is related to the notion of Smale spaces, introduced by Ruelle [61] and developed by
Putnam [56, 57] and Wieler [71, 72]. See section 7 for precise statements.
For a general matchbox manifold M, its leaves are Riemannian manifolds with uniform control over
their geometry, but there is essentially no control over their “transverse geometry”. For example,
the transverse holonomy of the foliation F on M need not be Lipshitz continuous, so that many
usual techniques from foliation theory which require some degree of transverse regularity do not
apply. The main goal of this paper is to show the existence of a transverse Cantor foliation H for
a minimal matchbox manifold M, where H is “well-adapted” to the dynamical properties of the
foliation F , so that M admits a covering with bi-foliated charts. Of equal importance though, is the
method of proof using leafwise Voronoi tessellation and the associated Delaunay triangulations, as
discussed below, which provides a foundation for the general study of these spaces.
Our first result shows the existence of transverse Cantor foliations for matchbox manifolds with
equicontinuous dynamics.
THEOREM 1.1. Let M be an equicontinuous matchbox manifold. Then there exists a transverse
Cantor foliation H on M such that the projection to the leaf space M → M/H ∼= M is a Cantor
bundle map over a compact manifold M .
The most general application of our techniques is to prove an analog of the “Long Box Lemma” from
the study of flows on continua (see [30, Lemma 5.2], and also [1, 2, 3, 31]). This lemma states that
every connected, contractible orbit segment K in a 1-dimensional matchbox manifold is contained in
a bi-foliated open subset NK of M, which is the “long box” neighborhood of K. We generalize this
concept to n-dimensional matchbox manifolds, for n ≥ 1.
DEFINITION 1.2. Let M be a matchbox manifold, x ∈ M a basepoint, Lx ⊂ M the leaf through
x, and L˜x the holonomy covering of Lx. We say that Kx ⊂ Lx is a proper base if Kx is a union
of closed foliation plaques with x ∈ Kx, and there is a connected compact subset K˜x ⊂ L˜x such that
the composition ιx : K˜x ⊂ L˜x → Lx ⊂M is injective with image Kx.
The hypotheses imply that Kx is path connected, and the holonomy of F along any path in Kx
is trivial. The “Big Box” concept is analogous to a strong form of the Reeb Stability theorem for
foliations of compact manifolds.
THEOREM 1.3 (Big Box). Let M be a minimal matchbox manifold, x ∈M and Kx ⊂ Lx a proper
base. Then there exists a clopen transversal Vx ⊂ M containing x, and a foliated homeomorphic
inclusion Φ: Kx×Vx → NKx ⊂M such that the images Φ ({{y} × Vx | y ∈ Kx}) form a continuous
family of Cantor transversals for F|NKx .
The main part of the conclusion is the foliated product structure on the image NKx ⊂ M. This
implies that NKx has a natural projection map to the submanifold Kx ⊂ Lx.
In the case of one-dimensional matchbox manifolds, Theorem 1.3 reduces to the Long Box Lemma
[30, Lemma 5.2], as a contractible line segment K has no holonomy. The requirement that Kx
contains no loops with holonomy is essential.
Theorem 1.3 and the techniques used to prove the result are used in [22] to prove:
THEOREM 1.4. Let M be a minimal matchbox manifold. Then M admits a Cantor foliation
transverse to F , such that the leaf space M/H is a branched compact manifold.
Given the existence of the transverse Cantor foliation H as in either Theorems 1.1 and 1.4, then the
fact that the leaves of H are totally disconnected allows decomposing the foliation H into a finite
union of subfoliations, whose quotient spaces again have the structure of a (branched) manifold.
Continuing this process recursively, so that the “leaves” of the subfoliations have diameter tending
to zero, one obtains the following two applications. Details are given in the cited papers below.
THEOREM 1.5. [21] Let M be an equicontinuous matchbox manifold. Then M is a foliated space,
homeomorphic to a weak solenoid. That is, M is homeomorphic to the inverse limit of an infinite
chain of proper covering maps between compact manifolds.
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THEOREM 1.6. [22] Let M be a minimal matchbox manifold. Then M is homeomorphic to the
inverse limit of an infinite chain of branched covering maps between compact branched manifolds.
The results of Theorems 1.1, 1.5 and 1.6, all have applications to the study of the topological
invariants of the space M, analogous to those results for tiling spaces and minimal actions of Zn
on Cantor sets, to the dynamics of the foliation F as is given in Gambaudo and Martens [34], and
other properties of foliated spaces as discussed in [43].
We mention one other direction of research giving an application of the techniques of this paper. The
sequence of papers by the authors Forrest [32], Giordano, Matui, Putnam and Skau [36, 37, 49, 58]
and Phillips [55] study topological orbit equivalence for minimal Zn-actions on Cantor sets, culmi-
nating in a proof that they are affable. The methods we develop here for the proof of Theorem 1.3
also makes it possible to consider extensions of their results for minimal Zn-actions to much more
general cases. We refer to their works for the definition of affable equivalent relations, which is a
continuous analog of the hyperfinite property in measurable dynamics.
CONJECTURE 1.7. Let M be a minimal matchbox manifold, which is amenable in the sense of
sense of Anantharaman-Delaroche and Renault [6]. Then M is affable.
It seems likely that using a combination of the methods of [32] with those developed in [37], it should
be possible to prove the special case of Conjecture 1.7 for the case of minimal matchbox manifolds
with leaves of polynomial growth, which would be analogous to the proof by Series in [66] that a
foliated manifold with leaves of polynomial growth is hyperfinite.
2. Overview of proof
We give some comments on the goals of this work, and then give an overview of the paper and the
proofs of the above theorems.
Our first remark is that in the case where F is defined by a flow, as in the seminal works [1, 2, 3, 4],
the construction of H can be easily accomplished by the choice of a local transversal to the flow, and
then using the flow to suitably translate it to all points of the space. However, when the leaves of F
have dimension greater than one, this method does not apply. Even in the case where F is defined
by an action of a connected Lie group G as in [12], it is part of their hypotheses that translation by
G yields a transverse Cantor foliation.
In the case where F is a smooth foliation of a compact manifold, it is generally not possible to
construct a transverse foliation to F , unless the codimension of F is one, and then the unit normal
vector field to the leaves defines such a foliation. Thus, the existence of H fundamentally requires
that the transverse geometry be totally disconnected.
In the case where M is embedded as a minimal set for a smooth foliation F˜ of a compact manifold
M , one approach to the construction of H would be to construct a transverse foliation H˜ to F˜ on
some open neighborhood ofM inM , and restrict H˜ to M. Even with these very strong assumptions,
the requirement that H˜ be transverse to F˜ demands a local inductive approach, based for example
on the construction of a smooth transverse triangulation to F˜ as given by Benameur in [10], using
the ideas of Thurston’s “Jiggling Lemma” in the Appendix to [70]. In general, a matchbox manifold
M need not have a smooth embedding into some Euclidean space RN for N ≫ 0, such that the
normal bundle to the smoothly embedded leaves is well-behaved. Thus, it is problematic whether
transversality methods such as used by Benameur can be applied to the problem.
The approach in this paper to the construction of H on M is based on using arbitrarily small but
discrete approximations to the geometry of the leaves of F , and deriving corresponding estimates
of the uniform continuity of the “normal direction”. As the transversal geometry to F is totally
disconnected, the concept of normal to a leaf must be defined “discretely” as well.
Most of the work in the construction of H is to show that for each leaf Lx ⊂ M, there exists a
Voronoi set Nx which is sufficiently fine, and the points of Nx are “strongly stable” as the point x
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varies transversally over a small but fixed transverse clopen set. The strongly stable criterion, as
made precise later in the paper, implies that the leafwise Delaunay triangulations of the leaves of
F associated to the Voronoi sets are transversely stable, and so can be used to define local affine
transverse coordinates, which are used to define the transverse foliation H. In this way, the more
geometric construction one obtains in the case where M is a minimal set for a smooth foliation, is
extended to the general case of matchbox manifolds, without assuming any additional regularity on
the holonomy maps of F .
The second remark is that while the techniques used are based on “elementary methods”, they are
quite technical. We give effective estimates for the construction of Delaunay triangulations in the
case where the leaves of F are general Riemannian manifolds, and are not assumed to be Euclidean.
This is required for our construction of “stable” Delaunay triangulations, as the stability property
is fundamentally more subtle in dimensions greater than two, than for the one and two dimensional
cases. This work gives the construction in full detail, as it does not seem to be dealt with in the
literature, yet is the foundation for a variety of other results.
For each foliated coordinate chart, U i ⊂ M, there is a natural “vertical” foliation whose leaves are
the images of the vertical transversals defined by the coordinate charts. The problem is that on
the overlap of two charts, these vertical foliations need not match up, as the only requirement on
a foliation chart for F is that the horizontal plaques in each chart “match up”. The exception is
when M is given with a fibration structure, then the coordinates can be chosen to be adapted to
the fibration structure, and so the fibers of the bundle restrict to transversals in each chart which
are compatible on overlapping charts. The idea of our construction is to subdivide the topological
space M by dividing it into “arbitrarily small” coordinate boxes, where the problems to be solved
become “almost linear”.
The structure of the paper is as follows. First, we present the basic concepts and dynamical properties
of matchbox manifolds as required. For the preliminary results in sections 3 through section 6, the
proofs are often omitted, as they can be found in [21]. The exception is when details of the proof or
the notations introduced are necessary for later development, then they are briefly outlined.
Section 3 gives definitions and notations. Then section 4 introduces the holonomy pseudogroup,
and gives some basic technical properties of holonomy maps. Section 5 recalls important classical
definitions from topological dynamics, adapted to the case of matchbox manifolds, and gives several
results concerning the dynamical properties of matchbox manifolds. Section 6 develops the analog
of foliated microbundles and the Reeb Stability Theorem for matchbox manifolds. Then in section 7,
the important notion of a transverse Cantor foliation H for F is introduced.
Sections 8 and 9 give the classical constructions of Voronoi and Delaunay triangulations in the
context of Riemannian manifolds. In section 10, we extend these concepts from a single leaf, to
a “parametrized version” which applies uniformly to the leaves of a matchbox manifold M, and
introduce the notion of a nice stable transversal. In section 11 we show how to obtain a transverse
Cantor foliation using the Delaunay triangulation derived from a nice stable transversal.
Sections 12 and 13 recall the classical properties of Voronoi tessellations and Delaunay triangulations
in Euclidean space. The goal is to establish the framework and some estimates that are required in
the subsequent constructions in the Riemannian context.
Sections 14 and 16 develop the “micro-local” Riemannian geometry of the leaves. The point is to
give estimates on the distortion from Euclidean geometry in the local adapted Gauss coordinate
systems, which are used to chose the radius of charts sufficiently small so that the leafwise Delau-
nay triangulations will be defined and stable. This development requires standard results of local
Riemannian geometry, as in Bishop and Crittenden [14] or Helgason [41]. We establish various a
priori estimates, as in section 15, which seem to be unavoidable in order to prove the stability of
the leafwise Delaunay triangulations.
Finally, sections 17 and 18 give the inductive construction for nice stable transversals. The procedure
followed invokes all the previous preparations, including the constants defined in section 15. The
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resulting arguments are the most technical of this work. The paper concludes with section 19 where
we apply these results to prove Theorems 1.1 and 1.3.
We comment on the various notations used in this paper. In general, roman letters indicate properties
of a manifold, such as sets in the leaves. Greek letters are used to denote the more conventional
notations, such as the Lebesgue number ǫU or the equicontinuous constant δ
T
U , or leafwise estimates
such at λF . Capital script letters generally indicate some set associated with the leafwise sets, such
as the plaque chains PI(ξ), or the simplicial cones C∆(z). Fraktur letters denote sets associated
with the matchbox manifold M, such as the transversals Ti or the Voronoi cylinders C
ℓ
R˜
.
3. Foliated spaces
We introduce the basic concepts of foliated spaces and matchbox manifolds. Further discussion with
examples can be found in [18, Chapter 11], [53, Chapter 2] and the papers [20, 21]. Recall that a
continuum is a compact connected metrizable space.
DEFINITION 3.1. A foliated space of dimension n is a continuum M, such that there exists a
compact separable metric space X, and for each x ∈ M there is a compact subset Tx ⊂ X, an open
subset Ux ⊂ M, and a homeomorphism defined on the closure ϕx : Ux → [−1, 1]n × Tx such that
ϕx(x) = (0, wx) where wx ∈ int(Tx). Moreover, it is assumed that each ϕx admits an extension to
a foliated homeomorphism ϕ̂x : Ûx → (−2, 2)n × Tx where Ux ⊂ Ûx.
The subspace Tx of X is called the local transverse model at x.
Let πx : Ux → Tx denote the composition of ϕx with projection onto the second factor.
For w ∈ Tx the set Px(w) = π−1x (w) ⊂ Ux is called a plaque for the coordinate chart ϕx. We
adopt the notation, for z ∈ Ux, that Px(z) = Px(πx(z)), so that z ∈ Px(z). Note that each plaque
Px(w) for w ∈ Tx is given the topology so that the restriction ϕx : Px(w) → [−1, 1]n × {w} is a
homeomorphism. Then int(Px(w)) = ϕ−1x ((−1, 1)n × {w}).
Let Ux = int(Ux) = ϕ
−1
x ((−1, 1)n× int(Tx)). Note that if z ∈ Ux∩Uy, then int(Px(z))∩ int(Py(z))
is an open subset of both Px(z) and Py(z). The collection of sets
V = {ϕ−1x (V × {w}) | x ∈M , w ∈ Tx , V ⊂ (−1, 1)n open}
forms the basis for the fine topology of M. The connected components of the fine topology are called
leaves, and define the foliation F of M. For x ∈M, let Lx ⊂M denote the leaf of F containing x.
Note that in Definition 3.1, the collection of transverse models {Tx | x ∈ M} need not have union
equal to X. This is similar to the situation for a smooth foliation of codimension q, where each
foliation chart projects to an open subset of Rq, but the collection of images need not cover Rq.
DEFINITION 3.2. A smooth foliated space is a foliated space M as above, such that there exists
a choice of local charts ϕx : Ux → [−1, 1]n × Tx such that for all x, y ∈ M with z ∈ Ux ∩ Uy, there
exists an open set z ∈ Vz ⊂ Ux ∩ Uy such that Px(z) ∩ Vz and Py(z) ∩ Vz are connected open sets,
and the composition
ψx,y;z ≡ ϕy ◦ ϕ−1x : ϕx(Px(z) ∩ Vz)→ ϕy(Py(z) ∩ Vz)
is a smooth map, where ϕx(Px(z) ∩ Vz) ⊂ Rn × {w} ∼= Rn and ϕy(Py(z) ∩ Vz) ⊂ Rn × {w′} ∼= Rn.
The leafwise transition maps ψx,y;z are assumed to depend continuously on z in the C
∞-topology on
maps between subsets of Rn.
A map f : M → R is said to be smooth if for each flow box ϕx : Ux → [−1, 1]n × Tx and w ∈ Tx
the composition y 7→ f ◦ ϕ−1x (y, w) is a smooth function of y ∈ (−1, 1)n, and depends continuously
on w in the C∞-topology on maps of the plaque coordinates y. As noted in [53] and [18, Chapter
11], this allows one to define smooth partitions of unity, vector bundles, and tensors for smooth
foliated spaces. In particular, one can define leafwise Riemannian metrics. We recall a standard
result, whose proof for foliated spaces can be found in [18, Theorem 11.4.3].
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THEOREM 3.3. Let M be a smooth foliated space. Then there exists a leafwise Riemannian metric
for F , such that for each x ∈M, Lx inherits the structure of a complete Riemannian manifold with
bounded geometry, and the Riemannian geometry of Lx depends continuously on x. In particular,
each leaf Lx has the structure of a complete Riemannian manifold with bounded geometry. 
Bounded geometry implies, for example, that for each x ∈ M, there is a leafwise exponential map
expFx : TxF → Lx which is a surjection, and the composition expFx : TxF → Lx ⊂ M depends
continuously on x in the compact-open topology on maps.
DEFINITION 3.4. A matchbox manifold is a continuum with the structure of a smooth foliated
space M, such that the transverse model space X is totally disconnected, and for each x ∈M, Tx ⊂ X
is a clopen subset.
All matchbox manifolds are assumed to be smooth with a given leafwise Riemannian metric.
3.1. Metric properties and regular covers. We first establish the local properties of a matchbox
manifold, which are codified by the definition of a regular covering of M. One particular property
to note is the strong local convexity for the plaques in the leaves.
Another nuance about the study of matchbox manifolds, is that for given x ∈M, the neighborhood
Ux in Definition 3.1 need not be “local”. As the transversal model Tx is totally disconnected, the
set Ux is not connected, and a priori its connected components need not be contained in a suitably
small metric ball around x. The technical procedures described in detail in [21, §2.1 - 2.2] ensure
that we can always choose local charts for M to have a uniform locality property, as well as other
metric regularity properties as discussed below.
Let dM : M×M→ [0,∞) denote the metric on M, and dX : X× X→ [0,∞) the metric on X.
For x ∈ M and ǫ > 0, let DM(x, ǫ) = {y ∈ M | dM(x, y) ≤ ǫ} be the closed ǫ-ball about x in M,
and BM(x, ǫ) = {y ∈M | dM(x, y) < ǫ} the open ǫ-ball about x.
Similarly, for w ∈ X and ǫ > 0, let DX(w, ǫ) = {w′ ∈ X | dX(w,w′) ≤ ǫ} be the closed ǫ-ball about
w in X, and BX(w, ǫ) = {w′ ∈ X | dX(w,w′) < ǫ} the open ǫ-ball about w.
Each leaf L ⊂M has a complete path-length metric, induced from the leafwise Riemannian metric:
dF (x, y) = inf
{‖γ‖ | γ : [0, 1]→ L is piecewise C1 , γ(0) = x , γ(1) = y , γ(t) ∈ L ∀ 0 ≤ t ≤ 1}
where ‖γ‖ denotes the path-length of the piecewise C1-curve γ(t). If x, y ∈M are not on the same
leaf, then set dF (x, y) =∞. For each x ∈M and r > 0, let DF(x, r) = {y ∈ Lx | dF (x, y) ≤ r}.
Note that the metric dM on M and the leafwise metric dF have no relation, beyond their relative
continuity properties. The metric dM is essentially just used to define the metric topology on M,
while the metric dF depends on an independent choice of the Riemannian metric on leaves.
For each x ∈M, the Gauss Lemma implies that there exists λx > 0 such that DF(x, λx) is a strongly
convex subset for the metric dF . That is, for any pair of points y, y
′ ∈ DF(x, λx) there is a unique
shortest geodesic segment in Lx joining y and y
′ and contained in DF(x, λx) (cf. [27, Chapter 3,
Proposition 4.2], or [41, Theorem 9.9]). Then for all 0 < λ < λx the disk DF (x, λ) is also strongly
convex. As M is compact and the leafwise metrics have uniformly bounded geometry, we obtain:
LEMMA 3.5. There exists λF > 0 such that for all x ∈M, DF(x, λF ) is strongly convex.
If F is defined by a flow without periodic points, so that every leaf is diffeomorphic to R, then the
entire leaf is strongly convex, and λF > 0 can be chosen arbitrarily. For foliations with leaves of
dimension n > 1, the constant λF must be less than one half the injectivity radius of each leaf.
The following proposition summarizes results in [21, §2.1 - 2.2].
PROPOSITION 3.6. [21] For a smooth foliated space M, given ǫM > 0, there exist λF > 0 and
a choice of local charts ϕx : Ux → [−1, 1]n × Tx with the following properties:
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(1) For each x ∈M, Ux ≡ int(Ux) = ϕ−1x ((−1, 1)n ×BX(wx, ǫx)), where ǫx > 0.
(2) Locality: for all x ∈M, each Ux ⊂ BM(x, ǫM).
(3) Local convexity: for all x ∈ M the plaques of ϕx are leafwise strongly convex subsets with
diameter less than λF/2. That is, there is a unique shortest geodesic segment joining any
two points in a plaque, and the entire geodesic segment is contained in the plaque.
A regular covering of M is one that satisfies these conditions.
By a standard argument, there exists a finite collection {x1, . . . , xν} ⊂M where ϕxi(xi) = (0, wxi)
for wxi ∈ X, and regular foliation charts ϕxi : Uxi → [−1, 1]n × Txi satisfying the conditions of
Proposition 3.6, which form an open covering of M. Moreover, without loss of generality, we can
impose a uniform size restriction on the plaques of each chart. Without loss of generality, we can
assume there exists 0 < δFU < λF/4 so that for all 1 ≤ i ≤ ν and ω ∈ Ti with plaque “center point”
xω = ϕ
−1
xi (0, ω), then the plaque for ϕxi through xω satisfies the uniform estimate of diameters:
(1) DF(xω , δ
F
U /2) ⊂ Pi(ω) ⊂ DF (xω , δFU )
For each 1 ≤ i ≤ ν the set Txi = ϕ−1i (0,Ti) is a compact transversal to F . Again, without loss of
generality, we can assume that the transversals {Tx1 , . . . , Txν} are pairwise disjoint, so there exists
a constant 0 < e1 < δ
F
U such that
(2) dF(x, y) ≥ e1 for x 6= y , x ∈ Txi , y ∈ Txj , 1 ≤ i, j ≤ ν
In particular, this implies that the centers of disjoint plaques on the same leaf are separated by
distance at least e1.
Given a fixed choice of foliation covering as above, we simplify the notation as follows. For 1 ≤ i ≤ ν,
set U i = Uxi , Ui = Uxi , and ǫi = ǫxi . Let U = {U1, . . . , Uν} denote the corresponding open covering
of M, with coordinate maps
ϕi = ϕxi : U i → [−1, 1]n × Ti , πi = πxi : U i → Ti , λi : U i → [−1, 1]n.
For z ∈ U i, the plaque of the chart ϕi through z is denoted by Pi(z) = Pi(πi(z)) ⊂ U i. Note that
the restriction λi : Pi(z)→ [−1, 1]n is a homeomorphism onto. Also, define sections
(3) τi : Ti → U i , defined by τi(ξ) = ϕ−1i (0, ξ) , so that πi(τi(ξ)) = ξ.
Then Ti = Txi is the image of τi and we let T = T1 ∪ · · · ∪ Tν ⊂M denote their disjoint union.
Let T∗ = T1 ∪ · · · ∪ Tν ⊂ X; note that T∗ is compact, and if each Ti is totally disconnected, then
T∗ will also be totally disconnected.
We assume in the following that a finite regular covering U of M as above has been chosen.
3.2. Foliated maps. A map f : M→M′ between foliated spaces is said to be a foliated map if the
image of each leaf of F is contained in a leaf of F ′. If M′ is a matchbox manifold, then each leaf of
F is path connected, so its image is path connected, hence must be contained in a leaf of F ′. Thus,
LEMMA 3.7. Let M and M′ be matchbox manifolds, and h : M′ →M a continuous map. Then h
maps the leaves of F ′ to leaves of F . In particular, any homeomorphism h : M→M of a matchbox
manifold is a foliated map. 
A leafwise path, or more precisely an F-path, is a continuous map γ : [0, 1] → M such that there is
a leaf L of F for which γ(t) ∈ L for all 0 ≤ t ≤ 1. If M is a matchbox manifold, and γ : [0, 1]→M
is continuous, then γ is a leafwise path.
3.3. Local estimates. We next introduce a number of constants based on the above choices, which
will be used throughout the paper when making metric estimates.
Let ǫU > 0 be a Lebesgue number for the covering U . That is, given any z ∈ M there exists some
index 1 ≤ iz ≤ ν such that the open metric ball BM(z, ǫU) ⊂ Uiz .
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The local projections πi : U i → Ti and sections τi : Ti → U i are continuous maps of compact spaces,
so admit uniform metric estimates as follows.
LEMMA 3.8. [21] There exists a continuous increasing function ρπ (the modulus of continuity for
the projections πi) such that:
(4) ∀ 1 ≤ i ≤ ν and x, y ∈ U i , dM(x, y) < ρπ(ǫ) =⇒ dX(πi(x), πi(y)) < ǫ .
Proof. Set ρπ(ǫ) = min
{
ǫ,min
{
dM(x, y) | 1 ≤ i ≤ ν , x, y ∈ U i , dX(πi(x), πi(y)) ≥ ǫ
}}
. 
LEMMA 3.9. [21] There exists a continuous increasing function ρτ (the modulus of continuity for
the sections τi) such that:
(5) ∀ 1 ≤ i ≤ ν and w,w′ ∈ Ti , dX(w,w′) < ρτ (ǫ) =⇒ dM(τi(w), τi(w′)) < ǫ .
Proof. Set ρτ (ǫ) = min {ǫ,min {dX(w,w′) | 1 ≤ i ≤ ν , w,w′ ∈ Ti , dM(τi(w), τi(w′)) ≥ ǫ}}. 
Introduce two additional constants, derived from the Lebesgue number ǫU chosen above. The first is
derived from a “converse” to the modulus function ρπ. For each 1 ≤ i ≤ ν, consider the projection
map πi : U i → Ti, then introduce the constant
ǫTi = max
{
ǫ | ∀ x ∈ U i such that DM(x, ǫU/2) ⊂ U i , DX(πi(x), ǫ) ⊂ πi (DM(x, ǫU/2))
}
.
which measures the distance from ǫU/2-interior points of U i to the exterior of their transverse
projection to Ti. Then let
(6) ǫTU = min
{
ǫTi | ∀ 1 ≤ i ≤ ν
}
.
Note that by (5) we have the estimate ǫTU ≥ ρτ (ǫU/2).
For y ∈M recall that DF (y, ǫ) is the closed ball of radius ǫ for the leafwise metric. Introduce a form
of “leafwise Lebesgue number”, defined by
(7) ǫFU = min
{
ǫFU (y) | ∀ y ∈M
}
, ǫFU (y) = max {ǫ | DF(y, ǫ) ⊂ DM(y, ǫU/4)} .
Thus, for all y ∈ M, DF (y, ǫFU ) ⊂ DM(y, ǫU/4). Note that for all r > 0 and z′ ∈ DF (z, ǫFU ), the
triangle inequality implies that DM(z
′, r) ⊂ DM(z, r + ǫU/4).
4. Holonomy of foliated spaces
The holonomy pseudogroup of a smooth foliated manifold (M,F) generalizes the induced dynamical
systems associated to a section of a flow. The holonomy pseudogroup for a matchbox manifold (M,F)
is defined analogously, although there are delicate issues of domains which must be considered. See
the articles by Haefliger [39], and also by Hurder [43], for a discussion of these and related topics.
The properties of the holonomy pseudogroup of a matchbox manifold are fundamental to its study,
as they reflect the degree to which the leaves of F are intertwined, and so the lack of a global product
structure for M. This is a factor in all of the constructions later.
A pair of indices (i, j), 1 ≤ i, j ≤ ν, is said to be admissible if the open coordinate charts satisfy
Ui ∩ Uj 6= ∅. For (i, j) admissible, define Di,j = πi(Ui ∩ Uj) ⊂ Ti ⊂ X. The regularity of foliation
charts imply that plaques are either disjoint, or have connected intersection. This implies that
there is a well-defined homeomorphism hj,i : Di,j → Dj,i with domain D(hj,i) = Di,j and range
R(hj,i) = Dj,i. Note that the map hj,i admits a continuous extension to a local homeomorphism on
the closure of its domain, hj,i : Di,j → Dj,i.
The maps G(1)F = {hj,i | (i, j) admissible} are the transverse change of coordinates defined by the
foliation charts. By definition they satisfy hi,i = Id, h
−1
i,j = hj,i, and if Ui ∩ Uj ∩ Uk 6= ∅ then
hk,j ◦ hj,i = hk,i on their common domain of definition. The holonomy pseudogroup GF of F is the
topological pseudogroup modeled on X generated by the elements of G(1)F .
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A sequence I = (i0, i1, . . . , iα) is admissible, if each pair (iℓ−1, iℓ) is admissible for 1 ≤ ℓ ≤ α, and
the composition
(8) hI = hiα,iα−1 ◦ · · · ◦ hi1,i0
has non-empty domain. The domain D(hI) is the maximal open subset of Di0,i1 ⊂ Ti0 for which
the compositions are defined.
Given any open subset U ⊂ D(hI) we obtain a new element hI |U ∈ GF by restriction. Introduce
(9) G∗F = {hI |U | I admissible & U ⊂ D(hI)} ⊂ GF .
The range of g = hI |U is the open set R(g) = hI(U) ⊂ Tiα ⊂ X. Note that each map g ∈ G∗F admits
a continuous extension to a local homeomorphism g : D(g)→ R(g) ⊂ Tiα .
The orbit of a point w ∈ X by the action of the pseudogroup GF is denoted by
(10) O(w) = {g(w) | g ∈ G∗F , w ∈ D(g)} ⊂ T∗ .
Given an admissible sequence I = (i0, i1, . . . , iα) and any 0 ≤ ℓ ≤ α, the truncated sequence Iℓ =
(i0, i1, . . . , iℓ) is again admissible, and we introduce the holonomy map defined by the composition
of the first ℓ generators appearing in hI ,
(11) hIℓ = hiℓ,iℓ−1 ◦ · · · ◦ hi1,i0 .
Given ξ ∈ D(hI) we adopt the notation ξℓ = hIℓ(ξ) ∈ Tiℓ . So ξ0 = ξ and hI(ξ) = ξα.
Given ξ ∈ D(hI), let x = x0 = τi0(ξ0) ∈ Lx. Introduce the plaque chain
(12) PI(ξ) = {Pi0(ξ0),Pi1(ξ1), . . . ,Piα(ξα)} .
Intuitively, a plaque chain PI(ξ) is a sequence of successively overlapping convex “tiles” in L0 starting
at x0 = τi0 (ξ0), ending at xα = τiα(ξα), and with each Piℓ(ξℓ) “centered” on the point xℓ = τiℓ(ξℓ).
Recall that Piℓ(xℓ) = Piℓ(ξℓ), so we also adopt the notation PI(x) ≡ PI(ξ).
4.1. Leafwise path holonomy. A standard construction in foliation theory, introduced by Poincare´
for sections to flows, and developed for foliations by Reeb [59] (see also [38], [17], [18, Chapter 2])
associates to a leafwise path γ a holonomy map hγ . We describe this construction, paying particular
attention to domains and metric estimates.
Let I be an admissible sequence. For w ∈ D(hI), we say that (I, w) covers γ, if the domain
of γ admits a partition 0 = s0 < s1 < · · · < sα = 1 such that the plaque chain PI(w) =
{Pi0(w0),Pi1(w1), . . . ,Piα(wα)} satisfies
(13) γ([sℓ, sℓ+1]) ⊂ int(Piℓ(wℓ)) , 0 ≤ ℓ < α, & γ(1) ∈ int(Piα(wα)).
It follows that w0 = πi0 (γ(0)) ∈ D(hI).
Given two admissible sequences, I = (i0, i1, . . . , iα) and J = (j0, j1, . . . , jβ), such that both (I, w)
and (J , v) cover the leafwise path γ : [0, 1]→M, then
γ(0) ∈ int(Pi0(w0)) ∩ int(Pj0(v0)) , γ(1) ∈ int(Piα(wα)) ∩ int(Pjβ (vβ))
Thus both (i0, j0) and (iα, jβ) are admissible, and v0 = hj0,i0(w0), wα = hiα,jβ (vβ). The proof of
the following can be found in [21].
PROPOSITION 4.1. The maps hI and hiα,jβ ◦ hJ ◦ hj0,i0 agree on their common domains. 
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4.2. Admissible sequences. Given a leafwise path γ : [0, 1]→M, we next construct an admissible
sequence I = (i0, i1, . . . , iα) with w ∈ D(hI) so that (I, w) covers γ, and has “uniform domains”.
Inductively, choose a partition of the interval [0, 1], 0 = s0 < s1 < · · · < sα = 1 such that for each
0 ≤ ℓ ≤ α, γ([sℓ, sℓ+1]) ⊂ DF(xℓ, ǫFU ) where xℓ = γ(sℓ). As a notational convenience, we have let
sα+1 = sα, so that γ([sα, sα+1]) = xα. Note that we can choose sℓ+1 to be the largest value such
that dF (γ(sℓ), γ(t)) ≤ ǫFU for all sℓ ≤ t ≤ sℓ+1. Thus, we can assume α ≤ 1 + ‖γ‖/ǫFU .
For each 0 ≤ ℓ ≤ α, choose an index 1 ≤ iℓ ≤ ν so that BM(xℓ, ǫU) ⊂ Uiℓ . Note that, for all
sℓ ≤ t ≤ sℓ+1, BM(γ(t), ǫU/2) ⊂ Uiℓ , so that xℓ+1 ∈ Uiℓ ∩ Uiℓ+1 . It follows that Iγ = (i0, i1, . . . , iα)
is an admissible sequence. Set hγ = hIγ . Then hγ(w) = w
′, where w = πi0(x0) and w
′ = πiα(xα).
The construction of the admissible sequence Iγ above has the important property that hIγ is the
composition of generators of G∗F which have a uniform lower bound estimate ǫTU on the radii of the
metric balls centered at the orbit, which are contained in their domains, with ǫTU independent of γ.
To see this, let 0 ≤ ℓ < α, and note that xℓ+1 ∈ DF(xℓ+1, ǫFU ) implies that for some sℓ < s′ℓ+1 < sℓ+1,
we have that γ([s′ℓ+1, sℓ+1]) ⊂ DF(xℓ+1, ǫFU ). Hence,
(14) BM(γ(t), ǫU/2) ⊂ Uiℓ ∩ Uiℓ+1 , for all s′ℓ+1 ≤ t ≤ sℓ+1 .
Then for all s′ℓ+1 ≤ t ≤ sℓ+1, the uniform estimate defining ǫTU > 0 in (6) implies that
(15) BX(πiℓ(γ(t)), ǫ
T
U ) ⊂ Diℓ,iℓ+1 & BX(πiℓ+1(γ(t)), ǫTU ) ⊂ Diℓ+1,iℓ .
For the admissible sequence Iγ = (i0, i1, . . . , iα), recall that xℓ = γ(sℓ) and we set wℓ = πiℓ(xℓ).
Then by the definition (8) of hIγ the condition (15) implies that DX(wℓ, ǫ
T
U ) ⊂ D(hℓ).
There is a converse to the above construction, which associates to an admissible sequence a leafwise
path. Let I = (i0, i1, . . . , iα) be admissible, with corresponding holonomy map hI , and choose
w ∈ D(hI) with x = τi0(w).
For each 1 ≤ ℓ ≤ α, recall that Iℓ = (i0, i1, . . . , iℓ), and let hIℓ denote the corresponding holonomy
map. For ℓ = 0, let I0 = (i0, i0). Note that hIα = hI and hI0 = Id : T0 → T0.
For each 0 ≤ ℓ ≤ α, set wℓ = hIℓ(w) and xℓ = τiℓ(wℓ). By assumption, for ℓ > 0, there exists
zℓ ∈ Pℓ−1(wℓ−1) ∩ Pℓ(wℓ).
Let γℓ : [(ℓ − 1)/α, ℓ/α] → Lx0 be the leafwise piecewise geodesic segment from xℓ−1 to zℓ to xℓ.
Define the leafwise path γxI : [0, 1]→ Lx0 from x0 to xα to be the concatenation of these paths. If we
then cover γxI by the charts determined by the given admissible sequence I, it follows that hI = hγxI .
Thus, given an admissible sequence I = (i0, i1, . . . , iα) and w ∈ D(hI) with w′ = hI(w), the choices
above determine an initial chart ϕi0 with “starting point” x = τi0(w) ∈ Ui0 ⊂ M. Similarly, there
is a terminal chart ϕiα with “terminal point” x
′ = τiα(w
′) ∈ Uiα ⊂ M. The leafwise path γxI
constructed above starts at x, ends at x′, and has image contained in the plaque chain PI(x).
On the other hand, if we start with a leafwise path γ : [0, 1] → M, then the initial point x = γ(a)
and the terminal point x′ = γ(b) are both well-defined. However, there need not be a unique index
j0 such that x ∈ Uj0 and similarly for the index jβ such that x′ ∈ Ujβ . Thus, when one constructs an
admissible sequence J = (j0, . . . , jβ) from γ, the initial and terminal charts need not be well-defined.
That is, in fact, the essence of Proposition 4.1, which proved that
hI |U = hiα,jβ ◦ hJ ◦ hj0,i0 |U for U = D(hI) ∩D(hiα,jβ ◦ hJ ◦ hj0,i0) .
We conclude this discussion with a trivial observation, and an application which yields a key technical
point, that the holonomy along a path is independent of “small deformations” of the path.
The observation is this. Let I = (i0, i1, . . . , iα) be admissible, with associated holonomy map hI .
Given w, u ∈ D(hI), then the germs of hI at w and u admit a common extension, namely hI . Thus,
if γ, γ′ are leafwise paths defined as above from the plaque chains associated to (I, w) and (I, u)
then the germinal holonomy maps along γ and γ′ admit a common extension by Proposition 4.1.
This is the basic idea behind the following technically useful result.
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LEMMA 4.2. [21] Let γ, γ′ : [0, 1] → M be leafwise paths. Suppose that x = γ(0), x′ = γ′(0) ∈ Ui
and y = γ(1), y′ = γ′(1) ∈ Uj. If dM(γ(t), γ′(t)) ≤ ǫU/4 for all 0 ≤ t ≤ 1, then the induced holonomy
maps hγ , hγ′ agree on their common domain D(hγ)∩D(hγ′) ⊂ Ti. In particular, if curves γ, γ′ are
sufficiently close, then they define holonomy maps which have a common extension.
4.3. Homotopy independence. Two leafwise paths γ, γ′ : [0, 1]→M are homotopic if there exists
a family of leafwise paths γs : [0, 1] → M with γ0 = γ and γ1 = γ′. We are most interested in the
special case when γ(0) = γ′(0) = x and γ(1) = γ′(1) = y. Then γ and γ′ are endpoint-homotopic
if they are homotopic with γs(0) = x for all 0 ≤ s ≤ 1, and similarly γs(1) = y for all 0 ≤ s ≤ 1.
Thus, the family of curves {γs(t) | 0 ≤ s ≤ 1} are all contained in a common leaf Lx. The following
property then follows from an inductive application of Lemma 4.2:
LEMMA 4.3. [21] Let γ, γ′ : [0, 1]→M be endpoint-homotopic leafwise paths. Then their holonomy
maps hγ and hγ′ agree on some open subset U ⊂ D(hγ)∩D(hγ′) ⊂ T∗. In particular, they determine
the same germinal holonomy maps. 
The following is another consequence of the strongly convex property of the plaques:
LEMMA 4.4. [21] Suppose that γ, γ′ : [0, 1]→M are leafwise paths for which γ(0) = γ′(0) = x and
γ(1) = γ′(1) = x′, and suppose that dM(γ(t), γ
′(t)) < ǫU/2 for all a ≤ t ≤ b. Then γ, γ′ : [0, 1]→M
are endpoint-homotopic. 
Given g ∈ G∗F and w ∈ D(g), let [g]w denote the germ of the map g at w ∈ T∗. Set
(16) ΓwF = {[g]w | g ∈ G∗F , w ∈ D(g) , g(w) = w} .
Given x ∈ Ui with w = πi(x) ∈ T∗, the elements of ΓwF form a group, and by Lemma 4.3 there is a
well-defined homomorphism hF ,x : π1(Lx, x)→ ΓwF which is called the holonomy group of F at x.
4.4. Non-trivial holonomy. Note that if y ∈ Lx then the homomorphism hF ,y is conjugate (by an
element of G∗F ) to the homomorphism hF ,x. A leaf L is said to have non-trivial germinal holonomy
if for some x ∈ L, the homomorphism hF ,x is non-trivial. If the homomorphism hF ,x is trivial, then
we say that Lx is a leaf without holonomy. This property depends only on L, and not the basepoint
x ∈ L. The foliated space M is said to be without holonomy if for every x ∈ M , the leaf Lx is
without germinal holonomy.
LEMMA 4.5. [21] Let M be a foliated space, and Lx a leaf without holonomy. Fix a regular
covering for M as above, and let w ∈ T∗ be the local projection of a point in Lx. Given plaques
chains I, J such that w ∈ Dom(hI) ∩Dom(hJ ) with hI(w) = w′ = hJ (w), then hI and hJ have
the same germinal holonomy at w. Thus, for each w′ ∈ O(w) in the G∗F orbit of w, there is a
well-defined holonomy germ hw,w′.
Proof. The composition g = h−1J ◦ hI satisfies g(w) = w, so by assumption there is some open
neighborhood w ∈ U for which g|U is the trivial map. That is, hI |U = hJ |U . 
Finally, we recall a basic result of Epstein, Millet and Tischler [29] for foliated manifolds, whose
proof applies verbatim in the case of foliated spaces.
THEOREM 4.6. The union of all leaves without holonomy in a foliated space M is a dense Gδ
subset of M. In particular, there exists at least one leaf without germinal holonomy. 
5. Dynamics of matchbox manifolds
Many of the concepts of dynamical systems for flows (and more generally group actions) on a compact
manifold admit generalizations to the foliation dynamics associated to a matchbox manifold, by
considering the leaves of F in place of the orbits of the action. See [43] for a discussion of this topic.
We first recall several important classical definitions from topological dynamics, adapted to the case
of matchbox manifolds, and several results concerning their dynamical properties from [21].
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DEFINITION 5.1. The holonomy pseudogroup GF of F is equicontinuous if for all ǫ > 0, there
exists δ > 0 such that for all g ∈ G∗F , if w,w′ ∈ D(g) and dX(w,w′) < δ, then dX(g(w), g(w′)) < ǫ.
DEFINITION 5.2. The holonomy pseudogroup GF of F is expansive, or more properly ǫ-expansive,
if there exists ǫ > 0 such that for all w,w′ ∈ T∗, there exists g ∈ GF with w,w′ ∈ D(g) such that
dX(g(w), g(w
′)) ≥ ǫ.
Equicontinuity for GF gives uniform control over the domains of arbitrary compositions of generators.
PROPOSITION 5.3. [21] Assume the holonomy pseudogroup GF of F is equicontinuous. Then
there exists δTU > 0 such that for every leafwise path γ : [0, 1]→M, there is a corresponding admissible
sequence Iγ = (i0, i1, . . . , iα) so that BX(w0, δTU ) ⊂ D(hIγ ), where x = γ(0) and w0 = πi0 (x).
Moreover, for all 0 < ǫ1 ≤ ǫTU there exists 0 < δ1 ≤ δTU independent of the path γ, such that
hIγ (DX(w0, δ1)) ⊂ DX(w′, ǫ1) where w′ = πiα(γ(1)).
Thus, G∗F is equicontinuous as a family of local group actions.
Recall that a foliated spaceM is minimal if each leaf L ⊂M is dense. The following is an immediate
consequence of the definitions.
LEMMA 5.4. The foliated space M is minimal if and only if O(w) is dense in T∗ for all w ∈ T∗.
The following result is, at first glance, very surprising. It has been previously shown for flows [1]
and Rn-actions [19]. The proof of it is given in detail in [21, §4.1], and fundamentally uses the
conclusions of Proposition 5.3.
THEOREM 5.5. [21] If M is an equicontinuous matchbox manifold, then M is minimal.
It is well-known that an equicontinuous action of a countable group Γ on a Cantor set K admits
a finite Γ-invariant decomposition of K into clopen subsets with arbitrarily small diameter. It is
shown in [21, section 6] that a corresponding result holds for an equicontinuous pseudogroup action.
THEOREM 5.6. [21] Let M is an equicontinuous matchbox manifold, and w0 ∈ T∗ a basepoint.
Then there exists a descending chain of clopen subsets
· · · ⊂ Vℓ+1 ⊂ Vℓ ⊂ · · ·V0 ⊂ T∗
such that for all ℓ ≥ 0, w0 ∈ Vℓ and diamX(Vℓ) < δTU /2ℓ.
Moreover, each Vℓ is GF -invariant in the following sense: if γ is a path with initial point γ(0) ∈ Vℓ,
then the holonomy map hγ satisfies Vℓ ⊂ Dom(hγ), and if hγ(Vℓ) ∩ Vℓ 6= ∅, then hγ(Vℓ) = Vℓ. 
It follows that the collection {hγ(Vℓ) | γ(0) ∈ Vℓ} of subsets of the transverse space T∗ forms a finite
clopen partition, and these sets are permuted by the action of the holonomy pseudogroup.
If the action of the pseudogroup GF is expansive, then the domains of arbitrary compositions of
generators for its holonomy typically do not admit uniform estimates as in Proposition 5.3. However,
the compactness of M implies there is a uniform estimate on the size of the domain of a holonomy
map formed from a bounded number of compositions used to define it. Recall that the path length
in the dF metric of the piecewise C
1-curve γ(t) is denoted by ‖γ‖.
PROPOSITION 5.7. For each ǫ > 0 and r > 0, there exists 0 < δ(ǫ, r) ≤ ǫ so that for any
piecewise smooth leafwise path γ : [0, 1]→M with ‖γ‖ ≤ r, then there exists an admissible sequence
I = (i0, i1, . . . , iα) such that (I, w) covers γ with:
(1) w0 = πi0(γ(0)) ∈ D(hI) and DX(w0, δ(ǫ, r)) ⊂ D(hI);
(2) hI(DX(w0, δ(ǫ, r))) ⊂ DX(w′, ǫ) where w′ = πiα(γ(b)).
Proof. By the arguments of section 4, there exists an admissible sequence I = (i0, i1, . . . , iα) with
w ∈ D(hI) and α ≤ 1 + ‖γ‖/ǫFU ≤ 1 + r/ǫFU where ǫFU > 0 is defined by (7).
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We estimate the size of the domain D(hI). For each 0 ≤ ℓ ≤ α, we have γ([sℓ, sℓ+1]) ⊂ DF(xℓ, ǫFU )
where xℓ = γ(sℓ). Moreover, for the associated admissible sequence Iγ = (i0, i1, . . . , iα), we have
that for all 0 ≤ t ≤ 1, BM(γ(t), 12ǫU) ⊂ Uiℓ .
The proof will be by downward induction. Let wℓ = πiℓ(xℓ) and set Iℓ = (i0, i1, . . . , iℓ) with
corresponding holonomy map hIℓ . Then hIℓ(w0) = wℓ. Let hℓ = hiℓ+1,iℓ so that hℓ ◦ hIℓ = hIℓ+1.
For every admissible pair (i, j) the holonomy homeomorphism hj,i is uniformly continuous as it has
compact domain. Since there is only a finite number of distinct non-empty intersections Ui∩Uj , for
every ǫ > 0 there exists a 0 < δǫ ≤ ǫ such that for every admissible pair (i, j) if w,w′ ∈ D(hj,i) and
dX(w,w
′) < δǫ then dX (hj,i(w), hj,i(w
′)) < ǫ.
Recall ǫTU > 0 as defined by (6). Given ǫ > 0, set ǫα = min{ǫTU /2, ǫ}. Now proceed by downward
induction. For 0 < ℓ ≤ α assume that ǫℓ has been defined. Then denote δℓ = δǫℓ and ǫℓ−1 = δℓ as
defined using equicontinuity as above.
By the choice of the covering of the admissible sequence I, we have DX(wℓ, ǫTU ) ⊂ D(hℓ) and so
DX(wℓ, δℓ) ⊂ D(hℓ), and by the choice of δℓ we have DX(wℓ, δℓ) ⊂ D(hℓ ◦ hℓ+1 ◦ · · · ◦ hα). Then
δ(ǫ, r) = δ1 satisfies the required conditions. 
6. Foliated microbundles and Reeb Structure Theorem
The strategy of our construction of the transverse foliation H begins with the choice of a compact,
path-connected region K ⊂ L of a leaf L, such that the holonomy along closed paths in K is trivial.
In this section, we discuss how this assumption implies there is a “thickening” of K to a foliated
neighborhood of K in M. In later sections, we establish that for such a thickening, if it is sufficiently
“thin”, then there exists a transverse Cantor foliation defined on it.
The existence of a foliated open neighborhood of a compact subset K follows from the analog of
the Reeb Stability Theorem, which is one of the fundamental results of foliation theory for smooth
manifolds [17, 18, 59, 68]. The most general version of these ideas is formulated in terms of the
“foliated microbundle” associated to the holonomy covering of a leaf in a foliated space. (See Milnor
[51] for a discussion of the concept of foliated microbundles for manifolds). This general formulation
admits a generalization to matchbox manifolds, as described below.
6.1. Non-trivial holonomy. Recall that we assume there is a fixed regular covering U for M, as in
Proposition 3.6 which we can assume to be finite. Assume there is given a fixed transversal base-point
w0 ∈ int(T1) and let L0 be the leaf through x0 = τ1(w0) ∈ U1. Let hF ,x0 : π1(L0, x0)→ Γw0F denote
the transverse holonomy representation, where (16) defines the group Γw0F of homotopy classes of
closed paths based at x0.
Since the map hF ,x0 is a homomorphism, its kernel G0 ⊂ π1(Lx0 , x0) is a normal subgroup, and we
let Π: L˜0 → L0 denote the normal (holonomy) covering associated to G0. The leafwise Riemannian
metric dF on L0 lifts to a Riemannian metric dF˜ on L˜0 such that Π is a local isometry.
Choose x˜0 ∈ L˜0 such that π(x˜0) = x0. By definition, given any closed path γ˜ : [0, 1] → L˜0 with
basepoint x˜0 = γ˜(0) = γ˜(1), the image of γ˜ in L0 has trivial germinal holonomy as a leafwise path
in M. Then the transverse holonomy map defined by a path γ˜ in L˜0 starting at x˜0 is determined by
the endpoint γ˜(1).
We next select a collection of points in L˜0 which are sufficiently dense, so that homotopy classes of
paths between the points capture all of the holonomy defined by the leaf L0.
DEFINITION 6.1. Let (X, dX) be a complete separable metric space. Given 0 < e1 < e2, a subset
M⊂ X is a (e1, e2)-net, or Delaunay set, if:
(1) M is e1-separated: for all y 6= z ∈ M, e1 ≤ dX(y, z);
(2) M is e2-dense: for all x ∈ X, there exists some z ∈M such that dX(x, z) ≤ e2.
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Next, we construct a (e1, e2)-net in the given leaf L0 in accordance with the constants defined in
section 3. Recall that ǫFU defined by (7) was chosen so that every leafwise disk of radius ǫ
F
U is
contained in a metric ball of M of radius ǫU/4. That is, for all y ∈ M, DF (y, ǫFU ) ⊂ DM(y, ǫU/4).
Let e2 = ǫ
F
U /4, then choose M0 ⊂ L0 an (e1, e2)-net for L0 for some 0 < e1 < e2. We can assume
without loss of generality that x0 ∈ M0. Condition (6.1.2) implies that the collection of leafwise
open disks {BF(z, ǫFU /2) | z ∈M0} is an open covering of L0.
6.2. Delaunay sets and covers of M. For each z ∈ M0, choose an index 1 ≤ iz ≤ ν so that
BM(z, ǫU) ⊂ Uiz . Without loss of generality, we can assume that BM(x0, ǫU) ⊂ U1. Then note that
for all z′ ∈ DF(z, ǫFU ), we have z′ ∈ DM(z, ǫU/4) so the triangle inequality implies that
(17) DF(z
′, ǫFU ) ⊂ DM(z′, ǫU/4) ⊂ DM(z, ǫU/2) ⊂ BM(z, ǫU) ⊂ Uiz .
LEMMA 6.2. If the leaf L0 is dense, then the collection {Uiz | z ∈ M0} is a covering of M with
Lebesgue number ǫU/2.
Proof. Let y ∈M, then L0 is dense so there exists y′ ∈ L0 with dM(y, y′) < ǫU/4. Let z ∈M0 with
dF(y
′, z) ≤ e2 = ǫFU /4. Then y′ ∈ DM(z, ǫU/4) by (7), hence y ∈ BM(z, ǫU/2) ⊂ Uiz by (17).
Next, we show that ǫU/2 is a Lebesgue number for this covering. Let y
′′ ∈ BM(y, ǫU/2) then the
above implies that y′′ ∈ BM(z, ǫU) ⊂ Uiz by the choice of iz above. Thus, BM(y, ǫU/2) ⊂ Uiz . 
6.3. Foliated microbundle. We construct the foliated microbundle associated to the choices made
above. Choose x˜0 ∈ M˜0 with Π(x˜0) = x0 ∈ M0, and let M˜0 = Π−1(M0) which is a (e1, e2)-net for
L˜0 for the Riemannian metric lifted from L0. The points of M˜0 are denoted by z˜, where z˜ is a lift
of z ∈ M0. The idea is to associate to each z˜, a disjoint copy of the foliation chart U iz then form
the union for all z˜ ∈ M˜0 with appropriate identifications.
For each z˜ ∈ M˜0, set U˜z˜ = U iz × {z˜}. For (x, z˜) ∈ U˜z˜ define Π: U˜z˜ → U iz by Π(x, z˜) = x.
The leafwise plaques for U˜z˜ are defined by P˜z˜(y˜) = Piz (x)× {z˜} for y˜ = (x, z˜) ∈ U˜z˜.
In the case where x ∈ Piz (z), then P˜z˜(y˜) is identified with the plaque of L˜0 containing z˜, so the
collection {P˜z˜(z˜) | z˜ ∈ M0} are open sets in L˜0. In fact, as DL˜0(z˜, ǫFU ) ⊂ P˜z˜(z˜) for each z˜ ∈ M˜0,
this is an open covering of L˜0. One thinks of the plaques P˜z˜(z˜) as “convex tiles”, and the collection
{P˜z˜(z˜) | z˜ ∈ M˜0} as a “tiling” of L˜0. The interiors of the plaques need not be disjoint, so this is
not a proper tiling in the usual sense (for example see [5, 12], or [18, §11.3.C]).
DEFINITION 6.3. The foliated microbundle over L˜0 is the space
(18) N˜0 =
⋃
z˜∈M˜0
U˜z˜
/
∼
where y˜ ∈ U˜z˜ and y˜′ ∈ U˜z˜′ are identified if Π(y˜) = Π(y˜′) and P˜z˜(z˜) ∩ P˜z˜′(z˜′) 6= ∅. The connected
components of N˜0 form the leaves of a foliation F˜.
Informally, the space N˜0 is simply the union of copies of all flow boxes associated as above to the
points z˜ ∈ M˜0 and identified in the obvious way to obtain an “open normal neighborhood” of L˜0.
For each z˜ ∈ M˜0, the composition ϕ˜z˜ ≡ ϕiz ◦ Π: U˜z˜ → [−1, 1]n × Tz˜ defines a coordinate chart on
N˜0, making it into a foliated space with foliation denoted by F˜ . Let π˜z˜ : U˜z˜ → Tz˜ be the normal
coordinate, and λ˜z˜ : U˜z˜ → [−1, 1]n be the leafwise coordinate.
The foliated microbundle N˜0 provides a uniform setting for the holonomy maps of paths in the leaf
L˜0. Introduce the transversals to F˜ which are the lifts of the transversals to F , where for each
z˜ ∈ M˜0, let Tz˜ = Tiz × {z˜}. Given z˜ ∈ M˜0, subset V ⊂ Tz˜ and ξ ∈ [−1, 1]n, we obtain a local
section for F˜ by
(19) τ˜z˜,ξ : V → U˜z˜ , τ˜z˜,ξ(w) = ϕ˜−1z˜ (ξ, w) = (ϕ−1iz (ξ, w), z˜).
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Note that while the core leaf L˜0 of the foliated microbundle N˜0 is a regular covering of the leaf
L0 ⊂ M, the projection of other leaves L˜ of F˜ may not be coverings, as the leaves of F˜ may
“escape” from the flow boxes defining N˜0. If the groupoid G∗F has equicontinuous dynamics, then
with a suitable choice of transversals, the leaves of F˜ in N˜0 are all coverings of leaves of F in M.
We show this, but require a technical aside.
A path γ˜ : [0, 1]→ L˜0 is said to be nice, if there exists a partition a = s0 < s1 < · · · < sα = b such
that for each 0 ≤ ℓ ≤ α, the restriction γ˜ : [sℓ, sℓ+1] → L˜0 is a geodesic segment between points
z˜ℓ = γ˜(sℓ), z˜ℓ+1 = γ˜(sℓ+1) ∈ M˜0 with dF (z˜ℓ, z˜ℓ+1) < ǫFU . Then I˜ = (z˜0, . . . , z˜α) is an admissible
sequence for F˜ , and I = (iz˜0 , . . . , iz˜α) is an admissible sequence for F . The sequence I˜ defines the
holonomy maps h˜I˜ for F˜ , and I defines the holonomy map hI for F . Clearly, h˜I is just the lift of
hI , and hI is the holonomy map for the leafwise path γ = Π ◦ γ˜ constructed in section 4. As before,
we note that h˜I˜ depends only on the endpoints of I. For z˜ ∈ M˜0 let h˜z˜ denote the holonomy along
some nice path γ˜z˜ from x˜0 to z˜, considered as a transformation of the space T˜, which is the disjoint
union of the local transversals Tz˜. Let hz˜ denote the holonomy along the path γz˜ = Π ◦ γ˜z˜ .
6.4. Equicontinuous matchbox manifolds and Thomas tubes. If M is an equicontinuous
matchbox manifold, then for any ǫ > 0, let Vℓ ⊂ T1 be a clopen set with w0 ∈ Vℓ and diamX(Vℓ) < ǫ
given by Theorem 5.6.
For hγ ∈ G∗F with Vℓ ⊂ D(hγ), set V γℓ = hγ(Vℓ). Then either V γℓ = Vℓ or V γℓ ∩ Vℓ = ∅, and the set
{V γℓ | Vℓ ⊂ D(hγ) , γ ∈ G∗F} is a clopen partition of T∗.
For z˜ ∈ M˜0 there is a nice path γz˜ from z˜0 to z˜ which defines a holonomy map denoted by hz˜ ≡ hγz˜ .
Then for z˜ ∈ M˜0 define
(20) Vℓ,z˜ = hz˜(Vℓ) ⊂ Tiz˜ , V˜ℓ,z˜ = h˜z˜(Vℓ) = Vℓ,z˜ × {z˜} ⊂ Tz˜ .
The union of the sets Vℓ,z˜ is the saturation of Vℓ under the action of the pseudogroup G∗F , and hence
it forms a clopen partition of T∗. Introduce the local coordinate chart saturations of these sets:
(21) UVℓ,z˜ = π
−1
iz˜
(Vℓ,z˜) ⊂ U iz˜ , U˜Vℓ,z˜ = UVℓ,z˜ × {z˜} ⊂ U˜ℓ,z˜ .
Then UVℓ,z˜ is the union of the plaques in U iz˜ through the points of Vℓ,z˜.
DEFINITION 6.4. The Thomas tube associated with Vℓ is the subset of the microbundle N˜0,
(22) N˜(Vℓ) =
⋃
z˜∈M˜0
U˜Vℓ,z˜ ⊂ N˜0.
This construction generalizes that used by Thomas for equicontinuous flows in [69], hence the name.
The image Π(N˜(Vℓ)) ⊂ M is the saturation by F of the clopen set Vℓ, hence Π(N˜(Vℓ)) = M. Note
that each leaf L˜ of F˜ in N˜(Vℓ) has no holonomy and is properly embedded by construction, though
the projection L in M of L˜ is recurrent, as F is minimal by Theorem 5.5.
In terms of shape theory, the above shows that an equicontinuous matchbox manifold admits a shape
approximation of diameter less than ǫ which is the image of the foliated space N˜(Vℓ).
6.5. Reeb neighborhoods of compact sets. For the general case, where G∗F is not assumed to
be equicontinuous, we require a modification of the above construction.
Let L0 ⊂ M be a leaf, and K ⊂ L0 a proper base with z0 ∈ K, as in as in Definition 1.2. Then
by assumption, K is a union of closed plaques in the foliation charts {Ui | 1 ≤ i ≤ ν} and there
exists K˜ ⊂ L˜0 which is a connected compact subset of the holonomy covering Π: L˜0 → L0, such
that K = Π(K˜). Choose a basepoint z˜0 ∈ K˜ ∩ M˜0 with z0 = Π(z˜0). Note that K˜ ∩ M˜0 is finite.
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Suppose we are given a clopen neighborhood z0 ∈ Vz0 ⊂ T∗ then for each z˜ ∈ M˜0 there is a well-
defined holonomy map hz˜ ≡ hγz˜ where γz˜ is a path in K˜ from z˜0 to z˜. As above, if Vz0 ⊂ D(hz˜)
then we define Vz˜ = hz˜(Vz0).
For the general case, there is no expectation that the sets {Vz˜ | z˜ ∈ K˜ ∩ M˜0} have any special
relationship to each other. Instead, we formulate a condition ensuring they are defined and disjoint.
DEFINITION 6.5. A clopen neighborhood z0 ∈ Vz0 ⊂ T∗ is K˜-admissible if Vz0 ⊂ D(hz˜) for each
z˜ ∈ K˜ ∩ M˜0, and K˜-disjoint if, in addition, Vz˜ ∩ Vz0 = ∅ for all z˜0 6= z˜ ∈ K˜ ∩ M˜0.
For a K˜-admissible clopen set with z0 ∈ Vz0 ⊂ T∗ we can define the Reeb neighborhood of K˜ by
(23) N˜(K˜, Vz0) ≡
⋃
z˜∈K˜∩M˜0
π˜−1z˜ (V˜z˜) ⊂ N˜0.
If Vz0 is also K˜-disjoint then we define a Reeb neighborhood of K in M by
(24) N(K,Vz0) ≡ Π
(
N˜(K˜, Vz0)
)
=
⋃
z˜∈K˜∩M˜0
Π
{
π˜−1z˜ (V˜z˜)
}
⊂ M.
Note that each leaf of the restricted foliation F˜ |N˜(K˜, Vz0) is a properly embedded compact subset,
and the holonomy h˜γ˜ along any closed loop γ˜ contained in N˜(K˜, Vz0) is trivial. If Vz0 is K˜-disjoint,
then the same holds for each path component of N(K,Vz0).
7. Transverse Cantor foliations
For a smooth foliation F of a compact manifold M , a foliation H on M is transverse to F if the
leaves of F and H have complementary dimensions, and are everywhere transverse as submanifolds
of M . If F is a smooth foliation of codimension-one, then the normal distribution to the tangent
bundle of F is always integrable, and the foliation H this distribution defines is obviously transverse
to F . When F has codimension greater than one, then the integrability of the normal distribution is
not guaranteed, and the existence of a transverse foliation H is a strong assumption. For example,
if F is a foliation constructed to be transverse to the fibers of a fibration π : M → B, then the fibers
of π define a transverse foliation H.
A Cantor foliation H on a matchbox manifold M is a “foliation” whose “leaves” are Cantor sets.
This notion is problematic, as there is no inherent way to speak of the “regularity” of the leaves,
analogous to the case of smooth foliations where the leaves are defined as integral manifolds for
a distribution. It is, in fact, preferable to think of the leaves of such a foliation as defining an
equivalence relation ∼=H on M, where two points x, y ∈M satisfy x ∼=H y if and only if they belong
to the same leaf of H.
For example, in the case of the attractors for Axiom A diffeomorphisms of a compact manifold M
studied by Williams [73, 74], the closed attractor Ω of such a map f : M → M has a local product
structure satisfying the conditions to be a matchbox manifold. The differential Df : TM → TM is
assumed to restrict to a hyperbolic map on an open neighborhood Ω ⊂ U ⊂ M , where the leaves
of F in Ω are unstable manifolds of the map, and the intersections of the stable leaves for Df |TU
with Ω are Cantor sets, and define the transverse Cantor foliation H. In this case, the regularity of
H is derived from the dynamical properties of the smooth map f .
The works by Putnam [56, 57] study the Smale spaces introduced by Ruelle [61], and the thesis of
Wieler [71, 72] studies a generalization of these ideas to spaces which are matchbox manifolds. They
define the “leaves” of a Cantor foliation H dynamically, as the stable or unstable manifolds for a
“locally hyperbolic” action. Again, the the regularity of H is derived from the dynamical properties
of the map f and their assumptions on the local properties of this map.
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For the general case of matchbox manifolds, there is no dynamical system associated to a locally
hyperbolic map of the space available to define H. Rather, the approach we take begins with the
regularity inherent in a covering of M by coordinate charts for F .
7.1. Cantor foliations. Recall that we assume there is a fixed regular covering {Ui | 1 ≤ i ≤ ν} of
M by foliation charts, as in Proposition 3.6, with charts ϕi : U i → [−1, 1]n × Ti where Ti ⊂ X is a
clopen subset. Moreover, there exists a foliated extension ϕ̂i : Ûi → (−2, 2)n×Ti where U i ⊂ Ûi ⊂M
is an open neighborhood of U i and ϕ̂i|U i = ϕi.
On each chart U i there is a Cantor foliationHi ≡ H|U i whose leaves are the closed sets ϕ−1i ({ξ}×Ti)
for ξ ∈ [−1, 1]n. The problem is that for U i ∩ U j 6= ∅ for 1 ≤ i 6= j ≤ ν, the two foliations Hi
and Hj need not agree. The natural question is then, do there exists small perturbations H˜i of the
foliations Hi on coordinate charts so that H˜i = H˜j on all non-empty overlaps? If the leaves of F
are defined by the action of Rn on M, then this existence question can be formulated as a problem
of solving a cocycle equation over the covering of M with values in Rn.
In the more general case of matchbox manifolds, the problem of existence of H can be considered as
asking for a solution of a “non-linear cocycle equation”. This is what we give in the later sections of
this paper, essentially by showing that for sufficiently small domains, there is a sufficiently good linear
approximation to the problem, and this can be solved by an explicit recursive procedure. Motivated
by these considerations, we next define a transverse Cantor foliation H to F as a perturbation of the
solutions Hi in coordinate charts, so that they define a globally defined “foliation” or equivalence
relation. The definition is actually given for a closed subset B ⊂M, as our recursive procedure will
construct the solution over an increasing sequence of such subspaces.
For a clopen set V ⊂ Ti set UVi = π−1i (V ) ⊂ U i and ÛVi = ϕ̂−1i (V ) ⊂ Ûi.
DEFINITION 7.1. Let M be a matchbox manifold, and B ⊂ M a closed subset. An equivalence
relation ≈H on B is said to define a transverse Cantor foliation H of B if for each x ∈ B, the class
Hx = {y ∈ B | y ≈H x} is a Cantor set. Moreover, we require that there exists a covering of M by
foliation charts as above, such that for each x ∈ B, there exists:
(1) 1 ≤ ix ≤ ν with x ∈ Uix ,
(2) a clopen subset Vx ⊂ Tix with wx = πix(x) ∈ Vx;
(3) a homeomorphism into Φx : [−1, 1]n × Vx → Ûix such that
Φx(ξ, wx) = ϕ̂
−1
ix
(ξ, wx) for ξ ∈ [−1, 1]n,
(4) for ξ ∈ [−1, 1]n and z = ϕ̂−1(ξ, wx) ∈ B, the image Φx({ξ} × Vx) = Hz ∩ ÛVxix .
The leaves of the “foliation” H are defined to be the equivalence classes Hx of ≈H in B.
Condition 7.1.1 specifies a coordinate chart covering a neighborhood of x ∈ B, while Condition 7.1.2
specifies the transverse projection of the leaf Hx. Condition 7.1.3 states that the reparametrization
map Φx agrees with the coordinate chart ϕ̂ix on the horizontal slice though x. Then Condition 7.1.4
is the main assertion, that the image of Vx under Φx equals the leaf Hx in the chart ÛVxix .
Note that the images of the maps Φx are allowed to take values in the open neighborhood Ûix of U ix
as the “leaf” Hz may not have constant horizontal coordinate λix so that for a leafwise boundary
point z ∈ B ∩ U ix , the equivalence class Hz need not be contained in U ix .
The functions Φx are the adjustments to the local vertical foliations Hix so that the perturbed
leaves are coordinate independent, hence are well defined on B. In this sense, they can be viewed as
solutions of the non-linear cocycle problem mentioned above. The maps Φx are not required to be
leafwise smooth, and in fact, our solutions will be piecewise-linear maps when restricted to leaves.
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7.2. Cantor foliations and microbundles. The definition of transverse Cantor foliation applies
equally to foliated microbundles introduced in section 6. Given a leaf L0 ⊂ M with holonomy
covering Π: L˜0 → L0, an (e1, e2)-net M0 for L0, and the lifted net M˜0 on L˜0, form the foliated
microbundle N˜0.
Let K ⊂ L0 be a proper base. Chose a basepoint z0 ∈ K ∩M0, with lift z˜0 ∈ K˜ ∩ L˜0. Let Vz0 ⊂ T0
be a K˜-admissible clopen subset so that N˜(K,Vz0) ⊂ N˜0 is defined by (23). Assume that there is
a transverse Cantor foliation for a closed subset B with N˜(K,Vz0) ⊂ B ⊂ N˜0. Condition 7.1.2 is
satisfied by the collection of translates {Vz˜ | z˜ ∈ K˜ ∩ M˜0}, and we obtain:
LEMMA 7.2. The set B is a bi-foliated neighborhood of K˜ in the foliated microbundle N˜0 for
which there exists a bi-foliated homeomorphism Φ˜ : B→ K˜ × Vz0 . 
Proof. Given x˜ ∈ K˜ and y˜ ∈ H˜x˜ the leaf L˜y˜ intersects the transversal H˜z˜0 ∼= Vz0 in a unique point
wy˜. We then set Φ˜(y˜) = (x˜, wy˜) ∈ K˜ × Vz0 . 
DEFINITION 7.3. A transverse Cantor foliation H˜ for a compact subset B˜ ⊂ N˜0 is said to be
holonomy equivariant if it defines a transverse Cantor foliation H on the image B = Π(B˜) ⊂M.
If the restriction Π: B˜ → M is injective, then this is always the case. For example, if Vz0 is K˜-
disjoint then any transverse Cantor foliation H˜ on U(K˜, Vz0) will be holonomy equivariant. On
the other hand, if Vz0 is K˜-admissible but not K˜-disjoint, then H˜ is holonomy equivariant if the
images of the equivalence classes Π(H˜y˜) in M agree on the overlap of any two coordinate charts on
U(K˜, Vz0). This condition will be satisfied, for example, if the equivalence classes H˜x˜ for x˜ ∈ K˜ are
defined in terms of a transverse Cantor foliation H on the image Π(U(K˜, Vz0)) ⊂M.
DEFINITION 7.4. A pair {K˜, Vz0} is a complete model for M, if Vz0 is K˜-admissible, and the
map Π: N˜(K˜, Vz0)→M is surjective.
For example, we have:
LEMMA 7.5. Let M be an equicontinuous matchbox manifold. Then there exists {K˜, Vz0} which
is a complete model for M.
Proof. Given ǫ > 0, choose a GF -invariant clopen subset w0 ∈ Vℓ ⊂ T∗ as in Definition 6.4 with
associated Thomas tube N˜(Vℓ). As previously remarked, Π(N˜(Vℓ)) = M so is a complete model. 
The basic observation is that if {K˜, Vz0} is a complete model forM, and H˜ is a holonomy equivariant
transverse Cantor foliation for B˜ = N˜(K˜, Vz0), then H˜ defines a transverse Cantor foliation on M.
8. Voronoi tessellations
The concept of a Voronoi cell decomposition (or tessellation) of Euclidean space is extraordinarily
useful for applications of geometry to a variety of problems, and is very well-studied (for example,
see [54, Introduction]). Associated to every tiling of Rn is a Voronoi tesselation, and conversely a
tesselation yields a tiling. In the next sections, we develop the basic concepts of Voronoi tessella-
tions and Delaunay triangulations in a form applicable to metric spaces derived from the leaves of
matchbox manifolds.
Assume there is a fixed regular covering {ϕi : U i → [−1, 1]n × Ti | 1 ≤ i ≤ ν} of M by foliation
charts, where each Ti ⊂ X is a clopen subset, as in Proposition 3.6.
Let L ⊂M a leaf with induced leafwise Riemannian metric dL. Let X ⊂ L be a closed connected set
which is a union of plaques. The typical examples we consider are for X = L, or for X a compact
subset of L which contains a proper base K in its interior.
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Recall that λF > 0 is the leafwise constant defined in Lemma 3.5, such that for all x ∈ L, the closed
disk DL(x, λF ) ⊂ L is strongly convex.
Let NX be a given (d1, d2)-net for X . The value of the density constant d2 will be fixed later, with
d2 ≤ ǫFU /5 < ǫFU /4 = e2 and depending on estimates derived from the geometry of the leaves and
the metric distortion of the transverse holonomy maps. Associated to the net NX is the Voronoi
tessellation, which is a partition of the space into compact star-like regions, called cells.
8.1. Voronoi cells. Introduce the “leafwise nearest–neighbor distance” function, where for y ∈ L,
(25) κX(y) = inf {dL(x, y) | x ∈ NX} .
Note that κX(y) = 0 if and only if y ∈ NX .
DEFINITION 8.1. For x ∈ NX , define its Dirichlet region, or Voronoi cell, in L by
(26) CL(x) = {y ∈ L | dL(x, y) = κX(y)} .
That is, for x ∈ NX the Voronoi cell CL(x) consists of the points y ∈ L which are closer to x in the
leafwise metric than to any other point of NX . Thus, for each y ∈ L there exists some x ∈ NX with
y ∈ CL(x). In particular, for CX(x) = CL(x) ∩X , then the collection of closed subsets
(27) {CX(x) | x ∈ NX}
forms a closed covering of X , and we obtain the Voronoi decomposition of X
(28) X =
⋃
x∈NX
CX(x)
Introduce the subset of NX consisting of net points whose Voronoi cells lie in X ,
(29) N ∗X = {x ∈ NX | CL(x) ⊂ X}
We develop some of the properties of the cells CL(x) for x ∈ NX and N ∗X . In particular, Lemma 8.5
below and the assumptions that X is a union of plaques and that d2 ≤ e2 implies N ∗X is not empty.
LEMMA 8.2. For each x ∈ N ∗X ,
(30) DL(x, d1/2) ⊂ CL(x) ⊂ DL(x, d2)
In particular, CL(x) has diameter at most 2d2. 
The upper bound estimate in (30) need not hold if CL(x) 6⊂ X , for then the set NX is not d2-dense
in all of L. However, we always have:
LEMMA 8.3. For x ∈ NX , CX(x) ⊂ DL(x, d2). 
A set Y ⊂ L is star-like with respect to x ∈ Y if for all y ∈ Y , each geodesic ray from x to y is
contained in Y .
LEMMA 8.4. For each x ∈ NX , the set Y = CL(x) ∩DL(x, λF ) is star-like with respect to x. In
particular, for all x ∈ N ∗X the set CL(x) is star-like with respect to x. 
The strong convexity of disks DL(x, λF ) also yields the following.
LEMMA 8.5. If x ∈ NX and there exists r > d2 for which BL(x, r) ⊂ X, then x ∈ N ∗X .
Proof. Suppose that y ∈ CL(x) but y 6∈ X . Let σx,y : [0, 1] → L be a geodesic segment with
σx,y(0) = x and σx,y(1) = y, and the length equal to dL(x, y). Let 0 < s < 1 be the greatest value
for which y′ = σx,y(s) ∈ CX(x), then d2(x, y′) ≥ r > d2 by assumption. As y′ ∈ X , there exists
z ∈ NX with dL(y′, z) < d2. Then
dL(y, z) ≤ dL(y, y′) + dL(y′, z) < dL(y, y′) + d2 < dL(y, y′) + r ≤ dL(y, y′) + dL(y′, x) = dL(y, x)
which contradicts that y ∈ CL(x). Thus, CL(x) ⊂ X hence x ∈ N ∗X . 
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Next, we introduce the star-neighborhoods of Voronoi cells. Given x ∈ NX , introduce the vertex-sets
(31) VX(x) = {y ∈ NX | CX(y) ∩ CX(x) 6= ∅} ; V∗X(x) = {y ∈ VX(x) | y 6= x}.
Note that VX(x) is a finite set by the net condition on NX , and y ∈ V∗X(x) if and only if x ∈ V∗X(y).
DEFINITION 8.6. For x ∈ NX the “star-neighborhood” of the Voronoi cell CX(x) is the set
(32) SX(x) =
⋃
y∈VX(x)
CX(y).
LEMMA 8.7. Assume that d2 ≤ λF/5. For each x ∈ NX , SX(x) ⊂ BL(x, 3d2) ⊂ BL(x, λF ),
hence SX(x) is contained in a strongly convex subset of L.
Proof. Suppose that CX(x) ∩ CX(y) 6= ∅. As CX(z) has diameter at most 2d2 for all z ∈ NX by
Lemma 8.3, we obtain SX(x) ⊂ BL(x, 3d2). As d2 ≤ λF/5, the claim follows. 
For y ∈ V∗X(x) set
(33) H(x, y) = {z ∈ DL(x, λF ) | dL(x, z) ≤ dL(y, z)}.
Thus H(x, y) contains the set of points in the closed disk DL(x, λF ) which are closer to x than to y.
Clearly, each H(x, y) is closed, and the strong convexity of DL(x, λF ) implies that for x ∈ N ∗X ,
(34) CL(x) =
⋂
y∈V∗
X
(x)
H(x, y).
Conversely, CL(x) ∩ CL(y) 6= ∅ implies that the intersection
(35) L(x, y) = H(x, y) ∩ H(y, x) 6= ∅.
For example, if L is isometric to Euclidean space R2, then H(x, y) is the intersection of the disk
DL(x, λF ) with the half-plane in R
2 consisting of the points which are closer to x than to y. Thus,
L(x, y) is a line segment. In the more general case, where L is a complete Riemannian manifold,
then the local picture of L(x, y) is similar to the Euclidean case, as seen below. However, unless L
has a global convexity property, L may have focal points and the global structure of L(x, y) is not
so easily described. Thus, we restrict consideration to convex neighborhoods.
LEMMA 8.8. For x ∈ NX and y ∈ V∗X(x), L(x, y) ∩ DL(x, λF ) is a codimension-one closed
submanifold.
Proof. We have x, y ∈ DL(x, λF ) by Lemma 8.7. As the metric dL is strongly convex when restricted
to DL(x, λF ), the functions fx(z) = dL(x, z)
2 and fy(z) = dL(y, z)
2 are both regular on DL(x, λF ),
which implies that L(x, y) ∩DL(x, λF ) is a codimension-one closed submanifold. 
Now restrict attention to x ∈ N ∗X so that CL(x) ⊂ X . Let V1X(x) ⊂ V∗X(x) be the subset corre-
sponding to the codimension-one faces of the boundary of CL(x). That is, y ∈ V1X(x) if and only if
∂yCX(x) = CL(x) ∩L(x, y) has non-trivial interior as a subset of the submanifold L(x, y). Then the
topological boundary ∂CX(x) is the finite union
(36) ∂CX(x) =
⋃
y∈V1
X
(x)
∂yCX(x).
We summarize the results of this section.
PROPOSITION 8.9. Let NX be an (d1, d2)-net in X, such that d2 ≤ λF/5. Then there exists a
subset N ∗X ⊂ NX and a collection of closed sets {CX(y) | y ∈ NX} satisfying:
(1) CX(x) ⊂ X for each x ∈ NX ;
(2) CX(x) ⊂ DL(x, d2) for each x ∈ NX ;
(3) int(CX(x)) ∩ int(CX(y)) = ∅ for each pair x 6= y ∈ NX ;
(4) The collection {CX(y) | y ∈ NX} is a closed covering of X.
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In addition, for x ∈ N ∗X we have:
(5) CX(x) = CL(x);
(6) DL(x, d1/2) ⊂ CX(x);
(7) CX(x) is star-like with respect to x;
(8) ∂CX(x) is a union of codimension-one submanifolds with boundary.
The collection {CX(y) | y ∈ NX} is called the Voronoi tessellation of X associated to NX .
9. Delaunay simplicial complex
We next introduce the Delaunay simplicial complex obtained from a (d1, d2)-netNX forX ⊂ L, using
the “circumscribed sphere” characterization of the simplices. Recall that d2 ≤ ǫFU /5 < ǫFU /4 = e2.
Let 0 < r < λF . Then the leafwise sphere of radius r centered at z is
SL(z, r) ≡ {y ∈ L | dL(z, y) = r} = DL(z, r)−BL(z, r).
Note that if BL(x, r) ∩ NX = ∅ for x ∈ X , then r < d2 by the definition of d2.
9.1. Definition of a simplicial complex. The Delaunay complex ∆(NX) of L derived from the
net NX is defined by specifying the subsets of NX which form the vertices of the simplices in ∆(NX).
For k ≥ 0, denote by ∆(k)(NX) the collection of k-simplices, defined as follows:
DEFINITION 9.1. For each z0 ∈ NX , the set ∆(z0) = {z0} is a 0-simplex in ∆(0)(NX).
For k > 0, a (k + 1)-tuple {z0, . . . , zk} ⊂ NX forms a k-simplex ∆(z0, . . . , zk) ∈ ∆(k)(NX) if there
exists x ∈ L and 0 < r ≤ d2 such that BL(x, r) ∩ NX = ∅, and {z0, . . . , zk} ⊂ SL(z, r) ∩ NX . Then
SL(x, r) is called the circumscribed sphere of the simplex {z0, . . . , zk}.
If ∆(z0, . . . , zk) ∈ ∆(k)(NX), then every subset of (ℓ+ 1)-points, {zi0 , . . . , ziℓ} ⊂ {z0, . . . , zk} yields
an ℓ-simplex ∆(zi0 , . . . , ziℓ) ∈ ∆(ℓ)(NX), as the circumscribed sphere condition holds for all subsets.
In particular, we have well-defined face and boundary operators defined on ∆(NX).
9.2. Realization of a Delaunay simplex. If the manifold L is Euclidean, then given a k-simplex
∆(z0, . . . , zk) ∈ ∆(k)(NX), the convex hull of the vertices defines a geometric k-simplex in L, which
is its geometric realization. For a non-Euclidean manifold, this elementary and intuitive approach
need not work, as the convex span of a k-simplex need not be a k-dimensional subset if the leaves
have curvature. Rather, one must choose a procedure for “filling in” the geometric simplex spanned
by a set of vertices, in order to obtain a geometric realization.
For a 1-simplex ∆(z0, z1), there is a canonical “filling in” using the geodesic between z1 and z0,
which is unique due to the strong convexity of BL(z0, λF ). For higher-dimensional simplices, we use
an inductive procedure to fill in the faces using the geodesic cone from each successive vertex.
Define the standard k-simplex ∆k in Rk+1 by the barycentric coordinate approach,
∆k = {(t0, . . . , tk) | tℓ ≥ 0 , t0 + · · ·+ tk = 1} .
The vertices of ∆k are the coordinate vectors ~eℓ = (0, . . . , 1, . . . , 0) where the unique non-zero entry
is in the (ℓ+ 1)-coordinate position.
LEMMA 9.2. Let ∆(z0, . . . , zk) ∈ ∆(k)(NX) be given, so that {z0, . . . , zk} ⊂ BL(z0, λF ). Then
there exists a diffeomorphism σk : ∆
k → L such that σk(~eℓ) = zℓ, and the maps {σi | 0 ≤ i ≤ k} are
natural with respect to the face operators.
Proof. The map σk is defined by induction on the dimensions of the faces of ∆
k. Set σk(~eℓ) = zℓ.
Given a string I = i0 < i1 < · · · < iν with 0 ≤ i0 and iν ≤ k, define the I-face ∂I∆k to be the subset
consisting of points where the only non-zero entries are in the coordinates appearing in the string.
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For ν > 0, let I ′ = i0 < i1 < · · · < iν−1. By induction, we may assume that the map σk : ∂I′∆k → L
has been defined.
Note that each point ~v ∈ ∂I∆k can be written ~v = (1 − s) · ~v′ + s · ~eiν where ~v′ ∈ ∂I′∆k and
0 ≤ s ≤ 1. The point z′ = σk(~v′) ∈ L is defined by the inductive hypothesis, and so there exists
a unique geodesic segment τ : [0, 1] → BL(z0, λF ) such that τ(0) = z′ and τ(1) = ziν . Then set
σk(~v) = τ(s). The resulting map defined on ∆
k satisfies the conclusions of Lemma 9.2. 
DEFINITION 9.3. Let ∆(z0, . . . , zk) ∈ ∆(k)(NX), then the geometric realization is the set
(37) |∆(z0, . . . , zk)| = σk(∆k)
LEMMA 9.4. For all 0 ≤ ℓ ≤ k, we have |∆(z0, . . . , zk)| ⊂ BL(zℓ, λF ).
Proof. Let x ∈ L and 0 < r ≤ d2 such that {z0, . . . , zk} ⊂ SL(z, r)∩NX . Thus, dL(zℓ, zℓ′) ≤ 2d2 for
all 0 ≤ ℓ′ ≤ k, and so the set of vertices {z0, . . . , zk} ⊂ D(zℓ, 2d2) ⊂ BL(zℓ, λF ). As BL(zℓ, λF ) is
strongly convex, the geodesic segment between any two vertices of ∆(z0, . . . , zk) is also contained in
BL(zℓ, λF ). Then proceed inductively, following the construction of σk in the proof of Lemma 9.2,
and it follows that the image of the map σk is also contained in BL(zℓ, λF ). 
REMARK 9.5. As was already mentioned, if the manifold L is not flat, the map σk may depend
on the ordering of the set of vertices {z0, . . . , zk} for k > 1, except on the edges of a simplex ∆k.
Indeed, the ordering of vertices in the string I = i0 < i1 < · · · < iν defines a choice of geodesic spray
from the vertex with the largest index iν to the vertices iℓ with ℓ < ν. As the points of σk(∂I∆
k) are
obtained by flowing along geodesic curves, a different ordering of vertices defines a different choice of
spanning geodesic rays. In case when L is a surface, this simply results in different parametrizations
of the set |∆(z0, z1, z2)|, as the boundary is 1-dimensional and so well-defined. If L is not flat and
has dimension n > 2, the image of a point ~v ∈ ∆k need not be the same under the maps defined
by these choices. In our applications, there will be given a “local ordering” of the points in NX ,
which defines an ordering of the set of vertices of a given simplex, so that the geometric realization
|∆(z0, . . . , zk)| is thus well-defined.
The Voronoi cell decomposition and Delaunay triangulation of L are closely related. For Euclidean
space, one says that ∆(NX) is dual to the Voronoi tessellation. For the general case of a Riemannian
manifold with bounded geometry, we have the following results.
PROPOSITION 9.6. For z0 ∈ N ∗X , let {z1, . . . , zk} ⊂ V1X(z0). Then
(38) L(z0, z1) ∩ · · · ∩ L(z0, zk) ∩ CL(z0) 6= ∅ ⇐⇒ ∆(z0, . . . , zk) ∈ ∆(k)(NX).
Proof. Recall that for z ∈ N ∗X , CL(z) ⊂ DL(z, λF). Recall also that for z ∈ N ∗X and y ∈ V∗X(z),
L(z, y) ∩ DL(z, λF) is a smooth submanifold formed by the intersecting boundaries of the Voronoi
cells CL(z) and CL(y), and V1X(z) ⊂ V∗X(z) is the subset corresponding to the codimension-one faces
of the boundary of CX(z).
Let x ∈ L(z0, z1) ∩ · · · ∩ L(z0, zk) ∩ CL(z0) and set r = dL(x, z0). Then dL(x, zi) = dL(x, z0) = r for
each 1 ≤ i ≤ k, and thus {z0, . . . , zk} ⊂ SL(x, r). As each zi ∈ V1X(z0), we have dL(z0, zi) ≤ 2d2 and
hence r ≤ d2. By the definition of the Voronoi cells, BL(x, r) ∩ NX = ∅. Suppose not, then there
exists y ∈ BL(x, r) ∩ NX with dL(y, x) < r = dL(zi, x) for 0 ≤ i ≤ k, and so x 6∈ CL(z0) ⊂ X . This
implies ∆(z0, . . . , zk) ∈ ∆(k)(NX).
Conversely, for {z1, . . . , zk} ⊂ V1X(z0) with {z0, . . . , zk} ⊂ SL(x, r), then x is equidistant from each
point zi and so x ∈ L(z0, zj) for all 1 ≤ i ≤ k. Moreover, for all 0 ≤ i ≤ k, x ∈ CL(zi) as
BL(x, r) ∩ NX = ∅ implies there is no z ∈ NX with dL(x, z) < dL(x, zi).
Thus, L(z0, z1) ∩ · · · ∩ L(z0, zk) ∩ CL(zi) 6= ∅. 
A point x ∈ ∂CL(z0) is called extremal if the distance function y 7→ dL(z0, y) has a local maximum on
CL(z0) at y = x. Let z0 ∈ N ∗X , so that CX(z0) = CL(z0). For zi ∈ V1X(z0
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∂ziCL(z0) = CL(z0) ∩ L(z0, zi) has codimension one. Thus, for z0 ∈ N ∗X , a point x ∈ ∂CL(z0) is
extremal exactly when there is {z1, . . . , zn} ⊂ V1X(z0) with
x = ω(z0, . . . , zn) = L(z0, z1) ∩ · · · ∩ L(z0, zn) ∩ CL(z0),
and ω(z0, . . . , zn) is the center of a circumscribed sphere containing {z0, . . . , zn} with radius
r(z0, . . . , zn) = dF (zℓ, ω(z0, . . . , zn)) , 0 ≤ ℓ ≤ n.
Now introduce the simplicial cone of z0 ∈ N ∗X
(39) C∆(z) =
⋃{
|∆(z0, . . . , zn)| | ∆(z0, z1, . . . , zn) ∈ ∆(n)(NX)
}
⊂ B(z, λF )
PROPOSITION 9.7. For all z ∈ N ∗X , CL(x) ⊂ C∆(z).
Proof. Let {x1, . . . , xk} ⊂ ∂CL(z) denote the set of extremal points for the distance function dL(z, y).
For each 1 ≤ i ≤ k, let ∆(z, zi1, . . . , zin) ∈ ∆(n)(NX) denote the n-simplex defined by the center
xi, so that {zi1, . . . , zin} ⊂ V1X(z). The claim is that the intersection |∆(z, zi1, . . . , zin)| ∩ ∂CL(z) is
a topological ball with “center” xi, and the union of all these boundary regions for 1 ≤ i ≤ k is a
closed covering of ∂CL(z). Thus,
CL(z) ⊂
k⋃
i=1
|∆(z, zi1, . . . , zin)|
Each vertex ziℓ corresponds to a face of ∂CX(z) as in (36) and an associated hyperplane, denoted by
∂iℓCX(z) = CL(z) ∩ L(z, ziℓ)
The geodesic segment from z to ziℓ intersects the face ∂
i
ℓCX(z) in an interior point, denoted by ẑiℓ.
This geodesic segment is a boundary 1-simplex of each n-simplex that intersects this face. These
n-simplices correspond to the extreme points for the distance function dL(z, y) restricted to ∂
i
ℓCX(z),
which we denote by {xi1 , . . . , xim}. Each such point xij then corresponds to an n-simplex, which
contains both points {z, ziℓ} as vertices by Proposition 9.6. Thus, the face ∂iℓCX(z) is partitioned
into closed regions corresponding to its intersection with the n-simplices determined by the extreme
points xij for 1 ≤ j ≤ m. Thus, each face ∂iℓCX(z) is contained in the union of the realizations of
the simplices satisfying ∆(z, z1, . . . , zn) ∈ ∆(n)(NX). The inclusion CL(x) ⊂ C∆(z) follows. 
9.3. Regular Delaunay simplicial complex. The simplicial complex ∆(NX) may have non-
trivial (n+ 1)-simplices, where some collection of (n+ 1)-hyperplanes satisfy
L(z0, z1) ∩ · · · ∩ L(z0, zn+1) ∩DF(z0, λF ) 6= ∅ .
This is a degenerate condition, as typically every collection of (n + 1)-hyperplanes in DL(z0, λF )
should have empty intersection. This motivates the following definition.
DEFINITION 9.8. The simplicial complex ∆(NX) is regular if ∆(n+1)(NX) = ∅. We say that
the net NX is regular if ∆(NX) is regular.
Note that regularity of the net NX , and hence the complex ∆(NX), is an open condition. Much of
the technical work in later sections is to give conditions on a regular net NX such that for a net
N ′X′ sufficiently close to NX , the Delaunay simplicial complex ∆(N ′X′) is also regular.
10. Foliated Voronoi structure
The goal of this section is to develop the notion of a nice stable transversal X as in Definition 10.7.
The constructions above for the net NX for X ⊂ L is first extended to a net in K˜ ⊂ L˜ ⊂ N0, then
the key idea is to introduce a parametrized set of vertices in an open neighborhood of K˜ in N0. Such
an extension gives rise to a collection of transversals to F , for which we impose regularity conditions
with respect to the construction of the Voronoi cells and the Delaunay triangulation.
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We assume a leaf L0 ⊂ M is given, with basepoint x0 ∈ L0 and holonomy covering L˜0. As before,
assume that d2 ≤ ǫFU /5 < ǫFU /4 = e2, that M0 is an (e1, e2)-net for L0, and for each z ∈ M0 there
is an index 1 ≤ iz ≤ ν so that DM(z, ǫU) ⊂ Uiz .
Let M˜0 = Π−1(M0) be the lifted (e1, e2)-net for L˜0. The points of M˜0 are denoted by z˜, where z˜
is a lift of z ∈M0, and x˜0 ∈ M˜0 is the lift of the basepoint x0 ∈ L0.
Let N˜0 be the foliated microbundle associated to the net M˜0. For each z˜ ∈ M˜0, U˜z˜ = U iz × {z˜} is
the corresponding foliation chart for N˜0. The Riemannian metric on leaves in N˜0 is induced by the
local covering maps to leaves in M.
For z˜ ∈ M˜0 and y˜ = (x, z˜) ∈ U˜z˜, let P˜z˜(y˜) = Piz (x) × {z˜} denote the plaque of U˜z˜ containing y˜.
Note that by choice, DL˜0(z˜, ǫ
F
U ) ⊂ P˜z˜(z˜) for each z˜ ∈ M˜0, and as M0 is e2-dense, the collection
{P˜z˜(z˜) | z˜ ∈ N0} is an open covering of L˜0.
Let K˜ ⊂ L˜0 be a connected compact subset which is a union of plaques, such that the composition
ι0 : K˜ ⊂ L˜0 → L0 ⊂ M is injective with image K. Assume there is given a (d1, d2)-net NK for K,
which lifts to a (d1, d2)-net N˜K for K˜.
We next introduce a sequence of basic concepts used in our constructions. First is the notion of
transversals which are in “standard form” with respect to the chosen foliation covering of M.
DEFINITION 10.1. A closed subset X ⊂M is a standard transversal if X = X1 ∪ · · · ∪ Xp is a
disjoint union, where for each 1 ≤ ℓ ≤ p, there exists a foliation chart ϕiℓ , clopen subset Xℓ ⊂ Tiℓ
and basepoint vℓ ∈ (−1, 1)n such that Xℓ = ϕ−1iℓ (vℓ, Xℓ).
DEFINITION 10.2. A closed subset X˜ ⊂ N˜0 is a standard transversal if X˜ = X˜1 ∪ · · · ∪ X˜p is
a disjoint union, where for each 1 ≤ ℓ ≤ p, there exists z˜ℓ ∈ M˜0 so that for the foliation chart
ϕ˜z˜ℓ : U˜z˜ℓ → [−1, 1]n × Tz˜ℓ there is a clopen subset Xℓ ⊂ Tz˜ℓ and basepoint vℓ ∈ (−1, 1)n such that
X˜ℓ = ϕ˜−1z˜ℓ (vℓ, Xℓ).
Note that this definition just ensures that the sets X˜ℓ have a standard form in local coordinates, but
does not assert that the sets form a complete transversal for N˜0. We consider next the standard
transversals which are “holonomy invariant” in N˜0.
DEFINITION 10.3. A standard transversal with X˜ = X˜1 ∪ · · · ∪ X˜p ⊂ N˜0 is GF -invariant if for
each 1 < ℓ ≤ p, there exists a leafwise path γ˜ℓ : [0, 1]→ L˜0 with γ˜ℓ(0) = z˜1 and γ˜ℓ(1) = z˜ℓ such that
X1 ⊂ D(hγ˜ℓ) and Xℓ = hγ˜ℓ(X1).
Recall that the induced foliation F˜ on N˜0 is without germinal holonomy, so this notion is independent
of the chosen paths γ˜ℓ, as long as the domain conditions are satisfied. The next conditions are
concerned with the extensions of the notions of sections 8 and 9. Recall that if x, y ∈ M and are
not on the same leaf, then dF (x, y) =∞, and similarly for x˜, y˜ ∈ N˜0.
DEFINITION 10.4. Let R˜ ⊂ N˜0 be a given closed subset, and suppose that X˜ ⊂ R˜ is a standard
transversal, defined as above. Then X˜ is (d1, d2)–uniform on R˜ if there exists 0 < d1 < d2 ≤ λF/5
such that for each x˜ 6= y˜ ∈ X˜ we have dF(x˜, y˜) ≥ d1, and for each y˜ ∈ R˜ there exists x˜ ∈ X˜ with
dF(x˜, y˜) ≤ d2.
The (d1, d2)–uniform assumption above implies that X˜ is a complete transversal for R˜, as every
point lies within leafwise distance d2 of a point of X˜ .
Now assume there is given a (d1, d2)-uniform transversal X˜ for R˜. The nearest–neighbor distance
function κL extends to a leafwise function,
(40) κF˜(y˜) = inf
{
dF˜ (x˜, y˜) | x˜ ∈ X˜
}
,
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Then we extend the definition of the Voronoi cells to holonomy coverings by setting, for y˜ ∈ X˜ ,
(41) C
R˜
(y˜) =
{
z˜ ∈ R˜ | dF˜(z˜, y˜) = κF˜ (z˜)
}
.
In other words, C
R˜
(x˜) is the Voronoi cell in L˜x˜∩ R˜ defined by the net X˜ (x) = X˜ ∩ R˜, which consists
of y˜ ∈ L˜x˜ ∩ R˜ which are closer to x˜ in the leafwise metric dF˜ than to any other point of X˜ . By the
definition of the (d1, d2)-uniform transversal X˜ for R˜, each y˜ ∈ R˜ belongs to at least one such cell.
The leafwise Voronoi cells C
R˜
(x˜) can be organized into Voronoi cylinders using the decomposition
X˜ = X˜1 ∪ · · · ∪ X˜p. For 1 ≤ ℓ ≤ p define the Voronoi cylinder by
(42) Cℓ
R˜
=
⋃
x˜∈X˜ℓ
C
R˜
(x˜)
We thus obtain the Voronoi decomposition R˜ = C1
R˜
∪ · · · ∪ Cp
R˜
associated to X˜ .
The notion of the star-neighborhood of a Voronoi cell, given in Definition 8.6, extends immediately
to the Voronoi cells in each leaf. First, for x˜ ∈ X˜ introduce the vertex-set
(43) V
R˜
(x˜) = {y˜ ∈ N˜ | C
R˜
(y˜) ∩ C
R˜
(x˜) 6= ∅}.
The star-neighborhood of the Voronoi cell C
R˜
(x˜) is the set S
R˜
(x˜) =
⋃
x˜∈V
R˜
(x˜)
C
R˜
(y˜). Then for each
1 ≤ ℓ ≤ p, define the star-neighborhood of the cylinder Cℓ
R˜
by
(44) Sℓ
R˜
=
⋃
x˜∈X˜ℓ
S
R˜
(x˜).
Lemma 8.7 shows that for a point x ∈ NK , the star-neighborhood SK(x) ⊂ BL(x, 3d2) so that
d2 ≤ λF/5 implies SK(x) is contained in some coordinate chart Uz for z ∈ M0. For the star-
neighborhood Sℓ
R˜
of the cylinder Cℓ
R˜
, the conclusion that it is contained in some foliation chart for
M is not a priori satisfied, and this condition is imposed as one of our assumptions. It will later be
checked that it is satisfied for the transversals constructed.
DEFINITION 10.5. Let R˜ ⊂ N˜0 be a given closed subset, and suppose that X˜ = X˜1 ∪ · · · ∪ X˜p
is a uniform standard transversal. Then we say that X˜ is centered if for each 1 ≤ ℓ ≤ p there is a
coordinate chart Uνℓ for νℓ = ix˜ for some x˜ ∈ M0 such that SℓR˜ ⊂ Uνℓ .
A standard transversal X˜ for R˜ is said to be nice if it is (d1, d2)-uniform, invariant and centered.
Next, define the leafwise simplicial complex ∆F (X˜ ) associated to a nice transversal X˜ for R˜. The
method of circumscribed spheres adapts immediately, as follows.
DEFINITION 10.6. Let X˜ be a nice transversal for R˜. The collection of points {z˜0, . . . , z˜k} ⊂ X˜
defines a k-simplex ∆(z˜0, . . . , z˜k) ∈ ∆F (X˜ ) if there exists z˜ ∈ L˜z˜0 and r ≤ d2 such that
(45) {z˜0, . . . , z˜k} ⊂ SF˜ (z˜, r) ∩ X˜ , BF˜(z˜, r) ∩ X˜ = ∅
Again, note that dF˜ (x˜, y˜) = ∞ if x˜ and y˜ lie on distinct leaves, so ∆(z˜0, . . . , z˜k) ∈ ∆F (X˜ ) implies
that {z˜0, . . . , z˜k} ⊂ L˜z0 . Consequently, ∆(z˜0, . . . , z˜k) can also be considered as a k-simplex for
X˜ ∩ L˜z0 , so that ∆F (X˜ ) consists of a union of simplices contained in the leaves of F˜ . The key
question is then, given ∆(z˜0, . . . , z˜k) ∈ ∆F (X˜ ), is it contained in a transverse family of simplices?
We make this property precise, as it is fundamental.
Let 1 ≤ j0, . . . , jk ≤ p be indices such that z˜ℓ ∈ X˜jℓ for 0 ≤ ℓ ≤ k. In particular, z˜0 ∈ X˜j0 ⊂ Uij0
and thus z˜0 ∈ P˜ij0 (z˜0). As X˜ is centered, we can assume zℓ ∈ Pij0 (z0) for 1 ≤ ℓ ≤ k and Xjℓ ⊂ Uij0 .
Note that for ℓ 6= ℓ′ the sets Xjℓ are Xjℓ′ are disjoint by the (d1, d2)-net hypothesis.
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Let z′0 ∈ Xj0 . Let Pij0 (z′0) denote the plaque of Uij0 containing z′0. For each 1 ≤ ℓ ≤ n, let
z′ℓ = Xiℓ ∩ Pij0 (ξ′0) be the unique point of Xiℓ contained in the plaque defined by z′0. Observe that
the points z′ℓ depend continuously on z
′
0 ∈ Xj0 .
DEFINITION 10.7. Let X˜ be a nice transversal for R˜. Then X˜ is stable if for each k-simplex
∆(z˜0, . . . , z˜k) ∈ ∆F(X˜ ) and z˜′0 ∈ Xj0 , we have ∆(z˜′0, . . . , z˜′k) ∈ ∆F (X˜ ).
At first inspection, stability of simplices for a Delaunay triangulation associated to a X˜ seems to be
intuitively clear, and in fact this is basically correct for dimension n ≤ 2 as the (d1, d2)-net hypothesis
implies stability for planar tessellations. The difficulty is that for n > 2, as the transverse coordinate
z˜′0 ∈ Xj0 varies, “small variations” of the spacings of the net points of X˜ ∩ L˜z˜′0 may result in an
abrupt change in the Delaunay simplicial structure, if some face of a Voronoi cell has too small of a
diameter relative to the size of the variation. Consequently, the existence of a nice stable transversal
for n > 2 requires the delicate estimates in its construction in later sections.
11. Constructions of transverse Cantor foliations
In this section, we show how the existence of a nice stable transversal is used to construct a transverse
Cantor foliation H on a given set B and consequently a product structure on an open neighborhood.
We use notation as in the previous sections.
For x ∈M, assume there is given a connected compact subset Kx ⊂ Lx such that there is K˜x ⊂ L˜x
such that ιx : K˜x ⊂ L˜x → Lx ⊂ M is injective with image Kx. That is, Kx is a proper base as in
Definition 1.2. We introduce below an extension K˜x ⊂ K̂x and choose a K̂x-admissible transversal
Vx containing x so that N(K̂x, Vx) is well-defined. Here is the main result:
THEOREM 11.1. For 0 < d1 < d2 ≤ λF/5, assume there is given a nice stable (d1, d2)–uniform
transversal X˜ for N(K̂x, Vx). Then there exists a foliated homeomorphism into,
(46) Φ: K˜x × Vx → N˜(K̂x, Vx)
such that the images Φ ({y˜} × Vx), for y˜ ∈ K˜x define a continuous family of Cantor transversals for
F˜ |N˜(K̂x, Vx) which extend the transversals in X˜ .
Thus, the assumption there is a nice stable transversal for K̂0 ⊂ N(K̂x, Vx) implies there is a
transverse Cantor foliation H˜ defined on some open neighborhood of K˜x in N(K̂x, Vx). The proof
of Theorem 11.1 occupies the rest of this section.
We first introduce a sequence of modifications of the set K˜x, first to expand the set, then translate
it to a leaf L0 without holonomy, resulting in the set K̂0 ⊂ L˜0. Without loss of generality, we may
assume that x ∈ Kx, and then let x˜ ∈ K˜x be the lift of x, which is unique as K˜x injects into M.
Let Uix be the foliation chart with BM(x, ǫU ) ⊂ Uix , and set wx = πix(x) ∈ Tix . Since M is minimal,
Tix is a Cantor set, and thus wx is not an isolated point.
Given complete separable metric space (X, dX), a proper subset Y ⊂ X and ǫ > 0, introduce the
notion of the ǫ-penumbra of Y in X ,
(47) PenX(Y, ǫ) = {x ∈ X | dX(x, Y ) ≤ ǫ}.
That is, PenX(Y, ǫ) is the closed subset of X consisting of all points within distance ǫ of Y . We
apply this construction for ǫ = λF to K˜x ⊂ X = L˜x. Then by definition, for every point y˜ ∈ K˜x we
have DF(y˜, λF ) ⊂ PenF (K˜x, λF). Let K̂x be the plaque saturation of PenF(K˜x, λF ) in L˜x, so
(48) K̂x =
⋃ {
P˜z˜(z˜) | z˜ ∈ L˜x , P˜z˜(z˜) ∩ PenF (K˜x, λF ) 6= ∅
}
Let R̂K denote the diameter of the set K̂x in L˜x. It follows that K̂x ⊂ DF˜ (x˜, R̂K).
Recall from Proposition 5.7 that given ǫ > 0, there exists 0 < δ(ǫ, R̂K) ≤ ǫ so that for any clopen
neighborhood Vx with diameter at most δ(ǫ, R̂K) in Tix , the set Vx is K̂x-admissible, as defined by
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Definition 24. The choice of ǫ > 0 and the clopen neighborhood Vx will be specified in later sections,
based on the radius R̂K and estimates derived from the leafwise Riemannian geometry. For now,
we assume they are given.
The germinal holonomy of the leaf Lx is given by the isotropy subgroup Γ
wx
F defined in (16), which is
represented by the elements of the pseudogroup G∗F which fix wx. Then for the clopen neighborhood
wx ∈ Vx ⊂ Tix , Theorem 4.6 implies there exists w0 ∈ Vx such that the leaf L0 corresponding to w0
is without holonomy. If Lx is without holonomy, then we may take w0 = wx. Let Π: L˜0 → L0 be
the holonomy cover, which is a diffeomorphism.
Form the Reeb neighborhood N˜(K̂x, Vx) ⊂ N˜0 as in Definition 6.5. Let K̂0 be the connected
compact subset of the holonomy cover L˜0 obtained by taking the union of the plaques in L˜0 which
are contained in N˜(K̂x, Vx), so K̂0 is a “translation” of K̂x to the leaf L˜0. Note that Vx is also
K̂0-admissible by Lemma 4.2 and that N˜(K̂0, Vx) = N˜(K̂x, Vx).
The assumption of Theorem 11.1 is that there is a nice stable (d1, d2)–uniform transversal X˜ =
X˜1 ∪ · · · ∪ X˜p for K̂0 ⊂ N(K̂x, Vx). That is, we have a product structure for N(K̂0, Vx) defined on
the net X˜ ∩ K̂0 and this must be extended to all of N(K̂0, Vx).
Let ∆(z˜0, . . . , z˜k) ∈ ∆F (X˜ ) be given, with z˜ℓ ∈ X˜iℓ . Then {z˜0, . . . , z˜k} ⊂ U˜i0 so we have ℓ 6= ℓ′
implies that iℓ 6= iℓ′ . Without loss of generality, we may re-index the vertices so that ℓ < ℓ′ implies
iℓ < iℓ′ . The indexing of the sets X˜ℓ yields an ordering of the vertices of ∆(z˜0, . . . , z˜k). This is the
“local ordering” referred to in Remark 9.5.
The transversal X˜ defines the leaves of the Cantor foliation H˜ through each vertex {z˜0, . . . , z˜k}. We
next show how to extend this finite collection of leaves to a foliation through the faces and interior
of the simplex ∆(z˜0, . . . , z˜k).
For each z˜′0 ∈ X˜i0 and 1 ≤ ℓ ≤ k, let z˜′ℓ = P˜i0(z˜′0) ∩ X˜iℓ . The stable hypothesis then implies
that ∆(z˜′0, . . . , z˜
′
k) ∈ ∆F(X˜ ). By Lemma 9.2, for each z˜′0 ∈ X˜i0 there exists a geodesic filling map
σk,z˜′
0
: ∆k → P˜i0(z˜′0) ⊂ L˜z˜′0 associated to ∆(z˜′0, . . . , z˜′k) which is natural with respect to the face
maps. We thus obtain a continuous map
(49) Σi0 : ∆
k × X˜i0 → R : (~v, z˜′0) 7→ σk,z˜′0(~v) , z˜′0 ∈ X˜i0 , ~v ∈ ∆k
For each ~v ∈ ∆k and z˜′0, z˜′′0 ∈ X˜i0 define σk,z˜′0(~v) ≈ σk,z˜′′0 (~v). The equivalence class of σk,z˜0(~v) defines
a Cantor transversal through the point, which is a leaf of H˜.
The foliation H˜ is defined by the equivalence classes of points in the interiors of the geometric
realizations of the simplices in ∆F (X˜ ). On the faces of adjacent simplices, the local orderings are
compatible, so the geodesic filling maps agree, and thus so does the equivalence relation ≈.
We underline some points of this construction. First, for each 1 ≤ ℓ ≤ p and z˜, z˜′ ∈ X˜ℓ then z˜ ≈ z˜′.
That is, each transversal X˜ℓ is a leaf of the foliation H˜.
Second, for each 1-simplex ∆(z˜0, z˜1) ∈ ∆F(X˜ ) the equivalence relation ≈ identifies points with
the same barycentric coordinate on the unique geodesic ray joining z˜′1 to z˜
′
0 where ∆(z˜
′
0, z˜
′
1) is the
transverse transport of the given 1-simplex. Thus, ≈ is independent of the ordering when restricted
to the 1-skeleton of the leafwise triangulation ∆F (X˜ ). If F is an orientable foliation by 1-dimensional
leaves, that is, it is defined by a flow, then we are done, and the equivalence relation ≈ depends
canonically on the choice of the uniform transversal X˜ , but is independent of its ordering.
If the leaves of F have dimension n > 1, then the “spanning geodesic procedure” in the proof of
Lemma 9.2 may well depend upon the ordering of the vertices in each simplex. However, the “local
ordering” of the vertices in simplices is determined by the choice of the transversal X˜ = X˜1∪· · ·∪X˜p.
Thus ≈ is well-defined, assuming the choice of the transversal X˜ with its ordering.
Finally, we must show the map (46) is well defined. For this, we show that K˜x is contained in the
domain of the equivalence relation ≈.
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For each y˜ ∈ X˜ , with leaf L˜y˜ containing it, the intersection N˜y˜ = X˜ ∩ L˜y˜ is a (d1, d2)-net for
N(K̂x, Vx)∩ L˜y˜ by Definition 10.4. Define the function κF˜ as in (40) and the Voronoi cell, as in (41),
C(y˜) = {z˜ ∈ L˜y˜ | dF (z˜, y˜) = κF˜ (z˜)}
Let N˜ ∗y˜ ⊂ N˜y˜ be the subset of points for which C(y˜) ⊂ N(K̂x, Vx), and N˜0 = X˜ ∩ L˜0 with N˜ ∗0 ⊂ N˜0.
Let C∆(y˜) be the simplicial cone of y˜ ∈ X˜ in the complex ∆F (X˜ ) as defined leafwise by (39). Then
the stability assumption on X˜ implies the simplicial complex ∆(N˜y˜) is stable, and we define
(50) B =
⋃
z˜i∈N˜∗0
⋃
y˜∈X˜i
C∆(y˜)
Then the equivalence relation ≈ is defined on B by definition, so B admits a Cantor foliation H.
The proof of Theorem 11.1 then follows from
LEMMA 11.2. K˜x ⊂ B.
Proof. By Definition 10.4 and the construction of N(K̂x, Vx), for each y˜ ∈ K˜x there exists z˜ ∈ X˜ℓ
such that dF˜ (y˜, z˜) ≤ d2. We may assume in addition that z˜ is a closest point in X˜ , so that y˜ ∈ C(z˜).
Then note that
DF˜(y˜, λF ) ⊂ PenF (K˜x, λF ) ⊂ K̂x
by construction, and d2 ≤ λF/5 implies that DF˜(z˜, 4d2) ⊂ DF˜ (z˜, 4λF/5) ⊂ K̂x as well.
In particular, DF˜ (z˜, 4d2) ⊂ K̂x, so for each y˜′ ∈ VR˜(z˜) as defined in (43), we have DF˜(y˜′, 2d2) ⊂ K̂x.
This implies y˜′ ∈ N˜ ∗y˜ by the extension of Lemma 8.5. Consequently, the star-neighborhood, as
defined in (44) for R˜ = N(K̂x, Vx), satisfies S
ℓ
R˜
(z˜) ⊂ BL˜x(z˜, 3d2) ⊂ K̂x.
By Proposition 9.7, for z˜ ∈ N˜ ∗0 we have C(z˜) ⊂ C∆(z˜), where C∆(z˜) is the simplicial cone of z˜ in the
complex ∆F (X˜ ) as defined by (39). Thus we have
(51) y˜ ∈ C(z˜) ⊂ C∆(z˜) ⊂B
which completes the proof of Lemma 11.2 and so also Theorem 11.1. 
12. Delaunay simplices in Euclidean geometry
The construction of a Delaunay triangulation from a point-set in Rn using the Voronoi tessellation
it defines is well-known, and a fundamental tool in computational geometry [54]. The application
of this method in the case of complete Riemannian manifolds is less well developed, except for
hyperbolic space and some other variants of the standard Euclidean metric. See [24] and [46] for
discussions of some of the aspects of adapting the Euclidean methods to a non-Euclidean framework.
Our construction of a nice stable transversals uses the construction of Voronoi tessellations of the
leaves to obtain stable Delaunay triangulations, and for this we require detailed estimates on the
properties of the construction, especially with respect to a transverse parameter. In the next few
sections, we develop the estimates required. The techniques are almost all based on methods of
“elementary” linear algebra [42], but the applications to our situation are more specialized. For
example, given a collection of vectors {~y0, . . . , ~yn} in Rn which admit a circumscribed sphere with
center ω(~y0, . . . , ~yn) and radius r(~y0, . . . , ~yn), we derive a stability criterion, conditions for which a
small displacement {~z0, . . . , ~zn} of {~y0, . . . , ~yn} still uniquely defines a circumscribed sphere.
12.1. Preliminaries. Let Rn have the standard Euclidean metric dRn and associated norm ‖ ·‖. To
fix notation, we consider ~x ∈ Rn as a column vector, and let ~x • ~y = ~xt · ~y denote the “dot-product”
of two vectors, where ~xt denotes the matrix transpose of ~y, and ~xt · ~y denotes the matrix product.
30 ALEX CLARK, STEVEN HURDER, AND OLGA LUKINA
Given a collection of n vectors, {~a1, . . . ,~an} ⊂ Rn, let A denote the n×n matrix with these vectors
as rows. Let ‖A‖ = max {‖A · ~x‖ | ~x ∈ Rn , ‖~x‖ = 1} be the operator norm for A. If A is a
diagonal matrix with entries {λ1, . . . , λn}, then the norm is calculated by
‖A‖ = max {|λ1|, . . . , |λn|}(52)
and in general, the Cauchy-Schwartz inequality yields the estimate
‖A‖2 ≤ ‖~a1‖2 + · · ·+ ‖~an‖2.(53)
We recall an elementary result of linear algebra:
LEMMA 12.1. Let {~y0, . . . , ~yn} ⊂ Rn and form their convex hull
∆(~y0, . . . , ~yn) = {t0 ~y0 + · · ·+ tn ~yn | t0 + · · ·+ tn = 1 , ti ≥ 0}
Fix 0 ≤ ℓ ≤ n, and let Dℓ(~y0, . . . , ~yn) be the n × n-matrix whose rows are the transposes of the
vectors ~yi − ~yℓ for i 6= ℓ. Then
(54) | detDℓ(~y0, . . . , ~yn)| = n! ·Vol(∆(~y0, . . . , ~yn))
Now assume we are given a collection {~y0, . . . , ~yn} ⊂ Rn which admit a circumscribed sphere with
center ω(~y0, . . . , ~yn) and radius r(~y0, . . . , ~yn). The point ω(~y0, . . . , ~yn) is characterized as being
equidistant from all of the points ~yi, and thus it lies on each perpendicular bisector hyperplane
L(~yi, ~yj) equidistant between the two points.
To derive the equations for the center and radius, we the vector ~vn as a “base point”, though clearly
the solutions do not depend on which vertex is chosen. For each 1 ≤ k ≤ n, set ~uk = (~yk−1 − ~yn).
Then ‖~uk‖ ≤ 2 r(~y0, . . . , ~yn) as all vectors ~yi are contained in a set with diameter 2 r(~y0, . . . , ~yn). Let
U denote the n×n matrix whose rows are the transposes of the vectors ~uk. Let |U| = | detU| denote
the absolute value of the determinant of U. Then |U| = n! · Vol(∆(~y0, . . . , ~yn)) by Lemma 12.1.
The hyperplanes L(~yk−1, ~yn), for 1 ≤ k ≤ n, are defined by the equations
L(~yk−1, ~yn) = {~x ∈ Rn | (~yk−1 − ~yn) • (~x − (~yk−1 + ~yn)/2) = 0}
= {~x ∈ Rn | ~uk • ~x = 1/2 · ~uk • ~uk + ~uk • ~yn}
=
{
ξ + ~yn | ~uk • ~ξ = 1/2 · ‖~uk‖2
}
,(55)
where ξ = ~x − ~yn represents the coordinates for L(~yk, ~yn) with ~yn translated to the origin. The
center ~ω(~y0, . . . , ~yn) ∈ Rn is given by the intersection of these hyperplanes, and thus is the solution
of the system of equations
U · ξ = 1
2
· ~λ(U) so ~ω(~y0, . . . , ~yn) = 1
2
·
{
U−1 · ~λ(U)
}
+ ~yn,(56)
where ~λ(U) = (‖~u1‖2, . . . , ‖~un‖2)t is the column vector with entries ‖~uk‖2.
12.2. Effective estimates. Now suppose there exists constants 0 < e1 < e2 and ε, δ > 0 such that
(1) e1 ≤ ‖~yi − ~yj‖ for all 0 ≤ i 6= j ≤ n,
(2) e1/2 ≤ r(~y0, . . . , ~yn) ≤ e2 and hence ‖~yi − ~yj‖ ≤ 2e2,
(3) |U| ≥ δ.
Assume there is also given vectors {~z0, . . . , ~zn} ⊂ Rn such that
(4) ‖~yi − ~zi‖ < ε for all 0 ≤ i ≤ n.
We determine values of the constants ε, δ > 0 such that the points {~z0, . . . , ~zn} admit a unique
circumscribed sphere with center ω(~z0, . . . , ~zn) and radius r(~z0, . . . , ~zn), and obtain estimates for
‖ω(~z0, . . . , ~zn)− ω(~y0, . . . , ~yn)‖ and |r(~z0, . . . , ~zn)− r(~y0, . . . , ~yn)|.
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Let V denote the n × n matrix whose rows are the transposes of the vectors ~vk = ~zk−1 − ~zn for
1 ≤ ℓ ≤ n, and set ~λ(V) = (‖~v1‖2, . . . , ‖~vn‖2)t. Assuming that V−1 exists, then for ζ = ~x− ~zn, the
solution of the matrix equations
V · ζ = 1
2
· ~λ(V) , ~ω(~z0, . . . , ~zn) = 1
2
·
{
V−1 · ~λ(V)
}
+ ~zn(57)
is the center for a unique circumscribed sphere containing the points {~z0, . . . , ~zn}.
Our next goal is to obtain an effective estimate on ‖~ω(~z0, . . . , ~zn) − ~ω(~y0, . . . , ~yn)‖ as given by (67)
below. Using (56) and (57), this will be based upon obtaining effective estimates for the matrix
norms ‖U−1‖ and ‖V−1‖. Let W = V −U so V = U+W, and set Q =WU−1.
LEMMA 12.2. Assume that ‖Q‖ ≤ 1/2, then V−1 exists, and ‖V−1‖ ≤ 2‖U−1‖. 
Next, the triangle inequality and our given data yield the following estimates, where e3 = e2 + ε,
(58) ‖~vk − ~uk‖ ≤ ‖~zk−1 − ~yk−1‖+ ‖~zn − ~yn‖ ≤ 2ε,
(59) e1 − 2ε ≤ ‖~uk‖ − ‖~vk − ~uk‖ ≤ ‖~vk‖ ≤ ‖~uk‖+ ‖~vk − ~uk‖ ≤ 2e2 + 2ε = 2e3,
then by assumption 12.2.2 and (59)
(60)
∣∣‖~vk‖2 − ‖~uk‖2∣∣ = |(~vk − ~uk) • (~vk + ~uk)| ≤ ‖~vk − ~uk‖ · (‖~vk‖+ ‖~uk‖) ≤ 4ε(e2 + e3).
so that (53) and (59) imply
(61) ‖W‖ = ‖V−U‖ ≤
√
‖~v1 − ~u1‖2 + · · ·+ ‖~vn − ~un‖2 ≤ 2ε
√
n.
We next estimate the norm ‖U−1‖. Our colleague Shmuel Friedland suggested the use of the
Hadamard determinantal inequality to obtain an estimate for ‖A−1‖. As this is a fundamental
estimate for deriving our estimates, we include a proof.
LEMMA 12.3. Let A be an n×n-matrix whose determinant has absolute value |A| > 0, and such
that each column of A has norm at most C. Then
‖A−1‖ ≤ n · Cn−1/|A|.(62)
Proof. For an invertible n× n-matrix C, let 0 < |σn(C)| ≤ · · · ≤ |σ1(C)| denote the singular values
of C, ordered by their norms. Recall that ‖C‖2 = ‖Ct ·C‖ = |σ1(C)|2.
Let adj(A) denote the adjoint of A. Since A−1 = 1|A| · adj(A) it follows that the singular values of
adj(A) are all the (n− 1) products of the n singular values of A. Hence the largest singular value
for adj(A) is σ1(adj(A)) = σ1(A) · · · σn−1(A).
Each entry of adj(A) is an (n− 1) minor of A, and thus its absolute value is less or equal to Cn−1
by the Hadamard determinantal inequality. Now if B = [bij ] ∈ Rn×n is such that the absolute value
of each entry is bounded above by α > 0, then ‖B‖ ≤ nα, since each L2-norm of the column of B
is bounded by α
√
n and we apply (53).
Thus |σ1(adj(A))| = |σ1(A)...σn−1(A)| ≤ n · Cn−1, and the claim (62) follows. 
COROLLARY 12.4. Let {~u1, . . . , ~un} ⊂ Rn satisfy ‖~uk‖ ≤ 2e2 for 1 ≤ k ≤ n, and |U| ≥ δ. Then
‖U−1‖ ≤ n(2e2)n−1/|U| ≤ n · (2e2)n−1/δ.(63)
The estimates (61) and (63) yield
‖Q‖ = ‖W ·U−1‖ ≤ ‖W‖ · ‖U−1‖ ≤ ε · 2nn3/2(e2)n−1/δ.(64)
and so Lemma 12.2 and Corollary 12.4 imply:
COROLLARY 12.5. Assume that ε < δ/2n+1n3/2(e2)
n−1, then ‖Q‖ < 1/2 and so V−1 exists.
Moreover, we have the estimate ‖V−1‖ ≤ n · 2n(e2)n−1/δ.
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We now return to the task of estimating ‖~ω(~z0, . . . , ~zn) − ~ω(~y0, . . . , ~yn)‖ which will follow from an
estimate the remaining terms in the equations (56) and (57). Note that by (59) and (60),
(65) ‖~λ(V)‖ ≤ (2e3)2
√
n , ‖~λ(V) − ~λ(U)‖ ≤ 4ε(e2 + e3)
√
n.
Using (56) and (57), and the Taylor expansion of (I +Q)−1, we then calculate
2 ‖~ω(~z0, . . . , ~zn)− ~ω(~y0, . . . , ~yn)‖
≤ 2‖~zn − ~yn‖+ ‖U−1‖ ·
{
‖~λ(V) − ~λ(U)‖ + ‖~λ(V)‖ · ‖Q‖/(1− ‖Q‖)
}
.(66)
Assume that ε < δ/2n+1n3/2(e2)
n−1, hence ‖Q‖ < 1/2 by Corollary 12.5 and so ‖Q‖/(1−‖Q‖)< 1
and thus V−1 exists. We use the more accurate estimate ‖Q‖ ≤ ε2nn3/2(e2)n−1/δ from (64) which,
combined with the previous estimates ‖~yn − ~zn‖ < ε, (63) and (65), then (66) becomes
2 ‖~ω(~z0, . . . , ~zn)− ~ω(~y0, . . . , ~yn)‖
≤ 2ε+ {n · (2e2)n−1/δ} · {4ε(e2 + e3)√n + (2e3)2 · 2ε · 2nn2(e2)n−1/δ} .
Then using that e3 = e2 + ε > e2 we have
(67) ‖~ω(~z0, . . . , ~zn)− ~ω(~y0, . . . , ~yn)‖ < ε ·
{
1 + n3/2 2n+1 (e3)
n/δ + 2n3 22n (e3)
2n/δ2
}
.
It is important to note that the ratios (e3)
n/δ and (e3)
2n/δ2 are “dimensionless”, so the estimate
(67) is scale invariant, in that the expression in brackets on the right hand side is unchanged by
scalar multiplication on Rn.
12.3. Robustness of simplices. We next give an estimate for δ, the constant in (67) which is a
lower bound on |U|, or equivalently on the volume of the simplex ∆(~y0, . . . , ~yn). Since the edges of
the simplex have lengths bounded by 2e2, this condition guarantees that the vertex ~yk in a simplex
is not too close to a k − 1-dimensional subspace defined by {~y0, . . . , ~yk−1}, and so ensures that a
small perturbation of vertices does not change drastically the geometry of the simplicial complex.
DEFINITION 12.6. Let ρ > 0 and 1 ≤ m ≤ n. A collection of vectors {~y0, . . . , ~ym} ⊂ Rn is said
to be ρ-robust if for each 0 ≤ k < m, the distance from the point ~yk+1 to the affine subspace spanned
by the vertices {~y0, . . . , ~yk} is at least ρ.
The significance of this definition is seen from an elementary estimation, whose proof follows by
induction and standard Euclidean geometry. Let P (~y0, . . . , ~yn) denote the parallelepiped with edges
~vi − ~v0 for 1 ≤ i ≤ n, and note that its volume is equal to n! · Vol(∆(~y0, . . . , ~yn)).
LEMMA 12.7. Let {~y0, . . . , ~yn} ⊂ Rn be a ρ-robust collection, then P (~y0, . . . , ~yn) has volume at
least ρn−1 · ‖~y1 − ~y0‖. 
This estimate can be improved when the vertices are lattice points on a circumscribed sphere:
LEMMA 12.8. For 0 < e1 < e2, there exists V2(e1, e2) > 0 such that given {~y0, . . . , ~yn} ⊂ Rn, and
0 < r ≤ e2 satisfying:
(1) e1 ≤ ‖~yk − ~yj‖ for 0 ≤ j 6= k ≤ n,
(2) ‖~yk‖ = r for all 0 ≤ k ≤ n,
(3) {~y0, . . . , ~yn} is ρ-robust.
Then P (~y0, ~y1, . . . , ~yn) has volume at least V2(e1, e2) · ρn−2.
Proof. First, note that the vectors {~y0, ~y1, ~y2} ⊂ Rn cannot be collinear, as they lie on a sphere of
radius r ≤ e2. Also, the vectors ~σ1 = ~y1 − ~y0 and ~σ2 = ~y2 − ~y0 have lengths greater than e1 by
(12.8.1), and thus define a non-degenerate parallelogram P (~y0, ~y1, ~y2). The minimum for the area
over all such parallelograms must be positive, as these conditions define a compact set of such, all
of which have positive area. Let V2(e1, e2) > 0 denote this minimum.
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Next, the vector ~y3 lies at distance at least ρ from the plane spanned by {~y0, ~y1, ~y2} by the ρ-robust
assumption. As ~y0 lies on this plane, ~σ3 = ~y3 − ~y0 must also lie distance at least ρ from it. Thus,
P (~y0, ~y1, ~y2, ~y3) with edges by {~σ1, ~σ2, ~σ3} has 3-volume bounded below by V2(e1, e2) · ρ.
Continuing by induction, one has that the parallelepiped P (~y0, ~y1, . . . , ~yk) with edges {~σ1, . . . , ~σk}
has k-volume bounded below by V2(e1, e2) · ρk−2 for all 2 < k ≤ n. 
Lemma 12.8 hints at a fundamental difference between the study of Delaunay triangulations in
dimension 2, and the theory for dimensions greater than two. The volume estimate for simplices in
dimension two admits a uniform lower positive bound depending only on the constants 0 < e1 < e2.
For higher dimensions, there is an additional restriction required to obtain an estimate, the robustness
of the vertices, or some equivalent version of this condition. For example, if bounds are given on the
interior angles of the simplex, then this observation is surely well known.
We combine the above results to obtain the final form (68) of the desired estimate:
PROPOSITION 12.9. Let {~y0, . . . , ~yn} ⊂ Rn be ρ > 0 robust, and admit a circumscribed sphere
with center ω(~y0, . . . , ~yn) and radius r(~y0, . . . , ~yn). Given 0 < e1 < e2, set δ = V2(e1, e2) · ρn−2, and
let ε > 0. Suppose that, in addition, we have:
(1) e1 ≤ ‖~yi − ~yj‖ for all 0 ≤ i 6= j ≤ n,
(2) e1/2 ≤ r(~y0, . . . , ~yn) ≤ e2,
(3) ε ≤ δ/2n+1n3/2(e2)n−1 ≤ V2(e1, e2) · ρ
n−2
2n+1n3/2(e2)n−1
.
Let {~z0, . . . , ~zn} ⊂ Rn satisfy
(4) ‖~yi − ~zi‖ ≤ ε for all 0 ≤ i ≤ n,
then {~z0, . . . , ~zn} has a circumscribed sphere with center ω(~z0, . . . , ~zn) so that for e3 = e2 + ε ,
(68) ‖~ω(~z0, . . . , ~zn)− ~ω(~y0, . . . , ~yn)‖ < ε ·
{
1 + n3/2 2n+1 (e3)
n/δ + 2n3 22n (e3)
2n/δ2
}
.
13. Circumscribed spheres via inequalities
We develop an alternative approach to deriving the equations of a circumscribed sphere for a given
collection of points {~z0, . . . , ~zn}. The method assumes that a system of inequalities is given, which
defines an “approximate solution”, and that there is a perturbation to an actual solution as de-
scribed in the last section. This approach is advantageous when considering perturbations of a given
triangulation, and we develop some key estimates which are used in later sections.
13.1. Approximating centers of circumscribed spheres. Given vectors {~z0, . . . , ~zn} ⊂ Rn, let
V denote the n×n matrix whose rows are the transposes of the vectors ~vk = ~zk−1−~zn for 1 ≤ ℓ ≤ n,
and set ~λ(V) = (‖~v1‖2, . . . , ‖~vn‖2)t. Assuming that V is invertible, the first result gives an estimate
on the distance between an approximate center for the points and the actual center.
PROPOSITION 13.1. Suppose that we are given vectors {~z0, . . . , ~zn} ⊂ Rn, ω ∈ Rn and constants
0 < C1 < r and C2 > 0 such that r − C1 < ‖~zk − ω‖ < r + C1 for all 0 ≤ k ≤ n, and ‖V−1‖ ≤ C2.
Then {~z0, . . . , ~zn} has a circumscribed sphere with center ω(~z0, . . . , ~zn) such that
(69) ‖ω − ω(~z0, . . . , ~zn)‖ < 2
√
n · r C1 C2
Proof. The center ω(~z0, . . . , ~zn) lies in the common intersection of the hyperplanes
L(~zk−1, ~zn) = {~x ∈ Rn | (~zk−1 − ~zn) • (~x− (~zk−1 + ~zn)/2) = 0}
= {ζ + ~zn | ~vk • ~ζ = 1/2 · ‖~vk‖2}
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where ζ = ~x − ~zn. Thus, the solution ~ω(~z0, . . . , ~zn) of the matrix equation (57) is the center for a
circumscribed sphere containing the points {~z0, . . . , ~zn}. We estimate ‖ω − ω(~z0, . . . , ~zn)‖.
As r − C1 > 0, the vector ω satisfies the inequalities
(70) (r − C1)2 < ‖~zk − ω‖2 < (r + C1)2
Make the change of variables ~vk = ~zk−1 − ~zn and ζ = ω − ~zn and subtract the inequalities (70) for
k = n+ 1 from those for 1 ≤ k ≤ n. Using that ~vn+1 = ~zn − ~zn = ~0, and expanding and canceling
terms then yields
−4rC1 < (~vk − ζ) • (~vk − ζ)− (~vn+1 − ζ) • (~vn+1 − ζ) < 4rC1
−4rC1 < ~vk • ~vk − 2~vk • ζ < 4rC1
Conditions of Proposition (13.1) and the above implies that ζ = ω − ~zn is a solution of the matrix
inequality
(71) V · ζ − 1
2
~λ(V) ∈ B(0, 2√n · rC1),
and using the equation (57) we obtain that ω′ = ω − ω(~z0, . . . , ~zn) is a solution of the matrix
inequality
(72) V · ω′ ∈ B(0, 2√n · r C1)
We are given that ‖V−1‖ ≤ C2 hence we obtain the estimate (69). 
13.2. Stability of Delaunay triangulations. Stability of the Delaunay triangulation associated
to a net N ⊂ Rn under perturbation of N is equivalent to the stability of the circumscribed spheres
for the vertices of a simplex. The following result shows the existence of circumscribed spheres based
on estimates which are almost “stable under sufficiently small” perturbation.
PROPOSITION 13.2. Let {~z0, . . . , ~zn} ⊂ Rn be ρ-robust, for ρ > 0. Assume there are constants
0 < e1 < e2 and 0 < C1 < r < e1, and that there exists ω ∈ Rn such that
(1) e1 < ‖~zi − ~zj‖ < 2e2 for all 0 ≤ i 6= j ≤ n
(2) r − C1 < ‖~zk − ω‖ < r + C1 for all 0 ≤ k ≤ n,
Then {~z0, . . . , ~zn} has a circumscribed sphere with center ω(~z0, . . . , ~zn) so that for
(73) ‖ω − ~ω(~z0, . . . , ~zn)‖ ≤ C1 · n3/2(2e2)n−1/ρn−1
Proof. Lemma 12.7 implies that the volume of the parallelepiped P (~z0, . . . , ~zn) with edges {~v1, . . . , ~vn}
is bounded below by e1ρ
n−1, and hence |V| ≥ e1ρn−1. Thus by Corollary 12.4, we have
‖V−1‖ ≤ n(2e2)n−1/|V| ≤ n · (2e2)n−1/e1ρn−1(74)
Then (73) follows from estimate (69) of Proposition 13.1 and the hypotheses r ≤ e1. 
Propositions 12.9 and 13.2 show the importance of the robustness condition in Definition 12.6 for
estimating the stability of solutions for the equations (56). Our next result shows that a small
perturbation of a robust simplex is also robust.
PROPOSITION 13.3. Let 1 ≤ m ≤ n, and assume that {~y0, . . . , ~ym} ⊂ Rn is ρ-robust. Let
{~z0, . . . , ~zm} ⊂ Rn be also given, along with the constants 0 < e1 < e2 and 0 < ε < e1/4 such that
(1) e1 ≤ ‖~yi − ~yj‖ ≤ 2e2 for all 0 ≤ i 6= j ≤ m
(2) ‖~yi − ~zi‖ ≤ ε for all 0 ≤ i ≤ m.
Then {~z0, . . . , ~zm} is ρm-robust, for ρm = ρm(ρ, ε, e1, e2) as defined below. Moreover, ρm(ρ, ε, e1, e2)
is monotone increasing in e2 and ρ, and monotone decreasing in e1 and ε, and is scale-invariant.
That is, for s > 0, ρm(s · ρ, s · ε, s · e1, s · e2) = s · ρm(ρ, ε, e1, e2).
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Proof. Set e′1 = e1 − 2ε, e′2 = e2 + ε and e4 = 4(e2 + e1). Then for all 0 ≤ i 6= j ≤ m,
e1/2 < e
′
1 < ‖~zi − ~zj‖ < 2e′2 < e4
For each 0 ≤ k ≤ m, let Span(~y0, . . . , ~yk) ⊂ Rn denote the affine subspace spanned by the vectors,
and let ξk ∈ Span(~y0, . . . , ~yk−1) be the point closest to ~yk. Then ρ ≤ ‖~yk − ξk‖ ≤ ‖~yk − ~y0‖ ≤ 2e2.
Similarly, let Span(~z0, . . . , ~zk−1) ⊂ Rn denote the affine subspace spanned by the vectors, and
ζk ∈ Span(~z0, . . . , ~zk−1) be the point closest to ~zk. Then ‖~zk − ζk‖ ≤ ‖~zk − ~zj‖ < 2e′2 for j ≤ k − 1.
The triangle inequality yields a lower bound
dRm (~zk, Span(~z0, . . . , ~zk−1)) = ‖~zk − ζk‖ ≥ ‖~yk − ξk‖ − ‖~zk − ~yk‖ − ‖ξk − ζk‖
≥ ρ − ε − ‖ξk − ζk‖(75)
We develop an upper bound estimate for ‖ξk − ζk‖.
For the case k = 1, note that Span(~z0) = {~z0} is just the single point, so ξ1 = ~y0 and ζ1 = ~z0, and
‖ζ1 − ξ1‖ = ‖~z0 − ~y0‖ ≤ ε, so in terms of the estimate (75) we have dRm (~z1, Span(~z0)) ≥ ρ − 2ε.
Set δ1 = 2, then ρ1 = ρ− ε · δ1. This completes the proof of Proposition 13.3 for the case m = 1.
Whenm > 1 and 2 ≤ k ≤ m, an upper bound estimate on ‖ξk−ζk‖ requires more delicate arguments.
We are given that ~yj, ~zj ∈ DRn(~yk, 2e2 + ε) for each 0 ≤ j ≤ m. Since the distance from ~yk to ξk
is at most that from ~yk to ~y0 we also have ξk ∈ DRn(~yk, 2e2). The analogous estimate is true for
dRn(~zk, ζk), and since ‖~yk − ~zk‖ ≤ ε we have that ζk ∈ DRn(~yk, 2e′2). It follows that all of the points
in consideration, ~yj , ~zj, ξj , ζj , 1 ≤ j ≤ k, lie in the closed disk DRn(~yk, e4) with radius e4 = 4(e2+e1).
This compactness estimate is fundamental.
Let Spank(~y0, . . . , ~yk−1) = Span(~y0, . . . , ~yk−1) ∩ DRn(~yk, 2e′2), the restricted subdisk of radius 2e′2.
Note that we showed above that {~y0, . . . , ~yk−1, ξ1, . . . , ξk} ⊂ Spank(~y0, . . . , ~yk−1).
For the case k = 2, note that ‖ ~y1 − ~y0‖ ≥ e1 and ‖~z1 − ~z0‖ ≥ e′1 > e1/2, and using that the disk
DRn(~y2, 2e
′
2) has diameter at most e4, we have
Span2(~y0, ~y1) ⊂ {~y0 + t1(~y1 − ~y0) | −e4/e1 ≤ t1 ≤ e4/e1}(76)
Span2(~z0, ~z1) ⊂ {~z0 + s1(~z1 − ~z0) | −e4/e′1 ≤ s1 ≤ e4/e′1}(77)
LEMMA 13.4. Given ~z ∈ Span2(~z0, ~z1), there exists ~y ∈ Span(~y0, ~y1) so that
(78) ‖~z − ~y‖ ≤ ε · (1 + 4e4/e1)
Proof. Write down ~z ∈ Span2(~z0, ~z1) as ~z = ~z0 + s1 · (~z1 − ~z0) ∈ Span2(~z0, ~z1), then for ~y =
~y0+s1 ·(~y1−~y0) ∈ Span2(~y0, ~y1) we have ‖~z−~y‖ ≤ ε ·(1+4e4/e1). Thus, every point of Span2(~z0, ~z1)
has distance at most ε · (1 + 4e4/e1) from a point of Span(~y0, ~y1). 
Lemma 13.4 implies that ‖ξ2 − ζ2‖ ≤ ε · (1 + 4e4/e1), hence ‖~z2 − ζ2‖ ≥ ρ2 by (75), where
(79) ρ2 = ρ− ε · (2 + 4e4/e1) = ρ− ε · δ2(ρ, e1, e2)
Note that δ2(ρ, e1, e2) = (2+4e4/e1) depends only on the constants e1 and e2, and as the ratio e4/e1
is scale invariant, thus ρ2 is also scale invariant. If m = 2 then we are done.
Next, consider the case k = 3. The estimate ρ3 in this case is obtained from (75) by subtracting
from ρ a term which involves linear combinations of ~y2 with points of the line Span(~y0, ~y1), and the
closer that ~y2 lies to this line, the larger the possible error, and likewise for Span3(~z0, ~z1, ~z2).
As seen before for k = 2, the strategy is to estimate the parameters used to describe the planar
region Span3(~y0, ~y1, ~y2) as in (76), and similarly for Span3(~z0, ~z1, ~z2) as in (77).
Recall that ξ2 ∈ Span(~y0, ~y1) is the point on the line closest to ~y2, and ρ ≤ ‖~y2 − ξ2‖ ≤ 2e2 < e4.
Likewise, the point ζ2 ∈ Span(~z0, ~z1) closest to ~z2 satisfies ρ2 ≤ ‖~z2 − ζ2‖ ≤ 2e′2 < e4.
Now let ξ′2 ∈ Span(~y0, ~y1) be the point closest to ζ2. Then ‖ ~y2 − ξ′2‖ ≥ ‖ ~y2 − ξ2‖ ≥ ρ > ρ2.
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Furthermore, from the case k = 2, we have that ‖ξ′2 − ζ2‖ ≤ ε · δ2(ρ, e1, e2).
The key idea is to bound the space Span3(~y0, ~y1, ~y2) using linear combinations with (~y2 − ξ′2) and
parameter bounds invoking ρ and ρ2:
Span3(~y0, ~y1, ~y2) ⊂ {~y0 + t1(~y1 − ~y0) + t2(~y2 − ξ′2) | −e4/e1 ≤ t1 ≤ e4/e1,−e4/ρ ≤ t2 ≤ e4/ρ}
Span3(~z0, ~z1, ~z2) ⊂ {~z0 + s1(~z1 − ~z0) + s2(~z2 − ζ2) | −e4/e′1 ≤ s1 ≤ e4/e′1,−e4/ρ2 ≤ s2 ≤ e4/ρ2}
As in the proof of Lemma 13.4, every point of Span3(~z0, ~z1, ~z2) thus lies a distance at most
ε · {1 + 2e4/e1 · (1 + 1) + 2e4/ρ2 · (1 + δ2)}
from a point of Span3(~y0, ~y1, ~y2), and in particular this estimate holds for ‖ξ3 − ζ3‖. Set
(80) δ3 = δ3(ρ, e1, e2) = 2 + 4e4/e1 + (1 + δ2) · 2e4/ρ2
Note that the ratio e4/ρ2 is scale-invariant, as is δ2, and thus δ3 is scale-invariant.
Then for ρ3 = ρ− ε · δ3 by (75) we have ‖~z3 − ζ3‖ ≥ ρ3.
Continuing in the way, given ρk and δk for 2 ≤ k < m, define inductively
δk+1 = 1 + {1 + 2 · 2e4/e1 + (1 + δ2) · 2e4/ρ2 + · · ·+ (1 + δk) · 2e4/ρk}(81)
ρk+1 = ρ− ε · δk+1(82)
Then we have ‖~zk+1 − ζk+1‖ ≥ ρk+1. Continuing until k + 1 = m, we obtain
δm(ρ, e1, e2) = 2 + 4e4/e1 + 2 ·
m−1∑
k=2
(1 + δk)e4
ρk
(83)
ρm(ρ, ε, e1, e2) = ρ− ε · δm(ρ, e1, e2)(84)
for which dRm (~zm, Span(~z0, . . . , ~zm−1)) = ‖~zm − ζm‖ ≥ ρm(ρ, ε, e1, e2).
Observe that by the inductive definition (82), the values ρ > ρ1 > · · · > ρm are monotone decreasing.
Furthermore, by an inductive argument, for each 1 ≤ k < m the value of ρk is a monotone increasing
function of e2 and ρ, and monotone decreasing for e1, and thus each term (1 + δk)e4/ρk in the sum
(83) is also monotone increasing, hence the same holds for ρm(ρ, ε, e1, e2). Also note that each
additional term (1 + δk) · 2e4/ρk in (81) is scale-invariant, so the sum (84) is scale-invariant. 
14. Micro-local foliation geometry
The construction of the Vononoi cells in the sections above uses the distance function on Rn to derive
the linear equations which define the circumscribed spheres that define the Delaunay triangulation.
The extensions of these ideas to leaves of foliations requires working with the given Riemannian
metric on the leaves, as these define the leafwise distance functions. If the foliation F is defined by a
free action of Rn, such as for the case of a tiling space associated to a tiling, then there is a natural
Euclidean metric on each leaf. However, when the leaves are just assumed to be smooth Riemannian
manifolds, then the construction of the Delaunay triangulation associated to an arbitrary leafwise
net is problematic, as discussed in [46], for example.
Our approach is to introduce, given a matchbox manifold M with smooth leafwise Riemannian
metric, a “distance scale” which is sufficiently small so that the local coordinate charts for this scale
are “almost Euclidean”, and then choose the leafwise net to be adapted to this scale. The definition
of the Delaunay simplices will then be obtained by adapting the methods of the previous sections
to this almost non-Euclidean context.
This study of local properties of a Riemannian manifold is best done in adapted geodesic coordinates,
and this requires the introduction of some standard ideas of Riemannian geometry such as local
orthonormal frames and their Christoffel symbols. A good reference for this material is [41, §9]. We
recall the necessary material below, which leads to the choices of constants in the next section, and
the corresponding estimates in later sections which guarantee the stability of the simplices in the
leafwise Delaunay triangulation.
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For each 1 ≤ i ≤ ν, there is given the coordinate chart ϕi : U i → [−1, 1]n × Ti and for x ∈ U i,
the plaque for the chart ϕi containing x is denoted by Pi(x). The horizontal coordinate function
λi : U i → [−1, 1]n is defined by setting ϕi(x) = (λi(x), wx) ∈ [−1, 1]n × Ti. Also, recall that λF > 0
was chosen in Lemma 3.5 so that for all x ∈ M, the closed leafwise disk DF(x, λF ) is strongly
convex, and 2δFU < λF/2 bounds the diameter of the plaques in the foliation covering.
For x ∈ U i define the transversal section, for U ⊂ Ti
(85) Z(x, i,U) ≡ ϕ−1i (λi(x),U) ; Z(x, i) ≡ ϕ−1i (λi(x),Ti) = λ−1i ◦ λi(x)
As a special case, for r ≥ 0, define the compact “disk section”
(86) Z(x, i, r) ≡ ϕ−1i (λi(x), DX(wx, r) ∩ Ti) ⊂ U i
The local coordinate charts ϕi : U i → [−1, 1]n × Ti are used to define a local “vertical translation”
between plaques, which will be fundamental in the following. For x′ ∈ Z(x, i), define
(87) φi(x, x
′) : Pi(x)→ Pi(x′) , ξ′ = φ(x, x′)(ξ) = Z(ξ, i) ∩ Pi(x′)
When expressed in coordinates,
(88) ϕi ◦ φi(x, x′) ◦ ϕ−1i (λi(x), wx) = (λi(x), wx′)
which is just the constant map in the first coordinate. Thus φi(x
′, x′′) ◦ φi(x, x′) = φi(x, x′′), and
the maps φi(x, x
′) are homeomorphisms which depend continuously on x′ ∈ Ti in the C0-topology.
14.1. Leafwise metric distortions. The leafwise Riemannian metric onF depends continuously
on the transverse coordinate in local charts. We use this to define distortion estimates for the metric.
First, we introduce estimates on the leafwise metric distortions of the maps φi(x, x
′), which compare
the leafwise Riemannian distance functions induced on differing plaques in the same chart U i. Set:
var(i, r) = max
{|dF (x, y)− dF (x′, y′)| | x ∈ U i, x′ ∈ Z(x, i, r), y ∈ Pi(x), y′ = φ(x, x′)(y)}
= max {{|dF(y, z)− dF (φi(x, x′)(y), φi(x, x′)(z))|} | y, z ∈ Pi(x), x′ ∈ Z(x, i, r)}(89)
Note that var(i, r) depends continuously on r, that var(i, 0) = 0, and var(i, r) ≤ 2δFU as Pi(x) is
contained in a disk in Lx of radius δ
F
U .
There is another measure of the metric distortion between plaques, this time in terms of the variation
due to differing coordinate systems. For z ∈ U i ∩ U j we obtain two standard transversals Z(z, i, r)
and Z(z, j, r) in M through z. Define the divergence between these two transversals by
(90) div(z, i, j, r) = max {dF (x′, y′) | x′ ∈ Z(z, i, r) , y′ ∈ Z(z, j, r) , Pi(x′) ∩ Pj(y′) 6= ∅}
The assumption δFU < λF/4 implies that div(z, i, j, r) < λF . Note that div(z, i, i, r) = 0 and that
div(z, i, j, 0) = 0. Define:
(91) div(z, r) = max
{
div(z, i, j, r) | z ∈ U i ∩ U j
}
The condition Pi(x′)∩Pj(y′) 6= ∅ is closed in x′, y′, and hence div(z, r) is an upper semi-continuous
function of both z and r. In terms of the transverse translation maps φi, for ε = div(z, r), the
condition (91) implies that the compositions φi(x
′, z) ◦ φj(z, y′) are ε-close to the identity.
14.2. Adapted geodesic coordinate systems. If F is defined by an isometric free action of Rn,
as in the case of tiling spaces for example, then the leaves of F have natural isometric coordi-
nate systems. However, for a manifold of non-zero curvature, it is necessary to introduce geodesic
coordinates based at the points of M. The books [14] and [27] are suitable references.
Let ê ≡ {~e1, . . . , ~en} denote the standard orthonormal basis of Rn. A point ~x ∈ Rn is then written
in coordinates as ~a = (a1, . . . , an), where ~x = ê · ~a = a1~e1 + · · · + an~en. Recall that the closed ball
of radius λ about the origin in the standard metric is denoted by D(λ), or DRn(λ) when it is better
to emphasize that the disk is defined using the standard norm ‖ · ‖Rn .
For x ∈ M, and coordinate system ϕi with x ∈ Ui the basis ê of Rn defines a framing êw of
T~0(−1, 1)n × {w} for each w ∈ Ti. For each x ∈ Ui, the differential of the coordinate map ϕi at x
defines a linear isomorphism dxϕi : TxF ∼= Rn, by which êw induces a framing êx for TxF . If the
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curvature of leaves is non-zero, then the tangent map dxϕi is typically not an isometry, and thus
the framing êx is typically not orthonormal for the leafwise Riemannian metric.
The leafwise Riemannian metric on TF induces on each plaque Pi(w) = ϕ−1i ((−1, 1)n × {w}) of Ui
a family of inner products on its tangent space, which in terms of the framing êx at x ∈ Pi(w) is
denoted by the matrix gjk(x). By Theorem 3.3, the tensor gjk(x) varies continuously in w ∈ Ti for
the C∞-topology on functions on Pi(w).
Given an arbitrary orthonormal frame û = {~u1, . . . , ~un} ⊂ TxF for the leafwise Riemannian metric,
define a linear isomorphism
(92) Fû : R
n → TxF ∼= Rn , Fû(a1, . . . , an) = û · ~a
where we adopt the “matrix notation” û · ~a ≡ a1~u1 + · · · + an~un ∈ TxF . Via the coordinate
isomorphism dxϕi, the tangent vectors ~uk form an orthonormal set ˜̂u ⊂ Rn for the inner product
gjk(x), and in this sense, û ·~a is precisely a matrix product. To simplify notation, we let û = ˜̂u also
denote this framing, as it is clear from context whether we consider the framing as in TxF or in Rn.
Then Fû is a linear isometry between {Rn, ‖ · ‖} and {Rn, ‖ · ‖û}, where ‖ · ‖û denotes the norm on
TxF ∼= Rn induced by the inner product gij(x).
Recall that expFx : TxF → Lx is the leafwise geodesic map at x. Given an orthonormal framing û of
TxF and 0 < λ ≤ λF , the leafwise geodesic coordinates at x are defined by
(93) ψgx,û : DRn(λ)→ DF (x, λ) ⊂ Lx , ψgx,û(~a) = expFx (û · ~a)
Assume that DF (x, λ) ⊂ Ui, and let x˜ = λi(x) ∈ (−1, 1)n ⊂ Rn. Then we have a second coordinate
system on the neighborhood DF(x, λ) of x, which is also “adapted” to the leafwise Riemannian
metric on the disk DF(x, λ). Define Tx˜ : R
n → Rn by Tx˜(~y) = x˜ + ~y, and compose Tx˜ with the
framing map Fû to obtain:
(94) ψix,û ≡ ϕ−1i (Tx˜ ◦ Fû, wx) : DRn(λ)→ Pi(x) , ψix,û(~y) = ϕ−1i (x˜+ û · ~y, wx)
Then ψix,û is the geodesic coordinate system for the flat metric on Pi(x) associated to ‖ · ‖û.
14.3. Comparison of geodesic coordinate systems. We compare the affine geometries defined
by these two sets of coordinates, ψgx,û and ψ
i
x,û, using the coordinate system ϕi to convert the
comparison to a local problem on Rn involving differential equations on Rn.
Recall that D(λ) = DRn(λ) is the Euclidean disk centered at the origin, x˜ = λi(x), and Dg˜(x˜, s)
denotes the closed disk of radius s about x˜ for the metric g˜.
Let D˜i(x˜, λ) = ϕi(DF (x, λ)) ⊂ (−1, 1)n × {wx} denote the image of the disk in the leafwise metric.
Let d˜ denote the distance function on D˜i(x˜, λ) defined by the leafwise metric dF . That is, for
~y, ~z ∈ D˜i(x˜, λ), d˜( ~y, ~z ) = dF (ϕ−1i (~y, wx), ϕ−1i (~z, wx)).
Let g˜ denote the metric tensor on D˜i(x, λ) in the coordinates ϕi. Note that the image under ϕi of a
geodesic segment for g is a geodesic segment for g˜, and as DF (x, λ) is strongly convex for λ ≤ λF ,
the same holds for the region D˜i(x˜, λ) with the metric g˜.
Let e˜xpx˜ denote the geodesic map associated to g˜, centered at x˜. Then for the orthonormal basis
û ⊂ TxF considered as a frame for Tx˜Rn, we set
(95) e˜xpx˜,û : D(λ)→ D˜i(x˜, λ) , e˜xpx˜,û(~a) = e˜xpx˜(û · ~a)
Recall that we also have a linear map Tx˜ ◦ Fû, which is a linear isometry between {Rn, ‖ · ‖} and
{Rn, ‖ · ‖û}, and satisfies Tx˜ ◦ Fû(~0) = x˜ = e˜xpx˜,û(~0). Let gû = (Tx˜ ◦ Fû)∗(g˜) denote the metric g˜
near x˜ pulled back to D(λ) via the isometry Tx˜ ◦Fû. Then gûjk(~a) = δjk for ~a = ~0 by definition of û.
The metric gû is in Gauss normal form, and its metric tensor gûjk consequently has further special
properties in a neighborhood of ~0.
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DEFINITION 14.1. Let x ∈M and 0 < λ ≤ λF/2. Assume that DF(x, λ) ⊂ Pi(x), and let û be
an orthonormal frame for TxF . For ε > 0, we say that ψgx,û : D(λ)→ DF(x, λ) is ε-approximately
Euclidean if the following hold (in the coordinate system ϕi):
(1) For all ~a ∈ D(λ),
(96) ‖ gûjk(~a)− δjk ‖ ≤ ε/n2
(2) For all ~a ∈ D(λ),
(97) d˜(e˜xpx˜,û(~a), Tx˜ ◦ Fû(~a)) ≤ ε · ‖~a‖
(3) For a geodesic σ˜ : [0, 1] → D˜i(x˜, λ) in the d˜ metric, with σ˜(0) = ~y0 and σ˜(1) = ~y1, set
τ˜ (t) = t · (~y1 − ~y0) + ~y0, then
(98) d˜(σ˜(t), τ˜ (t)) ≤ ε · d˜(~y0, ~y1) , for all 0 ≤ t ≤ 1
(4) For s ≤ λ, the Riemannian volume of leafwise disks satisfies
(99) |Vol(D(s)) −Volg˜ (Dg˜(x˜, s))| ≤ ε · sn
where Vol denotes the Euclidean volume and Volg˜ is the volume form for the metric g˜. More
generally, given an open set U ⊂ D(s), for s ≤ λ, we require that
(100)
∣∣Vol(U)−Volg˜ (e˜xpx˜,û(U)) ∣∣ ≤ ε · sn
Conditions (14.1.1) and (14.1.4) concern the continuity of the metric tensor g˜, while conditions
(14.1.2-3) concern the behavior of geodesics for the metric g˜, so also require control on the first and
second order derivatives of g˜. The condition (14.1.3) is simply that the geodesics for the metric g˜
and the flat metric defined by û “stay close”. The conditions (14.1.1-5) are closely related, but are
formulated separately in the form they will be used later.
LEMMA 14.2. Assume that ψgx,û : D(λ)→ DF (x, λ) is ε-approximately Euclidean. Then
(101) | d˜(~z, ~y)− ‖ ~z − ~y ‖ û| ≤ ε · ‖ ~z − ~y ‖ û for all ~y, ~z ∈ D˜i(x˜, λ)
Thus, conditions (14.1.1) and(14.1.2) yield, for all ~a ∈ D(λ),
(102) ‖ e˜xpx˜,û(~a)− Tx˜ ◦ Fû(~a) ‖û ≤ 2ελ
Proof. Condition (14.1.1) and the estimate (53) imply the bound ‖gû−δ‖û ≤ ε on the matrix norm,
from which (101) follows. Condition (102) then follows, as ‖~a ‖ ≤ λ. 
Here is a key technical result about coordinate charts in Gauss normal form.
PROPOSITION 14.3. Given ε > 0, there exists λε > 0 such that for all x ∈M with DF(x, λε) ⊂
Ui and orthonormal frame û of TxF , the chart ψgx,û : D(λǫ)→ Lx is ε-approximately Euclidean.
Proof. The claim is that e˜xpx˜,û is well-approximated by the affine map Tx˜ ◦ Fû for λε sufficiently
small. This follows from standard facts about the geodesic charts for smooth metrics, where we use
the continuity of the Riemannian metric and its derivatives as functions of x ∈M to obtain uniform
estimates, for all x ∈M. We give a brief sketch the proof.
Let h˜ = h˜jk(ξ) denote the Riemannian tensor on D(λ) induced from g˜ by the geodesic map e˜xpx˜,û.
Note that geodesic coordinates have the property that h˜jk(~0) = δjk, the Dirac δ-function. Moreover,
the Riemannian Christoffel symbols Γ˜ℓjk(ξ) of the metric h˜ also vanish at the origin.
The tensor Γ˜ℓjk(ξ) is C
ℓ−1-continuous as a function of the metric tensor in the Cℓ topology, for
ℓ ≥ 1, so the first derivatives of Γ˜kij(ξ) vary continuously with the metric in the C2 topology, hence
its curvature tensor R˜(ξ) varies continuously in the C2-topology as well. Thus, by choosing λ > 0
sufficiently small, we can assume the quantities ‖h˜jk(ξ)− δjk‖ and |Γ˜ℓjk(ξ)| are arbitrarily small on
the disk D(λ), and moreover the norm of the curvature tensor |R˜(ξ)| is uniformly bounded.
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Standard results of Riemannian geometry show that the second derivatives of the geodesic map
e˜xpx,û at the origin are bounded by the norms of the Christoffel symbols Γ˜
ℓ
jk(ξ), of their derivatives,
and of the curvature terms R˜(ξ). (For example, see [27, Chapter 5, Remark 2.11].) Thus, given
ε′ > 0, there exists λx,ε′ > 0 such that e˜xpx˜,û is ε
′-close to its linear approximation Tx˜ ◦ Fû in the
Euclidean norm on Rn. This yields the estimate (97) of Definition 14.1.2.
The condition (98) of Definition 14.1.3 follows, as the local expressions of the Christoffel symbols Γ˜ℓjk
are sufficiently small on D(λ) and the quantities |Γ˜ℓjk| are uniformly bounded. Conditions (14.1.1)
and (14.1.4-5) follow from the continuity of the metric tensor g˜, as noted above.
For each ε > 0, choose λε > 0 so that the conditions of Definition 14.1 holds for all x ∈M, and any
choice of orthonormal frame û for TxF .
There is one further subtlety, which is that the error estimates in formulas (97) and (98) are in terms
of the leafwise distance function dF , while the error ε
′ above is in terms of the Euclidean norm ‖ · ‖
on D(λ). Introduce the constant
‖dF‖ = max
{
dF (ψ
g
x,û(
~b), ψgx,û(~a))
‖~b− ~a‖ ,
‖~b− ~a‖
dF (ψ
g
x,û(
~b), ψgx,û(~a))
| x ∈M , û , ~a 6= ~b ∈ D(λF )
}
Given ε, let ε′ = ε/‖dF‖ and choose λǫ for as above for the error ε′. Thus, by the compactness of
M and the continuity of the metric in the C2-norm, given ε > 0 there exists an λε > 0, so that for
all x ∈M, for all 0 < λ ≤ λǫ, and for all coordinate chart indices 1 ≤ i ≤ ν with DF (x, λ) ⊂ Pi(x),
the estimates (97) to (99) of Definition 14.1 are satisfied. 
REMARK 14.4. If the leaves of F are isometric to Euclidean space Rn, such as when F is defined
by a free action of Rn, then λε may be chosen arbitrarily large. Otherwise, if the leaves of F have
large sectional curvatures and ε is small, then λε may be quite small. The points in the leafwise
nets constructed in section 17 will be small compared to λε so if the curvature of the leaves is “very
large”, then the net spacing will be “very small”.
15. Setting the constants
Our ultimate “affine approximation” results are given by Propositions 16.4 and 16.7 in the next
section, which extend Proposition 14.3 above. However, in order to state and prove these results,
it is necessary to specify the “universal scale constant” ε0 > 0 for which these results are valid.
It is absolutely fundamental that the estimates provided by these propositions are independent of
the choices made in their applications. That is, we must a priori define the constant ε0 as well as
error bounds ε1, ε2, ε3 and ε4 which are required. For this reason, in this section we prescribe these
geometric constraints, and then make our construction using these fixed choices. This section can
be skipped at first reading if desired, and then consulted later, though the process of making these
choices, and some of their implications as pointed out below, are a key part of the construction.
15.1. Number of circumscribed spheres. The first constant to define is a very large number,
based on the combinatorics of nets in regions of Rn, which is the reason for role of the dimension
number n in the following. It may be possible to give a much more refined value to the constant,
but for our purposes, the following suffices. Set:
Cn =
10n!
1! (10n − 1)! +
10n!
2! (10n − 2)! + · · ·+
10n!
n! (10n − n)! +
10n!
(n+ 1)! (10n − n− 1)!(103)
Given a finite subset Ω ⊂ DF(ξ, λ∗F ) with cardinality bounded above by 10n, then Cn is an upper
bound for the number of distinct subsets of Ω consisting of at most (n + 1)-distinct points. In
particular, Cn is an upper bound on the number of distinct n-simplices, defined by (n+ 1)-vertices
in Ω. Thus, Cn is an upper bound on the number of circumscribed spheres for the set Ω.
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15.2. Geometric constants. Next, introduce four additional “geometric constants”. The purpose
of these choices is briefly indicated, and their precise roles will be defined later. The constants are
“scale-invariant”, and in their applications are multiplied by the scale λ∗F defined in (112) below.
The width of the annular regions appearing in Lemma 17.5 will be chosen bounded above by
(104) ε1 = 1/(Cn · 1000n · 100n).
The thickness of the rectangular regions appearing in the robustness condition (151) will be chosen
bounded above by
(105) ε2 = 1/(Cn · 2000 · 2n).
The bound on the translation distance of the centers of circumscribed spheres for a perturbed net is
(106) ε3 = ε1/10.
The constant ε3 first appears in the statement and proof of Proposition 18.2. We repeatedly use the
implication ε3 < ε1/4.
The error of the affine approximation in Proposition 16.4 is bounded by a constant ε4, which
determines the recursive decrease in the robustness estimates in Propositions 13.3, 16.7 and 18.2.
The value of ε4 is defined by a recursive process, depending on the dimension n, which we recall
from the proof of Proposition 13.3.
Proposition 13.3 gives a recursive definition for the functions ρm(ρ, ε, e1, e2) for 1 ≤ m ≤ n. As noted
there, the function ρm(ρ, ε, e1, e2) is monotone increasing in e2 and ρ, and monotone decreasing in
e1 and ε, and satisfies ρm(s · ρ, s · ε, s · e1, s · e2) = s · ρm(ρ, ε, e1, e2) for s > 0. Moreover, for all
1 ≤ m ≤ n, ρm(ρ, 0, e1, e2) = ρ. For the normalized values e1 = 1, e2 = 2, e4 = 4(e2 + e1) = 12, and
ρ = ρ0, define functions ρm(ρ0, ε) recursively by
ρ0(ρ0, ε) = ρ0 , δ1 = 2 , ρ1(ρ0, ε) = ρ0 − 2ε , δ2 = 50 , ρ2(ρ0, ε) = ρ− 50ε
and for 1 < m ≤ n, by
(107) ρm(ρ0, ε) = ρ0 − ε · δm , δm = 50 + 24 ·
m−1∑
k=2
(1 + δk)
ρk(ε)
Note that each ρm(ε) is a continuous function of ε. Also, for fixed initial data (ρ0, ε), the sequence
of values is monotone decreasing in m:
ρ0 = ρ0(ρ0, ε) > ρ1(ρ0, ε) > ρ2(ρ0, ε) > · · · > ρn(ρ0, ε) > 0
At a key stage of the induction process, we introduce the following constants, for each 0 ≤ k ≤ n:
ρ̂k = (18− 2k/3n) · ε2
ρ̂ ′k = (18− (2k + 1)/3n) · ε2
Then we have
(108) 18ε2 = ρ̂0 > ρ̂
′
0 > ρ̂1 > ρ̂
′
1 > · · · > ρ̂n > ρ̂ ′n > ρ̂n+1 > ρ̂ ′n+1 > 15ε2
Finally, choose ε4 > 0 sufficiently small so that the following 2n+2 inequalities hold, for 1 ≤ k ≤ n+1:
(109) ρ̂k > ρn(ρ̂k, 10ε4) > ρ̂
′
k + ε2/100
(110) ρ̂ ′k > ρn(ρ̂
′
k, 10ε4) > ρ̂k+1 + ε2/100
The full set of these inequalities are used in the proofs of Propositions 18.1 and 18.2, where they are
multiplied by the scale s = λ∗F/10.
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15.3. Error of transverse computations. Finally, ε0 is the “basic error” appearing in almost
every transverse translation calculation and estimate, so is restricted by multiple conditions. The
following restrictions are informally summarized by saying “it is intuitively clear that there exists
ε0 sufficiently small so that all of these conditions are satisfied”. We make this intuition precise:
(111) Choose ε0 > 0 which satisfies the following conditions:
(1) ε0 < 1/2000 – used in equations (152) and (153)
(2) ε0 ≤ 50n (2/5)nε1 – used in equation (143)
(3) ε0 < ε2/2000 – used in equations (149) and (150) and in proof of Proposition 18.1
(4) ε0 < ε3/4 – used in equations (156), (177)), (184)) and in proof of Proposition 18.2
(5) ε0 < ε1/2 < ε1 − 2ε3 – used in (194))
(6) ε0 < ε3/2{1 + 35n3/2 · (4/15ε2)n−1} – used in equation (174)
(7) ε0 < ε4/20 – used in Proposition 16.4
(8) ε0 < δn(ε4)/100 for δn defined in Lemma 16.5
Note that the function δn in estimate (8) above, as defined in Lemma 16.5, is independent of all
other choices, so that ε0 is well-defined.
15.4. Leafwise constants. Recall that λε0 was defined in the proof of Proposition 14.3. Introduce
the fundamental “leafwise” constant:
(112) λ∗F = min{δFU , λF/5, λε0 , 1}
which is the basic distance scale for all of our subsequent constructions, chosen so that the leafwise
balls DF(ξ, λ
∗
F ) are “ε0-approximately Euclidean”. For example, if the leaves of F are isometric to
Euclidean space Rn, then λ∗F = min{δFU , λF/5, 1}. Otherwise, if the leaves of F have large sectional
curvatures, then λ∗F may be quite small.
15.5. Variations of the metric in charts. Recall the definitions of the functions var in (89))
and div in (91), and choose the “transverse” scale constant r∗ > 0 so that div(z, r∗) ≤ ε0λ∗F for all
z ∈M, and also var(i, r∗) ≤ ε0λ∗F for all 1 ≤ i ≤ ν.
16. Affine distortion estimates
The stability of the Delaunay triangulation associated to a net in Rn follows from delicate linear
algebra estimates in sections 12 and 13. It is thus natural that the analogs of these estimates for
non-Euclidean Riemannian geometry, as given in Propositions 16.4 and 16.7, are even more delicate.
In this section, we show how these Propositions follow from the choices in the previous section 15.
DEFINITION 16.1. Let {X, dX} and {Y, dY } be metric spaces, and ǫ > 0. A homeomorphism
into φ : X → Y is said to be an ǫ-isometry if
(113) dX(x, x
′)− ǫ ≤ dY (φ(x), φ(x′)) ≤ dX(x, x′) + ǫ for all x, x′ ∈ X
LEMMA 16.2. For x ∈M and orthonormal frame û for TxF , the geodesic normal coordinate map
ψgx,û : D(λ
∗
F/2)→ DF(x, λ∗F/2) is an (ε0λ∗F )-isometry from the metric ‖ · ‖ to the metric dF .
Proof. As the Euclidean disk D(λ∗F/2) has diameter λ
∗
F , the claim then follows from the estimate
‖g˜û − δ‖û ≤ ε0 as in the proof of Lemma 14.2. 
Recall that the disk section Z(y, i, r∗) of radius r∗ > 0 was defined by formula (86)).
LEMMA 16.3. Let x ∈ Ui and y ∈ Pi(x) ∩ Uj for some 1 ≤ i, j ≤ ν. Assume that x′ ∈ Z(x, i, r∗)
and y′ = Z(y, j, r∗) ∩ Pi(x′). Then
(114) dF (x, y)− 2ε0 λ∗F ≤ dF(x′, y′) ≤ dF(x, y) + 2ε0 λ∗F
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If either i = j or x = y, then a more strict estimate holds:
(115) dF (x, y)− ε0 λ∗F ≤ dF(x′, y′) ≤ dF(x, y) + ε0 λ∗F
Proof. Let y′′ = Z(y, i, r∗)∩Pi(x′). Then dF (y′, y′′) ≤ ε0 λ∗F by the definition of the divergence (91)
and of r∗. Thus, |dF(x′, y′′)− dF (x′, y′)| ≤ ε0 λ∗F by the triangle inequality.
Then by the definition of the variation (89) and r∗ we also have |dF (x′, y′′)−dF(x, y)| ≤ ε0 λ∗F . The
estimates (114) and (115) then follow. 
16.1. Estimates for variations of affine geometries. We next derive estimates comparing the
local affine geometry of geodesic coordinates in nearby plaques at nearby points.
For x ∈M with DF (x, λ∗F ) ⊂ Ui let y ∈ DF (x, λ∗F/2) so that DF(y, λ∗F/2) ⊂ DF (x, λ∗F ).
Let x′ ∈ Z(x, i, r∗) and set y′ = φi(x, x′)(y). Choose orthonormal frames û for TxF and v̂ ′ for Ty′F ,
with corresponding geodesic coordinates ψgx,û and ψ
g
y′,v̂ ′ . Consider the composition
(116) Ψ′x,y′ ≡ (ψgy′,v̂ ′)−1 ◦ φi(x, x′) ◦ ψgx,û ◦ Tξ : D(λ∗F )→ Rn
where ξ = (ψgx,û)
−1(y), and Tξ : R
n → Rn denotes the affine transformation Tξ(~a) = ~a+ ξ. Then
Ψ′x,y′(~0) = (ψ
g
y′,v̂ ′)
−1 ◦ φi(x, x′) ◦ ψgx,û(ξ) = (ψgy′,v̂ ′)−1 ◦ φi(x, x′)(y) = (ψgy′,v̂ ′)−1(y′) = ~0
The map Ψ′x,y′ compares two coordinate systems about the point y
′: one is the translate of the
geodesic coordinates ψgx,û centered at x but restricted to a neighborhood of y in its domain, and the
other is centered at the translated point y′. Each coordinate system defines an “affine structure” in
a neighborhood of y′. The next result shows that Ψx,y′ can be made “almost the identity” by the
proper choice of the framing v̂ ′, so that these affine structures are arbitrarily close. The proof of
this result is surprisingly complex.
PROPOSITION 16.4. There exists a choice of orthonormal frame v̂ for Ty′F so that
(117) Ψx,y′ ≡ (ψgy′,v̂)−1 ◦ φi(x, x′) ◦ ψgx,û ◦ Tξ : D(λ∗F/2)→ Rn
is ε4λ
∗
F -close to the identity, for ε4 chosen to satisfy (109) and (110).
Proof. We are given x ∈ DF(x, λ∗F ) ⊂ Ui, y ∈ DF(x, λ∗F/2) so that DF(y, λ∗F/2) ⊂ DF (x, λ∗F ), and
x′ ∈ Z(x, i, r∗) and set y′ = φi(x, x′)(y). Also given are frames û for TxF and v̂ ′ for Ty′F .
The idea of the proof is simple, in that we express both geodesic coordinate maps ψgx,û and ψ
g
y′,v̂ ′ in
the local coordinates ϕi, as in the proof of Proposition 14.3. The key point of the proof follows from
some delicate linear algebra, used to choose the new framing v̂, and then estimating the distortion
of the geodesic coordinates for this frame.
Let ϕi(x) = (x˜, wx), ϕi(y) = (y˜, wx) and ϕi(y
′) = (y˜ ′, wy′) for wx, wy′ ∈ Ti, where as before in
section 14.3, x˜ = λi(x) and y˜ = λi(y). By definition, φi(x, x
′) is the identity map when expressed
in the coordinate system ϕi, so the assumption y
′ = φi(x, x
′)(y) implies y˜ ′ = y˜.
We mention a point of notation established in section 14 and used repeatedly below. The “tilde”
notation, x˜ ∈ (−1, 1)n for example, denotes the horizontal coordinates of a point or set; the “prime”
notation denotes a point or set in the translated plaque Pi(y′); while ~v ∈ Rn denotes a vector in the
vector space Rn, typically obtained from the inverse of the geodesic coordinates ψg.
Set d2 = λ
∗
F/5. The restriction φi(x, x
′) : DF(x, λ
∗
F/2)→ Pi(wy′) is an ε0λ∗F -isometry by Lemma 16.3,
and thus φi(x, x
′)(DF (y, 2d2)) ⊂ DF(y′, λ∗F/2)). Indeed,
φi(x, x
′)(DF (y, 2d2)) ⊂ DF (y′, 2λ∗F/5 + ε0λ∗F ),
and since by assumption ε0 < 1/2000 we have
2λ∗F/5 + 2ε0λ
∗
F ≤ 401/1000λ∗F < λ∗F/2.
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This implies that the composition (117) is well-defined. Recall from section 14.3 that we denoted
D˜i(x˜, λ
∗
F/2) = ϕi(DF(x, λ
∗
F/2)) ⊂ (−1, 1)n × {wx},
D˜′i(y˜
′, λ∗F/2) = ϕi(DF(y
′, λ∗F/2)) ⊂ (−1, 1)n × {wy′}.
Recall from section 14.3 that d˜ denotes the distance function on D˜i(x˜, λ
∗
F/2) defined by the leafwise
metric dF via the coordinates ϕi, and g˜ denotes the induced Riemannian metric on D˜i(x˜, λ
∗
F/2).
The geodesic coordinates about a neighborhood of x˜ ∈ Rn associated to g˜ and û, are denoted by
e˜xpx˜,û : D(λ
∗
F/2)→ D˜i(x˜, λ∗F/2). So for ξ = (ψgx,û)−1(y), then y˜ = e˜xpx˜,û(ξ) by definition.
Similarly, d˜ ′ denotes the distance function induced on D˜′i(y˜
′, λ∗F/2), and g˜
′ denotes the induced
metric tensor on D˜′i(y˜
′, λ∗F/2). The geodesic coordinates associated to g˜
′ and v̂ ′, centered at y˜ ′, are
denoted by e˜xpy˜ ′,v̂ ′ : D(λ
∗
F/2)→ D˜′i(y˜ ′, λ∗F/2). Then the map Ψx,y′ from (117) can be expressed by
Ψx,y′ = e˜xp
−1
y˜ ′,v̂ ′ ◦ e˜xpx˜,û ◦ Tξ
and there is the diagram of maps:
(118)
TxF ∼= Rn ⊃ D(λ∗F/2)
e˜xpx˜,û◦Tξ−→ D˜i(x˜, λ∗F/2) ⊂ (−1, 1)n × {wx}
ϕ−1i−→ Pi(wx)
Ψx,y′ ↓ = ↓ ↓ φi(x, x′)
Ty′F ∼= Rn ⊃ D(λ∗F/2)
e˜xpy˜ ′,v̂ ′−→ D˜′i(y˜ ′, λ∗F/2) ⊂ (−1, 1)n × {wy′}
ϕ−1i−→ Pi(wy′ )
Set ~γ = x˜+ û · ξ so that T~γ ◦ Fû(~a) = Tx˜ ◦ Fû(~a+ ξ).
By condition (97) of Definition 14.1, and using that λ∗F ≤ λǫ0 , for all ~a ∈ D(λ∗F/2) we have
(119) d˜
(
e˜xpx˜,û(~a+ ξ), T~γ ◦ Fû(~a)
) ≤ ε0λ∗F , d˜ ′ (e˜xpy˜ ′,v̂ ′(~a), Ty˜ ′ ◦ Fv̂ ′(~a)) ≤ ε0λ∗F
Set ~a = ~0 in the first estimate of (119), then by Lemma 14.2 we obtain
(120) ‖y˜ − ~γ‖û ≤ d˜(y˜, ~γ) + ε0λ∗F = d˜(e˜xpx˜,û(ξ), T~γ(~0)) + ε0λ∗F ≤ 2ε0λ∗F
The “obvious” next step is to replace the orthonormal framing v̂ ′ for Rn for the norm ‖ · ‖v̂ ′ with
the new framing v̂ = û, and then the claim of Proposition 16.4 would follow. However, û need not
be an orthonormal framing the norm ‖ · ‖v̂ ′ , so it is necessary to adjust the framing û using the
Gram-Schmidt orthogonalization process. This introduces additional errors, which depend on the
“distance” from û to v̂ ′ in the Lie group GL(Rn). We formulate this error as follows, using estimates
derived from the Gram-Schmidt orthogonalization process. This derivation of the following result is
straightforward, and we omit the proof.
LEMMA 16.5. Let Rn have the standard Euclidean inner product with norm ‖ · ‖. There exists
ǫn > 0 and a monotone continuous function δn : [0, ǫn] → [0, ǫn] with δn(0) = 0, such that given
0 < ǫ ≤ ǫn set δ = δn(ǫ) > 0, then for any basis {~f ′1, . . . , ~f ′n} ⊂ Rn, whose vectors satisfy
(1) 1− δ < ‖~f ′j‖ < 1 + δ, for 1 ≤ j ≤ n,
(2) |~f ′i • ~f ′j| < δ, for 1 ≤ i 6= j ≤ n,
then there exists orthonormal vectors {~f1, . . . , ~fn} such that ‖~fj − ~f ′j‖ ≤ ǫ. 
Recall that ê = {~e1, . . . , ~en} is the standard orthogonal basis for Rn. Scale these unit vectors by a
factor of d2 = λ
∗
F/5 so they lie in the domain of Ψx,y′, and set ~zj = Fû(d2~ej). Note that ‖~zj‖û = d2.
Recall that ξ = (ψgx,û)
−1(y). Then d2~ej+ξ ∈ D(x˜, λ∗F/2) so that z˜j = e˜xp~x,û(d2~ej+ξ) ∈ D˜i(~x, λ∗F/2)
is well-defined. Then by Lemma 16.2,
| d˜(z˜j , y˜)− d2 | = | d˜(z˜j, y˜)− ‖~zj‖û | = | d˜(z˜j , y˜)− ‖ û · (d2~ej + ξ)− û · ξ ‖û | ≤ ε0λ∗F(121)
| d˜(z˜j, z˜k)−
√
2d2 | = | d˜(z˜j , z˜k)− ‖û · (d2~ej + ξ)− û · (d2~ek + ξ)‖û | ≤ ε0λ∗F(122)
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The estimates (121) and (122) imply that the set {(z˜1 − y˜)/d2, . . . , (z˜n − y˜)/d2} is an “almost
orthonormal” collection for the metric d˜.
By Lemma 16.3, the map φi(x, x
′) is an ε0λ
∗
F -isometry, and as φi(x, x
′) is the identity map in the
coordinates ϕi, we obtain estimates corresponding to (121) and (122) for the metric d˜
′,
| d˜ ′(z˜j , y˜)− d2 | ≤ 2ε0λ∗F =⇒ |‖ z˜j − y˜ ‖v̂ ′ − d2 | ≤ 3ε0λ∗F(123)
| d˜ ′(z˜j , z˜k)−
√
2d2 | ≤ 2ε0λ∗F =⇒ |‖ z˜j − z˜k ‖v̂ ′ −
√
2d2 | ≤ 3ε0λ∗F(124)
which follow from estimate (101) of Lemma 14.2.
Define ~zj
′ = e˜xp−1y˜ ′,v̂ ′(z˜j). Then by estimate (102) of Lemma 14.2, and noting that ~zj
′ ∈ D˜i(y˜ ′, λ∗F/2),
(125) ‖ z˜j − Ty˜ ′ ◦ Fv̂ ′(~zj′) ‖v̂ ′ = ‖ e˜xpy˜ ′,v̂ ′(~zj′)− Ty˜ ′ ◦ Fv̂ ′(~zj′) ‖v̂ ′ ≤ ε0λ∗F
Then by (123) and (124), and using that the map Ty˜ ′ ◦Fv̂ ′ is an isometry from the norm ‖ · ‖ to the
norm ‖ · ‖v̂ ′ , we obtain for the Euclidean norm on Rn, for 1 ≤ j 6= k ≤ n,
| ‖~zj′‖ − d2 | ≤ 3ε0λ∗F(126)
| ‖~zj′ − ~zk′‖ −
√
2d2 | ≤ 3ε0λ∗F(127)
Set ~f ′j = ~zj
′/d2, and observe that (126) implies the collection {~f ′1, . . . , ~f ′n} satisfies hypothesis (1) of
Lemma 16.5 for δ = 15ε0.
It remains to estimate |~f ′j • ~f ′k| for 1 ≤ j 6= k ≤ n. Write ~f ′k = ~f ′j,k + ~f ′k,k where ~f ′j,k is collinear with
~f ′j and
~f ′j • ~f ′k,k = 0. Then |~f ′j • ~f ′k| = |~f ′j • ~f ′j,k| = ‖~f ′j‖‖~f ′j,k‖.
Note also that ‖~f ′j‖2 = ‖~f ′k,k‖2 + ‖~f ′j,k‖2 hence ‖~f ′k,k‖2 = (‖~f ′j‖2 − ‖~f ′j,k‖2). By (127) we have
(128)
√
2− 15ε0 ≤ ‖~f ′j − ~f ′k‖ = ‖(~f ′j − ~f ′j,k)− ~f ′k,k‖ ≤
√
2 + 15ε0
After squaring and using the orthogonality of the vectors, we obtain
2− 30√2ε0 + 225ε20 ≤ ‖(~f ′j − ~f ′j,k)‖2 + ‖~f ′k,k‖2 ≤ 2 + 30
√
2ε0 + 225ε
2
0
Note that ~f ′j and
~f ′j,k are collinear, hence ‖~f ′j − ~f ′j,k‖2 = ‖~f ′j‖2− 2‖~f ′j‖ · ‖~f ′j,k‖+ ‖~f ′j,k‖2. Then using
that 2− 100ε0 < 2− 30
√
2ε0 + 225ε
2
0, we have
2− 100ε0 < ‖~f ′j‖2 − 2‖~f ′j‖ · ‖~f ′j,k‖+ ‖~f ′j,k‖2 + ‖~f ′k,k‖2 < 2 + 100ε0
From the identity ‖~f ′k,k‖2 = (‖~f ′j‖2 − ‖~f ′j,k‖2) one derives ‖~f ′j • ~f ′k‖ = ‖~f ′j,k‖ < 100ε0.
Thus, the the collection {~f ′1, . . . , ~f ′n} satisfies both hypotheses of Lemma 16.5 for δ = 100ε0. We
assume that ε0 < ε4/20 in (111) so that ε4 < ε5 = 2ε4 − 20ε0. By choice of ε0 in (111), we have
100ε0 < δn(ε5) so we obtain the orthonormal framing f̂ = {~f1, . . . , ~fn} of Rn satisfying ‖~fk− ~f ′k‖ ≤ ǫ5
Define ~vj = Fv̂ ′(~fj), then v̂ = {~v1, . . . , ~vn} is an orthonormal frame for the norm ‖ · ‖v̂ ′ so defines
an orthonormal framing of Ty′F . Note that Fv̂ = Fv̂ ′ ◦ Ff̂ and calculate:
‖T~γ ◦ Fû(d2~ej)− Ty˜ ′ ◦ Fv̂(d2~ej)‖v̂ ′
≤ ‖(T~γ ◦ Fû(d2~ej)− z˜j‖v̂ ′ + ‖z˜j − Ty˜ ′ ◦ Fv̂(d2~ej)‖v̂ ′
= ‖T~γ ◦ Fû(d2~ej)− z˜j‖v̂ ′ + ‖z˜j − Ty˜ ′ ◦ Fv̂ ′(d2 ~fj)‖v̂ ′
≤ ‖T~γ ◦ Fû(d2~ej)− z˜j‖v̂ ′ + ‖z˜j − Ty˜ ′ ◦ Fv̂ ′(d2 ~f ′j)‖v̂ ′ + ‖Ty˜ ′ ◦ Fv̂ ′(d2 ~f ′j)− Ty˜ ′ ◦ Fv̂ ′(d2 ~fj)‖v̂ ′
≤ 3ε0λ∗F + ε0λ∗F + 2d2ε5 = 4ε0λ∗F + 2ε5λ∗F/5
where we use successively the definitions of the quantities involved, Lemmas 14.2 and 16.2, the
estimate (119), the estimate (125), and Lemma 16.5. Then by the approximations (119) and Lem-
mas 14.2 and 16.2, we have for all ~a ∈ D(2λ∗F/5) that
(129) d˜
(
e˜xpx˜,û(~a+ ξ), e˜xpy˜ ′,v̂ ′(~a)
) ≤ 7ε0λ∗F + 2ε5λ∗F/5
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Hence by Lemma 16.2 and our choice ε5 = 2ε4 − 20ε0, we obtain
(130) ‖Ψx,y′(~a)− ~a‖ = ‖e˜xp−1y˜ ′,v̂ ′ ◦ e˜xpx˜,û ◦ Tξ(~a)‖ ≤ 8ε0λ∗F + 2ε5λ∗F/5 < ε4λ∗F
completing the proof of Proposition 16.4. 
16.2. Robustness criteria. The fine control of the affine structure of geodesic coordinates provided
by Proposition 16.4 is used in establishing robustness criteria for leafwise Delaunay triangulations
in the next section. In preparation, we define a “non-linear” form of the robustness criteria in
Definition 12.6 and Proposition 13.3.
Recall that Span(~v0, . . . , ~vk) ⊂ Rn is the affine span of the vectors {~v0, . . . , ~vk}.
DEFINITION 16.6. Let ρ > 0 and x ∈ Ui such that DF(x, λ∗F ) ⊂ Pi(x). Let 1 ≤ m ≤ n. A
set {y0, . . . , ym} ⊂ DF(x, λ∗F/2) is ρ-robust if for each 1 ≤ k < m, the following leafwise metric
conditions hold:
(1) Fix an orthonormal frame û = {~u1, . . . , ~un} ⊂ TykF with geodesic coordinates ψgyk,û;
(2) for each 0 ≤ j ≤ k, set ~vj = (ψgyk,û)−1(yj);
(3) Set H(y0, . . . , yk; yk) = ψ
g
yk,û
{Span(~v0, . . . , ~vk) ∩D(λ∗F )}.
Then the point yk+1 lies at distance at least ρ from the submanifold H(y0, . . . , yk; yk)
We show that the robustness condition for points in Definition 16.6 implies the robustness condition
Definition 12.6 holds for their vector coordinates in geodesic normal coordinates.
PROPOSITION 16.7. Given constants
(131) λ∗F/10 = d1 < d1 + 2ε0λ
∗
F < e1 < e2 < d2 − 2ε0λ∗F < d2 = 2λ∗F/10
and 0 < ρ0 < d1, let x ∈ M and suppose {y0, . . . , ym} ⊂ DF(x, λ∗F/2) satisfy e1 ≤ dF (yj , yk) ≤ 2e2
for 0 ≤ j 6= k ≤ m and {y0, . . . , ym} is ρ0-robust.
Given an orthonormal frame û of TxF , set ~wj = (ψgx,û)−1(yj) ∈ D(λ∗F/2) for 0 ≤ j ≤ m. Then
{~w0, . . . , ~wm} ⊂ Rn is ρm-robust, where ρℓ = ρℓ(ρ0, ε4λ∗F , d1, d2) is defined by (107) for 1 ≤ ℓ ≤ m.
Proof. We proceed by induction. By assumption, dF(y0, y1) ≥ e1 > d1 + ε0λ∗F , so by Lemma 16.2
we have ‖~w1 − ~w0‖ ≥ d1 ≥ ρ0 − 2ε4λ∗F = ρ1.
Now assume that the collection {~w0, . . . , ~wℓ} is ρℓ-robust, for each 1 ≤ ℓ < m. We show that
{~w0, . . . , ~wℓ+1} is ρℓ+1-robust.
Let Ui be a coordinate chart such that DF(x, λ
∗
F ) ⊂ Ui.
Let T~wℓ : R
n → Rn, T~wℓ(~x) = ~x+ ~wℓ be translation by ~wℓ. Define the composition
Ψℓ ≡ (ψgyℓ,v̂)−1 ◦ ψ
g
x,û ◦ T~wℓ : D(2d2)→ D(λ∗F/2)
for an orthonormal frame v̂ = v̂ℓ of TyℓF as provided by Proposition 16.4 so that ‖Ψℓ(~x)−~x‖ ≤ ε4 λ∗F ,
where ε4 is defined by (109) and (110). This is possible by our choice of ε0 in (111). (In this
application of Proposition 16.4, we take y′ = yℓ ∈ Pi(x) which is on the same plaque as x.)
For 0 ≤ j ≤ m, define ~zj = (ψgyℓ,v̂)−1(yj), and also set ~wj′ = ~wj − ~wℓ. Then Ψℓ(~wj′) = ~zj . Using that
Ψℓ is ε4λ
∗
F close to the identity, we have that each ‖~zj − ~wj′‖ ≤ ε4λ∗F .
Note that {~w0, . . . , ~wℓ} is ρℓ-robust if and only if the collection {~w′0, . . . , ~w′ℓ} is ρℓ-robust.
By the definition that {y0, . . . , ym} is ρ0-robust, the point yℓ+1 lies at distance at least ρ0 from
the submanifold ψgyℓ,v̂(Span(~z0, . . . , ~zℓ)). So by Lemma 16.2, the vector ~zℓ+1 lies at distance at
least ρ0 − ε0λ∗F ≥ ρℓ from the linear span Span(~z0, . . . , ~zℓ). Thus, we also have that the collection
{~z0, . . . , ~zℓ+1} is ρℓ-robust.
It is given that e1 ≤ dF (yj , yk) ≤ e2 for 0 ≤ j 6= k ≤ m, so by Lemma 16.2 we have
d1 < e1 − 2ε0λ∗F ≤ ‖~zj − ~zk‖ ≤ 2e2 + 2ε0λ∗F < 2d2
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for all 0 ≤ j 6= k ≤ m. We can thus apply Proposition 13.3 for ε = ε4λ∗F to the collection
{~z0, . . . , ~zℓ+1} to conclude that Span(~w0, . . . , ~wℓ+1) is ρℓ+1-robust. 
17. Nice stable transversals
Let M be a minimal matchbox manifold, and x ∈ M. Assume there is given a connected compact
subset Kx ⊂ Lx such that there is K˜x ⊂ L˜x such that ιx : K˜x ⊂ L˜x → Lx ⊂ M is injective with
image Kx. That is, Kx is a proper base as in Definition 1.2. As in the proof of Theorem 11.1, we can
assume that Lx is a leaf without holonomy. Let K̂x be the extension of Kx as defined by (48). We
show there exists a clopen set Vx ⊂ T∗ which is K̂x-admissible so that N(K̂x, Vx) is well-defined, and
there exists a nice stable transversal X for N(K̂x, Vx). The existence of this transversal, combined
with Theorem 11.1, then yields the proof of Theorem 1.3.
The strategy for the construction of X is straightforward. The procedure is inductive, in that we
assume that a collection of transversals are given but not necessarily complete, and which satisfy
a set of regularity conditions, and then prove that it is possible to extend the collection by adding
another transversal so the regularity conditions are again satisfied. This process must terminate, as
K̂x is compact, and we then have constructed a nice stable (d1, d2)-uniform transversal for the Reeb
neighborhood N˜(K̂x, Vx). The difficulty with this approach, is that the “stable condition” must be
satisfied at each stage of the process. That is, each partial collection of transversals for N˜(K̂x, Vx)
must satisfy appropriate net and general position conditions when intersected with the set K̂x. As
the leaf Lx is dense in M, the choice of each successive additional transversal Z(ξk, iξk , Vx) will
induce additional net points in K̂x which must be in general position and stable with respect to
the previous choices. Ensuring that these partial stability conditions are satisfied requires delicate
restraints on the successive choices, and the procedure for making these choices utilizes the constants
and estimates introduced in the previous sections. The proof that the resulting transversal is nice
and stable will be given in section 18.
17.1. Basic notations. We first establish some simplified notations to be used in the construction.
As noted above, we can assume that we are given a point x0 ∈ M contained in a leaf L0 ⊂ M
without holonomy, so the holonomy covering map Π: L˜0 → L0 is a diffeomorphism. Let M0 be
an (e1, e2)-net for L0 as in section 6, where e2 = ǫ
F
U /4. Also, let M˜0 = Π−1(M0) ⊂ L˜0, with
z = Π(z˜) ∈M0 for z˜ ∈ M˜0. There is given the covering of M by coordinate charts {Uiz | z ∈M0},
as in the proof of Lemma 6.2, where 1 ≤ iz ≤ ν, and such that BM(z, ǫU) ⊂ Uiz . Correspondingly,
for each z˜ ∈ M˜0, there is a foliation chart U˜z˜ = U iz × {z˜} for N˜0.
Let K0 ⊂ L0 be a compact connected subset which is a union of the plaques in L0. Without
loss of generality, assume there is a subset M′0 ⊂ M0 so that K0 = ∪ {Piz (z) | z ∈ M′0}. Set
K˜0 = Π
−1(K0) and M˜′0 = Π−1(M′0) ⊂ L˜0. Of course, L0 is without holonomy, so Π: L˜0 → L0
is a diffeomorphism, so this is just notational semantics. The distinction becomes important when
considering the Reeb neighborhood of L˜0.
Let R0 denote the diameter of K0 in the leafwise metric, so for any x ∈ K0 we haveK0 ⊂ DF(x,R0).
Fix a basepoint z0 ∈ M′0. Without loss of generality, we may assume that iz0 = 1, and let w0 ∈ T1
be the projection of z0 to the transverse space for U1. For z ∈ M0, let hz denote the holonomy
along a nice path γ from z0 to z, which is well defined as L0 is without holonomy.
Recall that the constant ǫFU is the “leafwise Lebesgue number” defined in equation (7), so that for
all y ∈ M, DF(y, ǫFU ) ⊂ DM(y, ǫU/2). The constants ε0, ε1, ε2, ε3, ε4, and λ∗F are as chosen in
section 15. Also, r∗ was determined by the choice of λ
∗
F in section 15.5.
For R′0 = R0 + δ
F
U , let δ
T
0 = δ(r∗/2, R
′
0) be the constant defined in Proposition 5.7. Then we have
(132) DX(w0, δ
T
0 ) ⊂ D(hz) , hz(DX(w0, δT0 )) ⊂ DX(hz(w0), r∗/2) for all z ∈ M′0
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Let V0 ⊂ DX(w0, δT0 ) be a clopen subset with w0 ∈ V0. It follows from (132) that V0 is K0-
admissible, so we can form the Reeb neighborhood N˜(K˜0, V0) ⊂ N˜0. Note that even though the
map L˜0 → L0 ⊂M is a diffeomorphism, the same is not necessarily true for the map N˜(K˜0, V0)→M.
For this reason, we make our constructions in the space N˜0. Notations involving the “tilde” indicate
that the construction is considered in N˜0 as opposed to M.
For z ∈ M′0, set Vz = hz(V0) ⊂ Tiz and wz = hz(w0). Then by the definition of the function δ(ǫ, r)
and the choice of V0 ⊂ DX(w0, δT0 ), we have by (132) that Vz ⊂ BX(wz , r∗/2) ⊂ Tiz . Hence, for any
w ∈ Vz we have Vz ⊂ BX(w, r∗). This implies that the various estimates introduced in sections 14
and 15 for the transverse leafwise metric distortions will be satisfied for plaques in N˜(K˜0, V0).
Introduce the plaque-saturated compact sets,
(133) UVz = π
−1
z (Vz) ⊂ Uiz , U˜Vz˜ = UVz × {z˜} ⊂ U˜iz˜ ⊂ N˜0
so that N˜(K˜0, V0) is the union of U˜
V
z˜ for z ∈ M′0, and the transversals we introduce are subsets. For
x ∈ UVzz , define a standard sections by
(134) Z(x, iz, Vz) = ϕ
−1
iz
(λiz (x), Vz) ⊂ UVz , Z˜(x, iz˜ , Vz) ≡ Z(x, iz, Vz)× {z˜} ⊂ N˜0
Finally, introduce a sequence of constants based on the scale λ∗F :
(135)
d1 = .10 · λ∗F , d′1 = .11 · λ∗F , d′′1 = .12 · λ∗F
d2 = .20 · λ∗F , d′2 = .19 · λ∗F , d′′2 = .18 · λ∗F
Note that d2 = 2d1 and
λ∗F/10 = d1 < d
′
1 < d
′′
1 < d
′′
2 < d
′
2 < d2 = λ
∗
F/5
17.2. The induction hypotheses. The construction of a nice stable transversal X proceeds by
induction from a given “partial net” in K0 by choosing points which complete it to a (d1, d2)-uniform
net satisfying the stability hypotheses. The idea is to formulate the notion of a regular partial V0-
transversal for K0, which satisfies somewhat stronger hypotheses than are eventually required.
Assume as given a set of points Ξp = {ξ1, . . . , ξp} ⊂ K0 and Λp = {z1, . . . , zp} ⊂ M′0 such that
ξj ∈ BF (zj , ǫFU /2). Label the indices θj = izj for 1 ≤ j ≤ p where zθj ∈M′0.
Set Xj = Z(ξj , θj , V0) for 1 ≤ j ≤ p, and define the partial V0-transversal X̂p = X1 ∪ · · · ∪ Xp.
The conditions imposed on X̂p are all leafwise. For x ∈M introduce also the intersections
(136) Np(x) = X̂p ∩ Lx , Np = X̂p ∩ L0
The first hypothesis is the separation condition dF (y, z) ≥ d′1 for all y 6= z ∈ Np(x). Note that
d′1 > d1 so a sufficiently small perturbation of the net will still satisfy the d1-separation condition.
Also note that if p = 1 and ξ 6= ξ′ ∈ N1, then ξ, ξ′ ∈ X1 implies they are contained in distinct
plaques of L0, hence dF (ξ, ξ
′) ≥ 2δFU > d′1.
In addition, impose two additional stability conditions criteria on the nets Np(x), that they satisfy
Definitions 17.1 and 17.2 below, which only apply when p ≥ 2.
Let ∆′F (X̂p) denote the d′2-bounded leafwise simplicial complex for X̂p. By definition, a (k+1)-tuple
{y0, . . . , yk} ⊂ X̂p defines a k-simplex ∆(y0, . . . , yk) ∈ ∆′F (X̂p) if there exists ω ∈ Ly0 and 0 < r ≤ d′2
such that BF(ω, r) ∩ X̂p = ∅ and {y0, . . . , yk} ⊂ SF (ω, r) ∩ X̂p.
DEFINITION 17.1. The transversal X̂p for K0 is ε1-regular if for all ∆(y0, . . . , yn) ∈ ∆′F (Xp),
and for all ξ ∈ Np(y0)− {y0, . . . , yn}, then
(137) dF(ξ, ω(y0, . . . , yn)) ≥ r(y0, . . . , yn) + ε1λ∗F
Given a simplex ∆(y0, . . . , yk) ∈ ∆′F (X̂p), we say that the vertices are properly ordered if there exists
1 ≤ i0 < i1 < · · · < ik ≤ p and points ξij ∈ X̂p ⊂ Ly0 such that yj = Xij ∩ Pθik (yk).
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DEFINITION 17.2. Let ρ = 3ε2λ
∗
F/2. A regular partial V0-transversal X̂p for K0 is ρ-robust if for
all ∆(x0, . . . , xn) ∈ ∆′F(Np), the collection {x0, . . . , xn} is ρ-robust, in the sense of Definition 16.6,
where we assume the vertices {x0, . . . , xn} are properly ordered.
Finally, we give a condition for when we are done with the inductive construction.
DEFINITION 17.3. A regular partial V0-transversal X̂p for K0 is δ-complete if
K0 ⊂ PenF (Np, δ) =
⋃
z∈Np
DF(z, δ)
Normalize the first section X1 by defining
(138) ξ1 = z0 ∈ K0 , Ξ1 = {ξ1} , Λ1 = {z1} , θ1 = iz1 = 1 , X1 = Z(ξ1, θ1, V0)
17.3. The inductive construction. The proof of the next result gives the inductive construction.
PROPOSITION 17.4. Let X̂p for p ≥ 1 be a regular partial V0-transversal satisfies the conditions
of Definitions 17.1 and 17.2. If X̂p is not d′′2 -complete for K0 then there exists ξp+1 ∈ K0 so that for
• Ξp+1 = {ξ1, . . . , ξp+1} ⊂ L0
• Λp+1 = {z1, . . . , zp, zp+1} ⊂ M′0 such that ξj ∈ BF (zj , ǫFU /2)
• θj = izj for 1 ≤ j ≤ p+ 1 with zθj ∈M′0
• Xp+1 = Z(ξp+1, θp+1, V0) , X̂p+1 = X1 ∪ · · · ∪ Xp ∪ Xp+1
then X̂p+1 is d′1-separated, and satisfies the conditions of Definitions 17.1 and 17.2.
Proof. Set Np = X̂p ∩ L0. As X̂p is not d′′2 -complete, we have K0 − PenF(Np, d′′2 ) 6= ∅. The set K0
is a union of plaques of F which are convex, so there exists ξ′p+1 ∈ K0 such that
(139) BF(ξ
′
p+1, λ
∗
F/200) ⊂ K0 ∩
{
PenF(X̂p, d′′2 )− PenF(X̂p, d′′1 )
}
.
Then for all z ∈ X̂p we have dF (ξ′p+1, z) > d′′1 . Choose zp+1 ∈ M0 ∩ BF(ξ′p+1, ǫFU /2), which is
possible by the assumption that M0 is a net which is ǫFU /2-dense. Set θp+1 = izp+1. Adding the
V0-transversal Z(ξ
′
p+1, θp+1, V0) will result in a d
′
1-separated V0-transversal X̂ ′p+1. However, such
X̂ ′p+1 need not satisfy the conditions of Definitions 17.1 and 17.2. To ensure that these conditions
also hold, we modify the choice of ξ′p+1 to a point ξp+1 ∈ BF (ξ′p+1, λ∗F/200).
Consider the disk DF(ξ
′
p+1, 4d2) ⊂ BF(ξ′p+1, λ∗F ) ⊂ BF (ξ′p+1, λF ). Introduce the set
(140) Ω(ξ′p+1) = DF (ξ
′
p+1, 4d2) ∩ X̂p
Since the points of Np(y0) are d′1-separated, and d2 = 2d1, the metric conditions (97), (98) and (99)
and a standard volume estimate yields that the cardinality of Ω(ξ′p+1) is at most 10
n.
Let Ω(n)(ξ′p+1) ⊂ ∆(n)F (X̂p) be the subset of all n-simplices whose vertices are contained in Ω(ξ′p+1).
The cardinality of the set Ω(n)(ξ′p+1) is thus bounded above by the constant Cn defined in (103).
For each n-simplex ∆(y0, . . . , yn) ∈ Ω(n)(ξ′p+1) recall that ω(y0, . . . , yn) ∈ DF (ξ′p+1, 4d2) denotes the
center of the circumscribed sphere for its vertices, so {y0, . . . , yn} ⊂ SF (ω(y0, . . . , yn), r(y0, . . . , yn)).
For a constant κ > 0, form the annular region
(141) AF (y0, . . . , yn;κ) = PenF(SF (ω(y0, . . . , yn), r(y0, . . . , yn)), κ)
LEMMA 17.5. Let κ = 2ε1λ
∗
F then
(142) VolF AF (y0, . . . , yn;κ) ≤ 200 · 2n ε1(λ∗F/5)n
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Proof. Let Φn be the constant such that Volû DRn(s) = Φns
n, where Volû denotes the volume with
respect to the frame û. Note that (
√
2)n ≤ Φn ≤ 2n.
By the condition (99) for 0 < s ≤ λ∗F ≤ λε0 we have
|Φnsn −VolF DF (ω(y0, . . . , yn), s)| ≤ ε0 · sn ≤ ε0 · (λ∗F )n
Hence, we have
VolF AF (y0, . . . , yn;κ)
= |VolF DF (ω(y0, . . . , yn), r(y0, . . . , yn) + κ)−VolF DF (ω(y0, . . . , yn), r(y0, . . . , yn)− κ)|
≤ Φn · {(r(y0, . . . , yn) + κ)n − (r(y0, . . . , yn)− κ)n}+ 2ε0(λ∗F )n
Given κ = 2ε1λ
∗
F with 20nε1 < 1, and λ
∗
F/10 ≤ r ≤ λ∗F/5, elementary estimates yield
{(r + κ)n − (r − κ)n} = rn · {(1 + κ/r)n − (r − κ/r)n}
≤ rn · {(exp(nκ/r)− exp(−nκ/r)}
≤ (λ∗F/5)n · {(exp(20n ε1)− exp(−20n ε1)}
≤ 100n ε1(λ∗F/5)n
Combining these estimates and condition 2 in (111), we obtain
VolF AF (y0, . . . , yn, κ) ≤ Φn · {(r(y0, . . . , yn) + κ)n − (r(y0, . . . , yn)− κ)n}+ 2ε0(λ∗F )n
≤ {Φn · 100n ε1 + 2 · 5n ε0}(λ∗F/5)n
≤ {2n · 100n ε1 + 2 · 5n ε0}(λ∗F/5)n
≤ 200n · 2n ε1(λ∗F/5)n (143)
The total volume of all such annular regions intersecting DF(ξ
′
p+1, λ
∗
F/100) is bounded above by
Cn · 200n · 2n ε1(λ∗F/5)n
We also derive an estimate of the leafwise volume of the disk DF (ξ
′
p+1, λ
∗
F/200). Note that
|Φn · (λ∗F/200)n −VolF DF (ξ′p+1, λ∗F/200)| ≤ ε0 · (λ∗F/200)n = (ε0/2n) · (λ∗F/100)n
so that
(144) VolF DF(ξ
′
p+1, λ
∗
F/200) ≥ Φn · (λ∗F/200)n − ε0 · (λ∗F/200)n ≥ (1/40)n · (λ∗F/5)n
Now, given ε1 = 1/(Cn · 1000n · 100n) by (104), it follows that
(145) Cn · 200n · 2n ε1 · (λ∗F/5)n ≤
1
4
· 1/40n · (λ∗F/5)n
Thus, the total volume of all annular regions intersecting DF (ξ
′
p+1, λ
∗
F/200) is less than 1/4 of its
volume. Therefore, if we choose ξp+1 ∈ BF (ξ′p+1, λ∗F/200) ⊂ K0 which lies outside of the union of
these annular regions, then for all ∆(y0, . . . , yn) ∈ ∆(n)F (Np)
(146) dF (ξp+1, ω(y0, . . . , yn)) ≥ r(y0, . . . , yn) + 2ε1λ∗F
Note that this estimate on L0 is stronger than (137), and it will be shown in Lemma 17.6 that (137)
holds for all x ∈M.
It remains to modify the choice of ξp+1 so that the robustness condition Definition 16.6 is also
satisfied. The strategy is to again use volume estimates, in this case for the sets of points for which
the robustness condition fails, then chose ξp+1 in the complement.
For 1 ≤ k < n, let {y0, . . . , yk} ⊂ Ω(ξ′p+1) be a collection of distinct points with yk ∈ Xik where
1 ≤ i0 < · · · < ik ≤ p. Let û = {~u1, . . . , ~un} ⊂ TykF be an orthonormal frame, and introduce the
corresponding geodesic coordinates
(147) ψgyk,û : D(λ
∗
F )→ DF(yk, λ∗F ) ⊂ L0
Define ~yj = (ψ
g
yk,û
)−1(yj) for 0 ≤ j ≤ k + 1. Note that ~yk = ~0.
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Let Span(~y0, . . . , ~yk) ⊂ Rn be the linear submanifold through the origin of dimension k which they
span. Then define a submanifold of DF(ξ
′
p+1, λ
∗
F/200),
(148) H(y0, . . . , yk; ξ
′
p+1) = ψ
g
yk,û
{Span(~y0, . . . , ~yk) ∩D(2d2)} ∩DF(ξ′p+1, λ∗F/200)
which has diameter at most λ∗F/100, and thus has (n− 1)-volume bounded above by (λ∗F/100)n−1.
Form the 2ε2λ
∗
F -thickening of H(y0, . . . , yk; ξ
′
p+1),
(149) S(y0, . . . , yk; ξ′p+1, 2ε2λ∗F ) = PenF (H(y0, . . . , yk; ξ′p+1), 2ε2λ∗F ) ∩DF(ξ′p+1, λ∗F/200)
Then by the estimate (100) and ε0 ≤ ε2, its volume is bounded above by
(150) 4(ε2λ
∗
F ) · (λ∗F/100)n−1 + ε0(λ∗F/100)n ≤ 5(ε2λ∗F ) · (λ∗F/100)n−1
The total number of such submanifolds H(y0, . . . , yk; ξ
′
p+1) in DF (ξ
′
p+1, 4d2) is bounded above by the
constant Cn from (103), hence the total volume of all such sets which intersect DF(ξ
′
p+1, λ
∗
F/200)
is thus bounded above by
(151) Cn · 5(ε2λ∗F ) · (λ∗F/100)n−1 =
Cn · (5λ∗F ) · (λ∗F/100)n−1
Cn · 2000 · 2n =
1
4
· 1/40n · (λ∗F/5)n
where we use the definition of ε2 in (105).
Thus, the total volume of all such slabs intersecting DF (ξ
′
p+1, λ
∗
F/200) is less than 1/4 of its volume,
so we may choose ξp+1 ∈ BF (ξ′p+1, λ∗F/200) which is disjoint from the union of all annular and slab
regions introduced above. This completes the choice of the new point ξp+1.
We now must check that all of the required hypotheses for a nice stable V0-transversal are satisfied.
First, we note that X̂p+1 is d′1-separated. Set Np+1(x) = X̂p+1 ∩ Lx and Np+1 = X̂p+1 ∩ L0.
LEMMA 17.6. For all y 6= z ∈ X̂p+1 we have dF (y, z) ≥ .114 · λ∗F > d′1.
Proof. If y, z lie on distinct leaves, there is nothing to show. Assume y 6= z ∈ Np+1(x). Then
by definition, there exists ξi, ξj ∈ X̂p+1 for 1 ≤ i, j ≤ p + 1 such that y ∈ Z(ξi, θi, V0) ∩ Lx and
z ∈ Z(ξj , θj , V0) ∩ Lx. Without loss of generality we can assume that i ≥ j.
If z 6∈ Pθi(y) then dF (y, z) ≥ δFU > λ∗F > d′′1 . Thus, we may assume that z ∈ Pθi(y), so i > j.
Set y′ = Z(ξi, θi, V0) ∩ Pθi(ξi) = ξi and set z′ = Z(ξj , θj , V0) ∩ Pθi(ξi).
Then dF (y
′, z′) ≥ d′′1 − λ∗F/200 = .115 · λ∗F by the choice of ξ′i satisfying (139) and the choice of ξi.
Apply Lemma 16.3 for the pairs {y, z} and {y′, z′} and note that 2ε0 < 1/1000 to obtain
(152) dF (y, z) ≥ dF (y′, z′)− 2ε0 · λ∗F > .115 · λ∗F − .001 · λ∗F = .114 · λ∗F
Thus, for all x ∈M the net Np+1(x) is (.114 · λ∗F )-separated. 
A simple consequence of Lemma 17.6 is that if X̂p is uniformly d′1-separated, then the collection
of leafwise disks {DF(ξℓ, d′1/2) | ξℓ ∈ Ξp} are pairwise disjoint. As the set K0 was assumed to be
compact, this implies the cardinality of the set Ξp has an a priori bound. That is, we can repeat the
construction in Proposition 17.4 at most a finite number of times, until we obtain a regular partial
V0-transversal X̂p∗ for K0 which is d′′2 -complete, for some p∗ > 0.
Set X = X̂p∗ , set N = X ∩ L0 and for x ∈M, let N (x) = X ∩ Lx.
PROPOSITION 17.7. For x ∈M the set N (x) is a (d′1, d′2)-net for N(K0, V0) ∩ Lx.
Proof. The set N (x) is d′1-separated by Lemma 17.6.
We must show that N (x) is d′2-dense in N(K0, V0). For y ∈ N(K0, V0) we show there exists z ∈ N (y)
such that dF (y, z) ≤ .181 · λ∗F < d′2.
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Let y ∈ N(K0, V0). Then by the constructions in section 17, there exists z ∈ M′0 for which
y = Piz (y) ∩ Z(y, iz, V0). Choose ζ ∈ UV0z ∩K0 and set y′ = Piz (ζ) ∩ Z(y, iz, V0) ∈ K0.
We are given that K0 ⊂ PenF(N , d′′2 ), so there exists ξ ∈ N such that dF(y′, ξ) ≤ d′′2 = .18 · λ∗F .
By definition of N , there exists ξj ∈ Ξ for some 1 ≤ j ≤ p∗ such that ξ = Pθi(ξ) ∩ Z(ξj , θi, V0).
Let z = Pθi(y)∩Z(ξj , θi, V0) ∈ N (y), and apply Lemma 16.3 for the pairs {y, z} and {y′, ξ} to obtain
(153) dF(y, z) ≤ dF (y′, ξ) + 2ε0 λ∗F ≤ d′′2 + .001 · λ∗F = .181 · λ∗F
Thus X is .181 · λ∗F -dense in N(K0, V0). 
18. Stability of parametrized Delaunay triangulations
The transversal X is a (d′1, d′2)-net for N(K0, V0) by Proposition 17.7. Moreover, for each of the
finite set of points in Ξp∗ = {ξ1, . . . , ξp∗} ⊂ L0, the collection of n-simplices Ω(n)(ξk) ⊂ ∆(n)F (X̂ )
contained in the disk DF(ξk, 4d2) satisfy the regularity and robustness conditions of Definitions 17.1
and 17.2. It remains to show that these conditions are satisfied for any x ∈ M and all n-simplices
lying in DF (x, 4d2). The constants of section 15 were chosen so that this will be true, although the
proofs of this assertion are rather involved. This will yield the transverse stability of the leafwise
Delaunay triangulations ∆F(N (x)).
At first inspection, the stability of simplices in ∆F (N (x)) for x ∈ X appears to be “intuitively
clear”, as the lengths of the edges change continuously with x. In fact, this is basically correct
for dimension n ≤ 2. The difficulty is that for n > 2, as x varies, the “small variations” of the
points of N (x) may result in an abrupt change in the Delaunay simplicial structure, if any face of
a Voronoi cell has too small of a diameter relative to the size of the variation. In the literature for
Voronoi tessellations of Rn, this difficulty appears to be formulated as a “conditioning” criteria. In
our context, of a varying Riemannian metric, we show the nets N (x) are “well-conditioned” as x
varies, using Proposition 18.1 along with Propositions 18.2 and 18.5 below.
18.1. Robustness. We show that X satisfies Definition 17.2. It suffices to show this robustness
condition is stable, as it holds for the simplices in Ω(n)(ξk) for 1 ≤ k ≤ p∗ by construction. The proof
uses an induction procedure which invokes Proposition 16.7 repeatedly, and invokes the constants
defined by (108) and ε4 as derived from the inequalities (109) and (110). For 1 ≤ ℓ ≤ n, recall the
definitions of ρ̂ℓ and ρ̂
′
ℓ from (109), (110), and set ρ˜ℓ = ρ̂ℓλ
∗
F/10 and ρ˜
′
ℓ = ρ̂
′
ℓλ
∗
F/10.
PROPOSITION 18.1. Let ρ = 3ε2λ
∗
F/2. Then for each ∆(x0, . . . , xn) ∈ ∆′F (X̂p+1), such that
the vertices {x0, . . . , xn} are properly ordered, then the collection {x0, . . . , xn} is ρ-robust.
Proof. We proceed via induction on 1 ≤ m < n. We recall some notation. Let (y0, . . . , yn) ⊂ L0
such that ∆(y0, . . . , yn) ∈ ∆′F(X̂p+1). By permuting the order of the vertices, we can assume that
the vertices {x0, . . . , xn} are properly ordered. That is, there exists 1 ≤ i0 < i1 < · · · < in ≤ p+ 1
and points ξik ∈ Ξ̂p+1 ⊂ L0 such that yk = Xik ∩ Pθin (yn). For notational convenience, setPn(z) = Pθin (z).
The subtlety of the proof lies in the fact that the robust condition in Definition 16.6 is with respect
to the geodesic coordinates about the last vertex in the collection of properly ordered points, but
the inductive hypotheses are in terms of the geodesic coordinates about each successive vertex, not
just the last one. The change of coordinates from one vertex to another introduces an error in the
robust condition. Consequently, at each stage of the induction, the robust constants ρ˜ℓ decrease to
account for this error. This fact is behind the arcane definition in formula (108).
The first step of the induction, m = 1, is trivial. Note that ρ˜0 = 18ε2λ
∗
F/10. Then given {x0, x1} ⊂
P1(ξi1) as above, with xℓ ∈ Xiℓ and i0 6= i1 then dF (x1, x0) ≥ d′1 by Lemma 17.6. Hence
d′1 ≥ 2ε2λ∗F > ρ˜0 > ρ˜1
and so {x0, x1} is ρ˜1-robust.
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Now assume that 1 < m < n. We make an inductive hypothesis which is uniform for all simplices.
That is, for fixed m < n, assume that for all ∆(y0, . . . , yn) ∈ ∆′F (X̂p+1), then for all subsets of points
{x0, . . . , xm} defined for xn ∈ Xim as above, the set {x0, . . . , xm} is ρ˜m-robust. We then show that
each transverse translate {x0, . . . , xm+1} of {y0, . . . , ym+1} is ρ˜m+1-robust.
Consider first the case zm+1 = ξim+1 ∈ Xim+1 , and set zk = Xik ∩ Pn(ξim+1) for 0 ≤ j ≤ n. By the
inductive hypothesis, the set {z0, . . . , zm} is ρ˜m-robust. We verify the conditions of Definition 16.6
for the vertex, zm+1. The point ξim+1 was chosen to that it lies outside of all 2ε2λ
∗
F -neighborhoods
as defined in (149) of the images under the exponential map of affine subspaces spanned by local
collections of at most n + 1 points. It follows, in particular, that the distance from ξim+1 to the
submanifold H(z0, . . . , zm; zm) in Definition 16.6.3 is at least 2ε2λ
∗
F > ρ˜m. Thus, {z0, . . . , zm+1} is
also ρ˜m-robust.
Note that d′1 ≤ dF(zj , zk) for 0 ≤ j 6= k ≤ n by Lemma 17.6. We are given ∆(y0, . . . , yn) ∈ ∆′F(X̂p+1)
which implies that the vertices {y0, . . . , yn} admit a circumscribed sphere, which must have radius
at most .181 · λ∗F by Proposition 17.7. Thus, dF (yj , yk) ≤ .362 · λ∗F . The map φyn,zn is an ε0λ∗F -
isometry by Lemma 16.3, so dF (zj , zk) ≤ .362 ·λ∗F + ε0 ·λ∗F < .380 ·λ∗F = 2d′2. It follows that the set
of points {z0, . . . , zn} satisfy the hypotheses of Proposition 16.7 for e1 = d′1, e2 = d′2, and ρ = ρ˜m.
For simplicity, set ζ = zm+1, and choose an orthonormal frame û of TζF . Then for 0 ≤ j ≤ m,
let ~zj = (ψ
g
ζ,û)
−1(zj) for the geodesic coordinates ψ
g
ζ,û : D(λ
∗
F ) → DF(ζ, λ∗F ). Then the collection
{~z0, . . . , ~zm+1} ⊂ Rn is ρ˜ ′m-robust by Proposition 16.7 and the choice of ε4 in (109) and (110).
The robustness for the set {~z0, . . . , ~zm+1} is used to show it for {x0, . . . , xm+1}. Set ζ′ = xm+1, then
by Proposition 16.4, there exists an orthonormal framing v̂ of Tζ′F so that the composition
Ψζ,ζ′ ≡ (ψgζ′,v̂)−1 ◦ φi(ζ, ζ′) ◦ ψgζ,û ◦ Tζ : D(λ∗F/2)→ Rn ∼= Tζ′F
is ε4λ
∗
F -close to the identity. Set ~wj = (ψ
g
ζ′,v̂)
−1(xk) = Ψζ,ζ′(~zj), then ‖~wj − ~zj‖ ≤ ε4λ∗F .
The set {~w1, . . . , ~wm+1} satisfies the hypotheses of Proposition 13.3 for e1 = d1, e2 = d2, ε = ε4λ∗F
and ρ = ρ˜ ′m. Therefore, {~w1, . . . , ~wm+1} is (ρ˜m+1 + ε2λ∗F/1000)-robust.
Finally, by Lemma 16.2 the geodesic map ψgζ′,v̂ is an ε0λ
∗
F -isometry, hence the distance from xm+1 to
the submanifold H(x0, . . . , xm;xm) in Definition 16.6.3 is at least ρ˜m+1+ε2λ
∗
F/1000−ε0λ∗F > ρ˜m+1.
This completes the inductive step. It remains to note that ρ˜n > 3ε2λ
∗
F/2 by definition (108). 
18.2. Circumscribed spheres. The next step towards showing that X is regular and stable is to
show that the circumscribed sphere condition is stable.
Let ∆(y0, . . . , yn) ∈ ∆′F (X ). By permuting the order of the vertices, we can assume that there exists
1 ≤ i0 < i1 < · · · < in ≤ p∗ and points ξik ∈ Ξp∗ ⊂ L0 such that yk = Xik ∩ Pθin (yn).
For xn ∈ Xin ⊂ UV0θin let Pn(xn) = Pθin (xn) denote the plaque containing xn in the chart ϕin . Then
set xk = Xik ∩ Pn(xn) for 0 ≤ k ≤ n. We show the existence of a circumscribed sphere for the set
{x0, . . . , xn}, and that ∆(x0, . . . , xn) ∈ ∆′F(X ).
PROPOSITION 18.2. For xn ∈ Xin with (x0, . . . , xn) defined as above, there exists r(x0, . . . , xn)
and ω(x0, . . . , xn) ∈ Pn(xn) such that
(154) {x0, . . . , xn} ⊂ SF(ω(x0, . . . , xn), r(x0, . . . , xn)) ∩ N (xn)
Moreover, the center satisfies, for ε3 defined by (106),
(155) dF (ω(x0, . . . , xn), ω
′(y0, . . . , yn)) ≤ ε3λ∗F/2
where ω′(y0, . . . , yn) = φin(yn, xn)(ω(y0, . . . , yn)) is the translate for the center of the circumscribed
sphere for the n-simplex ∆(y0, . . . , yn) ∈ ∆(n)F (X ). In particular, this implies
(156) | r(x0, . . . , xn)− r(y0, . . . , yn) | < ε3λ∗F/2 + 2ε0λ∗F < ε3λ∗F
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Proof. By rearranging the order of the vertices if necessary, we may assume that there are indices
i0 < i1 < · · · < in ≤ p∗ and points ξik ∈ Ξp∗ ⊂ L0 such that yk = Xik ∩ Pn(yn) for 0 ≤ k ≤ n.
Let ω = ω(y0, . . . , yn) ∈ Pn(yn) denote the center of the circumscribed sphere for {y0, . . . , yn},
and let r(y0, . . . , yn) denote its radius. Then d
′
1/2 ≤ r(y0, . . . , yn) ≤ d′2 as N (yn) is d′2-dense and
d′1-separated. Note that this implies {y0, . . . , yn, ω} ⊂ D(yn, λ∗F/5).
By Proposition 18.1, the set {x0, . . . , xn} ⊂ Pn(xn) is ρ˜n-robust.
Let φin(yn, xn) : Pn(yn)→ Pn(xn) be the transverse transport map for the chart ϕin .
Let ω′(y0, . . . , yn) = φin(yn, xn)(ω) denote the translation of ω(y0, . . . , yn) to Pn(xn).
For 0 ≤ j ≤ n, we have the radius equalities dF(yj , ω) = r(y0, . . . , yn), hence by Lemma 16.3,
(157) r(y0, . . . , yn)− 2ε0λ∗F ≤ dF (xj , ω′(y0, . . . , yn)) ≤ r(y0, . . . , yn) + 2ε0λ∗F
Indeed, note that xℓ is the transverse transport of yℓ for the coordinate system ϕiℓ , while ω
′(y0, . . . , yn)
is the transport of ω(y0, . . . , yn) for the coordinate system ϕin and iℓ 6= in. Thus, we must use (114)
in place of the sharper estimate (115). Similarly, for 0 ≤ j 6= k ≤ n, we have
(158) d′1 ≤ dF(xj , xk) ≤ 2d′2 + 2ε0λ∗F < 2d2
It follows that we also have {x0, . . . , xn, ω′(y0, . . . , yn)} ⊂ D(xn, λ∗F/5).
The first step is to construct a circumscribed sphere with center ~ω(~v0, . . . , ~vn) for the linearized
problem in the tangent space TxnF , and then modify the construction to obtain a circumscribed
sphere with center ω(x0, . . . , xn) ∈ Pn(xn) for the leafwise metric.
Choose ξ ∈ Pn(xn) so that {x0, . . . , xn, ω′(y0, . . . , yn)} ⊂ BF (ξ, 2d2). Let û = {~u1, . . . , ~un} ⊂ TξF
be an orthonormal frame, with corresponding geodesic coordinates ψgξ,û about ξ.
Set ~vk = (ψ
g
ξ,û)
−1(xk) for 0 ≤ k ≤ n, then {~v0, . . . , ~vn} ⊂ Rn is ρ˜ ′n+1-robust by Proposition 16.7.
Now set ~ω ′(y0, . . . , yn) = (ψ
g
ξ,û)
−1(ω′(y0, . . . , yn)). Then by Lemma 16.2 and (157) we have
(159) r(y0, . . . , yn)− 3ε0λ∗F ≤ ‖~vj − ~ω ′(y0, . . . , yn)‖ ≤ r(y0, . . . , yn) + 3ε0λ∗F
while Lemma 16.2 and (158) implies, for 0 ≤ j 6= k ≤ n,
(160) d1 < d
′
1 − ε0λ∗F ≤ ‖~vj − ~vk‖ ≤ d′2 + 3ε0λ∗F < d2
We can thus apply Proposition 13.2 for e1 = d1, e2 = d2 = 2d1, ρ = ρ˜
′
n+1 > 3ε2λ
∗
F/2 and C1 =
3ε0λ
∗
F to conclude that there exists a circumscribed sphere S(ω(~v0, . . . , ~vn), r(~v0, . . . , ~vn)) ⊂ D(λ∗F )
such that
‖ω(~v0, . . . , ~vn)− ~ω ′(y0, . . . , yn)‖ ≤ 3ε0 ·
{
n3/2(2d2)
n−1/(3ε2λ
∗
F/2)
n−1
}
· λ∗F
≤ 3ε0 ·
{
n3/2 · (4/15ε2)n−1
}
· λ∗F(161)
That is, the vector ω(~v0, . . . , ~vn) is a solution of the linearized problem of finding the center of a
circumscribed sphere, and (161) estimates the Euclidean distance to the translated center.
The task now is to convert this approximate answer to a solution for the leafwise metric. As before,
let d˜ denote the distance function on D(λ∗F ) induced from dF by ψ
g
ξ,û : D(λ
∗
F/2) → Lξ. Then by
Lemma 16.2,
(162) |d˜(~a,~b )− ‖~a−~b‖| ≤ ε0 λ∗F , for all ~a,~b ∈ D(λ∗F/2)
Introduce the equidistant submanifolds for the metric d˜,
(163) H(~vj , ~vk) = {~z ∈ D(λ∗F/2) | d˜(~z, ~vj) = d˜(~z, ~vk)}
and the “thickened” equidistant sets for the leafwise metric, for ǫ > 0,
(164) H(~vj , ~vk; ǫ) = {~z ∈ D(λ∗F/2) | −ǫ ≤ d˜(~z, ~vj)− d˜(~z, ~vk) ≤ ǫ}
(165) B(~v0, . . . , ~vn; ǫ) = H(~v0, ~vn; ǫ) ∩ · · · ∩ H(~vn−1, ~vn; ǫ)
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Then (157) implies the translation ~ω ′(y0, . . . , yn) ∈ B(~v0, . . . , ~vn; 4ε0λ∗F ), so this set is not empty.
The key idea is to obtain a bound for its diameter, from which the proof of Proposition 18.2 follows.
To this end, define the set of approximate solutions of the linearized problem by
(166) B(~v0, . . . , ~vn; ǫ) = {~z ∈ D(λ∗F/2) | −ǫ ≤ ‖~z − ~vj‖ − ‖~z − ~vn‖ ≤ ǫ , 0 ≤ j < n}
Note that the actual solution satisfies ω(~v0, . . . , ~vn) ∈ B(~v0, . . . , ~vn; ǫ) for all ǫ > 0.
LEMMA 18.3. B(~v0, . . . , ~vn; ǫ) ⊂ B(~v0, . . . , ~vn; ǫ+ 4ε0λ∗F)
Proof. Using (162) for ~z ∈ D(λ∗F/2), we have that
(167) |(‖~z − ~vj‖ − ‖~z − ~vk‖)| − 2ε0λ∗F ≤
∣∣∣d˜(~z, ~vj)− d˜(~z, ~vk)∣∣∣ ≤ |(‖~z − ~vj‖ − ‖~z − ~vk‖)|+ 2ε0λ∗F
and the claim follows. 
Thus, we now have ~ω ′(y0, . . . , yn) ∈ B(~v0, . . . , ~vn; 4ε0λ∗F ) ⊂ B(~v0, . . . , ~vn; 8ε0λ∗F ).
LEMMA 18.4. Let ~z ∈ B(~v0, . . . , ~vn; 8ε0λ∗F ), then
(168) ‖~z − ω(~v0, . . . , ~vn)‖ ≤ 32ε0 ·
{
n3/2 · (4/15ε2)n−1
}
· λ∗F
Proof. Using the notation of Propositions 13.1 and 13.2, with ~vj in place of ~zj and ~z in place of ω,
and e1 = d1, e2 = d2 = 2d1, ρ = ρ˜
′
n+1 > 3ε2λ
∗
F/2 and C1 = 8ε0λ
∗
F , then
~ζ = ~z − ω(~v0, . . . , ~vn) is a
solution of the matrix inequality
(169) V · ~ζ ∈ B(0, 2√n · d2 · 8ε0λ∗F )
Then by (74), we have the estimate ‖V−1‖ ≤ n · (2d2)n−1/d1(3ε2λ∗F/2)n−1 which yields
‖~z − ω(~v0, . . . , ~vn)‖ ≤
{
n · (2d2)n−1/d1(3ε2λ∗F/2)n−1
} · {2√n · d2 · 8ε0λ∗F}
≤ ε0 ·
{
32n3/2 · (4/15ε2)n−1
}
· λ∗F
where we use that d1 = λ
∗
F/10 and d2 = 2λ
∗
F/10 to simplify, yielding (168). 
It follows from Lemmas 18.3 and 18.4 that the closed set B(~v0, . . . , ~vn; 4ε0λ∗F ) is bounded, and is
non-empty as ~ω ′(y0, . . . , yn) ∈ B(~v0, . . . , ~vn; 4ε0λ∗F ). Thus, the intersection
(170) ω˜(~v0, . . . , ~vn) = H(~v0, ~vn) ∩ · · · ∩ H(~vn−1, ~vn) ⊂ B(~v0, . . . , ~vn; 4ε0λ∗F )
is non-empty by transversality of the submanifolds H(~vj , ~vn). Moreover, (168) implies that
(171) ‖ω˜(~v0, . . . , ~vn)− ω(~v0, . . . , ~vn)‖ ≤ 32ε0 ·
{
n3/2 · (4/15ε2)n−1
}
· λ∗F
Combine this with the estimate (161) to obtain
(172) ‖ω˜(~v0, . . . , ~vn)− ~ω ′(y0, . . . , yn)‖ ≤ 35ε0 ·
{
n3/2 · (4/15ε2)n−1
}
· λ∗F
Then set
(173) ω(x0, . . . , xn) = ψ
g
ξ,û(ω˜(~v0, . . . , ~vn)) , r(x0, . . . , xn) = dF (x0, ω(x0, . . . , xn))
so we have {x0, . . . , xn} ⊂ SF(ω(x0, . . . , xn), r(x0, . . . , xn)) as desired.
Recall that ω′(y0, . . . , yn)) = ψ
g
ξ,û(~ω
′(y0, . . . , yn)), then by Lemma 16.2 we have
(174) dF (ω(x0, . . . , xn), ω
′(y0, . . . , yn)) ≤ ε0 ·
{
1 + 35n3/2 · (4/15ε2)n−1
}
· λ∗F < ε3λ∗F/2
where the bound by ε3λ
∗
F/2 follows from (111).
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Finally, the estimate (156) follows from
| r(x0, . . . , xn)− r(y0, . . . , yn) | = | dF (xn, ω(x0, . . . , xn))− dF (yn, ω(y0, . . . , yn)) |
≤ | dF (xn, ω(x0, . . . , xn))− dF (xn, ω′(y0, . . . , yn)) |+ 2ε0λ∗F
≤ | dF (ω(x0, . . . , xn), ω′(y0, . . . , yn)) |+ 2ε0λ∗F
≤ ε3λ∗F/2 + 2ε0λ∗F < ε3λ∗F
This completes the proof of Proposition 18.2. 
18.3. Stability. We have now established that for a simplex ∆(y0, . . . , yn) ∈ ∆′F (X ), if {x0, . . . , xn}
is a transverse translate of the set {y0, . . . , yn}, then {x0, . . . , xn} is ρ˜n > 3ε2/2 robust and admits a
circumscribed sphere whose radius varies according to the estimate (155). It remains to show that X
is stable, that is, ∆(x0, . . . , xn) ∈ ∆′F (X ). The only ingredient left to show is that the circumscribed
sphere for the set {x0, . . . , xn} does not contain other points of X in its interior.
PROPOSITION 18.5. Let ∆(y0, . . . , yn) ∈ ∆(n)F (X ). Assume given 1 ≤ i0 < i1 < · · · < in ≤ p∗
and ξik ∈ Ξp∗ ⊂ L0 such that yk = Xik ∩ Pθin (yn). Then for all xn ∈ Xin , ∆(x0, . . . , xn) ∈ ∆′F(X ).
Proof. Let ω(y0, . . . , yn) ∈ Pn(yn) be the center of the circumscribed sphere of radius r(y0, . . . , yn).
Then it is given that for all ξ ∈ N (yn)−{y0, . . . , yn} we have that dF (ξ, ω(y0, . . . , yn)) > r(y0, . . . , yn).
We must show that the circumscribed sphere for the set {x0, . . . , xn} obtained in Proposition 18.2,
with center ω(x0, . . . , xn) and radius r(x0, . . . , xn), contains no points of X in its interior. That is,
we must show that
(175) dF (ξ
′, ω(x0, . . . , xn) > r(x0, . . . , xn) for all ξ
′ ∈ N (xn)− {x0, . . . , xn}
Let n ≤ m ≤ p∗ be the largest m such that the condition (175) holds for all ∆(y0, . . . , yn) ∈ ∆′F (X )
with in ≤ m. If m = p∗ then we are done, so assume that m < p∗ and we show this leads to a
contradiction. So we assume that we are given a simplex ∆(y0, . . . , yn) with in = m+ 1, such that
there is some xn ∈ Xin and ξ′ ∈ N (xn)− {x0, . . . , xn} for which (175) fails.
First, consider the case where there exists ξ′ ∈ N (xn)− {x0, . . . , xn} such that
(176) dF (ξ
′, ω(x0, . . . , xn) ≤ r(x0, . . . , xn)− 2ε3λ∗F
Let 1 ≤ q ≤ p∗ be such that ξ′ ∈ Xq and set ξ = Z(ξ′, θiq , V0) ∩ Pn(yn) ∈ N (yn). Then
dF (ξ, ω(y0, . . . , yn)) < dF (ξ
′, ω′(y0, . . . , yn)) + 2ε0λ
∗
F by Lemma 16.2
< dF (ξ
′, ω(x0, . . . , xn)) + 2ε0λ
∗
F + ε3λ
∗
F/2 by (155)
< r(x0, . . . , xn) + 2ε0λ
∗
F + ε3λ
∗
F/2− 2ε3λ∗F by (176)
< r(y0, . . . , yn)− 3ε3λ∗F/2 + 2ε0λ∗F + (2ε0 + ε3/2)λ∗F by (156)
< r(y0, . . . , yn) + (2ε0 − ε3)λ∗F < r(y0, . . . , yn) by (111.4)
which contradicts the hypothesis that ∆(y0, . . . , yn) ∈ ∆′F (X ). Thus, we may assume that
(177) r(x0, . . . , xn)− 2ε3λ∗F < dF(ξ′, ω(x0, . . . , xn)) ≤ r(x0, . . . , xn)
Let 1 ≤ q ≤ p∗ be the least such q such that there exists xn ∈ Xin and (177) holds for ξ′ ∈ Xq. Note
that q 6= ik for 0 ≤ k ≤ n, and Xq = Z(ξq, θiq , V0) for some ξq ∈ Ξ, so that ξ′ = Z(ξq, θiq , V0)∩Pn(xn).
We now use that ξq was chosen inductively to avoid the annular 2ε1λ
∗
F -thickening of the circum-
scribed sphere for each n-simplex in Ω(n)(N (ξq)).
First, we assume that q > in. For this subcase, we transfer the problem to the plaque Pn(ξq). Set
zk = Xik ∩ Pn(ξq) for 0 ≤ k ≤ n. Note that that {z0, . . . , zn} admits a circumscribed sphere by
Proposition 18.2, with center ω(z0, . . . , zn) which satisfies
(178) dF (ω(z0, . . . , zn), ω
′(y0, . . . , yn)) ≤ ε3λ∗F/2
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where ω′(y0, . . . , yn) = φin(yn, zn)(ω(y0, . . . , yn)). Let r(z0, . . . , zn) denote the radius of the sphere,
which by (156) satisfies
(179) r(y0, . . . , yn)− ε3 λ∗F ≤ r(z0, . . . , z0) ≤ r(y0, . . . , yn) + ε3 λ∗F
We claim that ∆(z0, . . . , zn) ∈ ∆′F (X̂iq−1 ). If not, then there exists η′ ∈ X̂iq−1 ∩ Pn(zn) with
dF(η
′, ω(z0, . . . , zn)) ≤ r(z0, . . . , zn). This contradicts the minimality of the choice of q above.
Thus, as ξq was chosen to satisfy the inequality (146), we have the estimate
(180) dF(ξq , ω(z0, . . . , zn)) > r(z0, . . . , z0) + 2ε1 λ
∗
F
On the other hand, xn was chosen so that for the circumscribed sphere with center ω(x0, . . . , xn)
and radius r(x0, . . . , xn) we have the inequality (177) above.
Apply Proposition 18.2 to the cases xn ∈ Xin and also zn ∈ Xin to obtain the estimates (156) for
both. Together, they imply
(181) r(x0, . . . , xn)− 2ε3λ∗F ≤ r(z0, . . . , zn) ≤ r(x0, . . . , xn) + 2ε3λ∗F
Also, (177) and (181) imply
(182) dF(ξ
′, ω(x0, . . . , xn))− 2ε3λ∗F ≤ r(x0, . . . , xn)− 2ε3λ∗F ≤ r(z0, . . . , zn)
which for ω′(x0, . . . , xn) = φin(xn, zn)(ω(x0, . . . , xn)) yields
(183) dF (ξq, ω
′(x0, . . . , xn)) ≤ r(z0, . . . , zn) + 2ε3λ∗F + ε0λ∗F
and thus by (178) and its corresponding version for xn yields
dF (ξq, ω(z0, . . . , zn)) ≤ dF (ξq, ω′(x0, . . . , xn)) + dF (ω′(x0, . . . , xn), ω(z0, . . . , zn))
≤ (r(z0, . . . , zn) + (2ε3λ∗F + ε0λ∗F ) + (ε3λ∗F + 2ε0λ∗F )
≤ r(z0, . . . , zn) + 4ε3λ∗F(184)
which by the choice ε3 < ε1/2 in (106) contradicts (180). Thus, the case q > in is not possible.
Finally, consider the case where q < in. That is, the smallest q such that there exists xn ∈ Xin and
(177) holds for some ξ′ ∈ Xq occurs for q < in. This means that in the process of constructing X ,
we have chosen a point ξq which has distance greater than 2ε1λ
∗
F from all previously circumscribed
spheres for the net Nq−1, but when we add the point ξin the Delaunay triangulation ∆′F (Nin)
abruptly changes on some leaves. The translates of ξin are contained both inside and outside of
circumscribed spheres, as the translates of ξq also wander inside and outside. We show this is
impossible, due to the choice of ε1 and of the constants ε3 and ε4 which control how much the
centers of circumscribed spheres “wander” for transverse variation at most r∗.
Recall, we assume there is given ∆(y0, . . . , yn) ∈ ∆′F (X ) and xn ∈ Xin such that the transverse
translate {x0, . . . , xn} of the set {y0, . . . , yn} is ρ˜n > 3ε2/2 robust. Thus by Proposition 18.2, there
is a circumscribed sphere with center ω(x0, . . . , xn) and radius r(x0, . . . , xn) which satisfy
(185) dF (ω(x0, . . . , xn), ω
′(y0, . . . , yn)) ≤ ε3λ∗F/2
(186) | r(x0, . . . , xn)− r(y0, . . . , yn) | < ε3λ∗F
where ω′(y0, . . . , yn) = φin(yn, xn)(ω(y0, . . . , yn)) is the translate for the center of the circumscribed
sphere for the n-simplex ∆(y0, . . . , yn) ∈ ∆′F (X ). There is also given 1 ≤ q < in so that the translate
ξ′ = Xq ∩ Pn(xn) ∈ N (xn) satisfies (177).
(187) r(x0, . . . , xn)− 2ε3λ∗F < dF(ξ′, ω(x0, . . . , xn)) ≤ r(x0, . . . , xn)
Let {x′0, . . . , x′n} = {x0, . . . , xn−1, ξ′} denote a reordering of the set so that x′k = Xi′k ∩ Pn(xn) for
0 ≤ k ≤ n with 1 ≤ i′0 < · · · < i′n ≤ p∗. Then these points satisfy, for 0 ≤ k ≤ n,
(188) r(x0, . . . , xn)− 2ε3λ∗F ≤ dF (x′k, ω(x0, . . . , xn)) ≤ r(x0, . . . , xn)
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The proof of Proposition 18.1 applied to the set {x′0, . . . , x′n} yields that the collection is ρ˜n-
robust, so admits a circumscribed sphere by Proposition 18.2, with center ω(x′0, . . . , x
′
n) and radius
r(x′0, . . . , x
′
n). From the proof of Proposition 18.2, we have the estimates
(189) dF (ω(x
′
0, . . . , x
′
n), ω(x0, . . . , xn)) ≤ ε3λ∗F/2
(190) | r(x′0, . . . , x′n)− r(x0, . . . , xn) | < ε3λ∗F
Thus, combining (189) and (190), for ζ′ = xn, we obtain
(191) dF (ζ
′, ω(x′0, . . . , x
′
n)) ≤ r(x′0, . . . , x′n) + 3ε3λ∗F/2
Now let ζ = ξin ∈ Xin . The last step is to translate the points {x′0, . . . , x′n} to the plaque Pn(ζ),
to obtain points z′k = Xi′k ∩ Pn(ζ). Then {z′0, . . . , z′n} is ρ˜ ′n-robust by Proposition 18.1, and ad-
mits a circumscribed sphere with center ω(z′0, . . . , z
′
n) and radius r(z
′
0, . . . , z
′
n) by Proposition 18.2.
Moreover, this center and radius satisfy
(192) dF (ω(z
′
0, . . . , z
′
n), ω
′(x′0, . . . , x
′
n)) ≤ ε3λ∗F/2
(193) | r(z′0, . . . , z′n)− r(x′0, . . . , x′n) | < ε3λ∗F
Combining (191), (192) and (193), we obtain
dF (ζ, ω(z
′
0, . . . , z
′
n)) ≤ dF (ζ, ω′(x′0, . . . , x′n)) + dF (ω′(x′0, . . . , x′n), ω(z′0, . . . , z′n))
≤ dF (ζ′, ω(x′0, . . . , x′n)) + 2ε0λ∗F + ε3λ∗F/2
≤ r(x′0, . . . , x′n) + 3ε3λ∗F/2 + 2ε0λ∗F + ε3λ∗F/2
≤ r(z′0, . . . , z′n) + ε3λ∗F + 3ε3λ∗F/2 + 2ε0λ∗F + ε3λ∗F/2
< r(z′0, . . . , z
′
n) + 4ε3λ
∗
F + 2ε0λ
∗
F(194)
By the choice of ε3 in (106) we have 4ε3+2ε0 < 2ε1, so that (194) contradicts the choice of ζ = ξin
to satisfy
dF(ζ, ω(z
′
0, . . . , z
′
n)) ≥ r(z′0, . . . , z′n) + 2ε1λ∗F
Thus, the case q < in again leads to a contraction. This completes the proof of Proposition 18.5. 
Thus, we have shown that X as defined is a nice stable transversal X for N(K̂x, Vx).
19. Proofs of Theorem 1.1 and Theorem 1.3
19.1. Proof of Theorem 1.1. Let M be an equicontinuous matchbox manifold. By Theorem 5.5,
the dynamics of its holonomy pseudogroup is minimal. By Theorem 5.6, given any w0 ∈ T∗, say
with w0 ∈ Ti0 , there exists a descending chain of clopen subsets
w0 ∈ · · · ⊂ Vℓ+1 ⊂ Vℓ ⊂ · · ·V0 ⊂ Ti0
such that for all ℓ ≥ 0, w0 ∈ Vℓ and diamX(Vℓ) < δTU /2ℓ. Here, δTU is the constant of equicontinuity
defined in Proposition 5.3, so that each set Vℓ is in the domain of the holonomy of any path starting
at x0 where x0 = τi0(w0). Thus, we can form the associated Thomas tube N˜(Vℓ) as defined by (22).
Choose w0 corresponding to a leaf L0 without holonomy in M, let L˜0 → L0 be the holonomy cover,
which is a diffeomorphism, and lift w0 to a basepoint w˜0 ∈ L˜0. Then let M˜0 be the net in L˜0 defined
in section 6, with w˜0 ∈ M˜0. For z˜ ∈ M˜0 there is a holonomy transport map hz˜ defined by choosing
a path from w˜0 to z˜, and we define the holonomy transport of Vℓ by V
ℓ
z˜ = hz˜(Vℓ) as defined by
(20). Then the collection of clopen sets {V ℓz˜ | z˜ ∈ M˜0}, which covers the transverse space T∗, is
actually a finite set. Thus, for each ℓ there exists a compact connected subset K˜ℓ ⊂ L˜0 so that Vℓ
is K˜-admissible, and the Reeb neighborhood, N˜(K˜ℓ, V
ℓ
z˜ ) as defined by (23), maps onto M.
Let r∗ > 0 be defined by (86)). Apply Theorem 5.3 for ǫ = r∗, to conclude that for ℓ0 sufficiently
large, all holonomy translates V ℓ0z˜ of the set Vℓ0 have diameter less than r∗. We can then apply the
methods of section 17 to construct a complete regular Vℓ0 -transversal for K˜ℓ0 . Then by Theorem 11.1,
there exists a foliated homeomorphism into, Φ: K˜ℓ0×Vℓ0 → N˜(Vℓ0 ), whose image contains the Reeb
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neighborhood N˜(K˜ℓ, V
ℓ
z˜ ). This defines the transverse Cantor foliation H˜ℓ0 on a neighborhood of
N˜(K˜ℓ, V
ℓ
z˜ ) by the methods of section 11. The transversal X̂p∗ ⊂ N˜(Vℓ0) is invariant, in the sense
of Definition 10.3, and thus is the pull-back of a transversal in N(Vℓ0) ⊂ M. Thus, the transverse
Cantor foliation H˜ℓ0 is Π-equivariant, and descends to a transverse Cantor foliation Hℓ0 on M.
Note that the existence of Hℓ0 on M is the result cited in [21, Theorem 8.3]. Finally, note that [21,
Proposition 8.4] shows that the quotient space M ≡M/H is an n-dimensional topological manifold,
and [21, Proposition 8.8] implies that the projection to the leaf space M→M/H ∼= M is a Cantor
bundle. This complete the proof of Theorem 1.1.
19.2. Proof of Theorem 1.3. Let M be a matchbox manifold, Lx ⊂ M the leaf through x ∈ M,
and L˜x the holonomy covering of Lx. We are given a proper base Kx ⊂ Lx so that there is a
connected compact subset K˜x ⊂ L˜x such that the composition ιx : K˜ ⊂ L˜x → Lx ⊂ M is injective
with image Kx. Introduce the set K̂x defined by (48) with diameter R̂K . Let wx = πix(x) be the
image of x in a transversal space Tix .
Let r∗ > 0 be defined by (86). Apply Proposition 5.7 for ǫ = r∗/2, to conclude that there exists
δ∗ = δ(r∗/2, R̂K), such that if x ∈ Vx ⊂ Tix is a clopen neighborhood with Vx ⊂ BX(wx, δ∗) then
for any path with initial point x and length at most R̂K the holonomy translate hγ(Vx) of the set
Vx has diameter less than r∗. Thus, Vx is K̂x-admissible, in the sense of Definition 6.5.
SinceKx is compact and the map Π: Kx →M is injective by assumption, by restricting the diameter
of the clopen neighborhood Vx further, we may assume that Vx is Kx-disjoint. In particular, the
map Π: N(Kx, Vx)→M is injective.
Now apply the methods of section 11. Choose a basepoint w0 ∈ Vx such that the leaf L0 it defines
is without holonomy. Introduce the translated set K̂0 ⊂ L˜0. Then by construction, each translate
hγ(Vx) has diameter less than r∗ so we can apply the methods of section 17 to construct a complete
regular Vx-transversal for K˜0. Then by Theorem 11.1, there exists a foliated homeomorphism into,
Φ: K˜0 × Vx → M, whose image contains the Reeb neighborhood N(Kx, Vx). Using that Π: Kx →
M is injective, we can chose a clopen sub-neighborhood x ∈ V ′x ⊂ Vx such that the restriction
Φ: Kx × V ′x → M is injective. This defines a transverse Cantor foliation H on a neighborhood of
N(Kx, Vx), which completes the proof of Theorem 1.3.
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