Abstract-Synchronization in coupled oscillators networks is a remarkable phenomenon of relevance in numerous fields. For Kuramoto oscillators, the loss of synchronization is determined by a tradeoff between coupling strength and oscillator heterogeneity. Despite extensive prior work, the existing sufficient conditions for synchronization are either very conservative or heuristic and approximate. Using a novel cutset projection operator, we propose a new family of sufficient synchronization conditions; these conditions rigorously identify the correct functional form of the tradeoff between coupling strength and oscillator heterogeneity. To overcome the need to solve a nonconvex optimization problem, we then provide two explicit bounding methods, thereby obtaining 1) the best-known sufficient condition for unweighted graphs based on the 2-norm, and 2) the first-known generally applicable sufficient condition based on the ∞-norm. We conclude with a comparative study of our novel ∞-norm condition for specific topologies and IEEE test cases; for most IEEE test cases, our new sufficient condition is one to two orders of magnitude more accurate than previous rigorous tests.
I. INTRODUCTION

A. Problem Description and Literature Review
T HE phenomenon of collective synchronization appears in many different disciplines including biology, physics, chemistry, and engineering. In the last few decades, many fundamental contributions have been made in providing and analyzing suitable mathematical models for synchronizations of coupled oscillators [45] , [46] . Much recent interest in studying synchronization has focused on systems with finite number of oscillators coupled through a nontrivial topology with arbitrary weights. We consider a system that consists of n oscillators, where the ith oscillator has a natural rotational frequency ω i and its dynamics is described using the phase angle θ i ∈ S 1 . When there is no interaction between oscillators, the dynamics of ith oscillator is governed by the differential equationθ i = ω i . One can model the coupling between oscillators using a weighted undirected graph G, where the interaction between oscillators i and j is proportional to sin of the phase difference between angles θ i and θ j . This model, often referred to as the Kuramoto model, is one of the most widely used model for studying synchronization of finite population of coupled oscillators. The Kuramoto model and its generalizations appear in various applications including the study of pacemaker cells in heart [31] , neural oscillators [8] , deep brain simulation [41] , spin glass models [25] , oscillating neutrinos [36] , chemical oscillators [26] , multivehicle coordination [39] , synchronization of smart grids [17] , security analysis of power flow equations [4] , optimal generation dispatch [28] , and droop-controlled inverters in microgrids [10] , [40] . Despite its apparent simplicity, the Kuramoto model gives rise to very complex and fascinating behaviors [16] . A fundamental question about the synchronization of coupled-oscillators networks is whether the network achieves synchronization for a given set of natural frequencies, graph topology, and edge weights. While various notions of synchronization in Kuramoto models have been proposed, phase synchronization and frequency synchronization are arguably the most fundamental. A network of coupled oscillators is in phase synchronization if all the oscillators achieve the same phase and it is in frequency synchronization if all the oscillators achieve the same frequency. While phase synchronization is only achievable for uniform frequencies irrespective of the network structure [24] , [33] , [39] , frequency synchronization in Kuramoto oscillators is possible for arbitrary frequencies, but depends heavily on the network topology and weights.
B. Prior Sufficient or Necessary Conditions for Frequency Synchronization
Frequency synchronization of Kuramoto oscillators has been studied using various approaches in different scientific communities. In the physics and dynamical systems communities, in the limit as number of oscillators tends to infinity, the Kuramoto model is analyzed as a first-order continuity equation [18] , [27] . In the control community, much interest has been focused on the finite numbers of oscillators and on connections with the graph theory. The first rigorous characterization of frequency synchronization is developed for the complete unweighted graphs [2] , [32] , [42] . The works of Aeyels et al. [2] and Mirollo et al. [32] presented implicit algebraic equations for the threshold of synchronization together with local stability analysis of the synchronization manifolds. The same set of equations has been reported in [42, Th. 3] , where a bisection algorithm is proposed to compute the synchronization threshold. Moreover, [43, Th. 4.5] presented a synchronization analysis for complete unweighted bipartite graphs. Via nonsmooth Lyapunov function methods, Dorfler and Bullo [12, Th. 4 .1] characterized the case of complete unweighted graphs with arbitrary frequencies in a fixed compact support. For acyclic graphs, a necessary and sufficient condition for frequency synchronization is presented in [24, Remark 10] and [17, Theorem 2] . Inspired by this characterization for acyclic graphs and using an auxiliary fixed-point equation, a sufficient condition for synchronization of ring graphs is proved in [17, Th. 3, Condition 3] .
Unfortunately, none of the techniques mentioned above can be extended for characterizing frequency synchronization of Kuramoto model with general topology and arbitrary weights. The early works [11, Th. 2 .1], [24, Sec. VII(A)] presented necessary conditions for synchronization. As of today, the sharpest known necessary conditions are given by [3] and are associated to the cutsets of the graph. Beside these necessary conditions, numerous different sufficient conditions have also been derived in the literature. The intuition behind most of these conditions is that the Kuramoto model achieves frequency synchronization when the couplings between the oscillators dominate the dissimilarities in the natural frequencies. An ingenious approach based on graph theoretic ideas is proposed in [24] : if 2-norm of the natural frequencies of the oscillators is bounded by some connectivity measure of the graph, then the network achieves a locally stable frequency synchronization [24 [19, Proposition 1] . To the best of our knowledge, the tightest 2-norm sufficient condition for existence of stable synchronization manifolds for general topologies is given by [13, Th. 4.7] . Moreover, using numerical simulation on random graphs and IEEE test cases, it is shown that the necessary and sufficient condition for synchronization of acyclic graph can be considered as a good approximation for frequency synchronization of a large class of graphs [17] . Despite all these deep and fundamental works, up to date, the gap between the necessary and sufficient conditions for frequency synchronization of Kuramoto model is in general huge and the problem of finding accurate and provably correct synchronization conditions is far from resolved. Finally, we mention that, parallel to the above analytical results, a large body of literature in synchronization is devoted to the numerical analysis of synchronization for specific random graphs such as small-world and scale free networks [6] , [34] , [35] . We refer the interested readers to [1] , [5] , and [16] for survey of available results on frequency synchronization and region of attraction of the synchronized manifold as well as to [30] , [38] , and [44] for examples of recent developments and engineering applications.
C. Contributions
As preliminary contributions, first, for a given weighted undirected graph G, we introduce the cutset projection matrix of G, as the oblique projection onto the cutset space of G parallel to the weighted cycle space of G. We find a compact matrix form for the cutset projection of G in terms of incidence matrix and Laplacian matrix of G and study its properties, including its ∞-norm for acyclic, unweighted complete graphs, and unweighted ring graphs. Second, for a given graph G and angle γ ∈ [0, π), we introduce the embedded cohesive subset S G (γ) on the ntorus. This subset is larger than the arc subset, but smaller than the cohesive subset studied in [14] and [16] . We present an explicit algorithm for checking whether an element of the n-torus is in S G (γ) or not. We show that, for a network of Kuramoto oscillators, achieving locally exponentially stable frequency synchronization and existence of a synchronization manifold are equivalent in the domain S G (γ), for every γ ∈ [0, π/2]. Our main contribution is a new family of sufficient conditions for the existence of synchronized solutions to a network of Kuramoto oscillators. We start by using the cutset projection operator to rewrite the Kuramoto equilibrium equation in an equivalent edge balance form. Our first and main set of sufficient conditions for synchronization is obtained via a concise proof that exploits this edge balance form and the Brouwer Fixed-Point Theorem. These conditions require the norm of the edge flow quantity B T L † ω to be smaller than a critical threshold; here L is the graph Laplacian and B is the (oriented) incidence matrix. This first main set of conditions have various advantages and one disadvantage. The first advantage is that the conditions apply to any graph topology, edge weights, and natural frequencies. The second advantage is that the conditions are stated with respect to an arbitrary norm; in other words, one can select or design a preferable norm to express the condition in. Finally, our conditions bring clarity to a conjecture arising in [17] , while focusing on separated connectivity and heterogeneity measures results in overly conservative estimates of the synchronization threshold, using combined measures leads to tighter estimates. Building on the work in [17] , our novel approach establishes the role of the combined connectivity and heterogeneity measure B T L † ω and results in sharper synchronization estimates. The disadvantage of our first main set of conditions is that the critical threshold is equal to the minimum amplification factor of a scaled projection operator, that is, to the solution of a nonconvex minimization problem. Instead of focusing on this minimization problem, we here contribute two explicit lower bounds on the critical threshold and two corresponding sufficient conditions for synchronization. First, when p = 2 and the graph is unweighted, we present an explicit lower bound on the critical threshold, which leads to a sharper synchronization test than the best previously known 2-norm test in the literature. Second, we present a general lower bound on the critical threshold, which leads to a family of explicit p-norm tests for synchronization. For p = 2, these p-norm tests are the first rigorous conditions of their kind. In particular, for p = ∞, the ∞-norm test establishes rigorously a modified version of the approximate test proposed in [17] . Specifically, while the test proposed in [17] was already shown to be inaccurate for certain counterexamples, our ∞-norm test here is a correct, more-conservative, and generically applicable version of it.
One additional advantage of this work is that our unifying technical approach is based on a single concise proof method, from which various special cases are obtained as corollaries. In particular, we show that our sufficient conditions are equal to those in the literature for acyclic graphs, sharper than those in the literature for unweighted ring graphs, and slightly more conservative than those in the literature for unweighted complete graphs. Finally, we apply our ∞-norm test to a class of IEEE test cases from the MATPOWER package [47] . We measure a test accuracy as a percentage of the numerically computed exact threshold. For IEEE test cases with number of nodes in the approximate range 100-2500, we show how our test improves the accuracy of the sufficient synchronization condition from 0.11%-0.29% to 23.08%-43.70%.
D. Paper Organization
In Section II, we review the Kuramoto model. In Section III, we present some preliminary results, including the cutset projection operator. Section IV contains this paper's main results the new family of p-norm synchronization tests. Finally, Section IV-B is devoted to a comparative analysis of the new sufficient conditions.
E. Notation
For n ∈ N, let 1 n (resp. 0 n ) denote the vector in R n with all entries equal to 1 (resp. 0), and define the vector subspace 1
For n ∈ N, the n-torus and n-sphere are denoted by T n and S n , respectively. Given two points α, β ∈ S 1 , the clockwise arc-length between α and β and the counterclockwise arc-length between α and β are denoted by dist c (α, β) and dist cc (α, β), respectively. The geodesic distance between α and β in S 1 is defined by
For z ∈ C, the real and imaginary parts of z are denoted by (z) and (z), respectively. For
T denote the transpose of A. The eigenvalues of a symmetric matrix A ∈ R n ×n are real and denoted by
Given subspaces S and T of R n , the minimal angle between S and T is arccos(max{x T y | x ∈ S, y ∈ T, x 2 = y 2 = 1}).
If the vector spaces S and T satisfy S ⊕ T = R n , then, for every x ∈ R n , there exist unique x S ∈ S and x T ∈ T such that x = x S + x T ; the vector x S is called the oblique projection of x onto S parallel to T and the map P : R n → S defined by P(x) = x S is the oblique projection operator onto S parallel to T . If T = S ⊥ , then P is the orthogonal projection onto S. An undirected weighted graph is a triple G = (V, E, A), where V is the set of vertices with |V | = n, E ⊆ V × V is the set of edges with |E| = m, and A = A T ∈ R n ×n is the non- 
II. KURAMOTO MODEL
The Kuramoto model is a system of n oscillators, where each oscillator has a natural frequency ω i ∈ R and is described by a phase angle θ i ∈ S 1 . The interconnection of the oscillators is described by a weighted undirected connected graph G = ({1, . . . , n}, E, A), with nodes {1, . . . , n}, edges E ⊆ {1, . . . , n} × {1, . . . , n}, and weights a ij = a j i > 0. The dynamics for the Kuramoto model iṡ
In the matrix language, using the incidence matrix B associated to an arbitrary orientation of the graph and the weight matrix A, one can write the differential (2) aṡ
where θ = (θ 1 , θ 2 , . . . , θ n ) T ∈ T n is the phase vector and ω = (ω 1 , ω 2 , . . . , ω n )
T ∈ R n is the natural frequency vector. For every s ∈ [0, 2π), the clockwise rotation of θ ∈ T n by the angle s is the function rot s :
Given θ ∈ T n , define the equivalence class [θ] by
The quotient space of T n under the above equivalence class is denoted by T n /rot. If θ : R ≥0 → T n is a solution for the Kuramoto model (3), then, for every s ∈ [0, 2π), the curve rot s (θ) : R ≥0 → T n is also a solution of (3). Therefore, for the rest of this paper, we consider the state space of the Kuramoto model (3) to be T n /rot.
Definition 1 (Frequency synchronization):
i) A solution θ : R ≥0 → T n of the Kuramoto model (3) achieves frequency synchronization if there exists a synchronous frequency function ω syn : R ≥0 → R such that
ii) For a subset S of the torus T n , the coupled oscillator (3) achieves frequency synchronization if, for every θ 0 ∈ S, the trajectory of (3) starting at θ 0 achieves frequency synchronization. If a solution of the coupled oscillator (3) achieves frequency synchronization, then, by summing all the equations in (3) and taking the limit as t → ∞, we obtain ω syn = n i=1 ω i /n. Therefore, the synchronous frequency is constant and is equal to the average of the natural frequency of the oscillators. By choosing a rotating frame with the frequency
In other words, the synchronization manifolds of the Kuramoto model (3) are the equilibrium manifolds of the differential (3).
Theorem 3 (Characterization of Frequency Synchronization):
We consider the Kuramoto model (3), with the graph G, incidence matrix B, weight matrix A, and natural frequencies ω ∈ 1 ⊥ n . Then, the following statements are equivalent. i) There exists an open set U ⊂ T n such that every solution of the Kuramoto model (3) achieves frequency synchronization; ii) There exists a locally asymptotically stable synchronization manifold for (3).
III. PRELIMINARY RESULTS
A. Cutset Projection Associated to a Weighted Digraph
We here introduce and study a useful oblique projection operator; to the best of our knowledge, this operator and its graph theoretic interpretation have not been studied previously. We start with some definitions for a digraph G with n nodes and m edges. For a simple path γ in G, we define the signed weighted path vector v γ ∈ R m of the simple path γ by
For a partition of the vertices of V in two nonempty disjoint sets φ and φ c , the cutset orientation vector corresponding to the partition V = φ φ c is the vector v φ ∈ R m given by The weighted cycle space of G is the subspace of R m spanned by the signed weighted path vectors of all simple undirected cycles in G (note that the notion of cycle space is standard, while that of weighted cycle space is not). The cutset space of G is the subspace of R m spanned by the cutset orientation vectors of all cuts of the nodes of G. It is a variation of a known fact, e.g., see [9, Th. 8.5] , that weighted cycle space
Theorem 4 (Decomposition of Edge Space and the Cutset Projection):
Let G be an undirected weighted connected graph with n nodes and m edges, incidence matrix B, and weight matrix A. Recall that the Laplacian of G is given by L = BAB T . Then i) the edge space R m can be decomposed as the direct sum
ii) the cutset projection matrix P, defined to be the oblique projection onto Img(B T ) parallel to Ker(BA), is given by
iii) the cutset projection matrix P is idempotent, and 0 and 1 are eigenvalues with algebraic (and geometric) multiplicity m − n + 1 and n − 1, respectively. The proof of this theorem is given in Appendix A. Recall that, given a full rank matrix C, the orthogonal projection onto Img(C) is given by the formula C(C T C) −1 C T . As we show in Appendix A, the equality (5) is an application of a generalized version of this formula. Next, we establish some properties of the cutset projection matrix, whose proof is again postponed to Appendix A.
Theorem 5 (Properties of the Cutset Projection):
We consider an undirected weighted connected graph G with incidence matrix B, weight matrix A, and cutset projection matrix P. Then, the following statements hold: i) if G is unweighted (that is, A = I m ), then P is an orthogonal projection matrix and P 2 = 1; ii) if G is acyclic, then P = I m and P ∞ = 1; iii) if G is an unweighted complete graph, then P = i) the decomposition R m = Img(B T ) ⊕ Ker(BA) and the cutset projection matrix P depend on the edge orientation chosen on G. However, it can be shown that, for every p ∈ [1, ∞) ∪{∞}, the induced norm P p is independent of the specific orientation; ii) if R eff ∈ R n ×n is the matrix of effective resistances of the weighted graph G, then P = − 
B. Embedded Cohesive Subset
In this section, we introduce a new subset of the n-torus, called the embedded cohesive subset. This subset plays an essential role in our analysis of the Kuramoto model (3) . In what follows, recall that |θ i − θ j | is the geodesic distance on T between angles θ i and θ j , as defined in (1) .
Definition 7 (Arc Subset, Cohesive Subset, and Embedded Cohesive Subsets): Let G be an undirected weighted connected graph with edge set E and let γ ∈ [0, π).
i) The arc subset Γ(γ) ⊂ T n is the set of θ ∈ T n such that there exists an arc of length γ in S 1 containing all angles
iii) The embedded cohesive subset
It is easy to see that the arc subsets, the cohesive subsets, and the embedded cohesive subset are invariant under the rotations rot s , for every s ∈ [0, 2π). Therefore, in the rest of this paper, without any ambiguity, we use the notations Γ(γ), Δ G (γ), and S G (γ) for the set of equivalent classes of the arc subsets, the cohesive subset, and the embedded cohesive subset, respectively.
Note that it is clear how to check whether a point in T n belongs to the arc subset and/or the cohesive subset. We next present an algorithm, called the embedding algorithm, that allows one to easily check whether a point in T n belongs to the embedded cohesive set or not.
Algorithm 1: Embedding Algorithm.
Input: θ ∈ T n 1: x 1 := 0 and S := {1} 2: while |S| < n : 3:
if geodesic arc from θ j to θ k is counterclockwise : 5:
We now characterize the embedded cohesive set; the proof of the following theorem is given in Appendix B.
Theorem 8 (Characterization of the Embedded Cohesive Subset): Let G be an undirected weighted connected graph and
n be the corresponding output of the embedding algorithm. Then, the following statements holds: Based on Theorem 8(iv), in the rest of this paper, we identify the embedded cohesive subset
We conclude this section with an instructive comparison. T as shown in Fig. 1 . Then, it is clear that θ ∈ Γ( 2π 5 ). However, using the embedding algorithm, it can be shown that θ ∈ S G 2 ( 2π 5 ).
C. Kuramoto Map and Its Properties
We now define the Kuramoto mapf
This map arises naturally from the Kuramoto model as follows. Recall that, given nodal variables ω ∈ 1 ⊥ n ⊂ R n and given the identification in Theorem 8(iv), the equilibrium (4) can be rewritten as
and can be interpreted as a nodal balance equation. If one leftmultiplies this nodal balance equation by B T L † , then one obtains an edge balance equation
where
can be interpreted as a collection of flows through each edge.
The following theorem studies the properties of the map f K and shows the equivalence between the nodal and edge balance equations; see Appendix C for the proof.
Theorem 10 (Basic Properties of the Kuramoto Map):
We consider the Kuramoto model (3), with the graph G, incidence matrix B, weight matrix A, and natural frequencies ω ∈ 1 ⊥ n . We define the Kuramoto map as in (6) (8); ii) the function f K is real analytic and one-to-one on S G (γ); iii) if there exists a synchronization manifold x * ∈ S G (γ), then it is unique and locally exponentially stable.
IV. SUFFICIENT CONDITIONS FOR SYNCHRONIZATION
. We start with a useful definition.
Definition 11 (Minimum Amplification Factor for Scaled Projection):
We consider an undirected weighted connected graph with incidence matrix B, weight matrix A, and cutset projection matrix P.
; and iii) the minimum amplification factor of the scaled cutset
Note that α p (γ) is well defined because (y, z) → P diag (sinc(y))z is a continuous function over a compact set. The proof of the following lemma is given in Appendix D.
Lemma 12 (The Minimum Amplification Factor is Nonzero): With the same notation and under the same assumptions as Definition 11, the minimum amplification factor of the scaled projection satisfies α p (γ) > 0.
A. Main Results
Now, we are ready to state the main results of this paper. We start with a family of general conditions for synchronization of Kuramoto model (3).
Theorem 13 (General Sufficient Conditions for Synchronization):
We consider the Kuramoto model (3) with undirected weighted connected graph G, the incidence matrix B, the weight matrix A, the cutset projection P, and frequencies ω ∈ 1 
For every y ∈ D p (γ), we define the map Q(y) :
The following lemma, whose proof is given in Appendix E, studies some of the properties of the map Q(y).
Lemma 14: For every y ∈ D p (γ), then the map Q(y) is invertible and, for every
Now we get back to the proof of Theorem 13. For every p ∈ [1, ∞) ∪ {∞} and every γ ∈ [0, π 2 ), we define the map h p :
Note that by Lemma 14, we have
Therefore, by [37, Th. 4 
.2], the map h p is continuous on D p (γ).
We first show that, if the assumption (T1) holds, then h p (γ) ⊆ D p (γ). Given ω ∈ 1 ⊥ n , note the following inequality:
Since Q(y) is invertible, using Lemma 24 in Appendix D
Combining the inequalities (10), (11) , and (T1), we obtain
In summary, h p is a continuous map from a compact convex set into itself. Therefore, by the Brouwer Fixed-Point Theorem, h p has a fixed-point in D p (γ). Since, for every p
The fact that x is the unique synchronization manifold of the Kuramoto model (3) in S G (γ) follows from Theorem 10 parts (i) and (iii).
Theorem 13 presents a novel family of sufficient synchronization conditions for the Kuramoto model (3). However, these tests require the computation of the minimum amplification factor α p (γ), that is, the solution to an optimization problem (see Definition 11) that is generally nonconvex. At this time, we do not know of any reliable numerical method to compute α p (γ) for large dimensional systems. Therefore, in what follows, we focus on finding explicit lower bounds on α p (γ), thereby obtaining computable synchronization tests.
Theorem 15 (Sufficient Conditions for Synchronization Based on 2-Norm):
We consider the Kuramoto model (3) with undirected unweighted connected graph G, the incidence matrix B, the cutset projection matrix P, and frequencies ω ∈ 1 ⊥ n . Then, the following statements hold:
, if the following condition holds:
then there exists a unique locally exponentially stable synchronization manifold x * for the Kuramoto model (3) in the domain S G (γ). Proof: First note that diag(sinc(x)) sinc(γ)I m , for every x ∈ D 2 (γ). This implies that
Multiplying both sides of the inequality (12) by
In turn, this inequality implies
Regarding part (i), note that P = B T L † B is an idempotent symmetric matrix. Thus, by setting y = B T w, we have Therefore, using (12) and (13), we get
This completes the proof of part (i). Regarding part (ii), if the assumption (T2) holds, then
The result follows by using the test (T1) for p = 2.
It is now convenient to introduce the smooth function g :
One can verify that g(1) = 1, g is monotonically decreasing, and lim x→∞ g(x) = 0; the graph of g is shown in Fig. 2 .
Theorem 16 (Sufficient Conditions for Synchronization Based on General Lower Bound):
We consider the Kuramoto model (3) with undirected weighted connected graph G, the incidence matrix B, the weight matrix A, the cutset projection matrix P, and frequencies ω ∈ 1
Then, the following statements hold: i) for every γ ∈ [0, π 2 ), we have
ii) if the following condition holds:
then there exists a unique locally exponentially stable synchronization manifold x * for the Kuramoto model (3) in the domain S G (γ * p ). Proof: Regarding part (i), let w ∈ R m . The triangle inequality implies that, for every y ∈ D p (γ) and every z ∈ Img(B T ) with z p = 1
Using triangle inequality, the last term in the inequality (16) can be upper bounded as
Moreover, the matrix diag(sinc(y) − w) is diagonal and by [22, Th. 5.6 .36], we have
Therefore, the inequality (16) can be rewritten as
In turn sinc(y) − w ∞ ≤ 1−sinc(γ ) 2
, and we get
Part (i) of the theorem simply follows by taking the minimum over y ∈ D p (γ) and z ∈ Img(B T ) such that z p = 1. Regarding part (ii), note that, by part (i), we have
We define the function : [0,
Then, one can compute
Using (17), one can check that the unique critical point of in the interval [0,
This implies that γ
is given as in (15) . Moreover, we have
p is a local maximum for . Now by using test (T1), if the following condition holds:
then there exists a unique locally exponentially stable synchronization manifold x * for the Kuramoto model (3) in the domain S G (γ * p ). Using the lower bound for α p (γ) given in part (i), it is easy to see that if the following condition holds: 
B. Comparison With Previously Known Synchronization Results
We now compare the new synchronization tests (T2) and (T3) with those existing in the literature.
1) General Topology (2-Norm Synchronization Conditions):
To the best of our knowledge, sufficient conditions for synchronization of networks of oscillators with general topology was first studied in the paper [24] . Using the analysis methods introduced in [24] , the tightest sufficient condition for synchronization of networks of oscillators with general topology [13, Th. 4.7] can be obtained by the following test:
where λ 2 (L) is the Fiedler eigenvalue of the Laplacian L (see the survey [16] for more discussion). One can show that, for unweighted graphs, test (T2) gives a sharper sufficient condition than test (T0). This fact is a consequence of the following lemma, whose proof is given in Appendix F. Lemma 18: Let G be a connected, undirected, weighted graph with the incidence matrix B and weight matrix A. Assume that L is the Laplacian of G with eigenvalues 0 = λ 1 
Then, the following statements hold:
with the equality sign if and only if ω belongs to the eigenspace associated to λ 2 (L); and ii) if ω ∈ 1 ⊥ n satisfies test (T0), then it satisfies test (T2).
2) General Topology (∞-Norm Synchronization Conditions):
The approximate test B T L † ω ∞ ≤ 1 was proposed in [17] as an approximately correct sufficient condition for synchronization; statistical evidence on random graphs and IEEE test cases shows that the condition has much predictive power. However, Dorfler et al. [17] also identified a family of counterexamples, where the condition is shown to be incorrect. Our test (T3) with p = ∞ is a rigorous, more conservative, and generically applicable version of that approximately correct test.
3) Acyclic Topology: We consider the Kuramoto model (3) with acyclic connected graph G and ω ∈ 1 ⊥ n . Then, the existence and uniqueness of synchronization manifolds of (3) 
We show that this characterization can be obtained from the general test (T1) for p = ∞.
Corollary 19 (Synchronization for Acyclic Graphs):
We consider the Kuramoto model (3) with the acyclic undirected weighted connected graph G, the incidence matrix B, the weight matrix A, and ω ∈ 1 
In turn, this implies that
Therefore, by using the test (T1) for p = ∞, there exists a unique locally stable synchronization manifold for the Kuramoto model (3).
(ii) =⇒ (i): If there exists a unique locally stable synchronization manifold x * for the Kuramoto model (3) in S G (γ), by Theorem 10(i), we have
This completes the proof of equivalence of (i) and (ii). If x * is a synchronization manifold for the Kuramoto model (3) 
. This implies that
Therefore, by premultiplying both sides of the above equality into BA, we obtain
Thus, since
. This completes the proof of the theorem.
Remark 20 (Alternative way to recover acyclic case): One can prove Corollary 19, using the lower bounds given in Theorem 16(i). Note that, for acyclic graphs, Theorems 5(ii) and 16(i) imply that α ∞ (γ) ≥ sinc(γ). Combining this bound with the test (T1) for p = ∞, we obtain B T L † ω ∞ ≤ sin(γ).
4) Unweighted Ring Graphs and Unweighted Complete
Graphs: To the best of our knowledge, the sharpest sufficient condition for existence of a synchronization manifold in the domain S G (γ) for the Kuramoto model (3) with unweighted complete graph G is given by the following test [16, Th. 6.6]:
and for the Kuramoto model (3) with unweighted ring graph G is given by the following test [17, Th. 3, Condition 3]:
One can use the lower bound given in Theorem 16(i) to obtain another sufficient conditions for synchronization of unweighted complete and ring graphs.
Corollary 21 (Sufficient Synchronization Conditions for Unweighted Complete and Ring Graphs):
Consider the Kuramoto model (3) with either unweighted complete or unweighted ring graph G, the incidence matrix B, cutset projection P, and ω ∈ 1 ⊥ n . For every n ∈ N, define the scalar function h n : [0,
If the following condition holds:
then there exists a unique locally stable synchronization manifold x * for the Kuramoto model (3) in S G (γ). Proof: By Theorem 5(iii) and (iv), the ∞-norm of the cutset projection matrix P for graph G with n nodes, which is either unweighted complete or unweighted ring, is given by P ∞ = Fig. 3 . Comparison of the new sufficient tests with the existing sufficient tests for unweighted complete graphs and unweighted ring graphs.
. Therefore, Theorem 16(i) implies the following lower bound:
Combining the bound on α ∞ (γ) with the test (T1) for p = ∞, we get the following test for the synchronization of unweighted complete graphs:
The proof of the corollary is complete by using Theorem 13. Note that the function γ → (γ − sin(γ)) is positive and increasing on the interval γ ∈ (0, (25) is approximately 5.53% more conservative than the test (21) . The comparison between the graph of the functions h 5 (x), h 10 (x), and h 20 (x) and sin(x) over the interval [0, π 2 ) is shown in Fig. 3 . For unweighted ring graphs, it is easy to see that the sufficient condition (25) is always sharper than the existing sufficient condition (22) . The comparison between the graph of the functions h 5 (x), h 10 (x), and h 20 (x) and Fig. 3 .
5) IEEE Test Cases:
Here, we consider various IEEE test cases described by a connected graph G and a nodal admittance matrix Y ∈ C n ×n . The set of nodes of G is partitioned into a set of load buses V 1 and a set of generator buses V 2 . The voltage at the node j ∈ V 1 ∪ V 2 is denoted by V j , where V j = |V j |e iθ j and the power demand (resp. power injection) at node j ∈ V 1 (resp. j ∈ V 2 ) is denoted by P j . By ignoring the resistances in 
, for connected nodes j and l. For the nine IEEE test cases given in Table I , we numerically check the existence of a synchronization manifold for the Kuramoto model (26) in the domain S G (π/2). We consider effective power injections to be a scalar multiplication of nominal power injections, i.e., given nominal injections P nom , we set P j = KP nom j , for some K ∈ R > 0 and for every j ∈ V 1 ∪ V 2 . The voltage magnitudes at the generator buses are predetermined and the voltage magnitudes at load buses are computed by solving the reactive power balance equations using the optimal power flow solver provided by MATPOWER [47] . The critical coupling of the Kuramoto model (26) is denoted by K c and is computed using MATLAB fsolve. For a given test T, the smallest value of scaling factor for which the test T fails is denoted by K T . We define the critical ratio of the test T by K T /K c . Intuitively speaking, the critical ratio shows the accuracy of the test T. Table I contains the following information:
The first two columns: contain the critical ratio of the prior test (T0) from the literature and the new sufficient test (T3) proposed in this paper. The third column: gives the critical ratio for the following approximate test proposed in [17] :
The fourth column: gives the critical ratio for following approximate version of the test (T1):
where α * ∞ (π/2) is the approximate value for α ∞ (π/2) computed using MATLAB fmincon. Test (AT1) is approximate since, in general, fmincon may not converge to a solution and, even when it converges, the solution is only guaranteed to be an upper bound for α ∞ (π/2).
Note how 1) our ordering (T0) < (T3) < (AT0) is representative of the tests' accuracy, 2) our proposed test (T3) is two order of magnitude more accurate that best-known prior test (T0) in the larger test cases, and 3) the two approximate tests (AT0) and (AT1) are comparable (but our proposed test (AT1) is much more computationally complex).
V. CONCLUSION
In this paper, we introduced and studied the cutset projection, as a geometric operator associated to a weighted undirected graph. This operator naturally appears in the study of networks of Kuramoto oscillators (3); using this operator, we obtained new families of sufficient conditions for network synchronization. For a network of Kuramoto oscillators with incidence matrix B, Laplacian L and frequencies ω, these sufficient conditions are in the form of upper bounds on the p-norm of the edge flow quantity B T L † ω. In other words, our results highlight the important role of this edge flow quantity in the synchronization of Kuramoto oscillators. We show that our results significantly improve the existing sufficient conditions in the literature in general and, specifically, for a number of IEEE power network test cases.
Our approach and results suggest many future research directions. First, it is important to study the cutset projection in more detail and for more special cases. We envision that the cutset projection and its properties will be a valuable tool in the study of network flow systems, above and beyond the case of Kuramoto oscillators. Second, it is of interest to analyze and improve the accuracy of our sufficient conditions. This can be potentially done by designing efficient algorithm for numerical computation (or estimation) of the minimum amplification factor for large graphs. Third, it is interesting to compare our new p-norm tests, for different p ∈ [0, ∞) ∪ {∞}, and potentially extend them using more general norms. Finally, in power network applications, it is potentially of significance to generalize our novel approach to study the coupled power flow equations.
APPENDIX A PROOF OF THEOREMS 4 AND 5
We report here a useful well-known lemma, which is a simplified version of [7, Th. 13] .
Lemma 22 (Oblique projections): For m, n ∈ N, assume the matrices X, Y ∈ R n ×m satisfy Img(X) ⊕ Ker(Y T ) = R n . Then, the oblique projection matrix onto Img(X) parallel to 
Since G is connected, 0 is a simple eigenvalue of the Laplacian L associated to the eigenvector 1 n . This implies that ξ ∈ span
Therefore, R m = Img(B T ) ⊕ Ker(BA) as in statement (i). Statement (ii) of the theorem follows directly from Lemma 22 with X = B T and Y = AB T . Finally, statement (iii) is a known consequence of statements (ii) and (i). It is instructive, anyway, to provide an independent proof. Note the following equalities:
Thus, the cutset projection P is an idempotent matrix and its only eigenvalues are 0 and 1 [22, 1.1.P5].
Proof of Theorem 5:
Regarding part (i), when A = I m , we have Ker(BA) = Ker(B). Moreover, for every x ∈ Img(B T ), there exists α ∈ 1 ⊥ n such that B T α = x. Therefore, for every y ∈ Ker(B)
Moreover, we have dim(Img(B T )) + dim(Ker(B)) = m. This implies that Img(B T ) = (Ker(B)) ⊥ . Therefore, the projection P = B T L † B is an orthogonal projection. Regarding part (ii), since G is acyclic, we have |E| = n − 1 and Img(B T ) = R n −1 . Now consider a vector x ∈ R n −1 . Since
This implies that P = I n −1 = I m . Regarding part (iii), note that for an unweighted complete graph, we have L = n I n −
We compute the cutset projection P for an unweighted complete graph as follows:
Recalling the meaning of the columns of B, we compute, for any two edges e, f ∈ E Using this expression, it is easy to see that
Regarding part (iv), first note that, for an unweighted ring graph, one can choose the orientation of G such that
Moreover, G is unweighted and, by part (i), the cutset projection P is an orthogonal projection onto Img(B T ). This implies that P = I n − 1 n 1 n 1 T n and simple bookkeeping shows that P ∞ = (1 − 1/n) + (n − 1)/n = 2(n − 1)/n. connected, there exists (i, j) ∈ E such that v i = v j . This implies that
Since we have B T y ∞ ≤ γ, we get |y i − y j | ≤ γ. However, by (27) , we have
However, this is a contradiction with the fact that x ∈ B G (γ). Therefore, v = 0 n and the map ξ is a one-to-one. Note that by part (iii), ξ is also surjective. Therefore, using [29, Corollary 7.10] , the map ξ is a diffeomorphism between B G (γ) and S G (γ). This completes the proof of part (iv).
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Regarding part (i), suppose that x * is a synchronization manifold for the Kuramoto model (7). Then, ω = BA sin(B T x * ). By left-multiplying both side of this equation by B T L † , we get
On the other hand, suppose that x * satisfies the edge balance (8) . Then, if we left-multiply both side of this equation by BA, we get
Noting that BAB T = L and LL † = I n − Proof: It is well known and elementary to show that
Because the linear map T is invertible, for every x ∈ V such that x = 0
where y = T x. Therefore, by taking the minimum of both side of (29) Therefore, we get
Since both Q(y) and T y are linear operators on Img(B T ), we deduce that Q(y) is invertible and, for every z ∈ Img(B T ):
(Q(y)) 
Since ω ∈ 1 ⊥ n = Img(B), there exists y ∈ R n , which satisfies ω = By. Therefore, we can write
