Some images are easy to remember while others are easily forgotten. While variation in 11 image memorability is consistent across individuals, we lack a full account of its neural 12 correlates. By analyzing data collected from inferotemporal cortex (IT) as monkeys 13 performed a visual memory task, we demonstrate that a simple property of the visual 14 encoding of an image, its population response magnitude, is strongly correlated with its 15 memorability. These results establish a novel behavioral role for the magnitude of the IT 16 response, which lies largely orthogonal to the coding scheme that IT uses to represent 17 object identity. To investigate the origin of IT memorability modulation, we also probed 18 convolutional neural network models trained to categorize objects. We found brain-19 analogous correlates of memorability that grew in strength across the hierarchy of these 20 networks, suggesting that this memorability correlate is likely to arise from the 21 30 memorability -such as images with people, which tend to be more memorable than scenes [3], 31 and abnormal objects, such as chair shaped like a hand, which tend to be more memorable 32 than typical objects [4] -we lack a complete account of how image content determines image 33 memorability.
optimizations required for visual as opposed to mnemonic processing. 22 
24 25
We have a remarkable ability to remember the images that we have seen, even after a single 26 viewing [1, 2] . Although this capacity appears general and may serve a wide variety of functions, 27 we remember some images better than others [3] . Image memorability is consistent across Here we test the hypothesis 88 that image memorability is encoded by the magnitude (or equivalently length) of the IT population vector, 89 where images that produce larger population responses are more memorable.
91 92
To test the hypothesis presented in Fig. 1 , we obtained image memorability scores by passing 93 images through a model designed to predict image memorability for humans ([4] ; Supp. Fig. 1 ). 94 The neural data, also reported in [11] , were recorded from IT as two rhesus monkeys performed 95 a single-exposure visual memory task in which they reported whether images were novel (never 96 before seen) or were familiar (seen once previously; Fig. 2a ). In each experimental session, 97 neural populations with an average size of 26 units were recorded, across 27 sessions in total. 98 After screening for responsive units, data were concatenated across sessions into a larger 99 pseudopopulation in a manner that aligned images with similar memorability scores (see monkeys' task involved viewing each image for 400 ms and then reporting whether the image was novel 107 or familiar with an eye movement to one of two response targets. The probability of a novel versus 108 familiar image was fixed at 50% and images were repeated with delays ranging from 0 to 63 intervening 109 4 trials (4.5 s to 4.8 min). Shown are 5 example trials with image memorability scores labeled. The 110 memorability of each image was scored from 0-1, where the score reflects the predicted chance-111 corrected hit rate for detecting a familiar image (i.e., 0 maps to chance and 1 maps to ceiling, [4] 
117
The solid line depicts the linear regression fit to the data. For reference, the mean firing rates for two 118 example images are also labeled (see also Supp. Fig 3b) . c) Mean and standard error (across 119 experimental sessions) of monkey behavioral performance on the memory task as a function of human-120 based image memorability scores. Performance was binned across images with neighboring memorability The point-biserial correlation and its p-value, computed for the raw data (i.e. continuous memorability 124 scores and binary performance values for each image in each session) are labeled. magnitudes, which was strong and highly significant (Pearson correlation: r = 0.68; p = 1x10 -15 ).
129
This correlation remained strong when parsed by the data collected from each monkey 130 individually (Supp. Fig. 2a -b) and, after accounting for the time required for signals to reach IT, 131 across the entire 400 ms viewing period (Supp. Fig. 3a ). The correlation also remained strong 132 when computed for a quantity closely related to response magnitude, grand mean firing rate 133 (Supp. Fig. 3b ), as well as when the highest firing units were excluded from the analysis (Supp. 134 Fig. 3c ).
136
The strength of the correlation between memorability and IT response magnitude is notable 137 given the species difference, as the memorability scores were derived from a model designed to 138 predict what humans find memorable whereas the neural data were collected from rhesus 139 monkeys. Likewise, we found that estimates of human memorability scores were predictive of 140 the images that the monkeys found most memorable during the single-exposure visual memory 141 task ( Fig. 2c ).
143
As described above, image memorability can be reasonably decoded from at least one CNN 144 trained to categorize objects and scenes, but not explicitly to score memorability [8]. This hints 145 at the fact that the neural correlate of memorability variation may be a consequence of the 146 optimizations required for visual (as opposed to mnemonic) processing, however, before making 147 this conclusion, one would want to establish that this CNN reflects memorability in a manner 148 analogous to the brain. We found that this was the case: the correlation between image 149 memorability scores and their corresponding population response magnitudes was significantly 150 higher in the trained as compared to a randomly initialized version of the network in all layers, 151 and the strength of this correlation generally increased across the hierarchy (Fig. 3 ). These 152 results were also replicated in other CNNs trained for object classification, where correlation 153 strength also systematically increased across the hierarchy throughout much of the network 154 (Supp. Fig. 4 ), suggesting that this signature is not unique to this particular architecture or 155 training procedure. These results suggest that variation in population response magnitude 156 across images is likely to be a natural consequence of visual systems that classify objects, and 157 that this variation is directly related to variation in image memorability. that correlates with our understanding of the content that makes images more or less 198 memorable. For example, unusual objects, such as a chair shaped like a hand, are known to be 199 more memorable than typical objects, but the fact that unusual objects have more robust visual 200 representations has not been previously established. As such, our results give insight not only 201 into visual memorability, but also vision itself.
203
Our neural data were recorded from the brains of monkeys that could both see and remember 204 what they had seen. To tease apart whether the origin of memorability could be attributed to 205 optimizations for visual as opposed to mnemonic processing, we investigated CNNs optimized 206 to categorize objects but not explicitly trained to predict the memorability of images. Prior to our 207 study, memorability was demonstrated to be linearly decodable from higher layers of one of 208 these CNNs, but it was unclear how memorability was reflected in this CNN and how that 209 compared to the brain. Additionally, while this class of models has been demonstrated to mimic 210 many aspects of how IT represents visual object identity (reviewed by [7]), image memorability 211 has a distinct representational scheme from identity (Fig. 1) , and in the context of the many 212 illustrations that CNNs solve the same problems as brains using different strategies (e.g. [14]), it 213 need not have been the case that CNNs reflected memorability in the same way as the brain.
214
The fact that CNNs trained for object recognition mimic the neural representation of a distinct 215 behavior -visual memorability -is compelling evidence that this strategy of multiplexing visual 216 identity and memorability results from the computational requirements of optimizing for robust 217 object representations. These modeling results also offer insight into the nature of the 218 mechanism underlying memorability. The brain perceives and remembers using both 219 feedforward and feedback processing, and this processing is modulated by top-down and 220 bottom-up attention. Because of this, it is difficult to pinpoint the locus of an effect like the one 221 we describe to any single mechanism using neural data alone. The fact that variations in 222 response magnitudes that correlate with memorability emerge from static, feed-forward, and 223 fixed networks suggests that memorability variation is unlikely to follow primarily from the types 224 of attentional mechanisms that require top-down processing, recurrent processing, or plasticity 225 beyond that required for wiring up a system to identify objects. As an overview, three types of data are included in this paper: 1) Behavioral and neural data 3 collected from two rhesus monkeys that were performing a single-exposure visual memory task; 4 2) Human-based memorability scores for the images used in the monkey experiments, and 3) 5 The responses of units at different layers of three convolutional neural network models trained 6 to classify objects and scenes . The Methods associated with each type of data are described 7 below.
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Behavioral and neural data collected from two rhesus monkeys that were performing a The single-exposure visual memory task: 21 22 All behavioral training and testing were performed using standard operant conditioning (juice 23 reward), head stabilization, and high-accuracy, infrared video eye tracking. Stimuli were 24 presented on an LCD monitor with an 85 Hz refresh rate using customized software 25 (http://mworks-project.org).
27
Each trial of the monkeys' task involved viewing one image for at least 400 ms and indicating 28 whether it was novel (had never been seen before) or familiar (had been seen exactly once) 29 with an eye movement to one of two response targets. Images were never presented more than 30 twice (once as novel and then as familiar) during the entire training and testing period of the 31 experiment. Trials were initiated by the monkey fixating on a red square (0.25°) on the center of 32 a gray screen, within an invisible square window of ±1.5°, followed by a 200 ms delay before a 33 4° stimulus appeared. The monkeys had to maintain fixation of the stimulus for 400 ms, at which 34 time the red square turned green (go cue) and the monkey made a saccade to the target 35 indicating that the stimulus was novel or familiar. In monkey 1, response targets appeared at 36 stimulus onset; in monkey 2, response targets appeared at the time of the go cue. In both 37 cases, targets were positioned 8° above or below the stimulus. The association between the 38 target (up vs. down) and the report (novel vs. familiar) was swapped between the two animals. 39 The image remained on the screen until a fixation break was detected. The activity of neurons in IT was recorded via a single recording chamber in each monkey. 53 Chamber placement was guided by anatomical magnetic resonance images in both monkeys. 54 The region of IT recorded was located on the ventral surface of the brain, over an area that 55 spanned 5 mm lateral to the anterior middle temporal sulcus and 14-17 mm anterior to the ear 56 canals. Recording sessions began after the monkeys were fully trained on the task and after the To perform our analyses, we concatenated units across sessions to create a larger 87 pseudopopulation. In the case of the pooled data, this included 27 sessions in total (15 sessions 88 from monkey 1 and 12 from monkey 2). When creating this pseudopopulation, we aligned data 89 across sessions in a manner that preserved whether the trials were presented as novel or 90 familiar, their n-back separation, and image memorability scores (obtained using methods 91 described below). More specifically, the responses for each unit always contained sets of 92 novel/familiar pairings of the same images, and pseudopopulation responses across units were 93 always aligned for novel/familiar pairs that contained the same n-back separation and images 94 with similar memorability scores. When the number of images in a session exceeded the 95 number required to construct the pseudopopulation, a subset of images were selected 96 separately for each n-back by ranking images within that n-back by their memorability scores, 97
