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The realistic modeling of decision problems requires considerable flexibility 
in the model structure. Frequently one is faced with problems involving multiple 
criteria for which the constraint level is acceptable if a certain parameter (which 
may be a random variable) lies within a prescribed set. Furthermore, in formu- 
lating the problem, the criteria and constraints may be interchangeable. This 
requires a treatment which is more general than the nondominated solution in a 
multicriteria problem. We shall introduce the concept of a potential solution to 
cope with the above problem. To effectively locate these potential solutions, a 
generalization of the multicriteria (MC) simplex method, which handles multiple 
constraint levels (right hand sides) is developed. Geometric properties of 
adjacent potential solutions will be described together with a computational 
procedure which is based on the “connectedness” of the set of potential solutions. 
The natural duality relationship which exists in the double-MC simplex method 
and its consequences are also explored. 
INTRODUCTION 
The continued growth in popularity of multicriteria linear programming is due 
to a two fold capability; both decision problems with more than a single criterion 
and multiparametric programming problems can be treated. The former allow a 
more realistic modeling while the latter enable us to view the effect of perturba- 
tions. See for example Ecker and Kouada [2], Gal [4], Gal and Nedoma [5], 
Yu and Zeleny [9-IO], Zeleny [l l] and those quoted therein. 
This treatment, however, should not be limited to the criteria. In this article, 
we shall extend the multicriteria (MC) simplex method to a MC2 problem 
involving both multiple criteria and multiple constraint levels (i.e. multiple 
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and discrete right hand sides). This type of problem actually occurs in decision 
modeling. For example, in the design of optimal systems one wishes to determine 
the initial configuration(s) of resource levels which “optimize” the objective 
function(s). (See Zeleny [12].) Alternatively, one may view the constraint level 
as occuring according to some random rule or influenced by some uncertain 
factor but contained within a set. Finally, in forming a MC decision problem 
into a single criterion mathematical programming problem, the objective 
function and the constraints are interchangeable. (See Yu [8]). 
In algebraic form, the MC simplex method can be represented by 
“max” CX 
s.t. Ax 5 d 
x 2 0, 
(1.1) 
where C = Cexn and A = Amx, are matrices, d E R” is the constraint level, and 
x E Rn. In the MC2 problem, (1.1) is replaced by 
“max” Cx 
s.t. Ax 5 D 
x 2 0, 
(1.2) 
where D = DnXk . (Note that we replace the vector d by the matrix D.) 
We may regard the constraint portion of (1.2) as giving a set of “feasible” 
solutions, x, whenever Ax is contained in the cone generated by the columns of 
D. Thus the columns of D may be interpreted as possible initial resource levels 
or extreme points (rays) of the set which contains the random constraint levels. 
The problem “x is feasible if Ax lies in a convex set generated by D” has a 
similar treatment. See [9] for the conversion. We shall not stop to repeat it here. 
In [4], Gal studies the RIM multiparametric linear programming problem 
which has a form similar to (1.2). The author primarily treats the problem in 
terms of a parameter which simultaneously affects the criterion and the con- 
straints. His main objective is the location of optimal solutions corresponding 
to various values of the parameter. His method, essentially, is an extension of [5]. 
Instead of considering the parametric programming problem, we consider 
(1.2) as a mathematical model for decision problems. We will supply a solution 
concept (that of a potential solution) which is a natural extension of the non- 
dominated solution of a MC decision problem. The meaning and properties 
of this concept will be discussed in Section 2. 
In Section 3 we shall introduce the MC2 simplex method as a symmetric 
extension of the MC simplex method discussed in [2] and [lo]. This MC2 method 
will be used to find (locate) the potential solutions discussed in Section 2. Both 
the format and the pivoting rule for primal and dual potentials will be discussed. 
An efficient subroutine for checking primal and dual potentiality will be derived. 
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This potential subroutine simplifies greatly the non-dominance subroutine in 
wl~ 
In Section 4 we shall explore the properties of seperation, adjacency and 
connectedness of potential solutions in such a way that the set of all potential 
solutions could be located according to the guidelines of a connected graph. 
In Section 5 we shall explore the duality theorems for problem (I .2). Several 
significant results will be reported. 
An example which illustrates the above ideas will be considered in Section 6 
and further research problems will be sketched in the conclusion. 
For convenience, we introduce the following notation. 
Let x = (xi ,..., x,) and y = (yl ,..., y,,). Then 
6) .x-y ifi xi = yi for all i = l,..., n. 
(ii) x 2 y iff xi >yyi for all i = I,..., n. 
(iii) .r: > y iff XZY and x # y. 
Also, for a matrix, A9 denotes the jth column of A and iA denotes the ith row 
of A. 
2. POTENTIAL SOLUTIONS OF LINEAR SYSTEMS 
For the MC problem (l.l), the following lemma was shown, for instance, in 
WI. 
LEMMA 2.1. x0 is a non-dominated solution isf there exists some h > 0 such 
that x0 solves 
max Xx 
s.t. Ax 2 d (2-l) 
x 2 0. 
The duzl problem of (2.1) is given by 
min uT d 
s.t. uTA 2 AC’ 
UT 2 0. - 
By dropping h, (2.1)-(2.2) become 
(2.2) 
“max” Cx 
s.t. Ax 2 d 
X10 
(2.3) 
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and 
min uT d 
s.t. uTA 1 C 
UT 2 0. 
(2.4) 
We see that (2.4) is a natural dual problem of (2.3). (Further discussion of 
this will be given in Section 5.) The solution concept of (2.4), thus, can be 
derived from the solution concept of the MC problem (2.3). 
DEFINITION 2.1. A basis J is a potential basis (without confusion we also 
call J a potential solution) for the MC2 problem (1.2) iff there exists X :- 0, 
0 > 0 such that J is an optimal basis for 
max hCx 
s.t. Ax 2 Da 
x I 0. 
(2.5) 
Remark 2.1. If LI contains a single vector d, then (1.2) reduces to (2.3) 
by normalization such that / (T 1 = 1. Thus, a basis J is a potential basis (or 
solution) for (2.3) iff there exists h > 0 such that J is an optimal basis for (2.1). 
In view of Lemma 2.1, the potential solution of (2.3) is exactly a non-dominated 
(efficient, admissible or Pareto-optimal) solution of (2.3). Next, applying 
Definition 2.1 to problem (2.2) which h as a single criteria vector, we see that a 
basis / is a potential basis (or solution) for (2.4) iff there exists h > 0 such that J 
is an optimal basis for (2.2). 
From the above observations, it is seen that the concept of potential solutions 
or bases is a generalization of that of non-dominated or efficient solutions. 
Remark 2.2. For a potential basis J, let x(J) be the basic solution associated 
with J. In contrast to the MC case, our solution is a function of 0. We will 
denote this associated solution by x(J, ) (T w h en it is necessary to emphasize this 
dependence. 
In order to facilitate our discussion in the subsequent sections we need the 
following distinction. 
DEFINITION 2.2. A basis J is a primal potential solution (or basis) for the MC2 
problem (1.2) iff J is an optimal basis for (2.5) with X = 0 and some u > 0. 
DEFINITION 2.3. A basis J is a dual potential solution (or basis) for the MC2 
problem (1.2) iff J is an optimal basis for (2.5) with u = 0 and some h > 0. 
Remark 2.3. We label Definition 2.2 as primal potential since the basic 
solution is primal infeasible for a negative right hand side. A similar remark 
holds for Definition 2.3. (See also, Remark 5.1). Clearly, a basis J is a potential 
solution iff J is both a primal and a dual potential solution. 
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3. THE MC2 SIMPLEX METHOD 
Consider the problem mentioned in Definition 2.1: 
max hCx 
s.t. Ax 2 Da 
x 2 0. 
The tableau for (3.1) can be written as 
(3.1) 
Let B be theibasis matrix associated with the basis J. Since each set of basis 
vectors, J, is ‘uniquely associated with a column index set, we shall, without 
confusion, let!J be this set of indices and J’, the set of non-basic columns. The 
tableau associated with J is 
where C’s is the submatrix of criteria columns associated with the basis vectors. 
Dropping u and A, we obtain the MC2 simplex tableau associated with basis J, 
which we write as 
where 
and 
Y YO 
,t 
z V 
Y = [B-lA,B-l], YO= B-ID, 
Z= [C,B-IA - C,C,IF] 
(3.2) 
V= C,B-ID. 
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Remark 3.1. It is immediately obvious that the MC2 tableau is a symmetric 
extension of the MC tableau, In fact, for a particular value of (T, the MC? problem 
reduces to the MC problem. 
Let Ye(J) and Z(J) be th e submatrices of the tableau associated with the basis 
]. If we define 
r(j) = {u > 0 1 YO(]) u 2 0) 
A(]) = {A > 0 I AZ(]) 2 0) 
we clearly have: 
THEOREM 3.1. (i) J ’ p zs a rimal potential solution iff r(J) # ,cZ .
(ii) J is a duaZ potential solution if A(J) # o . 
(iii) J is a potentiaE solution #A(J) x r(J) # 0. 
Remark 3.2. We call r(j) th e p rimal potential set, A(]) the dual potential set 
and A(J) x r(J) the potential set of the basis J. We notice that if the kth column 
of Z(j), Z,(J) < 0 (thus Z,c(/) # 0) then cl(J) = a. Also ,YO(J), the ith row 
of YO(J), satisfying ,YO(J) < 0 implies r(J) = 0. 
Remark 3.3. Given a basis /, let J’ represent the set of non-basic vectors. 
For any element of Y, ypk # 0 and k E J’, we can pivot to a new tableau 
associated with the basis K = J u {k)\{j,}, wherej, is the basic vector associated 
with the pth row of the tableau. We classify such a picot as a primal pivot if 
yPk > 0 and a d&pivot if ypk < 0. Thus, if a particular basis J is dual potential 
but not primal potential we could dual pivot to remove the primal infeasibility 
(if possible). More specifically, since J is a dual potential solution, our tableau 
is dual feasible for any h E cl(J). If the constraint set is consistent for o. we can 
use the dual simplex method which pivots to remove primal infeasibility. The 
pivot selection rule requires yPr < 0, hence the classification-dual pivot. Similar 
remarks can be made concerning primal pivots and a primal (but not dual) 
potential solution. 
For a basis J, we could use Remark 3.2 or other similar observations to test 
whether J is a potential solution. Such results can not, however, cover all pos- 
sible cases. We shall now derive a potentia2 subroutine which can always detect 
the potentiality of J in a simple way. 
THEOREM 3.2. 
(9 41) # 0 $7 Wmax = Ofor 
max w = Eei 
s.t. Z(j) . y + e = 0 
y 40, e 2 0. 
(ii) r(j) # m iff wk, = 0 for 
max w’ = z’e, 
s.t.y . Ye(J) + e = 0 
y 2% e 2 0. 
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Proof. (i) By Motzkins’ theorem of the alternative [7; p. 281, exactly one of 
the following two systems has a solution. 
( (I) h > 0, 29 2 0 
or 
(II) y1+ 2 . y = 0, y1 3 0, y 2 0. 
However (II) is clearly equivalent to 
(II’) zy ,< 0, y 1 0 
which has no solution iff wmax = 0. 
(ii) The proof is the same with Zr = YO and h = (T. 
Remark 3.4. We thus have a method of testing the dual and primal poten- 
tiality of any basis J. The conditions are easily checked since only the sub- 
matrices 2 and Y” of the original tableau are required. To verify condition (i), 
for example, the related simplex tableau is 
where 1 = (l,..., 1) is a vector of ones. To facilitate testing, we append to the 
simplex tableau an extra column corresponding to the constraint level D IT and 
an extra row corresponding to the objective function 1C. This extra row and 
column will also be required for other verifications. (See Remark 4.5). 
Remark 3.5. Theorem 3.2 and Remark 3.4 yield a simplified method for the 
nondominance subroutine of [lo]. Th e subproblems in Theorem 3.2 can be 
easily solved. 
4. SEPARATION, ADJACENCY AND CONNECTEDNESS 
In the previous section a potential subroutine was derived which can deter- 
mine the potentially of a basis J. Later in this section (see Theorem 4.3), we 
prove the connectedness of the set of all potential solutions. Thus one method 
of locating all potential solutions would be the following. Starting from an 
initial potential solution J, we pivot to each basis K which is adjacent to J and 
use the potential subroutine to determine its potentiality. For each K which is 
also a potential solution, we again pivot to each of its adjacent bases and deter- 
mine their potentially. Continuing in this manner, we could effectively, but not 
efficiently, locate all potential solutions. The inefficiency is a result of the 
unnecessary pivots that would be made. 
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We need a method of determining, apriori, which of the adjacent bases are 
actually potential solutions and then perform only these pivots. In order to 
develop this idea, we must study the relationship between the potential sets of 
two adjacent bases. 
DEFINITION 4.1. Suppose / is a dual potential solution. If for some k E J’, 
Z,(J) # 0 and there exists A, E A(j) such that &Z,(J) = 0, we call Z,(J) an 
eflective constraint of A(J). If for some K E J’, Z,(J) = 0, we call Z,(J) a null 
constraint of A(J). 
DEFINITION 4.2. Suppose J is a primal potential solution. If there exists 
q, E F(J) such that DY”(J) a0 = 0, DY”(J) f 0 we call *Y”(J) an eflectiwe con- 
straint of r(j). If for some row p, PY”(J) = 0, we call BYo(J) a null constraint 
of W). 
Now let yDk # 0 be the pivot element and suppose that we pivot to a new basis 
K = J u V+\hJ. (S ee R emark 3.3). In order to see how cl(J) x T(J) is related 
to A(K) x T(K), b o serve that after pivoting we have 
Zj(K) = 0 if jEK, 
= --uT)iYP~ if j=jPEK’, 
= Z.(j) - Z,(j) JL!!c 3 if 
YP1s 
j E K’\hJ, 
and 
<Y’(K) = .Y”(J)i~,lc if i =p, 
Yx iyo(J) - Yik 
YPk p 
YO(J) if i fp. 
Next, define 
H, = {A 1 h . Z,(J) = 0) 
G, = {u 1 pYO(J) .o = 0) 
and consider the following two cases. 
Case 1. Z,(j) is an effective constraint for A(J) and ysk > 0 is the primal 
pivot element. 
Since 
and 
A(K) C {A I X . Z,(j) IO>, 
we see that Hk is a hyperplane which separates A(J) and A(K) and furthermore 
H, n A(J) = H, n A(K) = A(J) n A(K). (4.1) 
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We also remark that the pivot on yDk will preserve any value of u,, E r(j) which 
would cause the selection of ypk as the pivot element. Observe that if q, causes 
the selection of yak as the pivot element then a,, must lie in 
WI n T(J) = u > 0 1 YO(J) u 2_ 0 and iY”(J) u 2 y: .YO(J)u, (Vyik > O)/ 
(4.2) 
Remark 4.1. When the above holds we say that the potential sets 
A(J) x r(J) and A(K) x r(K) are primal adjacent. Notice that the sets A(J) 
and A(K) “abut,” while r(J) and r(K) “overlap.” 
Case 2. DY”(J) is an effective constraint for F(J) and yDI; < 0 is the dual 
pivot element. 
Since 
and 
F(J) c {u I JO(J) (5 2 01 
F(K) c {u I JO(J) @J 5 O}, 
we see that G, is a hyperplane which separates F(J) and I’(K) and furthermore 
G, n r(J) = G, n T(K) = T(J) n r(K). (4.3) 
The relation analogous to (4.2) is 
W) n A(J) = p > 0 I AZ(J) 2 0 and Z,(J) 5 uk(J> 2 , (Vypj < O)/ 
(4.4) 
which can be interpreted similarly. 
Remark 4.2. When the above holds we say that the potential sets are dual 
adjacent. If the potential sets are either primal or dual adjacent, we say they are 
adjacent. 
We summarize the above results as 
THEOREM 4.1. Let J be a potential solution andy,, # 0 the pivot element which 
yields an adjacent basis K. 
(i) If ypB > 0 and Z,(J) is an effective constraint then HI, as dejined above 
is a hyperplune which separates A(J) and A(K) and (4.1) and (4.2) hold. 
(ii) If yplc < 0 and DY”( J) is an effective constraint then G, as defined above 
is a hyperplane which separates I’(J) and I’(K) and (4.3) and (4.4) hold. 
Remark 4.3. Theorem 4.1 thus illustrates the connection between potential 
sets of adjacent bases. Notice that 2, must be an effective constraint for (4.1) to 
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hold. If 2, is a null constraint then A(J) = A(K). Similarly, if .aYo is a null 
constraint then r(J) = r(K). 
We now prove (Theorem 4.3) that the set of potential bases is connected, i.e. 
given any two potential bases J and K, we can reach K from J by a sequence of 
pivots, each to an adjacent potential basis. We begin by establishing the following 
intermediate results. 
LEMMA 4.1. Suppose (h, , ul) and (& , u2) are points in the potentiu2 sets of 
potential solutions L and J respectively. Then there is a potential solution K whose 
potential set contains the point (‘\e , Us). 
Proof. Consider the simplex tableau associated with basis L 
K 
Since Ye(L) or 2 0, L is a feasible basis. Unless the solution is unbounded, we 
can pivot (in a finite number of steps) to an optimal basis K for which &Z(K) >= 0 
and Y’)(K) or 2 0. If the solution were unbounded, however the constraints for 
the dual problem, (GA 2 h,C, uT 2 0), would be infeasible, contradicting the 
potentiality of J. Thus, the solution is bounded and there is a potential solution 
K, as required. 
THEOREM 4.2. Let (h, , o o ) and (h, , uo) be points in the potential sets of poten- 
tial solutions J and K, respectively. Then there is a finite sequence of potential 
solutions { Ji)zI with J1 = J and JTr, = K. Furthermore, Ji and Ji+l are adjacent 
potential solutions with Ji+I obtained by introducing either an ejjfective or null 
constraint for A( Jj). The { Ji} aZso satisfy: 
6) u. E h r(Jd, 
(ii) [A, , A,] C LJi 4/i), 
(iii) A( Ji) n [h, , h,] # Ed (V,), where [A1 , h,] is the line segment connecting 
h, and h, . 
Proof. ForaE[O,l],leth(cu)-(1 -~)A,+aA,. 
Since h(a) CX, - + co implies either h,Cx, -+ + co or A,Cx, + + 00, which 
contradicts the potentiality of J or K, we have that 
max A(B) Cx 
s.t. Ax 5 Do, 
K 2 0 
is bounded for c1 E [0, 11. 
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For a basis L, define 
which is convex and closed. 
Set Jr = J and let 01~ = suplr a(Jr). (01~ is the “distance” we can travel along 
the line segment [A,, A,] and remain in A(JJ.) If (or < 1 then there exists 
It E Jr such that Z,(jr) is an effective constraint for A(J1). (We travel along 
[A, , A,] until h.&(J,) “b urn p s” zero for some k E Jr). Let Jz be the basis obtained 
by introducing K into the basis. If a2 = supor ~~(1s) < 1, we again pivot across 
an effective constraint to a basis Ja . Continuing in this manner we will reach 
a basis J( such that ae = 1. 
Suppose Jt # K. Then Jt and K are alternate optimal solutions for (A, , 0s). 
Hence, there exists a sequence of null pivots each yielding an adjacent basis, 
Ji , which eventually reaches K. Properties (i), ( ii ) , and (iii) follow from Theorem 
4.1 and Remark 4.3. 
Remark 4.4. Theorem 4.2 has an obvious “dual” for pivoting from (A, , ur) 
to (A0 , ~a) which we use, but do not state, in the proof of Theorem 4.3. We also 
see that in pivoting, we only need to consider effective and null constraints. By 
doing so, we reduce the number of unnecessary pivots. 
THEOREM 4.3. The set of potential solutions, P, is connected. 
Proof. Let L and J be potential solutions with (A, , ur) and (A,, us) in their 
respective potential sets. By Lemma 4.1, there exists a potential solution K whose 
potential set contains (Aa , ur). By Theorem 4.2 there exists a sequence of adjacent 
potential solutions ( Ji}El , such that J1 = L and Jm = K. By the “dual” of 
Theorem 4.2, (see Remark 4.4) there exists a sequence of adjacent potential 
solutions {KJ~=, such that Kl = K and Ke = /. Since L and J were arbitrary, P 
is connected. 
In [2] the authors develop a subroutine EDGE to determine which edges 
incident on an efficient solution are efficient. It is based on a characterization of 
efficiency which often allows one to determine the efficient incident edges without 
performing any computations. We derive such a characterization for effective 
and null constraints by a more direct argument below. 
THEOREM 4.4. (i) Z,(J) is an effective or null constraint for A(J) ax there 
exists (v, w) 2 0 such that v . Z(J) + 1 * Z(J) = w with wle = 0. 
(ii) pYO( J) is an effective OY null constraint for T(J) isf there exists (v, W) 2 0 
such that Y’J( J) . v + Y”(J) * IT = w with We = 0. 
Proof, We prove only (i), the proof of (ii) being similar. Since for any con- 
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stant OL > 0, h E Cl(J) iff 01 . h E A(/), we can assume h 2 1. Now, Z,(j) is an 
effective or null constraint iff 
PIAl l,x~z(~)~o,h~Z,(J)=o}# @. 
If we let z, = h - 1, this becomes 
(v / v 2 0, (v + 1) * Z(j) 2 0, (v + 1) * Z,(j) = q i @ * 
The result now follows (with w as the surplus variable). 
Remark 4.5. Recall (see Remark 3.4) that we have appended an extra row 
and column to the tableau. To verify condition (ii), for example we use as an 
initial tableau 
V W 
-you) I 1 YO(]) * 1T . 
If YO(J) * lT has negative entries, we dual pivot to a feasible tableau and then 
verify the condition. 
Although conditions (i) and (ii) do not look seductive, the ease with which 
they are verified makes them positively attractive. As discussed in [2], consider- 
able information can be gained by simply observing the form of the tableau. No 
linear programming subproblems need to the solved. Thus, Theorem 4.4 
greatly simplifies the task of determining effective or null constraints. (See the 
example in Section 6). 
Suppose now that we have found a potential solution. By Remark 4.4, it is 
sufficient to consider only adjacent bases obtained from effective or null con- 
straints. However, this will not eliminate all unnecessary pivots. To be more 
specific, let J be a potential solution and Z,(J), an effective constraint. For 
each yplc > 0, there is an adjacent basis K”, obtained by introducing the kth 
column into the basis and removing the basis element corresponding to the pth 
row. Theorem 4.1 guarantees that cl(P) will be non-empty. However r(P) 
may be empty unless ypk is “selected” as the pivot element for some 0 E r(J). 
(See Equations 4.1-4.2). If no (T E r(J) causes the selection of yDlt as the pivot 
element, we would possibly pivot to a non-potential basis. 
To eliminate all unnecessary pivots we could derive a verifiable condition 
using, for example, the methods of Theorem 4.4. However, the necessity of 
checking such a condition for each p E {p ) yDlc > 0} and the simplicity of the 
potential subroutine, stop us from doing so. 
Our method for locating the set of potential solutions is, therefore, the fol- 
lowing. We start with a potential solution J and test, using the potential sub- 
routine, all adjacent bases which are obtained from effective or null constraints. 
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For those adjacent bases which are potential solutions, we again consider all 
adjacent bases obtained from effective or null constraints. We continue in this 
manner until the entire set of potential solutions is located. 
5. DUALITY OF MC2 PROGRAMS 
As was evident in the previous sections, the MC2 problem inherits a duality 
from that of ordinary linear programming. We exploit this fact to develop a MC2 
duality theory which maintains the following fundamental properties: 
(i) The dual of the dual is the primal. 
(ii) The duality inequality is always satisfied. 
(iii) The duality is perfect; i.e., if one program has a finite optimal solution 
then both have an optimal solution and the two values are equal. 
Consider the problem: 
“max” Cx 
s.t. Ax 5 D 
x20 
(P> 
where C = CIXn , A = Amxn , D = D,,, are matrices and x E Rn. 
We define the dual of (P> to be 
“min” uTD 
s.t. GA 2 C 
UT 20 
where u E P. 
It is obvious that (P) and (D), so defined, satisfy property (i). 
As mentioned earlier, we regard the constraint portion of (P) as giving a set 
of “feasible” solutions, x, whenever Ax is contained in the cone generated by the 
columns of D. A similar interpretation holds for (D). We formalize this in the 
following. 
DEFINITION 5.1. (x; U) is a (P)-feasible solution iff CT > 0 and x satisfy 
DEFINITION 5.2. (u; h) is a (D)-feasible solution iff h > 0 and u satisfy 
uTA 1 hC 
UT 10. 
296 SEIFORD AND YU 
DEFINIITON 5.3. (x; 0) is a nondominated solution to (P) iff x is a non- 
dominated solution (with respect to domination cone Al) to 
“max” Cx 
s.t. Ax 5 Do 
x 2 0. 
DEFINITION 5.4. (u; X) is a nondominated solution to (D) iff u is a nondomi- 
nated solution (with respect to domination cone A&) to 
“min” uTD 
s.t. uTA 2 hC 
UT 2 0 - * 
In Section 2 we defined potential solutions in terms of bases. We chose to 
work with bases since some values of (5 may cause degeneracy and hence there 
will not be a one-to-one correspondence between bases and extreme points. The 
following remark shows that with each basis there are associated “solutions” for 
(P) and (D), with the potentiality of the basis equivalent to the feasibility of 
the “solutions”. 
Remark 5.1. Recalling Definition 2.2, we see that ] is a primal potential 
solution iff for some u > 0, the basic solution for J, x(J, u), satisfies 
Ax 2 Da 
x 2 0. 
Thus the basic solution, x(J, u) = B-lD o, associated with a primal potential 
basis J is (P)-feasible for all CT E r(J). 
Similarly, J is a dual potential solution iff for some h > 0, h . Z(J) 2 0. But 
Z(J) = [CJFA - C, C,B-‘I. Th us for each h E A(J), ur(J, A) = XC&F is 
(D)-feasible. 
Since our computation is accomplished via the tableau, we state the following 
theorems in terms of both bases and solutions. Since the results for solutions 
follow immediately from those for bases, we only prove the latter. 
We first establish the MC2 duality inequality. Recall that in partitioning our 
tableau, we defined (3.2) 
V(j) = CBPID. 
Therefore X . V(J) * a is the (functional) value of (2.5) for the basic solution X(J). 
THEOREM 5.1. (i) If J is a primal potential basis and K is a dual potential 
basis then, 
A. V(J) - u 5 h * P(K). u for aZ1 (X, u) E A(K) x r(j). 
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(ii) If (x; u) and (u; h) are feasible solutions for (P) and (D), respectively, 
then hCx 5 u=Da. 
Proof. (i) Let 
and 
Then 
U, = (u ( u=A 2 hC, U= 5 O}. 
h4-(J)-u~m$Cx~ rnnu*D~a~~.V(K)~. 
0 A 
(Note that the second inequality comes from the duality of ordinary linear pro- 
gramming). 
Actually, we can prove a stronger version of Theorem 5.1, From this (Theo- 
rem 5.2), it will be apparent that property (iii) is satisfied. 
THEOREM 5.2. (i) Let J be a primal potential basis and K, a dual potential 
basis. Then for each (h, u) E A(K) x r(J) there is a potential basis L such that 
A . V(J) . u 5 A * V(L) . cr 5 A . Y(K) * u. 
(ii) Let (x; u) and (u; ;\) b e easi f bl e solutions for (P> and (D) respectively. 
Then there exist feasible solutions (f; u) and (8; h) for (P) and (D), respectively, 
such that: 
hCx 5 hCz = n=Do 5 u=Du. 
Proof. (i) Let (h, , us) E A(K) x r(J). The proof of Theorem 5.1 shows 
that maxSEXOO &Cx is finite. 
Hence, there exists an optimal basis L. (L is a potential solution since (h, , us) E 
A(L) x W-) 
Thus 
COROLLARY 5.2. (i) Suppose J is a primal potential basis and K is a dual 
potential bask rf, for some (A, U) E A(K) x I’(J), 
A - V(J) . o = A . V(K) . (T 
then J and K are both potential solutions. 
(ii) Suppose (x; u) and (u; h) are feasible solutions for (P) and (D), res- 
pectively. If 
ACx = u=Do 
then they are nondominated solutions. 
409/6912-2 
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Proof. (i) In the proof of Theorem 5.2, the inequalities become equalities. 
Since J is primal potential and the tableau is optimal, J is a potential basis. 
Similarly, K is a potential basis. 
In view of Definitions 5.1-5.2, it is easily seen how to modify other duality 
characterizations. For example, complementary slackness becomes 
THEOREM 5.3. Let (x; u) and (u; A) be -feasible solutions .for (P) and (D) 
respectively. They are nondominated‘solutions-if 
uT(Ax - Da) = 0 
and 
(AC - urA) x = 0. 
6. AN EXAMPLE 
Consider the problem 
“max” 
s.t. 
I 
0 I 
2 3 
2 -1 
-1-1 1 
2 1 2 :; 
1 1 -1 Ii) xg 
1 Xl Ii) i 
l-l 2 
-1 x25-1 3 0 
0 x3 0 1 -3 
x1 , x2 ) x3 2 0. 
We form the initial MC2 tableau (Tableau 6.1) 
Xl x2 x3 x4 x5 X6 ( 
(P> 
I = 
x4 0 l@lOO l-l 2 2 
x5 2 3 -1 0 1 0 -1 3 0 2 
X6 2 -1 000 1 0 1 -3 -2 
-1 l-l 0 0 0 0 0 0 0 
-2 -1 -2 0 0 0 0 0 0 0 
-1 -1 1 0 0 0 0 0 0 0 
z -4 -1 -2 0 0 0 0 0 0 0 
Tableau 6.1 
Since 2, < 0, we immediately see that J = (4, 5,6) is not a dual potential 
solution. However J = (4, 5, 6) is a primal potential solution (e.g. o = (3, 3, 1)). 
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Each ray of the cone, r(4, 5, 6) is uniquely represented by a point of the sim- 
plex 
This allows us to represent the three dimensional set r(4, 5, 6) by the two- 
dimensional graph given in Fig. 1. 
FIGURE 1 
We now pivot (on the circled element in Tableau 6.1) to the basis J = (3, 5,6). 
The resultmg tableau (6.2) is 
Xl x2 x3 "4 x5 X6 
x3 0 1 1 1 0 0 
1 1 0 
00 1 
-1 20 1 0 0 
-2 1 0 2 0 0 
-1 -2 0 -1 0 0 
_- 
2 -4 1 0 2 0 0 
Tableau 6.2 
l-l 2 
0 2 2 
0 1 -3 
1-I 2 
2-2 4 
-1 1 -2 
2-2 4 
2 
2 
4 
-2 
2 
4 
-2 
4 
As before, since 2, < 0, J = (3, 5, 6) . IS not a dual potential solution. If we 
graph r(3, 5, 6) (see Fig. 2) we notice that it contains r(4, 5, 6) in agreement 
with Equation 4.2. (See also Remark 4.1) 
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1 2 
FIGURE 2 
Pivoting again we obtain Tableau 6.3 associated with the basis Jr = (1, 3, 5). 
Xl x2 x3 x4 X5 X6 
x3 0 11 10 0 
x5 0 50 11-l 
x,1--go 00 4 
0 .$O 10 + 
0 00 20 1 
o-qo-10 + 
‘z 0 -10 20 2 
1 -1 2 
0 1 5 
0 g-.3 
-- -- 
1-k + 
2-l 1 
-1 ;-a 
2 0 -2 
-- 
Tableau 6.3 
2‘ 
2 
6 
-1 
1 
2 
-3 
0 
Since Z,, > 0 for k E J’, A = (I, E, C) E r(Jr) if E is a small positive number. 
Thus Jr = (1, 3, 5) is a dual potential solution. To check primal potentiality, 
we form the Subtableau 6.4. (See Theorem 3.2) and pivot to obtain Tableau 6.5 
y1 h y3 el e2 e3 Y1 y2 y3 4 e2 e3 
el 1 0 0100 0 el 100100 0 
e2 -1 1 a010 0 Y3 -221020 0 
e3 25-$001 0 e3 -180031 0 
- -__ 
‘z 2 6 -1000 0 080020 0 
Tableau 6.4 Tableau 6.5 
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Since the maximal value is zero, we conclude that II = (1, 3, 5) is primal 
potential and hence a potential solution. 
We now wish to find which constraints are effective or null. Using Theorem 
4.4, we form the tableau (6.6) for r(JJ. (See Remark 4.5) 
Vl 02 V3 Wl w2 w3 22 
2% -1 l-2 1 0 0 2 
w2 0 -1 -5 0 1 0 6 
w3 0 --$ go01 -1 
Tableau 6.6 
v v3 Wl w2 w3 z 
Wl 
-11 2 110 2 0 
w2 0 0 -8 0 1 -2 8 
v2 0 1 -3 0 0 -2 2 
Tableau 6.7 
Pivoting to a feasible tableau (6.7) we see wr = 0 and w3 = 0 (since non-basic) 
and w2 will always be positive. Thus the rows corresponding to xs and x1 , in 
Tableau 6.3 are effective. 
To check the effective constraints for A(J1), we form Tableau 6.8 (using 
Theorem 4.4) and pivot to Tableau 6.9. 
fh v2 213 Wl "2 w3 z 
Wl -4 0 4100 -1 
w2 -1 -2 1 0 1 0 2 
w3 -+ --I -4 0 0 1 2 
Tableau 6.8 
V v2 v3 z 
vu1 ; 
()+Lyyy $ 
w2 0 -2 -g -f 1 0 p 
w3 0 -1 -$ -5 0 1 5 
Tableau 6.9 
The only effective constraint1 is that corresponding to w1 . Therefore the only 
effective column of Tableau 6.3 is x2 . 
1 Note that wz and w1 are always positive. 
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We now determine the adjacent bases of Jr We need to consider only those 
obtained by introducing x2 (effective constraint of A(],)) or removing either xi 
or xi (the effective constraints of r(JJ). To introduce xa , we could remove 
xa or .x5 (since the pivot element must be positive). The resultant bases are 
(1, 2, 5) and (I, 2, 3). In removing xi , since the pivot element must be negative, 
the only possibility for introduction into the bases is x1 which results in (2, 3, 5). 
Since ,I’ ) 0 (no negative pivot elements in the first row) we can not remove 
xQ . Thus the bases adjacent to J, == (1,3, 5) which must be checked are (1,2, 5) 
(1, 2, 3) and (2, 3, 5). Pivoting to each of these in turn and using the potential 
subroutine we find that they are potential solutions. Continuing in the above 
manner, w-e find the entire set of potential solutions. It consists of the nine bases: 
(1,3, 5)(1,2, 5)(1,2,3)(2,3,5) (1,3,4)(1,4,6)(1,2,4) (2, 3,4) (3, 4, 6). 
Now let us consider the dual of problem (P?, 
Ul , u2 > u3 2 0. 
Tableau 6.3, associated with the potential solution J, 
the submatrices 
and 
I 
1 0 g 
CBB-l= 2 0 -1 0 1.  4 
- 
1 
2 
I 
CD> 
1 
(1, 3, 5), contains 
If we choose 0 = (5, 5, 1) E r(Jr) and h = (5, 1, 1) E A(Jr), then 
and 
x(J1) = B-lDa = (2, 10, l)T 
Thus 
and 
u(J1) = AC&l = (6,0,4). 
(Xl 1 x2 7 X3JT = (1, 072) 
(v 7 UP 9 UJ = (6, 0, 4) 
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are (P) and (D) feasible for G = (5, 5, 1) and h = (5, 1, 1). Furthermore, the 
functional values hCx and uTDu are equal. This will be true for any (h, 0) E 
4Jd x WI) since 
XCx =hC, -x(J1)= hC,WDa = u=Da. 
The verification of further relationships is left to the reader. 
7. CONCLUSION 
The concept of a potential solution and the MC2 simplex method allow a more 
realistic and thorough treatment of decision problems often encountered in real 
life. They also allow one to simultaneously conduct a sensitivity analysis of the 
criteria and the constraint levels. Many areas of research, however, remain 
untouched. The application to the areas of system design and probabilistic 
programming needs to be explored. For the latter, one could interpret the 
constraint level as a random variable with a distribution over a cone. In addition, 
the impact on parametric problems needs to be assessed and the extension of 
the concept to nonlinear systems needs to be determined. Finally, the applica- 
tion to real world decision problems would provide insight and uncover other 
possible avenues for exploration. 
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