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Abstract
Social media is a pool of users’ thoughts, opinions, surrounding environment, situation and 
others. This pool can be used as a real-time and feedback data source for many domains 
such as transportation. It can be used to get instant feedback from commuters; their opin-
ions toward the transportation network and their complaints, in addition to the traffic situ-
ation, road conditions, events detection and many others. The problem is in how to utilize 
social media data to achieve one or more of these targets. A systematic review was con-
ducted in the field of transportation-related research based on social media analysis (TRR-
SMA) from the years between 2008 and 2018; 74 papers were identified from an initial set 
of 703 papers extracted from 4 digital libraries. This review will structure the field and give 
an overview based on the following grounds: activity, keywords, approaches, social media 
data and platforms and focus of the researches. It will show the trend in the research sub-
jects by countries, in addition to the activity trends, platforms usage trend and others. Fur-
ther analysis of the most employed approach (Lexicons) and data (text) will be also shown. 
Finally, challenges and future works are drawn and proposed.
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Introduction
Social media platforms have rapidly gained its user base since its emergence in the late 
1990s. Since then, people have started to publish their thoughts, opinions, experiences, rat-
ings and even their daily lives’ details through social media applications such as Facebook, 
Twitter, Weibo and many others. Consequently, social media data has become a great 
source of real-time data that can be useful for many sectors. In politics, social media data 
is used to predict election results (Caetano et al., 2018; Jaidka et al., 2019); in e-commerce, 
it is used to create recommendations; in economy, it is used to make inferences about the 
stock market movements (Bollen et al., 2011; X. Zhang, Zhang, et al., 2018; Zhang, Chen, 
et al., 2018); in tourism, it is used to recommend the best hotels, experiences and places 
(A. S. H. Lee et al., 2018) and in education, it is used for teaching and learning resources 
(Pereira et al., 2018).
The real-time property of social media data has been debated in numerous studies. 
These studies found that social media is a source of real-time or near-real-time data, espe-
cially in the case of accidents and crises, because people post on their accounts immedi-
ately after an incident occurs (Daly et al., 2013; Osborne et al., 2014; Y. Gu et al., 2016; 
S. Zhao et al., 2017). So, in time-sensitive domains such as transportation, real-time social 
media data can be very useful; timing has the potential to influence users’ everyday activi-
ties and even save lives. In the transportation network, any delays could result in severe 
problems, for example, people being late for their work and schools, ambulance delays, or 
crowdedness of stations and others. Usually, transportation companies use physical sensors 
(Guerrero-Ibáñez et  al., 2018) to collect information about traffic situations and delays. 
These sensors are costly and need maintenance. In addition, any defect or attack on the 
sensors network can cause problems (X. Zhang et al., 2017) in the delivery of information, 
which can lead to problems in the traffic system and organization.
In case of defects or faults in the sensors’ network, other real-time data sources are 
needed for troubleshooting. One of the most suitable sources, in the aspects of time and 
budgeting, is social media data. Social media data can provide real-time information about 
various transportation statuses from the commuters’ perspective. It can help in extracting 
road hazards (Kumar et al., 2014), traffic situations (D’Andrea et al., 2015; D. Wang et al., 
2017), event or accident detection (Candelieri & Archetti, 2015) and others.
Furthermore, people in charge of the transportation network can have inferences based 
on commuters’ opinions and complaints (Abalı et al., 2018) toward transportation networks 
(Adeborna & Siau, 2014; Gal-Tzur et al., 2014). They need these inferences to form opin-
ions on the best paths to take in order to maximise network utilisation. Commonly, tra-
ditional data collection approaches such as questionnaires and surveys are used by deci-
sion-makers to gain an understanding of public opinion (Pournarakis et al., 2017). Those 
traditional methods are time-consuming and costly in contrast to social media data use.
Due to the reasons above, employing social media data in transportation-related studies 
has become a trend. Social media data can be obtained by performing a simple crawling 
of the network. Therefore, this paper presents a systematic review of transportation stud-
ies that have adopted social media analysis (TRR-SMA) and have been published between 
the years 2008 and 2018. It is showing the structure of the field by providing information 
on targeted topics, types of data used, data collection methods and data analysis methods; 
thus, this paper provides the new researchers with comprehensive information on how the 
social media data in transportation researches had been utilized in the past and for which 
goals. In addition, it also provides in depth information on the challenges, issues and 
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research gaps that future researchers should embark; hence, it can serve as a starting explo-
ration point for new TRR-SMA researchers.
As for the rest of the paper, it is organized as follows: Firstly, an overview of the exist-
ing survey papers is presented. Secondly is the presentation of the research methodology 
of this study. Thirdly, the report of our systematic mapping review analysis is provided. 
Fourthly, the discussion of the main findings and possible future works are laid out. Finally, 
the conclusion of the paper is presented. In this study, terms such as papers, literature, 
works and studies are of the same meaning. In addition, applications and platforms are also 
considered as synonyms.
Prior work
There are several review papers in the field. In producing review papers, three key factors 
affect the reported papers: the query, the time of the publications and the digital libraries 
used in the searching process. Different review papers can be generated by changing at 
least one of any of those factors. Each existing review paper varies from our paper in differ-
ent aspects: the query used in the searching process, the period of the published literature, 
reported data and its type, and the methodology of the analysis. In the following work, we 
present each review paper, then subsequently, our systematic mapping review analysis.
Nikolaidou et al. (Nikolaidou & Papaioannou, 2018) presented a review paper of used 
social media data, methods and challenges in transport planning and public transit qual-
ity. Nikolaidou et al. reviewed around 50 papers which were published between 2010 and 
2016. Lv et  al. (2017) proposed a literature review of social media-based transportation 
research using social network analysis method and 67 papers for the period between 2011 
and 2015. They showed the research collaboration in the field based on the authors, insti-
tutions and countries. Rashidi et al. (2017) proposed a review of social media data used 
for modelling travel behaviour with its advantages and challenges. They had ended with 
800 + papers from Scopus for analysis which were published between 2007 and 2015 but 
they had mentioned around 70 papers in their review paper. However, as they were aim-
ing on modelling the travel behaviour, they focused on the location data. Chaniotakis et al. 
(2016) produced a mapping review of studies that used social media data and platforms. In 
addition, the authors addressed the research challenges and opportunities in using social 
media for transportation studies. Chaniotakis et al. review was based on 22 literature pub-
lished between 2008 and 2015. Grant-Muller et al. (2014) proposed a review using around 
70 papers published between 2008 and 2014. The review covered the social media data that 
could be used in transportation-related research. They performed a more in-depth study 
and argued whether social media data could be used along with the transportation data. In 
addition, they presented text mining methods and the challenges in the transportation field.
Comparatively, the analysis method of our literature review was conducted in a more 
systematic way. The selection process of our primary studies was designed to ensure reli-
ability and reproducibility. This implies that our results of analysis can be regenerated by 
following the steps presented in the Methodology section. In most of the above-mentioned 
review papers, the used query was not reported, so placing a comparison based on query 
was not possible. However, (Rashidi et al., 2017) was the only one to report the used query 
which is different from the one we used. We shape the query using general terms since we 
are looking at the field from a broad perspective to extract the used social media platforms, 
data, and data analysis approaches, as well as the research targets. In the broadest sense, it 
is important to provide a large scale and coverage of the data being analysed. Limiting any 
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of the targeted data to predefined types and categories would reduce the number of out-
comes, resulting in the omission of some data forms. So, we did not use any name of social 
media platforms in forming our query.
In addition, our paper presents a review of the literature published in the years between 
2008 and 2018 from four digital libraries, suggesting that the review has a broader scope 
than previous studies. From the aspect of the analysed data classification, we present a 
more fine-grained examination by analysing various components while others focused on 
one of these components. The components that have been included in the analysis are the 
distribution of the publication over countries, first authors, publishers and years, keywords 
analysis, focusses of transportation-related research and types of the used social media data 
and platforms. To the best of our knowledge, this paper is the first to analyse the research 
subjects by countries and years in order to show the trends in the relevant research field, as 
well as the first to present the trend analysis of social media platforms used for TRR-SMA. 
Furthermore, it is the first to analyse the text data attributes according to the aims of using 
them.
Methodology
We adopted a systematic mapping review methodology to provide an overview and 
research structure of the field of TRR-SMA (Petersen et al., 2008). This paper differs from 
systematic literature reviews (SLRs) as the latter aims to identify, analyse, evaluate and 
report the existing research in a field using well pre-defined and repeatable steps. These 
steps generate the primary study set (Kitchenham et al., 2009). The primary set contains 
the papers resulted from the search and selection process that will be reported in the paper. 
Meanwhile, a systematic mapping study or scoping study aims to structure and give an 
overview of the field of interest by classifying the papers in the primary study set and ana-
lysing them according to their numbers in the categories (Petersen et al., 2008).
In conducting our study, we adapted the guidelines provided by (Kitchenham et  al., 
2009) and (Petersen et  al., 2008) with slight modifications to suit the context of our 
research objectives. Kitchenham and Charters proposed the guidelines for generating an 
SLR in the field of software engineering, while Petersen et al. presented guidelines of a 
systematic mapping method in the same field. A systematic mapping study for the software 
engineering field, based on a similar methodology, was found in another study (Zakari 
et al., 2018).
The main steps suggested by (Petersen et al., 2008) and adopted in this study are shown 
in Fig. 1. The first step is defining the research questions (RQs) that will be answered by 
the study. The second step is constructing the search protocol and search, while the third 
step is screening the search results using the inclusion and exclusion criteria. The fourth 
step is constructing the classification scheme and defining the categories, and finally, 
extracting the desired data from the primary set and mapping it to the categories. The fol-
lowing sub-sections describe each step of our research process in detail.
Fig. 1  Systematic mapping construction methodology
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Defining the research questions
The ultimate aim of this study is to investigate the researches in the field of social 
media-based transportation. By investigating the researches, we find the elements/foun-
dations that have to be taken into consideration when starting any research in the field, 
hence, it directs the way of utilizing social media in transportation-related researches.
Three main RQs have been identified. Table 1 shows these RQs with their respective 
motivations. The first and second RQs lead to multiple sub-RQs (s-RQs) as they implied 
different data to be analysed, hence, these s-RQs are forming the subsections to present 
the results in a more organized way. The s-RQs are shown in Table 2 and Table 3. As for 
the RQ3, it poses the challenges, findings and future works; since these three are inex-
tricably linked and lead to one another, they will be addressed for each analysed data 
rather than being divided into s-RQs.
Table 1  Main research questions (RQs)
Research questions (RQs) Motivation
RQ1: How social media is used in transportation 
research based on social media analysis?
To identify the trends in the field, the used keywords, 
the used social media data, the used social media 
platforms and the used approaches
RQ2: What are the aims of transportation 
researches based on social media analysis?
To identify the targets of the researches and their 
trends in the world and by countries
RQ3: What are the challenges, principal findings 
and possible future works in the field?
To identify the challenges in the field and main find-
ings from the analysis and draw the needs of the 
field
Table 2  Sub-questions of RQ1
Sub-research questions drawn from RQ1 (s-RQ1) Motivation
s1-RQ1: What is the distribution of the researches 
in terms of activity?
To identify the trend in the publication in the field 
in terms of years, countries, publishers and first 
authorship
s2-RQ1: What are the used keywords in the field? To identify the most used keywords by authors in the 
researches
s3-RQ1: What are the social media data/attributes 
used by the researchers?
To identify the used social media attributes, the most 
used ones and the aim of using them
s4-RQ1: What are the rules of text data/text mining 
in the TRR-SMA field?
To identify the usages of the text data
S5-RQ1: What are the social media platforms used 
by the literature?
To identify the most used social media platforms and 
their usage trend
S6-RQ1: What are the datasets used by researchers? To identify the datasets and the methods of collecting 
them
S7-RQ1: What are the approaches used to analyse 
social media data in transportation researches 
based on social media analysis?
To identify the most used methods for analysing 
social media data
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Search and selection process
The search protocol contains three steps: Defining the digital sources, constructing the 
search query and lastly, applying the search process. Figure 2 shows an overview of the 
search and selection process.
Table 3  Sub-questions of RQ2
Sub-research questions drawn from RQ2 (s-RQ2) Motivation
s1-RQ2: Which subjects were targeted by researchers in the TRR-
SMA field?
To identify the targets of the researches
s2-RQ2: What are the trended subjects in the world and by 
countries?
To identify the trends of research-
subjects around the world and in the 
target countries
s3-RQ2: What are the social media attributes used for achieving 
the targets?
To identify the role of social media 
data in the research field to achieve 
each research target
Fig. 2  Search and selection process
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Defining digital sources
Four digital libraries (DLs) were chosen to refine the selection of papers: IEEE Xplore, 
ACM, Web of Science and Scopus. Google Scholar was not considered as it contains 
too large a proportion of irrelevant literature to this study, in addition to grey literature.
Forming the search query
Based on the defined research questions in Section “Defining the research questions", 
terms and keywords were identified. These terms and keywords were revised according 
to the pre-scanned literature. Furthermore, we revised them by including the synonyms. 
The terms and keywords are illustrated in Table 4. By combining the mentioned terms, 
the following query was constructed:
(transport* AND (“sentiment analysis” OR “opinion mining” OR “text mining” OR 
“social media analysis” OR “social network analysis”))
General terms were used in our query. Instead of using the names of social media 
platforms that we hope to learn from the studies, we used the term "social media analy-
sis" and its synonyms to describe the process of analysing social media data.
Conducting the search
The search was performed on the 16th of January 2019 using the previous mentioned 
DLs and by searching through titles, abstracts and keywords. The total number of search 
results was 703 as illustrated in Fig. 2.
Defining the inclusion and exclusion criteria
Any paper to be included in the primary study set has to fulfil the inclusion and exclu-
sion criteria to assure its relevance to the field and its ability to answer the RQs. In other 
words, the paper has to fulfil all the inclusion terms and none of the exclusion terms. 
The defined Inclusion (IC) and Exclusion (EC) terms are shown in Table  5. In case 
of IC4 and EC4, the extended version was included because, usually, it provides more 
information about the procedures, the experiment, the findings, and the assessment, as 
opposed to reporting the process without results or evaluation or reporting the results 
Table 4  Query terms and 
synonyms
Transportation-related terms Social media analysis-related terms
Transport Social media analysis
Transportation Opinion mining
Transport-related Text mining
Intelligent transportation system Sentiment analysis
Social network analysis
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based on only a portion of the data. Moreover, worth to mention that in our exclusion 
and inclusion criteria, the citations do not play any rule.
The search results were refined in two screening stages using the IC/EC terms, the first 
stage, according to the title and abstract and the second stage, according to the full text. 
Table 6 shows examples of excluded studies and the corresponding exclusion term.
Conducting the classification scheme
The construction of the classification scheme depends on the prior knowledge of the field 
and the first screening phase of the literature. The prior knowledge was gained by scan-
ning existing reviews and literature in the field. The first screening was applied using the 
abstract and the title of the papers. During this process, the most frequent topics were 
extracted to form the categories. The most frequently appeared topics in the literature were 
the approaches used, social media platforms, social media data types and countries. These 
categories formed the base of the mapping. To add more value to the results, we added the 
timing attribute. By analysing categories according to time and trends, we discover the pat-
terns in the researches. Figure 3 shows the classification scheme that will be followed in 
analysing the researches.
Data extraction and systematic mapping
In this stage, the primary study set (Online Resource 1) will be screened in full for data 
extraction. The primary set (the 74 papers) was identified by using the first screening phase 
depending on the title and abstract and the second phase depending on the full-text. The 
data extraction process was done using Excel. The Excel sheets can be provided if needed.
Table 5  The inclusion and exclusion criteria
Inclusion terms (ICs) Exclusion terms (ECs)
IC1: The work proposed a method for social media 
analysis for transportation-related subjects
EC1: The work is a thesis, book and other grey 
literature
IC2: The work is a journal paper or a paper in a con-
ference proceeding/ peer-reviewed paper
EC2: Papers written in other languages, other than 
English
IC3: Clearly mentioned the dataset used EC3: The dataset is not clear/mentioned
IC4: Workshop/journal papers that have been 
extended from conference papers
EC4: Conference papers that have been extended to 
journal/workshop papers
EC5: Works related to social media analysis but not 
for transportation-related subject or vice versa
Table 6  Examples of the 
excluded studies and the 
corresponding EC term
The excluded studies Exclusion 
term (EC)
Liu et al. (2018) EC2
Patel et al. (2013) EC3
Di Wang et al. (2014) EC4
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The data were extracted and mapped to the specified categories in the classification 
scheme. The results of the mapping and the analysis were visualized using Tableau which 
is a visualization tool widely used in the business intelligence industry.
Results
This section lays the answers to the research questions. Tableau was used for visualizing 
the results.
RQ1: How social media is used in transportation research based on social media 
analysis?
Five sub-questions were generated from RQ1 as enlisted in Table 2. By combining their 
answers and drawing a conclusion, RQ1 will be answered.
s1‑RQ1: What is the distribution of the researches in terms of activity?
To perform an activity analysis, we have dissected the number of publications according to 
years, published countries, first authorship and publishers (journals and conferences).
• Activity according to years: In the years between (2008–2018), 74 papers were expur-
gated according to our search methodology ("RQ1: How social media is used in trans-
portation research based on social media analysis?" Section). Our analysis points to 
growing attention toward the TRR-SMA field. In the period between 2008 and 2012, 
there was no activity in the research according to our primary set. This is believed to 
be attributed to the social media evolution that began in 2011–2012. (O’Regan, 2018). 
In 2012, Facebook users reached more than 1 billion and in 2011, the number of tweets 
Fig. 3  The classification scheme
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per day exceeded 140 million. In 2013, a modest activity started in the field followed 
by a prominent rise in the number of publications in the following years. Figure 4 illus-
trates the trend in the publication activity over the past decade.
• Activity according to countries: Our analysis seeks to distinguish the most interested 
countries in the TRR-SMA field. Figure 5 shows the top active countries in the field. 
The USA produced the largest share of the publications. It published around 19% of 
the total publications (74 papers), followed by Indonesia, China and the UK. They out-
putted approximately 11%, 9.5%, 8% of the publications, respectively. Cumulatively, 
these four countries produced around half of the publications in the field. Noticeably, 
the USA is dedicating high attention to the field. This high attention can be referred 
to the need for improvements in transportation infrastructure as stated by the Coun-
cil on Foreign Relations1 (cfr). It also stated that the USA transportation lost to South 
Fig. 4  The activity trend of TRR-SMA Field over the past decade
Fig. 5  The activity distribution 
of the top active countries
1 https:// www. cfr. org/ backg round er/ trans porta tion- infra struc ture- moving- ameri ca.
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Korea, Spain and Oman transportation in 2011. USA transportation ranking retreated 
from fifth in the world in 2002 to twenty fourth in 2011 according to the World Eco-
nomic Forums’ Rankings. In addition, according to the United States Department of 
Transportation (TOD), in 2009, grants for transportation development were listed in the 
American Recovery and Reinvestment Act under the name Transportation Investment 
Generating Economic Recovery (TIGER). TIGER focuses on environment, energy 
and surface transport. In 2012, the USA president approved to progress the plan.2 This 
may explain the reasons for the United States’ activity, which began in 2014, and the 
increase in the ranking of the United States’ transportation infrastructure, which was 
ranked sixth in the world in 2017–2018.3
• Activity according to first authorship: This type of activity analysis aims to discover the 
most active authors in the field. The activity of the authors was calculated by counting 
his/her publications where he/she was the first author of the publication. The top five 
authors in the past ten years were Gal-Tzur, Candelieri, Ali, Salas and Serna with 2 
publications for each.
• Activity according to publishers: Here, the term "publishers" refers to journals and con-
ferences that have published work in the field of TRR-SMA. Table 7 shows the top pub-
lishers and their corresponding number of publications.
s2‑RQ1: What are the used keywords in the field?
Authors usually use keywords to point out the research subjects, fields, tools, approaches 
and techniques they use in their literature. Hence, keywords are the best identification 
of literature. As for other researchers in the field, they use keywords to retrieve related 
literature to their field from digital databases (Sharma & Mediratta, 2002). Sharma and 
Mediratta describe the keywords as “the "keys" to unlock the desired scientific paper 
abstracts/full articles from a vast collection of related publications”. Due to these reasons, 
keywords analysis, on one hand, is important to authors as they should choose the proper 
keywords to identify their work and make it easy to reach. On the other hand, keywords are 
important to the researchers in the field to choose the suitable ones during the searching 
Table 7  The top publishers in the TRR-SMA field
Publisher name Number of 
publica-
tions
IEEE conference on intelligent transportation systems 5
IEEE Transactions on Intelligent Transportation Systems 3
IEEE International Conference on Big Data Computing Service and Applications 2
IEEE/ACM International Conference on Advances in Social Networks Analysis and Mining 2
Industrial Management and Data Systems 2
International Conference on Information and Communication Technology 2
Transportation Research Part C: Emerging Technologies 2
2 https:// www. trans porta tion. gov/ 50/ timel ine/ acces sible.
3 Available on http:// repor ts. wefor um. org/ pdf/ gci- 2017- 2018- score card/ WEF_ GCI_ 2017_ 2018_ Score 
card_ GCI.A. 02. 01. pdf.
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process to maximize the relevance of the retrieved publications. Figure 6 shows the most 
used keywords with their frequency.
As expected, the most used keywords are related to social media analysis and transpor-
tation fields as they are the main two topics of this paper, in addition, they were the base 
of the used keywords in the search process. The most used keyword “Social Networking 
(Online)” indicates the social media networks while “Data mining”, “Text Mining”, “Big 
Data”, “Natural Language Processing Systems” and “sentiment analysis” are forming the 
sub-fields of social media analysis.
Other keywords are related to the approaches, data attributes, social media platforms 
and subjects used in the field; “Twitter” is the most used social media platform in the 
field (see s5-RQ1 answer); “Air Transportation”, “Traffic Congestion”, “Transportation 
Services”, “Customer Satisfactions” and “Accidents” are laying under the most targeted 
research subjects in the field (refer to RQ2 answer).
s3‑RQ1: What are the social media data/attributes used by the researchers?
One of the pillars for structuring the TRR-SMA area is the data used in the studies. Users’ 
posts on social media sites will provide data other than the text, picture, or video they 
posted. In addition to time, users’ posts will be tagged with the location if they activate the 
geotagging feature. Online Resource 1 shows the used social media data by the researchers. 
Text, location and time data were the frequently- used social media attributes.
Other data such as followers, number of tweets, friends and retweets were used to gauge 
the users’ influence. The number of tweets was also used as a gauge of traffic congestion. 
In terms of ratings, they were used as a gauge of public opinion.
s4‑RQ1: What are the rules of text data/text mining in the TRR‑SMA field?
Text data was utilized by all papers in our primary set. Further investigation on the role 
of text data and the used attributes of text data was made and presented in Table 8. Loca-
tion and time attributes are important in the transportation domain especially in identify-
ing road conditions and issues; they are fundamental in defining the exact location and 
time of incidents and traffic. Therefore, social media is considered as a real-time source of 
Fig. 6  The most used keywords
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information as people post incidents that have happened. Many papers did not just employ 
the geotagged location, as they also used text data to detect locations. This attributes to the 
low amount of geotagged data on social media (Sloan and Morgan 2015). 
S5‑RQ1: What are the social media platforms used by the literature?
Social media platforms become a major part of humans’ life, and with their importance, 
many platforms have been unveiled. Choosing the proper platforms for research is essen-
tial. Online Resource 1 shows the social media platforms used by researchers in the TRR-
SMA field and Fig. 7 shows the usage trend of the platforms over the past decade. Surpris-
ingly, the platforms’ usage trends are divisive; on the one hand, Twitter is the most popular 
platform in the field, despite not being the most popular worldwide. On the other hand, 
while Facebook is the most popular social media platform worldwide, its use in the field 
is limited. In a ten-year period, it was cited in just 9 out of 74 reports. Twitter is the data 
source for approximately 72% of the papers. It is a microblog; it limits the number of char-
acters per tweet and tags the tweets with the time and location (if users allowed). Facebook 
offers users the same features with one main difference—there is no limit on the number 
of characters per post. Due to this, it is thought that the processing of tweets is easier than 
Facebook posts. As the number of tweets characters are limited, people will directly point 
to their subject without further explanation or description.
However, the main reason behind the limited usage of Facebook data is retrievability. 
Facebook announces limitations on its APIs4 (application programming interface). Face-
book APIs are used to crawl Facebook data, and restricting API access means limiting 
Facebook data access. In addition, Twitter has announced that precise location tagging 
would be removed from their platform.5 According to the company, the precise location 
tagging will be available for images taken with Twitter’s camera. This creates a challenge 
for fields that depend on precise location, such as transportation, and necessitates the 
search for alternate ways to detect locations.
S6‑RQ1: What are the datasets used by researchers?
The contents of social media platforms are either open or closed; some platforms allow 
content retrieval through APIs, while others do not. The datasets used by researches were 
collected as follows:
• Twitter datasets: Twitter datasets were collected using the APIs. Twitter APIs allow the 
developer to access and retrieve Twitter contents including users’ data and timeline, 
retweets, hashtags data and others. The number of allowed queries and retrieved tweets 
from users’ timeline differs according to the API type.6 Two main libraries are used to 
extract tweets: Twitter4J for Java and Tweepy for Python.
4 https:// techc runch. com/ 2018/ 07/ 02/ faceb ook- rolls- out- more- api- restr ictio ns- and- shutd owns/.
5 https:// twitt er. com/ Twitt erSup port/ status/ 11410 39841 99335 5264? ref_ src= twsrc% 5Etfw% 7Ctwc amp% 
5Etwe etemb ed% 7Ctwt erm% 5E114 10398 41993 35526 4& ref_ url= https% 3A% 2F% 2Fwww. theve rge. com% 
2F2019% 2F6% 2F19% 2F186 91174% 2Ftwi tter- locat ion- taggi ng- geota gging- disco ntinu ed- remov al.
6 Twitter developer APIs: https:// devel oper. twitt er. com/ en/ docs/ basics/ getti ng- start ed.
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• Facebook datasets: Mainly Graph API used by researchers to collect Facebook data. 
The problem with the Graph API7 and other Facebook APIs that Facebook limits the 
access to the users’ data.8 ProSuite tool to collect Facebook data was used by (Baj-
Rogowska, 2017) while (Ali et al., 2017) collected the data manually.
• Weibo datasets: There are two approaches to retrieve Weibo contents which are the 
requesting APIs and crawling. APIs usually are paid and limit the number of queries 
(Y. Chen et  al., 2018). Crawling is performed using HTTP request (Y. Chen et  al., 
2018) or crawlers such as Crawlzilla and Selenium (S. Chen et al., 2016)
• TripAdvisor datasets: The TripAdvisor content APIs are available, but they are only 
for use on travel websites. Since TripAdvisor’s APIs are not available for academic 
research or data analytics,9 scrappers and crawlers are used to obtain the data.
• Others: other datasets from review platforms such as Google reviews (K. Lee & Yu, 
2018) and Yelp (Gao et  al., 2016) are used. Google reviews can be retrieved using 
Google APIs.10 Google APIs have a retrieval limit of 5 reviews per location. As for 
Yelp, it offers an open dataset for academic purposes11 besides its APIs for business.
Fig. 7  The usage trends of the social media platforms
10 Google API: https:// devel opers. google. com/ andro id- publi sher/ api- ref/ revie ws.
11 Yelp dataset: https:// www. yelp. com/ datas et.
7 Facebook Graph API: https:// devel opers. faceb ook. com/ docs/ graph- api.
8 https:// devel opers. faceb ook. com/ policy/.
9 TripAdvisor API access policy: https:// devel oper- tripa dvisor. com/ conte nt- api/ reque st- api- access/.
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s7‑RQ1: What are the approaches used to analyse social media data in transportation 
researches based on social media analysis?
The second step, after defining the data that will be used, is to understand how to use it to 
obtain the desired useful information. Machine learning-based (ML) approaches, natural 
language processing-based (NLP) approaches, and statistical-based (SL) approaches are 
the three groups in which these approaches were classified. These categories, however, can 
overlap since several methods fall into more than one of the three categories.
Machine learning algorithms are commonly used for classification, regression, and 
grouping related instances; in the literature, they were mostly used to identify the com-
muters’ perspective toward the transportation network or to identify the related posts to 
transportation or events. Machine learning approaches can be divided into two categories: 
supervised and unsupervised.
Supervised machine learning methods need pre-labelled data as training samples to per-
form classification. Support Vector Machine (SVM) and Naïve Bayes (NB) are ones of 
the most popular supervised machine learning approaches. They are well-known for their 
performance in text classification field; hence they have been commonly used in the litera-
ture. The SVM algorithm maximises the distance between training data groups and draws a 
hyperplane between them. Then, it decides which side of the hyperplane the new instances 
belong to by using the features of the new instances and the information obtained from the 
training data. SVM was employed by studies for sentiment analysis to identify the public 
opinion regarding the transportation network or their complaints (Candelieri et al., 2015; 
Pournarakis et al., 2017; Sinha et al., 2017; Windasari et al., 2017; Yang et al., 2016) and 
for distinguishing the transport-related posts from the irrelated ones (Y. Chen et al., 2018; 
Gal-Tzur et  al., 2014; Salas et  al., 2017; Salas et  al., 2018). NB utilises Bayes theorem 
from statistics. Using the training data and the features of the new instance, NB calcu-
lates its likelihood to belong to a class. NB was employed to classify the related posts to 
transportation or events by (Abalı et  al., 2018), to analyse commuters’ sentiment toward 
transportation by (Alamsyah et al., 2018; Dutta Das et al., 2017; Fiarni et al., 2018; Kumar 
et al., 2014; Liyang et al., 2016; Sternberg et al., 2018) and to predict vehicle recall by (X. 
Zhang et al., 2015). Multiple researches compared the two, and some of these researches 
compared them to other approaches including decision trees (DT) and for the same previ-
ous aims; (Alamsyahl et  al., 2018; Anastasia & Budi, 2016; Giancristofaro et  al., 2016; 
Gupta et  al., 2018; Rane & Kumar, 2018; Z. Zhang, Zhang, et  al., 2018; Zhang, Chen, 
et al., 2018) used multiple classifiers to compare their results in analysing commuters’ sen-
timent toward transportation related topics, while (D’Andrea et al., 2015; Gal-Tzur et al., 
2018; Hoang et al., 2016; Kuflik et al., 2017; Tse et al., 2016) used different machine learn-
ing techniques to identify the posts related to a transportation topic. Other classification 
approaches such as Maximum Entropy (ME) (Dutta Das et al., 2017; Samonte et al., 2018) 
and Logistic Regression (LR) (Rane & Kumar, 2018; Zhang, Chen, et  al., 2018; Zhang, 
Zhang, et al., 2018) were also used by some researchers. ME selects the appropriate distri-
bution to represent the data based on the measurement of entropy, whereas LR is used to 
represent the data and describe the relationship between variables.
In regard to the unsupervised machine learning methods, they do not need pre-
labelled data; instead, they rely on data features to find the similarity between instances. 
K-Nearest Neighbour (KNN) is unsupervised machine learning algorithm which is 
used for clustering (D’Andrea et al., 2015; Kumar et al., 2014; Rane & Kumar, 2018; 
Saldana-Perez et al., 2017; X. Zhang et al., 2015; Z. Zhang, Zhang, et al., 2018; Zhang, 
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Chen, et al., 2018). Another popular clustering algorithm, which is used within the sen-
timent analysis process to discover the top topics, is k-means and its version spherical 
K-means (Liau & Tan, 2014) where both of them produced similar topics.
Another approach of ML is Deep learning (DL). DL is known for its high accuracy 
and its ability to learn from large amount of data (Kim et al., 2017). DL includes many 
architectures, one of the basic architectures is Multilayer perceptron (MLP) which was 
used by two studies (Ali et al., 2018) for sentiment analysis purpose and by (Chen et al., 
2018) for identifying the traffic-related information. Chen et al. (2018) used a combina-
tion of other DL architectures, namely: convolutional neural networks (CNNs) and long 
short-term memory (LSTM) and compared them with other machine learning methods.
As text data is the most commonly used data in the research, natural language pro-
cessing-based approaches have a dominant rule in the information extraction and data 
analysis processes. Before performing any data analysis/classification or knowledge 
extraction task, the bag of words (BOW) approach is typically used to represent text 
data. BOW converts text data into a numerical form that ML algorithms and others 
beside computers can understand. (Chen et  al., 2018; Gal-Tzur et  al., 2014; Giancris-
tofaro et  al., 2016; Liau & Tan, 2014; Musaev et  al., 2018; Pournarakis et  al., 2017; 
Rane & Kumar, 2018). N-gram is a model under computational linguistics and refers to 
sequence extraction from text or speech, so generating n-grams is included in the pre-
processing stage of texts in the studies (Ali et  al., 2018; Daly et  al., 2013; Windasari 
et al., 2017). Another pre-processing stage of text is parsing, parsing indicates the syn-
tax analysis of text data and usually is used to extract the grammatical rules of the lan-
guage (Luckner et al., 2017; Zhang, Kotkov, et al., 2016; Zhang, Sun, et al., 2016). The 
dominant natural language processing approach in the studies is lexicons. This likely to 
be due to its simplicity. There are two types of lexicons: the sentimental lexicon (SL) 
and the dictionary (Dic). The dictionary contains the words related to domain (domain 
lexicon) or language (general lexicon) and a sentimental lexicon is a dictionary which 
associates each word with its sentiment polarity. The generation methods of lexicons 
may include interference of machine learning or/and statistical-based approaches as it is 
shown in Table 9. Table 9 illustrates the lexicons used by researchers and the generated 
ones. Commonly, Bing Liu lexicon (Hu et al., 2004) is the most used general lexicon.
Another approach which can be used in the pre-processing stage of text data is Term 
Frequency-Inverse Document Frequency (TF-IDF). TF-IDF is a statistical-based infor-
mation retrieval metric and it is one of the most common and traditional term weighting 
approaches in which it assigns a weight for each token in the text relying on its occur-
rences. TF-IDF was used by the researchers mostly to weight the words in the topic 
modelling process (Candelieri et al., 2014; Fu et al., 2015; Itoh et al., 2016; Sinha et al., 
2017; C. Wang et al., 2018; Windasari et al., 2017; Yang et al., 2016; Z. Zhang, Zhang, 
et al., 2018; Zhang, Chen, et al., 2018). Topic modelling approaches usually use statisti-
cal models to represent the data and draw inferences. Latent Dirichlet Allocation (LDA) 
is the most popular topic modelling approach. It uses Dirichlet distribution to represent 
the text data to find the most important topics. It was used by 13.5% of the studies 
(Alamsyah et  al., 2018; Buch et  al., 2018; Kovács-Győri et  al., 2018; Kulkarni et  al., 
2018; Lee et  al., 2018; Pournarakis et  al., 2017; D. Wang et  al., 2017; Wayasti et  al., 
2018). Researchers used LDA to identify sub-topics that could signify aspects of the 
transportation network that users discussed or issues that users encountered. LDA was 
used before classification algorithms to find categories/topics since the result of LDA 
could present categories.
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RQ2: What are the aims of transportation researches based on social media 
analysis?
To identify these subjects, the sub research questions of RQ2 are answered as follows:
s1‑RQ2: Which subjects were targeted by researchers in the TRR‑SMA field?
Transportation is a broad subject; this leads the researchers to target the transportation sub-
ject in general or one or more of its sub-subjects. The works in our primary set are classi-
fied according to their target as illustrated in Fig. 8. Online Resource 1 shows the literature 
and their targets. It groups the literature according to the targeted countries to demonstrate 
the trend and the targeted subjects.
s2‑RQ2: What are the trended subjects in the world and by countries?
To demonstrate the trend of the research subjects in each country, the table in Online 
Resource 1 groups the literature according to the targeted countries. The target country 
is the source location of the data. The source location is defined when retrieving the data 
using the APIs. The Worldwide location was assumed in the case of the undefined loca-
tion of the data, except for Air Transport subject, it was assumed worldwide if the work 
targeted multiple airlines from different countries. Otherwise, the source location will be 
the airline’s home country. Figure 9 illustrates the distribution of the subjects over the past 
decade in the world. 
From Online Resource 1 and Fig. 10, we can extract the dominant subjects and their 
trends in each country; in the USA, the dominant subject was “general”. The subject “gen-
eral” was trending from 2016 till 2018 while “Issues” was trending in 2015. “Road Trans-
port” has a little interest; in the UK, the “Issues” and “General” subjects got equal atten-
tion, the “General” subject was trending in 2018 and “Issues” was trending in 2017–2018. 
We can say the UK has no interest in Air Transport as no publications targeted it; in China, 
the concentration was forwarded to the “Issues” subject, it was targeted by researchers in 
2014, 2016 and 2018; in Indonesia, the dominant target was “OT”, it was the target of 6 
papers out of 7, this can indicate the weakness of the transportation network that leads the 
commuters to depend on OT services; in other countries, the trend is hard to be tolled as 
they were targeted by a small number of researches.
However, other information can be extracted such as the region of services. Air Trans-
port is a global service. This is logical as airlines responsible for moving people through 
countries. Another interesting fact is regarding OT services—OT-Uber was the target when 
worldwide was the location and this can indicate that Uber12 is a global company. Grab and 
Gojek were the target when the researches targeted Indonesia. This indicates that Grab13 
and Gojek14 are local or at most regional companies. This fact can be proved by looking at 
the companies’ websites.
12 Uber locations: https:// www. uber. com/ global/ en/ citie s/.
13 Grab locations: https:// www. grab. com/ my/ locat ions.
14 Gojek: https:// www. gojek. com/ about.
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s3‑RQ2: What are the social media attributes used for achieving the targets?
To draw the answer to this question, the subjects were associated with the attributes 
used (see Online Resource 1). Noticeably, text, location and time were mostly used 
together for exploring the traffic situation and causes, roads and, in general, network 
conditions. Text data and ratings were utilized for measuring the commuters’ attitude 
Fig. 8  Targets classification. OT = Online Transport, EV = Electric Vehicle, BRT = Bus Rapid Transit
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towards the transportation network. However, text data is the base. It can be employed 
to fulfil any target.
RQ3: What are the challenges, principal findings and possible future works 
in the field?
Concluding the answers of the previous RQs, we can recognize challenges and future 
works. Challenges and future work are drawn from the findings as follows:
• Activity: Through activity analysis (see s1-RQ1 answer), the evolution trend of the 
TRR-SMA field was shown. The activity in the field is increasing through time. The 
country with the dominant role in the production process is the USA with 14 publica-
tions and the transport-related publishers are the biggest source of the publications. A 
Fig. 9  The trended subjects around the world in the past decade
Fig. 10  The trended subjects in the top locations
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related challenge to activity analysis is to demonstrate the reasons behind the inactiv-
ity or small activity of countries such as Japan, Turkey, Singapore, Canada and others. 
This could be referred to the economic situation, the producibility of researches, the 
availability of the data, the interest in the transportation infrastructure and the priority 
of transportation planning and enhancement and many others. An in-depth review of 
the grey and white literature (organisations reports and technical documents) in addi-
tion to official news about the development of the transportation network may identify 
these reasons.
• Social Media Data: The attached Online Resource 1 shows each study of the primary 
set with its corresponding subject, the data used by the researchers to achieve their aims 
and the platform used. Table 8 shows the purpose of using the text data, and the text 
attributes used for each purpose. By combining Online Resource 1 and Table  8, the 
subject of the research with the corresponding data used and the purpose of using text 
data can be extracted for each study. Furthermore, it can be concluded that text was 
used by all papers for different goals owing to the fact that text is the main content of 
the shared posts on social media platforms such as Twitter, Facebook and Weibo. Fur-
ther abilities of text data need to be explored like providing precise data about weather 
situations and location. As less than 1% of the social media data is geotagged, extrac-
tion of location becomes one of the most important objectives of text data; however, 
there are several issues surrounding the extracted location from text, such as whether 
the extracted location is the event/incident location. Is the place that was extracted a 
commuter location? Is the extracted name a location name? Is the place that was 
extracted fake? To find answers to these questions, further research is needed. As for 
weather, it can seriously affect the transportation network as it can cause closures of 
roads and others. One of the research in our primary set extracted weather from text 
using keywords (Daly et al., 2013) and another used other resources to get weather data 
(Rybarczyk et al., 2018). According to the impact of weather on transportation, further 
consideration by researchers is needed besides exploring the efficiency of text data in 
providing precise weather information. In other words, how likely would people share 
the weather information through social media and to which degree is the extracted data 
true and precise. Another goal of text is to extract transportation modes (e.g. metro, 
bus, taxi); however, more research is needed because modes may have different names 
in different regions or even countries.
• Other essential data in transportation studies is time. Time is easy to retrieve as it is 
tagged to posts as people share but to which extent it had been explored. In general, 
time is used by researchers in identifying incidents time and traffic time. However, 
other usages of time need to be explored such as delay detection and validation of 
extracted location from text, as several locations from different posts can be extracted 
and compared according to time to see if it is possible to move between these locations 
during the recorded time.
• Social Media Platforms: Multiple applications were used as sources of the data. Many 
researches used multiple applications as a source (refer to Online Resource 1). Face-
book data was not used frequently. This perhaps is related to the limitations on Face-
book APIs and its allowance of long posts. One of the concerns that may face the 
researchers in the future is Twitter ending its exact location geotagging service and 
limiting it to images taken by its camera. This will open the need for further research 
using images and text to detect locations or even exploring the efficiency of other 
social media applications such as Instagram. Instagram can reflect the real situation of 
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transportation network since its main content is images, so Instagram and, in general, 
images efficiency in delivering transport-related data needs further investigation.
• Social Media datasets: In general, self-extracted datasets were used in the researches; 
each group of researchers collected their own dataset from the platforms using either 
the APIs or the crawlers/scrappers. This makes it difficult to compare the results of 
publications in the same subject. Two key factors affect the transportation domain are 
real-time data and location; hence, by using different query attributes such as loca-
tion and time, different datasets can be retrieved. However, a standard open dataset is 
required so the performance of the research can be compared.
• Approaches: Lexicons, SVM and NB are the most employed approaches in the TRR-
SMA field. The usage of lexicons is the highest. The high usage can be related to the 
lexicon’s simplicity and effectiveness in topic and sentiment classification. The prob-
lem with lexicons is domain dependency, coverage and outdating. Domain dictionaries 
that are used for topic classification have a problem in detecting the domain words, usu-
ally LDA, TF or TF-IDF will be used in the detection process, however, these methods 
will also result in a set of unrelated words to the domain. As a result, manual filtration 
of the domain-related words is used by researchers which needs time and effort. This 
rises to surface the need for automatic filtration of the words. Other problems are with 
sentimental lexicons. The coverage and outdating of words are issues of many lexicons. 
Take for example the most used general lexicon by literature—Bing Liu (Hu & Liu, 
2004). It composes of approximately 7000 words, while the Oxford dictionary contains 
around 170  K words.15 This big difference in the number of words creates the cov-
erage issue. Another issue is the updates of lexicons and the usage of words through 
time where the new generation may stop using some words and start using other words 
to indicate other meanings (Schulz et al., 2010). To overcome the previous mentioned 
issues, frequent updates of lexicons are needed, yet how frequently are the general lexi-
cons being updated? Moreover, the sentiments of words may change depending on the 
domain or context, hence recognizing the changeable sentiment is a dilemma for gen-
eral lexicons. To the extent of the authors knowledge, there is no transport-related lexi-
con. The creation of this lexicon is believed to improve the performance of the systems 
that uses transportation related data.
• Subjects: Focuses or targets of researches were identified and grouped by countries. 
The aim of grouping was to indicate the trends and targeted subjects by country. One of 
the future directions can investigate why some publisher countries perform research on 
other countries. This can be due to huge incidents that occur in the targeted country, the 
requirement of funding agencies, shortages in the research field in the targeted country, 
availability of data, authors origin countries and others. Other possible directions are 
presented as follows:
Transportation modes: Air transport and road transport modes were the most explored 
in the researches, this likely due to the availability of data and the availability of the trans-
portation modes on most of the countries. On one hand, most air transportation research 
has focused on customer opinion mining to investigate service quality by gathering posts 
and feedback on the airlines’ or airports’ social media pages. On the other hand, research 
on road transportation focuses on finding out what commuters think about rail, OT, and 
15 https:// en. wikip edia. org/ wiki/ List_ of_ dicti onari es_ by_ number_ of_ words.
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buses, as well as issues of transportation infrastructure. However, other research directions 
can be explored regarding the two, air transport and road transport, such as creating auto-
mated alerting system in case of delays or accidents or automated reply system to commut-
ers’ inquiries and complaints. Other modes of transport are water transport modes such as 
ferries. Even though water transport is a significant mode of transportation in many coun-
tries, no research has focused on it. Water transport was part of the general subject in a few 
studies (Gao et al., 2016; Rybarczyk et al., 2018).
Routes: In routes, the origin destination locations were extracted from text. Usually, the 
combination of “from” and “to” is used for this purpose. In certain cases, users will simply 
mention the destination; in these cases, a method to find the origin, as well as a method to 
verify that the extracted location is actually a destination are required.
Issues: In the event that an issue with the transportation network arises such as road 
hazards, accidents, road closures and others, social media may serve as an early warning 
device. However, social media posts are human-created knowledge that is not always accu-
rate and can be influenced by people’s moods and psychology. Validation methods for the 
extracted issues are needed, particularly in the event of an emergency or sudden problem. 
One of these methods is comparing the extracted information from social media with offi-
cial news and other potential resources taking into account the time and location of the 
extracted information. However, further research into text analysis and summarisation tech-
niques is needed for the comparison purposes. Furthermore, further research is required on 
automated issues discovery from text rather than relying on human effort or pre-defined 
lexicons.
Recommendation systems: The studies did not cover transportation recommendation 
systems. Personalisation is an attribute that social media may provide to recommendation 
systems. It can be used in OT services to suggest personalised rides, especially in ride-
sharing services where multiple passengers can ride together. The ride can be recommend-
ing based on the profile of the passengers to assure more friendly and personalised rides. 
In other cases, social media may be used to suggest routes, especially in the event of unex-
pected closures or extreme traffic congestion. Furthermore, by analysing users’ activity pat-
terns, personalised trips/routes can be suggested. Moreover, social media can employ the 
public trend in a particular location (e.g. city) to recommend transportation modes which 
will not be recommended by transportation application such as scooters and cabriolets.
COVID-19: During the COVID-19 pandemic, several countries imposed movement 
restrictions, resulting in a significant drop in traffic and, in some cases, empty ways. Fur-
thermore, at times, all modes of transportation were shut down, and even when they were 
running, commuters’ complaints were different than they were prior to COVID-19. Com-
muters’ main concerns in the COVID-19 period would be travel restriction laws, COVID-
19 possible transmission methods in transportation modes, and the required precautions to 
obey during the rides, in addition to trip cancellation and compensation. This opened the 
door to new research directions, such as using social media data as a warning in the event 
of a transportation emergency, for example: fainting persons in the transportation and dis-
covering new COVID-19 cases in the transportation or using it as a source of information 
about people who do not follow COVID-19 precautionary rules during the rides such as 
social distancing and mask wearing, among others.
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Conclusion
In this work, we structured the TRR-SMA field by performing a systematic mapping 
review. We identified the foundations of the field by prior reading and constructed the clas-
sification scheme based on them. In addition, the query terms were defined. These terms 
were used afterward to retrieve the researches from 4 DLs: IEEEXplore, ACM, Web of 
Science and Scopus. The search results were refined using the ECs and ICs terms. In the 
end, 74 papers were included in the primary set.
The foundations of the classification scheme were activity, keywords, social media data, 
social media platforms and targets. Through the analysis, the trends were drawn and dis-
cussed a.
Activity analysis was done in terms of country, year, publisher and first author. The 
TRR-SMA field is getting increasing attention. Throughout the years, the most produc-
tive country was the USA and most productive publishers were the transportation-related 
publishers. Moreover, publications were analysed in terms of the data, platforms and 
approaches used. Text data was the most utilized data by the papers. Hence, further analy-
sis of text data was performed and presented in terms of the aims and the corresponding 
used text attributes. In addition, an analysis of used lexicons was presented as lexicons are 
the most used approach. In the end, an analysis in terms of research subjects was presented. 
In the analysis of the subjects, papers were grouped by countries to show the trends and the 
covered subjects in each country.
By accumulating and analysing the results, possible challenges and future works were 
drawn and discussed. These challenges and future works can guide new researchers and 
create new research opportunities. The most crucial future works is creating a transport-
specific lexicon, creating personalised transport related recommendation systems using 
social media data, conducting researches regarding water transport and exploring the effect 
of COVID-19 on the TRR-SMA field.
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