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Abstract
In this paper, a new construction of vertex algebras from more general vertex
operators is given and a notion of quasi module for vertex algebras is introduced and
studied. More specifically, a notion of quasi local subset(space) of Hom (W,W ((x)))
for any vector space W is introduced and studied, generalizing the notion of usual
locality in the most possible way, and it is proved that on any maximal quasi
local subspace there exists a natural vertex algebra structure and that any quasi
local subset of Hom (W,W ((x))) generates a vertex algebra. Furthermore, a notion
of quasi module for a vertex algebra is introduced and it is proved that W is a
quasi module for each of the vertex algebras generated by quasi local subsets of
Hom (W,W ((x))). A notion of Γ-vertex algebra is also introduced and studied,
where Γ is a subgroup of the multiplicative group C× of nonzero complex numbers.
It is proved that any maximal quasi local subspace of Hom (W,W ((x))) is naturally a
Γ-vertex algebra and that any quasi local subset of Hom (W,W ((x))) generates a Γ-
vertex algebra. It is also proved that a Γ-vertex algebra exactly amounts to a vertex
algebra equipped with a Γ-module structure which satisfies a certain compatibility
condition. Finally, three families of examples are given, involving twisted affine
Lie algebras, certain quantum Heisenberg algebras and certain quantum torus Lie
algebras.
1 Introduction
Vertex (operator) algebras are often viewed as some kind of generalized algebras, equipped
with infinitely many compatible multiplications parameterized by Z. Another viewpoint
is that vertex operator algebras are “algebras” of vertex operators, just as classical (as-
sociative or Lie) algebras are algebras of linear operators. This particular viewpoint was
emphasized in [FLM] and the philosophy was deeply reflected in [Li1] where a theory of
representation for a vertex algebra was developed and a general construction of vertex
algebras together with modules was given, by using vertex operators.
For a vector space W , a (weak) vertex operator on W ([Li1], [LL]) is an element
of Hom (W,W ((x))) which is alternatively denoted by E(W ). A subset (subspace) U of
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E(W ) is said to be local if for any a(x), b(x) ∈ U , there exists a nonnegative integer k
such that
(x1 − x2)ka(x1)b(x2) = (x1 − x2)kb(x2)a(x1). (1.1)
It was proved in [Li1] that any maximal local subspace of E(W ) is naturally a vertex
algebra with W as a natural module, where the identity operator 1W is the vacuum
vector and for a(x), b(x) ∈ E(W ), n ∈ Z,
a(x)nb(x) = Res x1 ((x1 − x)na(x1)b(x)− (−x+ x1)nb(x)a(x1)) . (1.2)
Furthermore, it was proved therein that any local subset of E(W ) canonically generates
a vertex algebra with W a module. (Notice that Zone Lemma simply implies that any
local subset of E(W ) is contained in some maximal local subspace.) If W is taken to be a
highest weight module (or more generally a restricted module) for an untwisted affine Kac-
Moody Lie algebra or the Virasoro algebra, the generating functions form a local subspace
of E(W ), so that one has a natural vertex algebra with W as a module. In this way one
has vertex (operator) algebras and modules associated with affine Lie algebras (including
infinite-dimensional Heisenberg algebras) and the Virasoro algebra. (Historically, vertex
operator algebras were constructed differently (see [B1], [DL], [FLM], [FZ]).)
In the theory of Lie algebras, similar to untwisted affine Kac-Moody Lie algebras, there
are some other interesting Lie algebras such as twisted affine Kac-Moody Lie algebras (see
[K1]), Lie algebras of q-pseudodifferential operators on the circle (sin-algebra) (see [G-K-
L]) and some quantum torus Lie algebras (see [G-K-L], [BGT]). If W is a “restricted”
module for such a Lie algebra, the generating functions, which are elements of E(W ), are
not local. Instead, they satisfy the relation
p(x1/x2)a(x1)b(x2) = p(x1/x2)b(x2)a(x1) (1.3)
(cf. (1.1)) for some nonzero polynomial p(x). It has been a fundamental question whether
these Lie algebras (through restricted modules) can be associated with some vertex-
algebra-like structures in the same (or similar) way as (or to) that untwisted affine Lie
algebras are associated with vertex algebras. In [G-K-K], Golenishcheva-Kutuzova and
Kac associated these Lie algebras (without central extension) to certain Lie-algebra-like
structures called Γ-conformal algebras. (In fact, as it was proved therein, Γ-conformal
algebras are Lie algebras acted by Γ by automorphisms.) But the original question still
remains open.
In this paper, we give a complete answer to this question by establishing a conceptual
result analogous to that of [Li2]. We found that these Lie algebras can also be associated
with ordinary vertex algebras in a certain natural way. Namely we proved that the
generating functions as elements of E(W ) for a restricted module W still generate an
ordinary vertex algebra in a certain new and natural way. This is rather unexpected.
First, due to the general locality (1.3) of vertex operators we started with, we would
expect certain vertex-algebra-like objects which are essentially defined by the general
locality. (Motivated by our result we then prove (Proposition 5.1) that vertex-algebra-like
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objects defined by the general locality are ordinary vertex algebras.) Second, the known
constructions of vertex algebras from local (twisted) vertex operators (see [Li1], [Li2], cf.
[Li3], [GL]) correspond to the notions of (twisted) module or (twisted) representations for
vertex algebras, but there is no notion other than that of (twisted) module in the aspect of
representation. In reality, those generating functions generate an ordinary vertex algebra,
but for this vertex algebra, the space W equipped with the natural action is neither a
module nor a twisted module in the usual sense. Then this new construction of vertex
algebras from more general vertex operators naturally leads us to a notion of what we call
quasi module for a vertex algebra. Quasi modules naturally include modules and certain
“deformation” of twisted modules as we shall see through examples. Just as the notions of
module and twisted module, this new notion should also be of fundamental importance.
In the following we give an outline of this paper. We first start with what we call quasi
local subspaces of E(W ) for an arbitrarily given vector space W . A subset (subspace) U
of E(W ) is quasi local if for any a(x), b(x) ∈ U , there exists a nonzero polynomial f(x1, x2)
such that
f(x1, x2)a(x1)b(x2) = f(x1, x2)b(x2)a(x1). (1.4)
(Arguably, this is the most possible generalization of usual locality (1.1).)
We then consider appropriate actions of vertex operators on vertex operators. It is
important to point out that in this generality, the actions of vertex operators on vertex
operators defined by (1.2) are not appropriate. In fact, as we have seen in [Li1], even in
the (fermionic) supercase, (1.2) should be modified; if
(x1 − x2)ka(x1)b(x2) = −(x1 − x2)kb(x2)a(x1) (1.5)
for some nonnegative integer k, a(x)nb(x) should be defined by
a(x)nb(x) = Res x1 ((x1 − x)na(x1)b(x) + (−x+ x1)nb(x)a(x1)) . (1.6)
On the other hand, it was proved in [LL] (see also [R]) that for any subspace U of E(W )
which contains the identity operator 1W and is closed under the action defined by (1.2),
U is a vertex algebra if and only if U is local.
In [Li3], motivated by [B2] we have studied suitably defined “compatible” subspaces of
E(W ) where compatibility generalizes the usual locality in a certain direction. We intro-
duced a notion of (axiomatic) G1-vertex algebra and showed that compatible subspaces of
E(W ) naturally give rise to G1-vertex algebras with W as a module. In [Li3], the actions
of vertex operators on vertex operations were essentially defined by using the operator
product expansion or weak associativity, just as the product for classical associative alge-
bras are defined by the associativity (ab)w = a(bw). Informally, a(x)nb(x) for n ∈ Z were
defined in terms of generating function Y(a(x), x0)b(x) =
∑
n∈Z a(x)nb(x)x
−n−1
0 by
〈w∗, (Y(a(x), x0)b(x))w〉 = 〈w∗, a(x0 + x)b(x)w〉 (1.7)
for w∗ ∈ W ∗, w ∈ W . (This was precisely defined in terms of ι-maps.) In this paper, we
extend this definition by naturally extending the ι-maps explored in [FLM], [FHL] and
[LL].
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Note that this definition requires that the product a(x1)b(x2) be of a certain form, so
that Y is only a partial map on E(W )⊗E(W ), unlike the usual case where Y was defined
on the whole space E(W )⊗E(W ). Nevertheless, for any quasi local subspace U of E(W ),
Y is a linear map from U ⊗ U to E(W )((x)). If U is a maximal quasi local subspace
of E(W ), we show that U contains 1W , Y maps U ⊗ U into U((x)) and that (U,Y , 1W )
carries the structure of a vertex algebra. For any quasi local subset S of E(W ), in view of
Zorn lemma, there exists a maximal quasi local subspace U containing S. Consequently,
S generates a (canonical) vertex algebra inside E(W ).
There is a new feature of quasi locality. Similar to the map Y we define a family of
(partial) maps Yα for α ∈ C× by
〈w∗, (Yα(a(x), x0)b(x))w〉 = 〈w∗, a(x0 + αx)b(x)w〉 (1.8)
for w∗ ∈ W ∗, w ∈ W . It is proved that if U is a maximal quasi local subspace of E(W ), for
any nonzero complex number α, Yα maps U ⊗U to U((x)), so that U is equipped with a
family of linear maps Yα for α ∈ C×. (If U is a maximal local subspace of E(W ), this is not
true in general.) We furthermore obtain a Jacobi-like identity for (U, {Yα}, 1W ) (Theorem
4.9). Motivated by this and by the notion of Γ-conformal algebra in [G-K-K] we introduce
a notion of Γ-vertex algebra, where Γ is any group equipped with a group homomorphism
from Γ to C× and we show that a Γ-vertex algebra amounts to an (ordinary) vertex
algebra equipped with a Γ-module structure satisfying a certain compatibility condition.
In terms of this notion, we have proved (Theorem 4.9) that for any maximal quasi local
subspace U of E(W ), (U, {Yα}, 1W ) carries the structure of a Γ-vertex algebra with Γ any
subgroup of C× and that any quasi local subset of E(W ) generates a Γ-vertex algebra.
Another important issue is about the module structure on W for vertex algebras in
E(W ), generated by quasi local subsets. Even though we still get ordinary vertex algebras
from quasi local vertex operators on W , W equipped with the natural action of those
vertex algebras is not a module in the usual sense, unlike the usual case [Li1], in which
W is naturally a module. Motivated by this, we formulate and study a notion of what we
call “quasi module” for a vertex algebra V . A quasi V -module satisfies all the axioms in
the definition of the notion of module except that the Jacobi identity axiom is replaced
by the axiom that for u, v ∈ V , there exists a nonzero polynomial f(x1, x2) (depending
on (u, v)) such that the Jacobi identity for (u, v) multiplied by f(x1, x2) holds. In terms
of this notion, we have that for any vector space W , any maximal quasi local subspace of
E(W ) is naturally a vertex algebra with W a quasi module and any quasi local subset of
E(W ) generates a vertex algebra with W as a quasi module.
In the last section, as an application of our general results we study three families
of examples. In the first family, we consider untwisted affine Lie algebra gˆ associated to
any Lie algebra g equipped with a nondegenerate symmetric invariant bilinear form and
twisted affine Lie algebra gˆ[σ] associated with an automorphism σ of g of (finite) order.
We show that on any restricted gˆ[σ]-module W of level ℓ ∈ C, there exists a unique
quasi module structure for the vertex operator algebra Vgˆ(ℓ, 0) (cf. [LL]). It has been
known ([Li2], cf. [FLM]) that on any restricted gˆ[σ]-module W of level ℓ, there exists a
unique σ-twisted module structure for Vgˆ(ℓ, 0). This suggests that for a vertex algebra
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V , twisted V -modules with respect to finite order automorphisms should be connected
with quasi modules. In a sequel [Li5], we shall study the relations between σ-twisted V -
modules and quasi V -modules, for a general vertex operator algebra V and for any finite
order automorphism σ of V . We conjecture that the category of σ-twisted V -modules is
canonically isomorphic to a subcategory of quasi V -modules. In this way, quasi modules
unify modules and twisted modules. This connection may shed some light on some difficult
problems in the study of orbifold theory (see [DM]).
In the second family, we study a certain “quantum” Heisenberg Lie algebra hˆq associ-
ated with a vector space h equipped with a nondegenerate symmetric bilinear form and
with a nonzero complex number q. We show that any restricted hˆq-module is a quasi mod-
ule for a certain Heisenberg vertex algebra. In the third family, we study certain quantum
torus Lie algebras (see [G-K-L], [BGT]) and we show that any restricted module is a quasi
module for a certain vertex algebra associated with a certain affine Lie algebra gˆ. It was
known (see [BGT]) that some of quantum torus Lie algebras are essentially extended
affine Lie algebras (without derivations added). Previously, toroidal extended affine Lie
algebras have been related to vertex algebras (see [BBS], [BDT]). It is our belief that all
the extended affine Lie algebras (see [AABGP]) can be linked to (general) untwisted affine
Lie algebras and then to vertex algebras in a similar way.
While one of our motivations for this paper is to find a solution to the question
mentioned earlier, our main motivation is to develop a theory of quantum vertex algebras
so that quantum affine algebras in [FJ] will naturally give rise to quantum vertex algebras
just as (untwisted) affine Lie algebras naturally give rise to vertex algebras. The quantum
vertex operators studied in [FJ] do not satisfy quasi locality, but they are “compatible” in
the sense that is defined here, so that the actions of vertex operators on vertex operators
have been defined. In several places our setting is more general than we need for this
paper. This is exactly for our study on quantum vertex algebras in a sequel [Li4].
The main results of this paper were reported in the workshop “Conformal Field Theory
and Vertex Algebras,” Osaka, Japan (January 10-12, 2004). We would like to thank
Professors Nagatomo and Tsuchiya for invitation and for their hospitality.
This paper is organized as follows: In Section 2, we extend the usual iota maps and
we discuss certain associativity and cancelation properties. In Section 3, we introduce
certain basic operations on E(W ) and present some basic properties. In Section 4, we
study quasi local subspaces of E(W ) and prove the key results. In Section 5, we study
vertex algebras and quasi modules. In Section 6, we introduce and study the notions of
Γ-vertex algebra and quasi module. In Section 7, we give three families of examples of
vertex algebras and quasi modules.
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2 Some formal calculus
In this section we define certain iota maps, which generalize the usual iota maps introduced
in [FLM], [FHL] and [LL]. We also discuss the subtle issues of associativity and cancelation
laws in formal calculus.
First, throughout this paper, x, y, x0, x1, x2, x3, . . . are mutually commuting indepen-
dent formal variables. Vector spaces are considered to be over the field C of complex
numbers, though any algebraically closed field of characteristic zero will work fine.
For a vector space U , U((x)) is the space of lower truncated (infinite) integral power
series of x with coefficients in U , U [[x]] is the space of (infinite) nonnegative integral
power series in x with coefficients in U and U [[x, x−1]] is the space of doubly infinite
integral power series in x with coefficients in U . Multi-variable analogues of these spaces
are defined in the obvious way. For example, U [[x1, x2, . . . , xr]] is the space of (infinite)
nonnegative integral power series in x1, . . . , xr with coefficients in U and U((x1, x2, . . . , xr))
is the space of lower truncated (infinite) integral power series in x1, . . . , xr with coefficients
in U :
U((x1, . . . , xr)) = U [[x1, . . . , xr]][x
−1
1 , . . . , x
−1
r ]. (2.1)
Remark 2.1. Let F be any field. Then F ((x)) is a field. In view of this, C((x1)),
C((x1))((x2)),. . . , C((x1))((x2)) · · · ((xr)) are fields. Clearly,
C[x1, . . . , xr] ⊂ C[[x1, . . . , xr]] ⊂ C((x1, . . . , xr)) ⊂ C((x1))((x2)) · · · ((xr)). (2.2)
Denote by C∗(x1, . . . , xr) the localization of C[[x1, . . . , xr]] at C[x1, . . . , xr]
× (the nonzero
polynomials):
C∗(x1, . . . , xr) = C[[x1, . . . , xr]]C[x1,...,xr]×. (2.3)
The field C(x1, . . . , xr) of rational functions, i.e., the fraction field of the polynomial
ring C[x1, . . . , xr], is a subring of C∗(x1, . . . , xr). Since C[[x1, . . . , xr]] is a subring of
C((x1))((x2)) · · · ((xr)), C∗(x1, . . . , xr) can be naturally embedded into C((x1))((x2)) · · · ((xr)).
Denote this embedding by ιx1,...,xr :
ιx1,...,xr : C∗(x1, . . . , xr)→ C((x1))((x2)) · · · ((xr)). (2.4)
For any permutation σ on {1, . . . , r}, ιxσ(1),...,xσ(r) denotes the embedding
ιxσ(1),...,xσ(r) : C∗(x1, . . . , xr)→ C((xσ(1))) · · · ((xσ(r))). (2.5)
In particular, ιx2,x1 denotes the embedding of C∗(x1, x2) into C((x2))((x1)). For example,
for any nonzero complex number α and for any integer n,
ιx1,x2(x1 − αx2)n =
∑
i≥0
(
n
i
)
(−α)ixn−i1 xi2 = (x1 − αx2)n, (2.6)
ιx2,x1(x1 − αx2)n =
∑
i≥0
(
n
i
)
(−α)n−ixn−i2 xi1 = (−αx2 + x1)n, (2.7)
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where we are using the usual binomial series expansion conventions. Notice that par-
tial derivative operators ∂
∂xi
act on both the domains and codomains and that partial
derivative operators commute with the iota-maps. Furthermore, all the iota-maps are
C((x1, . . . , xr))-homomorphisms and they are identity on C((x1, . . . , xr)).
In formal calculus ([FLM], [FHL], [LL]), associativity and cancelation for products of
formal series are subtle issues. Let A be an associative algebra with identity (over C) and
let U be an A-module. Let
F,G ∈ A[[x±11 , . . . , x±1n ]], H ∈ U [[x±11 , . . . , x±1n ]].
The associativity F (GH) = (FG)H does not hold in general and on the other hand, it
does hold if all the products GH , FG and FGH exist. As in associative algebra theory,
associativity sometimes leads to cancelation. In the following we give a few useful cases.
Lemma 2.2. Let U be any vector space. (a) Let f(x1, x2) ∈ U [[x±11 , x±12 ]], m, n ∈ Z.
Then xm1 x
n
2f(x1, x2) = 0 if and only if f(x1, x2) = 0.
(b) For f(x1, x2), g(x1, x2) ∈ C((x1))((x2)) and for H(x1, x2) ∈ U((x1))((x2)), we have
f(x1, x2)(g(x1, x2)H(x1, x2)) = (f(x1, x2)g(x1, x2))H(x1, x2). (2.8)
(c) Let H(x1, x2), K(x1, x2) ∈ U((x1))((x2)). If
f(x1, x2)H(x1, x2) = f(x1, x2)K(x1, x2) (2.9)
for some 0 6= f(x1, x2) ∈ C((x1))((x2)), then H(x1, x2) = K(x1, x2).
(d) Let H1 ∈ U((x))((x1))((x2)) and H2 ∈ U((x))((x2))((x1)). If there exists a
(nonzero) polynomial f(x1, x2) with f(x1, x1) 6= 0 such that
f(x1 + x, x2 + x)H1 = f(x1 + x, x2 + x)H2,
then H1 = H2.
Proof. For (a), notice that U [[x±11 , x
±1
2 ]] is a C[x
±1
1 , x
±1
2 ]-module and x
m
1 x
n
2 for anym,n ∈ Z
is invertible in C[x±11 , x
±1
2 ]. Then for f(x1, x2) ∈ U [[x±11 , x±12 ]], m, n ∈ Z, xm1 xn2f(x1, x2) =
0 if and only if f(x1, x2) = 0.
Both (b) and (c) follow from the fact that C((x1))((x2)) is a field and U((x1))((x2))
is a vector space over C((x1))((x2)).
For (d), write
f(x1 + x, x2 + x) = f(x, x) +R(x, x1, x2),
where R(x, x1, x2) ∈ C[x, x1, x2] with R(x, 0, 0) = 0. For each nonnegative integer i, we
view f(x, x)−i−1 as a formal series (its formal Laurent series expansion at zero) in C((x)).
Set
g(x, x1, x2) =
∑
i≥0
(−1)if(x, x)−1−iR(x, x1, x2)i ∈ C((x))[[x1, x2]]. (2.10)
Clearly, f(x1 + x, x2 + x)g(x, x1, x2) = 1. Then it follows from the associativity law.
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Remark 2.3. We recall some fundamental delta-function properties from [FLM], [FHL]
and [LL]. For any nonzero complex number α, we have
x−10 δ
(
x1 − αx2
x0
)
− x−10 δ
(−αx2 + x1
x0
)
= x−11 δ
(
αx2 + x0
x1
)
. (2.11)
For any g(x0, x1, x2) ∈ C((x0, x1, x2)), we have
x−10 δ
(
x1 − αx2
x0
)
g(x0, x1, x2) = x
−1
0 δ
(
x1 − αx2
x0
)
g(x0, x0 + αx2, x2), (2.12)
x−11 δ
(
αx2 + x0
x1
)
g(x0, x1, x2) = x
−1
1 δ
(
αx2 + x0
x1
)
g(x0, αx2 + x0, x2). (2.13)
Furthermore, if g(x0, x1, x2) involves only nonnegative powers of x1, using these and (2.11)
we get
x−10 δ
(−αx2 + x1
x0
)
g(x0, x1, x2) = x
−1
0 δ
(−αx2 + x1
x0
)
g(x0, αx2 + x0, x2), (2.14)
noticing that g(x0, αx2 + x0, x2) = g(x0, x0 + αx2, x2).
The following is a reformulation of Proposition 3.4.2 of [LL] with a slightly different
proof (cf. [Li1], [Li3]):
Lemma 2.4. Let U be a vector space, let α be a nonzero complex number and let
A(x1, x2) ∈ U((x1))((x2)), (2.15)
B(x1, x2) ∈ U((x2))((x1)), (2.16)
C(x0, x2) ∈ U((x2))((x0)). (2.17)
Then
x−10 δ
(
x1 − αx2
x0
)
A(x1, x2)− x−10 δ
(
αx2 − x1
−x0
)
B(x1, x2)
= x−11 δ
(
αx2 + x0
x1
)
C(x0, x2) (2.18)
if and only if there exist nonnegative integers k and l such that
(x1 − αx2)kA(x1, x2) = (x1 − αx2)kB(x1, x2), (2.19)
(x0 + αx2)
lA(x0 + αx2, x2) = (x0 + αx2)
lC(x0, x2). (2.20)
Proof. In the case α = 1 it was proved in [Li3]. The general case follows from the special
case after the substitution x2 → α−1x2.
We shall also use the following result (cf. [DLM], [G-K-K], [K2], [Li1], [LL]):
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Lemma 2.5. Let U be a vector space, let A(x1, x2) ∈ U [[x±11 , x±12 ]] and let p(x) be a
nonzero polynomial. Then
p(x1/x2)A(x1, x2) = 0 (2.21)
if and only if
A(x1, x2) =
r∑
i=1
ki−1∑
j=0
(
α−ji
j!
(
∂
∂x2
)j
x−11 δ
(
αix2
x1
))
Bi,j(x2) (2.22)
for some Bi,j(x) ∈ U [[x, x−1]], where α1, . . . , αr are the nonzero (distinct) roots of p(x)
with multiplicities k1, . . . , kr. Furthermore, these Bi,j(x) in (2.22) are uniquely determined
by A(x1, x2).
Proof. From [Li1] (cf. [LL]) we have
(x1 − x2)m
(
∂
∂x2
)n
x−11 δ
(
x2
x1
)
= 0 for m > n ≥ 0.
For any nonzero complex number β, by changing variable x2 we have
(x1 − βx2)m
(
∂
∂x2
)n
x−11 δ
(
βx2
x1
)
= 0 for m > n ≥ 0. (2.23)
Using this we see immediately that (2.22) implies (2.21).
Conversely, assume that (2.21) holds. In view of Lemma 2.2 (d), we may assume that
p(x) is monic with p(0) 6= 0. Then
p(x) = (x− α1)k1 · · · (x− αr)kr .
For 1 ≤ i ≤ r, set
pi(x) = p(x)(x− αi)−ki ∈ C[x]. (2.24)
Since p1(x), . . . , pr(x) are relatively prime, there are polynomials q1(x), . . . , qr(x) such that
1 = p1(x)q1(x) + · · ·+ pr(x)qr(x). (2.25)
We have
A(x1, x2) = p1(x1/x2)q1(x1/x2)A(x1, x2) + · · ·+ pr(x1/x2)qr(x1/x2)A(x1, x2). (2.26)
For 1 ≤ i ≤ r, since
(x1/x2 − αi)ki(pi(x1/x2)qi(x1/x2)A(x1, x2)) = p(x1/x2)qi(x1/x2)A(x1, x2) = 0,
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from [DLM] (cf. [K2]) we have
pi(x1/x2)qi(x1/x2)A(x1, x2) =
ki−1∑
j=0
(
α−ji
j!
(
∂
∂x2
)j
x−11 δ
(
αix2
x1
))
Bi,j(x2) (2.27)
for some Bi,j(x) ∈ U [[x, x−1]] (j = 0, . . . , ki − 1). Now, combining (2.26) with (2.27), we
obtain (2.22).
For the uniqueness, let us assume (2.22). Notice that for s 6= i, 0 ≤ j ≤ ki − 1, we
have
ps(x1/x2)
(
∂
∂x2
)j
x−11 δ
(
αix2
x1
)
= 0,
since ps(x) is a multiple of (x− αi)ki . Using this (twice) and (2.25), for each i we get
pi(x1/x2)qi(x1/x2)A(x1, x2)
= pi(x1/x2)qi(x1/x2)
ki−1∑
j=0
(
α−ji
j!
(
∂
∂x2
)j
x−11 δ
(
αix2
x1
))
Bi,j(x2)
=
(
1−
∑
s 6=i
ps(x1/x2)qs(x1/x2)
)
ki−1∑
j=0
(
α−ji
j!
(
∂
∂x2
)j
x−11 δ
(
αix2
x1
))
Bi,j(x2)
=
ki−1∑
j=0
(
α−ji
j!
(
∂
∂x2
)j
x−11 δ
(
αix2
x1
))
Bi,j(x2). (2.28)
Then it follows from [Li1] (cf. [LL]) that Bi,j(x) are uniquely determined.
3 Basic operations on E(W )
In this section, for a vector space W we introduce a natural action of the multiplicative
group C× (of nonzero complex numbers) on E(W ), a notion of compatibility for an ordered
pair in E(W ) and certain partial operations on E(W ). We then present certain properties
analogous to the D-bracket and D-derivative properties for vertex algebras..
Let W be a vector space, fixed throughout this section. Following [LL] we set
E(W ) = Hom(W,W ((x))). (3.1)
We consider EndW as a subspace of E(W ) where each linear operator onW is considered
as a constant series in x. The identity operator onW , denoted by 1W , is a special element
of E(W ). Clearly, E(W ) is closed under the formal derivative operator d
dx
. Set
D =
d
dx
. (3.2)
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Just as in calculus, for a(x) ∈ E(W ), we use a′(x) for the formal derivative of a(x):
a′(x) =
d
dx
a(x) = Da(x). (3.3)
For any α ∈ C× (nonzero complex numbers) and a(x) ∈ E(W ), it is clear that a(αx) ∈
E(W ). For α ∈ C×, we define Rα ∈ End (E(W )) by
Rαa(x) = a(αx) for a(x) ∈ E(W ) (3.4)
(cf. [G-K-K]). Alternatively we have
Rα = α
x d
dx . (3.5)
It is clear that the map R : C× → End (E(W )) sending α to Rα is a representation of C×
on E(W ). We have
DRα = αRαD for α ∈ C×. (3.6)
We introduce the following notion of compatibility (cf. [Li3], [B2]):
Definition 3.1. An ordered pair (a(x), b(x)) in E(W ) is said to be compatible if there
exists a nonzero polynomial f(x1, x2) such that
f(x1, x2)a(x1)b(x2) ∈ Hom (W,W ((x1, x2))). (3.7)
A subset(space) U of E(W ) is said to be pairwise compatible if every (ordered) pair in U
is compatible.
Remark 3.2. Note that this compatibility is more general than the one defined in [Li3]
where polynomials f(x1, x2) are of the special form (x1 − x2)k.
Lemma 3.3. Let (a(x), b(x)) be a compatible (ordered) pair in E(W ) and let f(x1, x2) be
any nonzero polynomial such that
f(x1, x2)a(x1)b(x2) ∈ Hom (W,W ((x1, x2))). (3.8)
For any nonzero complex number α, the expression
ιx,x0
(
f(x0 + αx, x)
−1
)
x−11 δ
(
αx+ x0
x1
)
(f(x1, x)a(x1)b(x)) (3.9)
exists in (EndW )[[x±1, x±10 , x
±1
1 ]] and in fact it lies in (Hom (W,W ((x))((x0)))) [[x
±1
1 ]].
Furthermore, it is independent of the choice of f(x1, x2) in (3.8).
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Proof. Set
H(x1, x2) = f(x1, x2)a(x1)b(x2) ∈ Hom (W,W ((x1, x2))).
From Remark 2.3 we have
x−11 δ
(
αx+ x0
x1
)
H(x1, x) = x
−1
1 δ
(
αx+ x0
x1
)
H(αx+ x0, x),
which lies in (Hom (W,W ((x))[[x0]])) [[x
±1
1 ]]. As ιx,x0 (f(x0 + αx, x)
−1) ∈ C((x))((x0)),
we have
ιx,x0
(
f(x0 + αx, x)
−1
)
x−11 δ
(
αx+ x0
x1
)
H(αx+ x0, x) ∈ (Hom (W,W ((x))((x0)))) [[x±11 ]].
Assume that g(x1, x2) is another nonzero polynomial such that
g(x1, x2)a(x1)b(x2) ∈ Hom (W,W ((x1, x2))).
Using Lemma 2.2 we have
ιx,x0
(
f(x0 + αx, x)
−1g(x0 + αx, x)
−1
)
x−11 δ
(
αx+ x0
x1
)
(f(x1, x)g(x1, x)a(x1)b(x))
= ιx,x0
(
f(x0 + αx, x)
−1g(x0 + αx, x)
−1
)
x−11 δ
(
αx+ x0
x1
)
f(x1, x) (g(x1, x)a(x1)b(x))
= ιx,x0
(
f(x0 + αx, x)
−1
)
ιx,x0
(
g(x0 + αx, x)
−1
)
x−11 δ
(
αx+ x0
x1
)
f(x0 + αx, x)
· (g(x1, x)a(x1)b(x))
= ιx,x0
(
g(x0 + αx, x)
−1
)
x−11 δ
(
αx+ x0
x1
)
(g(x1, x)a(x1)b(x)) ,
noticing that all the assumptions for associativity are satisfied. Symmetrically, we have
ιx,x0
(
f(x0 + αx, x)
−1g(x0 + αx, x)
−1
)
x−11 δ
(
αx+ x0
x1
)
(f(x1, x)g(x1, x)a(x1)b(x))
= ιx,x0
(
f(x0 + αx, x)
−1
)
x−11 δ
(
αx+ x0
x1
)
(f(x1, x)a(x1)b(x)) .
It now follows that the expression in (3.9) is independent of the choice of f(x1, x2).
Now, we introduce the following partial operations on E(W ).
Definition 3.4. Let (a(x), b(x)) be a compatible (ordered) pair in E(W ). For α ∈
C×, n ∈ Z, we define a(x)(α,n)b(x) ∈ (EndW )[[x, x−1]] in terms of generating function
Yα(a(x), x0)b(x) =
∑
n∈Z
(a(x)(α,n)b(x))x
−n−1
0 ∈ (EndW )[[x±10 , x±1]] (3.10)
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by
Yα(a(x), x0)b(x)
= Res x1ιx,x0
(
f(x0 + αx, x)
−1
)
x−11 δ
(
αx+ x0
x1
)
(f(x1, x)a(x1)b(x)) (3.11)
= ιx,x0
(
f(x0 + αx, x)
−1
)
(f(x1, x)a(x1)b(x)) |x1=αx+x0 , (3.12)
where f(x1, x2) is any nonzero polynomial such that
f(x1, x2)a(x1)b(x2) ∈ Hom (W,W ((x1, x2))).
We particularly set
Y(a(x), x0)b(x) = Y1(a(x), x0)b(x), (3.13)
a(x)nb(x) = a(x)(1,n)b(x) for n ∈ Z. (3.14)
Remark 3.5. In (3.12), we are not allowed to write
(f(x1, x)a(x1)b(x)) |x1=αx+x0 = f(αx+ x0, x)a(αx+ x0)b(x),
since a(αx+ x0)b(x) in general does not exist in (EndW )[[x
±1, x±10 ]]. On the other hand,
f(αx+ x0, x)a(x0 + αx)b(x) exists. But,
(f(x1, x)a(x1)b(x)) |x1=αx+x0 6= (f(x1, x)a(x1)b(x)) |x1=x0+αx
(= f(x0 + αx, x)a(x0 + αx)b(x)) ,
unless f(x1, x)a(x1)b(x) involves only nonnegative powers of x1.
First, we have:
Proposition 3.6. Let (a(x), b(x)) be a compatible (ordered) pair in E(W ). Then
a(x)(α,n)b(x) ∈ E(W ) (= Hom (W,W ((x)))) for α ∈ C×, n ∈ Z. (3.15)
Let f(x1, x2) be any nonzero polynomial such that
f(x1, x2)a(x1)b(x2) ∈ Hom (W,W ((x1, x2))) (3.16)
and let k be an integer such that
xk0ιx2,x0
(
f(x0 + αx2, x2)
−1
) ∈ C((x2))[[x0]].
Then
a(x)(α,n)b(x) = 0 for n ≥ k, (3.17)
Furthermore, for w ∈ W , let l be a nonnegative integer depending on w such that
xl1f(x1, x2)a(x1)b(x2)w ∈ W [[x1, x2]][x−12 ],
then
(x0 + αx2)
lf(x0 + αx2, x2)(Yα(a(x2), x0)b(x2))w
= (x0 + αx2)
lf(x0 + αx2, x2)a(x0 + αx2)b(x2)w. (3.18)
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Proof. For any nonzero polynomial f(x1, x2) satisfying (3.16), by Lemma 3.3 we have
(f(x1, x)a(x1)b(x))|x1=αx+x0 ∈ Hom (W,W ((x))[[x0]]) = (Hom (W,W ((x))))[[x0]].
With ιx,x0 (f(x0 + αx, x)
−1) ∈ C((x))((x0)), we have
Yα(a(x), x0)b(x) ∈ (Hom (W,W ((x)))) ((x0)),
proving (3.15). This also proves (3.17), as
xk0Yα(a(x), x0)b(x) = xk0ιx,x0
(
f(x0 + αx, x)
−1
)
(f(x1, x)a(x1)b(x))|x1=αx+x0
∈ (Hom (W,W ((x))))[[x0]].
For w ∈ W , let ℓ ∈ N (depending on w) such that
xl1f(x1, x2)a(x1)b(x2)w ∈ W [[x1, x2]][x−12 ].
Then (
xl1f(x1, x2)a(x1)b(x2)w
) |x1=αx+x0
=
(
xl1f(x1, x2)a(x1)b(x2)w
) |x1=x0+αx
= (x0 + αx)
lf(x0 + αx, x)a(x0 + αx)b(x)w.
Then
(x0 + αx)
lf(x0 + αx, x) (Yα(a(x), x0)b(x))w
= Res x1(x0 + αx)
lx−11 δ
(
αx+ x0
x1
)
(f(x1, x)a(x1)b(x)w)
= Res x1x
l
1x
−1
1 δ
(
αx+ x0
x1
)
(f(x1, x)a(x1)b(x)w)
=
(
xl1f(x1, x)a(x1)b(x)w
) |x1=αx+x0
=
(
xl1f(x1, x)a(x1)b(x)w
) |x1=x0+αx
= (x0 + αx)
lf(x0 + αx, x)a(x0 + αx)b(x)w, (3.19)
proving (3.18). Now, the proof is complete.
The following result says that we can express Yα(a(x), x0)b(x) in terms of matrix-
coefficients and iota-maps:
Lemma 3.7. Let (a(x), b(x)) be a compatible (ordered) pair in E(W ). Then for any
nonzero complex number α and for any w∗ ∈ W ∗, w ∈ W , the formal series
〈w∗, a(x0 + αx2)b(x2)w〉,
an element of C((x0))((x2)), lies in the image of ιx0,x2. Furthermore,
〈w∗, (Yα(a(x), x0)b(x))w〉 = ιx,x0ι−1x0,x〈w∗, a(x0 + αx)b(x)w〉. (3.20)
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Proof. It follows from (3.18) as in the usual case (cf. [FLM], [FHL], [DL], [LL]).
The following are analogues of the creation property and the vacuum property in the
definition of the notion of vertex algebra:
Proposition 3.8. For any a(x) ∈ E(W ), the sequences (1W , a(x)) and (a(x), 1W ) are
compatible and for α ∈ C× we have
Yα(1W , x0)a(x) = a(x), (3.21)
Yα(a(x), x0)1W = a(αx+ x0) = eα−1x0 ddxa(αx) = eα−1x0 ddxRαa(x). (3.22)
In particular,
a(x)(α,−1)1W = Rαa(x), (3.23)
a(x)−21W
(
= a(x)(1,−2)1W
)
=
d
dx
a(x) = Da(x). (3.24)
Proof. The compatibility assertion is clear. For w∗ ∈ W ∗, w ∈ W , using Lemma 3.7 we
have
〈w∗, (Yα(1W , x0)a(x))w〉 = ιx,x0ι−1x0,x〈w∗, 1W (x0 + αx)a(x)w〉
= ιx,x0ι
−1
x0,x〈w∗, a(x)w〉
= 〈w∗, a(x)w〉, (3.25)
proving (3.21). Similarly, for w∗ ∈ W ∗, w ∈ W , we have
〈w∗, (Yα(a(x), x0)1W )w〉 = ιx,x0ι−1x0,x〈w∗, a(x0 + αx)w〉
= 〈w∗, a(αx+ x0)w〉, (3.26)
proving (3.22).
We also have the following properties, analogous to theD-properties for vertex algebras
(cf. [LL]):
Proposition 3.9. Let (a(x), b(x)) be a compatible (ordered) pair in E(W ). Then the
ordered pairs (a′(x), b(x)), (a(x), b′(x)) and (a(αx), b(βx)) for α, β ∈ C× are compatible.
Furthermore, for α, β ∈ C×, we have
Yα(Da(x), x0)b(x) = ∂
∂x0
Yα(a(x), x0)b(x), (3.27)
DYα(a(x), x0)b(x)− Yα(a(x), x0)Db(x) = α ∂
∂x0
Yα(a(x), x0)b(x), (3.28)
RαYβ(a(x), x0)b(x) = Yαβ(a(x), x0)Rαb(x), (3.29)
Yα(Rβa(x), β−1x0)b(x) = Yαβ(a(x), x0)b(x), (3.30)
In particular,
Yα(a(x), x0)b(x) = RαY1(a(x), x0)Rα−1b(x) = Y1(Rαa(x), α−1x0). (3.31)
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Proof. Let 0 6= f(x1, x2) ∈ C[x1, x2] such that
f(x1, x2)a(x1)b(x2) ∈ Hom (W,W ((x1, x2))).
We immediately have
f(αx1, βx2)a(αx1)b(βx2) ∈ Hom(W,W ((x1, x2))).
We also have
f(x1, x2)
2a(x1)b(x2), f(x1, x2)fx1(x1, x2)a(x1)b(x2) ∈ Hom(W,W ((x1, x2))). (3.32)
Then
f(x1, x2)
2a′(x1)b(x2) =
∂
∂x2
(
f(x1, x2)
2a′(x1)b(x2)
)− 2f(x1, x2)fx1(x1, x2)a(x1)b(x2)
∈ Hom (W,W ((x1, x2))). (3.33)
This proves the compatibility assertions. For simplicity, we locally use ∂x for
∂
∂x
in this
proof. Let w∗ ∈ W ∗, w ∈ W . Using Lemma 3.7 we have
〈w∗, (Yα(a′(x), x0)b(x))w〉 = ιx,x0ι−1x0,x〈w∗, a′(x0 + αx)b(x)w〉
= ιx,x0ι
−1
x0,x
∂x0〈w∗, a(x0 + αx)b(x)w〉
= ∂x0ιx,x0ι
−1
x0,x〈w∗, a(x0 + αx)b(x)w〉
= ∂x0〈w∗, (Yα(a(x), x0)b(x))w〉, (3.34)
proving (3.27). Similarly, we have
〈w∗, (DYα(a(x), x0)b(x))w〉
= ∂x〈w∗, (Yα(a(x), x0)b(x))w〉
= ∂xιx,x0ι
−1
x0,x
〈w∗, a(x0 + αx)b(x)w〉
= ιx,x0ι
−1
x0,x〈w∗, αa′(x0 + αx)b(x) + a(x0 + αx)b′(x)w〉
= ιx,x0ι
−1
x0,x
α∂x0〈w∗, a(x0 + αx)b(x)w〉+ ιx,x0ι−1x0,x〈w∗, a(x0 + αx)b′(x)w〉
= α∂x0〈w∗, (Yα(a(x), x0)b(x))w〉+ 〈w∗, (Yα(a(x), x0)b′(x))w〉, (3.35)
proving (3.28). For β ∈ C×, let Rβ naturally act on E(W )[[x±10 ]]. We have
〈w∗, (RαYβ(a(x), x0)b(x))w〉
= αx
d
dx 〈w∗, (Yβ(a(x), x0)b(x))w〉
= αx
d
dx ιx,x0ι
−1
x0,x
〈w∗, a(x0 + βx)b(x)w〉
= ιx,x0ι
−1
x0,x〈w∗, a(x0 + αβx)b(αx)w〉
= ιx,x0ι
−1
x0,x〈w∗, a(x0 + αβx)(Rαb(x))w〉
= 〈w∗, (Yαβ(a(x), x0)Rαb(x))w〉. (3.36)
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This proves (3.29). The identity (3.30) also holds, since
〈w∗, (Yα(Rβ(a(x), β−1x0)b(x))w〉
= ιx,x0ι
−1
x0,x
〈w∗, (Rβa)(β−1x0 + αx)b(x)w〉
= ιx,x0ι
−1
x0,x〈w∗, a(x0 + αβx)b(x))w〉
= 〈w∗, (Yαβ(a(x), x0)b(x))w〉. (3.37)
Specializing α, β appropriately we obtain the particular case; specialize β = 1 in (3.29)
to get the first equality and substitute (α, β) with (1, α) in (3.30) to get the outside
equality.
The following result gives Jacobi-like identities:
Proposition 3.10. Let a(x), b(x) ∈ E(W ). Suppose that there exist
0 6= f(x1, x2) ∈ C[x1, x2], K(x2, x1) ∈ Hom (W,W ((x2))((x1)))
such that
f(x1, x2)a(x1)b(x2) = f(x1, x2)K(x2, x1). (3.38)
Then (a(x), b(x)) is compatible and for any α ∈ C×,
x−11 δ
(
αx+ x0
x1
)
f(x1, x)Yα(a(x), x0)b(x)
= x−10 δ
(
x1 − αx
x0
)
f(x1, x)a(x1)b(x)− x−10 δ
(
αx− x1
−x0
)
f(x1, x)K(x, x1).(3.39)
Proof. Noticing that the expression on the left hand side of (3.38) lies in Hom (W,W ((x1))((x2)))
and the expression on the right hand side lies in Hom (W,W ((x2))((x1))), we have
f(x1, x2)a(x1)b(x2) ∈ Hom (W,W ((x1, x2))),
proving that (a(x), b(x)) is compatible. Let w ∈ W be arbitrarily fixed. There exists
l ∈ N such that
xl1f(x1, x2)a(x1)b(x2)w ∈ W [[x1, x2]][x−12 ].
By Proposition 3.6 we have
(x0 + αx)
lf(x0 + αx, x) (Yα(a(x), x0)b(x))w
= (x0 + αx)
lf(x0 + αx, x)a(x0 + αx)b(x)w. (3.40)
By Lemma 2.4 with
A = f(x1, x2)a(x1)b(x2)w, B = f(x1, x2)K(x2, x1)w
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and
C = f(x0 + αx, x)a(x0 + αx)b(x)w
we have
x−11 δ
(
αx+ x0
x1
)
f(x0 + αx, x) (Yα(a(x), x0)b(x))w
= x−10 δ
(
x1 − αx
x0
)
f(x1, x)a(x1)b(x)w − x−10 δ
(−αx+ x1
x0
)
f(x1, x)K(x, x1)w. (3.41)
Since (by (2.14))
x−11 δ
(
αx+ x0
x1
)
f(x0 + αx, x) = x
−1
1 δ
(
αx+ x0
x1
)
f(x1, x),
we immediately have (3.39).
We also have the following result:
Proposition 3.11. Let a(x), b(x) ∈ E(W ) be such that
p(x1/x2)a(x1)b(x2) = p(x1/x2)K(x2, x1) (3.42)
for some nonzero polynomial p(x) and for some K(x2, x1) ∈ Hom (W,W ((x2))((x1))).
Then (a(x), b(x)) is compatible and
a(x1)b(x2)−K(x2, x1) =
∑
α∈C×
Res x0x
−1
1 δ
(
αx2 + x0
x1
)
Yα(a(x2), x0)b(x2), (3.43)
which is a finite sum over only nonzero roots α of p(x).
Proof. The ordered pair (a(x), b(x)) is compatible because
x
deg p(x)
2 p(x1/x2)a(x1)b(x2) = x
deg p(x)
2 p(x1/x2)K(x2, x1)
with 0 6= xdeg p(x)2 p(x1/x2) ∈ C[x1, x2]. If p(x) = xkq(x) where k ∈ N, q(x) ∈ C[x], then
q(x1/x2)a(x1)b(x2) = q(x1/x2)K(x2, x1). In view of this, we may assume that p(0) 6= 0.
Let α1, . . . , αr be the distinct (nonzero) roots of p(x) of multiplicities k1, . . . , kr. For
1 ≤ i ≤ r, let pi(x) be the (unique) polynomial such that
p(x) = pi(x)(x− αi)ki (with pi(αi) 6= 0). (3.44)
Notice that (3.39) with f(x1, x2) being replaced by p(x1/x2) holds. For 1 ≤ i ≤ r,
multiplying by (x2/x0)
ki and then taking Res x0 (of (3.39)) we get
pi(x1/x2)(a(x1)b(x2)−K(x2, x1))
= Res x0pi(x1/x2)x
−1
1 δ
(
αix2 + x0
x1
)
Yαi(a(x2), x0)b(x2). (3.45)
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Since p1(x), . . . , pr(x) are relatively prime, there are polynomials q1(x), . . . , qr(x) such that
1 = q1(x)p1(x) + · · ·+ qr(x)pr(x). (3.46)
Using this and (3.45) we get
a(x1)b(x2)−K(x2, x1)
=
r∑
i=1
qi(x1/x2)pi(x1/x2)(a(x1)b(x2)−K(x2, x1))
=
r∑
i=1
Res x0qi(x1/x2)pi(x1/x2)x
−1
1 δ
(
αix2 + x0
x1
)
Yαi(a(x2), x0)b(x2). (3.47)
In view of Proposition 3.6 we have
xki0 Yαi(a(x), x0)b(x) ∈ E(W )[[x0]] for i = 1, . . . , r. (3.48)
For i 6= j, since pi(αj + x0/x) ∈ xkj0 C[x, x−1, x0], using (2.13) and (3.48) we get
Res x0qi(x1/x2)pi(x1/x2)x
−1
1 δ
(
αjx2 + x0
x1
)
Yαj(a(x2), x0)b(x2)
= Res x0qi(αj + x0/x2)pi(αj + x0/x2)x
−1
1 δ
(
αjx2 + x0
x1
)
Yαj (a(x2), x0)b(x2)
= 0. (3.49)
Using (3.46) and (3.49) we get
Res x0qj(x1/x2)pj(x1/x2)x
−1
1 δ
(
αjx2 + x0
x1
)
Yαj (a(x2), x0)b(x2)
=
r∑
i=1
Res x0qi(x1/x2)pi(x1/x2)x
−1
1 δ
(
αjx2 + x0
x1
)
Yαj(a(x2), x0)b(x2)
= Res x0x
−1
1 δ
(
αjx2 + x0
x1
)
Yαj (a(x2), x0)b(x2), (3.50)
so that
a(x1)b(x2)−K(x2, x1) =
r∑
i=1
Res x0x
−1
1 δ
(
αix2 + x0
x1
)
Yαi(a(x2), x0)b(x2). (3.51)
Since Yα(a(x), x0)b(x) ∈ E(W )[[x0]] for α 6= α1, . . . , αr, we immediately have (3.43).
The following is an important consequence of Proposition 3.11:
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Corollary 3.12. Let a(x), b(x) ∈ E(W ). Suppose that there are 0 6= p(x) ∈ C[x], fi(x) ∈
C((x)) and ci(x), di(x) ∈ E(W ) for i = 1, . . . , r such that
p(x1/x2)a(x1)b(x2) = p(x1/x2)
r∑
i=1
fi(x1/x2)ci(x2)di(x1). (3.52)
Then (a(x), b(x)) is compatible and
a(x1)b(x2)−
r∑
i=1
fi(x1/x2)ci(x2)di(x1)
=
∑
α∈C×
Res x0x
−1
1 δ
(
αx2 + x0
x1
)
Yα(a(x2), x0)b(x2), (3.53)
which is a finite sum over only nonzero roots of p(x). In particular, if
p(x1/x2)a(x1)b(x2) = p(x1/x2)b(x2)a(x1) (3.54)
for some nonzero polynomial p(x), then (a(x), b(x)) is compatible and
[a(x1), b(x2)] =
∑
α∈C×
Res x0x
−1
1 δ
(
αx2 + x0
x1
)
Yα(a(x2), x0)b(x2), (3.55)
which is a finite sum over only nonzero roots of p(x).
In the same spirit we have the following result which will be very useful in determining
the structure of certain vertex algebras later:
Proposition 3.13. Let W be a vector space as before and let a(x), b(x) ∈ E(W ). Assume
that there exists K(x2, x1) ∈ Hom (W,W ((x2))((x1))) such that
a(x1)b(x2)−K(x2, x1) =
r∑
i=1
ki∑
j=0
ci,j(x2)
1
j!
(
α−1i
∂
∂x2
)j
x−11 δ
(
αix2
x1
)
, (3.56)
where α1, . . . , αr are finitely many distinct nonzero complex numbers, ki are nonnegative
integers and ci,j(x) ∈ E(W ). Then (a(x), b(x)) is compatible and
a(x)(α,n)b(x) = 0 for n ≥ 0, α 6= α1, . . . , αr, (3.57)
a(x)(αi,n)b(x) = ci,n(x) for 0 ≤ n ≤ ki, (3.58)
a(x)(αi,n)b(x) = 0 for n > ki. (3.59)
Proof. From (3.56) we have
(x1 − α1x2)m · · · (x1 − αrx2)m(a(x1)b(x2)−K(x2, x1) = 0
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for any nonnegative integer m ≥ max{k1+1, . . . , kr+1}. By Proposition 3.11, (a(x), b(x))
is compatible and
a(x1)b(x2)−K(x2, x1)
=
r∑
i=1
Res x0x
−1
1 δ
(
αix2 + x0
x1
)
Yαi(a(x2), x0)b(x2)
=
r∑
i=1
m∑
j=0
Res x0a(x2)(αi,j)b(x2)
1
j!
(
α−1i
∂
∂x2
)j
x−11 δ
(
αix2
x1
)
. (3.60)
Combining (3.56) with (3.60), by Lemma 2.5 we have all the rest assertions.
Remark 3.14. Notice that the defined maps (a(x), b(x)) 7→ a(x)(α,n)b(x) are just partial
operations on E(W ). If U is a pairwise compatible subspace of E(W ) (in the sense that
every (ordered) pair in U is compatible), then these maps are bilinear maps from U ⊗ U
to E(W ). Furthermore, if U contains 1W and if U is closed under all these bilinear
operations (a(x), b(x)) 7→ a(x)(α,n)b(x) for α ∈ C×, n ∈ Z, we would like to know the
algebraic structure that (U, {Yα}, 1W ) carries.
4 Algebraic structures on quasi-local subspaces of
E(W )
In this section, we investigate the algebraic structures on “quasi local” subspaces of E(W )
for any given vector space W . We show that for any quasi local subset S of E(W ), there
exists a “closed” quasi local subspace U which contains S and 1W and we furthermore
show that (U,Y1, 1W ) carries the structure of a vertex algebra. For a general “closed”
quasi local subspace U we establish a Jacobi-like identity for the adjoint vertex operators
Yα(a(x), x0) for α ∈ C×. The key and most difficult results are Propositions 4.3 and 4.8,
whose proofs involve rather complicated formal calculus. The main results are summarized
in Theorem 4.9.
As in Section 3, let W be a vector space fixed throughout this section. The following
notion generalizes the notion of mutual locality ([DL], [Li2], cf. [G-K-K]):
Definition 4.1. Formal series a(x), b(x) ∈ E(W ) are said to be mutually quasi local if
there exists a nonzero polynomial f(x1, x2) such that
f(x1, x2)a(x1)b(x2) = f(x1, x2)b(x2)a(x1). (4.1)
A subset (subspace) U of E(W ) is said to be quasi-local if any a(x), b(x) ∈ U (where
a(x) and b(x) may be the same) are mutually quasi local. Clearly, any quasi-local subset
of E(W ) (linearly) spans a quasi local subspace and any quasi-local subset of E(W ) is
contained in some maximal quasi local subspace of E(W ).
We also have the following notion (cf. [G-K-K]):
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Definition 4.2. Let Γ be a subgroup of C×. Formal series a(x), b(x) ∈ E(W ) are said to
be mutually Γ-local if there exists a (nonzero) polynomial
f(x1, x2) ∈ 〈(x1 − αx2) | α ∈ Γ〉 ⊂ C[x1, x2] (4.2)
such that (4.1) holds. The notion of Γ-local subset(space) of E(W ) is defined in the
obvious way.
The following is the first key result:
Proposition 4.3. Let a(x), b(x), c(x) ∈ E(W ). Assume that
f(x1, x2)a(x1)b(x2) = f(x1, x2)b(x2)a(x1), (4.3)
g(x1, x2)a(x1)c(x2) = g˜(x1, x2)c(x2)a(x1), (4.4)
h(x1, x2)b(x1)c(x2) = h˜(x1, x2)c(x2)b(x1), (4.5)
where f(x, y), g(x, y), g˜(x, y), h(x, y), h˜(x, y) are nonzero polynomials. Then for any α ∈
C× and for any n ∈ Z, there exists k ∈ N (depending on n) such that
f(x3, αx)
kg(x3, x)a(x3)(b(x)(α,n)c(x)) = f(x3, αx)
kg˜(x3, x)(b(x)(α,n)c(x))a(x3). (4.6)
Proof. Let n ∈ Z be arbitrarily fixed. Let k be a nonnegative integer depending on n
such that
xk+n0 ιx,x0(h(αx+ x0, x)
−1) ∈ C((x))[[x0]]. (4.7)
(Recall that ιx,x0(h(αx + x0, x)
−1) ∈ C((x))((x0)).) Noticing that
(
∂
∂x1
)i
f(x3, x1)
k is a
multiple of f(x3, x1) for 0 ≤ i < k, from (4.3) we have((
∂
∂x1
)i
f(x3, x1)
k
)
a(x3)b(x1) =
((
∂
∂x1
)i
f(x3, x1)
k
)
b(x1)a(x3) for 0 ≤ i < k.(4.8)
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Using (4.7), (4.8) and (4.4) we obtain
f(x3, αx)
kg(x3, x)a(x3)
(
b(x)(α,n)c(x)
)
= Res x0x
n
0f(x3, αx)
kg(x3, x)a(x3) (Yα(b(x), x0)c(x))
= Res x0Res x1x
n
0f(x3, αx)
kg(x3, x)a(x3)ιx,x0(h(αx+ x0, x)
−1)
·x−11 δ
(
αx+ x0
x1
)
(h(x1, x)b(x1)c(x))
= Res x0Res x1x
n
0f(x3, x1 − x0)kg(x3, x)a(x3)ιx,x0(h(αx+ x0, x)−1)
·x−11 δ
(
αx+ x0
x1
)
(h(x1, x)b(x1)c(x))
= Res x0Res x1x
n
0
(
e
−x0
∂
∂x1 f(x3, x1)
k
)
g(x3, x)a(x3)ιx,x0(h(αx+ x0, x)
−1)
·x−11 δ
(
αx+ x0
x1
)
(h(x1, x)b(x1)c(x))
= Res x0Res x1
k−1∑
i=0
(−1)i
i!
xn+i0
((
∂
∂x1
)i
f(x3, x1)
k
)
g(x3, x)a(x3)ιx,x0(h(αx+ x0, x)
−1)
·x−11 δ
(
αx+ x0
x1
)
(h(x1, x)b(x1)c(x))
= Res x0Res x1
k−1∑
i=0
(−1)i
i!
xn+i0
((
∂
∂x1
)i
f(x3, x1)
k
)
g˜(x3, x)ιx,x0(h(αx+ x0, x)
−1)
·x−11 δ
(
αx+ x0
x1
)
(h(x1, x)b(x1)c(x))a(x3)
= Res x0Res x1x
n
0
(
e
−x0
∂
∂x1 f(x3, x1)
k
)
g˜(x3, x)ιx,x0(h(αx+ x0, x)
−1)
·x−11 δ
(
αx+ x0
x1
)
(h(x1, x)b(x1)c(x))a(x3)
= Res x0Res x1x
n
0f(x3, x1 − x0)kg˜(x3, x)ιx,x0(h(αx+ x0, x)−1)
·x−11 δ
(
αx+ x0
x1
)
(h(x1, x)b(x1)c(x))a(x3)
= Res x0x
n
0f(x3, αx)
kg˜(x3, x) (Yα(b(x), x0)c(x)) a(x3)
= f(x3, αx)
kg˜(x3, x)
(
b(x)(α,n)c(x)
)
a(x3). (4.9)
This completes the proof.
Recall Remark 3.14 that if U is a pairwise compatible subspace of E(W ), we have
linear maps Yα for α ∈ C× from U to Hom (U, E(W )((x))). In view of Propositions 3.6
and 3.10, any quasi local subspace U of E(W ) is pairwise compatible so that we have
these linear maps.
23
Definition 4.4. Let Γ be a subgroup of C×. A pairwise compatible subspace U of E(W )
is said to be YΓ-closed if
a(x)(α,n)b(x) ∈ U for a(x), b(x) ∈ U, α ∈ Γ, , n ∈ Z. (4.10)
In the case Γ = {1}, we say U is Y1-closed.
Using Proposition 4.3 we have (cf. [LL]):
Corollary 4.5. Let W be any vector space. Every maximal quasi local subspace U of
E(W ) contains 1W and it is YΓ-closed for any subgroup Γ of C×. Furthermore, for any
quasi local subset S of E(W ) and for any subgroup Γ of C×, there exists a YΓ-closed quasi
local subspace of E(W ), which contains S and 1W .
Proof. Clearly, the linear span of U and 1W is quasi local. With U being maximal we
must have 1W ∈ U . Let a(x), b(x) ∈ U, α ∈ Γ, n ∈ Z. By Proposition 4.3, for any
c(x) ∈ U , a(x)(α,n)b(x) and c(x) are quasi local. In particular, a(x)(α,n)b(x) is quasi local
with a(x) and b(x). Using Proposition 4.3 again, we see that a(x)(α,n)b(x) is quasi local
with itself. Thus U + Ca(x)(α,n)b(x) is quasi local. Since U is maximal, we must have
U + Ca(x)(α,n)b(x) = U , which implies that a(x)(α,n)b(x) ∈ U . This proves that U is
YΓ-closed.
For any quasi local subset S of E(W ), the linear span of S is also quasi local. It
follows from Zorn’s lemma that there exists a maximal quasi local subspace U of E(W ),
which contains S. By the first assertion, U is YΓ-closed and it contains 1W . Thus U is a
YΓ-closed quasi local subspace which contains S and 1W .
In view of Corollary 4.5, for any quasi local subset S of E(W ) and for any subgroup Γ
of C×, the smallest YΓ-closed quasi local subspace, containing S and 1W , of E(W ) exists,
which is the intersection of all YΓ-closed quasi local subspaces containing S and 1W .
Definition 4.6. Let S be any quasi local subspace of E(W ). For any subgroup Γ of C×,
we define 〈S〉Γ to be the smallest YΓ-closed quasi local subspace, containing S and 1W ,
of E(W ).
We also have the following results similar to Corollary 4.5:
Corollary 4.7. Let Γ be any subgroup of C×. Every maximal Γ-local subspace U of E(W )
contains 1W and is YΓ-closed. For any Γ-local subset S of E(W ), 〈S〉Γ is Γ-local and it is
the smallest YΓ-closed Γ-local subspace containing S and 1W of E(W ).
Proof. From the proof of Corollary 4.5, using Proposition 4.3 we immediately see that
every maximal Γ-local subspace U of E(W ) contains 1W and is YΓ-closed. For any Γ-local
subset S of E(W ), by Zorn Lemma S is contained in some maximal Γ-local subspace U ,
which has been proved to be YΓ-closed. Then 〈S〉Γ ⊂ U . Consequently, 〈S〉Γ must be
Γ-local. The rest is clear.
The following is the second key result:
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Proposition 4.8. Let Γ be a subgroup of C× and let U be a YΓ-closed quasi local subspace
of E(W ). For any a(x), b(x), c(x) ∈ U , let f(x1, x2) be a nonzero polynomial such that
f(x1, x2)a(x1)b(x2) = f(x1, x2)b(x2)a(x1). (4.11)
Then for α, β ∈ Γ,
(x1 − αβ−1x2)s[Yα(a(x), x1),Yβ(b(x), x2)] = 0, (4.12)
where s is the order of the zero of f(x1, x2) at x1 = αβ
−1x2.
Proof. Let g(x, y), h(x, y) be nonzero polynomials such that
g(x1, x2)a(x1)c(x2) = g(x1, x2)c(x2)a(x1),
h(x1, x2)b(x1)c(x2) = h(x1, x2)c(x2)b(x1).
Let α, β ∈ Γ and let n ∈ Z be arbitrarily fixed. Since b(x)(β,m)c(x) = 0 for m sufficiently
large (by Proposition 3.6), from Proposition 4.3, there exists a nonnegative integer k
depending on n such that for all m ≥ n,
f(x1, βx)
kg(x1, x)a(x1)(b(x)(β,m)c(x)) = f(x1, βx)
kg(x1, x)(b(x)(β,m)c(x))a(x1). (4.13)
Let w ∈ W be arbitrarily fixed and let l be a nonnegative integer such that xla(x)w ∈
W [[x]]. By Proposition 3.6 we have
f(x1 + αx, βx)
kg(x1 + αx, x)(x1 + αx)
lYα(a(x), x1)(b(x)(β,m)c(x))w
= f(x1 + αx, βx)
kg(x1 + αx, x)(x1 + αx)
la(x1 + αx)(b(x)(β,m)c(x))w (4.14)
for all m ≥ n. That is, for all i ≥ 0,
Res x2x
n+i
2 f(x1 + αx, βx)
kg(x1 + αx, x)(x1 + αx)
l (Yα(a(x), x1)Yβ(b(x), x2)c(x))w
= Res x2x
n+i
2 f(x1 + αx, βx)
kg(x1 + αx, x)(x1 + αx)
la(x1 + αx) (Yβ(b(x), x2)c(x))w.
(4.15)
Since f(x1 + αx, x2 + βx) is a polynomial in x1, x2, x, we immediately have that for all
j ≥ 0,
Res x2x
n+j
2 f(x1 + αx, βx)
kg(x1 + αx, x)(x1 + αx)
lf(x1 + αx, x2 + βx)
· (Yα(a(x), x1)Yβ(b(x), x2)c(x))w
= Res x2x
n+j
2 f(x1 + αx, βx)
kg(x1 + αx, x)(x1 + αx)
lf(x1 + αx, x2 + βx)
·a(x1 + αx) (Yβ(b(x), x2)c(x))w. (4.16)
Now, let r be a nonnegative integer such that xrb(x)w ∈ W [[x]]. By Proposition 3.6 we
have
h(x2 + βx, x)(x2 + βx)
r (Yβ(b(x), x2)c(x))w = h(x2 + βx, x)(x2 + βx)rb(x2 + βx)c(x)w.
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Using this, from (4.16) we obtain
Res x2x
n
2f(x1 + αx, βx)
kg(x1 + αx, x)(x1 + αx)
lh(x2 + βx, x)(x2 + βx)
r
·f(x1 + αx, x2 + βx) (Yα(a(x), x1)Yβ(b(x), x2)c(x))w
= Res x2x
n
2f(x1 + αx, βx)
kg(x1 + αx, x)(x1 + αx)
lh(x2 + βx, x)(x2 + βx)
r
·f(x1 + αx, x2 + βx)a(x1 + αx)b(x2 + βx)c(x)w. (4.17)
Noticing that
g(x1 + αx, x)(x1 + αx)
la(x1 + αx)c(x)w ∈ W ((x))[[x1]],
we have
g(x1 + αx, x)(x1 + αx)
lf(x1 + αx, x2 + βx)a(x1 + αx)b(x2 + βx)c(x)w
= g(x1 + αx, x)(x1 + αx)
lf(x1 + αx, x2 + βx)b(x2 + βx)a(x1 + αx)c(x)w,
which lies in W ((x))((x1))[[x2, x
−1
2 ]], a vector space over C((x))((x1)). The expression on
the left hand side of (4.17) also lies in W ((x))((x1))[[x2, x
−1
2 ]]. In view of Lemma 2.2 we
can cancel the factor f(x1 + αx, βx)
k, to obtain
Res x2x
n
2g(x1 + αx, x)(x1 + αx)
lh(x2 + βx, x)(x2 + βx)
r
·f(x1 + αx, x2 + βx) (Yα(a(x), x1)Yβ(b(x), x2)c(x))w
= Res x2x
n
2g(x1 + αx, x)(x1 + αx)
lh(x2 + βx, x)(x2 + βx)
r
·f(x1 + αx, x2 + βx)a(x1 + αx)b(x2 + βx)c(x)w. (4.18)
Notice that only k here depends on n (all the other components do not depend on n) and
n is arbitrarily fixed. Then we can drop Res x2x
n
2 to get
g(x1 + αx, x)(x1 + αx)
lh(x2 + βx, x)(x2 + βx)
r
·f(x1 + αx, x2 + βx) (Yα(a(x), x1)Yβ(b(x), x2)c(x))w
= g(x1 + αx, x)(x1 + αx)
lh(x2 + βx, x)(x2 + βx)
r
·f(x1 + αx, x2 + βx)a(x1 + αx)b(x2 + βx)c(x)w. (4.19)
Symmetrically, there are nonnegative integers l′, r′ such that
g(x1 + αx, x)(x1 + αx)
l′h(x2 + βx, x)(x2 + βx)
r′
·f(x1 + αx, x2 + βx) (Yβ(b(x), x2)Yα(a(x), x1)c(x))w
= g(x1 + αx, x)(x1 + αx)
lh(x2 + βx, x)(x2 + βx)
r
·f(x1 + αx, x2 + βx)b(x2 + βx)a(x1 + αx)c(x)w. (4.20)
Since
f(x1 + αx, x2 + βx)a(x1 + αx)b(x2 + βx) = f(x1 + αx, x2 + βx)b(x2 + βx)a(x1 + αx),
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combining (4.19) with (4.20), then setting l′′ = l + l′ and r′′ = r + r we get
g(x1 + αx, x)(x1 + αx)
l′′h(x2 + βx, x)(x2 + βx)
r′′
·f(x1 + αx, x2 + βx) (Yα(a(x), x1)Yβ(b(x), x2)c(x))w
= g(x1 + αx, x)(x1 + αx)
l′′h(x2 + βx, x)(x2 + βx)
r′′
·f(x1 + αx, x2 + βx) (Yβ(b(x), x2)Yα(a(x), x1)c(x))w. (4.21)
Noting that
(Yα(a(x), x1)Yβ(b(x), x2)c(x))w ∈ W ((x))((x1))((x2)) ⊂W ((x))((x1))[[x2, x−12 ]]
(Yβ(b(x), x2)Yα(a(x), x1)c(x))w ∈ W ((x))((x2))((x1)) ⊂W ((x))((x1))[[x2, x−12 ]]
and that W ((x))((x1))[[x2, x
−1
2 ]] is a vector space over C((x))((x1)), in view of Lemma 2.2
we can cancel the factor g(x1 + αx, x)(x1 + αx)
l′′ and similarly we can cancel the factor
h(x2 + βx, x)(x2 + βx)
r′′. (But we cannot cancel the factor f(x1 + αx, x2 + βx).) Then
we get
f(x1 + αx, x2 + βx) (Yα(a(x), x1)Yβ(b(x), x2)c(x))w
= f(x1 + αx, x2 + βx) (Yβ(b(x), x2)Yα(a(x), x1)c(x))w. (4.22)
Noticing that f does not depend on w, we have
f(x1 + αx, x2 + βx)Yα(a(x), x1)Yβ(b(x), x2)c(x)
= f(x1 + αx, x2 + βx)Yβ(b(x), x2)Yα(a(x), x1)c(x). (4.23)
Write
f(x1, x2) = (x1 − αβ−1x2)sf0(x1, x2)),
where s is a nonnegative integer and f0(x1, x2) ∈ C[x1, x2] with f0(αβ−1x2, x2) 6= 0. We
have
f(x1 + αx, x2 + βx) = (x1 − αβ−1x2)sf0(x1 + αx, x2 + βx)
with f0(αx, βx) 6= 0. In view of Lemma 2.2 we can cancel the factor f0(x1 + αx, x2 + βx)
from (4.23). After cancelation we get
(x1 − αβ−1x2)sYα(a(x), x1)Yβ(b(x), x2)c(x)
= (x1 − αβ−1x2)sYβ(b(x), x2)Yα(a(x), x1)c(x). (4.24)
This completes the proof.
Now we are in a position to present our main and key result:
Theorem 4.9. Let W be a vector space, Γ a subgroup of C× and U a YΓ-closed quasi
local subspace of E(W ), containing 1W , in the sense that
a(x)(α,n)b(x) ∈ U for a(x), b(x) ∈ U, α ∈ Γ, n ∈ Z. (4.25)
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Then
Yα(1W , x0)a(x) = a(x), (4.26)
Yα(a(x), x0)1W = eα−1x0DRαa(x) for a(x) ∈ U, (4.27)
and the following identity holds for any a(x), b(x) ∈ U, α, β ∈ Γ:
x−10 δ
(
x1 − αβ−1x2
x0
)
Yα(a(x), x1)Yβ(b(x), x2)
−x−10 δ
(−αβ−1x2 + x1
x0
)
Yβ(b(x), x2)Yα(a(x), x1)
= x−11 δ
(
αβ−1x2 + x0
x1
)
Yβ(Yαβ−1(a(x), x0)b(x), x2). (4.28)
In particular, (U,Y1, 1W ) carries the structure of a vertex algebra. Furthermore, for any
quasi local subset S of E(W ), (〈S〉Γ,Y1, 1W ) carries the structure of a vertex algebra, where
〈S〉Γ is the smallest YΓ-closed quasi local subspace containing S and 1W .
Proof. It is clear that all the assertions follow if the Jacobi-like identity (4.28) is proved.
With Propositions 3.8 and 3.9 and 4.8, it follows from [Li1] ([LL], cf. [DL], [FHL]) that
(U,Y1, 1W ) carries the structure of a vertex algebra. Thus (4.28) holds for α = β = 1. The
general case follows from this special case and the relation (3.31): For u, v ∈ U, α, β ∈ Γ,
we have
x−10 δ
(
α−1x1 − β−1x2
x0
)
Y1(Rαu, α−1x1)Y1(Rβv, β−1x2)
−x−10 δ
(−β−1x2 + α−1x1
x0
)
Y1(Rβv, β−1x2)Y1(Rαu, α−1x1)
= αx−11 δ
(
β−1x2 + x0
α−1x1
)
Y1(Y1(Rαu, x0)Rβv, β−1x2). (4.29)
By rewriting the three delta functions we get
(αx0)
−1δ
(
x1 − αβ−1x2
αx0
)
Y1(Rαu, α−1x1)Y1(Rβv, β−1x2)
−(αx0)−1δ
(−αβ−1x2 + x1
αx0
)
Y1(Rβv, β−1x2)Y1(Rαu, α−1x1)
= x−11 δ
(
αβ−1x2 + αx0
x1
)
Y1(Y1(Rαu, x0)Rβv, β−1x2). (4.30)
In view of (3.31), we have
Y1(Y1(Rαu, x0)Rβv, β−1x2) = Yβ(Yβ−1α(u, αx0)v, x2).
Replacing x0 → α−1x0 we get the desired Jacobi identity
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Similar to the situation for vertex subalgebras generated by subsets (cf. [LL]) we have:
Proposition 4.10. Let S be a quasi local subset of E(W ). Then for any subgroup Γ of
C×, 〈S〉Γ is linearly spanned by the vectors
a(1)(x)(α1,n1) · · ·a(r)(x)(αr ,nr)1W (4.31)
for r ≥ 0, a(i)(x) ∈ S, αi ∈ Γ, ni ∈ Z.
Proof. Let J be the subspace of E(W ), linearly spanned by those vectors in (4.31). It
follows from the Jacobi-like identity (4.28) and induction that J is YΓ-closed. Clearly,
J contains S and 1W . Thus, 〈S〉Γ ⊂ J . On the other hand, any YΓ-closed quasi local
subspace containing S and 1W must contain J , so that J ⊂ 〈S〉Γ. This proves 〈S〉Γ = J ,
completing the proof.
Definition 4.11. Let S be a quasi local subset of E(W ). We set
〈S〉 = 〈S〉{1}, (4.32)
the smallest Y1-closed quasi local subspace, containing S and 1W , of E(W ). We call 〈S〉
the vertex algebra generated by S.
From definition we have 〈S〉Γ ⊂ 〈S〉Γ′ if Γ ⊂ Γ′ are subgroups of C×. Then 〈S〉 is a
vertex subalgebra of 〈S〉Γ for any subgroup Γ of C× and it is the vertex subalgebra of
〈S〉Γ generated by S.
Lemma 4.12. Let W be a vector space, Γ a subgroup of C× and U a Γ-local subspace of
E(W ). If U is also a Γ-submodule of E(W ), then 〈U〉 = 〈U〉Γ.
Proof. With 〈U〉 = 〈U〉{1} ⊂ 〈U〉Γ we must prove 〈U〉Γ ⊂ 〈U〉. Recall from (3.29)
(Proposition 3.9) that
RαY1(a(x), x0) = Y1(Rαa(x), α−1x0)Rα−1 .
Since U is a Γ-submodule of E(W ), it follows from Proposition 4.10 (and induction) that
〈U〉 is a Γ-submodule of E(W ). From (3.30) (Proposition 3.9) we have
Yα(a(x), x0) = Y1(Rαa(x), α−1x0)
It follows that 〈U〉 is YΓ-closed. Then we have 〈U〉Γ ⊂ 〈U〉, completing the proof.
5 Vertex algebras and their quasi modules
In this section we formulate and study the notion of quasi module for a vertex algebra.
We strengthen some of the assertions of Theorem 4.9, showing that for any vector space
W and for any YΓ-closed quasi local subspace U of E(W ) containing 1W , W is a quasi
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module for the vertex algebra (U,Y1, 1W ). We also prove certain results analogous to
those for modules.
First we study the possibility of a certain natural generalization of the notion of vertex
algebra. It has been well known that the locality (namely weak commutativity) property
plays a very important role in the theory of vertex algebras. With the notion of quasi-
locality, one naturally considers to generalize the notion of vertex algebra by replacing
the usual locality with quasi locality. The following proposition says that quasi locality
does not give rise to something more general than vertex algebras.
Proposition 5.1. Let V be a vector space equipped with a linear map Y from V to
Hom (V, V ((x))), a distinguished vector 1 and a linear operator D on V such that all the
following conditions hold:
D(1) = 0, (5.1)
Y (1, x) = 1, (5.2)
Y (v, x)1 ∈ V [[x]] and lim
x→0
Y (v, x)1 = v, (5.3)
[D, Y (v, x)] = d
dx
Y (v, x) (5.4)
for v ∈ V and such that for u, v ∈ V , there exists a nonzero polynomial f(x1, x2) such
that
f(x1, x2)Y (u, x1)Y (v, x2) = f(x1, x2)Y (v, x2)Y (u, x1). (5.5)
Then (V, Y, 1) is an (ordinary) vertex algebra.
Proof. First, (5.4) together with the Taylor theorem immediately gives the following con-
jugation formula
exDY (v, x0)e
−xD = Y (v, x0 + x) for v ∈ V. (5.6)
Applying this to 1, using (5.1) and (5.3) (by setting x0 = 0) we get
Y (v, x)1 = exDv for v ∈ V.
Let u, v, w ∈ V and let f(x1, x2) be a nonzero polynomial such that (5.5) holds. We have
Y (Y (u, x1)Y (v, x2)w, x)1 = e
xDY (u, x1)Y (v, x2)w
= Y (u, x1 + x)Y (v, x2 + x)e
xDw, (5.7)
Y (Y (v, x2)Y (u, x1)w, x)1 = Y (v, x2 + x)Y (u, x1 + x)e
xDw. (5.8)
Using these relations and (5.5) we get
f(x1 + x, x2 + x)Y (Y (u, x1)Y (v, x2)w, x)1
= f(x1 + x, x2 + x)Y (Y (v, x2)Y (u, x1)w, x)1. (5.9)
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Factor f(x1, x2) as
f(x1, x2) = (x1 − x2)kf0(x1, x2),
where k ≥ 0, f0(x1, x2) ∈ C[x1, x2] with f0(x1, x1) 6= 0. Then we have
(x1 − x2)kf0(x1 + x, x2 + x)Y (Y (u, x1)Y (v, x2)w, x)1
= (x1 − x2)kf0(x1 + x, x2 + x)Y (Y (v, x2)Y (u, x1)w, x)1. (5.10)
Notice that
Y (Y (u, x1)Y (v, x2)w, x)1 ∈ V [[x]]((x1))((x2)),
Y (Y (v, x2)Y (u, x1)w, x)1 ∈ V [[x]]((x2))((x1)).
In view of Lemma 2.2, from (5.10) we get
(x1 − x2)kY (Y (u, x1)Y (v, x2)w, x)1 = (x1 − x2)kY (Y (v, x2)Y (u, x1)w, x)1. (5.11)
In view of (5.3), setting x = 0 we obtain
(x1 − x2)kY (u, x1)Y (v, x2)w = (x1 − x2)kY (v, x2)Y (u, x1)w. (5.12)
This proves that the usual locality (weak commutativity) holds. Then it follows from
[Li1] ([LL], cf. [DL], [FHL]) that V is a vertex algebra.
Even though the notion of quasi locality does not lead to a generalization of the
notion of vertex algebra, it does lead to a new notion of what we call quasi module for an
(ordinary) vertex algebra.
Definition 5.2. Let V be a vertex algebra. A quasi V -module is a vector space W
equipped with a linear map YW from V to Hom (W,W ((x))) such that
YW (1, x) = 1W (5.13)
and such that for any u, v ∈ V , there exists a nonzero polynomial f(x1, x2) such that
x−10 δ
(
x1 − x2
x0
)
f(x1, x2)YW (u, x1)YW (v, x2)
−x−10 δ
(
x2 − x1
−x0
)
f(x1, x2)YW (v, x2)YW (u, x1)
= x−12 δ
(
x1 − x0
x2
)
f(x1, x2)YW (Y (u, x0)v, x2). (5.14)
For convenience we refer the identity (5.14) as the quasi Jacobi identity for (u, v).
Lemma 5.3. Let (W,YW ) be a quasi module for a vertex algebra V . Then
YW (Dv, x) = d
dx
YW (v, x) for v ∈ V. (5.15)
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Proof. It is similar to the proof for usual modules (cf. [LL]). Let v ∈ V . There exists
0 6= f(x1, x2) ∈ C[x1, x2] such that the quasi Jacobi identity for (v, 1) holds. Taking Res x1
and using YW (1, x) = 1W , we get
f(x2 + x0, x2)YW (Y (v, x0)1, x2)
= Res x1
(
x−10 δ
(
x1 − x2
x0
)
f(x1, x2)YW (v, x1)− x−10 δ
(
x2 − x1
−x0
)
f(x1, x2)YW (v, x1)
)
= Res x1x
−1
1 δ
(
x2 + x0
x1
)
f(x1, x2)YW (v, x1)
= f(x2 + x0, x2)YW (v, x2 + x0). (5.16)
Noticing that both YW (Y (v, x0)1, x2) and YW (v, x2+x0) involve only nonnegative powers
of x0, we can apply the cancelation law (Lemma 2.2), to get
YW (Y (v, x0)1, x2) = YW (v, x2 + x0) = e
x0
∂
∂x2 YW (v, x2).
From this we immediately have (5.15).
With the notion of quasi module we have the following important result:
Theorem 5.4. Let W be any vector space, let Γ be a subgroup of C× and let U be a YΓ-
closed quasi local subspace of E(W ), containing 1W . Then (W,YW ) carries the structure
of a quasi module for the vertex algebra (U,Y1, 1W ) obtained in Theorem 4.9, where
YW (a(x), x0) = a(x0) for a(x) ∈ U. (5.17)
Furthermore, for any quasi local subset S of E(W ), (W,YW ) carries the structure of a
quasi module for the vertex algebra 〈S〉Γ.
Proof. Clearly, we only need to prove the first assertion. For a(x), b(x) ∈ U , let f(x1, x2)
be a nonzero polynomial such that
f(x1, x2)a(x1)b(x2) = f(x1, x2)b(x2)a(x1). (5.18)
We have
f(x1, x2)YW (a(x), x1)YW (b(x), x2) = f(x1, x2)a(x1)b(x2)
= f(x1, x2)b(x2)a(x1)
= f(x1, x2)YW (b(x), x2)YW (a(x), x1). (5.19)
From (5.18) we have that f(x1, x2)a(x1)b(x2) ∈ Hom (W,W ((x1, x2))). Let w ∈ W and
let l be a nonnegative integer such that xla(x)w ∈ W [[x]], so that
xl1f(x1, x2)a(x1)b(x2)w ∈ W [[x1, x2]][x−12 ].
32
With
YW (a(x), x0 + x2)YW (b(x), x2)w = a(x0 + x2)b(x2)w,
YW (Y1(a(x), x0)b(x), x2)w = (Y1(a(x), x0)b(x))w|x=x2,
from Proposition 3.6 we have
(x0 + x2)
lf(x0 + x2, x2)YW (a(x), x0 + x2)YW (b(x), x2)w
= (x0 + x2)
lf(x0 + x2, x2)YW (Y1(a(x), x0)b(x), x2)w. (5.20)
In view of Lemma 2.4, the required quasi Jacobi identity for (u, v) holds. By definition
YW (1W , x0) = 1W . This proves that W is a quasi module.
The following result says that for a vertex algebra V , the notion of quasi V -module is
canonically equivalent to a notion of “quasi representation”:
Theorem 5.5. Let V be a vertex algebra and let W be a vector space equipped with a
linear map YW from V to E(W ). Then (W,YW ) carries the structure of a quasi V -module
if and only if {YW (v, x) | v ∈ V } is a Y1-closed quasi local subspace containing 1W of
E(W ) and YW is a vertex algebra homomorphism.
Proof. Assume that (W,YW ) is a quasi V -module. Set
U = {YW (v, x) | v ∈ V } ⊂ E(W ).
For any u, v ∈ V , there exists 0 6= f(x1, x2) ∈ C[x1, x2] such that
x−10 δ
(
x1 − x2
x0
)
f(x1, x2)YW (u, x1)YW (v, x2)
−x−10 δ
(
x2 − x1
−x0
)
f(x1, x2)YW (v, x2)YW (u, x1)
= x−12 δ
(
x1 − x0
x2
)
f(x1, x2)YW (Y (u, x0)v, x2), (5.21)
which implies
(x1 − x2)kf(x1, x2)[YW (u, x1), YW (v, x2)] = 0 (5.22)
for some nonnegative integer k with xkY (u, x)v ∈ V [[x]]. This shows that U is a quasi
local subspace of E(W ). Furthermore, with (5.22), using Proposition 3.10 we get
x−11 δ
(
x2 + x0
x1
)
f(x1, x2)(x1 − x2)kY1(YW (u, x2), x0)YW (v, x2)
= x−10 δ
(
x1 − x2
x0
)
f(x1, x2)(x1 − x2)kYW (u, x1)YW (v, x2)
−x−10 δ
(
x2 − x1
−x0
)
f(x1, x2)(x1 − x2)kYW (v, x2)YW (u, x1)
= x−11 δ
(
x2 + x0
x1
)
f(x1, x2)(x1 − x2)kYW (Y (u, x0)v, x2). (5.23)
33
Taking Res x1 we get
f(x2 + x0, x2)x
k
0Y1(YW (u, x2), x0)YW (v, x2) = f(x2 + x0, x2)xk0YW (Y (u, x0)v, x2). (5.24)
Since both Y1(YW (u, x2), x0)YW (v, x2) and YW (Y (u, x0)v, x2) involve only finitely many
negative powers of x0, using the cancelation law (Lemma 2.2) we get
Y1(YW (u, x2), x0)YW (v, x2) = YW (Y (u, x0)v, x2). (5.25)
This implies that U is Y1-closed. The space U contains 1W since YW (1, x) = 1W . From
(5.25), (U,Y1, 1W ) is a vertex algebra and the linear map YW is a vertex algebra homo-
morphism.
Conversely, assume that YW is a (vertex algebra) homomorphism from V to a Y1-closed
quasi local subspace containing 1W of E(W ). We have YW (1, x) = 1W . For u, v ∈ V , let
0 6= f(x1, x2) ∈ C[x1, x2] such that
f(x1, x2)YW (u, x1)YW (v, x2) = f(x1, x2)YW (v, x2)YW (u, x1).
By Proposition 3.10 we have
x−10 δ
(
x1 − x2
x0
)
f(x1, x2)YW (u, x1)YW (v, x2)
−x−10 δ
(
x2 − x1
−x0
)
f(x1, x2)YW (v, x2)YW (u, x1)
= x−12 δ
(
x1 − x0
x2
)
f(x1, x2)Y1(YW (u, x2), x0)YW (v, x2)
= x−12 δ
(
x1 − x0
x2
)
f(x1, x2)YW (Y (u, x0)v, x2). (5.26)
Thus (W,YW ) is a quasi V -module.
The following is an analogue of Theorem 5.7.6 of [LL]:
Theorem 5.6. Let V be a vertex algebra with a generating subspace U and let W be a
vector space equipped with a linear map Y 0W from U to Hom(W,W ((x))). Then Y
0
W can
be extended to a linear map YW from V to Hom (W,W ((x))) such that (W,YW ) carries
the structure of a quasi V -module if and only if U¯ = {Y 0W (u, x) | u ∈ U} is a quasi local
subspace of E(W ) and there exists a linear map ψ from V to 〈U¯〉 such that
ψ(1) = 1W , (5.27)
ψ(Y (u, x0)v) = Y1(Y 0W (u, x), x0)ψ(v) (5.28)
for u ∈ U, v ∈ V . Furthermore, such an extension is unique.
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Proof. If YW is an extension of Y
0
W such that (W,YW ) carries the structure of a quasi
V -module, then by Theorem 5.5, {YW (v, x) | v ∈ V } is a Y1-closed quasi local subspace
of E(W ) and YW is a vertex algebra homomorphism. Since V is generated by U , YW (V )
is generated by U¯ , i.e., YW (V ) = 〈U¯〉. Taking ψ = YW we have (5.27) and (5.28).
On the other hand, assume that U¯ is a quasi local subspace of E(W ) and ψ is a linear
map from V to 〈U¯〉 satisfying (5.27) and (5.28). Since V and 〈U¯〉 are vertex algebras and
U generates V , by Proposition 5.7.9 of [LL] ψ is a vertex algebra homomorphism. In view
of Theorem 5.5, (W,YW ) carries the structure of a quasi V -module with YW (v, x) = ψx(v)
for v ∈ V . For u ∈ U , using (5.27) and (5.28) we have
YW (u, x) = ψx(u) = ψx(u−11) = Y
0
W (u, x)−11W = Y
0
W (u, x). (5.29)
Thus YW extends Y
0
W .
Since U generates V , any linear map from U to a vertex algebra V ′ extends to at most
one vertex algebra homomorphism from V to V ′. Then the uniqueness follows.
The following is an analogue of a result in [Li1] (cf. [LL], Theorem 3.6.3):
Proposition 5.7. Let V be a vertex algebra and let W be a vector space equipped with a
linear map YW from V to Hom(W,W ((x))) such that YW (1, x) = 1W and for u, v ∈ V
there exists a nonzero polynomial f(x1, x2) such that for w ∈ W
f(x0 + x2, x2)(x0 + x2)
lYW (u, x0 + x2)YW (v, x2)w
= f(x0 + x2, x2)(x0 + x2)
lYW (Y (u, x0)v, x2)w (5.30)
for some nonnegative integer l. Then (W,YW ) carries the structure of a quasi V -module.
Proof. First we prove that
YW (D(u), x) = d
dx
YW (u, x) for u ∈ V. (5.31)
Let u ∈ V, w ∈ W . Then there exist a nonzero polynomial f(x1, x2) and a nonnegative
integer l such that
f(x0 + x2, x2)(x0 + x2)
lYW (u, x0 + x2)YW (1, x2)w
= f(x0 + x2, x2)(x0 + x2)
lYW (Y (u, x0)1, x2)w.
With YW (1, x) = 1W we have
f(x0 + x2, x2)(x0 + x2)
lYW (u, x0 + x2)w = f(x0 + x2, x2)(x0 + x2)
lYW (Y (u, x0)1, x2)w.
We may replace l with a bigger integer if necessary so that xlYW (u, x)w ∈ W [[x]]. Then
(x0 + x2)
lYW (u, x0 + x2)w = (x0 + x2)
lYW (u, x2 + x0)w.
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We thus have
f(x0 + x2, x2)(x0 + x2)
lYW (u, x2 + x0)w = f(x0 + x2, x2)(x0 + x2)
lYW (Y (u, x0)1, x2)w.
In view of the cancelation law (Lemma 2.2) we have
YW (u, x2 + x0)w = YW (Y (u, x0)1, x2)w,
which implies d
dx
YW (u, x)w = YW (D(u), x)w. This proves (5.31).
Let u, v ∈ V . Using the skew symmetry of V and (5.31) we have
YW (Y (u, x0)v, x2) = YW (e
x0DY (v,−x0)u, x2) = YW (Y (v,−x0)u, x2 + x0). (5.32)
Let w ∈ W . There exist nonzero polynomials f(x1, x2) and g(x1, x2) depending only on
u, v and nonnegative integers l, l′ such that
(x0 + x2)
lf(x0 + x2, x2)YW (u, x0 + x2)YW (v, x2)w
= (x0 + x2)
lf(x0 + x2, x2)YW (Y (u, x0)v, x2)w, (5.33)
(−x0 + x1)l′g(x1,−x0 + x1)YW (v,−x0 + x1)YW (u, x1)w
= (−x0 + x1)l′g(x1,−x0 + x1)YW (Y (v,−x0)u, x1)w. (5.34)
Replacing l with a larger one if necessary so that xlYW (u, x)w ∈ W [[x]]. Using (5.34) we
see that the expression
xl1(−x0 + x1)l
′
g(x1,−x0 + x1)YW (Y (v,−x0)u, x1)w
lies in W [[x0, x1]][x
−1
0 ]. In view of the delta function substitution rule (2.14) we have
x−10 δ
(
x2 − x1
−x0
)(
xl1f(x1, x2)(−x0 + x1)l
′
g(x1,−x0 + x1)YW (Y (v,−x0)u, x1)w
)
= x−10 δ
(
x2 − x1
−x0
)(
xl1f(x1, x2)(−x0 + x1)l
′
g(x1,−x0 + x1)YW (Y (v,−x0)u, x1)w
)
|x1=x2+x0
= x−10 δ
(
x2 − x1
−x0
)(
(x2 + x0)
lf(x2 + x0, x2)x
l′
2g(x1, x2)YW (Y (v,−x0)u, x2 + x0)w
)
.
(5.35)
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Using (5.33), (5.34), (5.32) and (5.35) in a sequence we get
x−10 δ
(
x1 − x2
x0
)
xl1f(x1, x2)x
l′
2g(x1, x2)YW (u, x1)YW (v, x2)w
−x−10 δ
(
x2 − x1
−x0
)
xl1f(x1, x2)x
l′
2g(x1, x2)YW (v, x2)YW (u, x1)w
= x−10 δ
(
x1 − x2
x0
)
xl
′
2g(x1, x2)(x0 + x2)
lf(x0 + x2, x2)YW (u, x0 + x2)YW (v, x2)w
−x−10 δ
(
x2 − x1
−x0
)
xl1f(x1, x2)(−x0 + x1)l
′
g(x1,−x0 + x1)YW (v,−x0 + x1)YW (u, x1)w
= x−10 δ
(
x1 − x2
x0
)(
xl
′
2g(x1, x2)(x0 + x2)
lf(x0 + x2, x2)YW (Y (u, x0)v, x2)w
)
−x−10 δ
(
x2 − x1
−x0
)(
xl1f(x1, x2)(−x0 + x1)l
′
g(x1,−x0 + x1)YW (Y (v,−x0)u, x1)w
)
= x−10 δ
(
x1 − x2
x0
)(
xl
′
2g(x1, x2)(x0 + x2)
lf(x0 + x2, x2)YW (Y (v,−x0)u, x2 + x0)w
)
−x−10 δ
(
x2 − x1
−x0
)(
xl1f(x1, x2)(x0 + x2)
l′g(x1,−x0 + x1)YW (Y (v,−x0)u, x1)w
)
= x−10 δ
(
x1 − x2
x0
)(
xl
′
2g(x1, x2)(x0 + x2)
lf(x0 + x2, x2)YW (Y (v,−x0)u, x2 + x0)w
)
−x−10 δ
(
x2 − x1
−x0
)(
xl
′
2g(x1, x2)(x0 + x2)
lf(x0 + x2, x2)YW (Y (v,−x0)u, x2 + x0)w
)
= x−11 δ
(
x2 + x0
x1
)
xl1f(x1, x2)x
l′
2g(x1, x2)YW (Y (u, x0)v, x2)w. (5.36)
Multiplying by x−l1 x
−l′
2 we obtain the quasi Jacobi identity for (u, v). This completes the
proof.
The following result is an analogue of a theorem of [LL] (see also [R]):
Theorem 5.8. Let W be a vector space and let U be a subspace of E(W ) in which every
pair is compatible. Assume that U is Y1-closed and it contains 1W . Then (U,Y1, 1W ) is a
vertex algebra if and only if U is quasi local.
Proof. In view of Theorem 4.9 we only need to prove that if (U,Y1, 1W ) is a vertex algebra
then U is quasi local. For a(x), b(x) ∈ U , let f(x1, x2) be a nonzero polynomial such that
f(x1, x2)a(x1)b(x2) ∈ Hom (W,W ((x1, x2))).
For w ∈ W , let l be a nonnegative integer such that
xl1f(x1, x2)a(x1)b(x2)w ∈ W [[x1, x2]][x−12 ].
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By Proposition 3.6 we have
f(x0 + x2, x2)(x0 + x2)
l (Y(a(x2), x0)b(x2))w
= f(x0 + x2, x2)(x0 + x2)
la(x0 + x2)b(x2)w. (5.37)
In view of Proposition 5.7,W is a quasi U -module with YW (a(x), x0) = a(x0) for a(x) ∈ U .
It follows from the quasi Jacobi identity that any a(x), b(x) in U are quasi local. This
proves that U is quasi local.
An important problem could be the classification and construction of irreducible quasi
modules for a vertex algebra. In the following we present certain results in this direction.
Lemma 5.9. Let V be a vertex algebra and (W,YW ) a quasi V -module. Let a, b, c ∈ V
and let
0 6= f(x1, x2), g(x1, x2), h(x1, x2) ∈ C[x1, x2]
such that
f(x1, x2)[YW (a, x1), YW (b, x2)] = 0, (5.38)
g(x1, x2)[YW (a, x1), YW (c, x2)] = 0, (5.39)
h(x1, x2)[YW (b, x1), YW (c, x2)] = 0. (5.40)
Then for any n ∈ Z, there exists a nonnegative integer k such that
f(x1, x2)
kg(x1, x2)[YW (a, x1), YW (bnc, x2)] = 0. (5.41)
Proof. In view of Theorem 5.5, for any u, v ∈ V , YW (u, x) and YW (v, x) are quasi local
and
YW (umv, x) = YW (u, x)mYW (v, x) for m ∈ Z. (5.42)
From Proposition 4.3 there exists a nonnegative integer k such that
f(x1, x2)
kg(x1, x2) [YW (a, x1), YW (b, x2)nYW (c, x2)] = 0. (5.43)
Thus we obtain
f(x1, x2)
kg(x1, x2)[YW (a, x1), YW (bnc, x2)] = 0, (5.44)
completing the proof.
From Proposition 5.9 and induction we immediately have:
Proposition 5.10. Let V be a vertex algebra and (W,YW ) a quasi V -module. Let U be
a generating subspace of V and let 0 6= f(x1, x2) ∈ C[x1, x2] such that for any u, u′ ∈ U
there exists a nonnegative integer k such that
f(x1, x2)
k[YW (u, x1), YW (u
′, x2)] = 0. (5.45)
Then for any v, v′ ∈ V , there exists a nonnegative integer r such that
f(x1, x2)
r[YW (v, x1), YW (v
′, x2)] = 0. (5.46)
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As immediate consequences we have:
Corollary 5.11. Let W be any vector space and let U be a quasi local subspace of E(W ).
Assume that f(x1, x2) is a nonzero polynomial such that for any a(x), b(x) ∈ U there
exists a nonnegative integer k such that
f(x1, x2)
k[a(x1), b(x2)] = 0. (5.47)
Let V = 〈U〉 be the vertex algebra generated by U . Then for any α(x), β(x) ∈ V , there
exists a nonnegative integer r such that
f(x1, x2)
r[α(x1), β(x2)] = 0. (5.48)
Corollary 5.12. Let V be a finitely generated vertex algebra and let (W,YW ) be any quasi
V -module. Then there exists a nonzero polynomial f(x1, x2) such that for any u, v ∈ V ,
f(x1, x2)
r[YW (u, x1), YW (v, x2)] = 0 (5.49)
for some nonnegative integer r.
In view of Corollary 5.12 we would like to associate a “minimal” polynomial f(x1, x2)
to a quasi module W for a vertex algebra V . Since C[x1, x2] is not a principal domain,
we have a technical problem uniquely to define such a term. Now we consider a special
case. Assume that there exists a nonzero homogeneous polynomial f(x1, x2) such that
the assertion of Corollary 5.12 holds. Notice that a nonzero polynomial g(x1, x2) is homo-
geneous if and only if g(x1, x2) = x
k
2p(x1/x2) for some nonzero polynomial p(x) of degree
k.
Definition 5.13. Let V be a vertex algebra and W a quasi V -module satisfying that
there exists a nonzero polynomial p(x) such that for any u, v ∈ V ,
p(x1/x2)
r[YW (u, x1), YW (v, x2)] = 0 (5.50)
for some nonnegative integer r. The monic polynomial p(x) of the least degree is called
the minimal polynomial of W .
6 Γ-vertex algebras and (quasi) modules
Motivated by Theorem 4.9 and by the notion of Γ-conformal algebra in [G-K-K], in this
section we formulate and study a notion of Γ-vertex algebra, where Γ is an arbitrary group.
We show that a Γ-vertex algebra amounts to an (ordinary) vertex algebra equipped with
a compatible Γ-module structure in a certain sense. We also formulate a notion of quasi
module for a Γ-vertex algebra. In terms of these notions, we strengthen Theorem 4.9,
showing that for any vector space W , any subgroup Γ of C× and for any Yγ-closed quasi
local subspace U of E(W ) containing 1W , (U, {Yα}, 1W ) carries the structure of a Γ-vertex
algebra with W as a quasi module.
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Let Γ be any (possibly nonabelian and infinite) group. We shall use 1 for the identity
element of Γ. Let
φ : Γ→ C× (6.1)
be a group homomorphism. We fix the pair (Γ, φ) throughout this section.
An important example for such a pair (Γ, φ) is the one with Γ a subgroup of C× and
with φ the identity map. As a convention, whenever Γ is given as a subgroup of C× we
always assume that φ is the identity map.
With the group homomorphism φ, any C-vector space W naturally becomes a Γ-
module by defining
αw = φ(α)w for α ∈ Γ, w ∈ W. (6.2)
In particular, for formal variable x, with C[[x, x−1]] as a C-vector space we have
αx = φ(α)x for α ∈ Γ. (6.3)
We have
αβx = βαx for α, β ∈ Γ, (6.4)
since φ(αβ) = φ(α)φ(β) = φ(β)φ(α) = φ(βα). Due to our convention, whenever Γ ⊂ C×,
the new Γ-action through φ agrees with the old Γ-action by scalar multiplication.
The following notion naturally arises from Theorem 4.9:
Definition 6.1. A Γ-vertex algebra is a vector space V equipped with linear maps
Yα : V → Hom (V, V ((x))) ⊂ (EndV )[[x, x−1]]
v 7→ Yα(v, x) (6.5)
for α ∈ Γ and equipped with a distinguished vector 1, called the vacuum vector, such that
all the following axioms hold: For α ∈ Γ, v ∈ V ,
Yα(1, x) = 1, (6.6)
Yα(v, x)1 = V [[x]] and lim
x→0
Y1(v, x)1 = v (6.7)
and for u, v, w ∈ V, α, β ∈ Γ,
x−10 δ
(
x1 − β−1αx2
x0
)
Yα(u, x1)Yβ(v, x2)w
−x−10 δ
(−β−1αx2 + x1
x0
)
Yβ(v, x2)Yα(u, x1)w
= x−11 δ
(
β−1αx2 + x0
x1
)
Yβ(Yβ−1α(u, x0)v, x2)w. (6.8)
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The Γ-vertex algebra V is also often denoted by (V, {Yα}, 1). For convenience, we
refer (6.8) as the Γ-Jacobi identity for the triple (u, v, w).
Remark 6.2. It is clear that the notion of Γ-vertex algebra with Γ = {1} reduces to the
notion of ordinary vertex algebra.
Similar to the notion of quasi module for a vertex algebra, we have the following notion
of quasi module for a Γ-vertex algebra:
Definition 6.3. Let V be a Γ-vertex algebra. A quasi V -module is a vector space W
equipped with linear maps
Y Wα : V → Hom (W,W ((x))) (6.9)
for α ∈ Γ such that the following conditions hold:
Y Wα (1, x) = 1W for α ∈ Γ (6.10)
and for u, v ∈ V , there exists a nonzero polynomial f(x1, x2) such that
x−10 δ
(
x1 − β−1αx2
x0
)
f(x1, x2)Y
W
α (u, x1)Y
W
β (v, x2)
−x−10 δ
(−β−1αx2 + x1
x0
)
f(x1, x2)Y
W
β (v, x2)Y
W
α (u, x1)
= x−11 δ
(
β−1αx2 + x0
x1
)
f(x1, x2)Y
W
β (Yβ−1α(u, x0)v, x2) (6.11)
for α, β ∈ Γ. A quasi V -module W is called a module if (6.11) holds with f(x1, x2) = 1
for any u, v ∈ V, α, β ∈ Γ.
Notice that if an (ordinary) vertex algebra V is viewed as a Γ-vertex algebra with
Γ = {1}, the notion of quasi module for V as a Γ-vertex algebra exactly gives the notion
of quasi module for V as a vertex algebra.
In terms of these notions we have:
Theorem 6.4. Let W be a vector space, Γ a subgroup of C× and V a YΓ-closed quasi
local subspace of E(W ) containing 1W . Then (U, {Yα}, 1W ) carries the structure of a Γ-
vertex algebra with W a quasi module with Y Wα (a(x), x0) = a(x0) for a(x) ∈ V, α ∈ Γ.
Furthermore, for any quasi local subset S of E(W ), 〈S〉Γ is a Γ-vertex algebra with W as
a quasi module.
Proof. Theorem 4.9 exactly states that (V, {Yα}, 1W ) carries the structure of a Γ-vertex
algebra. Let a(x), b(x) ∈ V . There exists a nonzero polynomial f(x1, x2) such that
f(x1, x2)a(x1)b(x2) = f(x1, x2)b(x2)a(x1). (6.12)
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This implies that f(x1, x2)a(x1)b(x2) ∈ Hom (W,W ((x1, x2))). Let w ∈ W and let l be a
nonnegative integer such that xla(x)w ∈ W [[x]], so that
xl1f(x1, x2)a(x1)b(x2)w ∈ W [[x1, x2]][x−12 ].
For α, β ∈ C×, we have
f(x1, x2)Y
W
α (a(x), x1)Y
W
β (b(x), x2) = f(x1, x2)a(x1)b(x2)
= f(x1, x2)b(x2)a(x1)
= f(x1, x2)Y
W
β (b(x), x2)Y
W
α (a(x), x1). (6.13)
With
Y Wα (a(x), x0 + β
−1αx2)Yβ(b(x), x2)w = a(x0 + β
−1αx2)b(x2)w,
Y Wβ (Yβ−1α(a(x), x0)b(x), x2)w = (Yβ−1α(a(x), x0)b(x))w|x=x2,
from Proposition 3.6 we also have
(x0 + β
−1αx2)
lf(x0 + β
−1αx2, x2)Y
W
α (a(x), x0 + β
−1αx2)Yβ(b(x), x2)w
= (x0 + β
−1αx2)
lf(x0 + β
−1αx2, x2)Y
W
β (Yβ−1α(a(x), x0)b(x), x2)w. (6.14)
In view of Lemma 2.4, the required Jacobi-like identity holds. By definition Y Wα (1W , x0) =
1W . This proves that W is a quasi module.
For the rest of this section we shall study the structures of Γ-vertex algebras and their
(quasi) modules in terms of ordinary vertex algebras and modules.
Lemma 6.5. Let (V, {Yα}, 1) be a Γ-vertex algebra. For α ∈ Γ, define Rα ∈ End CV by
Rα(v) = Res xx
−1Yα(v, x)1 = lim
x→0
Yα(v, x)1 for v ∈ V. (6.15)
Define D ∈ End CV by
Dv = Res xx−2Y1(v, x)1 for v ∈ V. (6.16)
Then
Yα(Dv, x) = d
dx
Yα(v, x), (6.17)
[D, Yα(v, x)] = α d
dx
Yα(v, x), (6.18)
RαYβ(v, x) = Yαβ(v, x)Rα for α, β ∈ Γ, v ∈ V. (6.19)
Proof. Taking Res x1 of the Γ-Jacobi identity for the triple (u, v, 1) with β = 1 and using
the property that Yα(u, x1)1 ∈ V [[x1]] we get
Y1(Yα(u, x0)v, x2)1 = Yα(u, x0 + αx2)Y1(v, x2)1
= e
αx2
∂
∂x0 Yα(u, x0)Y1(v, x2)1. (6.20)
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Then
DYα(u, x0)v = α ∂
∂x0
Yα(u, x0)v + Yα(u, x0)Dv, (6.21)
which shows that [D, Yα(v, x)] = α ddxYα(v, x) for v ∈ V .
Taking Res x1 of the Γ-Jacobi identity for the triple (u, 1, v) with α = β, using
Yα(1, x) = 1 we have
Yα(Y1(u, x0)1, x2)v = Yα(u, x2 + x0)v = e
x0
∂
∂x2 Yα(u, x2)v. (6.22)
This gives Yα(Du, x) = ddxYα(v, x).
Similarly, from the Γ-Jacobi identity for the triple (u, v, 1) we have
Yβ(Yβ−1α(u, x0)v, x2)1 = Yα(u, x0 + β
−1αx2)Yβ(v, x2)1. (6.23)
Setting x2 = 0 we get
RβYβ−1α(u, x0)v = Yα(u, x0)Rβv, (6.24)
proving (6.19).
In [G-K-K], Γ-conformal algebras are classified as Lie algebras equipped with an ac-
tion of Γ by automorphisms of the Lie algebras. In the same spirit, the following theorem
classifies Γ-vertex algebras in terms of (ordinary) vertex algebras equipped with a “com-
patible” Γ-action:
Theorem 6.6. Let (V, {Yα}, 1) be a Γ-vertex algebra and let Rα ∈ Aut CV for α ∈ Γ be
defined as in Lemma 6.5. Then (V, Y1, 1) is a vertex algebra and the map α ∈ Γ→ Rα ∈
End CV is a representation of Γ on V with Rα(1) = 1 for α ∈ Γ. Furthermore,
Yα(v, x) = RαY1(v, x)Rα−1 = Y1(Rαv, α
−1x) for α ∈ Γ, v ∈ V. (6.25)
On the other hand, let V be an (ordinary) vertex algebra. Assume that V is a Γ-module
with α ∈ Γ acting as Rα ∈ Aut CV such that Rα(1) = 1 and
RαY (v, x)R
−1
α = Y (Rα(v), α
−1x) for α ∈ Γ, v ∈ V. (6.26)
For α ∈ Γ, define Yα ∈ (EndV )[[x, x−1]] by
Yα(v, x) = RαY (v, x)R
−1
α = Y (Rα(v), α
−1x) for v ∈ V. (6.27)
Then (V, {Yα}, 1) is a Γ-vertex algebra.
Proof. Let (V, {Yα}, 1) be a Γ-vertex algebra. Clearly, (V, Y1, 1) is an (ordinary) vertex
algebra. Using the vacuum property (6.6), the creation property (6.7) and the definition
43
of Rα we immediately have that Rα(1) = 1 for α ∈ Γ and R1 = 1V . Taking Res x1 of the
Γ-Jacobi identity for the triple (u, 1, 1), we get
Yα(u, x0 + β
−1αx2)Yβ(1, x2)1 = Yβ(Yβ−1α(u, x0)1, x2)1.
With Yβ(1, x) = 1, setting x0 = x2 = 0 we obtain
Rα(u) = RβRβ−1α(u). (6.28)
Thus, the map α 7→ Rα is a representation of Γ on V .
Taking Res x1 of the Γ-Jacobi identity for the triple (u, 1, v) with β = 1 we have
Y1(Yα(u, x0)1, x2)v = Yα(u, αx2 + x0)v.
Setting x0 = 0, we get
Y1(Rα(u), x2)v = Yα(u, αx2)v,
which gives
Yα(u, x) = Y1(Rα(u), α
−1x) for u ∈ V. (6.29)
From Lemma 6.5 we also have RαY1(v, x) = Yα(v, x)Rα for α ∈ Γ, v ∈ V .
On the other hand, let V be a vertex algebra equipped with a Γ-module structure with
α acting as Rα ∈ Aut CV (α ∈ Γ) with the given properties. For α ∈ Γ, v ∈ V , we have
Yα(1, x) = Y (Rα1, α
−1x) = Y (1, α−1x) = 1, (6.30)
Yα(v, x)1 = Y (Rαv, α
−1x)1 = eα
−1xDRαv ∈ V [[x]], (6.31)
Y1(v, x)1 = e
xDR1v = e
xDv. (6.32)
For u, v ∈ V, α, β ∈ Γ, we have
x−10 δ
(
α−1x1 − β−1x2
x0
)
Y (Rαu, α
−1x1)Y (Rβv, β
−1x2)
−x−10 δ
(−β−1x2 + α−1x1
x0
)
Y (Rβv, β
−1x2)Y (Rαu, α
−1x1)
= αx−11 δ
(
β−1x2 + x0
α−1x1
)
Y (Y (Rαu, x0)Rβv, β
−1x2). (6.33)
By rewriting the three delta functions we get
(αx0)
−1δ
(
x1 − αβ−1x2
αx0
)
Y (Rαu, α
−1x1)Y (Rβv, β
−1x2)
−(αx0)−1δ
(−αβ−1x2 + x1
αx0
)
Y (Rβv, β
−1x2)Y (Rαu, α
−1x1)
= x−11 δ
(
αβ−1x2 + αx0
x1
)
Y (Y (Rαu, x0)Rβv, β
−1x2). (6.34)
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In view of (6.26), we have
Y (Y (Rαu, x0)Rβv, β
−1x2) = Yβ(Yβ−1α(u, αx0)v, x2).
Replacing x0 → α−1x0 we get the desired Γ-Jacobi identity, proving that (V, {Yα}, 1) is a
Γ-vertex algebra.
Remark 6.7. In view of Theorem 6.6, one can define Γ-vertex algebras simply as (ordi-
nary) vertex algebras equipped with a compatible Γ-module structure (cf. (6.26)).
In Theorem 6.6, if the group homomorphism φ from Γ to C× is trivial, then the second
part of (6.25) and (6.26) exactly amounts to that Rα is an automorphism of vertex algebra
V . In view of this, we immediately have:
Corollary 6.8. Let Γ be any group equipped with the trivial group homomorphism from
Γ to C×. Then a Γ-vertex algebra exactly amounts to a vertex algebra equipped with an
action of Γ by automorphisms of vertex algebra V .
Definition 6.9. A Γ-vertex algebra V equipped with a Z-grading V =
∐
n∈Z V(n) is called
a Z-graded Γ-vertex algebra if 1 ∈ V(0) and if for any u ∈ V(m), α ∈ Γ, m, n, r ∈ Z,
u(α,n)V(r) ⊂ V(r+m−n−1), (6.35)
where Yα(u, x) =
∑
n∈Z u(α,n)x
−n−1.
The following result states that Z-graded Γ-vertex algebras can be characterized in
terms of Z-graded vertex algebras equipped with an action of Γ by grading-preserving
automorphisms:
Proposition 6.10. Let V =
∐
n∈Z V(n) be a Z-graded vertex algebra in the sense that V
is a vertex algebra equipped with a Z-grading V =
∐
n∈Z V(n) such that
1 ∈ V(0), (6.36)
umV(n) ⊂ V(n+k−m−1) for u ∈ V(k), k,m, n ∈ Z. (6.37)
Denote by L(0) the degree operator, i.e., L(0)v = nv for v ∈ V(n) with n ∈ Z. Let π be a
representation of Γ on V by grading-preserving automorphisms of V as a vertex algebra.
For α ∈ Γ, v ∈ V , set
Yα(v, x) = Y (α
−L(0)παv, α
−1x) ∈ Hom (V, V ((x))). (6.38)
Then (V, {Yα}, 1) is a Z-graded Γ-vertex algebra. On the other hand, let (V, {Yα}, 1) be a
Z-graded Γ-vertex algebra with the degree operator denoted by L(0). For α ∈ Γ, set
Roα = α
L(0)Rα ∈ Aut CV. (6.39)
Then Roα is a grading-preserving automorphism of V as a vertex algebra and R
o is a
representation on V .
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Proof. With (6.37), from [FHL], for z ∈ C×, v ∈ V , we have
zL(0)Y (v, x)z−L(0) = Y (zL(0), zx), (6.40)
so that
α−L(0)παY (v, x)π
−1
α α
L(0) = α−L(0)Y (παv, x)α
L(0) = Y (α−L(0)παv, α
−1x). (6.41)
With 1 ∈ V(0), we have α−L(0)πα1 = 1 for α ∈ Γ. Notice that πα for α ∈ Γ being
grading-preserving amounts to αL(0)πβ = πβα
L(0) for α, β ∈ Γ, so that α 7→ α−L(0)πα is
a representation of Γ on V . It follows immediately from the second part of Theorem 6.6
that (V, {Yα}, 1) is a Γ-vertex algebra. Clearly, it is a Z-graded Γ-vertex algebra.
On the other hand, let (V, {Yα}, 1) be a Z-graded Γ-vertex algebra with V =
∐
n∈Z V(n).
For α ∈ Γ, v ∈ V , we have
RoαY1(v, x)(R
o
α)
−1 = αL(0)RαY1(v, x)R
−1
α α
−L(0) = Y1(α
L(0)Rα, x) = Y1(R
o
αv, x),(6.42)
Roα(1) = α
L(0)Rα(1) = 1, (6.43)
using the assumption 1 ∈ V(0). Thus, for each α ∈ Γ, Roα is an automorphism of vertex
algebra V . Furthermore, since V is a Z-graded Γ-vertex algebra, for v ∈ V(m), α ∈ Γ, we
have
Rα(v) = v(α,−1)1 ∈ V(m),
recalling (6.15) for the definition of Rα. Thus Rα preserves the Z-grading of V . Conse-
quently, Rα commutes with z
L(0) for any z ∈ C×. Now, it follows that Ro is a represen-
tation of Γ on V .
As an immediate consequence we have:
Corollary 6.11. Let (V, Y, 1, ω) be a vertex operator algebra and let π be a group homo-
morphism from Γ to Aut V (the automorphism group of V as a vertex operator algebra).
Then (V, {Yα}, 1) is a Γ-vertex algebra, where
Yα(v, x) = Y (α
−L(0)πα(v), α
−1x) for α ∈ Γ, v ∈ V. (6.44)
The following is an analogue of a well known result in vertex algebra theory (cf. [LL]):
Proposition 6.12. Let V be a vector space equipped with linear maps Yα from V to
Hom (V, V ((x))) for α ∈ Γ, a distinguished vector 1 ∈ V , a linear operator D on V such
that D1 = 0 and a representation R of Γ on V such that Rα1 = 1 for α ∈ Γ and such
that
Yα(1, x) = 1, (6.45)
Yα(v, x)1 ∈ V [[x]] and lim
x→0
Yα(v, x)1 = Rαv, (6.46)
[D, Yα(v, x)] = α d
dx
Yα(v, x), (6.47)
RαYβ(v, x) = Yαβ(v, x)Rα (6.48)
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and for u, v ∈ V, α, β ∈ Γ there is a nonnegative integer k such that
(x1 − αβ−1x2)k[Yα(u, x1), Yβ(v, x2)] = 0. (6.49)
Then V is a Γ-vertex algebra.
Proof. First, from [Li2], [LL] (cf. [DL], [FHL]) (V, Y1, 1) is a vertex algebra. With the
assumption (6.48), we have Yα(v, x) = RαY1(v, x)Rα−1 . From (6.46) and (6.47) we have
Yα(u, x)1 = e
α−1xDRαu, (6.50)
exDYα(u, x0)e
−xD = Yα(u, x0 + αx). (6.51)
Let u, v ∈ V and let k be a nonnegative integer such that (6.49) holds and such that
xkYβ(v, x)Rαu ∈ V [[x]], so that
(x1 − αβ−1)kYβ(v, x2 − α−1βx1)u = (x1 − αβ−1)kYβ(v,−α−1βx1 + x2)u.
Then we have
(x1 − αβ−1x2)kYα(u, x1)Yβ(v, x2)1
= (x1 − αβ−1x2)kYβ(v, x2)Yα(u, x1)1
= (x1 − αβ−1x2)kYβ(v, x2)eα−1x1DRαu
= eα
−1x1D(x1 − αβ−1x2)kYβ(v, x2 − α−1βx1)Rαu
= eα
−1x1D(x1 − αβ−1x2)kYβ(v,−α−1βx1 + x2)Rαu. (6.52)
Setting x2 = 0 we get
xk1Yα(u, x1)Rβv = x
k
1e
α−1x1DYβ(v,−α−1βx1)Rαu,
which immediately gives the following skew symmetry
Yα(u, x1)Rβv = e
α−1x1DYβ(v,−α−1βx1)Rαu. (6.53)
Taking β = 1 and then using skew symmetry for (V, Y1, 1) we get
Yα(u, x1)v = e
α−1x1DY1(v,−α−1x1)Rαu = Y1(Rαu, α−1x1)v. (6.54)
Now it follows from the second assertion of Theorem 6.6 that (V, {Yα}, 1) is a Γ-vertex
algebra.
From the proofs of Theorem 6.6 and Proposition 6.10 we immediately have:
Proposition 6.13. Let (V, {Yα}, 1) be a Γ-vertex algebra and let (W, {Y Wα }) be a quasi
module for (V, {Yα}, 1). Then (W,Y W1 ) is a quasi module for the vertex algebra (V, Y1, 1)
and the following relation holds for α ∈ Γ, v ∈ V, w ∈ W :
Y Wα (w, x) = Y
W
1 (Rαv, α
−1x). (6.55)
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On the other hand, let (W,YW ) be a quasi module for the vertex algebra (V, Y1, 1). For
α ∈ Γ, v ∈ V , set
Y Wα (v, x) = YW (Rαv, α
−1x). (6.56)
Then (W, {Y Wα }) is a quasi module for the Γ-vertex algebra (V, {Yα}, 1).
Proof. For the first part, the first assertion is clear and the second assertion (6.55) follows
from the same proof of (6.29). The assertion of the second part follows from the second
part of the proof of Theorem 6.6.
7 Examples of quasi modules for vertex algebras
In this section we give three families of examples of quasi modules for vertex algebras; the
first involves twisted affine Lie algebras gˆ[σ] with respect to an automorphism σ of g of
finite order, the second involves certain quantum Heisenberg Lie algebras and the third
involves certain Lie algebras on quantum torus as in [BGT].
First, following [LL] we recall the N-graded vertex algebras associated with affine Lie
algebras. In fact, all the three families of examples are related to such vertex algebras.
Let g be a (possibly infinite-dimensional) Lie algebra equipped with a nondegenerate
symmetric invariant bilinear form 〈·, ·〉. To the pair (g, 〈·, ·〉) we associate the untwisted
affine Lie algebra, with the underlying vector space
gˆ = g⊗ C[t, t−1]⊕ Ck, (7.1)
equipped with the bracket relations
[a⊗ tm, b⊗ tn] = [a, b]⊗ tm+n +m〈a, b〉δm+n,0k (7.2)
for a, b ∈ g, m, n ∈ Z, together with the condition that k is a nonzero central element of
gˆ. For n ∈ Z, set
gˆ(0) = g⊕ Ck, gˆ(n) = g⊗ t−n for n 6= 0. (7.3)
Then gˆ =
∐
n∈Z gˆ(n) becomes a Z-graded Lie algebra. Set
gˆ(±) =
∐
n≥1
gˆ(±n) = g⊗ t∓1C[t∓1], (7.4)
which are graded Lie subalgebras of gˆ.
For a ∈ g, form the generating function
a(x) =
∑
n∈Z
(a⊗ tn)x−n−1 ∈ gˆ[[x, x−1]]. (7.5)
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For a ∈ g, n ∈ Z, we use a(n) for the operator on a gˆ-module, corresponding to a ⊗ tn.
For a gˆ-module W and for a ∈ g, we set
aW (x) =
∑
n∈Z
a(n)x−n−1 ∈ (EndW )[[x, x−1]]. (7.6)
A gˆ-module W on which k acts as a scalar ℓ ∈ C is said to be of level ℓ. A gˆ-module
W is said to be restricted if for any a ∈ g and w ∈ W , a(n)w = 0 for n sufficiently large.
Then a gˆ-module W is a restricted module if and only if aW (x) ∈ E(W ) for a ∈ g.
For any complex number ℓ, let Cℓ be the one-dimensional module for the Lie subalgebra
g⊗ C[t]⊕ Ck with g⊗C[t] acting trivially and with k acting as the scalar ℓ. Then form
the induced gˆ-module
Vgˆ(ℓ, 0) = U(gˆ)⊗U(g⊗C[t]⊕Ck) Cℓ, (7.7)
which is a restricted gˆ-module of level ℓ with 1⊗ 1 as a generator. Set
1 = 1⊗ 1 ∈ Vgˆ(ℓ, 0). (7.8)
The induced gˆ-module Vgˆ(ℓ, 0) is naturally an N-graded module with degCℓ = 0. In view
of the Poincare-Birkhoff-Witt theorem we have
Vgˆ(ℓ, 0) = U(gˆ(+)) (7.9)
as an N-graded vector space. Identify g as a subspace of Vgˆ(ℓ, 0) through the linear map
a 7→ a(−1)1.
The following results are well known (see [FZ], [Lia], cf. [Li1], [LL] for the first assertion
and see [Li1], [LL], cf. [FZ] for the second assertion):
Theorem 7.1. There exists a unique vertex algebra structure on Vgˆ(ℓ, 0) with 1 as vacuum
vector and with Y (a, x) = a(x) for a ∈ g. The vertex algebra Vgˆ(ℓ, 0) equipped with
the grading is an N-graded vertex algebra with Vgˆ(ℓ, 0)(0) = C1 and with Vgˆ(ℓ, 0)(1) = g
generates Vgˆ(ℓ, 0) as a vertex algebra. Furthermore, on any restricted gˆ-module W of
level ℓ there exists a unique Vgˆ(ℓ, 0)-module structure with YW (a, x) = aW (x) for a ∈ g =
Vgˆ(ℓ, 0)(1).
Our first family of examples is about constructing quasi modules for Vgˆ(ℓ, 0) using
restricted modules of level ℓ for a twisted affine Lie algebra.
Let σ be an automorphism of g of (finite) order T , which preserves the bilinear form
〈·, ·〉. Set
ωT = exp
(
2π
√−1
T
)
, (7.10)
the principal T th root of unity, and set
ΓT = {ωrT | r = 0, . . . , T − 1}, (7.11)
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the group of T th roots of unity. For r ∈ Z, set
gr = {a ∈ g | σ(a) = ωrTa}. (7.12)
Then
gr = gs if r ≡ s (mod T ), (7.13)
g = g0 ⊕ g1 ⊕ · · · ⊕ gT−1. (7.14)
Remark 7.2. It is easy to see that σ gives rise to an automorphism, also denoted by σ,
of the N-graded vertex algebra Vgˆ(ℓ, 0).
Associated to the triple (g, 〈·, ·〉, σ) we have a twisted affine Lie algebra (see [K1])
gˆσ =
T−1∐
i=0
gi ⊗ tiC[tT , t−T ]⊕ Ck, (7.15)
which is a Lie subalgebra of the untwisted affine algebra gˆ. We also have the following
variant of the twisted affine Lie algebra (cf. [FLM])
gˆ[σ] =
T−1∐
i=0
gi ⊗ t iT C[t, t−1]⊕ Ck, (7.16)
where the bracket is given by (7.2) with m,n ∈ 1
T
Z. The notions of module of level ℓ and
restricted module are defined in the obvious way.
Remark 7.3. It is well known (and easy to see) that the linear map defined by
a⊗ tn 7→ a⊗ t nT , Tk 7→ k (7.17)
is a Lie algebra isomorphism from gˆσ to gˆ[σ]. Consequently, a (restricted) gˆσ-module of
level ℓ/T exactly amounts to a (restricted) gˆ[σ]-module of level ℓ.
For a ∈ g, set
a(x)σ =
T−1∑
i=0
σi(a)⊗ x−1δ
(
ω−it
x
)
=
∑
n∈Z
T−1∑
i=0
ω−inT
(
σi(a)⊗ tn)x−n−1 ∈ gˆ[[x, x−1]]. (7.18)
If a ∈ gs with s ∈ Z, i.e., σ(a) = ωsTa, we have
a(x)σ = T
∑
n∈Z
(a⊗ ts+nT )x−s−nT−1. (7.19)
Let a ∈ gr, b ∈ gs with r, s ∈ Z. Since 〈a, b〉 = 0 if r + s /∈ TZ, we have
〈a, b〉δr¯+s¯,0¯ = 〈a, b〉,
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where r¯ = r + TZ ∈ Z/TZ. Then
[a(x1)
σ, b(x2)
σ]
= T 2
∑
m,n∈Z
[a⊗ tr+mT , b⊗ ts+nt]x−(r+mT )−11 x−(s+nT )−12
= T 2
∑
m,n∈Z
(
[a, b]⊗ tr+s+(m+n)T + (r +mT )〈a, b〉δr+s+mT+nT,0k
)
x
−(r+mT )−1
1 x
−(s+nT )−1
2
= T 2
∑
m,n∈Z
[a, b]⊗ tr+s+(m+n)Tx−(r+s+mT+nT )−12 x−(r+mT )−11 xr+mT2
+T 2
∑
m∈Z
(r +mT )〈a, b〉δr¯+s¯,0¯kx−(r+mT )−11 xr+mT−12
= T [a, b](x2)
σx−11 δ
((
x2
x1
)T)(
x2
x1
)r
+ T 2〈a, b〉k ∂
∂x2
x−11 δ
((
x2
x1
)T)(
x2
x1
)r
=
T−1∑
i=0
(
[a, b](x2)
σω−riT x
−1
1 δ
(
ωiTx2
x1
)
+ 〈a, b〉Tkω−riT
∂
∂x2
x−11 δ
(
ωiTx2
x1
))
, (7.20)
where we are using the fact
Tx−11 δ
((
x2
x1
)T)(
x2
x1
)r
=
T−1∑
i=0
x−11 δ
(
ωiTx2
x1
)(
x2
x1
)r
=
T−1∑
i=0
ω−riT x
−1
1 δ
(
ωiTx2
x1
)
. (7.21)
From this we have (
T−1∏
i=0
(x1 − ωiTx2)2
)
[a(x1)
σ, b(x2)
σ] = 0.
That is,
(xT1 − xT2 )2[a(x1)σ, b(x2)σ] = 0. (7.22)
Let W be a restricted gˆσ-module of level ℓ/T , or equivalently, a restricted gˆ[σ]-module
of level ℓ. For a ∈ g, a(x)σ acts on W giving rise to an element of E(W ), which we denote
by aW (x)
σ, Set
SW = {aW (x)σ | a ∈ g} ⊂ E(W ). (7.23)
From (7.22), SW is a ΓT -local subspace. For α ∈ ΓT , we have
RαaW (x)
σ = T
∑
n∈Z
(a⊗ ts+nT )(αx)−s−nT−1 = α−s−1aW (x)σ. (7.24)
Then SW is also stale under the action of ΓT . By Theorems 4.9 and 5.4 SW generates a
vertex algebra VW = 〈SW 〉ΓT with W as a quasi module. By Lemma 4.12, VW as a vertex
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algebra is generated by SW . In view of (7.20) and Proposition 3.13 we have
aW (x)
σ
0bW (x)
σ = [a, b]W (x)
σ, (7.25)
aW (x)
σ
1bW (x)
σ = ℓ〈a, b〉1W , (7.26)
aW (x)
σ
nbW (x)
σ = 0 for n ≥ 2. (7.27)
It follows (cf. [LL], Remark 6.2.17) that VW is a gˆ-module of level ℓ with a(x1) acting as
Y1(aW (x)σ, x1) for a ∈ g. Since SW generates VW as a vertex algebra, VW is a gˆ-module
generated by 1W . It follows that there exists a gˆ-module homomorphism ψ from Vgˆ(ℓ, 0)
onto VW , extending the canonical map from g to SW . With g as a generating subspace of
Vgˆ(ℓ, 0), by Theorem 5.6 ψ is a vertex algebra homomorphism and W is naturally a quasi
module for Vgˆ(ℓ, 0). Summarizing these we have:
Proposition 7.4. Let ℓ be any complex number and let W be any restricted gˆ[σ]-module
of level ℓ, or equivalently, a restricted gˆσ-module of level ℓ/T . Then there exists a unique
quasi module structure YW on W for Vgˆ(ℓ, 0) such that YW (a, x) = aW (x)
σ for a ∈ g, with
p(x) = xT − 1 as the minimal polynomial.
Remark 7.5. It was proved in [Li2] that giving a restricted gˆ[σ]-module structure of level
ℓ on a vector spaceW is canonically equivalent to giving σ-twisted module structure onW
for the vertex algebra Vgˆ(ℓ, 0). In view of this and Proposition 7.4, one naturally expects
that for a general vertex operator algebra V , there should exist a canonical connection
between twisted V -modules and quasi V -modules. Indeed, such a connection exists and
it will be given in a sequel.
Remark 7.6. Let W be a restricted gˆ-module of level ℓ. With gˆσ as a subalgebra by
definition, W is naturally a restricted gˆσ-module of level ℓ. Then W is naturally a quasi
module for Vgˆ(ℓT, 0).
Now let us play a slightly different game. Fix a positive integer k. For a ∈ g, r ∈ Z,
set
E(a, r, x) = k
∑
n∈Z
(a⊗ tr+nk)x−r−nk−1 ∈ gˆ[[x, x−1]]. (7.28)
Clearly, if r ≡ s (mod k) we have
E(a, r, x) = E(a, s, x). (7.29)
For a, b ∈ g, r, s ∈ Z, using (7.2) we have
[E(a, r, x1), E(b, s, x2)]
= k2
∑
m,n∈Z
[a⊗ tr+mk, b⊗ ts+nk]x−r−mk−11 x−s−nk−12
= k2
∑
m,n∈Z
(
[a, b]⊗ tr+s+(m+n)k + (r +mk)〈a, b〉kδr+mk+s+nk,0
)
x−r−mk−11 x
−s−nk−1
2
=
k−1∑
i=0
(
E([a, b], r + s, x2)ω
−ri
k x
−1
1 δ
(
ωikx2
x1
)
+ 〈a, b〉δr¯+s¯,0¯kkω−rik
∂
∂x2
x−11 δ
(
ωikx2
x1
))
.
(7.30)
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Let W be any restricted gˆ-module of level ℓ. Then E(a, r, x) ∈ E(W ) for a ∈ g, r ∈ Z.
Set
EW = span{E(a, r, x) | a ∈ g, r ∈ Z} ⊂ E(W ). (7.31)
With (7.30), we see that EW is a Γk-local subspace of E(W ). For α ∈ Γk, we have
RαE(a, r, x) = E(a, r, αx) = α
−r−1E(a, r, x) for r ∈ Z, a ∈ g. (7.32)
Then EW is closed under the action of Γk. By Theorems 4.9 and 5.4 EW generates a
vertex algebra VW = 〈EW 〉Γk with W as a quasi module. By Lemma 4.12, VW as a vertex
algebra is generated by EW . Combining (7.30) with Proposition 3.13 we have
E(a, r, x)0E(b, s, x) = E([a, b], r + s, x), (7.33)
E(a, r, x)1E(b, s, x) = δr¯+s¯,0¯k〈a, b〉ℓ, (7.34)
E(a, r, x)nE(b, s, x) = 0 for n ≥ 2. (7.35)
We next relate VW to a vertex algebra associated with an affine Lie algebra. Notice
that C[Z/kZ] is a commutative associative algebra with a symmetric invariant bilinear
form defined by 〈er¯, es¯〉 = δr¯+s¯,0¯ for r, s ∈ Z. Then g⊗C[Z/kZ] is naturally a Lie algebra
which is equipped with the symmetric invariant bilinear form defined by
〈a⊗ er¯, b⊗ es¯〉 = δr¯+s¯,0¯〈a, b〉 for r, s ∈ Z, a, b ∈ g. (7.36)
Associated with the pair (g[Z/kZ], 〈·, ·〉) we have the following untwisted affine Lie algebra
̂g[Z/kZ] = (g⊗ C[Z/kZ])⊗ C[t, t−1]⊕ Ck. (7.37)
Using the same arguments for Proposition 7.4 we immediately have:
Proposition 7.7. Let W be an (irreducible) restricted gˆ-module of level ℓ and k a positive
integer. For r ∈ Z, a ∈ g, set
E(a, r, x) =
∑
n∈Z
a(r + nk)x−r−nk−1 ∈ E(W ). (7.38)
There exists a unique (irreducible) quasi module structure on W for the vertex algebra
V̂g[Z/kZ](kℓ, 0) with YW (a⊗ er¯, x) = E(a, r, x) for a ∈ g, r ∈ Z, with xk− 1 as the minimal
polynomial.
Remark 7.8. Since C[Z/kZ] = C⊗k as a commutative associative algebra, we have that
g[Z/kZ] = g⊗k. (One can find an explicit isomorphism.) Using the bilinear form one
can see that V̂g[Z/kZ](kℓ, 0) = Vgˆ(ℓ, 0)
⊗k. In view of the first example, quasi modules for
Vgˆ(ℓ, 0)
⊗k with minimal polynomial xk − 1 are closely related twisted modules. Then
Vgˆ(ℓ, 0)-modules are closely related to twisted modules for Vgˆ(ℓ, 0)
⊗k. This agrees with a
general conceptual result obtained in [BDM].
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Next, we present our second family of examples, which involves certain “quantum”
Heisenberg Lie algebras. Let h be a vector space equipped with a nondegenerate symmetric
bilinear form 〈·, ·〉 and let q be any nonzero complex number. Consider the following Lie
algebra
hˆq = h⊗ C[t, t−1]⊕ Cc (7.39)
with the following commutation relation:
[c, hˆq] = 0, (7.40)
[a⊗ tm, b⊗ tn] = m〈a, b〉δm+n,0(qm + q−m)c (7.41)
for a, b ∈ h, m, n ∈ Z. As with affine Lie algebras, for a ∈ h, m ∈ Z, we use a(m) to
represent the corresponding operator of a ⊗ tm on any hˆq-module. The notions of level
and restricted module are defined in the obvious ways.
For a ∈ h, form the generating function
a(x) =
∑
n∈Z
a(m)x−m−1. (7.42)
In terms of the generating functions we have
[a(x1), b(x2)] = 〈a, b〉 ∂
∂x2
(
x−11 δ
(
qx2
x1
)
+ x−11 δ
(
q−1x2
x1
))
c. (7.43)
Consequently,
(x1 − qx2)2(x1 − q−1x2)2[a(x1), b(x2)] = 0. (7.44)
For a ∈ h, m ∈ Z, set
a(m, x) = qma(qmx) ∈ hˆq[[x, x−1]]. (7.45)
For a, b ∈ h, m, n ∈ Z, we have
[a(m, x1), b(n, x2)] = q
m+n[a(qmx1), b(q
nx2)]
= 〈a, b〉 ∂
∂x2
(
x−11 δ
(
qn+1x2
qmx1
)
+ x−11 δ
(
qn−1x2
qmx1
))
c. (7.46)
Set
Γ(q) = {qm | m ∈ Z} ⊂ C×. (7.47)
Let W be any restricted hˆq-module of level ℓ ∈ C. For a ∈ h, m ∈ Z, a(m, x) acting on
W gives rise to an element of E(W ), which we denote by aW (m, x). Set
UW = span{aW (m, x) | a ∈ h, m ∈ Z} ⊂ E(W ). (7.48)
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From (7.46) we see that UW is a Γ(q)-local subspace of E(W ). Furthermore, for a ∈
g, m, n ∈ Z, we have
RqnaW (m, x) = aW (m, q
nx) = qmaW (q
m+nx) = q−naW (m+ n, x). (7.49)
Thus UW is closed under the action of Γ(q). In view of Theorems 4.9 and 5.4 and Lemma
4.12, UW generates a vertex algebra VW with W as a quasi module.
Assume that q is not a root of unity, so that
qm 6= qn whenever m 6= n. (7.50)
In view of (7.46) and Proposition 3.13, the following relations hold for a, b ∈ h, m, n ∈ Z:
aW (m, x)1bW (n, x) = 〈a, b〉ℓ(δm,n+1 + δm,n−1)1 (7.51)
aW (m, x)rbW (n, x) = 0 for r ≥ 0, r 6= 1. (7.52)
On the other hand, consider the space h[Z] = h⊗ C[Z] equipped with the symmetric
bilinear form 〈·, ·〉 defined by
〈a⊗ em, b⊗ en〉 = 〈a, b〉(δm,n+1 + δn,m+1) for a, b ∈ h, m, n ∈ Z. (7.53)
Then consider the affine Lie algebra ĥ[Z] associated with the pair (h[Z], 〈·, ·〉), where h[Z]
is viewed as an abelian Lie algebra. Let V
ĥ[Z]
(ℓ, 0) be the vertex algebra associated with the
affine Lie algebra ĥ[Z] of level ℓ. This is an N-graded vertex algebra with V
ĥ[Z]
(ℓ, 0)(0) = C1
and V
ĥ[Z]
(ℓ, 0)(1) = h[Z] as its generating subspace. Using the same arguments as we used
for Proposition 7.4 we immediately have:
Proposition 7.9. Let h be a vector space equipped with a symmetric bilinear form 〈·, ·〉,
let q be a nonzero complex number which is not a root of unity and let hˆq be the quantum
Lie algebra defined in (7.39)–(7.41). Let h[Z] be the abelian Lie algebra equipped with
the symmetric bilinear form defined in (7.53) and ĥ[Z] be the corresponding affine Lie
algebra. Then for any restricted hˆq-module W of level ℓ, there exists a unique quasi
V
ĥ[Z]
(ℓ, 0)-module structure on W with YW (a⊗ em, x) = aW (m, x) for a ∈ g, m ∈ Z.
Remark 7.10. If q is a root of unity, one can appropriately modify the current analysis
to work out the corresponding results.
Finally, we present our third family of examples. This family involves certain Lie
algebras of quantum torus which have been studied in [BGT] and [G-K-L]. First, following
[BGT] we present the Lie algebras.
Let q be a nonzero complex number. Consider the following twisted group algebra of
Z2
Cq[t
±1
0 , t
±1
1 ] = C[t
±1
0 , t
±1
1 ] (7.54)
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as a vector space, where
t1t0 = qt0t1. (7.55)
For m,n, r, s ∈ Z, we have
(tm0 t
n
1 )(t
r
0t
s
1) = q
nrtm+r0 t
n+s
1 . (7.56)
Let A be an associative algebra equipped with a nondegenerate symmetric invariant bi-
linear form 〈·, ·〉 in the sense that
〈ab, c〉 = 〈a, bc〉 for a, b, c ∈ A. (7.57)
Consider the tensor product associative algebra
Aq[t
±1
0 , t
±1
1 ] = A⊗ Cq[t±10 , t±11 ]. (7.58)
Naturally, Aq[t
±1
0 , t
±1
1 ] is a Lie algebra with the commutator map as the Lie bracket, which
is denoted by [·, ·]loop. For a, b ∈ A, m, n, r, s ∈ Z, we have
[a⊗ tm0 tn1 , b⊗ tr0ts1]loop = qnr(ab⊗ tm+r0 tn+s1 )− qms(ba⊗ tm+r0 tn+s1 ). (7.59)
We have the following two-dimensional central extension of the Lie algebra Aq[t
±1
0 , t
±1
1 ]:
Aˆq[t
±1
0 , t
±1
1 ] = Aq[t
±1
0 , t
±1
1 ]⊕ Cc0 ⊕ Cc1 = A⊗ Cq[t±10 , t±11 ]⊕ Cc0 ⊕ Cc1, (7.60)
where c0, c1 are central and
[a⊗ tm0 tn1 , b⊗ tr0ts1] = [a⊗ tm0 tn1 , b⊗ tr0ts1]loop + 〈a, b〉qnrδm+r,0δn+s,0(mc0 + nc1). (7.61)
Thus
[a⊗ tm0 tn1 , b⊗ tr0ts1]
= qnr(ab⊗ tm+r0 tn+s1 )− qms(ba⊗ tm+r0 tn+s1 ) + 〈a, b〉qnrδm+r,0δn+s,0(mc0 + nc1).(7.62)
For a ∈ A, n ∈ Z, set
X(a, n, x) =
∑
m∈Z
(a⊗ tm0 tn1 )x−m−1 ∈ Aˆq[t±10 , t±11 ][[x, x−1]]. (7.63)
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Then
[X(a, n, x1), X(b, s, x2)]
=
∑
m,r∈Z
[a⊗ tm0 tn1 , b⊗ tr0ts1]x−m−11 x−r−12
=
∑
m,r∈Z
(
qnr(ab⊗ tm+r0 tn+s1 )− qms(ba⊗ tm+r0 tn+s1 )
)
x−m−11 x
−r−1
2
+
∑
m,r∈Z
〈a, b〉qnrδm+r,0δn+s,0(mc0 + nc1)x−m−11 x−r−12
=
∑
m,r∈Z
(ab⊗ tm+r0 tn+s1 )(q−nx2)−m−r−1x−m−11 (q−nx2)mq−n
−
∑
m,r∈Z
(ba⊗ tm+r0 tn+s1 )x−m−r−12 x−m−11 (qsx2)m
+
∑
m∈Z
〈a, b〉δn+s,0q−nm(mc0 + nc1)x−m−11 xm−12
= q−nX(ab, n+ s, q−nx2)x
−1
1 δ
(
q−nx2
x1
)
−X(ba, n+ s, x2)x−11 δ
(
qsx2
x1
)
+〈a, b〉δn+s,0 ∂
∂x2
x−11 δ
(
q−nx2
x1
)
c0 + 〈a, b〉δn+s,0n
(
c1x
−1
2
)
x−11 δ
(
q−nx2
x1
)
.(7.64)
Furthermore, for a ∈ A, m, n ∈ Z, we set
X¯(a,m, n, x) = qnX(a,m, qnx). (7.65)
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Then
[X¯(a, n,m, x1), X¯(b, s, r, x2)]
= qm+r[X(a, n, qmx1), X(b, s, q
rx2)]
= qm+rq−nX(ab, n + s, q−n+rx2)q
−mx−11 δ
(
q−n+rx2
qmx1
)
−qm+rX(ba, n + s, qrx2)q−mx−11 δ
(
qs+rx2
qmx1
)
+qm+r〈a, b〉δn+s,0c0q−r ∂
∂x2
q−mx−11 δ
(
q−n+rx2
qmx1
)
+qm+r〈a, b〉δn+s,0c1q−rx−12 · q−mx−11 δ
(
q−n+rx2
qmx1
)
= qr−nX(ab, n + s, q−n+rx2)x
−1
1 δ
(
qr−nx2
qmx1
)
− qrX(ba, n + s, qrx2)x−11 δ
(
qs+rx2
qmx1
)
+〈a, b〉δn+s,0c0 ∂
∂x2
x−11 δ
(
qr−nx2
qmx1
)
+ 〈a, b〉δn+s,0
(
c1x
−1
2
)
x−11 δ
(
qr−nx2
qmx1
)
= X¯(ab, n + s, r − n, x2)x−11 δ
(
qr−nx2
qmx1
)
− X¯(ba, n + s, r, x2)x−11 δ
(
qs+rx2
qmx1
)
+〈a, b〉δn+s,0
(
c1x
−1
2
)
x−11 δ
(
qr−nx2
qmx1
)
+ 〈a, b〉δn+s,0c0 ∂
∂x2
x−11 δ
(
qr−nx2
qmx1
)
. (7.66)
Set
c1(x) = c1x
−1. (7.67)
For convenience let us just use Aˆq for the Lie algebra Aˆq[t
±1
0 , t
±1
1 ]. An Aˆq-module on
which c0 acts as a scalar ℓ ∈ C is said to be of level ℓ. An Aˆq-module W is said to be
restricted if for any a ∈ A, n ∈ Z and for any w ∈ W , X(a, n, x)w ∈ W ((x)). That is,
X(a, n, x) acting on W is an element of E(W ). Denote by XW (a, n, x) the corresponding
element of E(W ) and similarly for X¯W (a, n,m, x).
Let W be a restricted Aˆq-module of level ℓ. Set
UW = span{c1(x), X¯W (a, n,m, x) | a ∈ A, m, n ∈ Z} ⊂ E(W ). (7.68)
In view of (7.66), UW is a Γ(q)-local subspace of E(W ), where
Γ(q) = {qm | m ∈ Z} ⊂ C×.
We also have
Rqnc1(x) = c1(x), (7.69)
RqrX¯W (a, n,m, x) = X¯W (a, n,m, q
rx) = qmXW (a, n, q
m+rx)
= q−rX¯W (a, n,m+ r, x) (7.70)
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for a ∈ A, m, n, r ∈ Z. Then UW is stable under the action of of Γ(q). In view of Theorem
6.4 and Lemma 4.12, UW generates a vertex algebra VW with W as a quasi module.
Next we determine the vertex algebra structure of VW . The fact is that the structure
of VWdepends on if q is a root of unity. Here we shall just consider the case that q is not
a root of unity. That is, for any m,n ∈ Z, qm = qn if and only if m = n. In view of (7.66)
and Proposition 3.13 we have the following relations in VW for a, b ∈ A, m, n, r, s ∈ Z:
X¯W (a, n,m, x)0X¯(b, s, r, x) = δm,r−nX¯W (ab, n + s, r − n, x)
−δm,s+rX¯W (ba, n+ s, r, x) + 〈a, b〉δn+s,0δm,r−nc1(x), (7.71)
X¯W (a, n,m, x)1X¯(b, s, r, x) = 〈a, b〉δn+s,0δm,r−nℓ, (7.72)
X¯W (a, n,m, x)kX¯(b, s, r, x) = 0 for k ≥ 2. (7.73)
To determine the vertex algebra VW , first we construct an affine Lie algebra.
Lemma 7.11. We define a non-associative algebra with the underlying vector space
C∗[t
±1
0 , t
±1
1 ] = C[t
±1
0 , t
±1
1 ], (7.74)
equipped with the multiplication
(tn0 t
m
1 )(t
s
0t
r
1) = δn+m,rt
n+s
0 t
m
1 (7.75)
for m,n, r, s ∈ Z. Endow this non-associative algebra with a bilinear form defined by
〈tn0 tm1 , ts0tr1〉 = δn+s,0δm+n,r (7.76)
for m,n, r, s ∈ Z. Then this algebra is associative and the bilinear form is symmetric and
associative.
Proof. This algebra is associative as
(tk0t
l
1) ((t
n
0 t
m
1 )(t
s
0t
r
1)) = δn+m,r(t
k
0t
l
1)(t
n+s
0 t
m
1 ) = δn+m,rδk+l,mt
k+n+s
0 t
l
1,(
(tk0t
l
1)(t
n
0 t
m
1 )
)
(ts0t
r
1) = δk+l,m(t
k+n
0 t
l
1)(t
s
0t
r
1) = δk+l,mδk+n+l,rt
k+n+s
0 t
l
1
= δk+l,mδm+n,rt
k+n+s
0 t
l
1.
The bilinear form is symmetric since
δn+s,0δm+n,r = δn+s,0δr−n,m = δn+s,0δr+s,m
and it is invariant because
〈tn0 tm1 , ts0tr1〉 = φ ((tn0 tm1 )(ts0tr1)) ,
where φ is the linear functional on C∗[t
±1
0 , t
±1
1 ] defined by
φ(tn0 t
m
1 ) = δn,0 for m,n ∈ Z.
This completes the proof.
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Now, we have an associative algebra A ⊗ C∗[t±10 , t±11 ] equipped with a symmetric in-
variant bilinear form 〈·, ·〉. Clearly, the bilinear form is also invariant when A⊗C∗[t±10 , t±11 ]
is viewed as a Lie algebra. For convenience, we set
A∗ = A⊗ C∗[t±10 , t±11 ]. (7.77)
Form the affine Lie algebra
Â∗ = (A⊗ C∗[t±10 , t±11 ])⊗ C[t, t−1]⊕ Ck. (7.78)
Denote by VÂ∗(ℓ, 0) the N-graded vertex algebra associated with the affine Lie algebra Â∗
of level ℓ. Comparing (7.71)–(7.73) with (7.75) and (7.76) we see that VW is an Aˆ∗-module
of level ℓ. Using the same arguments as we used for Proposition 7.4 (also for Proposition
7.9) we immediately have:
Proposition 7.12. Let A be an associative algebra equipped with a symmetric invariant
bilinear form 〈·, ·〉 and let q be a nonzero complex number which is not a root of unity. Let
Aˆq be the quantum torus Lie algebra defined in (7.60). Let A∗ be the Lie algebra defined
in (7.77) equipped with the symmetric invariant bilinear form. Let W be any restricted
Aˆq-module of level ℓ ∈ C, on which the central element c1 acts as zero. Then there exists
a unique quasi VÂ∗(ℓ, 0)-module structure on W with YW (a⊗ tm0 tn1 , x) = X¯(a,m, n, x) for
a ∈ A, m, n ∈ Z.
Remark 7.13. One can also study the case with q a root of unity and we leave this
exercise to an interested reader. If q is a primitive kth root of unity, then
X¯(a,m, rk + n, x) = X¯(a,m, n, x) (7.79)
for a ∈ A, m, n, r ∈ Z. In this case, the corresponding vertex algebra is smaller.
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