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a b s t r a c t
This paper is concerned with the existence and multiplicity of positive solutions for the
system of p-Laplacian boundary value problems
−((u′i)pi−1)′ = fi(t, u1, . . . , un), ui(0) = u′i(1) = 0, i = 1, . . . , n,
where n > 2, pi > 1, fi ∈ C([0, 1] × Rn+,R+)(i = 1, . . . , n,R+ := [0,∞)). Based on
a priori estimates achieved by utilizing the Jensen integral inequalities and Rn+-monotone
matrices, we use fixed point index theory to establish the existence and multiplicity of
positive solutions for the above problem.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
This paper is concerned with the existence and multiplicity of positive solutions for the system of p-Laplacian boundary
value problems
− ((u′i)pi−1)′ = fi(t, u1, . . . , un), ui(0) = u′i(1) = 0, i = 1, . . . , n, (1.1)
where n > 2, pi > 1, fi ∈ C([0, 1] × Rn+,R+) (i = 1, . . . , n,R+ := [0,∞)). Here by a positive solution of (1.1), we
understand a system of functions u = (u1, . . . , un) ∈ C2([0, 1),Rn+) ∩ C1([0, 1],Rn+) that solve (1.1) on [0, 1) and satisfy
the prescribed boundary conditions, with at least one component ui satisfying ui(t) > 0 for all t ∈ (0, 1].
The so-called p-Laplacian boundary value problems arise in non-Newtonian mechanics, nonlinear elasticity, glaciology,
population biology, combustion theory, and nonlinear flow laws; see [1,2]. As a result of that, many authors have studied
the existence of positive solutions for p-Laplacian boundary value problems, by using topological degree theory, monotone
iterative techniques, coincidence degree theory [3], and the Leggett–Williams fixed point theorem [4] or its variants; see
[5–33] and the references therein. The results in the literature are mostly concerned with the Dirichlet problem and only a
few of them involve the Robin problem.
To the best of our knowledge, problem (1.1) is an untreated topic in the literature. Closely related to this paper are the
works in [34,35]. In [35], Jebelean and Precup studied the p, q-Laplacian system of potential boundary value problems
−[hp(u′)]′ = f (t, u, v)+ α(t),
−[hq(u′)]′ = g(t, u, v)+ β(t),
(hp(u′)(0), hp(u′)(T )) ∈ ∂ j(u(0), u(T )),
(hq(v′)(0), hp(v′)(T )) ∈ ∂k(v(0), v(T )).
(1.2)
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Here hp, hq are two homeomorphisms of Rn and Rm defined by hp : (x) = |x|p−2x (x ∈ Rn), hq : (y) = |y|q−2y (y ∈ Rm)
for some fixed p ∈ (1,∞), q ∈ (1,∞); α ∈ L1(0, T ;Rn), β ∈ L1(0, T ;Rm) and f : (0, T ) × Rn × Rm → Rn,
g : (0, T )×Rn×Rm → Rm are Caratheo´dory mappings satisfying an additional growth condition. The authors established
their main result, Theorem 2.1, by using the Leray–Schauder alternative [36], based on a priori estimates derived by utilizing
a nonnegative 2 × 2 matrix M [37] with Mk tending to the zero matrix as k → ∞. It is of interest to note that with the
aforementioned convergence property ofM , I − M happens to be an R2+-monotone matrix (see Definition 1 and Remark 1
in the next section).
In [34], Wang discussed the existence for positive radial solutions of the boundary value problem for the quasilinear
system
div(|∇ui|p−1∇ui)+ f i(u1, . . . , un) = 0,
ui = 0 on |x| = R1 and |x| = R2, i = 1, . . . , n (1.3)
in the annulus Ω := {x ∈ RN : R1 < |x| < R2} (N > 2), where p > 1 and |x| :=
N
i x
2
i . Note that all equations in (1.3)
share the same exponent p, in contrast to (1.1) in which pi’s may be different. Furthermore, setting
f0 =
n
i=1
lim
u1+···+un→0
f i(u1, . . . , un)
(u1 + · · · + un)p−1 , f∞ =
n
i=1
lim
u1+···+un→∞
f i(u1, . . . , un)
(u1 + · · · + un)p−1
the author imposed the following simple conditions on f 1, . . . , f n:
f0 = 0, f∞ = ∞, or f0 = ∞, f∞ = 0. (1.4)
In this paper, we use fixed point index theory to establish our main results, based on a priori estimates achieved by utilizing
the Jensen integral inequalities and nonnegative matrices that describe how the nonlinearities f1, . . . , fn grow and interlink
with each other. It is the utilization of matrix theory that makes a big difference between [34] and this paper. On the other
hand, the Jensen integral inequalities also enable us to ascertain a close relation between problem (1.1) and the unperturbed
problem
− u′′i = fi(t, u1, . . . , un), ui(0) = u′i(1) = 0, i = 1, . . . , n, (1.5)
which is a special case of [38] when n = 2. In fact, if pi = 2, i = 1, . . . , n, then (1.1) reduces to (1.5). Our arguments for (1.1)
strongly rely on those for (1.5). In fact, in the proofs of Theorems 1–2, we repeatedly invoke the following two identities: t
0
 1
s
ϕ(τ)dτ

ds =
 1
0
k(t, s)ϕ(s)ds, ϕ ∈ C[0, 1], t ∈ [0, 1] (1.6)
and  1
0
k(t, s) sin
π t
2
dt = 4
π2
sin
πs
2
, t ∈ [0, 1]. (1.7)
Here
k(t, s) := min{t, s} (1.8)
is the very Green function for (1.5), which, together with the Jensen integral inequalities, builds a bridge between (1.1) and
(1.5) (see the proofs of Theorems 1–2 in Section 3).
This paper is organized as follows. Section 2 contains several preliminary results, including two basic inequalities, and,
in particular, the crucial Jensen integral inequalities. Also, the notion of Rn+-monotone matrix [39] is introduced and three
examples to illustrate the Rn+-monotonicity are provided in this section. Our main results will be stated and proved in
Section 3. Finally, two examples of nonlinearities are presented in Section 4 to illustrate our main results.
2. Preliminaries
We first make the following hypothesis throughout this paper.
(H1) fi ∈ C([0, 1] × Rn+,R+) (i = 1, . . . , n).
Now let E := C([0, 1],R) and
P := {w ∈ E : w(t) > 0, t ∈ [0, 1]}, ∥w∥ := max{|w(t)| : t ∈ [0, 1]}.
Then (E, ∥ · ∥) is a real Banach space and P is a cone on E. For u = (u1, . . . , un) ∈ En, let
∥u∥ := max{∥ui∥ : i = 1, . . . , n}.
Then En is also a real Banach space under the above norm and Pn is a cone on En.
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In our setting, (1.1) is equivalent to the system of nonlinear integral equations
ui(t) =
 t
0
 1
s
fi(τ , u(τ ))dτ
1/(pi−1)
ds, i = 1, . . . , n.
To prove our main results below, we need the nonlinear operators Ai and A defined by
(Aiu)(t) :=
 t
0
 1
s
fi(τ , u(τ ))dτ
1/(pi−1)
ds, u ∈ Pn, i = 1, . . . , n,
(Au)(t) := ((A1u)(t), . . . , (Anu)(t)), u ∈ Pn.
Obviously, under condition (H1), the operators Ai : Pn → P (i = 1, . . . , n) and A : Pn → Pn are completely continuous
operators.
Lemma 1 (See [40]). Let X be a real Banach space and K a cone on X. Suppose that Ω ⊂ X is a bounded open set and that
A : Ω ∩ K → K is a completely continuous operator. If there exists x0 ∈ K \ {0} such that
x ≠ Ax+ λx0
for all λ > 0,w ∈ ∂Ω ∩ K, then i(A,Ω ∩ K , K) = 0, where i indicates the fixed point index on K .
Lemma 2 (See [40]). Let X be a real Banach space and K a cone in E. Suppose that Ω ⊂ X is a bounded open set with 0 ∈ Ω and
that A : Ω ∩ K → K is a completely continuous operator. If
x ≠ λAx
for all λ ∈ [0, 1], x ∈ ∂Ω ∩ K , then i(A,Ω ∩ K , K) = 1.
The following result can be inferred from properties of concave and convex functions or from Hölder’s integral inequality.
Lemma 3 (The Jensen Integral Inequalities). If ϕ is continuous and nonnegative on [a, b], then b
a
ϕ(t)dt
α
> (b− a)α−1
 b
a
ϕα(t)dt
for 0 < α 6 1 and b
a
ϕ(t)dt
α
6 (b− a)α−1
 b
a
ϕα(t)dt
for α > 1.
What follows are two elementary inequalities.
Lemma 4. Suppose that w ∈ P is concave on [0, 1] and attains its maximum at t = 1. Then
∥w∥ 6 π
2
4
 1
0
w(t) sin
π
2
tdt.
Lemma 5. Suppose α > 0. Then
min{1, nα−1}
n
i=1
xαi 6

n
i=1
xi
α
6 max{1, nα−1}
n
i=1
xαi
for all (x1, . . . , xn) ∈ Rn+.
Definition 1. A real matrixM is said to be nonnegative if all elements of A are nonnegative.
Definition 2 ([39, p. 112]). A real square matrix M = (mij)n×n is called Rn+-monotone, if for any column vector x ∈ Rn,
Mx ∈ Rn+ ⇒ x ∈ Rn+.
Proposition 1 ([39, p. 113]). A real square matrix is Rn+-monotone if and only if M is nonsingular and M−1 is nonnegative.
Remark 1. Suppose thatM is a nonnegative n× nmatrix. Then I −M is Rn+-monotone if and only if r(M) < 1, where r(M)
is the spectral radius ofM (see [39, p. 113]). As noted in [35,37], such nonnegative matrix satisfies limk→∞Mk = 0. Hence
the term ‘a convergent-to-zero matrix’ in [37].
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Remark 2. Suppose thatM is a nonnegative n× nmatrix, thenM − I is Rn+-monotone⇒ r(M) > 1, but the converse may
be false. Below are three examples of nonnegative matrices that guarantee the Rn+-monotonicity ofM − I .
Example 1. M := diag(a1, . . . , an), where ai > 1, i = 1, . . . , n.
Example 2. M := (mij)n×n, wheremij :=

ai, j = i+ 1 (i = 1, . . . , n− 1),
an, i = n, j = 1,
0, else
and
n
i=1 ai > 1, ai > 0 (i = 1, . . . , n).
Example 3 (A Combination of Examples 1 and 2). Let 1 6 k < n− 1 andM := (mij)n×n, where
mij :=

ai, i = j (i = 1, . . . , k),
ai, i+ 1 = j (i = k+ 1, . . . , n− 1),
an, i = n, j = k+ 1,
0, else
with ai > 1 (i = 1, . . . , k),ni=k+1 ai > 1, ai > 0 (i = k+ 1, . . . , an).
3. Main results
Given ξ > 1, let
ξ∗ := min{2, ξ}, ξ ∗ := max{2, ξ}, ξ− := (ξ∗ − 1)/(ξ − 1), ξ+ := (ξ ∗ − 1)/(ξ − 1).
The constants above satisfy the simple relations
0 < ξ∗ − 1 6 1 6 ξ ∗ − 1, 0 < ξ− 6 1 6 ξ+, (ξ∗ − 1)(ξ ∗ − 1) = ξ − 1. (3.1)
For the sake of simplicity, we denote x = (x1, . . . , xn) ∈ Rn+. We now list our hypotheses on fi’s.
(H2) There are a nonnegative matrix N1 = (aij)n×n and a positive constant c such that the matrix M1 − I is Rn+-monotone
and
fi(t, x) >
n
j=1
aijx
(p∗i −1)(pj∗−1)
j − c
for all x ∈ Rn+, t ∈ [0, 1], i = 1, . . . , n, where
M1 := 4nπ2

(naij)p
−
i

n×n
.
(H3) There are a nonnegative matrix N2 = (bij)n×n and a positive constant r such that the matrix I − M2 is Rn+-monotone
and
fi(t, x) 6
n
j=1
bijx
(pi∗−1)(p∗j −1)
j
for all x ∈ [0, r] × · · · × [0, r]  
n
, t ∈ [0, 1], i = 1, . . . , n, where
M2 := 4nπ2

(nbij)p
+
i

n×n
.
(H4) There are a nonnegative matrix N3 = (cij)n×n and a positive constant c such that the matrix I − M3 is Rn+-monotone
and
fi(t, x) 6
n
j=1
cijx
(pi∗−1)(p∗j −1)
j + c
for all x ∈ Rn+, t ∈ [0, 1], i = 1, . . . , n, where
M3 := 4nπ2

(ncij)p
+
i

n×n
.
(H5) There are a nonnegative matrix N4 = (dij)n×n and a positive constant r such that the matrix M4 − I is Rn+-monotone
and
fi(t, x) >
n
j=1
dijx
(p∗i −1)(pj∗−1)
j
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for all x ∈ [0, r] × · · · × [0, r]  
n
, t ∈ [0, 1], i = 1, . . . , n, where
M4 := 4nπ2

(ndij)p
−
i

n×n
.
(H6) There is ω > 0 such that
 1
0 sg
p+i
i (s)ds < ω
p∗i −1, where
gi(t) := max
fi(t, x) : x ∈ [0, ω] × · · · × [0, ω]  
n

for i = 1, . . . , n, t ∈ [0, 1].
Let Bρ := {u ∈ En : ∥u∥ < ρ} for ρ > 0.
Theorem 1. If (H1)–(H3) hold, then (1.1) has at least one positive solution.
Proof. Let
M1 := {u ∈ Pn : u = Au+ λv0, λ > 0},
where v0(t) := (
n  
2t − t2, . . . , 2t − t2). We shall prove thatM1 is bounded. Indeed, if v ∈ M1, then v ∈ Pn and v > Av. This
implies vi ∈ P and vi > Aiv, which can be written explicitly as
vi(t) >
 t
0
 1
s
fi(τ , v(τ ))dτ
1/(pi−1)
ds, t ∈ [0, 1], i = 1, . . . , n.
Note that 0 < pi∗ − 1 6 1 and 0 < p−i 6 1 (recall (3.1)). Now Lemma 3 and (1.6) imply
v
pi∗−1
i (t) >
 t
0
 1
s
f
p−i
i (τ , v(τ ))dτ

ds =
 1
0
k(t, s)f
p−i
i (s, v(s))ds
for all t ∈ [0, 1], i = 1, . . . , n, where k(t, s) is given in (1.8). By (H2) and Lemma 5, we have
v
pi∗−1
i (t) >
1
n
 1
0
k(t, s)
n
j=1
(naij)p
−
i v
pj∗−1
j (s)ds− cp
−
i

t − t
2
2

for all t ∈ [0, 1], i = 1, . . . , n. Multiply the inequalities above by sin π2 t and integrate over [0, 1] and use (1.7) to obtain 1
0
v
pi∗−1
i (t) sin
π
2
tdt >
4
nπ2
n
j=1
(naij)p
−
i
 1
0
v
pj∗−1
j (t) sin
π
2
tdt − 8c
p−i
π3
,
which can be written in the form
(M1 − I)

 1
0
v
p1∗−1
1 (t) sin
π
2
tdt
... 1
0
vpn∗−1n (t) sin
π
2
tdt
 6

8cp
−
1
π3
...
8cp
−
n
π3
 .
(H2) implies again
 1
0
v
p1∗−1
1 (t) sin
π
2
tdt
... 1
0
vpn∗−1n (t) sin
π
2
tdt
 6 (M1 − I)−1

8cp
−
1
π3
...
8cp
−
n
π3
 :=
c1...
c2
 ,
so that 1
0
v
pi∗−1
i (t) sin
π
2
tdt 6 c i, i = 1, . . . , n.
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Note that vpi∗−1i is concave and attains its maximum at t = 1. Lemma 4 implies
∥vpi∗−1i ∥ = vpi∗−1i (1) 6
π2
4
 1
0
v
pi∗−1
i (t) sin
π
2
t 6
π2c i
4
,
so that
∥vi∥ 6

π2c i
4
1/(pi∗−1)
, i = 1, . . . , n.
This proves thatM1 is bounded. Taking R > sup{∥u∥ : u ∈ M1}, we have
u ≠ Au+ λv0, u ∈ ∂BR ∩ Pn, λ > 0.
Now Lemma 1 yields
i(A, BR ∩ Pn, Pn) = 0. (3.2)
Let
M2 := {u ∈ Br ∩ Pn : u = λAu, λ ∈ [0, 1]}.
We are going to proveM2 = {0}. Indeed, if v ∈ M2, then v ∈ Br ∩ Pn and v = λAv for some λ ∈ [0, 1]. This implies
vi(t) 6
 t
0
 1
s
fi(τ , v(τ ))dτ
1/(pi−1)
ds, t ∈ [0, 1], i = 1, . . . , n.
Note that p∗i − 1 > 1 and p+i > 1 (recall (3.1)). Now Lemma 3 and (1.6) imply
v
p∗i −1
i (t) 6
 t
0
 1
s
f
p+i
i (τ , v(τ ))dτ

ds =
 1
0
k(t, s)f
p+i
i (s, v(s))ds
for all t ∈ [0, 1], i = 1, . . . , n, where k(t, s) is given in (1.8). By (H3) and Lemma 5, we have
v
p∗i −1
i (t) 6
1
n
 1
0
k(t, s)
n
j=1
(nbij)p
+
i v
p∗j −1
j (s)ds
for all t ∈ [0, 1], i = 1, . . . , n. Multiply the inequalities above by sin π2 t and integrate over [0, 1] and use (1.7) to obtain 1
0
v
p∗i −1
i (t) sin
π
2
tdt 6
4
nπ2
n
j=1
(nbij)p
+
i
 1
0
v
p∗j −1
j (t) sin
π
2
tdt
for all i = 1, . . . , n, which can be written in the form
(I −M2)

 1
0
v
p∗1−1
1 (t) sin
π
2
tdt
... 1
0
v
p∗n−1
n (t) sin
π
2
tdt
 6
0...
0
 .
Now (H3) again implies
 1
0
v
p∗1−1
1 (t) sin
π
2
tdt
... 1
0
v
p∗n−1
n (t) sin
π
2
tdt
 6 (I −M2)−1
0...
0
 =
0...
0
 .
Consequently,
 1
0 v
p∗i −1
i (t) sin
π
2 tdt = 0, whence v1 = · · · = vn = 0. This showsM2 = {0}, as desired. As a result, we have
u ≠ λAu, ∀u ∈ ∂Br ∩ Pn, λ ∈ [0, 1].
Now Lemma 2 yields
i(A, Br ∩ Pn, Pn) = 1. (3.3)
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Combining (3.2) and (3.3) gives
i(A, (BR \ Br) ∩ Pn, Pn) = 0− 1 = −1.
Thus A has at least one fixed point on (BR \ Br) ∩ Pn. Hence (1.1) has at least one positive solution. This completes the
proof. 
Theorem 2. If (H1), (H4) and (H5) hold, then (1.1) has at least one positive solution.
Proof. Let
M3 := {u ∈ Pn : u = λAu, λ ∈ [0, 1]}.
We shall prove thatM3 is bounded. Indeed, if v ∈ M3, then v ∈ Pn and v = λAv for some λ ∈ [0, 1]. This implies v 6 Av,
and, in turn,
vi(t) 6
 t
0
 1
s
fi(τ , v(τ ))dτ
1/(pi−1)
ds
for all t ∈ [0, 1], n = 1, . . . , n. Note that p∗i − 1 > 1 and p+i > 1 (see (3.1)). Now Lemma 3 and (1.6) imply
v
p∗i −1
i (t) 6
 t
0
 1
s
f
p+i
i (τ , v(τ ))dτ

ds =
 1
0
k(t, s)f
p+i
i (s, v(s))ds,
where k(t, s) is given in (1.8). Take ε > 0 and c > 0 so that I − (1+ ε)M3 is still Rn+-monotone and
(z + c)p+i 6 (1+ ε)zp+i + c, z > 0, i = 1, . . . , n.
By (H4) and Lemma 4, we have
v
p∗i −1
i (t) 6
1+ ε
n
 1
0
k(t, s)
n
j=1
(ncij)p
+
i v
p∗j −1
j (s)ds+ c

t − t
2
2

for all t ∈ [0, 1], i = 1, . . . , n. Multiply the inequalities above by sin π2 t and integrate over [0, 1] and use (1.7) to obtain 1
0
v
p∗i −1
i (t) sin
π
2
tdt 6
4(1+ ε)
nπ2
 1
0
n
j=1
(ncij)p
+
i v
p∗j −1
j (t) sin
π
2
td+ 8c
π3
for all i = 1, . . . , n, which can be written in the form
(I − (1+ ε)M3)

 1
0
v
p∗1−1
1 (t) sin
π
2
tdt
... 1
0
v
p∗n−1
n (t) sin
π
2
tdt
 6

8c
π3
...
8c
π3
 .
The choice of ε implies
 1
0
v
p∗1−1
1 (t) sin
π
2
tdt
... 1
0
v
p∗n−1
n (t) sin
π
2
tdt
 6 (I − (1+ ε)M3)−1

8c
π3
...
8c
π3
 :=
c1...
c2
 ,
so that 1
0
v
p∗i −1
i (t) sin
π
2
tdt 6 c i, i = 1, . . . , n.
The inequalities above, together with the simple inequalities z < zp
∗
i −1 + 1, z > 0,i = 1, . . . , n, lead to 1
0
vi(t) sin
π
2
tdt < c i + 2
π
, i = 1, . . . , n.
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Note that vi is concave and attains its maximum at t = 1 (i = 1, . . . , n). Lemma 4 then implies
∥vi∥ = vi(1) 6 π
2
4
 1
0
vi(t) sin
π
2
tdt <
π2c i
4
+ π
2
, i = 1, . . . , n.
This proves thatM3 is bounded. Taking R > sup{∥u∥ : u ∈ M3}, we have
u ≠ λAu, ∀u ∈ ∂BR ∩ Pn, λ ∈ [0, 1].
Now Lemma 2 yields
i(A, BR ∩ Pn, Pn) = 1. (3.4)
Let
M4 := {u ∈ Br ∩ Pn : u = Au+ λv0, λ > 0},
where v0(t) := (2t−t2, . . . , 2t−t2). Wewant to prove thatM4 ⊂ {0}. Indeed, if v ∈ M4, then v ∈ Br∩Pn and v = Av+λv0
for some λ > 0. This implies v > Av and, in turn,
vi(t) >
 t
0
 1
s
fi(τ , v(τ ))dτ
1/(pi−1)
ds
for all t ∈ [0, 1], i = 1, . . . , n. Note that 0 < pi∗ − 1 6 1 and 0 < p−i 6 1 (see (3.1)). Lemma 3 and (1.6) imply
v
pi∗−1
i (t) >
 t
0
 1
s
f
p−i
i (τ , v(τ ))dτ

ds =
 1
0
k(t, s)f
p−i
i (s, v(s))ds
for all t ∈ [0, 1], n = 1, . . . , n, where k(t, s) is given in (1.8). By (H5) and Lemma 5, we have
v
pi∗−1
i (t) >
1
n
 1
0
k(t, s)
n
j=1
(ndij)p
−
i v
pj∗−1
j (s)ds
for all t ∈ [0, 1], i = 1, . . . , n. Multiply the inequalities above by sin π2 t and integrate over [0, 1] and use (1.7) to obtain 1
0
v
pi∗−1
i (t) sin
π
2
tdt >
4
nπ2
 1
0
n
j=1
(ndij)p
−
i v
pj∗−1
j (t) sin
π
2
tdt
for all i = 1, . . . , n, which can be written in the form
(M4 − I)

 1
0
v
pi∗−1
1 (t) sin
π
2
tdt
... 1
0
vpn∗−1n (t) sin
π
2
tdt
 6
0...
0
 .
Now (H5) again implies
 1
0
v
p1∗−1
1 (t) sin
π
2
tdt
... 1
0
vpn∗−1n (t) sin
π
2
tdt
 6 (M4 − I)−1
0...
0
 =
0...
0
 .
Consequently,
 1
0 v
pi∗−1
i (t) sin
π
2 tdt = 0, whence vi = 0 (i = 1, . . . , n). This impliesM4 ⊂ {0}, as desired. As a result, we
have
u ≠ Au+ λv0, ∀u ∈ ∂Br ∩ Pn, λ > 0.
Now Lemma 1 yields
i(A, Br ∩ Pn, Pn) = 0. (3.5)
Combining (3.4) and (3.5) gives
i(A, (BR \ Br) ∩ Pn, Pn) = 1− 0 = 1.
Hence A has at least one point on (BR \Br)∩Pn and thus (1.1) has at least one positive solution. This completes the proof. 
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Theorem 3. If (H1), (H2), (H5) and (H6) hold, then (1.1) has at least two positive solutions.
Proof. By (H1), (H2) and (H5), (3.2) and (3.5) hold (see the proofs of Theorems 1 and 2). Note that we may assume that
r < ω < R in (3.2) and (3.5). (H6) implies
∥Ap∗i −1i u∥ = (Ap
∗−1
i u)(1) 6
 1
0
sg
p+i
i (s)ds < ω
p∗i −1
for all u ∈ Bω ∩ Pn, i = 1, . . . , n, so that ∥ Au| < ∥u∥ for all u ∈ ∂Bω ∩ Pn. This in turn implies
u ≠ λAu, u ∈ ∂Bω ∩ Pn, λ ∈ [0, 1].
Now Lemma 2 yields
i(A, Bω ∩ Pn, Pn) = 1. (3.6)
Combining (3.2), (3.5) and (3.6), we obtain
i(A, (BR \ Bω) ∩ Pn, Pn) = 0− 1 = −1,
i(A, (Bω \ Br) ∩ Pn, Pn) = 1− 0 = 1.
Hence A has at least two fixed point, one on (BR \Bω)∩Pn and the other on (Bω \Br)∩Pn. Thus (1.1) has at least two positive
solutions. 
4. Examples of nonlinearities
In this section, we present two simple examples of nonlinearities to illustrate the applicability of our main results. To
this end, we denote
γ = min{pi : 1 6 i 6 n}, µ = max{pi : 1 6 i 6 n}.
Example 4. Suppose (ξij)n×n be a nonnegative matrix and qi > µ (i = 1, . . . , n). Let
fi(t, x) :=

n
j=1
ξijxj
qi−1
, i = 1, . . . , n, t ∈ [0, 1], x ∈ Rn+.
Now (H1)–(H3) hold, provided one of the following conditions is satisfied.
Case 1. ξii > 0 (i = 1, . . . , n).
Case 2. ξij > 0 where j = i+ 1 (i = 1, . . . , n− 1) or i = n, j = 1.
Example 5. Suppose (ηij)n×n be a nonnegative matrix and 1 < ri < γ (i = 1, . . . , n). Let
fi(t, x) :=

n
j=1
ηijxj
ri−1
, i = 1, . . . , n, t ∈ [0, 1], x ∈ Rn+.
Now (H1), (H4) and (H5) hold, provided one of the following conditions is satisfied.
Case 1. ηii > 0 (i = 1, . . . , n).
Case 2. ηij > 0 where j = i+ 1 (i = 1, . . . , n− 1) or i = n, j = 1.
References
[1] R. Glowinski, J. Rappaz, Approximation of a nonlinear elliptic problemarising in a non-Newtonian fluid flowmodel in glaciology,Math.Model. Number.
Anal. 37 (2003) 175–186.
[2] J.I. Diaz, F. de Thélin, On a nonlinear parabolic problem arising in some models related to turbulent flows, SIAM J. Math. Anal. 25 (1994) 1085–1111.
[3] R.E. Gaines, J.L. Mawhin, Coincidence Degree and Nonlinear Differential Equations, Springer-Verlag, Berlin, 1977.
[4] R.W. Leggett, L.R.Williams,Multiple positive fixed points of a nonlinear operators on ordered Banach spaces, Indiana Univ.Math. J. 28 (1979) 673–688.
[5] R.P. Agarwal, D. Cao, H. Lü, D. O’Regan, Existence and mulplicity of positive solutions for singular semipositone p-Laplacian equations, Canad. J. Math.
58 (2006) 449–475.
[6] R.P. Agarwal, D. O’Regan, V. Lakshmikantham, An upper and lower solution approach for nonlinear singular boundary value problems with y′
dependence, Arch. Inequal. Appl. 1 (2003) 119–135.
[7] Z. Bai, Z. Gui, W. Ge, Multiple positive solutions for some p-Laplacian boundary value problems, J. Math. Anal. Appl. 300 (2004) 477–490.
[8] P. Amster, P. De Napóli, Landesman–Lazer type conditions for a system of p-Laplacian like operators, J. Math. Anal. Appl. 326 (2007) 1236–1243.
[9] R. Avery, J. Henderson, Existence of three pseudo-symmetric solutions for a one dimensional p-Laplacian, J. Math. Anal. Appl. 277 (2003) 395–404.
4438 Z. Yang / Computers and Mathematics with Applications 62 (2011) 4429–4438
[10] A. Ben-Naoum, C. De Coster, On the existence andmultiplicity of positive solutions of the p-Laplacian separated boundary value problem, Differential
Integral Equations 10 (1997) 1093–1112.
[11] M. Del Pino,M. Elgueta, R.Manasevich, A homotopic deformation along p of a Leray–Schauder degree result and existence for (|u′|p−2u′)′+f (t, u) = 0,
u(0) = u(T ) = 0, p > 1, J. Differential Equations 80 (1989) 1–13.
[12] Z. Du, C. Xue, W. Ge, Multiple solutions for three-point boundary-value problem with nonlinear terms depending on the first derivative, Arch. Math.
84 (2005) 341–349.
[13] M. Feng, X. Zhang, W. Ge, Exact number of solutions for a class of two-point boundary value problems with one-dimensional p-Laplacian, J. Math.
Anal. Appl. 338 (2008) 784–792.
[14] Y. Guo, W. Ge, Upper and lower solution method and a singular boundary value problem for the one-dimensional p-Laplacian, J. Math. Anal. Appl. 252
(2000) 631–648.
[15] Y. Guo, W. Ge, Three positive solutions for the one-dimensional p-Laplacian, J. Math. Anal. Appl. 286 (2003) 491–508.
[16] X. He, Double positive solutions of a three-point boundary value problem for one-dimensional p-Laplacian, Appl. Math. Lett. 17 (2004) 867–873.
[17] X. He, W. Ge, Twin positive solutions for the one-dimensional p-Laplacian boundary value problems, Nonlinear Anal. 56 (2004) 975–984.
[18] D. Jiang, X. Xu, D. O’Regan, R.P. Agarwal, Existence theory for single andmultiple solutions to singular positone boundary value problems for the delay
one-dimensional p-Laplacian, Ann. Polon. Math. 81 (2003) 237–259.
[19] D. Ji, Z. Bai, W. Ge, The existence of countably many positive solutions for singular multipoint boundary value problems, Nonlinear Anal. 72 (2010)
955–964.
[20] M. Jia, X. Liu, Themethod of upper and lower solutions for second-order non-homogeneous two-point boundary-value problem, Electron. J. Differential
equations 2007 (2007) 1–10.
[21] D. Jiang, W. Gao, Singular boundary value problems for the one-dimension p-Laplacian, J. Math. Anal. Appl. 270 (2002) 561–581.
[22] W. Jiang, B. Wang, Y. Guo, Multiple positive solutions for singular quasilinear multipoint BVPs with the first-order derivative, Bound. Value Probl.
Vol. 2008, p. 8, Article ID 728603.
[23] L. Kong, J. Wang, Multiple positive solutions for the one-dimensional p-Laplacian, Nonlinear Anal. 42 (2000) 1327–1333.
[24] A. Lakmeche, A. Hammoudi, Multiple positive solutions of the one-dimensional p-Laplacian, J. Math. Anal. Appl. 317 (2006) 43–49.
[25] J. Li, J. Shen, Existence of three positive solutions for boundary value problems with p-Laplacian, J. Math. Anal. Appl. 311 (2005) 457–465.
[26] H. Lü, D. O’Regan, C. Zhong, Multiple positive solutions for the one-dimensional singular p-Laplacian, Appl. Math. Comput. 133 (2002) 407–422.
[27] H. Sun, W. Li, Existence theory for positive solutions to one-dimensional p-Laplacian boundary value problems, J. Differential Equations 240 (2007)
217–248.
[28] J. Wang, The existence of positive solutions for the one-dimensional p-Laplacian, Proc. Amer. Math. Soc. 125 (1997) 2275–2283.
[29] J. Wang, W. Gao, A singular boundary value problem for the one-dimensional p-Laplacian, J. Math. Anal. Appl. 201 (1996) 851–866.
[30] Y. Wang, C. Hou, Existence of multiple positive solutions for one-dimensional p-Laplacian, J. Math. Anal. Appl. 315 (2006) 144–153.
[31] Y.Wang,W. Ge, Positive solutions formultipoint boundary value problemswith a one-dimensional p-Laplacian, Nonlinear Anal. 66 (2007) 1246–1256.
[32] Z.Wang, J. Zhang, Positive solutions for one-dimensional p-Laplacian boundary value problemswith dependence on the first order derivative, J. Math.
Anal. Appl. 314 (2006) 618–630.
[33] Z. Wang, J. Zhang, Existence and iteration of positive solutions for one-dimensional p-Laplacian boundary value problems with dependence on the
first-order derivative, Bound. Value Probl. Vol. 2008, p. 14, Article ID 860414.
[34] H. Wang, Positive radial solutions for quasilinear systems in an annulus, Nonlinear Anal. 63 (2005) e2495–e2501.
[35] P. Jebelean, R. Precup, Solvability of p, q-Laplacian systems with potential boundary conditions, Appl. Anal. 89 (2010) 221–228.
[36] A. Granas, J. Dugundji, Fixed Point Theory, Springer, New York, 2003.
[37] R. Precup, The role of matrices that are convergent to zero in the study of semilinear operator systems, Math. Comput. Modelling 49 (2009) 703–708.
[38] Z. Yang, Existence of positive solutions for a system of generalized Lidstone problems, Comput. Math. Appl. 60 (2010) 501–510.
[39] A. Berman, J. Plemmons, Nonnegative Matrices in the Mathematical Sciences, Academic Press, New York, 1979.
[40] D. Guo, V. Lakshmikantham, Nonlinear Problems in Abstract Cones, Academic Press, Boston, 1988.
