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Sustainable water management can abate drought.
I A sound understanding of eco-hydrology is essential for the
sustainable management of water resources (Zalewski 2002).
I Good understanding of the role of plants across different scales is
pivotal for designing sustainable water management strategies





I There are many models as there are eco-hydrologists.
• Eco-hydrologists want to choose the most reliable model in predicting
the current and future state of the environment.
I Scientific questions
• How can we rigorously compare and choose between competing
models?
• How can we balance parsimony with goodness of fit?





I Ecohydrological models are based on physical processes such as
evapotranspiration.
I They can be physical, bucket, or optimality models.
• Bucket models represent various layers of soil as buckets.
• Optimality based models require data only for validation in contrast to




Review of literature and challenges
Several approaches have been used to study eco-hydrological processes
such as:
I Bayesian inference has been used extensively in eco-hydrological
modelling for parameter identification.
• Recent studies include: (Yang et al., 2016; Tang et al., 2018, 2019).
I There are few studies on Bayesian model comparison and selection
in Eco-hydrology. Some studies are:
• Marshall, Nott, and Sharma (2005).
























































Mean daily discharge from the year 1980 to 1995 




Example of a bucket model | Hydrologiska Byråns Vattenbalansavdelning model (HBV)
The HBV model describes the movement of water by various processes
from one layer (bucket) to another.
I P : precipitation
I ET : Evapotranspiration
I Q1 : discharge
I k1 : recession coefficient
I k12 : recession coefficient
dV1
dt
= P − ET − K1,2V1 − Q1










HBV as a system of Ordinary differential equations
V ′1(t) = P − ET − k1V1
V ′2(t) = k1,2V1 − k2V2






























1 Bayesian model comparison and selection.





I For a given modelMm, with parameter vector θm and y observed
data.
I We include the model indicatorMm since we are concerned with
model selection.
Theorem (Bayes theorem)

















• Based on the marginal or averaged likelihood.
2 Information theoretic criteria.
• Based on predictive accuracy.
• Examples includes:
I Deviance information criterion (DIC).




Bayesian model comparison | Bayes factor (BF)








I The Bayes factor is obtained by taking the ratio of the posterior
distributions of the models being compared.
I BF12 > 1 is in favour of model 1.




Bayesian model comparison | computing marginal likelihood
There is usually no analytic solution for the marginal likelihood. Thus, we
use sampling based methods:
1 Naive Monte Carlo
2 Harmonic mean estimator (Newton & Raftery, 1994).
3 Generalized harmonic mean estimator (Gelfand & Dey, 1994).
4 Thermodynamic integration (Ogata, 1989; Gelman & Meng, 1998).




Bayesian model comparison | Bridge sampling estimator
The marginal likelihood is defined as based on the bridge sampling




































Bayesian model comparison | Examples
1 Data was generated according to:
yi = α0 + 0.95xi + 0.12xi + εi
εi ∼ N(0, 2.0)
i = 1, ..., 30
2 α0, xi and xi are orthogonal Legendre polynomials.





Bayesian model comparison | Examples
yi = α1xi + αxi + εi (M1)
yi = αxi + αxi + αxi + εi (M2)
yi = αxi + αxi + αxi + αxi + εi (M3)
Priors
αi ∼ N(0, 0.3) where i ∈ {1, 2, 4, 5}




Bayesian model comparison | Results of examples
1 Convergence was by inspection of trace plots.
2 There are several formal test of convergence.








































































































α1 0.08215 0.08232 0.06691
α2 -0.01634 -0.01678
α4 -0.99151 -0.97607 -0.97561
α5 0.01909




Bayesian model comparison | Results of examples



















Bayesian model comparison | Results of examples
.
Model comparison by Bayes factor
Model ln-marginal
likelihood
ln-Bayes factor log10Bayes factor
M1 -40737.55
M2 -139219.05 BF12 = 98481.505 BF12 = 42769.974
M3 -1796271.2 BF13 = 1755533.656 BF13 = 762418.58





Current and future work
I Make model comparison using different Bayesian techniques with
synthetic and real-world data for the HBV model.
I Extend the model comparison and selection to other
eco-hydrological models like optimality based models.
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