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Abstract
The subject of this dissertation is use of computer models as data analysis tools in several dif-
ferent geoscience settings, including integrated surface water/groundwater modeling, tephra fallout
modeling, geophysical inversion, and hydrothermal groundwater modeling. The dissertation is or-
ganized into three chapters, which correspond to three individual publication manuscripts.
In the first chapter, a linear framework is developed to identify and estimate the potential pre-
dictive consequences of using a simple computer model as a data analysis tool. The framework
is applied to a complex integrated surface-water/groundwater numerical model with thousands of
parameters. Several types of predictions are evaluated, including particle travel time and surface-
water/groundwater exchange volume. The analysis suggests that model simplifications have the
potential to corrupt many types of predictions. The implementation of the inversion, including how
the objective function is formulated, what minimum of the objective function value is acceptable,
and how expert knowledge is enforced on parameters, can greatly influence the manifestation of
model simplification. Depending on the prediction, failure to specifically address each of these
important issues during inversion is shown to degrade the reliability of some predictions. In some
instances, inversion is shown to increase, rather than decrease, the uncertainty of a prediction, which
defeats the purpose of using a model as a data analysis tool.
In the second chapter, an efficient inversion and uncertainty quantification approach is applied to
a computer model of volcanic tephra transport and deposition. The computer model simulates many
physical processes related to tephra transport and fallout. The utility of the approach is demonstrated
for two eruption events. In both cases, the importance of uncertainty quantification is highlighted
by exposing the variability in the conditioning provided by the observations used for inversion.
The worth of different types of tephra data to reduce parameter uncertainty is evaluated, as is the
importance of different observation error models. The analyses reveal the importance using tephra
granulometry data for inversion, which results in reduced uncertainty for most eruption parameters.
In the third chapter, geophysical inversion is combined with hydrothermal modeling to evaluate
the enthalpy of an undeveloped geothermal resource in a pull-apart basin located in southeastern
Armenia. A high-dimensional gravity inversion is used to define the depth to the contact between
the lower-density valley fill sediments and the higher-density surrounding host rock. The inverted
basin depth distribution was used to define the hydrostratigraphy for the coupled groundwater-flow
and heat-transport model that simulates the circulation of hydrothermal fluids in the system. Eval-
uation of several different geothermal system configurations indicates that the most likely system
configuration is a low-enthalpy, liquid-dominated geothermal system.
Chapter 1
Introduction
This dissertation deals the use of computer models as data analysis tools in several different geo-
science settings, including integrated surface water/groundwater modeling, tephra fallout modeling,
geophysical inversion, and hydrothermal groundwater modeling. Each chapter that follows is orga-
nized as an individual manuscript for publication. The pronoun “we” is used to reflect the important
contributions of my coauthors for each of these manuscripts.
1.1 Linear analysis of model simplification
Chapter 2 presents an analysis of the predictive effects of using simplified computer model as a data
analysis tool in the context of numerical groundwater-surface water models. The analysis includes
the development of a linear framework for estimating the effects that model simplification may have
on the reliability of predictions made with the model. Within this framework, model simplifications
are represented as parameters that are not subjected to adjustment during parameter estimation,
but that are uncertain nonetheless. These “missing” parameters are shown to potentially lead to
estimated parameters being assigned incorrect and compensating values during inversion.
The effects that parameter compensation have on predictions made by the model are shown to be
dependent on the type of prediction. For some predictions, high levels of parameter compensation
are shown to be beneficial for reducing the potential for predictive error, regardless of estimated
parameters being assigned incorrect values. However, for other predictions, even slight parameter
compensation is shown to corrupt predictive ability and bias uncertainty estimates. In an extreme
case, the uncertainty of some predictions is shown to increase as a result of the inversion process,
which is a counter-intuitive result since the model was constructed precisely to reduce predictive
uncertainty through inversion.
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The linear framework for the analysis of model error is applied to synthetic surface-water ground-
water model with thousands of parameters. The synthetic model simulates 3-dimensional ground-
water flow and 1-dimensional shallow surface water flow; the groundwater and surface-water sys-
tems are implicitly coupled. The synthetic model is used to evaluate the effects that simplification
may have on several predictions, including water levels, surface-water/groundwater exchange vol-
ume, and particle travel time, which serves as a proxy for groundwater residence time.
We show that how inversion is implemented can strongly influence the manifestation of model
error as it relates to predictive reliability. Important inversion factors include objective function for-
mulation and the acceptable objective function minimum, as well as enforcement of expert knowl-
edge on the inverted parameters. All of these factors are shown to be prediction dependent. For
example, some predictions benefit from terminating inversion at a higher level of misfit between
observation and model-simulated equivalents. For other predictions, seeking a better fit during
inversion results in a reduced potential for predictive error. Additionally, prior knowledge about
parameters must be carefully implemented. Using a strict enforcement of expert knowledge, such
as the Karhunen-Loe`ve transformation, may not be appropriate for some predictions because it can
restrict the ability of the inverse problem to isolate the ill-effects of model simplification in some
parameters.
This chapter has been accepted for publication in the journal Water Resources Research.
1.2 Inversion and uncertainty quantification of tephra fallout modeling
Chapter 3 presents a framework for efficient inversion and uncertainty quantification of volcanic
eruption parameters, given data collected from a tephra deposit. The inversion uses the Levenburg-
Marquardt algorithm (Aster et al., 2013) and is supplemented with truncated singular value decom-
position regularization (Menke, 1989) and Tikhonov regularization (Tikhonov and Arsenin, 1977)
to stabilize the problem and enforce expert knowledge. Parameter uncertainty is estimated using
a linearized form of Bayes equation based on the propagation of conditional uncertainty (Koch,
1988). The combined inversion-UQ approach is applied to a tephra dataset collected following the
2011 eruption of Kirishima-Shinmoe-dake Volcano, Japan and a tephra dataset collected following
the 1992 eruption of Cerro Negro Volcano, Nicaragua.
Inversion of the single-stage 2011 Kirishima-Shinmoe-dake eruption demonstrates that while the
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inversion may yield physically-plausible eruption parameters, the information in the tephra isomass
dataset is not sufficient to reduce the uncertainty of all parameters equally. For example, total erup-
tion mass is well informed by the data, and, as a result, enjoys a large reduction in uncertainty
from inversion. However, eruption plume height uncertainty is not significantly affected by inver-
sion, indicating this parameter is not well informed by the tephra isomass dataset. The information
deficit in the dataset demonstrates the importance of using a well-formulated regularization penalty
to enforce expert knowledge on uninformed parameters.
The Cerro Negro inversion was modeled as a two-stage eruption, which yields twice the number
of adjustable parameters. However, the dataset available for the Cerro Negro inversion is larger
and includes tephra granulometric and isomass data from 79 locations. At many of the 79 sites,
the distinction between the two eruption stages was made based on the morphology of the tephra
deposit. Compared to tephra isomass data, the granulometric data are shown to provide additional
information during the inversion, which results in reduced uncertainty for many eruption parame-
ters. This is especially true for the plume height. Furthermore, the specified level of measurement
noise is shown to prevent additional conditioning against the granulometric data, which provides
some assurance that the uncertainty estimates are conservative.
The Chapter 3 manuscript will be submitted to Journal of Geophysical Research for publication.
1.3 Combining geophysical inversion and hydrothermal modeling
In Chapter 4, we present a combined geophysical inversion and hydrothermal modeling analysis to
estimate the enthalpy of an undeveloped geothermal resource. The study is focused on a pull-apart
basin located in southeast Armenia. The first step in the analysis was to reduce a gravimetry dataset
collected at the site to the Bouguer anomaly, which in this case represents the mass deficit arising
from the lower-density unconsolidated valley fill material.
A high-dimensional inversion of the Bouguer anomaly dataset was completed to define the spa-
tial distribution of the valley-fill sediment thickness. The forward gravity model is a grid of 8,500
non-uniformly spaced prisms (Blakely, 1996). Each prism was assigned a fixed top elevation and
density contrast. The inversion seeks to adjust the spatial distribution of the bottom elevation of
the prisms to minimize the discrepancy between the observed Bouguer anomaly and the model-
simulated equivalents. The inversion used the Levenburg-Marquardt algorithm with singular value
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decomposition regularization and Tikhonov regularization to stabilize the inversion and to enforce
a preferred-smoothness condition. Each gravity station was assumed to have a error standard devia-
tion of 0.1 mgal, which was used to define a constrained minimization inversion problem of finding
the smoothest possible distribution of prism thickness while also respecting the assumed measure-
ment error.
The results of the gravity inversion were used to define the hydrostratigrahy in a 2-D hydrother-
mal circulation model. Based on the gravity inversion and a nearby lithologic log, three hydrostrati-
graphic units were defined in the hydrothermal model: a moderately permeable valley-fill sediment
unit, a highly-permeable fracture zone located beneath the valley-fill sediments and a basal lower-
permeability and thermally-insulating unit representing the basement rock. Thermal and hydraulic
properties for each of the three units were defined by expert knowledge using literature values. The
hydrothermal modeling results were compared to an observed temperature distribution collected
from an existing borehole near the down-gradient edge of the model domain.
Several geothermal system configurations were evaluated including high-enthalpy and low-enthalpy
heat sources. Additionally, several simplifying assumptions made during gravity inversion and hy-
drothermal model construction were also evaluated. Simulations with a high-enthalpy heat source
that is advective and/or thermally coupled to the high and moderately transmissive units yields
an unrealistic temperature distribution at the borehole. If a high-enthalpy source is present in the
system, it is sufficiently isolated, both thermally and advectively, from the groundwater transport
pathways. This isolation effectively prevents large quantities of heat from being introduced into the
groundwater circulation system. As such, we find the most probable explanation of the observed
temperature distribution is a low-enthalpy, liquid-dominated geothermal target.
This chapter will be submitted to Journal of Geophysical Research for publication.
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Chapter 2
Quantifying the predictive consequences of model error
2.1 Note to reader
Portions of this chapter have been previous published in Water Resources Research as White et al.
(2014) and are reproduced herein with permission from John Wiley publishers.
2.2 Introduction
Simplification is integral to the design and construction of any computer model. Modelers are
forced to make decisions about which physical processes will be represented, how physical pro-
cesses will be simulated, what spatial and temporal resolution will be used, and how boundary
conditions will be represented. All of the inevitable simplifications, while necessary to form a dig-
ital representation of a natural system, result in significant discrepancies between the system states
calculated by the computer model and the state observations of the system it represents. Manifes-
tations of these discrepancies have been variously described as model uncertainty (Draper, 1995),
model inadequacy(Kennedy and O’Hagan, 2001; Gupta et al., 2012; Foglia et al., 2013), model er-
ror (Refsgaard et al., 2006; Lin and Beck, 2012) and model structural error (Doherty and Welter,
2010; Beven, 2005). The discrepancies may occur in all forms of model output, including decision-
making predictions of future system behavior, as well as output that corresponds to observations
used for calibrating model parameters. The present study focuses on the role that model error plays
in the calibration process, and the implications for post-calibration model predictions.
2.2.1 Review of existing methods to detect and quantify the effects of model error
Several methods are currently used to detect and quantify the effects of model error that are exposed
during calibration. Many of the methods employ a Bayesian framework and seek to identify and
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statistically characterize model-to-measurement misfit generated by model error; this misfit is then
used in the calculation of parameter uncertainty estimates.
In a landmark paper, Kennedy and O’Hagan (2001) explicitly account for model error by attribut-
ing the additional misfit generated by model error to adjustable parameters governing a stochastic
process that is added to model outputs. In turn, this stochastic process prevents overfitting and
under-estimation of parameter uncertainty by accounting for the contribution to uncertainty made
by model defects. The work of Kennedy and O’Hagan (2001) represents a substantial conceptual
advance in the analysis and contribution of computer model error to total model parameter and pre-
dictive error and it has inspired use by other authors, including Oakley (2004); Oakley and O’Hagan
(2002); Higdon et al. (2005). However, O’Hagan (2006) indicate this method is not practical in high
parameter dimensions, which are common in groundwater and petroleum reservoir modeling, where
many hundreds or even thousands of parameters may be needed to represent prediction-sensitive
complexity and heterogeneity.
Bayesian model averaging (sometimes referred to as multi-model averaging) (Draper, 1995;
Raftery et al., 1997; Hoeting et al., 1999; Poeter and Hill, 2007; Rojas et al., 2008; Ye et al., 2008)
approaches the model error problem by using an ensemble of relatively simple computer models,
each of which represents an alternative conceptualization of the same system. Likelihoods are as-
signed to the calibrated simple models by ranking each ensemble member model according to the
ability to reproduce observations of system state as well as the “complexity” of each model, usu-
ally measured by the number of adjustable parameters. Conceptual realizations that more closely
reproduce observations with less parameters are assumed to be superior representations of the nat-
ural system. The uncertainty arising from model error is accounted for by propagating the ranked
ensemble of alternative conceptualizations through a Bayesian inference scheme.
Multi-objective methods (Gupta et al., 1998; Madsen, 2000; Vrugt et al., 2003) recognize that a
defective model with a single set of parameters may not necessarily be capable of reproducing all
aspects of system state observations. For example, a single set of parameters in a rainfall-runoff
model may not be able to simultaneously reproduce peak flows and recession limbs of an observed
hydrograph. The goal of multi-objective methods is to identify parameter sets that collectively de-
fine the Pareto frontier between many different and non-commensurate objectives, each formulated
to represent a unique aspect of the observed data. The distribution of the resulting parameter sets
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implicitly includes some effects of model error as exposed by the model calibration process. The
variability of model predictions calculated on the basis of the Pareto optimal set also includes some
uncertainty arising from model inadequacies.
Generalized Likelihood Uncertainty Estimation (GLUE) (Beven and Binley, 1992; Freer et al.,
1996; Beven et al., 2012) uses subjective likelihood measures to account for model error. The GLUE
method dichotomizes an ensemble of parameter realizations, drawn from the prior parameter dis-
tribution, into “behavioral” and “non-behavioral” sets using subjective likelihood criteria (e.g. ob-
jective function value less than some threshold value), which are based on comparing the resulting
computer model outputs of each realization with system observations. The GLUE approach rec-
ognizes that statistical characterization of model-to-measurement misfit may not be possible when
model defects contribute significantly to misfit, and that a statistical characterization based on the
assumed properties of measurement noise may lead to underestimation of model parameter and
predictive uncertainty.
Sequential Optimization and Data Assimilation (SODA) (Vrugt et al., 2005; Spaaks and Bouten,
2013) pairs a global optimization method with the ensemble Kalman filter (Evensen, 2003) to ac-
commodate model error. Through sequential state updating, the SODA scheme uses misfit between
observations and corresponding computer model outputs in excess of measurement noise to update
model state variables prior to commencing the next simulation period. Irreducible misfit is attributed
to model error and is explicitly accounted for in assigning parameter uncertainty.
The methods described thus far rely on model error being “visible” during calibration as misfit
over and above the noise attributable to measurement error. However, our study will demonstrate
that model error does not necessarily produce any misfit, thereby rendering model error invisible.
During calibration, the invisible component of model error causes estimated parameters to take on
values which compensate for model imperfections. The concept of “compensatory parameters” has
been recognized by Clark and Vrugt (2006) and Spaaks and Bouten (2013). When estimated pa-
rameters are assigned compensating roles, the potential for error in predictions made by a defective
model may actually increase, rather than decrease, during the process of calibration. Under these
circumstances, use of the methods discussed previously will fail to properly account for potential
predictive bias arising from model defects and imperfections. Our study will also demonstrate that
predictive error arising from calibration-induced parameter compensation is strongly prediction de-
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pendent.
Doherty and Christensen (2011) use a paired complex/simple model method to identify and quan-
tify calibration-induced predictive bias. The complex and simple models are typically represented
by high- and low-fidelity computer model variants of the same system. The high-fidelity model may
include more rigorous representation of physical processes, a denser simulation grid, and/or more
accurate solution schemes than the low-fidelity model. The low-fidelity simple computer model is
repeatedly calibrated against an ensemble of stochastically-generated outputs from the high-fidelity
computer model. Pair-wise comparison of predictions made by the ensemble of simple and complex
models exposes the otherwise invisible predictive bias arising from calibration-induced parameter
compensation. In contrast to most of the methods discussed previously, the paired-model method
can be implemented in highly-parameterized contexts because the low-fidelity model must still be
capable of fitting the high-fidelity model outputs to the level of measurement noise. However, the
method of Doherty and Christensen (2011) may incur a high computational burden from repeated
calibration of the low-fidelity model.
2.2.2 Relevance of proposed method
Our study employs linear subspace concepts to analyze the consequences of calibrating an imperfect
model and expands on the theoretical developments of Doherty and Christensen (2011). The new
method requires a simple and complex model of the same system; however, in our study, the com-
plex model is represented as additional parameters in a low-fidelity computer model, rather than
requiring the construction of a high-fidelity computer model and repeated calibration of the low-
fidelity computer model. This representation of the complex model greatly reduces computation
burden and facilitates more efficient exploration of different calibration strategies for reducing pre-
dictive bias. Unlike some of the previous work on model error (for example, Kennedy and O’Hagan
(2001); Draper (1995)), our linear method does not require that model error be exposed as addi-
tional model-to-measurement misfit during calibration. The linear method also scales efficiently to
an arbitrarily high number of estimable parameters.
The accommodation of model defects that are not easily detectable through the calibration process
is of particular interest where models are built to simulate the movement of subsurface fluids, such as
groundwater modeling, petroleum reservoir modeling and geothermal reservoir modeling. In these
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contexts, the complexity and variability of subsurface properties cannot be completely represented
in a model. At the same time, the dataset available for calibration is often limited, which results
in a high dimensional null space. As a result, calibration in these contexts facilitates parameter
compensation, which allows a good fit to be found during calibration despite the fact that many
nuances of subsurface geology are poorly or incorrectly represented by the model. Part of the
aim of the present study is to analyze the predictive repercussions of parameter compensation in a
subsurface context.
The paper is organized as follows: First, a simple groundwater flow model is used to demonstrate
conceptually the predictive consequences of calibrating an imperfect model. Expressions for pre-
and post-calibration predictive error that include the contribution from model error are derived using
a linear subspace framework. These expressions subsequently are used to quantitatively analyze
errors associated with different types of predictions made by a much more complex synthetic model
of an integrated surface-water/groundwater system. The effect that several different modeling and
calibration strategies have on the manifestation of model error are explored and discussed, along
with assumptions and limitations of the method.
Given the complex nature of model error, an analysis such as the one presented here can rarely
be universally applied to quantify the predictive consequences of model error, especially for model
error that may be invisible to the calibration process. The difficulties involved in such an analysis
are part of the reason why the topic has received a comparatively small amount of attention. Our
study is necessarily compromised by the fact that a “reality” complex model that encapsulates the
full depth and breadth of real-world complexity cannot be incorporated in any groundwater model.
It is further compromised by the linear basis for the following analysis.
However, the lack of a “reality” complex model does not invalidate the analysis presented herein.
The complex model used in the following analyses attempts to include many aspect of real-world
systems that are commonly omitted from groundwater modeling uncertainty analysis, yet are likely
to affect model outcomes under both calibration and predictive conditions. While other model
imperfections obviously are not included, the analyses attempt to address at least some of the more
important ones. Additional studies can address other imperfections; the method presented herein is
not restricted to the analysis of any one type of model imperfection.
The linearity assumption may render the outcomes of the analyses approximate. However, any
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analysis of the effects of model error will necessarily be at least partially approximate because, as
stated above, a perfect reference model can never be built, and, as a result, all analyses of model er-
ror must rely on strong assumptions. While the outcomes of linear analysis may be approximate, the
outcomes of such analyses are nevertheless representative enough to provide important insights into
appropriate model usage. This is especially the case when an analysis attempts to compare different
processing or management scenarios rather than calculate the individual outcomes of each. The va-
lidity of linear analysis in the latter context was demonstrated by Dausman et al. (2010) who showed
that the relative ranking of different data acquisition strategies as assessed through linear analysis
was independent of parameter realizations employed by a highly non-linear variable-density model
of heat and salt transport. The decision to employ a linear analysis method is further strengthened
when the alternative is considered. The only known alternative to linear analysis in the present
context (i.e. exploration of the effect of model imperfection in highly parameterized groundwater
models) is the nonlinear paired model method of Doherty and Christensen (2011). The computa-
tional cost of such an analysis for this and most studies is infeasible. Further, the methodology of
Doherty and Christensen (2011) does not allow explicit representation of the different contributions
to the post-calibration error of model predictions with and without the use of different processing
strategies that are designed to reduce the predictive effects of model error.
2.3 The simple groundwater flow model
A simple groundwater flow model is used to demonstrate conceptually the effects that model im-
perfections have on estimated parameters and on post-calibration predictions. A single forward run
of the model is undertaken to generate “true” values of observations that will serve as a calibration
dataset. Then the model is altered to introduce a structural defect; the defective model is then cali-
brated against the “true” observation dataset. The calibration process is repeated several times with
the defective model, each time employing a different parameterization or observation processing
strategy to show how these strategies may affect model predictive ability. All of the concepts in this
section form the basis for a more rigorous analysis presented in the following sections.
The model is a one-dimensional, cell-centered finite difference groundwater flow model with
10 cells arranged in a single row (Figure 1). Groundwater flow is simulated with MODFLOW-
2005 (Harbaugh, 2005) . Each model cell is assigned a hydraulic conductivity value of 2.5 m/d. A
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specified flux of 0.5m3/d is introduced in model cell 10 at the right edge of the domain, representing
inflow from upgradient; the left side of the domain is bounded by a specified head in model cell
1, which is assigned a value of 1.5 m. Two water levels calculated by the model are used as
observations for subsequent calibration exercises. The observations are assumed to be free from
measurement error so that effects of model error can be clearly demonstrated. Model structural
error is introduced by assigning the specified head at the left side of the domain a value of 1.0 m,
which is 0.5 m lower than the “true” value.
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Figure 1.: Simple example model domain. The “true” water level is shown for both calibration
(specified flux = 0.5m3/d) and predictive (specified flux = 1.0m3/d) conditions. Simulated water
levels from model cells 4 and 6 are used for calibration (black triangles).
Assume expert knowledge indicates that hydraulic conductivity in the model domain is heteroge-
neous with an expected value of 2.5 m/d (the “true” value of hydraulic conductivity in every model
cell). One parameterization approach to accommodate expected heterogeneity is to assume that hy-
draulic conductivity is spatially uncorrelated and independent in all 10 model cells. Even though it
is not possible to estimate each of these parameters uniquely using only two observations, the use
of this number of parameters, when accompanied by appropriate subspace regularization, results
in a minimum error variance solution to the inverse problem, while also allowing the calibration
process the flexibility to introduce heterogeneity where required (Aster et al., 2013). Parameters
or parameter combinations that are not informed by the calibration dataset remain at initial values
of prior maximum likelihood; these parameter combinations are not calibrated. In this example,
subspace regularization, implemented with the truncated singular value decomposition (SVD) algo-
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rithm (Aster et al., 2013) is used to solve the inverse problem.
Calibrating the defective model using truncated SVD results in an incorrect distribution of hy-
draulic conductivity (Figure 2 (a)). However, the defective model with incorrect estimated param-
eter values is capable of making some reliable predictions. Water levels upgradient of the observa-
tions are correctly predicted by the calibrated, defective model, as long as the specified inflow from
upgradient is unchanged (Figure 2 (b)). This shows that the defective model is still capable of using
the information in the calibration dataset to improve the reliability of some predictions compared
to the uncalibrated model using maximum prior likelihood parameter values. Estimating a large
number of parameters has provided opportunity for parameter compensation. However, the param-
eter compensation “damage” is confined to the left side of the model domain (only model cells 1
through 5 have incorrect values). Parameters on the right side of the domain are unchanged from
initial, prior maximum likelihood values. However, calibration-induced bias has not been elimi-
nated for all predictions. If, during predictive model usage, the specified flux at the right side of the
domain is increased to 1.0m3/d (Figure 2 (c)), then water level predictions made by the calibrated
model are wrong throughout the model domain.
Voss (2011a,b) suggest using a parsimonious calibration approach, where only a few parameters
are adjusted, and, if necessary, a less than optimal fit with the calibration dataset is accepted. This
parameterization can be thought of as a strong enforcement of expert knowledge. This strategy has
some intuitive appeal because estimating only a few parameters should limit the ability of param-
eters to compensate for model structural defects. These defects should therefore be more visible
as misfit during calibration compared to the previous calibration attempt, where defects were con-
cealed by parameter compensation. The parsimonious strategy is evaluated herein by estimating a
single value of hydraulic conductivity for the entire model domain.
As expected, calibration with a single parameter exposes model error as misfit because a single
hydraulic conductivity parameter cannot simultaneously reproduce both water level observations
in the defective model (Figure 3 (a) and (b)). However, the magnitude of misfit could easily (and
erroneously) be attributed to misfit arising from failure to represent hydraulic conductivity hetero-
geneity. Unfortunately, the estimated, domain-wide hydraulic conductivity value is incorrect (1.74
m/d) and continues to compensate for model defects (the correct value is 2.5 m/d). Any predic-
tion that is sensitive to local-scale hydraulic conductivity is now biased as a result of the calibration
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Figure 2.: Results of calibration with hydraulic conductivity of all 10 model cells. Two water levels
were used as the calibration dataset (b).
13
process. Furthermore, calibration of the defective model with a single hydraulic conductivity value
limits the ability to confine parameter compensation spatially, which, in turn negatively effects the
reliability of some predictions, such as upgradient heads.
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Figure 3.: Results of calibration with a single hydraulic conductivity for all 10 model cells. Two
water levels were used as the calibration dataset (b).
The single parameter calibration strategy can be used to demonstrate another possible (and coun-
terintuitive) consequence of calibrating an imperfect model. In some cases, predictions made by a
calibrated imperfect model may be less reliable than predictions made using an uncalibrated model
parameterized using only expert knowledge. Consider Figure 3 (c). Setting the hydraulic conduc-
tivity for all cells in the defective model to 2.5 m/d (its correct value) produces a water level of 3.9
m in model cell 8 (0.2 m error). However, the calibrated defective model predicts a water level of
5.25 m for model cell 8 (-1.15 m error). Note this result is not limited to parsimonious calibration
14
strategies.
Consider a case where expert knowledge suggests that hydraulic conductivity heterogeneity is
spatially correlated and is best described by a log10 exponential variogram with sill of 1.0 and range
of 300m. The range of the exponential variogram was purposefully chosen to produce considerable
correlation between adjacent model cells, while still providing flexibility in the parameterization to
fit the observations. The minimum error variance solution to the inverse problem then requires use
of the Karhunen-Loe`ve (KL) transform, which recasts the inverse problem to estimate the eigen-
component coefficients of the prior parameter covariance matrix implied by this variogram (See
Watson et al. (2013) for a more thorough description and analysis of the KL transform). Truncated
SVD is again used to solve the KL transformed inverse problem with the defective model.
The KL-transformed estimation process results in parameter compensation similar to previous
attempts to calibrate the defective model (Figure 4 (a)). Enforcement of expert knowledge with the
KL transformation regionalizes compensatory parameter behavior across the model domain. The
infusion of expert knowledge into the inversion process forces parameter compensation to be “sub-
optimal” in reducing bias for some predictions, such as upgradient heads. As a result, incorporation
of expert knowledge in the inversion process may not improve a model’s ability to make reliable
predictions.
Doherty and Welter (2010) discuss processing of observations and model-generated counterparts
to reduce the potential for calibration-induced parameter compensation. In the simple model ex-
ample, if the calibration dataset is replaced with a single observation that is the difference be-
tween the two observed head values, calibration of the defective model produces the correctly es-
timated hydraulic conductivity distribution, regardless of the parameterization approach used. Any
post-calibration model predictions that depend only on hydraulic conductivity will be correct, even
though the model is defective.
Using a simple groundwater model to explore the ramifications of calibrating a defective model
has demonstrated several important observations related to model error:
1. Calibration of a defective model leads to errors in at least some estimated parameter values
because parameters compensate for model defects.
2. Calibration-induced parameter compensation enhances the reliability of some model predic-
tions, while degrading others.
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Figure 4.: Results of calibrating the model using the geostatistically-correlated parameters. Two
water levels were used as the calibration dataset (b).
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3. For some predictions made by a defective model, parameter values based only on expert knowl-
edge may provide more reliable predictions than parameter values inferred through calibration.
4. Estimation of many parameters facilitates parameter compensation that may reduce model-error
visibility.
5. Estimation of few parameters may increase model-error visibility, but it may be difficult to
separate model-error-induced misfit from parameterization-induced misfit.
6. Estimation of few parameters may reduce parameter compensation, but may not necessarily
eliminate it.
7. Estimation of few parameters may spread parameter compensation across large regions of the
model domain.
8. Introduction of spatially-correlated expert knowledge to the calibration process also regionalizes
parameter compensation.
9. Some predictions will benefit from spatially-localized parameter compensation.
10. Formulating the inverse problem in terms of processed observations and corresponding model
outputs may mitigate calibration-induced parameter compensation and related predictive bias.
The example of a simple groundwater model indicates that it may not be possible to calibrate a
defective model in a way that optimizes the ability to make all predictions. A particular strategy may
enhance the reliability of some predictions, while simultaneously eroding the reliability of others.
All models of real systems contain defects, so calibration presents many dilemmas, some of which
may be irreconcilable if a model is required to make more than one type of prediction.
2.4 Theoretical basis for linear analysis method
Following a similar approach to Doherty and Christensen (2011), consider the “true” model of
reality that is later simplified to form a computer model. For tractability of the analysis, assume the
model is linear. Let the matrix Z characterize the action of the real-world model on its real-world
parameters during calibration. Then:
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h = Zk + , (2.1)
where h is the vector of available observations of the natural system, k is the vector of real-world
parameters, and  is the vector of observation error. Conceptually, a natural system has an infinite
level of complexity, so Z has an infinite number of columns and k has an infinite number of rows.
A computer model is a simplified representation of a complex natural system, and therefore omits
many parameters present in the natural system. The values of all omitted parameters cannot be
known, but, mathematical analysis using the omitted parameters facilitates recognition and partial
quantification of the effects that simplification has on model predictive ability.
Using the construct of omitted parameters, Equation 2.1 can be partitioned:
h =
[
Zi Zo
] ki
ko
+  = Ziki + Zoko + , (2.2)
where the subscripts “i” and “o” represent those parameters and corresponding processes (repre-
sented as matrices) that are respectively included in and omitted from the computer model. If Zi
represents the action of a groundwater model, then elements of ki would typically include a simpli-
fied spatial representation of hydrogeologic properties, such as hydraulic conductivity and storage,
as well as certain boundary condition properties, such as conductance. Elements that comprise ko
must therefore include much higher-density parameterization of all hydrogeologic and hydrostrati-
graphic properties, as well as complex spatial and temporal representation of boundary condition
structures and properties. ko must also include correction terms for errors in the location of ge-
ological boundaries, as well as terms that account for horizontal and vertical discretization errors
incurred by use of a grid or mesh in place of a continuous natural system.
2.4.1 Parameter error variance
Subjecting Zi of Equation 2.2 to the singular value decomposition (SVD) (Golub and Van Loan,
1996) yields
Zi = UiSiV
T
i , (2.3)
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where the column vectors of Ui form an orthonormal basis spanning the output space of the
computer model, the column vectors of Vi forms an orthonormal basis spanning the parameter
space of the simplified model, and Si is a diagonal matrix of singular values, ordered from largest
to smallest.
The inverse problem of inferring computer model parameters on the basis of observations h, can
be solved using truncated SVD:
ki = Vi1S
−1
i1 U
T
i1h, (2.4)
where ki is the vector of calibrated parameter values of the simplified model. The “i1” sub-
script denotes the singular elements that are associated with relatively large singular values of the
computer model operator Zi (Aster et al., 2013; Menke, 1989; Koch, 1988).
Assuming a non-defective model, solution of the inverse problem by truncated SVD leads to an
estimated parameter field that is necessarily simpler than the true field because it excludes true-field
null-space parameter components. The calibration process therefore estimates an orthogonal pro-
jection of true parameters onto a small “solution subspace” of parameters space, which is controlled
by the information in the observations. If the model is free from defects, then exclusion of null space
components from estimation eliminates parameter bias and approaches a minimum error variance
solution to the inverse problem.
Substitution of Equation 2.2 into Equation 2.4 and using the orthonormal properties of Ui yields
ki = Rki + G+ Gho (2.5)
R = Vi1V
T
i1 (2.6)
G = Vi1S
−1
i1 U
T
i1 (2.7)
ho = Zoko, (2.8)
Errors in the estimated parameters can be calculated by rearranging Equation 2.5 as:
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ki − ki = (I−R)ki −G−GZoko, (2.9)
where I is the identity matrix. The post-calibration covariance matrix of parameter error can be
calculated from Equation 2.9 using basic matrix theory for propagation of covariance (Koch, 1988):
Σki−ki = (I−R)Σki(I−R)T + GΣGT + GZoΣkoZTo GT , (2.10)
where Σki and Σko are the pre-calibration parameter covariance matrices described by the prior
probability distribution of the computer model parameters ki and the omitted parameters ko, respec-
tively. The three terms of Equation 2.10 are herein referred to as the null-space, solution-space, and
model-error contribution to parameter error variance, respectively. The matrix Σ is the covariance
matrix of measurement noise, which is often assumed to be diagonal.
Moore and Doherty (2005) analyze Equation 2.10 applied to model calibration in the absence
of structural defects (without the third term). The first term on the right side of Equation 2.10
describes the null-space contribution to post-calibration parameter error variance, which arises from
the inability to estimate certain parameters and parameter combinations because of an information
deficit in the calibration dataset. The second term is the “solution space” contribution to post-
calibration parameter error variance, which expresses the potential for error in estimated parameters
that is inherited from measurement error. If there is no noise associated with the observations h, and
if the model has no structural defects, the second and third terms are not present in Equation 2.10.
Under these conditions, truncation can take place where singular values become zero. However,
consideration of measurement noise forces truncation to take place at numerically non-zero singular
values because the second term rises rapidly with decreasing singular values due to the S−1i1 matrix.
Truncation at non-zero singular values effectively increases the dimensionality of the null-space and
limits the ability of the calibrated model to fit observations.
The quantity Zoko in the third term of Equation 2.9 has been referred to as “structural noise” by
Doherty and Christensen (2011) and exposes model structural defects to the calibration process. If
Zoko is orthogonal to UT1 , structural noise will be visible as misfit during calibration. Conversely,
components of Zoko that are nonorthogonal to UT1 are treated as information by the calibration
process and result in compensatory parameter values.
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The S−1i1 matrix (included in G – see eq. 2.7) in the third term of Equation 2.9 may indicate that
model structural defects should be accommodated in the same way as measurement noise by using
fewer singular values for calibration, which further decreases the dimensionality of the solution
space, and with it, the level of fit possible with observations. Implementing this approach to model
error requires specification of an appropriate level of fit for calibration, which is controlled by
the number of singular components used for calibration. However, in practice, implementing this
strategy is difficult. Doherty and Welter (2010) show that the covariance matrix associated with
structural noise is typically singular, which precludes the use of an error-based weighting scheme
in those contexts where model-to-measurement misfit is dominated by structural noise (as it often
is). Without an ability to stochastically characterize structural noise and then accordingly adopt an
error-based weighting scheme, an appropriate truncation point that best accommodates model error
cannot be found. We will demonstrate that some predictions do in fact benefit from calibrating with
fewer singular components, while the quality of other predictions may be damaged.
To reduce the number of terms in Equation 2.10, as well as the following equations, we assume
no correlation between ki and ko; this maintains simplicity of the analysis and clarifies the resulting
conclusions.
2.4.2 Predictive error variance
Following Equation 2.2, the “true” value (scalar) of a prediction made by the model of reality is
s = yTi ki + y
T
o ko, (2.11)
where yi and yo are vectors of sensitivities of the prediction to parameters included in and omitted
from the computer model, respectively. Equation 2.11 demonstrates the true value of the prediction
potentially depends on both the ki and ko parameter vectors.
The value of the same prediction made with the calibrated computer model is
s = yTi ki (2.12)
where ki is the vector of calibrated parameter values, computed using Equation 2.5. Post-
calibration predictive error is then:
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s− s = yTi ki − (yTi ki + yTo ko). (2.13)
Using Equation 2.13 and standard matrix formulas for propagation of covariance, the potential
for predictive error (i.e. the variance of model predictive error) can be calculated as:
σ2s−s = y
T
i (I−R)Σki(I−R)Tyi + yTi GΣGTyi + pΣkopT, (2.14)
p = yTi Vi1S
−1
i1 U
T
i1Zo − yTo , (2.15)
Similar to parameter error variance (Equation 2.10), the first and second terms of Equation 2.14
represent the null-space and solution-space contributions to predictive error variance. If model pa-
rameters are KL transformed prior to estimation, and if observation weighting is measurement-error
based, then Moore and Doherty (2005) show that the first term of 2.14 falls monotonically with
increasing singular value, while the second term rises monotonically. The sum of the first two terms
has a minimum that marks the optimal number of singular components to use in calibrating a defect-
free computer model. The predictive error variance associated with this minimum is slightly above
the posterior uncertainty of the prediction inferred through Bayesian analysis. The reduction in pre-
dictive error variance between the pre-calibration value (at zero singular values) and the minimum
value is a measure of the reduction in predictive uncertainty accrued by calibration (Figure 5)
The third term of Equation 2.14 describes the contribution that model defects make to predictive
error variance. Some possible modalities of the third term are depicted schematically in Figure 5
Curves A, B and C. Unlike the first two terms of Equation 2.14, the third term is not monotonic
and the effect of the third term of Equation 2.14 is prediction specific. For some predictions, it
will have no effect in spite of considerable calibration-induced parameter compensation (Curve
A), which occurs when the first two terms of Equation 2.15 are equal. These types of predictions
tend to be similar in character to the calibration dataset (Doherty and Welter, 2010). Conversely,
for predictions that are highly sensitive to compensatory parameters, error variance may not ever
fall with increasing singular value (e.g. Figure 5 Curve C). In this case, even a minor adjustment
of model parameters as part of calibration may undermine the predictive ability of the computer
model.
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Figure 5.: A conceptual plot of different expressions of Equation 2.14. Vertical lines mark curve
minima. 2-term results are calculated using only the first two terms of Equation 2.14; 3-term results
are calculated using all the terms of Equation 2.14. Curves A, B, and C show some possible modal-
ities of Equation 2.14. Increasing the number of singular values used in the solution effectively
increases the fit achieved by calibration, which effects the predictive error variance.
For most predictions, the total error variance curve will have a defined minimum (e.g. Figure
5 Curve B). However the minimum of this curve may occur at a singular value that is smaller (or
larger) than would have been computed under the assumption of a defect-free model Zi. The lateral
shift in the minimum implies a different level of fit with observation data is needed to achieve the full
reduction in error variance. However, the situation is made more complex by the non-monotonic
behavior of the third term in Equation 2.14. The magnitude of the third term is influenced by
several factors, including the alignment of the parameter solution matrix (Vi1S−1i1 U
T
i1) with Zo, the
sensitivity of the prediction to the omitted parameters (yo) and the prior uncertainty of the omitted
parameters (Σko).
2.5 Application of the linear method to a synthetic model
The linear analysis method is applied to several types of predictions made by a synthetic model
to evaluate the effectiveness of different calibration strategies in reducing predictive error vari-
ance. The synthetic model was constructed to represent many processes and attributes common
to real-world integrated surface-water/groundwater modeling. It is anticipated that some of the
outcomes presented herein can guide improvements to real-world model parameterization and cali-
bration practices.
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As has already been discussed, use of linear analysis comes with advantages and disadvantages.
One disadvantage is that it relies on sensitivities that may vary with the actual values of model
parameters. Hence the outcomes of linear analyses, such as those discussed below, can only be
approximate. This does not, however, invalidate its ability to provide insight and guidance.
In the examples presented below, linear analysis is used as a basis for comparing the effectiveness
of different calibration strategies. The outcomes of the analysis are often very effective in demon-
strating the superiority of one strategy over another in optimizing the reliability of a particular type
of prediction in the synthetic example. While the analysis is synthetic and linear, it demonstrates
that accommodation of model defects cannot be ignored in real-world modeling practice. In any
modeling context, it is likely that a strategy can be found that mitigates the problems arising from
model error in prediction-sensitive ways, and that part of the task of modeling in any given context
must be to develop those strategies.
2.5.1 Model construction
A synthetic integrated surface-water/groundwater model was constructed to simulate an aquifer sys-
tem with two aquifers separated by a semi-confining unit. Simulation is performed with MODFLOW-
2005 (Harbaugh, 2005), which uses a cell-centered finite difference approximation to solve the
groundwater flow equation. The upper aquifer unit intersects a dynamic surface-water system, sim-
ulated by the SWR1 Process (Hughes et al., 2012). A specified flux, representing mountain-front
recharge is specified along the northern edge of the model and a head-dependent flux is along the
southern edge. Uniform recharge is applied to the top of the domain. Several extraction wells are
located in the upper and lower aquifer units (Figures 6 and 7). The model was designed to allow
groundwater to discharge from the model through (1) the surface-water system, (2) extraction wells,
or (3) the southern head-dependent flux boundary.
The model is vertically discretized into 20 layers, each of which is approximately 5 m thick.
The upper aquifer, semi-confining unit and lower aquifer are comprised of 6, 2, and 12 layers, re-
spectively (Figure 7). The model is horizontally discretized into 300 by 300 square 100 m cells.
The active model domain narrows in the east-west direction with depth, conceptually representing
a sediment-filled valley overlying impermeable bedrock. Model properties were assigned by hy-
drogeologic unit. A uniform hydraulic conductivity of 100.0 m/d was specified for the upper and
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Figure 7.: Cross sections A-A’ and B-B’ through synthetic model domain. Cross section locations
are shown on Figure 6. Projected observation location A shown.
26
lower units; a uniform value of 1.5 m/d was specified for the middle unit. Specific storage and
specific yield values of 0.001 m−1 and 0.15, respectively, were assigned to all units.
The initial groundwater level was specified to be 0.5 m below land surface. The synthetic cali-
bration dataset was generated using data from a 150 d period simulated using daily stress periods.
Predictions were made for a 120 d period immediately following the calibration period. Daily
mountain front recharge, areal recharge and extraction well rates were generated stochastically as
first-order Markov processes. The minimum value from each generated series was used as forcing
in the prediction period to represent drought conditions. Extraction well 7 only pumps during the
prediction period. The construction and design of the model represents a common modeling appli-
cation that might be used by regulators to determine maximum sustainable pumping rates during
drought conditions.
2.5.2 Observations
The calibration dataset is composed of model simulated water levels from locations A, B, and C
(Figure 6). At each location, daily water levels in both the upper and lower aquifer units were
“measured”, yielding 900 observations. Observation location A was purposefully placed 200 m
from extraction well 3, which is a typical regulatory requirement. Each water level observation was
assigned a weight of 100.0, commensurate with an assumed measurement error standard deviation
of 0.01 m (these weights are squared in the formulation of the overall objective function).
A data processing strategy was applied to observations and model-generated counterparts to eval-
uate the potential to mitigate calibration-induced predictive bias. Each observation time series was
processed using its difference from the first value in the series, effectively shifting each series to
a relative datum, which Doherty and Welter (2010) suggest may reduce parameter compensation.
The relative-datum processing alleviates the need of the calibration process to reproduce absolute
heads while maintaining replication of temporal head variability. The ability of a model to simulate
absolute heads can be easily compromised by incorrect definition of boundary conditions or coarse
grid resolution. By focusing on reproducing relative head variability, the information in the ob-
servation dataset related to local storage and hydraulic conductivity properties is largely preserved.
A transformation matrix representing the relative-datum processing operation was constructed and
used to propagate measurement noise from native observations to processed observations, yielding
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a non-diagonal covariance matrix of measurement noise. The covariance matrix was then used in
the second term of Equation 2.14 to establish error-based observation weighting.
2.5.3 Parameterization
An effort was made to represent many uncertainties associated with simulation of a natural hydro-
logic system by specifying 6,288 parameters. Separate groups of pilot points (Doherty, 2003), each
placed on a regular 500 m grid, were used to parameterize hydraulic conductivity, specific storage,
specific yield, and layer thickness for each of the three hydrogeologic units (Figure 6). Spatially-
varying recharge multiplier pilot points were used to perturb the spatially-uniform input recharge
time series; these represent the sensitivity of distributed recharge. The leakance coefficient for each
of the 52 SWR1 reach groups were also included as model parameters, as were head-dependent flux
stage and conductance. Mountain-front recharge rate and extraction rates assigned to each of the
six calibration-period extraction wells also were perturbed as monthly-varying parameters; treating
extraction rates as parameters acknowledges imperfect knowledge of historical pumping rates (a
common occurrence in some aquifers). Extraction well 7 is active only during the prediction period
and has an assumed known rate.
2.5.4 Calculation of error variance
Use of Equation 2.14 requires that model parameters be partitioned into the elements of ki (es-
timable computer model parameter) and ko (omitted parameters). For this analysis, 2,310 param-
eters were assigned to ko, effectively eliminating these parameters from the calibration process
while acknowledging the fact that they are uncertain and therefore likely to be specified with in-
correct values during construction of the computer model. Omitted parameters are comprised of
layer thickness pilot points, GHB stage parameters, historical extraction well rate parameters, and
recharge pilot point multiplier parameters. These omitted parameters represent sources of model
error in most groundwater modeling applications because they are typically assumed to be known
and are not adjusted during calibration. Omitted parameters can also be considered representative
of other typical sources of model error. For example, spatial recharge multiplier parameters can
also be considered representative of model error arising from missing unsaturated zone processes
and/or surface water processes that increase recharge as a result of localized ponding. Hydros-
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tratigraphic unit thickness parameters can serve as proxies for model error arising from vertical
discretization. Uncertainty in historical extractions rates may also represent, to some extent, hori-
zontal discretization errors near extraction wells since uncertainty in extraction rates may serve as a
proxy for incorrect propagation of drawdown near extraction wells.
Prior uncertainties associated with all parameters are shown on Table 1. For distributed properties,
represented by pilot point parameters, a covariance matrix was constructed using an exponential
variogram with a range of 1500 m and a sill of 1.0. This covariance matrix was assigned to each
set of distributed parameters and scaled by the standard deviation listed in Table 1. Note that even
though the synthetic model was assigned a maximum prior likelihood, spatially-uniform values
for hydraulic properties, use of the linearity assumption (sensitivities are independent of parameter
values), combined with covariance matrices constructed in this manner can be used to represent the
prior uncertainty of a heterogeneous distribution as described by the variogram; a similar strategy
was followed by Dausman et al. (2010). Parameter covariances are used in Equation 2.14; however,
sensitivities employed in this equation (required to fill the Z matrix and y vector) are computed
using spatially uniform parameter values that are centered on the prior probability distribution. The
combined prior parameter covariance matrix for all parameters is assembled as a block-diagonal
matrix by combining all of the individual scaled pilot point covariance matrices, together with the
standard deviations listed in Table 1, into a single matrix. This matrix was used subsequently for
application of the KL transform.
Table 1: Parameter prior uncertainty
model element assignmenta log standard deviation
hydraulic conductivity ki 1.0
mountain-front recharge ki 0.0328
specific storage ki 0.425
SWR1 reach leakance ki 0.044
specific yield ki 0.325
extraction rate ko 0.0328
GHB conductance ki 0.25
GHB stage ko 0.000571
layer thickness ko 0.119
recharge multipliers ko 0.0218
a for use in Equation 2.14
The model was run a total 6,289 times to calculate the finite-difference perturbation sensitivities
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of model-generated outputs with respect to each parameter; outputs include the system state ob-
servations used for calibration as well as several predictions. The sensitivities resulting for these
simulations were used to populate the Zi and Zo matrices and the yi and yo vectors.
Predictions were generated from model outputs during simulation of the 120 d prediction stress
period (i.e. stress period number 151) and include groundwater levels, groundwater-surface water
exchange volume and advective travel time through the groundwater system. Travel time predictions
were calculated with the particle tracking code MODPATH (Pollock, 2012). A single particle is
released at the top-center of the active domain in layer 1 at the start of the 120 d prediction period;
the total distance the particle travels is recorded as a prediction.
2.6 Results
Application of Equation 2.14 to several type of predictions made by the synthetic model reveals a
large potential for prediction degradation by calibration-induced bias arising from model defects.
Easily-implemented strategies can defend against this bias if used properly. However, improper use
of these strategies may exacerbate predictive bias.
For the predictions considered herein, curves of error variance are plotted against the number
of singular values used for calibration, exposing the relation between the location of minimum
predictive error variance and the level of calibration. Two sets of curves are presented for each
prediction. The “two-term” results employ only the first two terms of Equation 2.14, which is
predictive error variance under the assumption of no model defects. The “three-term” results include
all of the terms of Equation 2.14, which is the predictive error variance including the contribution
of model error.
2.6.1 Omitting observations
The error variance function for predicting water levels at location G was calculated using only
observations from locations B and C for calibration, because excluding observations from location A
may be presumed to minimize the potential for predictive bias since location A is near an extraction
well whose pumping rate is uncertain. However, even without an apparent source of structural noise,
the third term of Equation 2.14, is non-zero (Figure 8). The difference between the 2-term and 3-
term prior uncertainty (i.e. the intersection of the error variance functions with the y-axis) is less
30
than 0.01 m2, indicating that predicting head at this location is only slightly sensitive to the omitted
parameters ko. However, inclusion of the third term does shift the error variance minimum from
near 180 singular values to about 165 singular values, implying that, for this prediction, seeking a
poorer fit is appropriate in the presence of model error. The three-term minimum of error variance
is also slightly higher than its two-term counterpart, indicating model defects have reduced the
reliability of the calibrated model to make this water-level prediction.
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Figure 8.: Predictive error variance function for water level at ungauged location G. Vertical lines
mark curve minima. 2-term results are calculated using only the first two terms of Equation 2.14;
3-term results are calculated using all the terms of Equation 2.14. The addition of the third (model
error) term does not substantially increase error variance.
The same process was applied to predicting the volumetric groundwater discharge to surface
water during the 120 d prediction period; this type of prediction is a key objective for integrated
surface-water/groundwater models. Only unprocessed observations from locations B and C were
used to calibrate the model prior to making the prediction under drought conditions. However, in
contrast to the water-level prediction, model error plays a much larger role in the predictive error
variance function (Figure 9). The model error (third) term dominates the other two terms of Equa-
tion 2.14 for singular values less than 400. The 2-term minimum of error variance 1.5× 106(m3)2
(volume2) occurs near 180 singular values. However, the 3-term minimum of error variance is
2.5 × 106(m3)2, occurring near 450 singular values. For this prediction, the intuitive strategy of
seeking a poorer fit to the calibration dataset as a mechanism to reduce the negative effects of model
error is not effective, and results in a potential for predictive error that exceeds the prior uncertainty
if less than 200 singular values are used for calibration. A more appropriate calibration strategy for
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this prediction is to seek a good fit so that more parameters can adopt compensating roles, which in
turn has a beneficial effect in reducing error variance.
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Figure 9.: Predictive error variance function for volumetric groundwater contribution to surface-
water. Vertical lines mark curve minima. 2-term results are calculated using only the first two
terms of Equation 2.14; 3-term results are calculated using all the terms of Equation 2.14. The third
(model error) term increase error variance and shifts the minimum from near 180 singular values to
near 450 singular values. For reference, the initial forward model run predicts an exchange volume
of 25,000 meter3.
Equation 2.14 also can be used to compare the relative benefit of different strategies to mitigate
the potentially degrading effects of model error on post-calibration predictions. A direct comparison
of error variance functions for the predicted water level at location A (at the end of the prediction pe-
riod) was computed for two cases. In the first case, observations from location A (computed during
the calibration period) are included in the calibration dataset; the second case excludes them. Cal-
ibration with observations from location A, despite their likely contamination by structural noise,
significantly reduces the error variance for predicting water level at the same location (Figure 10).
Results indicate that, in addition to structural noise, observations at this location must also contain
significant information pertaining to prediction-sensitive local hydraulic properties such that the
compensatory roles induced by contaminated observations have a beneficial effect for this predic-
tion. Furthermore, the profound error variance drop at four singular values for the 3-term equation
indicates the information content of observations from this site inform a single parameter solution
space eigencomponent (column of Vi1 of Equation 2.14). Successful use of a low-dimensional so-
lution space suggests a parsimonious parameterization scheme may be sufficient to minimize error
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variance for this prediction.
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Figure 10.: Predictive error variance function for water level at location A. Vertical lines mark
curve minima. 2-term results are calculated using only the first two terms of Equation 2.14; 3-term
results are calculated using all the terms of Equation 2.14. Excluding observations from location A
increases predictive error variance.
Model predictions of advective water movement (including particle locations and times) are often
sensitive to null-space parameter components, which is an outcome of the reliance on parameter-
ization details that cannot be inferred from observation data used during calibration (Moore and
Doherty, 2005). To explore null-space dependent predictions, Equation 2.14 was applied to the par-
ticle travel distance prediction described previously. Comparisons of error variance functions for
the particle travel distance using unprocessed observations were computed for cases that include
and omit observations from location A (Figure 11). In contrast to the previous prediction, the struc-
tural noise accompanying observations from location A significantly increases the potential error
for predicting particle travel distance. Excluding observations from location A increases the 2-term
error variance, which is consistent with these observations informing prediction-sensitive parame-
ters. However, consideration of the 3-term results show that excluding these observations lowers
the minimum error variance. For this prediction, parameter compensation induced by calibrating a
defective model with observations from location A compromises the ability to make reliable predic-
tions.
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Figure 11.: Predictive error variance function for particle travel distance. Vertical lines mark
curve minima. 2-term results are calculated using only the first two terms of Equation 2.14; 3-term
results are calculated using all the terms of Equation 2.14. Excluding observations from location A
decreases error variance. For reference, the initial forward model run predicts a travel distance of
11,400 meters.
2.6.2 Observation processing
Equation 2.14 was used to examine the error variance associated with predicted water level at lo-
cation D for two alternative calibration strategies. The first strategy uses only unprocessed obser-
vations; the second uses only observations processed with the relative-datum processing operation.
Observations from locations A, B and C were included in both calibration datasets. The two-term
error function for this prediction is insensitive to the data processing, indicating this type of pro-
cessing has not removed any prediction-related information from the calibration dataset (Figure 12).
However, differences in the 3-term error functions are marked. Processed observations yield a much
lower predictive error variance, indicating observation pre-processing has removed some aspects of
the model error signal that induce parameter compensation. Removing these components, in turn,
reduces compensation-induced bias for this prediction (Figure 12).
2.6.3 KL transformation
Equation 2.14 was employed to evaluate use of the KL transform in model calibration and subse-
quent prediction of water level at location F. Unprocessed observations from locations A, B, and C
were used for two model calibration exercises. In one calibration, parameters were KL transformed
prior to calibration, while in the other they were not. KL transformation was accomplished using the
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Figure 12.: Predictive error variance function for water level at location D. Vertical lines mark
curve minima. 2-term results are calculated using only the first two terms of Equation 2.14; 3-
term results are calculated using all the terms of Equation 2.14. Observations were processed to a
relative-datum to reduce error variance.
prior parameter covariance matrix described previously. For some predictions, inclusion of expert
knowledge in calibration through the KL transformation is essential to eliminate additional model
error incurred through improper adjustment of parameters (Figure 13). Without KL transformation,
any attempt to calibrate the model raises the potential for predictive error. For other predictions, like
water level at location D (Figure 14) and E (Figure 15), use of the KL transform prevents localized
parameter compensation, which increases the potential for predictive error. The calibration-induced
compensatory roles assigned to the primary eigen components of the prior parameter covariance ma-
trix spread the effects of model error over larger regions of the model domain, resulting in degraded
predictive ability.
2.7 Discussion
A new method was developed to assess the predictive consequences of calibrating a simplified com-
puter model for the purpose of extracting information from a limited number of system state obser-
vations. The linear basis for the method has advantages and disadvantages. Real-world systems can
be (highly) nonlinear, therefore, analysis based on a linear assumption may only be approximate.
However this does not preclude the ability of linear subspace analysis to provide useful informa-
tion, as well as powerful insights into the strengths and weakness of different approaches to model
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Figure 13.: Predictive error variance function for water level at location F. Vertical lines mark curve
minima. 2-term results are calculated using only the first two terms of Equation 2.14; 3-term results
are calculated using all the terms of Equation 2.14. Use of the KL transform reduces error variance.
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Figure 14.: Predictive error variance function for water level at location D. Vertical lines mark
curve minima. 2-term results are calculated using only the first two terms of Equation 2.14; 3-term
results are calculated using all the terms of Equation 2.14. Use of the KL transform increases error
variance.
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Figure 15.: Predictive error variance function for water level at location E. Vertical lines mark
curve minima. 2-term results are calculated using only the first two terms of Equation 2.14; 3-term
results are calculated using all the terms of Equation 2.14. Use of the KL transform increases error
variance.
calibration. Use of linear subspace methods facilitates analysis of systems that have thousands of
unknowns. The synthetic analysis described herein used 6,288 parameters and required completing
6,289 model simulations, which can easily be completed in parallel. Given the complex nature of
groundwater and petroleum reservoir systems, failure to represent a high level of system complexity
in a computer model may invalidate the usefulness of the model.
Another benefit of the method is that the equations that emerge from linear analysis do not rely on
particular parameter values, or on the values of any particular observed value. Only sensitivities and
the prior parameter covariance matrix are required by Equation 2.14. It follows that analyses based
on Equation 2.14 do not require that the model be calibrated or that observations used for calibration
even exist. As a result, linear analyses can be used to assess many different options for formulation
of an inverse problem prior to actual calibration, including design of a model, parameterization, and
processing of observations and model-generated counterparts.
Given the complex relations between computer models and corresponding natural systems, all
methods for analysis of model error must necessarily rely on simplifying assumptions to form the
foundation for a tractable analysis. Use of Equation 2.14 assumes availability of the model of
“reality”
[
Zi Zo
]
that is simplified to form the computer model Zi. In real-world modeling
practice, even the most complex and dense parameterization schemes cannot represent the full suite
of omitted parameters needed to fill ko. Incomplete knowledge of all omitted parameters makes
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the effects of model error calculated with our new method approximate. However, in contrast to
most existing methods, use of Equation 2.14 can detect the invisible component of model error
and therefore does not require that model error generate any misfit during calibration (for example,
Kennedy and O’Hagan (2001)). In highly-parameterized settings, where parameter compensation is
more likely to occur, identifying the invisible component of structural noise is critical for estimating
the uncertainty of some predictions.
Application of Equation 2.14 to predictions made with an integrated surface-water/groundwater
model reveals a variety of outcomes that are strongly prediction dependent. For predictions that
are highly sensitive to null space parameter combinations of Zi, post-calibration error variance
may be reduced very little from its prior uncertainty because calibration does little to constrain the
prediction-sensitive parameters (Moore and Doherty, 2005). It follows that calibration also induces
little bias in these types of predictions. In contrast, for predictions that are in general very simi-
lar in location and character to observations used for calibration, history matching with a defective
model can be very effective in reducing the potential for predictive error by extracting informa-
tion from the observations, even though calibration may induce prediction-sensitive parameters to
assume compensating roles. For these predictions, the model can function effectively as a “black
box” since its main design and calibration criterion is the minimization of model-to-measurement
misfit. In fact, for these types of predictions, reducing model-to-measurement misfit may be more
important for minimizing error variance than the application of expert knowledge. This philosophy
underpins the design of model emulators (Young and Leedal, 2013). For these types of predictions,
the physical-basis of a process model can be safely abandoned.
Most model predictions lie somewhere between these two extremes; most models are built to eval-
uate future stresses that may be somewhat different from historical stresses. Therefore, matching
model outputs to system state observations only informs some of the prediction-sensitive parameter
combinations, while other parameter combinations remain uninformed and are in the null space of
the real-world model operator
[
Zi Zo
]
of Equation 2.2. Doherty and Christensen (2011) indi-
cate that, as a result of suboptimal simplification, these types of predictions are most vulnerable to
calibration-induced bias.
We have shown how the potential invisibility of bias associated with these types of predictions
makes robust estimation of posterior uncertainty difficult. If not properly accounted for, invisible
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calibration-induced bias may invalidate posterior uncertainty estimates (for example, see Figure 9).
The analyses presented above are possible because the omitted parameter space (ko) is completely
known in the synthetic, albeit complex model. In real world modeling analyses, the full dimen-
sion of ko cannot be known, which means robust quantification of uncertainty for some types of
predictions is nearly impossible. However, using the method presented herein, the potential for
calibration-induced predictive bias arising from commonly recognized sources of model error can
be estimated.
A number of strategies can be applied as part of calibration to identify model structural defects
as well as reduce the contribution that model structural defects make to the error variance of some
predictions, including:
1. Seeking a prediction-specific level of fit between observations and model outputs.
2. Processing of observation data and model-generated counterparts in ways that “filter out” ex-
pressions of model error before calibration.
3. Use of manual and/or mathematical parameterization and regularization techniques that allow
spatial and/or temporal containment of parameter compensation.
The use of Equation 2.14 in the above analyses has shown that the application of each of these
three strategies is prediction-dependent. This is in direct contrast to the common practice of using
a single, calibrated model for assessing posterior predictive uncertainty of many different types
of predictions. Calibration-induced predictive bias arising from model error is shown to severely
compromise this approach to model usage. Calibration instead should be implemented differently
for different predictions. Equation 2.14 can be used as a guide in implementing these prediction-
specific calibration strategies. The same model may need to be repeatedly calibrated with different
parameterization, different regularization and/or different objective function formulations to achieve
the maximum reduction of potential error for a suite of different predictions.
Parameterizing uncertain aspects of a computer model is an inherently subjective process. In
groundwater modeling settings, a parsimonious parameterization has been recommended by Voss
(2011a,b); Hill and Tiedeman (2006) and others. Purposefully limiting the number of estimable pa-
rameters may not degrade the reliability of model predictions that strongly resemble the historical
system responses. For other predictions that are sensitive to null-space parameter combinations,
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parsimonious parameterization introduces another unnecessary layer of model imperfection that
may contribute significantly to post-calibration error variance. Parameterization-induced error can
be minimized by adopting a highly-parameterized approach to model calibration and uncertainty
analysis. Highly-parameterized inversion is not suggested to achieve a better fit with observations
because a well-fit imperfect model can substantially increase the potential bias for some predictions.
Instead, high parameter dimensionality provides mathematical inversion and associated regulariza-
tion techniques with maximum flexibility in separating the solution space of Zi from null space,
which, in theory, should reduce the misalignment of these subspaces with the subspaces of the real-
ity model
[
Zi Zo
]
. Additionally, predictions with a high null-space dependency require the use
of many parameters to effectively assess posterior predictive uncertainty.
2.8 Conclusion
The present paper expands the theory originally presented by Doherty and Christensen (2011) and
investigates the ramifications of using structurally defective models to predict the response of com-
plex environmental systems to future stresses. The focus is on systems that involve subsurface
flow because these systems are normally accompanied by a high level of spatial heterogeneity, in
lithologies, boundaries, and hydraulic properties.
The theory and examples provided demonstrate that the reliability of predictions made by a de-
fective model may or may not be seriously compromised by a model error. For some model predic-
tions, defects can be “calibrated out”. These predictions tend to be similar to the calibration dataset.
However, the reliability of other predictions made by the same calibrated model may be seriously
compromised by the calibration process. Unfortunately, the model which is used to make predic-
tions cannot be used to analyze the effect of model error on those predictions. However, through
necessarily synthetic studies, such as the present one, an analogue of a natural system can be used
to infer the extent of possible calibration-induced bias, as well as strategies that may mitigate these
effects for common types of model predictions used to inform decision making.
The present study demonstrates that construction, calibration and predictive usage of a defective
model is considerably more complicated than for a presumed defect-free model. As shown, strate-
gies that protect the reliability of a prediction from the worst effects of model error may actually
degrade the reliability of other predictions. This is in contrast to the concept of a single “calibrated
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model” that is used for making a suite of predictions. This study suggests that many aspects of the
model construction and calibration process must be designed for a single type of model prediction.
If another type of prediction is needed, another construction and calibration strategy may be neces-
sary to optimize the ability to make that prediction. Specific aspects of the calibration process that
may need prediction-specific adjustment include formulation of the objective function, the level of
fit sought with the calibration dataset and formulation of an appropriate regularization strategy.
The present study also demonstrates that the link between a well-calibrated model and reliable
predictions may be broken. For some predictions, achieving a good fit during the calibration process
results in a large reduction in error variance, regardless of the compensatory roles that parameters
assume from the calibration process. For other predictions, any adjustment of model parameters
to improve the fit with the calibration dataset induces bias that can severely compromise predictive
reliability.
Given the contrast between common modeling practice and the outcome of the present study, it is
hoped that methods such as the one presented herein continue to be applied to synthetic studies that
resemble real-world contexts. Such studies will provide modelers with the qualitative knowledge
needed for the “art” of environmental modeling. The outcomes of these synthetic studies will pro-
vide the environmental modeling community with greater confidence for making subjective model
construction, calibration and application decisions that are an inherent part of the modeling process.
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Chapter 3
Efficient inversion and uncertainty quantification of eruption parameters from tephra
deposits
3.1 Introduction
Volcanologists classify eruptions by magnitude and intensity (Newhall and Self, 1982). These erup-
tion characteristics are critical for accurate comparisons of rates of volcanic activity in space and
time, investigation of processes and for hazard assessments (Connor et al., 2001; Costa et al., 2009).
The inversion of eruption parameters, such as mass erupted, eruption column height, and total grain-
size distribution, from tephra fallout deposits provides a means of quantifying these eruption char-
acteristics for observed and unobserved eruptions. The estimation of eruption parameters, including
parameter uncertainty estimates, is accomplished using data from sampled tephra fallout deposits,
a forward model to calculate expected deposit characteristics from a given set of input eruption
parameters, and an optimization algorithm to search the parameter space for best-fit solutions to
the data. Because inversion ideally provides a robust estimate of uncertainty in parameters such as
eruption mass and column height, it is an important tool for classifying and understanding volcanic
eruptions, as well as the information content of the tephra dataset.
A number of inversion algorithms have been proposed to estimate eruption parameters from
tephra fallout deposits. These include grid search methods (Pfeiffer et al., 2005), linear inversions
that make assumptions about the geometry of the eruption column, wind field and/or granulometry
distribution (Bonasia et al., 2010; Klawonn et al., 2012, 2014), and nonlinear methods such as the
downhill simplex method (Connor and Connor, 2006; Volentik et al., 2010).
We present a combined inversion-uncertainty analysis approach that efficiently identifies max-
imum a posteriori parameter estimates and also estimates posterior parameter uncertainty. Our
approach can easily accommodate high parameter and observation dimensions, different types of
observations and, if necessary, has the flexibility to support a multicomponent objective function
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with complex observation weighting and covariance relations. Following inversion, a linear-based
framework is used to estimate the conditional uncertainty of the eruption parameters given a set of
tephra measurements of deposit thickness and/or grainsize distribution in measured sections. The
analysis can be used to rapidly assess parameter uncertainty.
In contrast to previous tephra inversion analyses, which rely on fixing some of the estimable
parameters prior to inversion to form a well-posed problem (Connor and Connor, 2006; Scollo
et al., 2008; Bonasia et al., 2010; Volentik et al., 2010; Klawonn et al., 2012), our approach allows
for simultaneous estimation of all uncertain model inputs, including wind field parameters, relying
instead on formal regularization to govern parameter plausibility. By allowing all uncertain inputs
to be adjusted simultaneously, we can remove any prior assumptions related to parameter values and
relationships and also obtain a more robust estimate of posterior eruption and atmospheric parameter
uncertainty.
The physical model Tephra2 (Bonadonna et al., 2005; Connor and Connor, 2006; Volentik et al.,
2010; Magill et al., 2014) is used to simulate downwind transport and deposition of tephra. Tephra2
implements an analytical solution to the advection diffusion equation and simulates a vertically
discretized atmosphere.
The remainder of this work is organized as follows. First, a brief review of the Tephra2 model is
presented. Then the theory for the inversion and uncertainty quantification approach is developed.
The approach is then applied to the 2011 Kirishima-Shinmoedake eruption and the 1992 eruption of
Cerro Negro. We conclude with a brief discussion of the results and the limitations and applicability
of the approach.
3.2 Tephra2 model
The Tephra2 model is a public-domain physical model that simulates the transport and deposition
of tephra from a specified plume and wind field (Bonadonna et al., 2005). The interested reader is
referred to Connor and Connor (2006) or Bonadonna et al. (2005) for a complete description of the
Tephra2 model. Here we briefly summarized some of the relevant characteristics and inputs to the
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model. Tephra2 solves a conservation of mass equation of the form
M (x, y) =
H∑
i=0
φmax∑
j=φmin
M0i,jfi,j (x, y) , (3.1)
where M0i,j is the cumulative total mass of size j (φ) particles released from a discrete point source
i of height zi in the plume of height H and transported to the ground during a specific eruption.
The term fi,j(x, y) is a functional that describes the advective and diffusive transport of the
particles of size j released from point i to the location on the ground x, y. An advantage of this
formulation is that tephra transport is defined by a closed form, Eulerian solution. This greatly
increases computational speed compared to a numerical simulation of particle transport, such as
Oberhuber et al. (1998); Suzuki et al. (2005) but requires simplification of the plume and dispersion
model.
Atmospheric tephra transport is complex and depends on many factors, including dynamics of
the volcanic plume (Sparks, 1986), particle interaction and aggregation (Textor et al., 2006b,a) and
coupling between the atmosphere and volcanic plume (Byrne et al., 2007). The use of analytical
solutions, like Tephra2, are reasonable for modeling deposits, especially in medial facies (e.g., 5-
50 km from the vent) where near-vent processes (e.g., tephra fallout from the edge of the jet (Ernst
et al., 1996)) are less pronounced or are absent. Far downwind, in distal facies, accumulations are
low and may be strongly affected by particle interaction, vertical diffusion in the atmosphere, and
the 4-dimensional structure of the wind field.
Following Bonadonna et al. (1998), Tephra2 simulates three distinct particle settling velocity
regimes. The boundaries of each regime by marked by Reynolds numbers (Re) that correspond to
the inferred transitions between laminar, intermediate and turbulent conditions:
vj =

ρjg
2
j
18µ Re < 6,
dj
[
4g2ρ2j
225µ/rhoa,k
] 1
3
6 ≤ Re < 500,[
3.1ρj
ρa,k
] 1
2
Re ≥ 500
 (3.2)
where µ is the viscosity of air (Pa s), g is gravitational acceleration (ms−2),ρj and dj are the
particle diameter (φ) and density (kgm−3), respectively, and ρa is the air density of atmospheric
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layer k, given by
ρa,k = ρstde
− hk
8200 (3.3)
where ρstd is density of the atmosphere at sea level and hk is the height above mean sea level (amsl)
of the center of atmospheric layer k.
Tephra2 approximates the variation of density as a function of particle size (diameter) using two
end member particle density, ρlithic and ρpumice in the conditional expression
ρj =

ρpumice ifφj < φC
ρmax − ∂ρ∂φ∆φ ifφmin ≤ φj < φmax
ρmax ifφj ≥ φF
 (3.4)
where φC and φF at the specified coarse and fine grain sizes, respectively. Tephra2 assumes a
linear particle density equation of state so that
∂ρ
∂φ
=
∆ρ
∆φ
. (3.5)
Using these particle characteristics, the total fall time is the sum of the fall time through each
specified atmospheric layer:
ti,j =
Hi∑
k=0
zk
vj
(3.6)
where zk is the thickness of layer k. Tephra2 assumes a uniform settling velocity by layer.
Tephra2 implements a fall-time threshold parameter, τ , that controls which diffusion model is
applied:
σ2i,j =
 4K(ti,j + t′i) ifti,j < τ
8C
5 (ti,j + t
′
i)
5
2 ifti,j ≥ τ
 (3.7)
where K is the Fickian dispersion coefficient and C is an apparent eddy diffusion correction. For
larger particles, the total fall-time is less than the fall-time threshold and the Fickian diffusion model
is used. However, smaller particles are more likely to be influenced by complex plume-atmosphere
interaction, such as turbulent eddy processes. Therefore, an apparent eddy diffusion correction is
used to further disperse smaller particles during simulated transport. The eddy correction is applied
to particles once the fall time exceeds the specified fall-time threshold parameter.
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Tephra2 combines all of these characteristics to simulate the advective and diffusive transport of
particles using an analytical solution (Suzuki, 1983)
fi,j(x, y) =
1
2piσ2i,j
exp
[
−(x− xi,j)
2 + (y − yi,j)2
2σ2i,j
]
, (3.8)
where
xi,j = x0 +
Hi∑
k=0
wx,kzk
vj,k
(3.9)
and
yi,j = y0 +
Hi∑
k=0
wy,kzk
vj,k
(3.10)
In Tephra2, the distribution of mass within the plume is modeled with a beta function
fi(z) =
zα−1(1− z)β−1
B(α, β)
(3.11)
where
B(α, β) =
Γ(α+ β)
Γ(α)Γ(β)
(3.12)
The ratio of α to β controls the how the tephra mass is vertically distributed. A value of 1.0 results
in a uniform distribution; values greater than or less than 1 result in the total erupted tephra mass
being skewed to the bottom or top of the plume, respectively.
Substituting equation 3.12 into equation 3.11 and substituting the results with equation 3.8 into
equation 3.1 yields
M (x, y) =
H∑
i=0
φmax∑
j=φmin
1
2piσ2i,j
exp
[
−(x− xi,j)
2 + (y − yi,j)2
2σ2i,j
]
Mφmaxφmin
Γ(α)Γ(β)zα−1(1− z)β−1
Γ(α+ β)
,
(3.13)
where Mφmaxφmin is the total tephra mass between size classes φmin and φmax.
For any given eruption, many of the Tephra2 inputs are uncertain and may conditioned by ob-
servation data. These include total eruption mass (kg), plume height (m), median and standard
deviation of all erupted tephra (φ), fall-time threshold (s), Fickian and apparent eddy dispersion
coefficients (m2s−1), alpha-beta ratio, and lithic and pumice particle density (kg/m3).
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3.3 Inversion Approach
We use the Levenburg-Marquardt algorithm (LMA) (Marquardt, 1963) for the inversion of tephra
fall-out data to infer eruption parameters. The algorithm is coupled to the Tephra2 fallout model
through a model-independent interface (Doherty, 2012). Therefore, although we demonstrate the
utility of this inversion approach with the Tephra2 forward model, any forward model for tephra
dispersion may be used within this inversion method in principle. The algorithm is based on the
Gauss-Newton algorithm that is modified to form a trust region between the quadratic-approximated
Newton search direction and the gradient descent direction in parameter space (Aster et al., 2013).
The operating equation of the LMA can be written
θn = θc − (JTΣ0.5 J + λI)−1JθTc Σ0.5 r, (3.14)
where J is the Jacobian matrix, λ is the Marquardt parameter, I is the identity matrix, Σ is the
measurement noise covariance matrix, r is the residual vector, and θn and θc are the new and current
parameter vectors, respectively. The residual vector, r is calculated as observation data minus the
model-simulated equivalents. Iterations with equation 3.14 are continued until a minimum of the
weighted least-squares objective function is found, which is defined as
Φ = (h− Jθ)TΣ0.5 (h− Jθ) (3.15)
where h is the vector of observations used for inversion and the matrix-vector product Jθ yields the
vector of model simulated equivalent observations, evaluated at θ.
The Jacobian matrix, J, of equation 3.14 is central the LMA as well as the uncertainty quantifica-
tion (UQ) procedure presented below. It is a matrix of first partial derivatives of observations with
respect to parameters. For example, the J entry for parameter j and observation i is
J [obsi, parj ] =
∂obsi
∂parj
. (3.16)
The columns of J are first-order sensitivity vectors for each parameter, while the rows of J are
the response vector of each observation with respect to a given parameter. In the absence of an
adjoint solution or analytical derivatives, the elements of J are typically filled with finite-difference
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approximations,
∂i
∂j
≈ ∆i
∆j
, (3.17)
which can calculated via parameter perturbations.
If the normal matrix, JTΣ0.5 J, is singular, the inverse problem is said to be ill-posed (Aster et al.,
2013). To stabilize the inverse problem and enforce prior knowledge, we use a combination of
truncated singular value decomposition (TSVD) regularization (Aster et al., 2013) and Tikhonov
regularization (Tikhonov and Arsenin, 1977) for the inversion of eruption parameters given a tephra
fallout dataset.
TSVD regularization is implemented by applying the singular value decomposition to the matrix,(JTΣ0.5 J+
λI) of equation 3.14:
(JTΣ0.5 J + λI) = USV
T , (3.18)
where U and V contain the left and right singular vectors of the normal matrix, respectively, and S is
a diagonal matrix of decreasing singular values. If p non-zero singular values are along the diagonal
of S, then the pseudo inverse of the normal matrix is
(JTΣ0.5 J + λI)
+ = VpS−1p U
T
p , (3.19)
where + denotes the pseudo inverse and p denotes the singular components associated with the first
p (non-zero) singular values. Equation 3.19 is substituted into 3.14 to form a stabilized solution to
an ill-posed inverse problem.
The use of Tikhonov regularization transforms the inverse problem from a maximum likelihood
(ML) estimation problem to a maximum a posteriori (MAP) estimation problem (Oliver et al., 2008).
Tikhonov regularization is implemented by augmenting Φ of equation 3.15 with
Φ = Φm + αΦr = (h− Jθ)TΣ0.5 (h− Jθ) + αΦr, (3.20)
where Φm is the weighted least-squares measurement objective function and Φr is the regularization
penalty that represents preferred parameter states and/or relationships, which are defined by expert
knowledge. The algorithmic parameter α controls the enforcement of Tikhonov regularization,
where larger values of α result in a poorer fit to observed data but better agreement with expert
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knowledge. Our approach assigns individual weights to each Tikhonov parameter penalty that are
in proportion to each parameter’s prior uncertainty. This ensures that parameter adjustments are
made in accordance with expert knowledge.
By specifying a target value of Φm, Φmtarget , the inverse problem can be transformed into a
constrained optimization problem to maximize α subject to Φm ≤ Φmtarget . In this framework,
the goal of the inversion process is to find a minimum of regularization error constrained by the
specified level of measurement noise.
3.4 Uncertainty quantification using linear theory
The inversion process seeks to find the best-fit eruption parameters, given a tephra dataset. How-
ever, it is also important to understand how the information in the tephra dataset has affected the
uncertainty of the eruption parameters. While complete characterization of the posterior parame-
ter uncertainty distribution is desirable, the computational cost associated with this characterization
can make full characterization prohibitive. This is especially true for high parameter dimensions.
Alternatively, linear theory can be used to efficiently estimate parameter uncertainty bounds that
are conditional on the observation dataset. While the linearity assumption has some limitations, the
results of linear analysis are nevertheless informative and very computationally efficient.
To derive a relation for conditional parameter uncertainty, first we demonstrate conditional prob-
ability in a linear framework. Suppose that the random vector x is partitioned into two subvectors,
x1 and x2, such that
x =
 x1
x2
 . (3.21)
Then, assuming a multivariate Gaussian distribution for x1 and x2, the covariance matrix of x can
be represented as
Σx =
 Σ11 Σ12
Σ21 Σ22
 (3.22)
where the subscript “12” denotes the covariance between x1 and x2. If the elements of x2 become
known, then covariance matrix of x1 conditional on knowledge of x2, denoted as Σ′11, can be calcu-
lated as (Koch, 1989):
Σ′11 = Σ11 − Σ12Σ−122 Σ21. (3.23)
49
The matrix Σ′11 is known as the Schur complement of Σ11 in Σx (Golub and Van Loan, 1996). The
relation expressed in equation 3.23 for conditional probability will be used in the framework of a
linear model for the tephra fallout inverse problem. The standard form for a linear model is
h = Xθ +  (3.24)
where h is the observation vector, θ is the parameter vector,  is the measurement error vector, and
X is a linear operator mapping parameters to observations. The matrix X encapsulates the action of
the forward tephra fallout model. The goal of inversion approach we described previously is to find
the best θ in a least-squares sense that reproduces h.
Equation 3.24 can be combined with the the trivial equation
θ = Iθ, (3.25)
to yield  θ
h
 =
 I 0
X I
 θ

 , (3.26)
where I is the identify matrix and 0 is a matrix of zeros. Standard matrix operations for propa-
gation of covariance can be used to propagate the uncertainty in parameters, θ, and uncertainty in
measurement error, , to the left hand side of equation 3.26. Applying these rules, equation 3.26
becomes
Σ
 θ
h
 =
 I 0
X I
 Σθ 0
0 Σ
 I XT
0 I
 , (3.27)
which, after combining terms becomes
Σ
 θ
h
 =
 Σθ ΣθXT
XΣθ XΣθX + Σ
 . (3.28)
By assuming a linear model, X of equation 3.28 is replaced with J of equation 3.14. Then, using the
relation for conditional uncertainty propagation in equation 3.23 with equation 3.28, the conditional
uncertainty in the eruption parameters resulting from assimilation of the information contained in
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the tephra observations can be calculated as
Σ′θ = Σθ − ΣθJT
[
JΣθJ
T + Σ
]−1
JΣθ, (3.29)
where Σθ is the prior parameter covariance matrix, which is defined by expert knowledge about
eruption parameters, and Σ′θ is the parameter covariance matrix that is conditional on the informa-
tion in the observations. The second term of the right-hand side of equation 3.29 represents the
reduction in parameter uncertainty resulting from the transfer of information from the observations
to the parameters during inversion. The diagonal elements of Σ′θ are the conditional variances of
the eruption parameters, which we will use to express posterior parameter uncertainty.
The measurement noise covariance matrix, Σ, in second term of equation 3.29 influences the
ability of the tephra observations to condition the eruption parameters. Specification of the potential
for large observation errors, encapsulated in Σ, can prevent the inverse problem from reducing
parameter uncertainty for those parameters that are sensitive to highly-uncertain observations (e.g.
the elements along the corresponding row of J are large).
The prior parameter covariance matrix, Σθ, also plays an important role in equation 3.29. If an
eruption parameter is specified as highly uncertain prior to inversion, as described in Σθ, and the
tephra observations do not inform this parameter (e.g. the elements along the corresponding column
in J are small), then considerable parameter uncertainty may remain after inversion.
It is important to mention that treating a parameter as fixed implies complete knowledge of that
parameter and indicates zero entries along the corresponding row and column of Σ. While this
may be obvious, the effect that fixing parameters may have on the conditional uncertainty of the
remaining adjustable parameters may not be as obvious. Depending on the relations between the
observations and parameters, fixing a parameter can result in a decreased uncertainty in other ad-
justable parameters. This outcome is the reason it is important to allow all uncertain model inputs
to appear in equation 3.29. Otherwise, the resulting eruption parameter uncertainty estimates may
not be conservative.
Equation 3.29 assumes a linear inverse problem, indicating that J is independent of the actual
values of the parameters or the observations. This is verified by the absence of θ and h in equa-
tion 3.29. It follows that an uncertainty assessment with linear analysis can be completed prior to
inversion or any actual data collection. In this way, linear analysis can be used to guide data acqui-
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sition strategies to minimize posterior parameter uncertainty. Linear analysis to can also be used to
guide objective function formulation to minimize posterior parameter uncertainty for parameters of
interest (Dausman et al., 2010; White et al., 2014).
3.5 Application to the 2011 Kirishima-Shinmoedake eruption
The inversion and uncertainty quantification approach previously described was applied to the 2011
eruption of Kirishima-Shinmoedake volcano, located in Kyushu, Japan. There were many direct
observations of the eruption, so inversion of this dataset provides an important verification of the
approach.
The 2011 Kirishima-Shinmoedake event occurred between January 26th, 2011 and January 29th,
2011 and emanated from the Shinmoedake Volcano, which is this part of the larger Kirishima Vol-
cano Complex. The dataset used for inversion was collected from the main tephra fallout event,
which occurred on the evening of January 26th through the morning of January 27th (Miyabuchi
et al., 2013). The plume from the 2011 Kirishima-Shinmoedake eruption was strongly affected by
wind, which was reported to be as high as 80 ms−1 at 11 km above sea level (Suzuki and Koyaguchi,
2013).
Tephra thickness was measured at 63 locations downwind on the vent (Figure 16 A). These 63
measurements were converted to isomass and were used to invert 31 eruption parameters used by
Tephra2. The Tephra2 wind field was discretized in 10 1-km thick zones of uniform wind speed and
direction, accounting for 20 of the adjustable parameters. Remaining eruption parameters are sum-
marized in Table 2. Tikhonov and subspace regularization were used to stabilize the inverse problem
as well as to enforce prior knowledge on inverted parameter values. As previously discussed, the
Tikhonov constraints were formulated to enforce a preference for initial parameter values and were
weighted in proportion to the prior uncertainty of each parameter.
Observations of the tephra isomass were assigned weights that are inversely proportional to the
magnitude of the observed value. We assume that the measurement errors are independent and
normally distributed, so that Σ of equation 3.29 is a diagonal matrix. Following Engwell et al.
(2013), the standard deviation of error in each tephra measurement was assumed to be 30% of
the measured value, which we consider to be conservative as the data were collected in the days
immediately following the eruption from pristine deposits. This weighting strategy attempts to
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Figure 16.: Locations of Kirishima-Shinmoedake tephra measurements. A.)Locations of tephra
measurements collected following the 2011 Kirishima-Shinmoedake eruption. B.) Best-fit model
simulated total tephra isomass. C.) Weighted residual isomass. D.) Inverted wind profile. The
dashed black line shows the initial wind direction of all atmospheric layers.
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remove the effects of large magnitude tephra measurements made near the vent that are more likely
to be influenced complex transport and depositional processes not simulated by the Tephra2 code.
3.5.1 Inversion and UQ results
Inversion of the 2011 Kirishima-Shinmoedake parameters using the 63 tephra measurements leads
to physically-plausible and reasonable parameter estimates (Table 2). Further, these parameters are
in general agreement with direct and indirect measurements of environmental and eruption con-
ditions made during and immediately after the primary eruption event on January 26th and 27th
(Suzuki and Koyaguchi, 2013) (Figure 16 D). We note that the inversion process is able to fit the
tephra measurement to the level of specified measurement error model (Figure 16).
Application of equation 3.29 to the 2011 Kirishima-Shinmoedake inverse problem reveals that the
ability of the tephra dataset to reduce parameter uncertainty varies considerably among estimated
parameters (Table 2 and Figure 17). For example, eruption mass is well informed by the tephra
dataset; the range of eruption mass posterior uncertainty bounds is reduced by more than 98% com-
pared to the range of prior uncertainty bounds. However, uncertainty in the estimated plume height
is only reduced about 11% by the inversion process. We note that the UQ results for eruption mass
and plume height obtained with equation 3.29 are similar in character to the posterior uncertainty
distributions obtained by more rigorous and computationally-demanding monte carlo UQ analyses
of Scollo et al. (2008).
3.6 Application to the 1992 Cerro Negro eruption
Cerro Negro is a relatively small, young basaltic cinder cone located in central Marrabios Range of
Nicaragua and has erupted more than 23 times since formation in 1850 (Connor and Connor, 2006).
Typical eruptions produce plume heights of 1 to 8 km with a typical duration of hours to days (Hill
et al., 1998). The April 1992 eruption event of Cerro Negro is divided into two stages of activity,
A and B. The first, more energetic stage A lasted about 6 hours and produced a reported plume
height about 7 km above mean sea level (amsl). The second, less energetic, stage B lasted about 17
hours and only produced a reported 1 - 4 km high plume that was strongly affected by wind (Martin,
2004).
Tephra from the April 1992 Cerro Negro erpution was measured at 79 locations (Figure 18). At
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Figure 17.: Prior (gray bars) and posterior (black lines) 95% confidence bounds for the Kirishima-
Shinmoedake wind profile parameters. Several wind directions are well informed, which is at-
tributable to the strong influence the wind exerted on the plume. Given the best-fit plume height
of 8.2 km, the wind direction parameters above this height are largely uncertain since they do not
contribute to model-simulated tephra accumulation.
each location, tephra samples were collected and subjected to granulometric analysis with 0.5φ bin
sizes from -4φ to 4φ. At many of the measurement locations, the two distinct eruption stages can
be identified based on the observed tephra morphology (Martin, 2004). However, stages A and B
were not distinguished at every location. At locations where two clearly defined stages could not be
identified, the tephra deposit was treated as a single unit (Figure 18).
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Figure 18.: Locations of Cerro Negro tephra thickness and granulometry measurements. Distinct
eruptions stages were identified at some locations.
For inversion purposes, each “forward run” of the Cerro Negro simulation actually consists of
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two separate Tephra2 runs, corresponding to eruption stages A and B. These two simulations are
then followed by a final post-processor to sum the results of the two simulations to yield a total
simulated tephra isomass at each of the 79 locations.
The simulated 2-stage eruption for the Cerro Negro inversion required estimation of 60 eruption
parameters, with separate eruption and wind parameter sets for each stage. The simulated wind
fields for stage A and B were separately discretized into 11 and 9 1-km thick atmospheric layers of
uniform wind direction and magnitude.
The half-φ-width grainsize data were used to calculate the portion of total tephra mass occupying
each bin for each of the 79 measurement locations. The resulting grainsize mass fraction data for
bins from -4.0φ to 0.5φ were used in the inversion. The granulometric data for φ sizes smaller than
0.5 (0.5 to 4.0φ) were not used because these fine tephra particles were likely effected by complex
4-D plume-atmospheric interactions during and immediately following the eruption (Martin, 2004).
A total of 1,116 observations were used for the Cerro Negro inversion, which includes tephra
isomass for Stage A, Stage B and total tephra isomass, as well as the mass in each grainsize bin from
-4.0φ to 0.5φ for both stages, if available. Similar to the Kirishima-Shinmoedake inversion, the
tephra isomass data were assigned a conservative, normally-distributed measurement error model
with a standard deviation of 30% of the measured value. The -4.0φ to 0.5φ granulometric data
were assigned a more-conservative weight of 50% of the bin mass because it is assumed these data
may also be subject to additional error introduced during collection and granulometric analysis.
Equation 3.29 was applied to Cerro Negro inversion using three different formulations of the
measurement noise covariance matrix, Σ, to evaluate the worth of the granulometry data in con-
straining eruption parameters and the importance of accommodating measurement noise. In the
first scenario, eruption parameter uncertainty was evaluated using the measurement error model
described previously. The second scenario uses a reformulated Σ of equation 3.29 so that only
tephra isomass data are used to condition the parameters, which represents the most common type
of tephra fall out inversion analysis. The third scenario evaluates a measurement error model where
all observations, including both tephra isomass and grainsize mass fraction, are assigned a standard
deviation of 1.0 kgm−2, which implies a higher level of confidence in the data and in the ability of
the physical model to reproduce the range of tephra measurements. We note that testing these data
worth scenarios only required changing the specified Σ of equation 3.29 and then recalculating the
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conditional parameter covariance matrix. No additional model runs are required.
3.6.1 inversion and UQ results
Inversion for the Cerro Negro eruption parameters yielded physically plausible parameters that are
in general agreement with the expert knowledge (Table 3 and Figure 19 D). Given the limited di-
rect observations of the 1992 Cerro Negro event, it is important to understand and quantify the
uncertainty in the best-fit eruption parameter values. Application of equation 3.29 for this purpose
indicates that considerable uncertainty persists several of the eruption and wind parameters (Figure
3 and Table 3).
Use of equation 3.29 confirms the worth the granulometry data for reducing parameter uncer-
tainty. Table 4 shows a comparison of the three parameter uncertainty scenarios. Comparing Sce-
nario 1 and Scenario 2 reveals that granulometry information reduces the uncertainty for many
eruption parameters, even though these data are specified as highly uncertain. Further, Scenario 3
indicates that the granulometry dataset has enough information to constrain most eruption parame-
ters within a narrow range.
3.7 Discussion
We have presented a computationally efficient framework for the inversion and uncertainty quantifi-
cation of eruption parameters given a tephra fallout dataset. The UQ method is based on a linearity
assumption, which makes the results only approximate. However, the results of the UQ analysis are
still relevant and informative. Considering the combined inversion and UQ took less than 5 min-
utes on a multi-core laptop computer, this approach represents a tractable entry point for inversion
and UQ analysis of eruption events. It is anticipated that our approach will lead to more robust
estimates of eruption parameters and facilitate better understanding of the information content in
tephra datasets. Additionally, the linear basis of the UQ analysis means this approach can be used to
design a field campaign by guiding the collection of tephra measurements to minimize the number
of redundant data points while also maximizing the information content of the dataset with respect
to parameter uncertainty.
It is important to recognize that within the range defined by the lower and upper 95% confidence
bounds, all values are assumed to be equally likely. This is a departure from traditional tephra
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Figure 19.: Results of the Cerro Negro inversion. A.) Best-fit model simulated total tephra thick-
ness. B.) Weighted residual isomass. C.) Stage A inverted wind profile. D.) Stage B inverted wind
profile. The dashed black line marks the initial wind direction for all atmospheric layers.
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Table 4: Comparison of the percent reduction in uncertainty for three Cerro Negro data worth
analyses. Percent reduction is calculated as (1.0 − ∆posterior∆prior ) ∗ 100.0 where ∆prior and ∆posterior
are the ranges of the prior and posterior 95% confidence bounds. Scenario 1 uses an informed
measurement error model. Scenario 2 uses only isomass data for parameter conditioning. Scenario
3 assumes an increase in the quality of the data as well as the ability of the model to reproduce the
data.
Stage Parameter (units) Scenario 1 Scenario 2 Scenario 3
A Fickian diff. 100.0 99.9 100.0
A alpha-beta ratio 96.2 90.2 99.7
A eddy diff. 0.0 0.0 0.0
A eruption mass 98.5 96.8 99.9
A fall time threshold 0.0 0.0 0.0
A grainsize std. dev. 97.3 77.4 99.9
A lithic density 0.0 0.0 77.7
A median grainsize 89.4 24.0 99.6
A plume height 79.6 38.7 96.4
A pumice density 26.4 24.6 85.0
B Fickian diff. 97.0 93.4 99.6
B alpha-beta ratio 96.3 95.3 99.5
B eddy diff. 0.0 0.0 0.0
B eruption mass 42.3 0.0 92.5
B fall time threshold 0.0 0.0 0.0
B grainsize std. dev. 96.6 32.9 99.7
B lithic density 0.0 0.0 23.2
B median grainsize 74.5 8.3 97.6
B plume height 16.1 0.0 81.8
B pumice density 10.9 10.2 52.4
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Figure 20.: Prior (gray bars) and posterior (black lines) 95% confidence bounds for Cerro Negro
wind profile parameters. Compared to the Kirishima-Shinmoedake inversion, few wind parameters
are well conditioned.
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inversion analyses, which typically report a single, best-fit value for estimated eruption parame-
ters. For example,the results of our UQ analysis reveal that the eruption mass for the Kirishima-
Shinmoedake eruption is equally likely for any value between 3.1E9 and 1.1e10 kg, which includes
previously-published point estimates (Miyabuchi et al., 2013). Similarly, the Cerro Negro eruption
mass is equally likely for any value in the range 2.5e10 to 7.8e10 kg, which also agrees well with
previously-published point estimates (Connor and Connor, 2006).
For the Kirishima-Shinmoedake analysis, eruption mass uncertainty is reduced by more than 98%
as a result of inversion with tephra isomass data. The same is not true for the 1992 Cerro Negro,
which is split into two stages. Scenario 2 Cerro Negro UQ results, shown on Table 4, indicate the
eruption mass for stage A is well constrained by the tephra isomass data, while the stage B eruption
mass is not. The lack of uncertainty reduction for the stage B mass is attributable to the correlation
between this parameter and other adjustable parameters. For example, if we assume the stage B
wind field is known, then stage B eruption mass uncertainty decreases considerably (not shown).
These outcomes suggest that for complex, multi-stage eruptions, tephra isomass data alone may not
be sufficient to uniquely constrain the eruption parameters of each stage. Instead additional lines of
evidence may be needed for inversion, such as granulometry data.
Plume height is an important eruption characteristic because it is a measure of eruption intensity
(Wilson et al., 1978). Unfortunately, for the Kirishima-Shinmoedake eruption, considerable plume
height uncertainty remains following inversion with tephra isomass data (Table 2). Similarly, for
the Cerro Negro inversion with only isomass data (Scenario 2), stage A plume height uncertainty
is reduced by about 40%, while stage B plume height uncertainty is not reduced. These results
suggest that large information deficits exist in the tephra isomass data with respect to this important
parameter. If the goal of an eruption analysis is to estimate plume height, then granulometry data
should be included in the inversion dataset to effectively reduce uncertainty.
Fortunately, supplementing the inversion dataset with tephra granulometry information reduces
uncertainty for many parameters, including plume height (Table 4, Scenario 1 vs Scenario 2). Pa-
rameter uncertainty can be reduced considerably more if we assume a higher level of confidence
in the granulometry data and in the model’s ability to reproduce the data, as demonstrated by UQ
Scenario 3 (Table 4). The results of this hypothetical UQ analysis show a marked reduction in the
uncertainty of most eruption parameters. While this level of confidence in the quality of data and
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the model may be difficult to achieve in practice, Scenario 3 demonstrates the high value of the
information in the granulometry data, as well as the power of a linear-based UQ approach to rapidly
evaluate hypothetical inversion scenarios.
We have shown that for a given eruption parameter, the uncertainty reduction provided by a
typical tephra dataset may differ between events. This result is not unexpected and is attributable
to differences in the eruption and wind-field parameter magnitudes and correlations, as well as
differences in the spatial distribution and magnitude of the tephra data used for inversion and the
measurement noise model. This variability highlights the need for UQ to accompany each tephra
inversion analysis. These context-specific UQ analyses not only add validity to inversion results,
but can also increase the understanding of the relationships between tephra deposition and eruption
characteristics.
3.8 Conclusions
The Levenburg-Marquardt algorithm has been used to effectively and efficiently invert eruption
parameters given a tephra dataset using the Tephra2 physical model. Following inversion, a linear-
based UQ analysis was is used to rapidly assess parameter uncertainty. We have shown that the
information content of tephra thickness datasets is sufficient to constrain some eruption parameters,
but not others. Furthermore, we have shown that, depending on the specified measurement noise
model, supplementing tephra isomass data with granulometry data may further reduce eruption
parameter uncertainty.
Differences in the uncertainty reduction for a given eruption parameter between the two presented
analyses indicate that it is unlikely that UQ guidelines can be developed that are applicable to
all tephra inversion analyses. Rather, the UQ process must be completed in the context of each
inversion analysis. To meet this need, we have developed an efficient framework for estimating the
uncertainty of eruption parameters and evaluating the worth of different types of data for reducing
uncertainty. It is anticipated that our approach can be used for a wide variety of tephra fallout
inversions, leading to an increased understanding of eruption characteristics and the value of the
information in tephra data.
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Chapter 4
Coupling geophysical investigation with hydrothermal modeling to constrain the enthalpy
classification of a potential geothermal resource
4.1 Introduction
The enthalpy of a geothermal resource is an important factor in determining suitability for electrical
power generation and ultimately, economic viability (Reed et al., 1983; Sanyal, 2005; Rezaie and
Aghajani, 2013). While understanding the role and scale of volcanic and tectonic processes provides
important system enthalpy information (Muffler, 1993), determining the enthalpy classification of
an undeveloped resource typically involves installation of test borings into the geothermal target
(Gupta and Roy, 2006). Depending on the depth to target, test borings can represent a high-risk
investment. Recognition of this cost has led to the use of geophysical data collection and analysis
to reduce the investment risk and guide locating and constructing test borings (Jennejohn, 2009).
However, even with the addition of geophysical analysis, the enthalpy classification for a given
geothermal system remains uncertain prior to installation of test borings.
Here we present a novel coupling of high-dimensional gravity inversion with hydrothermal mod-
eling to investigate an undeveloped geothermal system in the Karckar region of Armenia (Figure
21). The system is located along the Pambak-Seven-Sunik fault system, a major strike-slip fault
system formed at the boundary between the Eurasian and Arabian plates (Philip et al., 2001). In
the Karckar area, distributed Pleistocene and Holocene volcanism is associated with the fault zone,
especially along pull-apart basins formed by changes in the overall strike of the fault (Figure 21).
This study focuses on the use of geophysical methods coupled with hydrothermal circulation
modeling to investigate the Karckar geothermal system. We use the results from high-resolution 3-
dimensional gravity inversion to define the basin geometry, which controls the depth of circulation
in the hydrothermal model. In addition to the results of the high-dimensional gravity inversion, local
and regional geologic and hydrological data are used to specify properties and boundary conditions
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for a numerical groundwater flow model that simulates advective and conductive heat transport.
Two geothermal target configurations are evaluated, representing a low- and high-enthalpy system,
respectively. Temperature data from an existing down-gradient borehole are used in sensitivity
analysis to identify the most likely system configuration and resulting enthalpy.
4.2 Geological Setting
Armenia is located near the apex of the collision between the Arabian and Eurasian plates (Figure
21) (Dewey et al., 1986). The region is characterized by the extrusion tectonics of the Anatolian
block to the west and the Iranian block to the east. The complexity of the tectonic setting is demon-
strated by the contemporary presence of different tectonic stress regimes. Part of the convergence
between Arabia and Eurasia is accommodated by east-west trending folds and thrust faults. On
the other end, the east-west extension associated with the migration of the Iranian and Anatolian
blocks is accommodated through block rotation and a complex network of strike slip faults, which
are generally dextral when trending to the northwest and sinistral when trending to the northeast.
(Philip et al., 1992, 2001; Rebai et al., 1993; Karakhanian et al., 2002, 2004; Copley and Jackson,
2006; Reilinger et al., 2006).
One of these dextral faults is the Pambak-Sevan-Sunik fault. The trace of the Pambak-Sevan-
Sunik Fault extends nearly 400 km from where it enters Armenia at the Iranian border to its north-
western terminus near the triple border between Armenia, Turkey and Georgia. The Pambak-Sevan-
Sunik Fault has been the subject of numerous studies since the M7.1 1988 Spitak earthquake (Tri-
fonov et al., 1990, 1994; Philip et al., 1989, 1992, 2001; Karakhanian et al., 1997, 2002, 2004),
which occurred on a small splay of the Pambak-Sevan-Sunik Fault called the Spitak fault in north-
ern Armenia (Philip et al., 1992). The most recent of these studies (Philip et al., 2001; Karakhanian
et al., 2004) has broken the Pambak-Sevan-Sunik Fault into as many as six segments. However, for
our purposes we discuss the fault in terms of two sections, the Sunik section and the Pambak-Sevan
section. The Sunik section, which is the traverses our study area, trends north to north-northwest,
and is traceable from the Iranian border at the southern-most point in Armenia to the eastern shore at
the center of Lake Sevan, where it intersects the Pambak-Sevan section. The Pambak-Sevan section
trends west-northwest from the Sunik intersection with near Lake Sevan to the triple border between
Armenia, Georgia and Turkey.
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Figure 21.: Fault map of Armenia and surrounding region. Fault traces have been modified from
Karakhanian et al. (2004).
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The Sunik fault south of Lake Sevan is characterized by multiple small fault strands, and both
dilational and contractional bends and step-overs. One of the best expressed step-overs can be
observed in the area of the Karckar volcanic field (Figure 21). Here the Sunik fault, which trends
northwest to both the north and south of the volcanic field, makes an 15 km right step (Karakhanian
et al., 2002). Mapping by Karakhanian et al. (1997, 2002, 2004) identifies a relatively narrow (2-3
km wide) networks of north-trending oblique (normal and dextral) slip faults bounding a shallow
basin partially occupied by the Karckar volcanic field. The vents of the volcanic field appear to
be clustered in a north-south direction along the central part of the basin between the eastern and
western network of faults. However, field observations and satellite imagery reveal evidence for a
much larger distribution of volcanism than is depicted by the most recent events. While a minimum
offset of 700 m can be inferred from from faulted features like cinder cones, the total offset on the
Sunik and the networks of basin-bounding faults is unknown in the Karckar region as a result of
high volcanic production rates and the relatively slow slip rates.
4.3 Gravity results and model
A total of 257 gravity stations were occupied on a nearly uniform grid over a 40 km2 area that
spans a narrow pull-apart basin within which geothermal resources are thought to be located in the
Karckar area (Figure 22). Gravity data were collected to: (i) identify geological discontinuities
associated with potential fault-bounded basins; and (ii) provide data to constrain basin depth, a
key parameter for understanding the circulation and heating of groundwater. The primary origin of
gravity anomalies in the region is related to the density contrast between quartz monzonite identified
in an existing borehole, Borehole 4 (Figure 22), and the volcanoclastic and alluvial units that fill the
fault-bounded basin mapped within the survey area.
Gravity reductions were performed to enhance the local scale of anomalies associated with base-
ment faulting. Briefly, we use the Somigliana closed-form solution (Somigliana, 1930) to estimate
theoretical gravity:
gT =
ge(1 + k sin
2 φ)
(1− e2 sin2 φ) 12
, (4.1)
where gT , is the theoretical gravity on the GRS80 reference ellipsoid at latitude φ, ge is nor-
mal gravity at the equator equal to 978032.67715 mGal, k is a dimensionless derived constant
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Figure 22.: Study Area
equal to 0.001931851353, and e being the first numerical eccentricity with e2 having a value of
0.0066943800229. For the GRS80 ellipsoid the second-order formula for the precise free air cor-
rection is:
δgh = −(0.3087691− 0.0004398sin2φ)h+ 7.2125× 10−8h2, (4.2)
where the free air correction, δgh, is calculated in milligals and h is the elliptical elevation of
the gravity station measured in meters. Atmospheric and tidal corrections were also applied. The
Bouguer correction accounts for the mass of average crust between the base station and the measure-
ment point, given the height difference between them. The Bouguer correction used here accounts
for the spherical cap-shape of this mass of rock, as described in LaFehr (1991):
gsc = 2piGρ[(1 + µ)h− λR], (4.3)
where gsc is the gravity correction due to the spherical cap in milligals, ρ is the density of the
material making up the spherical cap in kgm−3, µ and λ are dimensionless coefficients, and R =
R0 + h, where R0 is the mean radius of the Earth in meters and h is the elevation of the gravity
station on the reference ellipsoid in meters. A terrain correction was applied using a digital elevation
model and terrain estimates near the gravity station (Nowell, 1999; Campbell, 1980; Kane, 1962;
Blais and Ferland, 1984); for all gravity stations, the terrian correction was < 1 mgal.
Because we are most interested in the local variation in the gravity field (i.e., within the bound-
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aries of the survey area), a residual gravity anomaly was computed by subtracting the complete
Bouguer anomaly (the anomaly obtained after the application of the terrain correction) from an
assumed regional trend, estimated by fitting a plane to the complete Bouguer anomaly map using
the generalized least-squared method. Finally, we recomputed this map using a range of Bouguer
densities and found that correlation with local topography is minimized using Bouguer densities
of 2,300 kg m−3 < ρ < 2,550 kg m−3 (Figure 23 (A)). Much of the topography around the site is
due to emplacement of lava flows. In Hawaii, basalt density measurements in boreholes are 2,000–
3,000 kg m−3, with mean value of 2500 kg m−3 for water saturated lava flows (Moore, 2001). Kar-
ckar lava flows should be close to this density, or perhaps slightly less for partially saturated rocks
that form topographic highs in the local survey area. As such, we construct a forward model using
a complete Bouguer anomaly calculated with a Bouguer density of 2,425 kg m−3.
4.3.1 Gravity model
The forward gravity model consists of 8,468 rectangular prisms (Blakely, 1996) aligned in a non-
uniform grid that is approximately centered on the dataset of observed gravity stations. Rectangular
prisms range from 100 m2 in the area of the gravity stations to 1500 m2 far from the gravity stations.
Each prism extends from the surface to some depth, inferred through the inversion. Thus the prisms
represent the thickness of a package of alluvium, volcanoclastics, and lava flows overlying the
quartz monzonite intrusions and related basement rocks. The depth of each prism is adjusted during
the inversion process to minimize differences between the observed complete gravity field and the
calculated gravity field.
For the gravity inversion, the density contrast of each prism was fixed at a value of−375.0 kg m−3,
which is assumed to represent the bulk density contrast for the valley-fill sediments, volcano-clastics
and low-density lava flows with the underlying quartz monzonite or comparable basement. Using
the Bouguer density of 2425 kg m−3 implies a density for the quartz monzonite of 2800 kg m−3,
which agrees well with a reported normative bulk density of approximately 2770 kg m−3 (Daly,
1935).
The Levenburg-Marquardt algorithm (LMA) (Marquardt, 1963), in combination with explicit
regularization and reparameterization techniques, was used to invert the gravity data for the bottom
depth of each prism in the gravity forward model using the parameter estimation software PEST
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(Doherty, 2012). The LMA is based on the Gauss-Newton algorithm that is modified to form a
trust region between the quadratic-approximated Newton search direction and the gradient descent
direction in parameter space. The operating equation of the LMA is
θn = θc − (JTΣ0.5 J + λI)−1JTΣ0.5 r, (4.4)
where J is the Jacobian matrix evaluated at θc, λ is the Marquardt parameter, I is the identity matrix,
Σ is the observation covariance matrix r is the residual vector, and θn and θc are the new and
current parameter vectors, respectively. The residual vector, r, is calculated as observed data minus
the model-simulated equivalents. By increasing the value of λ, the upgrade direction is rotated from
the Newton direction to the direction of gradient descent. The residual vector, r is calculated as
observation data minus the model-simulated equivalents. Iterations with equation 4.4 are continued
until a minimum of the weighted least-squares objective function is found, which is defined as
Φ = (h− Jθ)TΣ0.5 (h− Jθ) (4.5)
where h is the vector of observations used for inversion and the matrix-vector product Jθ yields the
vector of model simulated equivalent observations, evaluated at θ.
Pilot points were used as a reparameterization device to reduce the dimensionality of the inverse
problem, while maintaining the ability of the inverse problem to spatially adjust prism depths to re-
produce the observed gravity data (Doherty, 2003). The pilot points were distributed non-uniformly
throughout the gravity model domain, focused near the gravity stations to provide maximum flexi-
bility to fit the observed gravity anomaly. A total of 554 pilot points were used to parameterize the
depth distribution of the forward model grid.
Even with the use of pilot points to reduce the dimensionality of the inverse problem, the number
of adjustable parameters (431) outnumbers the number of gravity stations (257). The minimum er-
ror variance solution of an ill-posed inverse problem such as this requires finding a pseudo-inverse
solution that meets the Moore-Penrose conditions (Koch, 1989). A combination of truncated sin-
gular value decomposition (TSVD) regularization (Aster et al., 2013) and Tikhonov regularization
(Tikhonov and Arsenin, 1977) was used for the inversion of the basin depth distribution using the
257 processed gravity observations. This approach to high-dimensional gravity inversion results in
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a pseudo inverse solution that also honors prior knowledge, as implemented with Tikhonov con-
straints.
TSVD regularization is implemented by applying the singular value decomposition to the quantity
(JTΣ0.5 J(θc) + λI) of equation 3.14:
(JTΣ0.5 J + λI) = USV
T , (4.6)
where U and V contain the left and right singular vectors, respectively, and S is a diagonal matrix
of decreasing singular values. If p non-zero singular values are along the diagonal of S, then the
psuedo inverse is
(JTΣ0.5 J + λI)
∗ = VpS−1p U
T
p , (4.7)
where ∗ denotes the pseudo inverse and p denotes the singular components associated with the first
p (non-zero) singular values. Equation 4.7 is substituted into 4.4 to form a stabilized solution to an
ill-posed inverse problem.
Tikhonov regularization is implemented by replacing φ of equation 4.5 with
φ = φm + αφr = (h− Jθ)TΣ0.5 (h− Jθ) + αφr, (4.8)
where c is the observation vector, φm is the weighted least-squares measurement objective func-
tion and φr is the regularization penalty, which represents preferred parameter states. The parameter
α controls the enforcement of Tikhonov regularization, where larger values of α results in a poorer
fit to observed data but better agreement with preferred parameter states. For the inversion of the
basin depth distribution, 1st-order Tikhonov regularization was used to enforce a preferred homo-
geneity state.
If a target value of φm, φmtarget , is specified, the inverse problem can be transformed into a
constrained optimization problem to maximize α subject to φm ≤ φmtarget . In this framework, the
goal of the inversion process is to find a minimum of regularization error constrained by the specified
level of assumed measurement noise. We assume measurement errors are normally distributed and
uncorrelated with a standard deviation of 0.1 mgal.
The inverted basin depth distribution of the 8,468 prisms is shown in Figure 25 and a comparison
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of the measured and model-simulated Bouguer anomaly is shown in Figure 23. Through the use of
1st-order Tikhonov regularization and the specified level of measurement noise, the resulting basin
depth distribution is the “smoothest” possible solution that is consistent with the assumed level of
measurement noise.
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Figure 23.: Comparison of measured and model-simulated Bouguer anomaly. Values were inter-
polated from gravity stations to model grid; 1.5 mgal contours shown.
The major feature of the depth distribution is the presence of a narrow N–S trending basin through
the center of the map area, reaching a maximum depth of approximately 1500 m and bounded by
mapped faults.
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4.4 Geothermal Model
The inverted basin depth derived from the gravity data places important constraints on the hydrother-
mal circulation model for the Karckar area and is consistent with observations made in Borehole 4.
Interbedded lavas and alluvium occur in Borehole 4 to a depth of 123 m. Quartz monzonite was
logged from 123 m to the bottom of the hole at approximately 1000 m depth. The thickness of allu-
vium and lava flows derived from the gravity model in the westernmost portion of the grid, east of
Borehole 4, is approximately 150 m. This suggests that the modeled depths from the 3D inversion
of gravity data generally represent the depth to basement, which at least in Borehole 4, is quartz
monzonite.
Temperature data collected from Borehole 4 show a major temperature shift near 200 m depth
(Figure 24), which we interpret to be an advection-dominated geothermal fluid transport pathway
associated with the contact between the quartz monzonite and the overlying lava flows and allu-
vium. Conceptually, this pathway is thought to be a high-permeability flow zone that may deliver
deeply circulating meteoric water to a high-enthalpy heat source at depth in the basin and facilitate
surface discharge at Jermaghbyur hot springs area, located west of Borehole 4 (fig. 25), which has a
temperature of about 30◦C, similar to the temperature observed near 200 m depth at Borehole 4.
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Figure 24.: Measured temperature distribution at Borehole 4.
Below approximately 250 m depth, the geothermal gradient measured in Borehole 4 is anomalous,
reaching approximately 0.1
◦C
m in the lower half of the well (Figure 24). This gradient indicates that
a significant quantity of heat may be entering the geothermal system as a diffuse heat flux through
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Figure 25.: Inverted basin depth and 2-D hydrothermal model domain.
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the insulating quartz monzonite unit. A strong geothermal gradient in the basin indicates that cir-
culating groundwater may also be exposed to a diffuse heat source that heats deeply circulating
groundwater.
Obviously, a heat source at depth is required to explain the anomalous geothermal gradient in
Borehole 4, as well as the presence of the down-gradient Jermaghbyur hot springs. However, the
character of the heat source is uncertain. Three possible configurations are considered: 1) a heat
source localized within the fault-bounded basin, for example resulting from a shallow intrusion
within or bordering the basin 2) a larger, regional, diffuse heat source resulting from thinning of the
crust and distributed magmatism or 3) a combination of local and regional heat sources.
4.4.1 Hydrothermal Model Framework
A density-dependent groundwater flow and transport model was constructed to simulate advective
and conductive heat transport for the Karckar geothermal system and evaluate the potential for a
high-enthalpy localized heat source (if any) at depth within the pull-apart basin. This model is based
on results from the gravity inversion and was parameterized using site-specific data and expected
values from literature sources. Results from the model were compared to the observed temperature
distribution in Borehole 4 (Figure 24) to evaluate the plausibility of different geothermal source
configurations.
A two-dimensional cross-section hydrothermal model domain was used for this analysis. The
hydrothermal model domain extends along an inferred groundwater flow path parallel to the long
axis of the gravity grid through the unnamed lake (a recharge feature) in the east and just south
of Borehole 4 in the west (Figure 25). This hydrothermal model domain was selected because it is
thought to be representative of the general geothermal circulation pattern across the basin and allows
inclusion of the prominent flow system features. Conceptually, water enters the model domain as
either as a flux from the unnamed lake or as aerial recharge applied to the top model layer and is
discharged as either evapotranspiration out of the top model layer or through the western, down-
gradient boundary.
Based on the gravity inversion and the lithologic log from Borehole 4, the subsurface along the
cross-section was simplified into three distinct geologic units: (i) alluvium and lava flows (AL),
(ii) Upper quartz monzonite that is interpreted to be highly fractured (FR) and (iii) lower quartz
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monzonite that is less fractured (QZ).
These units were translated into three separate hydrostratigraphic units for input into the hy-
drothermal model as regions of distinct hydraulic and transport model parameters. The basin depth,
as determined from the gravity inversion, represents the contact between the AL and FR units (Fig-
ure 25). Based on the lithologic record from Borehole 4, the FR unit is conceptualized as having a
uniform thickness of 100 meters, so that contact between the FR and QZ units is 100 meters below
the contact between the AL and FR units. The AL unit comprises the lower density alluvium and
lava flows that fill the valley, as interpreted from the gravity inversion. The FR unit is thought to be
a primary transport pathway for advective heat transport from the deep part of the basin to shallower
depths near Borehole 4.
The groundwater modeling code SEAWAT (Langevin et al. (2008)) was used as the simulation
engine for the hydrothermal model analysis. SEAWAT solves a density-dependent form of the
groundwater flow equation and is capable of multi-species density-dependent transport. SEAWAT
uses a finite-difference approximation and is capable of simulating the transport of heat by both
conductive and advective processes:
∇.[ρµ0
µ
K0(∇h0 + ρ− ρ0
ρ0
∇z)] = ρSs,0∂h0
∂t
+ θ
∂ρ
∂C
∂C
∂t− ρsq´s, (4.9)
where ρ0 is fluid density at reference conditions in kgm−3, µ is dynamic viscosity in kgm−1sec−1,
µ0 is dynamic viscosity at reference conditions in kgm−1sec−1, K0 is hydraulic conductivity tensor
at reference conditions in msec−1, h0 is hydraulic head at reference conditions in meters, Ss,0 is
specific storage in m−1, t is time in sec, θ is porosity in m3m−3, C is concentration in kgkg−1, q´s
is source/sink term of fluid with density ρs in kgsec−1m−2.
To simulate heat transport in SEAWAT, heat is treated as a dissolved constituent. As a result,
the SEAWAT framework requires specification of thermal properties, including fluid-matrix ther-
mal distribution coefficient (Kdtemp), effective molecular diffusion coefficient for heat transport
(Dmtemp), and viscosity dependence on temperature (µ(T ))
The thermal distribution coefficient, Kdtemp, describes thermal equilibrium between the aquifer
and the fluid:
Kdtemp =
cPsolid
ρcPfluid
, (4.10)
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where cPsolid is the specific heat capacity of the aquifer material in m2sec−1 degC−1 and cPfluid
is specific heat capacity of the fluid in m2sec−1 degC−1.
The effective molecular diffusion coefficient describes the transport of heat by matrix and fluid
conduction:
Dmtemp =
kTbulk
θρcPfluid
, (4.11)
where kTbulk is bulk thermal conductivity in kgm3sec−2 degC−1.
Bulk thermal conductivity, kTbulk, is calculated as the arithmetic mean of fluid and aquifer mate-
rial thermal conductivity:
kTbulk = θkTfluid + (1− θ)kTsolid (4.12)
where kTfluid is fluid thermal conductivity in Wm−1 degC−1, kTsolid is aquifer material thermal
conductivity in Wm−1 degC−1.
The dependence of viscosity on temperature is expressed as the ratio, µ0/µ (Equation 4.9), which
effects the hydraulic conductivity tensor. This dependence is implemented with:
µ(T ) = 239.4× 10−710 248.37T+133.15 (4.13)
where µ(T ) is viscosity as a function of temperature in kgm−1sec−1 and T is the temperature of the
fluid in ◦C. As presently coded, SEAWAT does not simulate multi-phase transport, so the practical
upper limit of temperature is 99.0◦C (Langevin et al., 2008).
Use of finite-difference approximation requires discretization of the continuous partial differen-
tial functionals into a discrete form for numerical solution. In this case, the discretization includes
both spatial discretization, which divides the model domain into cells, or nodes, as well as tem-
poral discretization into discrete solution time steps. The cross-section model was discretized into
cells 25 m square, which results in 48 model layers and 320 model columns. Figure 25 shows the
discretized hydrostratigraphic layers.
The time-stepping scheme in the model is variable. Groundwater flow time steps increased from
a minimum length of 14 minutes to a maximum time step length of 10 days using a geometric
progression and a power of 1.1. Transport time steps were dynamically determined to ensure that
the Courant-Friedrichs-Lewy stabilty condition number of 1.0 was satisfied.
Solution of the partial differential equations for groundwater flow and heat transport requires
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specification of boundary conditions that represent sources and sinks of water and heat. Flow bound-
ary conditions include:
1. the unnamed lake near the eastern edge of the model domain was specified as a head-dependent
(Cauchy) boundary condition;
2. outflow at the western (downgradient) edge of the model domain as a specified-head (Dirichlet)
boundary condition;
3. recharge was represented as a specified flux (Neumann) boundary condition; and
4. evapotranspiration as a head-dependent (Cauchy) boundary condition
Specified groundwater flow boundary condition values are summarized in Table 5.
Table 5: Summary of specified flow boundary condition components
Boundary Condition Component Units Value Source
lake stage m 42.0 DEM
lake bed conductance m2/d variable calculated using K
stage at western boundary m 0.786 DEM
conductance at western boundary m2/d variable calculated using K
recharge rate m/yr 0.75 shapefile coverage
evapotranspiration rate m/yr 0.075 10 % of recharge
Heat-transport boundary conditions include:
1. geothermal heat flux into the basal model layer, represented as a specified flux (Neumann)
boundary condition;
2. a localized heat source in the bottom of the basin as a specified temperature (Dirichlet) boundary
condition;
3. heat transported into the model domain by lake leakage as a specified temperature (Dirichlet)
boundary condition;
4. heat transported into the model domain by recharge as a specified temperature (Dirichlet)
boundary condition;
5. heat transported out of the model domain by evapotranspiration as a specified temperature
(Dirichlet) boundary condition.
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Table 6: Summary of specified transport boundary condition components
Boundary Condition Component Units Value Source
geothermal heat flux W/m2 0.35 calculated
localized heat source ◦C 99.0 geothermal gradient
transport by lake leakage ◦C 1.0 Borehole 4 log
transport by recharge ◦C 1.0 Borehole 4 log
transport by evapotranspiration ◦C 1.0 Borehole 4 log
Specified heat transport boundary condition values are summarized in Table 6.
The geothermal gradient observed at Borehole 4 and the thermal conductivity, kdtemp, of the basal
model layer were used to calculate the basal geothermal heat flux. A temperature of 99.0◦C was
selected for the potential high-enthalpy heat source cells, which were placed in model cells where
the contact between the AL and FR units is deeper than 1000.0 m (Figure 25).
The model requires specification of several hydraulic properties for each of the three hydrostrati-
graphic units including hydraulic conductivity, hydraulic storage, and porosity. The values assigned
to these properties represent expected values from literature sources (Freeze and Cherry, 1979) (Ta-
ble 7).
Table 7: Summary of flow model parameters
Property Units AL FR QZ
hydraulic conductivity m/d 10.0 10.0 to 100.0 0.0001
porosity (none) 0.1 0.2 0.08
specific yield (none) 0.08 0.12 0.0001
specific storage 1/m 0.0001 0.0001 0.0001
In addition to the hydraulic properties, transport-specific parameters were also specified for each
of the three units, and include specific heat capacity, density, and thermal conductivity. The val-
ues assigned to these properties represent expected values from literature sources (Langevin et al.,
2008), with the exception of the density of the AL unit which was specified to have the same value
used in the Bouguer gravity reduction (Table 8).
Table 8: Summary of transport model parameters
Property Units AL FR QZ
density kg/m3 2425 2700 2770
specific heat J/(kg◦C) 840.0 820.0 790.0
thermal conductivity W/(m◦C) 1.75 1.0 3.0
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4.4.2 Model scenarios
Model scenarios were constructed to evaluate distinct geothermal source configurations as well as
evaluate the sensitivity of assumptions made for the gravity inversion. Comparing the scenario
results to the temperature distribution measured at Borehole 4 allows us to constrain the enthalpy
classification of the system as well as evaluate the importance of simplifying assumptions.
Scenario I simulates a high-enthalpy heat source thermally coupled to the FR and AL units with-
out a regional diffuse heat source. This scenario was constructed by placing a specified temperature
boundary condition at the deepest part of the basin and removing the geothermal heat flux cells in
the basal model layer (Figure 25).
Scenario II simulates a high-enthalpy heat source thermally insulated from the FR and Al units.
Scenario II was constructed by removing the specified temperature cells at the deepest part of the
basin and specifying a geothermal heat flux across basal model layer of 0.15◦C/m, which represents
a diffuse high-enthalpy source that is thermally insulated from the FR and Al units.
Scenario III simulates a combined localized high-enthalpy heat source that is thermally coupled
to the FR and AL units as well as a regional diffuse heat source. This scenario was constructed by
placing a specified temperature boundary condition at the deepest part of the basin and specifying a
geothermal heat flux across basal model layer of 0.10◦C/m.
Scenario IV tests some assumptions made in the gravity inversion. Specifically, we evaluate the
combined effects of an assumed depth-independent density used for the AL unit in the gravity for-
ward and the assumed gravity station standard deviation of 0.1 mgals. These two assumptions may
combine to result in a deeper basin depth than was indicated by inversion. We evaluate the sen-
sitivity of the hydrothermal modeling results to these assumptions by modifying the model inputs
used in Scenario III. For Scenario IV, the number of model layers is increased from 48 to 72 and
the deepest basin depth along the hydrothermal model cross-section was lowered from about 1200
meters to about 1800 meters (Figure 26). Similar to Scenario III, a high-enthalpy source was sim-
ulated by placing specified temperature boundary conditions at the deepest part of the basin and a
geothermal heat flux of 0.10◦C/m was specified for model layer 72.
Flow and transport boundary conditions were not modified during the simulation period (steady-
state boundary conditions). Each model scenario was run forward in time until the simulated water
level and heat distributions were in equilibrium with specified boundary conditions.
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Figure 26.: Scenario III model domain. The deepest part of the basin is lowered from about 1200
meters (Figure 25) to about 1800 meters.
Additional simulations were constructed to evaluate the importance of the highly-transmissive FR
unit since the capacity of the FR unit to serve as a heat transport pathway across the entire domain
is uncertain. This assumption was tested by running Scenarios I, II and III with two hydrothermal
parameterizations: homogeneous: the hydraulic and thermal properties of the FR and AL units
are the same and heterogeneous: the hydraulic and thermal properties of the FR and AL units are
different, as specified in Tables 7 and 8.
Simulation results were compared to the observed temperature distribution at Borehole 4 to de-
termine plausibility. If the model-predicted distribution captures the general shape and trend of the
observed distribution, then the scenario is deemed plausible and cannot be rejected.
4.4.3 Model Results
Scenario I was completed to test the existence of an isolated high-enthalpy heat source that is ther-
mally coupled to the FR and AL units by placing 99 ◦C specified temperature cells at the deepest
part of the basin (Figure 25). Results from both parameterizations indicate this scenario is not plau-
sible (Figure 27), as the predicted temperature distribution at Borehole 4 does not generally agree
with the measured temperature distribution. For the heterogeneous case, the model predicts a near
isothermal temperature distribution at Borehole 4, which is a result of large quantities of heat be-
ing advectively transported down gradient from the specified temperature cells within the FR unit.
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While the homogeneous case is less extreme, it is still not in general agreement with the observed
temperature distribution.
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Figure 27.: Comparison of the measured and modeled temperature distribution at Borehole 4.
Scenario I (localized high enthalpy source at the base of pull-apart basin), Scenario II (distributed
geothermal gradient) and Scenario III (combined localized and distributed heat sources) and Sce-
nario IV (Scenario III with increased basin depth). Scenario II is most plausible for both hydrother-
mal property configurations.
Scenario II, which represents a diffuse geothermal source, is plausible from both parameteriza-
tions (Figure 27). Note the good agreement between the simulated and observed temperature distri-
bution for both the homogeneous and heterogeneous case. In this scenario, groundwater infiltrates
near the lake and as recharge, gradually warms along deep-circulation flow paths within the FR and
AL units, and discharges near the Jermahbyur hot springs.
Scenario III evaluates the possibility of a combined high-enthalpy heat source and diffuse, re-
gional heat source contributing energy to the Karckar geothermal system. Comparing the observed
temperature data from Borehole 4 to the model-simulated equivalents shows that this scenario is not
plausible (Figure 27). The homogeneous case better reproduces the temperature observed at Bore-
hole 4 than the heterogeneous case. However, even the homogeneous parameterization significantly
over-predicts groundwater temperatures near the surface.
Scenario IV evaluates the sensitivity of the model-predicted temperature distribution at Bore-
hole 4 to the assumptions made for the gravity inversion. Results from both parameterizations reveal
a simulated temperature distribution at Borehole 4 that does not agree with the observed distribution
(Figure 27). These results indicate that the hydrothermal modeling results are not likely to be biased
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by the assumed depth-independent AL unit density or the assumed gravity station error model.
Given the scenario results, the most likely explanation of the temperature distribution from Bore-
hole 4 is a cooling quartz monzonite body (or deeper feature) that is thermally insulated from the
highly-transmissive FR and AL units. The apparent likelihood of diffuse heat source, represented
in the model as an increased heat flux across the basal model layer, indicates the geothermal source
can most likely be classified as a low-enthalpy, liquid dominated system. In all cases, the speci-
fication of a 99 ◦C boundary condition, which is generally the upper limit of the “low-enthalpy”
classification (Williams et al., 2011) , results in too much heat input into the system.
4.5 Discussion
The unique coupling of high-resolution gravity inversion with hydrothermal modeling provides a
robust and computationally feasible framework to evaluate potential geothermal resources. The
high-dimensional gravity inversion yields an inverted basin depth distribution that is consistent with
the prior geologic model of the area and also fits the gravity stations to the level of the associated
error model. The use of the inverted basin depth in the hydrothermal model provides key information
that facilitates evaluation of several geothermal system configurations that are consistent with and
constrained by the geology of the area.
The hydrothermal modeling appears to rule out the requirement of a high-enthalpy heat source
at depth in the basin. Of the alternative models tested, a diffuse heat source resulting in elevated
geothermal gradient appears to best explain the temperature data collected from Borehole 4 and its
relationship to the quartz monzonite and the basin. In this model, fluids do circulate in the basin,
but the dominant heat input into the system is associated with conductive cooling of the quartz
monzonite body or a deeper feature that is thermally insulated and advectively isolated from major
transmission pathways.
Given the current state of knowledge about the Karckar geothermal system, the location and tem-
perature of the postulated heat source cannot be independently identified. The hydraulic properties
of the QZ unit restrict advective transport while the QZ unit also functions as a thermal insulator,
restricting the transport of heat by conduction. The result is a weak thermal coupling between a
potential high-enthalpy heat source within the QZ and the advection dominant FR. Therefore, the
existence of and depth to a high-enthalpy heat source within the QR unit cannot be determined
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with any certainty. However, the competence of the QZ unit, as characterized by the data from
Borehole 4, suggests that a potential high-enthalpy source within the QZ unit may have very little
geothermal fluid to interact with.
A series of simulations were completed to evaluate the sensitivity of geophysical and hydrother-
mal modeling assumptions and these analyses indicate that conclusions based on the hydrothermal
modeling results are not likely to be biased by the parameterization selected for the advective portion
of the model domain or assumptions used in the gravity inversion. However, not all assumptions
made in the analysis can be evaluated and remaining assumptions may create bias. For example,
isolated low permeability zones may occur within the AL unit , which was modeled as a homoge-
neous permeability unit. If so, then a high-enthalpy heat source within the basin may still be present
at depth, but may be advectively isolated by the low permeability cap-rock. However, there is no
evidence from the geophysical data, borehole data, or models to indicate the assumption of a ho-
mogeneous AL unit is inappropriate. Further, additional hydrothermal simulations were completed
that specified a value of 1.0 m/d for hydraulic conductivity of the AL unit. These simulations (not
shown) result in unrealistically high water levels across the model domain indicating that if lower
permeability zones do exist within the AL unit, these zones are not likely to restrict the circulation
of geothermal fluid over large regions.
The relatively simple 2-dimensional cross section model used for hydrothermal circulation mod-
eling may also create bias in the interpreted geothermal system enthalpy because it a simplification
of a complex physical system. However, for the purposes of this study, which are focused on eval-
uating the potential for a high-enthalpy system within the fault-bounded basin, the hydrothermal
modeling analysis has demonstrated that a low-enthalpy geothermal system is reasonable. We note
the remarkable agreement between the simulated and observed temperature data using a relatively
simple distribution of hydraulic and thermal properties defined by expert knowledge, which gives
additional confidence in the hydrothermal modeling results.
4.6 Conclusions
Geophysical data collection and high-dimensional inversion were used to provide key geothermal
circulation model inputs and boundary conditions. Using hydrothermal modeling, two distinct
geothermal target configurations were tested to evaluate the possible enthalpy classifications. Given
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the current state of knowledge, the presence of a localized high-enthalpy source cannot be ruled out,
but is unlikely. Rather, a diffuse heat flux into the basal model layer is more likely, which concep-
tually represents a thermally insulated heat source within or below the quartz monzonite unit.
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This Agreement shall be governed by and construed in accordance with the laws of the
State of New York, USA, without regards to such state�s conflict of law rules. Any
legal action, suit or proceeding arising out of or relating to these Terms and Conditions
or the breach thereof shall be instituted in a court of competent jurisdiction in New York
County in the State of New York in the United States of America and each party hereby
consents and submits to the personal jurisdiction of such court, waives any objection to
venue in such court and consents to service of process by registered or certified mail,
return receipt requested, at the last known address of such party. 
WILEY OPEN ACCESS TERMS AND CONDITIONS
Wiley Publishes Open Access Articles in fully Open Access Journals and in Subscription
journals offering Online Open. Although most of the fully Open Access journals publish open
access articles under the terms of the Creative Commons Attribution (CC BY) License only,
the subscription journals and a few of the Open Access Journals offer a choice of Creative
Commons Licenses:: Creative Commons Attribution (CC-BY) license Creative Commons
Attribution Non-Commercial (CC-BY-NC) license and Creative Commons Attribution Non-
Commercial-NoDerivs (CC-BY-NC-ND) License. The license type is clearly identified on the
article.
Copyright in any research article in a journal published as Open Access under a Creative
Commons License is retained by the author(s). Authors grant Wiley a license to publish the
article and identify itself as the original publisher. Authors also grant any third party the right
to use the article freely as long as its integrity is maintained and its original authors, citation
details and publisher are identified as follows: [Title of Article/Author/Journal Title and
Volume/Issue. Copyright (c) [year] [copyright owner as specified in the Journal]. Links to the
final article on Wiley�s website are encouraged where applicable.
The Creative Commons Attribution License
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The Creative Commons Attribution License (CC-BY) allows users to copy, distribute and
transmit an article, adapt the article and make commercial use of the article. The CC-BY
license permits commercial and non-commercial re-use of an open access article, as long as the
author is properly attributed.
The Creative Commons Attribution License does not affect the moral rights of authors,
including without limitation the right not to have their work subjected to derogatory treatment.
It also does not affect any other rights held by authors or third parties in the article, including
without limitation the rights of privacy and publicity. Use of the article must not assert or
imply, whether implicitly or explicitly, any connection with, endorsement or sponsorship of
such use by the author, publisher or any other party associated with the article.
For any reuse or distribution, users must include the copyright notice and make clear to others
that the article is made available under a Creative Commons Attribution license, linking to the
relevant Creative Commons web page.
To the fullest extent permitted by applicable law, the article is made available as is and without
representation or warranties of any kind whether express, implied, statutory or otherwise and
including, without limitation, warranties of title, merchantability, fitness for a particular
purpose, non-infringement, absence of defects, accuracy, or the presence or absence of errors.
Creative Commons Attribution Non-Commercial License
The Creative Commons Attribution Non-Commercial (CC-BY-NC) License permits use,
distribution and reproduction in any medium, provided the original work is properly cited and
is not used for commercial purposes.(see below)
Creative Commons Attribution-Non-Commercial-NoDerivs License
The Creative Commons Attribution Non-Commercial-NoDerivs License (CC-BY-NC-ND)
permits use, distribution and reproduction in any medium, provided the original work is
properly cited, is not used for commercial purposes and no modifications or adaptations are
made. (see below)
Use by non-commercial users
For non-commercial and non-promotional purposes, individual users may access, download,
copy, display and redistribute to colleagues Wiley Open Access articles, as well as adapt,
translate, text- and data-mine the content subject to the following conditions:
The authors' moral rights are not compromised. These rights include the right of
"paternity" (also known as "attribution" - the right for the author to be identified as
such) and "integrity" (the right for the author not to have the work altered in such a way
that the author's reputation or integrity may be impugned). 
Where content in the article is identified as belonging to a third party, it is the obligation
of the user to ensure that any reuse complies with the copyright policies of the owner of
that content. 
If article content is copied, downloaded or otherwise reused for non-commercial
research and education purposes, a link to the appropriate bibliographic citation
(authors, journal, article title, volume, issue, page numbers, DOI and the link to the
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definitive published version on Wiley Online Library) should be maintained.
Copyright notices and disclaimers must not be deleted. 
Any translations, for which a prior translation agreement with Wiley has not been
agreed, must prominently display the statement: "This is an unofficial translation of an
article that appeared in a Wiley publication. The publisher has not endorsed this
translation." 
Use by commercial "for-profit" organisations
Use of Wiley Open Access articles for commercial, promotional, or marketing purposes
requires further explicit permission from Wiley and will be subject to a fee. Commercial
purposes include:
Copying or downloading of articles, or linking to such articles for further redistribution,
sale or licensing; 
Copying, downloading or posting by a site or service that incorporates advertising with
such content; 
The inclusion or incorporation of article content in other works or services (other than
normal quotations with an appropriate citation) that is then available for sale or
licensing, for a fee (for example, a compilation produced for marketing purposes,
inclusion in a sales pack) 
Use of article content (other than normal quotations with appropriate citation) by for-
profit organisations for promotional purposes 
Linking to article content in e-mails redistributed for promotional, marketing or
educational purposes; 
Use for the purposes of monetary reward by means of sale, resale, licence, loan, transfer
or other form of commercial exploitation such as marketing products 
Print reprints of Wiley Open Access articles can be purchased from:
corporatesales@wiley.com 
Further details can be found on Wiley Online Library
http://olabout.wiley.com/WileyCDA/Section/id-410895.html
Other Terms and Conditions: 
v1.9
If you would like to pay for this license now, please remit this license along with your
payment made payable to "COPYRIGHT CLEARANCE CENTER" otherwise you will be
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invoiced within 48 hours of the license date. Payment should be in the form of a check
or money order referencing your account number and this invoice number 501323829.
Once you receive your invoice for this order, you may pay your invoice by credit card.
Please follow instructions provided at that time.
Make Payment To:
Copyright Clearance Center
Dept 001
P.O. Box 843006
Boston, MA 02284­3006
For suggestions or comments regarding this order, contact RightsLink Customer
Support: customercare@copyright.com or +1­877­622­5543 (toll free in the US) or +1­
978­646­2777.
Gratis licenses (referencing $0 in the Total field) are free. Please retain this printable
license for your reference. No payment is required.
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