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Extensive studies on differential equations with (nonlinear) accretive operators 
in Banach or Hilbert spaces have been obtained by many authors (cf. BrCzis [5], 
Barbu [I], Crandall [8] and their references). On the other hand, the theory of 
random equations have attracted much attention (cf. Bharucha-Reid [2, 3, 41, 
Hang [12, 13, 141, KampC de FCriet [20], Nashed and Salehi [25], Kannan and 
Salehi [21], Itoh [17, 18, 191 and their references). 
In this paper we deal with random differential equations associated with 
continuous nonlinear accretive operators in Banach or Hilbert spaces. In 
section 2 we show the existence of solutions of random differential equations 
with time independent accretive operators in Banach spaces, while in section 3 
with time dependent accretive operators in Hilbert spaces. Then in section 4, 
using the above results we prove the existence of periodic solutions for some 
types of random differential equations considered in sections 3 and 4. 
1. PRELIMINARIES 
Let X be a Banach space and X* be its dual space with (., *) the duality 
pairing between X and X*. We use the convention that (., .) = Re(*, =) if X is 
complex or (., .) = (., .) if X is real, where Re x is the real part of a complex 
number x. Let D be a subset of X. A mapping S: D + X is said to be k- 
Lipschitz (k > 0) if 11 Sx - Sy 11 < k 11 x - y 11 for for every x, y E D. A k- 
Lipschitz mapping S is called (k-) contraction or nonexpansive if k < 1 or k = 1 
respectively. A mapping S: [0, cc) x D --+ D with the following properties is 
said to be a semigroup of type k on D: 
(i) S(t) S(s)x = S(t + s)x for t, s > 0 and x E D; 
(ii) 11 S(t)x - S(t)y 11 < ekt I] x - y I/ for t 3 0 and x, y E D; 
(iii) lim,,, S(t)x = S(O)x = x for x E D. 
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For each x E X, denote F(x) = {x* E X*: (x, x*) = (1 x /I2 = 11 x* 112}, then 
F(x) is nonempty and weakly* compact. For any x,y E X, define (x, Y)~ = 
~&GY*):Y* EF(y)), <x,yh = W(x,y*):y* EF(Y)}, 
and 
k Yl+ = ~$11 x + AY II - II * ll)Ph 
Lx, Yl- = ~~;1(<ll x + AY II - II x ll)/~~9 
respectively. A mapping A: D + X is said to be accretive if A satisfies one (all) 
of the following equivalent conditions (cf. Crandall[8] and Crandall and Liggett 
PI): 
(i) [x - y, Ax - Ay], > 0 for x, y E D; 
(ii) (Ax-Ay,x-y),>O for x,yED; 
(iii) For any h > 0, (I + hA)-1 is a (singlevalued) nonexpansive mapping 
from R(1+ hA) (the range of I + hA) into D, where I is the identity mapping 
of x. 
If X is a Hilbert space, then an accretive operator A is also called monotone, 
and A is monotone if and only if (Ax - Ay, x - y) > 0 for x, y E D, where 
(*, .) is induced by the inner product (‘, .) on X by the same way as above. 
We always denote by (Q JTZ) a measurable space. A mapping S: Q +X is said 
to be measurable if for any closed subset C of X, S-l(C) = {w E Q: S(W) E C} E &. 
If X is separable, other definitions of measurability of mappings S: Q + X are 
equivalent to the above (cf. Bharucha-Reid [3, pp. 14-161 and Hille and Phillips 
[15, pp. 72-731). A mapping S: D x D -+ X is said to be a random operator if 
for each x E D, S(.)x: Q -+ X is measurable. A random operator S is said to be 
continuous (accretive, etc.) if for any w E Sz, S(w): D + X is continuous 
(accretive, etc.). 
In this paper derivatives are strong derivatives and integrals are Bochner 
integrals (cf. Hille and Phillips [IS, Chapter III]). Let [0, T] be a finite closed 
interval of the real line R. Denote by C([O, T], X) the Banach space of all 
continuous mappings v: [0, T] -+ X with the norm I/ v Iloo = max{ll v(t)li: 
0 < t < T}. Also denote by C,([O, T], X) the set of all continuously differen- 
tiable mappings v: [0, T] + X. A mapping u: [0, T] x J2 -+ X is said to 
satisfy condition (C, G?) (or (C, , Q)) if for each t E [0, T], u(t, .) is measurable 
and for each w E Q u(., W) is continuous (or continuously differentiable). For 
the interval [0, co) or other interval of R, we also adopt similar definitions. 
2. RANDOM DIFFERENTIAL EQUATIONS IN BANACH SPACES 
First we give a fundamental result related to inverses of random operators 
which was essentially obtained by Hang [13] (cf. Nashed and Salehi [25]). We 
include the proof for completeness. 
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LEMMA 2.1. Let X be a separable Banach space and Y be a Banach space. 
Let T: Q x X--t Y be a continuous random operator such that for any w E Q, 
T(w) has the continuous inverse T(w)-I. Then the mapping S: 52 x Y -+ X defined 
by S(W)Y = T(w)-Yy)( w E Q, y E Y) is a continuous random operator. 
Proof. Fix an element y of Y. For each closed subset C of X, there exists a 
countable dense subset (xi} of C. Then it follows that 
{c!JEQ:s(w)yEC}= (J{wEL?:S(w)y=xj 
XEC 
= fi ~{dlly- T(cu)xill < l/n}~&‘. 
n=1 i=l 
Hence S is a random operator. Q.E.D. 
Now we present a theorem which is concerned with semigroups and solutions 
of random differential equations with time independent accretive operators. In 
the deterministic case Martin [23] and Webb [27] treated similar differential 
equations (cf. Barbu [l] and B&is [5]). 
THEOREM 2.2. Let X be a separable Banach space and A: Q x X -+ X be a 
continuous random operator. Suppose there exists a function k: Q -+ R such that 
sup(k(w): w E Q} = M < co and for each w E Q, A(W) + k(w)1 is accretive. 
Then the followilzgs hold: 
(i) There exists a mapping S: [0, 00) x Q x X + X such that for each 
w E 52, S( ‘, w) is a semigroup of type k(w) on X and for each t > 0 and x E X, 
S(t, *)x is measurable; 
(ii) If v: Q + X is measurable, then the mapping u: [0, co) x Q + X 
defined by u(t, W) = S(t, W) V(W) (t > 0, w E Q) satisfies condition (Cl , Q) and 
this u is the unique mapping such that for any w E Q, ~(0, W) = v(u) and 
du(t, w)/dt + A(w) u(t, w) = 0 (t > 0). 
Proof. By Martin [24, Theorem 61 and the hypotheses, for sufficiently 
small A > 0, the range of I + XA( w is equal to X for all w E Q. Hence the ) 
mapping J: !E? x X --f X by L(co)x = (I + AA(w))-lx (w EQ, XEX) is a 
continuous (Lipschitz) random operator by Crandall and Liggett [9, Lemma I .2] 
and Lemma 1.1. Define S: [0, co) x G x X + X by 
s(t, ,)x = ,& Jt,n(w)nx for t >O,wEQandxEX, 
then for each w E Q, S(-, W) is a semigroup of type k(w) on X by Crandall and 
Liggett [9, Theorem I] and for each t > 0 and x E X, S(t, .)x is measurable. 
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Thus (i) holds. For w E Q and x E X, S(., w)x is continuously differentiable and 
d&s& w)x/dt + A(w) qt, w)x = 0 (t 2 0) 
(cf. Crandall and Liggett [9, pp. 282-2831). Moreover, if V: G -+ X is measur- 
able, then for each t > 0, S(t, .) w(.) is measurable (cf. Himmelberg [16, 
Theorem 6.5]), which and [9, Theorem II] together yield (ii). Q.E.D. 
Using the above results, we extend (ii) of Theorem 1.2 in the following. 
THEOREM 2.3. Let X be a separable Banach space, A: Q x X + X be a 
continuous random operator and f: [0, T] x Q + X be a mapping satisfying 
condition (C, Q). Suppose there exists a function k: G’ + R such that sup(k(w): 
w E Q} = M < 00 and for any w E Q, A(w) + k(w)1 is accretive. Then for any 
measurable mapping v: Sz + X, there exists a unique mapping u: [0, T] x Sz -+ X 
satisfying condition (Cl , Q) such that for any w E Q ~(0, W) = V(W) and 
du(t, w)ldt + A(w) u(t, w) = f (t, w) (0 < t < T). 
Proof. For any positive integer n, consider a partition {tin}:", of [0, TJ 
defined by 
0 = t,,” < t,” < --. < tz”n = T, tin - ti”ml = T/2n 
(i = 1,2 ,..., 2”). Let fn : [0, T] x Q -+ X be a mapping defined by fn(t, W) = 
f (tin, W) (W E Q, trV1 < t < tin, i = 1,2 ,..., 2”). Define Ani : Q x X -+ X by 
Ani( = A(w)x - f (tin, w) (w E Q, x E X), then Ani is a continuous random 
operator such that for each w E G, Ani + k(w)1 is accretive. Each A,, has a 
mapping Sni : [0, co) x Sz x X --+ Xas in Theorem 1.2. Let u, : [0, T] X&+X 
be a mapping inductively defined by 
and 
u,(t, w) = S&t - ty-‘-1, w) u,p;-_, , w) 
(W E 0, tppl < t < tin), then u, satisfies condition (C, Sz) and for any w E Sz, 
q(., W) is differentiable at t # tin (i = 1, 2,..., 2n). Let m > n, then for any 
fixed w E !G’, 11 um(., W) - un(., w)jl is absolutely continuous, hence differentiable 
a.e. on [0, T]. For a.e. t E [0, T], choose i,j such that tTdl < tjyl < t < tin < tin, 
then we have (cf. Crandall [8, p. 1381). 
a’ll U,(t, w) - Un(t, w)ll/dt 
= [u,(t, w) - U,(t, w), du,(t, w)ldt - dun@, w)ldtl- 
= [um(t, w) - un(t, w), -A(w) U,(t, w) +f(ti”, w)+Ab) U,(t, w> -f(ti”> wll- 
< -[u,&, w) - U,(t, w), (A(w) + k(w)4 um(t, w) - (A(w) + k(w)0 U&, WI+ 
+ [un,(t, w) - Un(t, w), k(w)(u,(t> w) - Un(t> w>l- 
+ b,(C w) - %dt, W),f& w> -f&s w)l+ 
< k(w) II u&, w) - u,(t, w>ll + Ilf& ~1 - fil(t, w>ll. 
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Denote L(W) = min(0, K(W)}, th en the above inequality shows that for any 
t E [O, Tl, 
X f IIf& w) -f(t, w>ll dt + iT Ilfn(t, ~1 -f(t, w>ll dt}. 
This implies that for each w E Q {un(t, w)} converges to some u(t, W) uniformly 
in t on [0, T]. The mapping u: [0, T] x Q --f X satisfies condition (C, Q). 
For any w E a, t E [0, T] and n, take i so that tpel < t < tin, then it follows that 
= z)(w) - J”;-, A,&) u,(s, w) ds - ‘2 j-;” I, %(s, w) ds 
j=l tj-I 
Letting n + co, we have 
u(t, w) = V(W) - s,’ A(w) u(s, co) ds + jotf(s, co) ds. 
Thus u is a solution of the random differential equation in consideration. If 
W: [0, T] x Sz --+ X is another solution, then, since for each fixed w E Q, 
11 u(., w) - w(*, w)I\ is absolutely continuous, we have for a.e. t E [0, T] 
d II u(t, w) - 46 w>ll/dt 
= [u(t, OJ) - w(t, w), du(t, w)/dt - dw(t, w)/dt]- 
= [u(t, w) - 44 w), --A(w) u(t, w) + A(w) 4, w)l- 
< -[u(t, w> - w(t, w), (&J) + &)I) u(t, w) - (J%J) + &JYl w(t9 w)l+ 
+ [u(t, w> - 44 w>, +J)(u(t, w) - 44 w)l+ 
< K(w) II u(t, w> - w(t, w>ll. 
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Hence for any t E [0, 2’1, 
(I u(t, W) - w(t, w)ll < ek(wJt I[ u(0, w) - w(0, w)ll = 0. 
Therefore this u is the desired unique solution. Q.E.D. 
By the uniqueness of a solution on any finite interval we immediately obtain 
the following corollary. 
COROLLARY 2.4. Let X be a separable Banach space, A: !J x X + X be a 
continuous random operator and f: [0, co) x Sz + X be a mapping satisfying 
condition (C, Q). Suppose there exists a function k: Q+ R such that sup{k(w): 
w E Q} = M < co and for any w E 52, A(W) + k(w)I is accretive. Then for each 
measurable mapping v: Q -+ X, there exists a unique mapping u: [0, 00) x Q -+ X 
satisfying condition (C, , 9) such that for each w E 9, ~(0, w) = V(W) and 
du(t, w)/dt + A(w) u(t, w) = f (4 w) (t t 0). 
3. RANDOM DIFFERENTIAL EQUATIONS IN HILBERT SPACES 
The following theorem is a special case of Theorem 4.3 in [18], but we give 
the elementary proof for its importance. 
Let E be a finite dimensional Banach space and D = {x E E: /I x - y 11 < Y>, 
where y E E and Y > 0. 
THEOREM 3.1. Let f: [0, T] x D x Q + E be a mapping with the followilzg 
properties: 
(i) For any w E Q, f (‘, ., W) is ,jointZy continuous; 
(ii) For any t E [0, T] and x e D, f (t, x, .) is measurable; 
(iii) M = sup{11 f(t, x,w)ll:O < t < T, XED, WEQ} < 03. 
Let v: D + D be a measurable mapping for which sup{// v(w) - y (1: w EJ~} = 
y1 < Y, and Tl = min{T, (Y - r,)/iVl}. Th.en there exists a mapping u: [0, TJ X 
IR -+ D satisfying condition (Cl , Sz) such that for each w E Q, ~(0, w) = V(W) and 
duct, w)ldt = f (t, u(t, w), w) (0 < t < TJ. 
Proof. Denote K = {h E C([O, T,], E): 1) h(t) - y 11 < Y for all t E [0, TJ}, 
anddeiine W:9 x K--+Kby 
Yw, h)(t) = v(w) + j)(s, h(s), w) ds 
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(w~52,O <t ,< T,,heK), then 
It is not difficult to show that for each fixed h E K, W(w, h)(t) is measurable 
in w and continuous in t. Hence W(*, h) is measurable as a mapping from 52 
into K by [18, Proposition 4.21. It is well-known that for each w E Sz, W(w, .) 
is a compact mapping from K into K (cf. Edwards [ll, pp. 164-1651). By [18, 
Corollary 2.21 there exists a measurable mapping u: s2 + K such that for any 
w E J2, W(W, U(W)) = U(W). By [18, Proposition 4.21 again, u may be considered 
as a mapping u: [0, TJ x Q + D satisfying condition (C, J2). It follows that 
hence for this u we have the desired conclusion. Q.E.D. 
Now we show the existence of a solution for a random differential equation 
with time dependent accretive operators in a Hilbert space. This is a stochastic 
analogue of Browder [6, Theorem 41 (cf. Kato [22, Theorem 21 and Vainberg 
[26, Theorem 26.11). 
THEOREM 3.2. Let H be a separable Hilbert space and A: [0, T] x Q x H-H 
be a mapping having the following properties: 
(i) For each u E Q, A( ., w)( .) is jointly continuous; 
(ii) For each bounded subset D of H, sup{/1 A(t, o~)x //: 0 < t < T, w E Q, 
~ED}<co; 
(iii) For each t E [0, T] and x E H, A(t, .)x is measurable; 
(iv) There exists a function h: [0, T] x Sz + R such that sup(k(t, w): 
0 < t < T, w E Q} = M < 0~) and for each t E [0, T] and w E 52, A(t, w) + 
k(t, w)I is monotone. 
Then for each measurable mapping v: Q + H, there exists a unique mapping u: 
[0, T] x Q + H satisfying condition (C, , X2) such that for any w E L?, ~(0, w) = 
V(W) and 
du(t, w)/dt + A(t, w) u(t, w) = 0 (0 < t < T). 
Proof. By introducing the transformation u(t, w) --+ erMtu(t, w), we may 
assume that k(t, W) = 0 for all t G [0, T] and w E !S, that is A(t, w) is monotone. 
Let Y = L2([0, T], H) be the L2-space of H-valued function on [0, T]. Let L’ 
be a linear operator on Y defined by (L’h)(t) = dh(t)/dt with domain D(L’) = 
{h E C,([O, T], H): h(0) = O}. The operator L’ has a closed linear extension L 
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on Y with domain D(L) C C([O, T], H) d ense in Y. L is maximal monotone and 
has a continuous inverse L-l, where 
(L-W(t) = l g(s) ds 
with domain D(L-I) = Y (cf. Kato [22, Lemma Al] and Vainberg [26, Lemma 
26. I]). 
(I) First we assume that U(W) = y E H for all w E Q. Define G: Q x C([O, T], 
H) + Y by (G(w)h)(t) = B(t, W) h(t), where B(t, U)X = A(t, W)(X + y)(h E 
C([O, Tl, H), 0 ,( t < T, x E H, w E 0). Then, for each w E .Q, G(w) maps 
bounded sets in C([O, T], H) in o t b ounded sets in Y and G(w)h E C([O, T], H) 
for any h E C([O, T], H). M oreover, if (h,} converges to h in C([O, T], H), then 
{G(w)h,} converges weakly to G(w)h in Y, that is G(W) is demicontinuous (cf. 
Kato [22, Lemma A21 and Vainberg [26, Lemma 26.21). If h E C([O, TJ, H), 
then for any t E [0, T], the mapping w + (G(o)h)(t) is measurable, hence G(.)h 
is measurable as a mapping from Q to C([O, T], H) by [18, Proposition 4.21. 
Thus G(.)h is measurable as a mapping from Q to Y. Choose a countable 
complete orthonormal system {e,} of H. For each n (n = 1, 2,...), let H, be the 
n-dimensional subspace of H spanned by {e, ,..., e,} and P, be the orthogonal 
projection of H onto H,, . We need the following lemma. 
LEMMA 3.3. There exists a mapping V~ : [0, T] x Sz -+ H, satisfring condition 
(C, , Q) such that for each w E Q, v,(O, W) = 0 and 
dv,(t, w)/dt = -P,B(t, w) vn(t, w) (0 < t < T). 
Proof ofLemma 3.3. Let r, = I/y I), then by (ii) sup{/1 A(t, w)y 11: 0 < t < T, 
w E Q} = C < co. Denote rl = max{r,, , TC} and taker > rl . By Theorem 3.1 
there exists a mapping x1 : [0, Tl] x Q + D satisfying condition (C, , Q) such 
that for each w E Q, x1(0, w) = 0 and 
dx,(t, w)/dt = -P,$(t, w) x,(t, w) (0 < t 6 T,), 
where D = {x E H,, : (( x /( ,( r> and Tl is as in Theorem 3.1. Then for t E [0, TJ 
and ~EQ, 
II x,(4 w>ll < & II W, ~10 II dt 
=s 
T 
!I 44 W)Y II dt < TC d rl . 
0 
Let T, = min{T, 2TJ and K1 = (h E C([T, , T,1, H,): 11 h(t)/1 < r for all 
t E [Tl , T,]}. Define W, : Q x K1 -+ K1 by 
W&J, h)(t) = xl(Tl , w> - s 
t P,B(s, w) h(s) ds, 
=1 
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then as in the proof of Theorem 3.1, WI is a compact random operator. By [18, 
Corollary 2.21 there exists a measurable mapping xs : 0 -+ Kr such that 
w&J, %(W)) = %hJ) f or all w EL?. Using [18, Proposition 4.21, xs may be 
considered as a mapping from [T1 , 7’s] x Sz into D satisfying condition (C, G). 
We have x,(T, , W) = x,(7’, , W) and 
dx,(t, w)/dt = -P,B(t, w) xz(t, w) (t E [Tl , T,l, OJ E Q). 
Define yr : [0, T,] x JJ + D by yr(t, W) = ~r(t, W) if 0 < t < Ti , or ~s(t, w) 
if Tr < t < Tz and w E a, then yi satisfies condition (C, , a) and yr(0, w) = 0, 
dyl(t, w)/dt = --PnB(t, w)Y&, w) (w E 9,O < t < T,). 
Repeating this procedure finite times, we obtain a desired solution v, . Q.E.D. 
We continue the proof of Theorem 3.2. For this v, , I/ v,(t, w)l\ < rl (0 < 
t < T, w E Sz). Each v,, may be considered as a mapping of G into C([O, T], H). 
By (ii) there exists C, > 0 such that lj(G(w) vJw))(t)jl < Cl (0 < t < T, 
w E Q, n = 1,2,...). Hence for some C, > 0, we have 11 G(w) vn(w)ljz < C, 
(w E 9, n = 1,2,...), where 11 * II2 is the norm of Y. Since for any w EL?, G(w) is 
demicontinuous, G( .) v,( .) is measurable as a mapping of L? into Y for any 12 by a 
similar proof as in Kannan and Salehi [21, Theorem VI (2.19)]. For each n, 
define F,: Sz + 2y (the family of all subsets of Y) by F,(w) = w-cl{--(w) vi(w): 
i > n} for w E JJ, where w-cl(Z) is the weak closure of Z. Then, as in the proof of 
[18, Theorem 2.51, there exists a measurable mapping x LJ + Y such that for 
fixed w E Sz, some subsequence {-G(w) V,(W)} of {-G(w) vn(w)} converges 
weakly to Z(W) in Y. Then {Lv,(w)} = {-P,G(w) v,(w)} converges weakly to 
z(u) in Y. SinceL-l is continuous, {V,(W)> converges weakly toL-lx(w) = V,(W). 
v,, is a measurable mapping of L? into Y. Moreover, L-l is continuous as a 
mapping of Y into C([O, T], H), h ence v,, is measurable as a mapping of LJ into 
C([O, T], H). By [18, Proposition 4.21 v,, may be considered as a mapping of 
[0, T] x Q into H satisfying condition (C, Sz), thus ~~(0, w) = 0 for all w EL? 
As in the deterministic case, for any w E Sz, we obtain&(w) + G(w) vO(w) = 0, 
hence vO(w) + L-iG(w) vO(w) = 0. Define u: [0, T] x Q + H by u(t, W) = 
v&t, w) + y, then we have 
u(t, m> + s,t 4, w) u(s, w) ds = y (0 < t < T, w E Q). 
For this u the conclusion holds. 
(II) Now we assume that a: Lr -+ H is any measurable mapping. For any 
x E H, let u, : [0, T] x Sz --f H be a solution of u,(O, w) = x and 
du,(t, w)/dt + A(t, w) u,(t, w) = 0 (o<t<T,w~Q) 
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by (I). Then for any x, y E IY?, 
hence 
= 2(du,(t, w)/dt - du,(t, w)/dt, U&, w) - uv(t, w)) 
= q-44 w) u,(t, w) + 4, w) U&, w), %(C a) - U&7 WI) 
6 0, 
, II %(C w> - U&, u)ll < II %z(O, w) - %(O, w)ll 
= II x - Y II. 
Thus, ue(t, W) is uniquely defined and continuous in x. Define u; [0, T] x G + H 
by u(t, w) = u,(,)(t, w) (0 G t 9 T, w E Sz), then u(t, w) is measurable in w by 
Himmelberg [16, Theorem 6.51, and ~(0, w) = u,,,)(O, w) = V(W) for all w E p. 
This u is a desired mapping. The uniqueness follows from a simi!ar inequality 
as above. This completes the proof of Theorem 3.2. Q.E.D. 
We easily deduce the following corollary. 
COROLLARY 3.4. Let H be a separable Hilbert space and A: [0, co) x Q x H -+H 
be a mapping with the followi% properties: 
(i) For any w E 52, A(-, w)(a) is jointly continuous; 
(ii) For any boundedsubset D of Hand T > 0, sup{(( A(t, w)x /I: 0 < t < T, 
UEL?, XED} < co; 
(iii) For any t > 0 and x E H, A(t, *)x is measurable; 
(iv) There exists a function k: [0, co) x Q --+ R such that for any T > 0, 
sup{k(t, w): 0 < t < T, ~JESZ} < co and for any t 30, WEIR, A(t,io)+ 
k(t, w)I is monotone. 
Then for any measurable mapping v: Q -+ H, there exists a unique mapping 
u: [O, US) x H + H satisfying condition (C, , .Q) such that for any w E Sz, 
~(0, CO) = V(W) and 
du(t, w)/dt + A(t, w) u(t, w) = 0 (t 2 0). 
4. PERIODIC SOLUTIONS OF RANDOM DIFFERENTIAL EQUATIONS 
By using existence theorems in sections 3 and 4, we obtain periodic solutions 
for various random differential equations in Banach or Hilbert spaces. For 
c&-responding deterministic results, we refer to BrCzis [5], Barbu [l] and their 
references. 
THEOREM 4.1. Let X be a separable Banuch space, A: J2 x X 4 X be a 
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continuous random operator and f: [0, T] x Q + X be a mapping satisfying 
condition (C, a). Suppose there exists a function k: 52 -+ (- ~0) such that for 
,each w E Q, A(w) + k(w)1 is accretise. Then there exists a unique mupping u: 
[0, T] x Sz ---f X satisfying condition (C, , Sz) such that for each w E Q, ~(0, w) = 
u(T, w) and 
du(t, w)/dt + A(w) u(t, w) = f (t, w) (0 < t < T). 
Proof. By Theorem 2.3, for any x E X, there exists a unique mapping IL, : 
[0, T] x Sz --f X satisfying condition (C,, Sz) such that for any w E 9, u,(O, W) = x 
and 
du,(t, w)ldt + 4~) u,(t, w) = f (t, w) (0 < t < T). 
Fix w E 9. If x, y E X, then since I/ uz(+, W) - ~,,(a, w)lj is absolutely continuous, 
it is differentiable a.e. t E [0, T] and 
41 4, w) - ut,(t, ~)llW < k(w) II 4, w) - ut,(t, w)ll 
(cf. the proof of Theorem 2.3). Thus, for any t E [0, T], 
II %it, w) - dt, w)ll < @(w) II ~~(0, W) - 4% w)ll 
= ek(w) I/ x - y II. 
Define g: Sz x X + X by g(w, x) = u,( T, w), then by the above inequality g is 
a contraction random operator. By Hanl [12], there exists a unique measurable 
mapping z: D -+ X such that g(w, Z(W)) = Z(W) for all w E Sz. Let u: [0, T] x 
a + X be a unique mapping satisfying condition (C, , Sz) such that for any 
w E Sz, ~(0, W) = Z(W) and 
du(t, w)ldt + A(u) 44 w) = f (t, w) (0 < t < T) 
by Theorem 2.3. It follows that u(T, w) = u,(,)(T, w) = g(w, Z(W)) = Z(W) = 
~(0, CO) for every w E 9. If o: [0, T] x Q + X is another periodic solution, then 
for any t E [0, T], w E Q, 
II 44 w) - n(t, w)ll < ektw) II 40, w) - +O, w)II, 
in particular 
II u(T, W) - u(T, u~)ll d egfw) II 40, w) - 40, w)ll. 
Since k(w) < 0 and II u(T, w) - v(T, w)ll = // ~(0, w) - $0, w)II, the above 
inequality implies that ~(0, W) = $0, W) (W E Sz), hence u(t, w) = o(t, w) 
(0 < t ,< T, w E Q). Q.E.D. 
COROLLARY 4.2. Let X be a separable Banach space, A: $2 x X + X be a 
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continuous accretive random operator, f: [0, T] x Q + X be a mapping satisfying 
condition (C, S2) and A: Q + (0, a) be a measurable function. Then there exists a 
unique mapping u: [0, T] x Sz + X satisfying condition (C, , &I) such that for any 
w E Q, ~(0, co) = u( T, w) and 
du(t, w)/dt + A(w) u(t, U) + X(U) u(t, W) = f (t, w) (0 < t < T). 
Proof. Let B: s2 x X -+ X be a mapping defined by B(w)x = A(w)x + 
h(w)x (W ~9, x E X), then B is a continuous random operator and for any 
w E Q, B(w) - h(w)1 is accretive. We obtain the desired solution by Theorem 4.1. 
Q.E.D. 
THEOREM 4.3. Let H be a separable Hilbert space and A: [0, T] x Q x H -+H 
be a mapping with conditions (i), (ii), (iii) in Theorem 3.2 and the following: 
(iv) There exists a function k: [0, T] x Q -+ (-a, 0) such that for any 
t E [0, T] and w E Sz, A(t, W) + k(t, w)I is monotone and for any w E Q, k(*, W) is 
measurable with ----co < M(w) < 0, where 
M(w) = j’ k(t, W) dt. 
0 
Then there exists a unique mapping u: [0, T] x 52 --f H satisfying condition (C, , Sz) 
such that for any w E 52, ~(0, W) = u(T, W) and 
du(t, w)/dt + A(t, W) u(t, W) = 0 (0 < t < T). 
Proof. By Theorem 3.2, for each x E H, there exists a unique mapping u, : 
[0, T] x J2 -+ H satisfying condition (C,, !J) such that for any w E 0, u,(O, w) = x 
and 
du$(t, w)/dt + A(t, W) u,(t, W) = 0 (0 < t < T). 
Let w E 52 be fixed. If x, y E H, then for t E [0, T], 
4 u&s w) - Uv(t, ~>ll”>/dt d 246 w> II uz(t, ~1 - dt> w)l12 
(cf. the proof of Theorem 3.2), thus we have 
II 44 w> - %(t, ~111 d exp (lt 4, w> h) II ~(0, ~1 - 4A w>ll 
= exp (6 W, w> ds) II x -Y IL 
in particular 
II u&T 4 - u,CC w>ll < exp (J’,’ W, ~1 dt) II x - Y II 
= e(o) 11 x -y II. 
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Let g: G x H -+ H be a mapping defined by g(w, x) = u,(T, w), then g is a 
contraction random operator. By Hang [12] there exists a unique measurable 
mapping Z: Sz -+ H such that g(w, Z(W)) = x(w) for all w E 9. Let u: [0, T] X 
Sz + H be a unique mapping satisfying condition (C, , J2) such that for each 
w E Sz, ~(0, w) = Z(W) and 
du(t, w)/dt + A(t, w) u(t, w) = 0 (0 < t < T). 
By the same way as in the proof of Theorem 4.1, this u is the unique periodic 
solution. Q.E.D. 
The same reasoning implying Corollary 4.2 from Theorem 4.1 yields the 
following corollary. 
COROLLARY 4.4. Let H be a separable Hilbert space and A: [0, T] XQ x H -+ H 
be a mapping satisfying conditions (i), (ii), (iii) in Theorem 3.2 and the following: 
(iv) For each t E [0, T] and w E Q, A(t, UJ) is monotone. 
Let /\: D -+ (0, 00) be a measurable mapping for which sup{h(w): w E Q> < co. 
Then there exists a unique mapping u: [0, T] x Q -+ H satisfying condition 
(C, , Sz) such that for each w E Q, ~(0, w) = u(T, w) and 
du(t, w)/dt + A(t, w) u(t, w) + X(w) u(t, w) = 0 (0 < t < T). 
We extend [18, Theorem 2.61 to the following which is used to show the 
periodic solutions of random differential equations in Hilbert spaces other than 
those considered above. 
PROPOSITION 4.5. Let H be a separable Hilbert space, K be a nonempty bounded 
closed convex subset of H and f : Q x K -+ H be a nonexpansive random operator 
for which f (w, aK) C K for every w E Q where aK is the boundary of K. Then 
there exists a measurable mapping x: Sz + K such that f (w, Z(W)) = Z(W) for all 
w E Q. 
Proof. Let P: H -+ K be the (metric) projection and define g: !J x K + K 
by g(w, 4 = Pf (w, 4, then g is a nonexpansive random operator. By [18, 
Theorem 2.61 there exists a measurable mapping Z: a -+ K such that g(w, Z(W)) 
= Z(W) for any w E G. It is not difficult to observe that f (w, Z(W)) = Z(W) for 
all w E G. Q.E.D. 
Now periodic solutions of random differential equations in Hilbert spaces 
are given under similar conditions to those considered by Browder [7] in the 
deterministic case (cf. BrCzis [5]). 
THEOREM 4.6. Let H be a separable Hilbert space, A: Q x H -+ H be a 
continuous monotone random operator and f: [0, T] x Q + H be a mapping 
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satisfying condition (C, Q). Suppose there exists M > 0 such that (A(w)x - 
f (t, w), x) > 0 whenever w E l2, t E [0, T] and x E H with 11 x 11 = M. Then there 
exists a mapping u: [0, T] x 52 + H satisfying condition (Cl , Q) such that for any 
w E Q, ~(0, w) = u(T, W) and 
du(t, w)/dt + A(w) u(t, w) = f(t, w) (0 < t < T). 
Proof. Let K = {x E H: 11 x 11 < M}, then by Theorem 2.3 for each x E K, 
there exists a unique mapping U, : [0, T] x 52 + H satisfying condition (C, , Sz) 
such that for each w E G!, ~~(0, W) = x and 
&z(t, w)/dt + A(w) u,(t, w) = f (t, w) (0 < t < T). 
Define g: ~‘2 x K + H by g(w, x) = u,( T, w). Since for w E 52 and t E [0, T], 
41 u,(t, w>ll”>P = 2(---A(w) U&, w> + f (t, w), u,(t, w)), 
by hypothesis it follows that d(lj u,(t, w)ll”)/dt < 0 if 11 u&t, w)ll = M. Hence, 
II W> u>ll G M w h enever w E Q and [I x II = M, that is g(w, 8K) C K for any 
w E G. Moreover, if x, y E K and w E Sz, then 
II g(w> 4 - dw, r)ll = II 4C w> - dT w)ll G II x - Y II 
(cf. the proof of Theorem 3.2). By Proposition 4.5 there exists a measurable 
mapping z: J2 + K such that g(w, Z(W)) = Z(W) for all w E Sz. Let u: [0, T] x 
Sz -+ H be a unique mapping satisfying condition (C, , Sz) such that for each 
w E Q, ~(0, W) = Z(W) and 
du(t, w)/dt + A(w) u(t, w) = f (t, w) (0 < t < T). 
Then for any w E Q, we have u(T, W) = u,(,)(T, W) = g(w, Z(W)) = Z(W) = 
up, w). Q.E.D. 
It is easy to observe that the following corollary holds. 
COROLLARY 4.7. Let H be a separable Hilbert space, A: Q x H + H be a 
continuous monotone random operator and f: [0, T] x Q --f H be a mapping 
satisfying condition (C, Q) for which sup{/1 f(t, w)jl 0 < t < T, w E Q} < CO. 
Suppose there exists a function c: (0, CO) -+ R such that 
(Abk, 4 t 41 x II> II x II (wESZ,xEHwithx #O) 
and C(Y) -+ 00 as Y --+ co. Then there exists a mapping u: [0, T] x Q --+ H 
satisfying condition (Cl , Sz) such that for any w E i2, ~(0, W) = u(  T, w) and 
du(t, w)ldt + A(w) u(t, w) = f (t, w) (0 < t < T). 
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The following theorem can be proved by the same way as the proof of 
Theorem 4.6 by using Theorem 3.2 instead of Theorem 2.3, hence we omit the 
proof. 
THEOREM 4.8. Let H be a separable Hilbert space and A: [O, T] x D x H -+H 
be a mapping having properties (i), (ii), (iii) and (iv) in Corollary 4.4. Suppose there 
exists M > 0 such that (A(t, W)X, x) > 0 ;f t E [0, T], w E Q and 11 x 11 = M. 
Th-en there exists a mapping u: [0, T] x Q --+ H satisfying condition (C, , 52) such 
that for any w E !2, ~(0, W) = u(T, W) and 
du(t, w)/dt + A(t, w) u(t, w) = 0 (0 < t < T). 
We have the following corollary. 
COROLLARY 4.9. Let H be a separable Hilbert space and A: [0, T] XQ x H + H 
be a mapping satisfying conditions (i), (ii), (iii) and (iv) in Corollary 4.4. Suppose 
there exists a function c: (0, 00) -+ R such that 
(4, w)x, x) > 41 x II> /I x II 
whenever t E [0, T], WE!~ and xEH with x#O and C(Y)-FCO as r-+03. 
Then there exists a mapping u: [0, T] x J2 --+ H satisfying condition (C, , Q) such 
that for each w E Q, ~(0, W) = u(T, W) and 
du(t, w)/dt + A(t, W) u(t, W) = 0 (0 < t < T). 
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