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We provide accurate expressions for the s-wave scattering length for a Gaussian potential well in
one, two and three spatial dimensions. The Gaussian potential is widely used as a pseudopotential
in the theoretical description of ultracold atomic gases, where the s-wave scattering length is a
physically relevant parameter. We first describe a numerical procedure to compute the value of the
s-wave scattering length from the parameters of the Gaussian but find that its accuracy is limited
in the vicinity of singularities that result from the formation of new bound states. We then derive
simple analytical expressions that capture the correct asymptotic behavior of the s-wave scattering
length near the bound states. Expressions that are increasingly accurate in wide parameter regimes
are found by a hierarchy of approximations that capture an increasing number of bound states.
The small number of numerical coefficients that enter these expressions is determined from accurate
numerical calculations. The approximate formulas combine the advantages of the numerical and
approximate expressions, yielding an accurate and simple description from the weakly to the strongly
interacting limit.
PACS numbers: 03.65.Nk
I. INTRODUCTION
The interest in the accurate determination of s-wave
scattering length has increased in recent decades due to
its importance in the description of systems of ultracold
atoms [1, 2]. As the range of the interparticle interactions
is usually much smaller than the average inter-particle
distances, the effects of interactions can be expressed in
terms of the scattering amplitude between pairs of par-
ticles. For dilute gases at ultracold temperatures, the
kinetic energies are low and, therefore, the main con-
tribution to the amplitude comes from the s-wave scat-
tering at zero momentum. Particle interactions are thus
determined completely by a single parameter: the s-wave
scattering length [1, 3]. In theoretical calculations, it is
therefore not necessary to consider the detailed interac-
tion potential between the particles. Instead, a pseu-
dopotential may be chosen in a way to reproduce the
desired value of the s-wave scattering length, which can
simplify the required computations considerably [1].
One of the simplest and most popular pseudopoten-
tials is the Dirac δ potential. Its straightforward appli-
cation is, however, restricted to one dimension, since in
two or three dimensions it is meaningless without renor-
malization [4–6]. An alternative option is to use finite-
range pseudopotentials, e.g. the finite square well [7, 8],
Troullier-Martins [9, 10], Po¨schl-Teller [11, 12], or Gaus-
sian potential [6–8, 13–18]. The scattering length is finite
for these pseudopotentials, but an extrapolation to zero
range might be necessary to avoid an unphysical shape
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dependence [7, 8, 11]. The relationship between the pa-
rameter(s) of the potential and the scattering length is
not always trivial. Apart from some special cases [11, 19],
numerical techniques are required to determine this rela-
tion [20–22].
For Gaussian potentials, no closed-form analytic ex-
pressions are available and, for this reason, numerical
approaches have been applied [13, 17, 23, 24]. In two
dimensions, an approximate expression was derived by
Doganov et al. [6]. These authors considered two parti-
cles in a harmonic trap, where the Gaussian interparticle
interaction is treated in a perturbative framework. The
obtained second order correction combined with the an-
alytical result of the contact pseudopotential [25, 26]
provides the approximate expression. Due to the per-
turbative approach, this approximation works quite well
in the weakly interacting limit, but it deteriorates with
increasing interaction strength.
In this paper, we derive approximate analytical ex-
pressions for the s-wave scattering length of a Gaus-
sian pseudopotential in one, two and three dimensions.
These expressions qualitatively describe the singularities
of the s-wave scattering length at the formation of the
first bound state, which is problematic for purely numer-
ical approaches. Analytical formulas for weak interac-
tions are derived in one and two dimensions, where the
s-wave scattering length has a singularity at zero inter-
action strength. In order to improve the accuracy, the
approximate expressions are generalized by including the
effects of additional bound states. The unknown param-
eters in this ansatz are determined by non-linear fitting
to accurate numerical results. The obtained formulas are
robust and simple and accurately provide the values for
the s-wave scattering length in a wide regime of attrac-
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2tive interaction.
We describe and carefully benchmark a numerical
method to accurately determine the scattering length of
a short-range scattering potential in one, two, and three
spatial dimensions. The approach is based on previous
work of Verhaar [21] and may be useful in its own right as
it is able to provide very accurate results except for the
immediate vicinity of the singularities. The numerical
approach is applicable for general short-range potentials
and is not restricted to potentials of Gaussian shape.
This paper is organized as follows: In Sec. II, after stat-
ing the problem and discussing the required asymptotic
conditions for scattering wave functions, we present an
accurate numerical approach for determining the s-wave
scattering length along with benchmark calculations for a
Gaussian potential. In Sec. III approximate analytic ex-
pressions for the s-wave scattering length of a Gaussian
potential are derived before more accurate, generalized
expressions with numerically determined parameters are
introduced. Three appendices provide additional details
on derivations and numerical issues with determining the
position of singularities in the scattering length, respec-
tively.
II. NUMERICAL DETERMINATION OF THE
S-WAVE SCATTERING LENGTH
A. Solution of the two-body problem and
connection with the s-wave scattering length
1. Two-body scattering problem
Let us consider a two-particle scattering process with
the following n-dimensional Hamiltonian:
H2p = − ~
2
2m1
∇21 −
~2
2m2
∇22 + V (|r1 − r2|) , (1)
where V (|r1 − r2|) is a spherically symmetric particle-
particle interaction potential, and mi, ri, and ∇2i are
the mass, coordinate, and Laplace operator of the ith
particle, respectively. Although our main target is the
Gaussian potential, here we consider more general classes
of potentials for which the numerical procedures can be
applied. Specifically, we assume that the interaction is
sufficiently short ranged to justify the existence of the
scattering length. This is fulfilled in n dimensions if V (r)
obeys the condition [27, 28]
∞∫
A
|V (r)|rn−1dr <∞
for a finite A. It is sufficient to assume that the potential
decreases faster than 1/rn+ε with ε > 0 at sufficiently
large distance. In addition, we suppose that the poten-
tial is regular at the origin or diverges, at most, with
1/rs with s < 1. This condition is necessary to uniquely
define the appropriate boundary conditions at the origin
for the purpose of the numerical procedure. The s-wave
scattering length can still be defined for more strongly di-
vergent potentials [28, 29], but the numerical procedure
would have to be modified in this case.
The eigenproblem for the Hamiltonian (1) can be sim-
plified by introducing the center of mass coordinate,
R = (m1r1 +m2r2)/(m1 +m2), and relative coordinate,
r = r1− r2. Then the wave function can be separated as
[3]
Ψ2pnD(r1, r2) = exp(iQ ·R/~)ψnD(r) ,
where Q is the total momentum of the two particles. The
relative wave function ψnD(r) is an eigenfunction of the
Hamiltonian of the relative motion,
H ΨnD(r) = EΨnD(r) (2)
with
H = − ~
2
2µ
∇2 + V (r) , (3)
where E is the scattering energy and µ = m1m2/(m1 +
m2) is the reduced mass.
2. The s-wave scattering and boundary conditions
Due to the spherical symmetry of the potential,
Eq. (2) can be further simplified by solving the angular-
coordinate-dependent part separately through eigen-
states of the angular momentum operator. By defini-
tion, s-wave scattering correspond to zero angular mo-
mentum with a radially symmetric wave function. The
radial coordinate dependence in Eq. (2) can be obtained
from the following differential equation for the general
n-dimensional case [21, 30]:
− ~
2
2µ
(
d2
dr2
+
n− 1
r
d
dr
)
ΦnD(r)+ (4)
+ (V (r)− E) ΦnD(r) = 0 ,
where ΦnD(r) is the radial part of the relative wave func-
tion ψrelnD(r). For ultracold atoms, only low-energy scat-
tering processes are relevant and we may set E = 0. As
we see in the following section, it also provides us with
a simple way to define the s-wave scattering length. Ap-
propriate boundary conditions for the differential equa-
tion (4) can be obtained from smoothness and symmetry
considerations in the limit r → 0 (see the detailed de-
scription in Appendix A), as
ΦnD(0) = 1 , and Φ
′
nD(0) = 0 . (5)
3. Scattering length
For a short-range potential, the asymptotic of the wave
function ΦnD(r) at distances much larger than the char-
acteristic length scale of the potential `v is given by a
3solution of Eq. (4) with V (r) = 0 and E = 0, which is a
linear combination of a constant and r in one dimension
(1D), ln (r) in 2D, and 1/r in 3D. The s-wave scatter-
ing length is defined by the ratio of the corresponding
constants in this linear combination [21, 30],
if r  `v

Φ1D(r) ≈ N1D
(
r − a1Ds
)
,
Φ2D(r) ≈ N2D
[
ln
(
2r
a2Ds
)
− γ
]
,
Φ3D(r) ≈ N3D
(
1− a3Dsr
)
.
(6)
Here anDs is the n-dimensional s-wave scattering length,
γ = 0.5772 . . . is the Euler-Mascheroni constant, and
NnD is a scalar factor. The scattering length can be
expressed as a limit of the function ΦnD(r) and its first
derivative by eliminating the unknown parameter NnD
[21, 30, 31] as
a1Ds = lim
r→∞
(
r − Φ1D(r)
Φ′1D(r)
)
, (7)
a2Ds = lim
r→∞ 2r exp
(
− Φ2D(r)
rΦ′2D(r)
− γ
)
, (8)
a3Ds = lim
r→∞
(
r − rΦ3D(r)
rΦ′3D(r) + Φ3D(r)
)
. (9)
As can be seen from the expressions above, a2Ds is al-
ways positive by definition, while a1Ds and a
3D
s can be
of either sign. In the limiting case where the scatter-
ing potential is absent the solution of Eq. (4) becomes a
zero-energy plane wave, i.e. the constant 1. Therefore,
we have a1Ds → ∞ and a2Ds → ∞, while a3Ds → 0. This
means that the scattering length develops a singularity
when V (r)→ 0 in one and two dimensions.
B. One and three dimensions
The radial Schro¨dinger equation can be simplified by
introducing the functions [21]
u3D(r) = rΦ3D(r) and (10)
u1D(r) = Φ1D(r). (11)
Substituting Eq. (10) into the radial Schro¨dinger equa-
tion (4) and the expression for the s-wave scattering
length (9), we obtain identical equations for three and
one dimensions,(
− ~
2
2µ
d2
dr2
+ V (r)− E
)
u1D/3D(r) = 0 , (12)
a1D/3Ds = lim
r→∞
(
r − u1D/3D(r)
u′1D/3D(r)
)
. (13)
The boundary conditions are obtained by substituting
Eq. (10) into Eq. (5) and now differ between one and
three dimensions,
u1D(0) = 1 , u
′
1D(0) = 0 , (14)
u3D(0) = 0 , u
′
3D(0) = 1 . (15)
In a numerical procedure, we may assume that the
functions u1D/3D(r) and u
′
1D/3D(r) can only be given
with limited numerical accuracy (p) as
u1D/3D(r) = lim
p→∞ u˜1D/3D(r; p) ,
u′1D/3D(r) = limp→∞ u˜
′
1D/3D(r; p) ,
where p relates to the accuracy of the decimal representa-
tion and the numerical method itself. For the numerical
determination of the scattering length, one should then
consider the combined limit,
a1D/3Ds = lim
r,p→∞
(
r − u˜1D/3D(r; p)
u˜′1D/3D(r; p)
)
︸ ︷︷ ︸
a˜
1D/3D
s (r;p)
.
C. Two-dimensional case
In two dimensions, the original radial function Φ2D(r)
is used directly. Here a numerical instability is present
as a result of the 1/r singularity in the first derivative
term of the radial Schro¨dinger equation (4) for two di-
mensions. The instability can be avoided by giving the
boundary conditions at distance r = , where  is chosen
large enough to avoid the numerical difficulties but small
enough to approximately satisfy the conditions of Eq. (5)
Φ2D() ≈ 1 , Φ′2D() ≈ 0 . (16)
Consequently,  becomes another parameter of the nu-
merical evaluation besides the numerical accuracy (p).
The scattering length is then obtained from the compos-
ite limit
a2Ds = limr,p→∞
→0
2r exp
(
− Φ˜2D(r; , p)
rΦ˜′2D(r; , p)
− γ
)
︸ ︷︷ ︸
a˜2Ds (r;,p)
, (17)
where Φ˜2D(r; , p) represents the approximate numerical
solution of Eqs. (4) and (16) with
Φ2D(r) = lim
p→∞
→0
Φ˜2D(r; , p) . (18)
D. The Gaussian potential and the convergence of
numerical results
We now apply this approach to the Gaussian potential
V (r) = − V0
2L2
e−
r2
L2 , (19)
which depends on parameters for the potential strength
V0 and the length scale L. Since we are free to use L as
a scale parameter, we find that the ratio as/L depends
only on the single dimensionless parameter V0µ/~2. The
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FIG. 1. Relative error in the two-dimensional s-wave scatter-
ing length compared to a reference value a2Ds computed with
parameters p = 11, r = 10L,  = 10−6L. Shown is the pa-
rameter dependence (a) on the numerical precision p, (b) on
the cutoff distance r, and (c) on the boundary parameter 
for different values of the potential strength V0.
results of the numerical calculations and their physical
interpretation will be discussed in Sec. III along with
analytic approximations. Here we discuss the details and
convergence properties of the numerical approach.
The numerical calculations are performed with the
fourth-order Runge-Kutta method of the Mathematica
program package [32]. The parameter p is considered
here as a composite variable. We set the parameters ”Ac-
curacyGoal” and ”PrecisionGoal”, which quantify the ac-
curacy and precision of the numerical method, respec-
tively, to the same number p. The ”WorkingPrecision”,
which controls the number of the digits in the calcula-
tions, is set to p + 5. Ideally, we should consider the
infinite limit of p and r, and the zero limit of . On
the computer this limit is considered numerically with a
finite accuracy. The convergence properties of the nu-
merical procedure can be seen from Figs. 1 and 2 for the
s-wave scattering length of the Gaussian potential in two
and three dimensions, respectively. We first compute a
fairly accurate reference value with a fixed choice of the
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FIG. 2. Relative error in the three-dimensional s-wave scat-
tering length compared to a reference value a3Ds computed
with parameters p = 11, r = 10L. Shown is the parameter
dependence (a) on the numerical precision p and (b) on the
cutoff distance r for different values of the potential strength
V0.
accuracy parameters and then plot the relative error of
the scattering length compared to the reference value as
a function of the accuracy parameters.
In all cases, the relative error decays exponentially
until the reference value of the accuracy parameter is
reached. At that point, due to the equality of a˜nDs = a
nD
s ,
the curves abruptly drop to zero. Beyond that point, the
relative error saturates to a constant value that corre-
sponds to the numerical error of the reference value of
the scattering length. In two dimensions (Fig. 1), the
largest errors occur at V0 = 0.002~2/µ and V0 = 11~2/µ,
close to divergences of the scattering length (see Fig. 5).
This demonstrates how the numerical accuracy is limited
near the divergences of the scattering length.
In three dimensions, the s-wave scattering length di-
verges near to V0 = 2.683~2/µ, where the largest errors
in are seen in Fig. 2(a). In the same graph, the case of
V0 = 14~2/µ has the second largest numerical error. In
that case the scattering length is close to the zero cross-
ing (a3Ds ≈ 0.05L). It is difficult to compute it accurately
from Eq. (13) where a difference of small numbers [cut-
off distance and inverse logarithmic derivative of Φ3D(r)]
needs to be taken. This effect is even more notable as a
function of the cutoff distance in Fig. 2(b), where the er-
ror in the case of V0 = 14~2/µ is at least one order larger
at larger distances compared to other values of the po-
tential strength. Numerical rounding errors also explain
the jumps in the cases of V0 = −10~2/µ and V0 = 5~2/µ,
which are the limit of the chosen accuracy.
5III. APPROXIMATE EXPRESSIONS FOR
GAUSSIAN POTENTIAL
A. Three-dimensional case
As can be seen in the previous section, the numeri-
cal approach is accurate in most cases, but fails near the
divergences of the scattering length. Here we derive an-
alytic approximations that can handle these numerically
unstable regions. An alternative derivation based on the
Lippmann-Schwinger equation is given in Appendix C.
In order to derive suitable approximations, we can
make use of the fact that the Gaussian potential decays
rapidly to zero with increasing distance. Contributions
of the long-range part of the wave function, therefore,
become negligible when they are multiplied by this po-
tential compared to the other parts of the Schro¨dinger
equation, e.g., Eq. (12). Let us specifically consider the
simplest case of a shallow Gaussian potential in three
dimensions that has no bound states. Thus the zero-
energy wave function u3D(r) will be nodeless and can be
safely approximated with the leading term of its Taylor
expansion around r = 0 in the product with the Gaussian
potential as
e−
r2
L2 u3D(r) ≈ e−
r2
L2 r . (20)
Note that the long-range asymptotics of u3D(r) that de-
fine the scattering length are (approximately) unaffected
by this procedure. Substituting into Eq. (12) at Erel = 0,
we obtain the differential equation
− ~
2
2µ
d2
dr2
u¯3D(r)− V0
2L2
e−
r2
L2 r = 0 . (21)
The function u¯3D(r) can be obtained by integrating Eq.
(21) twice,
u¯3D(r) = c
3D
1 + c
3D
2 r +
√
piV0µ
4~2
erf
( r
L
)
, (22)
where erf(x) = (2/
√
pi)
∫ x
0
exp(−t2)dt is the error func-
tion. The coefficients in Eq. (22) can be determined by
considering the boundary conditions (15) as
c3D1 = 0 , c
3D
2 =
2− V0µ~2
2L
.
Examining these wave functions in the limit when r goes
to infinity and using the fact that limr→∞ erf
(
r
L
)
= 1, if
L is finite, we obtained the following asymptotic expres-
sion:
u¯3D(r) ≈
2− V0µ~2
2
(
r
L
−
√
pi
2
V0
V0 − 2~2µ
)
, r →∞ .(23)
Substituting Eq. (23) into Eq. (13), the approximate re-
lations between the s-wave scattering length and the pa-
rameters of the potential can be found as
a¯3Ds
L
=
√
pi
2
V0
V0 − 2~2µ
. (24)
n Wn
(
~2/µ
)
α1 α2 α3 α4
1 2.68400465092 1.11942413969
2 17.7956995472 1.12031910105 0.378402820446
3 45.5734799205 1.12034867267 0.322141242778 0.332600792963
4 85.9634003809 1.12034897387 0.326461774698 0.135560767226 0.375312300726
a˜3Ds 2
√
pi/2 ≈ 0.8862269
TABLE I. Numerical values of parameters for the three-
dimensional approximate expression (25).
This approximate formula has a pole near the value of
V0 where the Gaussian potential well acquires the first
bound state. The appearance of a pole, even though we
had started out with assuming a nodeless wave function,
validates the procedure but also signals a limit of valid-
ity of the approximation. On closer inspection, we find
that the expression (24) describes the scattering length
near the singularity qualitatively correctly, but the posi-
tion of the pole is inaccurate. As can be seen in Fig. 3,
further singularities appear when the potential well be-
comes deeper and these correspond to additional bound
states. Although the approximation (24) includes only
the first singularity, it can be sufficient for the use as a
pseudopotential for ultracold atoms if only the qualita-
tive behavior of the scattering length in the presence of
up to one bound state is of interest.
In order to reproduce the behavior of the scattering
length across a larger range of potential strengths, we
generalize Eq. (24) by explicitly introducing a variable
number of singularities in the following way:
a3Ds
L
≈
n∑
i=1
αi
V0
(V0 −Wi) . (25)
Here, Wi and αi are numerically determined parameters.
The parameters Wi are set to the values of V0 where the
numerically determined scattering length diverges (and
changes sign). At these values of V0 weakly bound states
appear (see, e.g., Ref. [33], problem 90). To achieve a
high accuracy for approximations of the s-wave scatter-
ing length, it is important to use accurate values for these
parameters (see the detailed description in Appendix B).
The parameters αi are obtained by nonlinear fitting of
the approximate expression Eq. (25) to the numerically
obtained scattering length. The fitting procedure is per-
formed on the intervals V0µ/~2 ∈ [0, 2.68] ∪ [2.69, 14] in
order to avoid the singularities. The values of the fitted
parameters are shown in Table I. As can be seen in Fig.
3, including even one additional singularity in the model
greatly improves Eq. (24) and qualitatively describes the
fitted region. Each additional fitting parameter further
improves the relative accuracy by more than one order of
magnitude. In addition, the approximate formulas also
dramatically improve the approximation of a3Ds outside
the fitted regime with each fitting parameter.
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FIG. 3. (a) Three-dimensional s-wave scattering length from
the numerical and the approximate expression. (b) The dif-
ference between the approximative and numerical scattering
length values. The parameters of the numerical simulations
are set to p = 11 and r = 10L. The values of the parameters
for the approximative expressions can be found in Table I.
B. One-dimensional case
We follow an analogous procedure to the three-
dimensional case by approximately solving the
Schro¨dinger equation for large r. Although the
form of the one-dimensional Schro¨dringer equation is
equivalent to the three-dimensional one [Eq. (12)], the
boundary conditions of Eqs. (14) and (15) differ. This
has the consequence that the zeroth-order term in the
Taylor expansion of u1D(r) does not vanish and thus we
may approximate the differential equation as
− ~
2
2µ
d2
dr2
u¯1D(r)− V0
2L2
e−
r2
L2 = 0 . (26)
Equation (26) can be solved and provides the following
approximate expression for the wave function and the
s-wave scattering length:
u¯1D(r) = 1− V0µ
2~2
[
e−
r2
L2 +
√
pierf
( r
L
) r
L
− 1
]
, (27)
a¯1Ds
L
=
1√
pi
+
2√
pi
~2
V0µ
. (28)
Comparing the obtained expression (28) with the three-
dimensional result (24), it can be seen that the first sin-
gularity in one dimension is located in the origin, while in
three dimensions it is displaced to a finite value of attrac-
tive potential strength. As every singularity indicates the
creation of a new bound state, the former statement is re-
lated to a well-known property: in one dimension, there
is always a bound state at any nonzero attractive po-
tential, meanwhile, in three dimensions, the bound state
appears at some finite potential strength.
The approximate expression (28) can be further im-
proved if we expand the function u1D(r) in a Taylor se-
ries around the origin. As we are interested in the behav-
ior of the singularity in the origin, we can consider the
limit of V0 approaching zero, where the coefficients of the
Taylor expansion can be determined (see the detailed de-
scription in Appendix D). By examining the asymptotic
properties of the wave function we obtain the following
approximate formula for the scattering length:
a¯1Ds
L
=
√
2
pi
+
2√
pi
~2
V0µ
, (29)
which differs from Eq. (28) only in the constant offset.
This expression fits better with the numerically obtained
results, but it is still inaccurate at larger absolute values
of the potential strength. In analogy to the three dimen-
sional case [Eq. (25)], the accuracy of Eq. (29) can be
further improved by including additional singularities,
a1Ds
L
≈
√
2
pi
+
2√
pi
~2
V0µ
+
n∑
i=1
αi
V0
(V0 −Wi) , (30)
where the parameters Wi are obtained directly from the
numerical solution of the differential equation. The pa-
rameter values αi are obtained nonlinearly fitting the
expression (30) to the numerical data in the interval
V0~2/µ ∈ [1.0, 8.0].
A comparison of the approximate and the numeri-
cal results is shown in Fig. 4. Similarly to the three-
dimensional case, the relative error from the numerical
solution gradually decreases with the number of the pa-
rameter pairs.
n Wn
(
~2/µ
)
α1 α2 α3 α4
1 8.6490975 0.52689372
2 30.106280 0.51419392 0.35899733
3 64.193333 0.51460375 0.20675606 0.36766012
4 110.88204 0.51459468 0.24033314 0.040512694 0.44420188
TABLE II. Numerically determined parameters for the one-
dimensional approximate expression in Eq. (36).
C. Two-dimensional case
In two dimensions the function Φ2D(r) is considered,
where the corresponding Schro¨dinger equation (4) at
Erel = 0 and boundary conditions (5) provide the fol-
lowing approximate differential equation:
− ~
2
2µ
(
d2
dr2
+
1
r
d
dr
)
Φ¯2D(r) + V (r) = 0 . (31)
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FIG. 4. (a) One-dimensional s-wave scattering length from
the numerical and the approximate expression. (b) The dif-
ference between the approximate and numerical values of the
scattering length. The parameters of the numerical simula-
tions are set to p = 11, r = 10L. The parameter values for
the approximate expressions are tabulated in Table II. The
n = 0 approximation corresponds to Eq. (29).
Solving Eq. (31), the radial function can be obtained as
Φ¯2D(r) = 1 +
V0
4
[
Ei
(−r2)− γ − 2 ln(r)] , (32)
where Ei(x) = − ∫∞−x e−tt dt is the exponential integral
function. At large particle separation, the exponential
integral function goes to zero, limr→∞ Ei
(−r2) = 0, and
therefore Eq. (C19) can be approximated with the fol-
lowing expression:
Φ¯2D(r) ≈ 1− V0µ
4~2
[
γ + 2 ln
( r
L
)]
, r →∞ . (33)
Using this asymptotic formula, the approximate expres-
sion of the s-wave scattering length can be determined
from Eq. (8) as
a¯2Ds
L
= 2e
−3γ
2 +
2~2
V0µ . (34)
A singularity appears again in the origin, like in the one-
dimensional case, as a consequence of the fact that any
arbitrarily weak Gaussian potential well in two dimen-
sions has at least one bound state. In analogy to the
procedure of Appendix D, in one dimension, we can thus
determine an improved prefactor to arrive at the approx-
imation
a¯2Ds
L
=
√
8e
−3γ
2 +
2~2
V0µ . (35)
n Wn
(
~2/µ
)
α1 α2 α3 α4
1 11.076903 0.33553384
2 35.081301 0.30476380 0.20423041
3 71.774188 0.30609585 0.10986740 0.19295017
4 121.10485 0.30605919 0.13171195 0.017845686 0.22077743
TABLE III. Numerically determined parameters for the two-
dimensional approximate expression in Eq. (36).
This approximate formula (35) is equivalent to the pre-
viously mentioned formula of Doganov et al. [6], where
Eq. (35) was derived in a different manner using pertur-
bation theory. This expression is not very accurate at
larger values of potential strength and can be improved
by including additional singularities in the same manner
as done previously to obtain
a2Ds
L
≈
√
8e
− 3γ2 + 2~
2
V0µ
+
n∑
i=1
αi
V0
(V0−Wi) . (36)
We determined the parameters Wi with the numerical
differential equation solver and fitted the parameters αi
on the interval V0 ∈ [1, 10]~2/µ.
The numerical and approximate values for the two-
dimensional s-wave scattering length are shown in Fig.
5. In contrast to the one- and three-dimensional results,
the two-dimensional scattering length is always positive
and single poles occur not in the scattering length it-
self but in its logarithm. Similarly to the previous cases,
increasing the number of fitted parameter pairs succes-
sively improves the approximate values for the scattering
length inside and outside the fitted region.
IV. CONCLUSION
We have introduced approximate expressions for the
s-wave scattering length for a Gaussian potential in one,
two, and three dimensions. These may be useful on their
own or can improve the accuracy of a numerical determi-
nation of the scattering length by providing the correct
asymptotic behavior near singularities. The lowest-level
expressions can be obtained as simple parameter-free ap-
proximations derived from the two-particle Schro¨dinger
equation. They can qualitatively describe the singular-
ity at the first bound-state formation, where numerical
methods usually fail or provide inaccurate answers. In
one and two dimensions these expressions can be further
improved analytically by examining the weakly interact-
ing limit, where the leading terms can be given exactly.
More accurate expressions generalize the simple formulas
in a straightforward way by including additional singu-
larities, where the unknown parameters are determined
from accurate numerical computations. The obtained
formulas improve the accuracy for the whole region of the
potential strength. In three dimensions, where the singu-
larity due to appearance of the first bound state appears
at a finite value of the potential strength, the accuracy
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FIG. 5. (a) Two-dimensional s-wave scattering length from
the numerical and the approximate expression. (b) The dif-
ference between the approximative and numerical scattering
length values. The parameters of the numerical simulations
are set to the following: p = 11, r = 10L, and  = 10−6L.
The values of the parameters for the approximative expres-
sions can be found in Table III. The n = 0 approximations
correspond to Eq. (35).
of this value crucially limits the obtainable accuracy for
the s-wave scattering length.
The Gaussian potential well has its main application
for use as a pseudopotential in the description of ultracold
atoms in the parameter regime between zero interaction
and the first nontrivial bound state. In this region, the
relative error of the parameterized approximate formulas
reaches below 10−4 and thus they provide accurate, re-
liable, and simple formulas to connect the parameters of
the Gaussian potential to the s-wave scattering length.
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Appendix A: Boundary conditions for the scattering
problem
We consider a short-range interaction potential as
specified in Sec. II A 1 and extend a similar argument
given in Ref. [34] (see also [35] for the boundary condi-
tions in two dimensions) to subleading order. To obtain
the boundary conditions, let us multiply Eq. (4) by r2
and consider the limit of r → 0 as
lim
r→0
[
− ~
2
2µ
(
r2
d2
dr2
+ r(n− 1) d
dr
)
ΦnD(r) + (A1)
+r2 [V (r)− E] ΦnD(r)
]
= 0 .
The second term vanishes more quickly than the other
ones in the limit of r → 0 if the potential is nonsingu-
lar at the origin and diverges, at most, like 1/rs with
s < 2. In order to obtain the leading term of the radial
wave function, we may ignore this term and consider the
differential equation
lim
r→0
[
− ~
2
2µ
(
r2
d2
dr2
+ r(n− 1) d
dr
)
ΦanD(r)
]
= 0 , (A2)
where ΦanD(r) is asymptotic solution of ΦnD(r) in the
origin.
Let us first consider the cases of two and three dimen-
sions. Here the origin is a singular point due to the 1/r
term in Eq. (4). For Eq. (A2), we find the explicit solu-
tions
Φa2D(r) = d2D ln(r) + c2D , (A3)
Φa3D(r) =
d3D
r
+ c3D . (A4)
The parameters d2D, c2D, d3D, and c3D are arbitrary
constants. The functions ln(r) and 1/r are singular at
r = 0, which would provide a nonsmooth wave function.
Moreover, in the kinetic part of the Hamiltonian, the
Laplacian operator would generate a Dirac δ contribu-
tion that is not compensated by the potential part in the
Schro¨dinger equation [34]. Hence, these irregular parts
should be eliminated by setting the scalar factors d2D and
d3D to 0. Setting the remaining coefficients cnD,1 and
cnD,2 to 1, we obtain the boundary condition Φ(0) = 0,
i.e., the first part of Eq. (5).
In one dimension the origin is a regular point of Eq.
(4) and parity is a good quantum number. An explicit
solution is
Φa1D(r) = d1Dr + c1D . (A5)
Since s-wave scattering demands an even-parity solution,
we set d1D = 0 and c1D = 1 to obtain the boundary
conditions (5) in the one-dimensional case.
It remains to derive the correct boundary condition for
the first derivative, Φ′nD(0). A separate consideration is
necessary here, since the sub-leading term in the radial
9wave function may lead to a divergent derivative. We
specifically consider the case E = 0 but nonzero ener-
gies can be studied the same way. Let us integrate the
Schro¨dinger equation in n dimensions,
∇2Φ(x) = 2µ
~2
V (x)Φ(x) (A6)
over a small ball of radius r. For the left-hand side, one
can apply Gauss’ theorem, which yields for a radially
symmetric wave function,∫
|~x|6r
∇2Φ(x)dnx =
∮
|~x|=r
d~S · ∇Φ(x) = SnΦ′(r)rn−1,
(A7)
where Sn = 2pi
n/2/Γ(n/2) is the surface area of the
sphere of the unit radius in n dimensions, and Γ(z) de-
notes the Gamma function. When Φ(0) = 1, the leading
term on the right-hand side of (A6) becomes 2µC~2 r
−s,
where C is a constant. After integration, this term yields∫
|~x|6r
2µ
~2
V (x)Φ(x)dnx '
∫ r
0
2µC
~2
x−sSnxn−1dx
' Sn 2µC~2
rn−s
n− s . (A8)
Comparing the above equations yields
Φ′(r) ' 2µC
~2
r1−s
n− s , (A9)
which leads to the boundary condition Φ′(0) = 0 if s < 1
in all three dimensions.
In summary, we have derived the boundary conditions
(5) for potentials that are regular or divergent with a
leading divergence at the origin ∝ 1/rs with s < 1. This
justifies the numerical procedure discussed in Sec. II. If
1 < s < 2, the radial wave function still takes a finite
value at the origin, but the first derivative diverges. In
this case, the numerical procedure will have to be modi-
fied.
Appendix B: Accuracy of the s-wave scattering
length in three dimensions at the singularity
In three dimensions the accuracy of the s-wave scat-
tering length is limited mainly by the accuracy of the
position W1 of the first singularity. We determine this
position using the numerical differential equation solver
by finding the value of V0 where the scattering length
changes sign. The accuracy of this position can be
checked by increasing the accuracy of the calculation it-
self. We found that W1 can be determined with very
good accuracy of 12 digits when p = 11.
The value of W1 can, in principle, also be obtained by
diagonalizing the Hamiltonian in a plane-wave basis and
determining the value of V0 where the ground-state en-
ergy crosses zero, extrapolating to the limits of infinite
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FIG. 6. Importance of the location of the first pole on the
accuracy of the scattering length in three dimensions. (a)
s-wave scattering length from the numerical and the approx-
imate expressions. In the approximate expressions, the scat-
tering length is calculated with varying precision (ndigit dec-
imal digits) of the position of the first singularity W1. (b),
(c) The errors of the approximate and numerical values of
the scattering length. (b) V0 < W1, (c) V0 > W1 . Ref-
erence values for determining the zero points of the x and
y axes, respectively, are calculated by numerical calculations
with a high level of accuracy (p = 15 for as; reference value
W1 = 2.684004650924~2/µ).
box size and basis set. We found a value that is consis-
tent with the result from the differential equation solver
to three digits of accuracy, but were not able to reach
higher accuracy with the diagonalization procedure due
to limitations of the extrapolation procedures. Thus we
have used values extracted from the differential equation
solver for the numerical results presented in this paper.
The s-wave scattering length is plotted with different
accuracy of W1 in Fig. 6. The parameters αi and the
Wj (j > 1) are set according to Table I and are kept
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unchanged. The poles with the minimums on the error
curves correspond to the crossing of the reference curve.
The poles with the maximums come from the inaccurate
position of the singularity. Increasing the accuracy of
W1 significantly improves a
3D
s as well. In the main part
of the paper ndigit = 12 decimal digits of accuracy are
used for W1, where the relative error is below 10
−5, if
the potential strength is within W1 − 10−6~2/µ < V0 <
W1 + 10
−6~2/µ.
Appendix C: Alternative derivation of the
approximate expressions for the s-wave scattering
length
1. Three-dimensional case
Let us introduce dimensionless variables
y = r/L, (C1)
η = V0µ/~2, (C2)
with which the Schro¨dinger equation (4) can be written
in the following form:(
d2
dy2
+ 2y
d
dy
+ η exp(−y2)
)
Φ˜3D(y) = EΦ˜3D(y) .
(C3)
One can see from the definitions of the scattering length
(6) and Eqs. (C1) and (C3) that the ratio as/L depends
only on the single dimensionless parameter η. In the
following, let us consider the E = 0 case in order to
determine the s-wave scattering length.
The Schro¨dinger equation (C3) can be transformed
[with u˜3D(y) = yΦ˜3D(y)] to the Lippmann-Schwinger
equation [36],
u˜3D(y) = y − η
y∫
0
dx (y − x) exp(−x2)u˜3D(x) . (C4)
The s-wave scattering length can be expressed with a
simple form if we substitute Eqs. (C1) and (C4) into Eq.
(6),
a3Ds /L = c2/(c1 + 1) , (C5)
where
c1 = −η
∞∫
0
dx exp(−x2)u˜3D(x) , (C6)
c2 = −η
∞∫
0
dxx exp(−x2)u˜3D(x) . (C7)
Let us solve Eq. (C4) with iterations. In the first step,
we consider η = 0 on the right hand side,
u˜
(0)
3D(y) = y .
Substituting it into Eqs. (C5)-(C7) the zero-order ap-
proximation for the scattering length can be obtained,
a¯3Ds
L
= −
√
pi
4
η
1− η2
, (C8)
which is equivalent to the analytical expression (24) in
the main text.
2. One-dimensional case
In one dimension, the Lippmann-Schwinger equation
and the approximate expression of the scattering length
are derived analogously to the three-dimensional case,
u˜1D(y) = 1− η
y∫
0
dx (y − x) exp(−x2)u˜1D(x) , (C9)
a1Ds /L = (c2 − 1)/c1 , (C10)
with the same relations (C6) and (C7) for the constants
c1 and c2 as in the three-dimensional case. The differ-
ence from the three-dimensional solution arises from the
different boundary conditions (14) and (15).
We solve Eq. (C9) iteratively. In the first step we con-
sider u˜
(0)
1D(y) = 1, from which the first-order wave func-
tion and zero-order scattering length can be obtained,
u¯1D(y) = 1− η
2
[
e−y
2
+
√
piy erf(y)− 1
]
, (C11)
a¯1Ds
L
=
2√
pi
1
η
+
1√
pi
. (C12)
The first-order scattering length, obtained with
Eq. (C11), is given by
a¯1Ds
L
=
2√
pi
1
η
+
√
2
pi
+O(η) . (C13)
The zeroth- and first-order term recover Eqs. (28) and
(29) from the main text.
3. Two-dimensional case
In two dimensions, the Lippmann-Schwinger equation
for the function Φ˜2D(y), obeying the Schro¨dinger equa-
tion (C3), takes the form [37]
Φ˜2D(y) = 1− η
y∫
0
dxx ln(y/x) exp(−x2)Φ˜2D(x) .
(C14)
Comparing its long-range asymptotics with the definition
(6) and using Eq. (C1), we derive
a2Ds /L = e
c1−1
c2
−γ+ln 2, (C15)
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where
c1 = −η
∫ +∞
0
dx ln(x) exp(−x2)Φ˜2D(x) , (C16)
c2 = −η
∫ +∞
0
dxx exp(−x2)Φ˜2D(x) . (C17)
Similar to the previous sections, the zero-order approx-
imation for the scattering length is obtained with the
zero-order function Φ˜
(0)
2D(x) = 1,
a¯2Ds /L = 2e
−3γ
2 +
2
η . (C18)
The first-order wave function, obtained with the first it-
eration, is given by
¯˜Φ2D(y) = 1− η
4
[
γ + 2 ln(y)− Ei (−y2)] , (C19)
where Ei(z) = − ∫∞−z e−tt dt is the exponential integral
function. Substituting it into Eqs. (C16) and (C17), and
using (C15), gives us
a¯2Ds /L =
√
8e
−3γ
2 +
2
η+O(η) . (C20)
As can be seen the obtained Eqs. (C18) and (C20) are
equivalent to Eqs. (34) and (35) from the main text.
Appendix D: Derivation of approximate formula (29)
for the one-dimensional s-wave scattering length
As we previously discussed in Appendix A, the one-
dimensional wave function u1D(r) is even, hence, its
power-series expansion can be written in the following
form:
u1D(r) =
∞∑
k=1
bkr
2k . (D1)
Substituting back Eq. (D1) into Eq. (12), we got the
following differential equation:
u′′1D(r) = −V0e−r
2
∞∑
k=1
bkr
2k , (D2)
where b0 is chosen to be one due to the boundary con-
dition (14). Using the usual Taylor-expansion identity
as
bk =
1
(2k)!
d2ku1D(r)
dr2k
∣∣∣∣∣
r=0
,
the parameters can be determined from Eq. (D2) or its
corresponding derivative form as
bk = − V0
(2k)!
k−1∑
l=0
[(
2k − 2
2l
)
·
· (2k − 2− 2l)! bk−l−1 d
2k
dr2k
e−r
2
∣∣∣∣∣
r=0
]
.
Using the following identities of the Hermite polynomials:
d2k
dr2k
e−r
2
∣∣∣∣∣
r=0
= H2k(0) = (−1)k (2k)!
k!
,
parameter bk can be expressed as a linear combination of
bm (m < k) as
bk =
V0
2k(2k − 1)
k−1∑
l=0
(−1)l+1 bk−1−l
l!
. (D3)
With Eq. (D3), all the bk can be determined, hence func-
tion u1D(r) can be given explicitly in the power-series
form.
In order to determine the s-wave scattering length,
function u1D(r) should be examined in the asymptotic
limit r → ∞, which is difficult to handle in Eq. (D1).
However, a different form of u1D(r) can be considered as
u1D(r) =1 + V0c0− (D4)
− V0
(
e−r
2
∞∑
k=0
ckr
2k + d
√
pi r erf (r)
)
,
where ck and d are real coefficients. Equation (D4) sat-
isfies the Schro¨dinger equation (12), if the coefficients ck
and d are chosen properly. We can make a relation be-
tween Eqs. (D2) and (D4) by expanding in Taylor series
of Eq. (D4), where we obtain the following relations:
b0 = −2c0 + 2c1 + 4d ,
b1 = 4c0 − 10c1 + 12c2 − 4d , (D5)
bi+1 = 4ci − 2(4i+ 5)ci+1 + 2(i+ 2)(2i+ 3)ci+2 ,
where i ≥ 1. Considering the asymptotic limit of r →∞
in Eq. (D4), the scattering length can be determined as
u1D(r) ≈ −d
√
piV0
r − 1 + V0c0d√piV0︸ ︷︷ ︸
a1Ds
 . (D6)
As can be seen in Eq. (D6), a1Ds depends on only two
parameters: c0 and d. However, these parameters are
determined through an infinitely large system of linear
equations (D5). The s-wave scattering length can be fur-
ther separated into two terms as
a1Ds =
2√
piV0
+
1 + V0c0 − 2d
d
√
piV0︸ ︷︷ ︸
a1Dsc
. (D7)
Considering only the first few terms of the summation
in Eq. (D2), the explicit values of the parameters ck and
d can be obtained assuming the following expressions:
c0 =
1
2
+
∞∑
k=1
k!
2
bk , (D8)
d =
1
2
+
∞∑
k=1
(2k − 1)!!
2k+1
bk . (D9)
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These statements can be proofed by induction. First, we
suppose that Eqs. (D8) and (D9) are true up to the first
nth terms as
c
(n)
0 =
1
2
+
n∑
k=1
k!
2
bk , (D10)
d(n) =
1
2
+
n∑
k=1
(2k − 1)!!
2k+1
bk , (D11)
where parameters c
(n)
0 and d
(n) gives back the original
parameters c0 and d as n goes to infinity. Considering a
finite number of bk, Eq. (D5) terminates with the follow-
ing last two equations:
bn−1 = 4c
(n)
n−2 − 2(4n− 3)c(n)n−1 , (D12)
bn = 4c
(n)
n−1 . (D13)
Increasing n to n + 1bk, Eqs. (D12) and (D13) are sup-
plemented with additional terms as
bn−1 = 4c
(n+1)
n−2 − 2(4n− 3)c(n+1)n−1 + (D14)
+2(2n− 1)nc(n+1)n ,
bn = 4c
(n+1)
n−1 − 2(4n+ 1)c(n+1)n , (D15)
bn+1 = 4c
(n+1)
n . (D16)
Let us express c
(n+1)
n in Eq. (D16) and substitute back
to Eqs. (D14) and (D15). If we introduce the following
notations:
b′n−1 = bn−1 −
(2n− 1)n
2
bn+1 , (D17)
b′n = bn +
4n+ 1
2
bn+1 , (D18)
then Eqs. (D14) and (D15) can be expressed in the fol-
lowing form:
b′n−1 = 4c
(n+1)
n−2 − 2(4n− 3)c(n+1)n−1 , (D19)
b′n = 4c
(n+1)
n−1 . (D20)
Therefore, by recognizing the similarity between the ex-
pressions (D19) and (D20), and (D12) and (D13), the
equations (D8) and (D9) for c
(n+1)
0 and d
(n+1) can be
extended for the n+ 1 case as
c
(n+1)
0 =
1
2
+
n−2∑
k=1
k!
2
bk + (D21)
+
(n− 1)!
2
b′n−1 +
n!
2
b′n ,
d(n+1) =
1
2
+
n−2∑
k=1
(2k − 1)!!
2k+1
bk + (D22)
+
(2n− 3)!!
2n
b′n−1 +
(2n− 1)!!
2n+1
b′n .
Substituting back Eqs. (D17) and (D18) into Eqs. (D21)
and (D22), we obtain back Eqs. (D10) and (D11), but
the sum goes until n+ 1 justifying Eqs. (D8) and (D9).
Therefore, using Eqs. (D8) and (D9), the correction for
the scattering length (D7) can be explicitly given in the
following form:
a1Dsc =
1 +
∞∑
k=1
(
k!bk − (2k−1)!!2k−1 bkV0
)
√
pi
(
1 +
∞∑
l=1
(2l−1)!!
2l
bl
) .
Considering the limit V0 → 0, the following identities can
be derived from Eq. (D3):
lim
V0→0
bk = 0 ,
lim
V0→0
bk
V0
=
(−1)k
2(2k − 1)k! .
Using the expression above the a1Dsc can be expressed in
the following simple form:
lim
V0→0
a1Dsc =
1√
pi
(
1 +
∞∑
k=1
(−1)k+1 (2k − 3)!!
(2k)!!
)
=
√
2
pi
,
where in the last equation we recognize the Taylor series
of
√
1 + x at x = 1.
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