Semantic relatedness between terms plays an important role in many applications, such as information retrieval, in order to disambiguate document content. This latter is generally studied among pairs of terms and is usually presented in a non-linear way. This paper presents a new statistical method for detecting relationships between terms called Least Square Mehod which defines these relations linear and between a set of terms.
INTRODUCTION
With the increasing volume of textual data on the internet, effective access to semantic information becomes an important problem in information retrieval and other related domains such as natural language processing, Text Entailment and Information Extraction.
Measuring similarity and relatedness between terms in the corpus becomes decisive in order to improve search results (Agirre et al., 2009) . Earlier approaches that have been investigating the latter idea can be classiffied into two main categories: those based on pre-available knowledge (ontology such as wordnet, thesauri, etc) (Agirre et al., 2010) and those inducing statistical methods (Sahami and Heilman, 2006) , (Ruiz-Casado et al., 2005) .
WordNet is a lexical database developed by linguists in the Cognitive Science Laboratory at Princeton University (Hearst, 1998) . Its purpose is to identify, classify and relate in various ways the semantic and lexical content of the English language. WordNet versions for other languages exist, but the English version, however, is the most comprehensive to date. Information in wordnet ;such as nouns, adjectives, verbs and adverbs; is grouped into synonyms sets called synsets. Each group expresses a distinct concept and it is interlinked with lexical and conceptualsemantic relations such as meronymy, hypernymy, causality, etc.
We represent WordNet as a graph G = (V, E) as follows: graph nodes represent WordNet concepts (synsets) and dictionary words; undirected edges represent relations among synsets; and directed edges represent relations between dictionary words and synsets associated to them. Given a pair of words and a graph of related concepts, wordnet computes in the first time the personalized PageRank over WordNet for each word, giving a probability distribution over WordNet synsets. Then, it compares how similar these two probability distributions are by presenting them as vectors and computing the cosine between the vectors (Agirre et al., 2009) .
For the second category, many previous studies used search engine collect co-occurrence between terms. In (Turney, 2001) , author calculate the Pointwise Mutual Information (PMI) indicator of synonymy between terms by using the number of returned results by a web search engine.
In (Sahami and Heilman, 2006) , the authors proposed a new method for calculating semantic similarity. They collected snippets from the returned results by a search engine and presented each of them as a vector. The semantic similarity is calculated as the inner product between the centroids of the vectors.
Another method to calculate the similarity of two words was presented by (Ruiz-Casado et al., 2005) it collected snippets containing the first word from a Web search engine, extracted a context around it, replaced it with the second word and checked if context is modified in the Web.
However, all these methods measure relatedness between terms in pairs and cannot express them in a linear way. In this paper, we propose a new method which defines linear relations between a set of terms in a corpus based on their weights.
The paper is organized as follows, section 2 is devoted to detailing the proposed method followed by the evaluation in section 3. Finally, section 4 draws the conclusions and outlines future works.
PROPOSED METHOD
Our method is based on the extraction of relationships between terms (t 1 ,t 2 , · · · ,t n ) in a corpus of documents. Indeed, we try to find a linear relationship that may possibly exist between them with the following form:
Least square method (Abdi., 2007) , (Miller, 2006 ) is a frequently used method for solving this kind of problems in an approximate way. It requires some calculus and linear algebra. In fact, this method seeks to highlight the connection being able to exist between an explained variable (y) and explanatory variables (x). It is a procedure to find the best fit line (y = ax + b) to the data given that the pairs (x i , y i ) are observed for i ∈ 1, · · · , n. The goal of this method is to find values of a and b that minimize the associated error (Err).
Using a matrix form for the n pairs (x i , y i ):
where A represents vector of values (a 1 , a 2 , · · · , a n ) and X represents the coordinate matrix of n pairs. In our case, let term (t i ) the explained variable and the remaining terms of the corpus (t 1 ,t 2 , · · · ,t i−1 ,t i+1 , · · · ,t n ) the explanatory variables. We are interesting in the linear models; the relation between these variables is done by the following:
Where α are real coefficients of the model and present the weights of relationships between terms and ε represents the associated error of the relation.
We are looking for a model which enables us to obtain an exact solution for this problem. Therefore, we proceed to calculate this relation for each document in the collection and define after that the final relationship between these terms in the whole collection. For that, m measurements are made for the explained and the explanatory variables to calculate the appropriate α 1 , α 2 , · · · , α n with m represent the number of documents in the collection.
Where t j i is the Tf-Idf weight of term i in document j. By using the matrix notations the system becomes:
where X is a TF-IDF (Term Frequency-Inverse Document Frequency) matrix whose rows represent the documents and columns represent the indexing terms (lemmas). Thus, we seek A = (α 1 , · · · , α n ) such as X × A is more near possible to t i . Rather than solving this system of equations exactly, least square method tries to reduce the sum of the squares of the residuals. Indeed, it tries to obtain a low associated error (Err) for each relation.
We notice that the concept of distance appears. We expect that d(X × A,t i )is minimal , which is written:
min || X × A − t i || (7) To determine the vector A for each term in a corpus, we applied the least square method on the matrix X for each one.
Where X i is obtained by removing the row of the term i in matrix X and n is the number of terms in a corpus. X T [i, .] represents the transpose of the line weight of term i in all documents. tion retrieval performance, mainly, by detecting relationships between terms in a corpus of documents.
We focus on the application of the least square method on a corpus of textual data in order to achieve expressive semantic relationships between terms.
In order to check the validity and the performance of our method, an experimental procedure was set up.
The evaluation is then based on a comparison of the list of documents retrieved by a developed information retrieval system and the documents deemed relevant.
To evaluate within a framework of real examples, we have resorted to a textual database, of 1400 documents, called Cranfield collection (Ahram, 2008) (Sanderson, 2010) . This collection of tests includes a set of documents, a set of queries and the list of relevant documents in the collection for each query.
For each document of the collection, we proceed a handling and an analysis in order to lead it to lemmas which will be the index terms. Once the documents are each presented with a bag of words, we have reached by a set of 4300 terms in the whole collection. Hence, matrix X is sized 1400 * 4300. After that, we applied on it the least square method for each term in order to determine the vector A for each one. The obtained values A i indicate the relationship between term i and the remaining terms in the corpus. We obtain another square matrix T with 4300 lines expressing the semantic relationships between terms as follows:
∀i ∈ 1, 2, . . . , 4300,∀ j ∈ 1, 2, . . . , 4300 We notice that obtained relationships between terms are meaningful. Indeed, related terms in a relation talk about the same context, for example the relationship between the lemma airbon and the other lemmas (airborn, airforc, conecylind, action, tunnel . . . ) talks about the airborne aircraft carrier subject. To test these relationships, we calculate for each one the error rate (Err):
(10) The obtained values are all closed to zero, for example the error rate of the relationship between term (account) and the remaining of terms is 1.5 * 10 −7 and for the term (capillari) is 5, 23 * 10 −11 .
To check if obtained relations improve information retrieval results, we have implemented a vector space information retrieval system which test queries proposed by the Cranfield Collection.
The aim of this kind of system is to retrieve documents that are relevant to the user queries. To achieve this aim, the system attributes a value to each candidate document; then, it rank documents in the reverse order of this value. This value is called the Retrieval Status Value (RSV) (Imafouo and Tannier, 2005) and calculated with four measures (cosines, dice, jaccard and overlap).
Our system presents two kinds of evaluation; firstly, it calculates the similarity (RSV) of a document vector to a query vector. Then, it calculates the similarity of a document vector to an expanded query vector. The expansion is based on the relevant documents retrieved by the first model (Wasilewski, 2011) and the relationships obtained by least square method.
Indeed, if a term of a collection is very related with a term of query (α >= 0.5) and appears in a the relevant returned documents, we add it to a query. Mean Average Precision (MAP) is used to calculate precision of each evalution. Table1 shows the obtained results.
We notice from this evaluation, that relationships obtained by least square method are meaningful and can provide improvements in the information retrieval process. Indeed, the MAP values are increasing when these relations are used in information retrieval system. For example, our method improves information retrieval results using cosinus measure when α > 0.6 with MAP = 0.21826 compared to the basic VSM model (MAP = 0.20858).
Compare our results with other works, we note that this new statistical method (least square) improves search results. In (Ahram, 2008) , experimental results from cranfield documents collection gave an average precision of 0.1384 which is less than that found in our work (0.21826 with cosinus measure, 0.22060 with dice measure).
SUMMARY AND FUTURE WORKS
We present in this paper a new method for detecting semantic relationships between terms. The proposed method (least square) defines meaningful relationships in a linear way and between a set of terms using weights of each one which represent the distribution of terms in the corpus. These relationships give a low error rate. Indeed, they are used in the query expansion process for improving information retrieval results. As future works, firstly, we will intend to participate in the competition TREC to evaluate our method on a large test collection. Secondly, we will look for how to use these relations in the process of weighting terms and the definition of terms-documents matrix to improve information retrieval results. Finally, we also will investigate these relations to induce the notion of context in the indexing process.
