The Elizabethkingia are a genetically diverse genus of emerging pathogens that exhibit multidrug 
Introduction

20
Emerging antimicrobial resistance (AMR) is a global crisis. A recent report has predicted that by 21 2050 antimicrobial resistance will lead to 10 million deaths annually and cost the world's profiles for 501 Staphylococcus aureus isolates were predicted from whole-genome sequencing 37 (WGS) annotation results which achieved an overall sensitivity and specificity of 97% and 99%, 38 respectively (Gordon et al., 2014) . Another study investigating 681 Neisseria gonorrhoeae 39 isolates achieved an acceptable major error rate (93% accuracy within one MIC doubling 40 dilution and 98% for two) by regressing MIC phenotypes on genetic mutations of known AMR 41 genes (Eyre et al., 2017) . While the results are comparable to routine antimicrobial testing, they 42 rely on the prior knowledge of single-gene products that relate to observable AMR phenotypes.
43
The wide range of expressed AMR phenotypes in the bacterial domain suggests that the genetic 44 basis for the evolution and transmission of AMR is driven by a complex interplay of several 45 factors. These include the rate at which resistance genes and mutations arise, the level of 
53
Machine learning (ML) has led the way in cutting-edge prediction accuracy for vision tasks 54 (Voulodimos et al., 2018) , time-series problems (Ahmed et al., 2010) , and the clustering of high-55 dimensional data (Assent, 2012) . These methods have seen success in genomics for gene-finding 56 (Libbrecht and Noble, 2015) , predicting the functional consequences of protein missense 57 mutations (Shihab et al., 2013) , and genetic structure discovery using Markov clustering 58 (Kopelman et al., 2015) . ML is capable of dealing with high-dimensional interactions and 59 nonlinear relationships in data, and has shown promise in using SNPs for predicting phenotypes 60 that have a complex genetic architecture (Ban et al., 2010 ) and using k-mer counts (Nguyen et other non-Elizabethkingia isolates were included to construct core-SNPs and pan-gene 80 presence/absence matrices, with which AMR predictability was evaluated for several ML 81 algorithms. In this report, we detail the methods used to produce efficient AMR prediction for 82 both binary and multiclass resistance profiles.
84
Materials and Methods
86
Elizabethkingia spp., culture and DNA extraction 87 Single colony isolates of Elizabethkingia bruuniana ATCC 33958 and Elizabethkingia 88 meningoseptica KC1913 were grown overnight in LB broth (10g NaCl/L) at 37°C under constant 89 agitation. These cultures were then used to extract genomic DNA utilizing QIAGEN Genomic-90 tips DNA purification kits (QIAGEN, Valencia, CA) according to the manufacturer's protocol.
91
Antibiotic resistance profile evaluation 92 Bacterial isolates were grown and maintained as described previously (Johnson et al., 2018) . 
127
The sequencing runs were administered through the MinKNOW application, where each separate 128 run was digitally labeled and the NC_48Hr_Sequencing_Run_FLO-MIN105_SQK-LSK208.py 129 option was used for 2D R9.4 chemistries. After running the sequencing script, the flow cells 130 were allowed to sequence for 48 hours, during which E. bruuniana was reloaded at the 24-hour 131 mark. E. meningoseptica KC1913 was only sequenced for 20 hours, after which the flow cell 132 provided no further sequencing capacity due to the depletion of nanopores.
133
Assembly and polishing of Elizabethkingia genomes
134
The sequencing output from MinKNOW exists as the ONT FAST5 format, and Albacore 1.3.25
135
(ONT) was used to base-call the sequencing data. This transcribes the signal-level data into 136 FASTQ sequences embedded within FAST5 reads. Extraction of the FASTQ data was completed 137 using poretools version 0.6.0 (Loman and Quinlan, 2014) . ONT changed the way that 2D FAST5 138 files are parsed causing a parsing problem in a critical downstream polishing tool for 2D FAST5 139 reads. Because of this change, all 2D reads were converted to 1D reads for the remainder of this 140 study. The 1D template-strands and complement-strands were extracted with poretools using the 141 switch: -type fwd,rev.
142
Per-read quality filtering consisted of a multi-step procedure to maximize read length and read 143 quality for assembly. The reads, in FASTQ format, were subjected to a quality filter pass with a 144 minimum Phred score of 12 using PRINSEQ (Schmieder and Edwards, 2011 ) with the -145 min_qual_mean switch. Reads with a length of 1,000 bp or lower were also discarded with 146 PRINSEQ's -min_len switch.
147
De novo assembly of each organism's reads was completed with Canu v1.5 ,
148
a Celera Assembler successor designed to generate high-quality assemblies from Nanopore or
149
PacBio long-reads. Canu was chosen because it provides higher assembly sequence identity than 150 competing long-read assemblers, such as miniasm 
154
After producing the initial de novo assembly with Canu, Nanopolish v7.1 (Loman et al., 2015) 155 was used to improve the overall assembly quality for each sequence using a hidden Markov 156 model. All original base-called, signal-level reads were re-extracted to tag the reads with 157 identifying information for Nanopolish; these tagged reads were then aligned to their respective 158 assemblies using BWA-MEM 0.7.15 (Li, 2013) using the -x ont2d switch. This command switch 159 reduces the initial seed lengths and uses a relaxed scoring matrix, which allows the effective 160 mapping of ONT's noisy reads to the reference assemblies without producing large-scale 161 fragmentation. After alignment, the produced SAM file was converted into the corresponding 162 binary format (BAM file) using samtools (Li et al., 2009 ) using the view command and the -sB 163 switch. Nanopolish was run in parallel to produce the consensus sequence for each assembly.
164
The segmented output FASTA files were concatenated to complete the polished consensus 165 sequence.
166
Signal-level data was used to capture methylation information (Simpson et al., 2017) Canu using the software Mauve and its progressiveMauve algorithm (Darling et al., 2010) . Since
171
Mauve is not only an effective multiple genome aligner but also a variant caller, it was used to 172 produce SNP and insertion/deletion (indel) tables for comparative purposes. Finally, a third approach using the precise HMMER3 (Eddy, 1998) (Table 2) . Separately, statistics were generated for the core-genome of Elizabethkingia strains 224 only.
225
To generate a core genome for each group, a multiple sequence alignment of the assemblies for 
244
SNP and gene predictor variables and response variables for AMR classification
245
To prepare the input data for downstream predictive algorithms, a predictor X matrix was 246 constructed by directly loading the data from the Mauve SNPs file. Genotypic information from
247
SNPs was represented as the encoded additive value for all polymorphisms on that site. The 248 smallest value (starting at zero) represented the major allele. For the minor alleles, the encoded 249 value increases as the frequency of the allele at that polymorphic site decreases. Effectively, the 250 first minor allele will be encoded as 1, and in the case of multi-allelic polymorphisms, the next 251 most frequency allele will be encoded as 2. The matrix was then transposed to adhere to the Each set of predictors (pan-genes and core-SNPs) was used in evaluating AMR prediction. A 265 final hybrid method was also evaluated by appending both matrices (SNPs and genes) together to 266 form a combined, third predictor X matrix.
267
In order to assess the predictability of AMR with gene/SNP predictors, strains were labeled results for each phenotype were collapsed into these resistance levels (see Supplementary Table   288 3 for resistance level assignments). The selection of ranges for binning MIC values for each 289 phenotype was determined to maximize the uniformity of the categorical phenotypic distribution 
302
When occasionally considering a variable type that has not been observed in the training set the 303 technique can result in a final probability of zero and numerical instability. Laplace smoothing 304 was used to provide a small, non-zero probability to the probability for these types of classes. 
Decision tree and random forest algorithms 314
The decision tree is a non-parametric algorithm that can be used for classification or regression. 
333
Random forests, an evolution of the traditional decision tree algorithm, has shown excellent 334 modeling capacity by mitigating the issues of overfitting and high-variance nature of the decision 335 tree (Breiman, 2001 ). This is done through an ensemble-based learning approach, similar to 336 bootstrap aggregation, also known as "bagging" (Dietterich, 2000) . Bagging follows the 
348
Two hyper-parameters must be optimized to attain optimal performance, the number of decision All nodes in the trees were expanded until all leaves became pure. Similar to earlier, there was 356 no selected maximum depth limit.
357
Boosting algorithm
358
"Boosting" algorithms work in a similar sense to "bagging" algorithms, in that several models 359 are trained on a subset of the collected samples. Like random forests, subsamples are generated,
360
with replacement, from the total sample population. However, unlike "bagging", a modified 361 sampling method is used. The probability of selecting any particular sample for training is 362 increased or decreased depending on how well the models classify that subsample. 
373
This ensemble model of "weak learners" therefore emphasize the correct classification of
374
"difficult-to-classify" samples. To correctly classify AMR categories, a decision tree was used as 375 the "weak learner", with a maximum leaf count of one; sometimes referred to as a "decision 376 stump", this one-level decision tree provides a simple classification model for data that is 377 relatively unstructured, and is an effective base estimator for AdaBoost, the primary boosting 378 algorithm used.
379
The primary hyper-parameter to optimize with AdaBoost is the number of decision stumps in the isolates KC1913 and ATCC 33958 is visualized in yellow in Figure 2 .
540
Comparison of machine learning classifiers for AMR phenotypes
541
For all categories of classification, the hybrid method of using both the SNPs and genes as the 542 predictors in one matrix, significantly underperformed compared to using just SNPs or just gene 543 predictors, and is not reported here.
544
Classification using random forests always performed better when using the square root number 545 of variables instead of the log 2 number of variables. Therefore, only results from the random 546 forest with a square root number of variables per tree are reported.
547
Vancomycin
548
The vancomycin group contained a total of 11,066 SNP predictors. With the gene-centric 549 approach, the pan-genome consisted of 4,865 genes.
550
Binary classification of vancomycin resistance revealed that genes are a superior predictor for 551 this particular task. With the exception of the decision tree, Naïve Bayes, and AdaBoost, the 552 gene-centric approach produced consistently superior f1 micro-scores with every algorithm. The 553 highest scoring algorithm, the support vector machine, was able to achieve a mean 0.84 f1 micro- 
571
In the case of the multiclass classification, the core-SNP approach with a radial SVM performed showed a 0.06 -0.07 improvement to the f1 micro-score by using SNP variables.
575
Clindamycin
576
The clindamycin group of 28 individuals contained an initial total of 1,996 SNP predictors. With 577 the gene-centric approach, the pan-genome consisted of 6,949 genes.
578
Prediction of binary AMR classification with respect to clindamycin was most effective using 579 SNPs (Figure 3 ). An f1 micro-score of 0.94 was achieved using a linear SVM and SNP 
589
The random forest, with either genes or SNPs as predictors, performed competitively with SVM 590 methods and neighbor methods in terms of f1 micro-score. The other ensemble method,
591
AdaBoost, also generated similar performance between SNPs and genes as predictors but is 592 significantly outperformed by random forests. Changing the number of estimators (trees) in 593 either ensemble algorithm did not affect accuracy; although, having less than 20 trees in a 594 random forest negatively impacted performance.
595
Using SNPs, and a large alpha value, Naïve Bayes achieved a 0.93 f1 score for clindamycin 596 AMR prediction ( Figure 3B) . A large discrepancy between the gene predictor and SNP predictor 597 methods was also found in Naïve Bayes AMR classification accuracy where using gene 598 predictors resulted in a ~22% reduction in performance.
599
In the multiclass AMR classification, SVMs (with SNPs) again outperformed all other 600 algorithms with a 0.71 f1 micro-score (for both kernels). Using the other described algorithms 601 results in lower, and generally uniform, f1 scores, except for AdaBoost which underperforms 602 with a score of 0.55 using both SNPs and genes.
603
Fusidic acid
604
The fusidic acid group contained a total of 9,851 SNP predictors. With the gene-centric 605 approach, the pan-genome consisted of 4,727 genes used as predictors. SVMs (linear and radial) were top performers, achieving a 0.67 score. In the case of ensemble 611 methods, using genes, both the decision tree and AdaBoost were out-performed by random 612 forests, using 100 trees, which achieved an almost comparable score to SVMs and k-NN ( Figure   613 3E).
614
Rifampin
615
With a total of 29 individuals in the rifampin group, a total of 2,044 core SNPs were generated.
616
The pan-genome consisted of 7,805 unique genes.
617
Multiclass prediction of rifampin resistance levels produced the most successful results among 618 the multiclass tests, with a mean f1 micro-score 0.75 (0.173) with a decision tree and SNPs.
619
Radial kernel-based SVMs and random forests provided similar accuracy ( Figure 3F) The ciprofloxacin group contained 28 individuals. The core-SNPs were 1,931 in total. The total 626 number of pan-genes was 6,975.
627
The results of ciprofloxacin multiclass prediction proved inferior to other phenotypes, despite the and gene presence/absence matrices, both of which yield similar levels of prediction accuracy. 
728
Together with this research, we suggest that this sample size dilemma can be significantly 729 lessened by capitalizing on the wealth of information stored on cloud services. There are 730 currently more than 150,000 prokaryotic genome assemblies available on the NCBI. We used 731 this community-driven "cloud knowledge" to increase our sample population by 57% and 33%
732
for the vancomycin and clindamycin groups respectively (Table 2 ), compared to just using in-
733
house Elizabethkingia strains and also produced a more uniform phenotypic distribution which 734 made prediction more feasible. 
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