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FRACTIONAL INTEGRAL EQUATIONS
TELL US HOW TO IMPOSE INITIAL VALUES
IN FRACTIONAL DIFFERENTIAL EQUATIONS
DANIEL CAO LABORA
Abstract. The goal of this work is to discuss how should we impose initial
values in fractional problems to ensure that they have exactly one smooth
unique solution, where smooth simply means that the solution lies in a certain
suitable space of fractional differentiability. For the sake of simplicity and to
show the fundamental ideas behind our arguments, we will do this only for the
Riemann-Liouville case of linear equations with constant coefficients.
In a few words, we study the natural consequences in fractional differential
equations of the already existing results involving existence and uniqueness for
their integral analogues, in terms of the Riemann-Liouville fractional integral.
Under this scope, we derive naturally several interesting results. One of the
most astonishing ones is that a fractional differential equation of order β > 0
with Riemann-Liouville derivatives can demand, in principle, less initial values
than ⌈β⌉ to have a uniquely determined solution. In fact, if not all the involved
derivatives have the same decimal part, the amount of conditions is given by
⌈β − β∗⌉ where β∗ is the highest order in the differential equation such that
β − β∗ is not an integer.
1. Introduction
One of the most typical trademarks involving Fractional Calculus is the wide
range of opinions about the notions of what is a natural fractional version of some
integer order concept and what is not. On the one hand, this plurality leads to
very interesting debates and fosters a very relevant critical thinking about whether
things are going “in the right direction” or not. On the other hand, it is difficult
to handle such an amount of different notions and ideas in the extant literature,
since there are usually lots of generalized fractional versions of a single integer
order concept, some of them not very accurate. These debates are still very alive
nowadays, and we are in a concrete moment where even the most fundamental
aspects of fractional calculus are being reviewed, [5].
In this frame, the task of this paper is to point out some relevant facts concerning
the imposition of initial values for Riemann-Liouville fractional differential equa-
tions, which is the most classical extension for the usual derivative, in the particular
case of linear equations with constant coefficients. However, it seems natural that
the ideas described here could be extended to much more general cases.
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In our opinion, we have to begin from the little things we are sure about. In this
sense, if restrict the study of Fractional Calculus to functions defined on finite length
intervals [a, b], it is a big consensus that Riemann-Liouville fractional integral with
base point a is the unique reasonable extension for the integral operator
∫ t
a
. The
previous asseveration is not a simple opinion, since Riemann-Liouville fractional
integral can be characterized axiomatically in very reasonable terms.
Theorem 1.1 (Cartwright-McMullen, [3]). Given a fixed a ∈ R, there is only one
family of operators
(
Iα
a+
)
α>0
on L1[a, b] satisfying the following conditions:
(1) The operator of order 1 is the usual integral with base point a. (Interpolation
property)
(2) The Index Law holds. That is, Iα
a+
◦ Iβ
a+
= Iα+β
a+
for all α, β > 0. (Index
Law)
(3) The family is continuous with respect to the parameter. That is, the fol-
lowing map Inda : R
+ −→ EndB
(
L1[a, b]
)
given by Inda(α) = I
α
a+
is con-
tinuous, where EndB
(
L1[a, b]
)
denotes the Banach space of bounded linear
endomorphisms on L1[0, b]. (Continuity)
This family is precisely given by the Riemann-Liouville fractional integrals, whose
expression will be recalled during this paper.
Hence, it makes sense to study in detail fractional integral problems for the
Riemann-Liouville fractional integral to derive consequences for the corresponding
fractional equations afterwards. Finally, to draw the attention of curious readers, we
mention again that one of the most interesting results that we have found out is that
a fractional differential equation of order α > 0 with Riemann-Liouville derivatives
can demand, in principle, less initial values than ⌈α⌉ to have a uniquely determined
solution. A complete range of highlighted results with their implications can be
consulted in Section 5, while the previous sections are devoted to the corresponding
deductions.
1.1. Goal of the work. The goal of this work is to study how should we impose
initial values in fractional problems with Riemann-Liouville derivative to ensure
that they have a smooth and unique solution, where smooth simply means that the
solution lies in a certain suitable space of fractional differentiability. To achieve this,
we will depart from the results involving the Riemann-Liouville fractional integral,
since it arises as the natural generalization of the usual integral operator, recall
Theorem 1.1.
First, we will recall some results that imply that fractional integral problems
have always a unique solution. We also recall the fundamental notions concerning
Fractional Calculus, and we pay special attention to the functional spaces where the
performed calculations, and specially fractional derivatives, are well defined. Note
that this point of “where are functions defined” is crucial to talk about existence
or uniqueness of solution and is often neglected in the literature. Indeed, to avoid
this problem, many research has been conducted for Caputo derivatives instead of
Riemann-Liouville, see for instance [4, 10] or general comments in [8]. The ideas of
this paragraph are developed in the second section, and most of them are available
in the extant literature, except (to the best of our knowledge) Lemma 2.22.
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Second, we see how each fractional differential equation of order α is linked with
a family of fractional integral problems, whose source term lives in a ⌈α⌉ dimen-
sional affine subspace of L1[0, b]. This means that each solution to the fractional
differential equation is a solution to one (and only one!) fractional integral prob-
lem of the ⌈α⌉ dimensional family. Conversely, any solution to a fractional integral
problem of the family is a solution to the fractional differential equation, provided
that the solution is smooth enough. In general, the set of source terms of the fam-
ily of fractional integral problems that provide a smooth solution will consist in an
affine subspace of L1[0, b] of a dimension lower than ⌈α⌉. This is done in the third
section.
Third, we characterize when a source term of the α dimensional family induces
a smooth solution, and thus a solution for the associated fractional differential
equation. This characterization induces a natural correspondence between each
source term inducing a smooth solution for the integral problem and the vector of
initial values fulfilled by the solution. This correspondence is performed in a way
that ensures that the fractional differential problem has existence and uniqueness
of solution. This final part is discussed in the fourth section.
Finally, we establish a section of conclusions to highlight the most relevant ob-
tained results, and to point out to some relevant work that should be performed in
the future to continue with this approach.
2. Basic notions
In this section we will introduce the basics notions of Fractional Calculus that
we are going to use, together with their more relevant properties and some results
of convolution theory that can be not so well known. We assume that the reader is
familiar with the basic theory of Banach spaces, Special Functions and Integration
Theory, specially the fundamental facts involving the space of integrable functions
over a finite length interval, denoted by L1[a, b], and the main properties of the Γ
function.
2.1. The Riemann-Liouville fractional integral. We will briefly introduce the
Riemann-Liouville fractional integral, together with its most relevant properties.
We will make this introduction from the perspective of convolutions, since it will
be relevant to notice that the Riemann-Liouville fractional integral is no more than
a convolution operator, to apply later some adequate results of convolution theory.
Definition 2.1. Given f ∈ L1[a, b], we defined its associated convolution operator
as Ca(f) : L
1[a, b] −→ L1[a, b] defined as
(f ∗a g)(t) := (Ca(f) g)(t) :=
∫ t
a
f(t− s+ a) · g(s) ds
for g ∈ L1[a, b] and t ∈ [a, b]. Under the previous notation, we say that f is the
kernel of the convolution operator Ca(f).
Definition 2.2. We define the left Riemann-Liouville fractional integral of order
α > 0 of a function f ∈ L1[a, b] with base point a as
Iαa+g(t) =
∫ t
a
(t− s)α−1
Γ(α)
· g(s) ds,
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for almost every t ∈ [a, b]. In the case that α = 0, we just define
I0a+ g(t) = Id g(t) = g(t).
From now on we will assume that a = 0, since the results for a generic value of
a can be achieved from the ones that we will mention or develop for a = 0 after a
suitable translation. Moreover, when using the expression “Riemann-Liouville frac-
tional integral” we will understand that it is the left Riemann-Liouville fractional
integral with base point a = 0.
Remark 2.3. We observe that, for α > 0, the Riemann-Liouville fractional integral
operator Iα0+ can be written as a convolution operator C0(f), with kernel
f(t) =
tα−1
Γ(α)
.
It is well known that the Riemann-Liouville fractional integral fulfils the following
properties, see [14].
Proposition 2.4. For every α, β ≥ 0:
• Iα0+ is well defined, meaning that I
α
0+L
1[0, b] ⊂ L1[0, b].
• Iα0+ is a continuous operator (equivalently, a bounded operator) from the
Banach space L1[0, b] to itself.
• Iα0+ is an injective operator.
• Iα0+ preserves continuity, meaning that I
α
0+C[0, b] ⊂ C[0, b].
• We have the Index Law Iβ0+ ◦ I
α
0+ = I
α+β
0+ for α, β ≥ 0. In particular,
I
α+β
0+ L
1[0, b] ⊂ Iβ0+L
1[0, b].
• Given f ∈ L1[0, b] and α ≥ 1, we have that Iα0+f is absolutely continuous
and, moreover, Iα0+f(0) = 0.
Moreover, we will also use several times the following well known and straight-
forward remark, that can be obtained after direct computation and find in the basic
bibliography involving Fractional Calculus [11, 12, 13, 14].
Remark 2.5. We have that, for β > −1 and α ≥ 0,
Iα0+ t
β =
Γ(β + 1)
Γ(α+ β + 1)
tα+β ∈ Iγ0+L
1[0, b].
Indeed, Iα0+ t
β ∈ Iγ0+L
1[0, b] if and only if α+ β > γ − 1.
2.2. The Riemann-Liouville fractional derivative. In this subsection, we will
indicate the most relevant points when constructing the Riemann-Liouville frac-
tional derivative. We will begin with a short introduction to absolutely continuous
functions of order n, since the spaces where Riemann-Liouville differentiability is
well defined can be understood as their natural generalization for the fractional
case, see [14].
2.2.1. Absolutely continuous functions and the Fundamental Theorem of Calculus.
We shall briefly indicate how the set of absolutely continuous functions is made up
of the functions that, essentially, are antiderivatives of some function in L1[0, b].
We will see later, how this notion is highly relevant to construct the spaces where
fractional derivatives are well-defined.
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Definition 2.6. A real function f of real variable is absolutely continuous on
[a, b] if for any ε > 0 there is δ > 0 such that for every family of subintervals
{[a1, b1], ..., [an, bn]} with disjoint interiors we have
n∑
k=1
(bk − ak) < δ =⇒
n∑
k=1
|f(bk)− f(ak)| < ε.
We denote the set of this functions by AC[a, b].
Remark 2.7. It follows trivially from the definition that any absolutely continuous
function is uniformly continuous and, hence, continuous.
This definition appears to carry little information. Furthermore, is seems a bit
complicated to check the absolute continuity of a given function if its expression is
not very manageable. However, the following theorem characterizes the absolutely
continuous functions in a simple way.
Theorem 2.8 (Fundamental Theorem of Calculus). Consider a real function f
defined on an interval [0, b] ⊂ R. Then, f ∈ AC[0, b] if and only if there exists
ϕ ∈ L1[0, b] such that
(2.1) f(t) = f(a) +
∫ t
0
ϕ(s) ds.
Remark 2.9. This result establishes that, essentially, absolutely continuous func-
tions defined on [0, b] are the primitives of the functions of L1[0, b], that is, an-
tiderivatives of measurable functions whose absolute value has finite integral.
This last result allows us to define the derivative of an absolutely continuous
function on [0, b] as a certain function in L1[0, b].
Definition 2.10. If f ∈ AC([0, b]), we define its derivative D1f as the unique
function ϕ ∈ L1[0, b] that makes (2.1) hold.
Remark 2.11. It is relevant to have in mind that the previous definition makes sense
because, once fixed f(0), the antiderivative operator I10+ is injective when defined
on L1[0, b], recall Proposition 2.4. In particular,
AC[0, b] = 〈{1}〉 ⊕ I10+L
1[0, b],
where “1” denotes the constant function with value 1.
Definition 2.12. For any n ∈ Z+, we say that f ∈ ACn[0, b] provided that f ∈
Cn−1[0, b] and Dn−1f ∈ AC[0, b].
Thus, ACn[0, b] consists of functions that can be differentiated n times, but
the last derivative might be computable only in the weak sense of Definition 2.10.
Analogously to the previous remark, we have the following result, see page 3 of [14].
Remark 2.13. We have that
ACn[0, b] =
〈
{1, t, . . . , tn−1}
〉
⊕ In0+L
1[0, b],
after applying n times the Fundamental Theorem of Calculus 2.8. Moreover, the
sum is direct since the property f ∈ In0+L
1[0, b] implies that f(0) = f ′(0) = · · · =
fn−1)(0) = 0 and the only polynomial of degree at most n − 1 satisfying such
conditions is the zero one.
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The key observation is that the vector space of functions that can be differ-
entiated n times, in the sense of Fundamental Theorem of Calculus 2.8, has two
disjoint parts that only share the zero function. The left one
〈
{1, t, . . . , tn−1}
〉
,
which are polynomials of degree strictly lower than n, consists in the functions that
are annihilated by the operator Dn and, thus,
kerDn =
〈
{1, t, . . . , tn−1}
〉
.
The right part In0+L
1[0, b] consists of functions that are obtained after integrating n
times an element of L1[0, b], and hence it contains functions of trivial initial values
until the derivative of order n− 1.
We have the following well known relation between the spaces ACn[0, b], with
respect to the inclusion.
Proposition 2.14. If n > m > 0, we have that
ACn[0, b] ⊂ ACm[0, b].
Proof. We note that
ACn[0, b] =
〈
{1, t, . . . , tm−1}
〉
⊕
〈
{tm, . . . , tn−1}
〉
⊕ In0+L
1[0, b]
and we make the following straightforward claims
•
〈
{1, t, . . . , tm−1}
〉
⊂ ACm[0, b],
• In0+L
1[0, b] ⊂ Im0+L
1[0, b] ⊂ ACm[0, b].
Therefore, we only need to check
〈
{tm, . . . , tn−1}
〉
⊂ ACm[0, b]. We will only need
to see that, indeed, 〈
{tm, . . . , tn−1}
〉
⊂ Im0+L
1[0, b],
but this is trivial since〈
{tm, . . . , tn−1}
〉
⊂ Im0+
(〈
{t1, . . . , tn−m−1}
〉)
.

Although the previous result seems pretty immediate and irrelevant, it hides the
key for a successful treatment of the fractional case. In the next part of the paper,
we will reproduce the natural construction of the fractional analogue of the spaces
ACn[0, b]. For this construction, already presented in [14], it is not true that the
space of order α is contained in the space of order β if α > β. Indeed, this particular
behaviour will imply the existence of functions that can differentiated α times, but
not β times, which is surprising since we are assuming that α > β.
2.2.2. The fractional abstraction. We define the Riemann-Liouville fractional de-
rivative as the left inverse operator for the fractional integral. After that, an easy
analytical expression for its computation, available in the classical literature, for
instance [14], follows
Definition 2.15. Consider α ≥ 0. We define the Riemann-Liouville fractional
derivative of order α (and base point 0) as the left inverse of the corresponding
Riemann-Liouville fractional integral, meaning
Dα0+I
α
0+f = f,
for every f ∈ L1[0, b].
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We should note that the Riemann-Liouville fractional derivative is well defined,
due to the injectivity of the fractional integral, recall Proposition 2.4. Moreover,
it will be a surjective operator from Iα0+L
1[0, b] to L1[0, b]. However, it is clear
that we are missing something if we pretend that Dα0+ matches perfectly the usual
derivative when α is an integer. In particular, observe that for an integer value of
α, Definition 2.15 only describes the behaviour of Dα over the space Iα0+L
1[0, b],
but we are missing the behaviour over the complementary part in ACα[0, b], which
is kerDα.
It happens that it is possible to describe Definition 2.15 more explicitly, since the
left inverse for Iα0+ is clearly D
α
0+ = D
⌈α⌉
0+ I
⌈α⌉−α
0+ , due to the Fundamental Theorem
of Calculus 2.8 and Proposition 2.4. Thus, one could define Dα0+ in a more general
space than Iα0+L
1[0, b], since the only necessary condition to define D
⌈α⌉
0+ I
⌈α⌉−α
0+ f is
to ensure that I
⌈α⌉−α
0+ f ∈ AC
⌈α⌉[0, b]. Hence, the following definition makes sense.
Definition 2.16. For each α > 0 we construct the following space
Xα =
(
I
⌈α⌉−α
0+
)−1 (
AC⌈α⌉[0, b]
)
,
which will be called the space of functions with summable fractional derivative of
order α. If α = 0, we define Xα = L
1[0, b].
Remark 2.17. Therefore, functions of Xα are defined as the ones producing a func-
tion in AC⌈α⌉[0, b] after being integrated ⌈α⌉ − α times. This new function can be
differentiated ⌈α⌉ times in the weak sense of Fundamental Theorem of Calculus 2.8.
Now we see that this definition is, indeed, the same one that was already pre-
sented in [14] with an explicit expression.
Lemma 2.18. For any α > 0 we have that
Xα =
〈{
tα−⌈α⌉, . . . , tα−2, tα−1
}〉
⊕ Iα0+L
1[0, b].
Proof. First, we check
〈{
tα−⌈α⌉, . . . , tα−2, tα−1
}〉
∩ Iα0+L
1[0, b] = {0}. If there is a
function f in both addends, then I
⌈α⌉−α
0+ f will be simultaneously a polynomial of
degree at most ⌈α⌉−1, and a function in I
⌈α⌉
0+ L
1[0, b]. Therefore, I
⌈α⌉−α
0+ f has to be
the zero function after repeating the argument in Remark 2.13 and, since fractional
integrals are injective (Proposition 2.4), f ≡ 0.
It is clear that applying I
⌈α⌉−α
0+ to the right hand side we will produce a function
AC⌈α⌉[0, b]. Moreover, it is trivial that any function in AC⌈α⌉[0, b] can be obtained
in this way in virtue of Remark 2.5. Since the operator I
⌈α⌉−α
0+ is injective, the
result follows. 
From the previous lemma, we get this immediate corollary.
Corollary 2.19. Given f ∈ L1[0, b], we have that f ∈ Iα0+L
1[0, b] if, and only if,
f ∈ Xα and also D
sI
⌈α⌉−α
0+ f(0) = 0 for each s ∈ {0, . . . , ⌈α⌉ − 1}.
Hence, we can upgrade Definition 2.15 in the following way, coinciding with
Definition 2.4 in [14].
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Definition 2.20. Consider α ≥ 0 and f ∈ Xα. We define the Riemann-Liouville
fractional derivative of order α (and base point 0) as
Dα0+f := D
⌈α⌉
0+ ◦ I
⌈α⌉−α
0+ f,
where the last derivative may be understood in the weak sense exposed previously.
2.2.3. Properties of the space Xα. We want to fully understand howD
α
0+ works over
Xα and the most natural way is to split the problem into two parts, as suggested
by Lemma 2.18. We already know that Dα0+ is the left inverse for I
α
0+ , so we should
study how does it behave when applied to
〈{
tα−⌈α⌉, . . . , tα−2, tα−1
}〉
. It is a well
known and straightforward computation that
Dα0+
(〈{
tα−⌈α⌉, . . . , tα−2, tα−1
}〉)
= {0}.
and, hence the kernel of Dα0+ has dimension ⌈α⌉ and is given by
kerDα0+ =
〈{
tα−⌈α⌉, . . . , tα−2, tα−1
}〉
.
Moreover, we should note that if f(t) = a0 t
α−⌈α⌉+· · ·+a⌈α⌉−1 t
α−1, with aj ∈ R
for each j ∈ {0, 1, . . . , ⌈α⌉ − 1}, it is immediate to do the following calculations from
Remark 2.5, where j ∈ {1, · · · , ⌈α⌉ − 1},
(
I
⌈α⌉−α
0+ f
)
(0) = a0 Γ(α− ⌈α⌉+ 1),(
D
α−⌈α⌉+j
0+ f
)
(0) = aj Γ(α− ⌈α⌉+ j + 1).
(2.2)
The previous formula generalizes the obtention of the Taylor coefficients for a frac-
tional case and it can be used to codify functions in Xα modulo I
α
0+L
1[0, b], since(
I
⌈α⌉−α
0+ g
)
(0) = 0,(
D
α−⌈α⌉+j
0+ g
)
(0) = 0,
(2.3)
for g ∈ Iα0+L
1[0, b], due to Proposition 2.4.
2.2.4. Intersection of fractional summable spaces. In general, fractional differenti-
ation presents some extra problems that do not exist when dealing with fractional
integrals. One of the most famous ones is that there is no Index Law for fractional
differentiation. The main reason underlying all these complications is the following
one.
Remark 2.21. The condition α > β does not ensure Xα ⊂ Xβ , although the condi-
tion α−β ∈ Z+ trivially does. This makes Riemann-Liouville derivatives somehow
tricky, since the differentiability for a higher order does not imply, necessarily, the
differentiability for a lower order with different decimal part. In particular, this
fact has critical implications when considering fractional differential equations, as
we shall see in the paper, since the function has to be differentiable for each order
involved in the equation. These problems give an idea of why can be a logical
thought to work with fractional integrals instead, and try to inherit the results ob-
tained for the case of fractional derivatives; instead of proving them for fractional
derivatives directly.
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Consequently, it is interesting to compute the exact structure of a finite inter-
section of such spaces of different orders. To the best of our knowledge, this result
is not available in the extant literature.
Lemma 2.22. Consider βn > · · · > β1 ≥ 0, we have that
n⋂
j=1
Xβj =
〈{
tβn−⌈βn−β∗⌉, . . . , tβn−1
}〉
⊕ Iβn0+L
1[0, b],
where β∗ is the maximum βj such that βn − βj 6∈ Z
+. If such a βj does not exist,
the result still holds after defining β∗ = 0.
In particular, Iβn0+L
1[0, b] ⊂
⋂n
j=1 Xβj and it has codimension ⌈βn − β∗⌉.
Proof. It is obvious that
⋂n
j=1 Xβj ⊂ Xβn . Hence,
(2.4)
n⋂
j=1
Xβj ⊂ Xβn =
〈{
tβn−⌈βn⌉, . . . , tβn−1
}〉
⊕ Iβn0+L
1[0, b].
It is clear that Iβn0+L
1[0, b] lies in
⋂n
j=1 Xβj , so the remaining question is to see when
a linear combination of the tβn−k, where k ∈ {1, . . . , ⌈βn⌉}, lies in
⋂n
j=1 Xβj .
The key remark is to realise that for any finite set F ⊂ (−1,+∞)∑
γ∈F
cγ t
γ ∈ Xβj , where cγ 6= 0 for each γ ∈ F ,
if and only if γ − βj > −1 or γ − βj ∈ Z
− for every γ ∈ {1, . . . , r} with cγ 6= 0.
Consequently, it is enough study when tβn−k lies in Xβj , and there are two options:
• If βn − βj ∈ Z
+, we know that tβn−k ∈ Xβj . This happens because either
βn − k ∈ {βj − ⌈βj⌉, . . . , βj − 1} or βn − k > βj − 1.
• In other case, we need βn − k > βj − 1, that can be rewritten as k <
βn − βj + 1. If we want this to happen for every j such that βn − βj 6∈ Z,
the condition is equivalent to k < βn − β∗ + 1, where β∗ is the greatest βj
such that βn − βj 6∈ Z. Indeed, it can be rewritten as 1 ≤ k ≤ ⌈βn − β∗⌉.
Therefore, the coefficients which are not necessarily null are the ones associated to
tβn−k, where k ∈ {1, . . . , ⌈βn − β∗⌉}. 
Remark 2.23. Due to Lemma 2.22, any affine subspace of
⋂n
j=1 Xβj with dimension
strictly higher than ⌈βn − β∗⌉ contains two distinct functions whose difference lies
in Iβn0+L
1[0, b]. Thus, in any vector subspace of
⋂n
j=1 Xβj with dimension strictly
higher than ⌈βn − β∗⌉, there are infinitely many functions that lie in I
βn
0+L
1[0, b].
2.3. Fractional integral equations. Consider the fractional integral equation(
cn I
γn
0+ + · · ·+ c1 I
γ1
0+ + I
γ0
0+
)
x(t) = f˜(t),
where f ∈ L1[0, b], γn > · · · > γ0 ≥ 0 and assume that it has a solution x ∈ L
1[0, b].
Since Iγn0+L
1[0, b] ⊂ · · · ⊂ Iγ00+L
1[0, b], the left hand side lies in Iγ00+L
1[0, b] and the
condition f ∈ Iγ00+L
1[0, b] is mandatory to ensure the existence of solution. In that
case, we can apply the operator Dγ00+ to the previous equation and we obtain(
cn I
αn
0+ + · · ·+ c1 I
α1
0+ + Id
)
x(t) = f(t),(2.5)
10 D. CAO LABORA
where Dγ00+ f˜ = f and αj = γj − γ0 for j ∈ {1, . . . , n}. If we use the notation
Υ = cn I
αn
0+ + · · ·+ c1 I
α1
0+ ,
Equation (2.5) can be rewritten as
(Υ + Id)x(t) = f(t).(2.6)
Therefore, it is relevant to study the properties of the operator Υ + Id from
L1[0, b] to itself to understand Equation (2.6).
2.3.1. Υ+Id is bounded. This claim is a very well-known result, since each addend
in Υ is a bounded operator, and Id too, see [11]. It is also possible to prove this,
just recalling that Υ is a convolution operator with kernel in L1[0, b] and, thus, a
bounded operator.
2.3.2. Υ + Id is injective. To prove that Υ + Id is injective we will need a result
concerning the annulation of a convolution. In a few words, we need to know what
are the possibilities for the factors of a convolution, provided that the obtained
result is the zero function. Roughly speaking, the classical result in this direction,
known as Titchmarsh Theorem, states that the integrand of the convolution from
0 to t is always zero, independently of t.
Theorem 2.24 (Titchmarsh, [9]). Suppose that f, g ∈ L1[0, b] are such that f ∗0g ≡
0. Then, there exist λ, µ ∈ R+ such that the following three conditions hold:
• f ≡ 0 in the interval [0, λ],
• g ≡ 0 in the interval [0, µ],
• λ+ µ ≥ b.
We will not provide the proof of this result, since it is a bit technical and it is
not interesting from the point of view of the work that we are going to develop.
The proof can be consulted in [9].
Remark 2.25. In particular, Titchmarsh Theorem states that the operator C0(f) :
L1[0, b] −→ L1[0, b] is injective, provided that f ∈ L1[0, b] and that f is not null at
any interval [0, λ] for λ > 0.
Corollary 2.26. The operator Υ+ Id described in (2.6) is injective.
Proof. Note that we can not apply Theorem 2.24 directly to Υ + Id, since it is
not a convolution operator due to the “Id” term. However, I10+ ◦ (T + Id) is a
convolution operator and we conclude, following Remark 2.25, that I10+ ◦ (Υ + Id)
is injective. If the previous composition is injective the right factor (Υ + Id) has to
be injective. 
2.3.3. Υ+ Id is surjective. In this case, we will use the following result, concerning
Volterra integral equations of the second kind. This result essentially states that
some family of integral equations do always have a continuous solution, provided
that the source term is continuous.
Theorem 2.27 (Rust). Given k ∈ L1[0, b], the Volterra integral equation
(C0(k) v) (t) + v(t) :=
∫ t
0
k(t− s) · v(s) ds+ v(t) = w(t)
has exactly one continuous solution v ∈ C[0, b], provided that w ∈ C[0, b] and that
the following two conditions hold:
FRACTIONAL IVPS 11
• If h ∈ C[0, b], then Ca(k)h ∈ C[0, b].
• If n ∈ Z+ is big enough, then (C0(k))
n
= C0(k˜) for some k˜ ∈ C[0, b],
We will not provide the proof, analogously to what we previously did with Titch-
marsh Theorem. The result can be found in a more general context in [6], since
here we have stated it for the particular case of convolution kernels.
Remark 2.28. We know that the image of Υ + Id will lie in C[0, b], since fractional
integrals map continuous functions into continuous functions (Proposition 2.4) and
Υn will be defined by a continuous kernel when n ≥ α−11 , which is the inverse of
the least integral order in Υ.
We need to conclude that, indeed, the image of Υ + Id is L1[0, b].
Corollary 2.29. The operator Υ+ Id described in (2.6) is surjective.
Proof. Consider f ∈ L1[0, b] and the equation
(Υ + Id)x(t) = f(t).
Observe that x solves the previous equation if and only if it solves
(Υ + Id) (x(t)− f(t)) = −Υ f(t),
but now the source term is in Iα10+L
1[0, b]. If we repeat this idea inductively, we see
that x solves the original equation if and only if
(Υ + Id) (x(t) − (Id−Υ+ · · ·+ (−1)nΥ)f(t)) = (−1)n+1Υn+1 f(t).
The right hand side will be continuous for n ≥ α−11 and, by Remark 2.28, it will
have a solution. 
2.3.4. Υ + Id is a bounded automorphism in L1[0, b]. We have already seen that
Υ + Id is bounded and bijective, and hence the inverse is also bounded due to the
Bounded Inverse Theorem for Banach spaces. Therefore, we have the following
result.
Theorem 2.30. The operator T + Id, described in (2.6) is an invertible bounded
linear map from the Banach space L1[0, b] to itself, whose inverse is also bounded.
In particular, we get the following corollary
Theorem 2.31. Given f ∈ L1[0, b], the equation
(Υ + Id)x(t) = f(t)(2.6)
has exactly one solution x ∈ L1[0, b].
Although it is not the scope of this paper, we highlight that such an equation
can be solved using classical techniques for integral equations or specifical tools for
the particular case of fractional integral equations, like the one exposed in [2].
3. Implications of fractional integral equations in fractional
differential equations
It would be nice to inherit some of the previous results for fractional differential
equations. In fact, we are interested in studying the solutions of this general linear
problem with constant coefficients
(3.1) Lu(t) :=
(
c1D
β1
0+ + · · ·+ cn−1D
βn−1
0+ +D
βn
0+
)
u(t) = w(t),
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where βn > · · · > β1 ≥ 0 and w ∈ L
1[0, b]. Of course, the first question is where
should we look for the solution. It is very relevant to clarify completely this point,
since there are classical references, for instance see [12] (Theorem 1, Section 5.5),
that state the following theorem or equivalent versions.
Theorem 3.1. Consider a linear homogeneous fractional differential equation (for
Riemann-Liouville derivatives) with constant coefficients and rational orders. If the
highest order of differentiation is α, then the equation has ⌈α⌉ linearly independent
solutions.
It is important to note that many references for are not clear enough about the
notion of solution to a fractional differential equation. With the previous sentence,
we mean that it is desirable to introduce a suitable space of differentiable functions
first, to later discuss about the solvability of the fractional differential equation.
We devote the rest of the paper to show that the previous theorem is true only in
some weak sense. Indeed, after defining formally the notion of “strong solution”,
we will see that, in general, there are less than ⌈α⌉ linearly independent solutions.
Indeed, only for those “strong” solutions it will be coherent to talk about initial
values.
If we go back to (3.1), we can make the following vital remark.
Remark 3.2. We recall that, in the usual case of integer orders, we look for the
solutions in Xβn . Although it is quite common to forget it, the underlying reason to
do this is that
⋂n
j=1 Xβj = Xβn when every βj is a non-negative integer. This means
that any function with summable derivative of order βn has summable derivative
of any fewer order too. However, in general, this does not necessarily happen when
the involved orders are non-integers. Thus, we may have
⋂n
j=1 Xβj 6= Xβn and, of
course, a solution to Equation (3.1) has to lie in
⋂n
j=1 Xβj .
Consequently, it is convenient to know the structure of the set
⋂n
j=1 Xβj , which
has already been described in Lemma 2.22, to study existence and uniqueness of
solution. Of course, to expect uniqueness of solution, some initial conditions have
to be added to Equation (3.1), but this will be detailed in the next section. The
fundamental remark is that Equation (3.1) can be rewritten as
(3.2) Lu(t) := Dβn0+
(
c1I
βn−β1
0+ + · · ·+ cn−1I
βn−βn−1
0+ + Id
)
u(t) = w(t).
In consequence, it is quite natural to make the following reflection. If u(t) solves
(3.2), it is because
(3.3)
(
c1I
βn−β1
0+ + · · ·+ cn−1I
βn−βn−1
0+ + Id
)
u(t) ∈ Iβn0+w(t) + kerD
βn
0+ .
We will refer to the set of solutions to Equation (3.3), as the set of weak solutions.
The previous terminology obeys the following reason: although a solution to (3.2)
solves (3.3), the converse does not hold in general. The point is that a solution of
(3.3) may not lie in
⋂n
j=1 Xβj . Of course, if the weak solution lies in
⋂n
j=1 Xβj , then
it solves (3.2). The set of solutions to (3.2) will be called set of strong solutions.
At this moment, we know two vital things:
• We have already described kerDβn0+ =
〈{
tβn−1, . . . , tβn−⌈βn⌉
}〉
, that is a
vector space of dimension ⌈βn⌉. Therefore, the set of weak solutions has
dimension ⌈βn⌉ too, since it is the image of the affine space I
βn
0+w(t) +
kerDβn0+ via the automorphism T
−1 ∈ AutB(L
1[0, b]).
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• The dimension of the set of strong solutions is bounded from above by
⌈βn−β∗⌉. If the dimension were higher we could find two different solutions
to (3.2) whose difference would lie in Iβn0+L
1[0, b], due to Remark 2.23. After
writing their difference as Iβn0+ g with g 6= 0, it would trivially fulfil(
c1I
βn−β1
0+ + · · ·+ cn−1I
βn−βn−1
0+ + Id
)
g(t) = 0,
which is not possible since the linear operator in the left hand side is injec-
tive.
From these remarks, there are some remaining points that need to be studied in
detail. First, we prove that the bound ⌈βn − β∗⌉ is sharp by inspecting which of
elements in kerDβn0+ guarantee that the weak solution associated to those elements
is, indeed, a strong one.
Remark 3.3. We have
⋂n
j=1 Xβj ⊂ I
βn−⌈βn−β∗⌉+1−ε
0+ L
1[0, b] for every increment
ε > 0, but not for ε = 0. Moreover, note that if f ∈ kerDβn0+ is chosen as the right
addend in the right hand side in (3.3), we have that, for γ ≤ βn, f ∈ I
γ
0+L
1[0, b] if
and only if u ∈ Iγ0+L
1[0, b]. Therefore, to have a strong solution, it is mandatory to
select f ∈
〈{
tβn−1, . . . , tβn−⌈βn⌉
}〉
.
Lemma 3.4. If u ∈ L1[0, b] solves
(3.4)
(
c1I
βn−β1
0+ + · · ·+ cn−1I
βn−βn−1
0+ + Id
)
u(t) = Iβn0+w(t) + f(t)
for f ∈
〈{
tβn−1, . . . , tβn−⌈βn−β∗⌉
}〉
⊂ kerDβn0+ , then u ∈
⋂n
j=1 Xβj .
Proof. If we use the notation Υ := c1I
βn−β1
0+ + · · ·+ cn−1I
βn−βn−1
0+ , we deduce from
Equation (3.4) that
(Υ + Id) (u(t)− f(t)) = Iβn0+w(t) −Υ f(t).
Observe now that the addend −Υ f(t) can be decomposed in two parts, since two
different situations can happen:
• If βn − βj 6∈ Z, we see that I
βn−βj
0+ t
βn−k will be always in the space
I
βn+(βn−β∗+1)−⌈βn−β∗⌉−ε
0+ L
1[0, b] for every ε > 0. This simply occurs be-
cause the worst choice is βj = β∗ and k = ⌈βn − β∗⌉. Indeed, for ε small
enough, the previous space is contained in Iβn0+L
1[0, b], since βn − β∗ + 1−
⌈βn − β∗⌉ is strictly positive.
• If βn − βj ∈ Z
+, there are two options:
If βn−βj > βn−β∗, we have that I
βn−βj
0+ t
βn−k lies again in Iβn0+L
1[0, b],
since the maximum value admitted for k is ⌈βn − β∗⌉.
If βn − βj < βn − β∗, we have that I
βn−βj
0+ t
βn−k ∈
〈{
tβn−k
′
}〉
for
some k′ < k.
Thus, we can write Iβn0+w(t)−Υ f(t) = I
βn
0+w1(t)+ f1(t), and arrive to the equation(
c1I
βn−β1
0+ + · · ·+ cn−1I
βn−βn−1
0+ + Id
)
(u(t)− f(t)) = Iβn0+w1(t) + f1(t).
Note that f lived in a ⌈βn − β∗⌉ dimensional vector space, but f1 lives in a (at
most) ⌈βn − β∗⌉ − 1 dimensional vector space.
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If we repeat the process, we obtain(
c1I
βn−β1
0+ + · · ·+ cn−1I
βn−βn−1
0+ + Id
)
(u(t)− f(t)− f1(t)) = I
βn
0+w2(t) + f2(t),
with f2 lying in a (at most) ⌈βn − β∗⌉ − 2 dimensional vector space. After enough
iterations, the vector space has to be zero dimensional and we would have the
situation
(Υ + Id) (u(t)− f(t)− · · · − fr−1(t)) = I
βn
0+wr(t) ∈ I
βn
0+L
1[0, b].
Therefore, u(t)− f(t)− · · · − fr−1(t) ∈ I
βn
0+L
1[0, b]. Finally, if we use that
f(t) + f1(t) + · · ·+ fr−1(t) ∈
〈{
tβn−1, . . . , tβn−⌈βn−β∗⌉
}〉
,
it follows u ∈
〈{
tβn−1, . . . , tβn−⌈βn−β∗⌉
}〉
⊕ Iβn0+L
1[0, b] =
⋂n
j=1 Xβj . 
4. Smooth solutions for fractional differential equations
Until this point we have checked that, a priori, there are more weak solutions (a
⌈βn⌉ dimensional space) than strong solutions (a ⌈βn−β∗⌉ dimensional space). We
have also seen how weak solutions are codified depending on the source term, more
concretely depending on the element chosen in kerDβn0+ . Moreover, we know that if
the choice is made in a certain subspace of kerDβn0+ , then the obtained solution is a
strong one. However, one could think about codifying strong solutions directly in
the fractional differential equation via initial conditions, instead of using fractional
integral problems and selecting a source term linked to a strong solution. Therefore,
the last task should consist in relating the choices for kerDβn0+ that give a strong
solution with the corresponding initial conditions for the strong problem.
First, to simplify the notation, we reconsider Equation (3.2) with the additional
hypotheses that each positive integer less or equal than βn − β1 can be written as
βn − βj for some j.
(3.2) Dβn0+
(
c1I
βn−β1
0+ + · · ·+ cn−1I
βn−βn−1
0+ + Id
)
u(t) = w(t)
This does not imply a loss of generality, since we can assume that some cj = 0,
if needed. The only purpose of this assumption is to ease the notation in this proof
in the way that is described in the following paragraph.
If β∗ = βn−m, then βn−βn−m is the least possible non-integer difference βn−βj.
Thus, we can use the previous notational assumption to check that βn − βn−j = j
for j < m and βn − βn−m ∈ (m − 1,m). Thus, ⌈βn − β∗⌉ = ⌈βn − βn−m⌉ = m
and cn−m+1, . . . , cn−1 are m− 1 constants multiplying integrals of integer order in
(3.2).
Now, we provide the main result of this section.
Lemma 4.1. Under the previous notation, Equation (3.2) with determined initial
values Dβn−m0+ u(0), . . . , D
βn−1
0+ u(0) has a unique solution in
⋂n
j=1 Xβj . This solution
coincides with the unique solution of (3.4), where the source term is the unique
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function f ∈
〈{
tβn−1, . . . , tβn−m
}〉
fulfilling
D
βn−m
0+ u(0) = D
βn−m
0+ f(0),
D
βn−m+1
0+ u(0) + cn−1D
βn−m
0+ u(0) = D
βn−m+1
0+ f(0),
· · ·
D
βn−1
0+ u(0) + cn−1D
βn−2
0+ u(0) + · · ·+ cn−m+1D
βn−m−1
0+ u(0) = D
βn−1
0+ f(0).
Proof. Consider again the equation
(3.4)
(
c1I
βn−β1
0+ + · · ·+ cn−1I
βn−βn−1
0+ + Id
)
u(t) = Iβn0+w(t) + f(t),
Recall that we look for strong solutions to (3.4), that lie in the functional space〈{
tβn−1, . . . , tβn−m
}〉
⊕ Iβn0+L
1[0, b], so we write
u(t) = d1 t
βn−m + · · ·+ dm t
βn−1 + Iβn0+ u˜(t).
Moreover, take into account that a strong choice for f ∈ kerDβn0+ allows to describe
f(t) = b1 t
βn−m + · · ·+ bm t
βn−1.
Now, we will derive the initial conditions after applying Dβn−k0+ , for every k ∈
{1, . . . ,m}, and substituting t = 0 in (3.4).
At the right hand side this is easy, since Dβn−k0+ I
βn
0+w(t) ∈ I
1
0+L
1[0, b] and, thus,
the substitution at t = 0 gives zero. The function Dβn−k0+ f(t) can be computed
trivially, due to the expression of f , obtaining
D
βn−k
0+ f(0) = Γ(βn − k + 1) bk.
At the left hand side, on the one hand, we have again a similar situation to the
previous one, since Dβn−k0+ I
βn−βj
0+ I
βn
0+ u˜(t) ∈ I
k+(βn−βj)
0+ L
1[0, b] ⊂ I10+L
1[0, b] for any
subindex j ∈ {1, . . . , n} and, thus, the substitution at t = 0 gives zero. On the
other hand, Dβn−k0+ I
βn−βj
0+ t
βn−l has three possibilities:
• If βn − βj > l − k, then D
βn−k
0+ I
βn−βj
0+ t
βn−l is a scalar multiple of a power
of t with positive exponent. Thus, when we make the substitution at t = 0
we get 0.
• If βn−βj = l− k, then D
βn−k
0+ I
βn−βj
0+ t
βn−l = Γ(βn− l+1) is constant, and
it is obviously defined for t = 0.
• If βn− βj < l− k ≤ m− 1, then βn− βj is an integer and the computation
D
βn−k
0+ I
βn−βj
0+ t
βn−l gives the zero function.
The interest of the previous trichotomy is that we never obtain some t−γ with
γ > 0. In other case, we would have a huge trouble, since we could not evaluate the
expression for t = 0. Fortunately, we can always apply Dβn−k0+ to Equation (3.4),
for every value k ∈ {1, . . . ,m}, and substitute at t = 0. We arrive to the following
linear system of equations
D
βn−m
0+ u(0) = D
βn−m
0+ f(0),
D
βn−m+1
0+ u(0) + cn−1D
βn−m
0+ u(0) = D
βn−m+1
0+ f(0),
· · ·
D
βn−1
0+ u(0) + cn−1D
βn−2
0+ u(0) + · · ·+ cn−m+1D
βn−m
0+ u(0) = D
βn−1
0+ f(0).
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Note that all the involved derivatives in the initial conditions have the same decimal
part, since only coefficients cn−1, · · · , cn−m+1 appear in the system. We also high-
light that the system has always a unique solution, since it is triangular and it has
no zero element in the diagonal. Therefore, a choice for f linked to a strong solution
determines a vector of initial values (Dβn−m0+ u(0), . . . , D
βn−1
0+ u(0)) and vice-versa in
a bijective way. 
We shall give two examples summarizing how to apply all the previous results.
Example 4.2. Consider the following fractional differential equation (strong prob-
lem) (
D
7
3
0+ + 3D
4
3
0+ + 4D
1
3
0+
)
u(t) = t3
and define β1 =
1
3 , β2 =
4
3 , β3 =
7
3 . In this case, note that β∗ = 0, since all the
differences β3 − βj are integers. The strong solutions for the example will lie in⋂3
j=1 Xβj . The dimension of the affine space of strong solutions will be ⌈β3⌉ = 3
and the initial conditions that ensure existence and uniqueness of solution will be
D
4
3
0+u(0) = a3, D
1
3
0+u(0) = a2 and I
2
3
0+u(0) = a1.
Moreover, after left-factoring D
7
3
0+ , we find that the associated family of weak
problems is (
4 I20+ + 3 I
1
0+ + Id
)
u(t) = I
7
3
0+ t
3 + f(t)
where f(t) ∈
〈{
t
4
3 , t
1
3 , t−
2
3
}〉
, which lives in a three dimensional space. The, a
priori weak, obtained solution is always strong since we have that ⌈β3−β∗⌉ = ⌈β3⌉.
Finally, the relation between a choice for f(t) = b3 t
4
3 + b2 t
1
3 + b1 t
− 2
3 providing
a strong solution and the initial conditions a1, a2 and a3 is
a1 = I
2
3
0+f(0) = b1 · Γ
(
1−
2
3
)
,
a2 + 3 a1 = D
1
3
0+f(0) = b2 · Γ
(
1 +
1
3
)
,
a3 + 3 a2 + 4 a3 = D
4
3
0+f(0) = b3 · Γ
(
1 +
4
3
)
.
Example 4.3. Consider the following fractional differential equation (strong prob-
lem) (
D
13
4
0+ + 3D
9
4
0+ +D
2
0+ +D
5
4
0+ +D
1
0+
)
u(t) = t
and define β1 = 1, β2 =
5
4 , β3 = 2, β4 =
9
4 , β5 =
13
4 . In this case, note that
β∗ = β3, since it fulfils the property that β5 − β∗ is the least possible non-integer
difference β5 − βj . The strong solutions for the example will lie in
⋂5
j=1 Xβj . The
dimension of the affine space of strong solutions will be ⌈β5−β∗⌉ = 2 and the initial
conditions that ensure existence and uniqueness of solution will be D
9
4
0+u(0) = a2
and D
5
4
0+u(0) = a1.
Moreover, after left-factoring D
13
4
0+ , we find that the associated family of weak
problems is (
I
9
4
0+ + I
2
0+ + I
5
4
0+ + 3 I
1
0+ + Id
)
u(t) = I
13
4
0+ t+ f(t)
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where f(t) ∈
〈{
t
9
4 , t
5
4 , t
1
4 , t−
3
4
}〉
, which lives in a four dimensional space. The, a
priori weak, obtained solution will be strong if f(t) ∈
〈{
t
9
4 , t
5
4
}〉
.
Finally, the relation between a choice for f(t) = b2 t
9
4 + b1 t
5
4 providing a strong
solution and the initial conditions a1 and a2 is
a1 = D
5
4
0+u(0) = D
5
4
0+f(0) = b1 · Γ
(
1 +
5
4
)
a2 + 3 a1 = D
9
4
0+u(0) + 3D
5
4
0+u(0) = D
9
4
0+f(0) = b2 · Γ
(
1 +
9
4
)
5. Conclusions
We summarize the conclusions obtained in this paper.
• We have recalled the main results involving existence and uniqueness of
solution for linear fractional integral equations with constant coefficients.
• We have seen that from each linear fractional differential equation with
constant coefficients of order βn is possible to derive a ⌈βn⌉ dimensional
family of associated fractional integral equations, in a natural way. More-
over, each solution to the fractional differential equation fulfils exactly one
of these fractional integral equations.
• We have shown that there exists a ⌈βn− β∗⌉ dimensional subfamily (of the
⌈βn⌉ dimensional family of associated fractional integral equations) such
that each solution to a problem of the subfamily gives a solution to the
original linear fractional differential equation of order βn. This value β∗ is
obtained as the greatest involved order in the fractional differential equation
such that βn−β∗ is not an integer. If such a value does not exist, the same
result holds after defining β∗ = 0.
• We have seen how initial values at t = 0 for the derivatives of orders βn −
⌈βn − β∗⌉, . . . , βn − 1 guarantee existence and uniqueness of solution to a
linear fractional differential equation with constant coefficients of order βn.
We have described the correspondence between such initial values for the
fractional differential equation and the selection of a source term in the
⌈βn − β∗⌉ dimensional subfamily, in such a way that both problems have
the same unique solution. If βn−⌈βn− β∗⌉ ∈ (−1, 0) this first initial value
is imposed, indeed, for the fractional integral of order ⌈βn − β∗⌉ − βn.
• We expect that this idea can be extended to different type of fractional
differential problems. It would be nice to amplify the scope of this work
to a more general case than the one of constant coefficients. Moreover, the
same idea could be applied to obtain similar results for other derivatives like
Caputo and compare them with the already existing theory in literature and
solution methods [1]. Furthermore, the same philosophy could be applied
to other type of problems as, for instance, periodic ones that have relevant
applications [7].
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