Abstract-Traffic patterns in backbone IP networks often deviate from the norm, to lead to events commonly termed as anomalies. Different algorithms have been proposed in literature to identify anomalies, but very few classifiers have been proposed to classify and group the signalled anomalies. Moreover, the classification algorithms typically have a predefined number of classes and use supervised learning methods. Some classifiers apply the windowing method to make the large amount of data scalable into small groups. This paper proposes a novel method of classification of anomalous data packets with unsupervised learning using the technique of Correspondence Analysis. Correspondence Analysis does not need a predefined number of clusters to begin the classification and can handle a large amount of data. We have applied our developed algorithm on real data from the US Abilene backbone network, and compared our results with existing clustering algorithms. The results indicate that our proposed algorithm yields the best results in terms of classifying anomalies amongst the most recent classification algorithms available.
I. INTRODUCTION
Network traffic characteristics sometime deviate from normal trend, a situation which is often an early indicator of a network attack or equipment failure. Sudden, short-term deviations of network traffic characteristics from normal patterns are termed as anomalies, and many works have been done in the timely identification of network anomalies [1] . However, few researchers have focussed on anomaly classification, i.e. the process of separating, placing and clustering the identified anomalies into categories by type or behaviourial characteristics. Proper anomaly classification helps quickly understand the nature, implications and consequences of newly observed anomalies in terms of previously observed and studied kinds. Our literature search has revealed that most approaches to the task of anomaly classification begin with predefining the number of clusters [2] . In this paper, we present an Anomaly Classification algorithm that categorizes identified anomalies without setting any pre-defined number of clusters. We have developed our algorithm using the technique of Correspondence Analysis [3] .
A. Related Work
Most of the present algorithms on classification work using a pre-defined number of classifiers, or use categories with predefined parameters. In addition, most of the data clustering algorithms require the setting of many input parameters. Parameter-dependent algorithms possess many inherent weaknesses. First, incorrect settings may cause such an algorithm to fail in determining the true pattern of an anomaly. Second, a perhaps more serious problem is that the algorithm may report spurious patterns that do not really exist, or greatly overestimate the significance of the reported patterns. This is especially likely when the user fails to precisely grasp the roles of the parameters in the clustering process [4] . Some of the recent works on anomaly clustering include operator dependency and the designation of sample entropy as an estimator [2] . The drawback of using data entropy is that the entropy metric tends to increase as the sample size increases. Another recent work proposed a sliding window approach with a predefined window size and target layer node, meaning that the algorithm will terminate upon reaching a specified target number of iterations [5] . The weaknesses of this model lie with the requirement for a fixed, pre-set, window size, as well as with the limited degree of data processing mandated by the fixed, pre-set, iteration-number. Many parameterised algorithms require the data to be in a specific format, a popular example of which is the time series data mining approach of Ratanamahatana and Keogh using Dynamic Time Warping (DTW) [6] . Here, evaluating the necessary Euclidean distance metric requires that the dimension of two instances compared be exactly the same, and DTW is not defined if a single data point is missing. In comparison, our approach works for time series of different lengths, different sampling rates, even with data vectors containing missing dimension values. Some other examples of recent works include the use of Principal Component Analysis (PCA) with the components adjusted a priori in [5] , [7] .
B. Our Contribution
In this paper, we present an algorithm that takes the alternative approach of learning the exact number of clusters a posteriori, based upon the features of the arriving data points. Our proposed method classifies using the technique of Correspondence Analysis [3] , built using a hierarchical algorithm employing QR decomposition [8] , [9] . For completing the task, we have used a hierarchical algorithm with Divisive Clustering [10] . While most of the similar prior works have been based on Agglomerative Clustering approaches, we have decided to use the Divisive Clustering approach. This is because output clusters found with divisive clustering tend to be more pronounced, and divisive clustering typically yields lower false positive rates compared to agglomerative clustering approaches.
The strengths of our algorithm include not requiring any pre-defined number of clusters, and providing parameter independence and data processing order independence. We make the following primary contributions, which we empirically demonstrate with extensive experiments: 1) Our algorithm allows true exploratory data clustering, without imposing any assumptions on the data. 2) The clustering accuracy of our algorithm has been observed to be greatly superior to those of parameter-based algorithms, even when those algorithms were allowed exhaustive searches over their parameter spaces. 3) Our algorithm is built using the fundamental principles of data compression, and compression algorithms are typically space-and time-efficient. As a result, it has been observed that our proposed method is generally much more efficient than other algorithms, in some cases by three or four orders of magnitude.
C. Outline of Paper
The rest of the paper is organized as follows. Section II describes our proposed classification algorithm, system and framework. Section III presents our experimental results and compares performance with benchmark algorithms. We conclude in Section IV with a layout of our future work.
II. PROPOSED CLASSIFICATION SYSTEM A. Clustering Algorithm Overview
To prevent a harmful network anomaly from distressing a backbone network, many algorithms have been proposed to detect anomalies in a timely manner [11] - [20] . Once an anomalous event is flagged, the desired next step is to instantly place it into a cluster where anomalies are grouped by type.
In practice, it is impossible to precisely set a boundary on how many potential types of anomalies a network may experience in its lifetime. To develop a method of clustering without the need to pre-define the number of clusters, we have used techniques borrowed from Correspondence Analysis (CA) [3] . We have subsequently used Divisive Clustering, which is a branch of Hierarchical Clustering [10] . In the divisive approach, all the data points are initially considered to be one cluster. Then, after certain iterations, the data points are divided into two sub-clusters. We then find the distance between these new (sub-)clusters by evaluating a Weighted Euclidean Distance metric between the centroids of the (new) clusters. A threshold is computed for measuring new data. When a new anomaly arrives, the centroid is first determined.
Then, the distance of the newly arrived anomalous data point is calculated from both cluster centroids, and compared with the threshold. Whichever distance is minimum compared to the cluster distance, the newly arriving anomaly is merged with that cluster. If the distance exits the threshold, then it is considered as a new anomaly and cluster number three is introduced. This iteration continues until it is terminated with a limiting norm.
B. Correspondence Analysis
Our scheme is based on the technique of Correspondence Analysis (CA) [3] , which summarises the response pattern in rows and columns of the data matrix. Each of the data matrix is subdivided into two profiles, namely row profile and column profile. Correspondence Analysis (CA) defines a space in which graphical representation is possible for both rows and columns. So it is possible to illustrate the clusters from the patterns of the profiles. CA detects significant interaction between attribute variables and co-variants.
C. Annotations and Characterisation
Correspondence Analysis uses patterns for representing the data matrix using the row and column profiles. For equalizing the matrices with other parameters, we now define the parameters and their characterizations.
Let the input data matrix be D(X, Y) with elements d xy referring to d independent objects. As these have different correspondences while using the interpretation for both the rows and columns, either rows or columns must be reduced to the same base. We have considered rows as X, (where 
D. Distance Metric and Splitting Criterion
An important step of the algorithm is to find the distance between cluster centroids. The distance measure helps to determine the boundary of the clusters. Whenever a new anomaly hits the network, the algorithm has to decide if this anomaly already exists in the history, or if it is a new type of anomaly that should be to store for future reference. As our distance metric, we have implemented the standard Weighted Euclidean Distance measure, defined as:
Here m l is the sample standard deviation of the l-th variable. We started grouping primarily with the very first row and column. It is important to well-define the boundary of a cluster and also make sure that the elements inside the cluster are closely related to each other. At the same time, it must be ensured that the different cluster elements show different distinctiveness among themselves. If the distance between rows is:
and the distance between columns is:
then the inertia or x th row profile will be:
where y C, respectively. In a low j-dimensional subspace, where j is less than X or Y , these two j-dimensional subspaces (one for the row profile and one for the column profile) will have a geometric correspondence that enables us to represent both the rows and columns in the same display. For geographically representing the distance between both the profiles, the orientation of the points would have to be the centers of gravity, or the centroids. The centroid of the set of row points in its space is c, the vector of column masses, known as the average row profile. The centroid of the set of column points in its space is s, the vector of row masses. This is the average column profile. To perform the analysis with respect to the centroids, C is centered symmetrically by rows and columns, i.e., C − sC T so that it corresponds to the average profiles of both sets of points. The solution to finding a representation for both sets of points is the QR decomposition of the matrix of standardized residuals [21] , i.e., X Y matrix with elements. With the help of the classical Gram-Schmidt procedure, the iterative procedure operates starting with q • = h • / h • where h • defines the Euclidean norm of h • . Then the standard residuals may be found as:
which is simply the residual vector that results from projection. By the orthogonality property of least-square solutions, this residual will be orthogonal. The main functions of QRdecomposition are that it summarizes response patterns of both row and column data matrices, defines a space where graphical The number of axes is determined by eigenvalues of the square matrix, which is obtained by multiplying the input data matrix with its transpose. The algorithm automatically splits into clusters, but for better results, the algorithm needs a threshold to stop clustering, for which we have applied quality measure for clusters. The measure to cease splitting is [22] :
In Eqn (6), probability of cluster is represented by p(q f = ν), probability over all the objects for clustering is p (q f = ν) and weight, which penalizes split with extremely small clusters, is |C f |/|T|. This splitting equation is one of the main features of our proposed framework. This equation helps to decide whether to keep on splitting the clusters, or if the reason behind the clustering is a false positive.
We would like to mention here that we have compared our results with existing algorithms those do not use any kind of splitting criteria. As a result, the number of their false positive clusters exceed ours.
E. Clustering Algorithm Flow Chart
To summarise, the flow chart of our proposed anomaly classification framework is presented in Fig. 1 .
III. EXPERIMENTAL RESULTS
To evaluate the performance of the proposed algorithm, we have used real-life marked data from the US Abilene backbone network [13] . We have compared our results with the CHAID algorithm [23] , the k-means algorithm [24] , [25] and Correlation Analysis [26] . These are the most recent works on clustering of anomalous data. Our results demonstrate more prominent outcome with the least false positive alerts resulting accurate amount of clusters containing anomaly.
The figures presented in this paper are best viewed in colour. Figure 2 shows the type of anomalies with respect to their corresponding number of occurrences, termed as frequency. With a frequency distribution, we do not want to know the percentages, rather we want to know the counts. Frequency distribution displays the frequency of various outcomes in a sample.
The algorithm has detected four categories of anomalies and provide visual representation of them. This identification process was one of the targeted features of our proposed algorithm.
The Coefficient of Variation (CV) and Resubstitution costs are shown in Fig. 3 . CV represents the ratio of the standard deviation to the mean, which is a useful statistic for comparing the degree of variation from one data series to another, even if the means are considerably different from each other. The Resubstitution cost finds out the cost after minimizing the errors from the CV cost. Both of the results are below 
× 10
5 , which is regarded as the standard threshold value [26] for this purpose. Here again, we have found satisfactory results using our proposed algorithm.
Tables I and II present the results of our row and column coordinates calculations, respectively.
The graph for the coordinates is shown in Fig. 4 . The violation arrives whenever the value deviates from norm. This also helps us to identify the clusters in row profile.
The node complexity with the number of terminal nodes is shown in Table III . It is observed here that increasing number of nodes almost linearly increases the node complexity. This result also matches with the previously found data matrix graph.
Next we evaluate the percentage of frequency for data found, using our proposed algorithm on the anomalous data given in Table IV . Here, time-bin with consecutive occurrence of cases is found. The histogram in Fig. 5 shows the tree sequence of anomaly type with respect to the occurrences of the anomaly.
The distance values are given in Table V , recalling that distance is computed using the weighted Euclidean distance vector. 
B. Comparison with Benchmarks
We now present a comparative analysis of our results with the results from existing algorithms. Figure 6 demonstrates that while Correspondence Analysis extracts all the different anomalous data packets from the huge network traffic, Correlation algorithm fails to detect lower frequency anomalies with lower magnitude or occurrences [5] . This shows the diversity our proposed algorithm based on Correspondence Analysis. Figure 7 presents a comparison of response with respect to time between our proposed algorithm and CHAID algorithm. It is seen that the response time is comparatively less for our proposed algorithm based on Correspondence Analysis, whereas for CHAID, the data processing time increases along with the incremental amplitude, i.e. with the number of incoming data. Since multiple splits fragment the variable's range into smaller sub-ranges, the algorithm requires larger quantities of data to get dependable results. The CHAID tree may be unrealistically short and uninteresting because the multiple splits are hard to relate to real conditions. Real variables are forced into categorical bins before analysis, which may not be helpful, particularly if the order in the values is to be preserved. Categories are inherently unordered; it is possible for CHAID to group low and high versus middle, which may not be desired.
In Fig. 8 , the two tree graphs show the number of data clusters for anomalous data types found with terminal and nonterminal node for proposed Correspondence Analysis -based algorithm and benchmark CHAID algorithm. Here the number of terminal nodes is 15 in the upper panel, showing many false positive clusters. For the lower panel, number of terminal nodes is found to be 4. We can infer that, due to the equation of termination (Equation 6), the unnecessary splitting of the clusters is avoided, whereas without using the equation, having a minimum difference in the behavior results a new unwanted cluster. This extra number of cluster makes the memory usage inefficient and congested.
Finally, in Table VI , the efficiency of the algorithm in terms of the amount of data processing is shown. Clearly, as the amount of data processes increases, efficiency decreases. This is because of the computational complexity of the algorithms. Reduction of the complexity of the algorithm constitutes our future work.
IV. CONCLUSION AND FUTURE WORK
To prevent a harmful network anomaly from distressing a backbone network, many algorithms have been proposed to detect anomalies in a timely manner. For understanding how a potential anomaly in backbone data network will affect the normal data flow, clustering of anomalous data by type is the necessary next step. This is so that appropriate measure may be taken based on the particular characteristics and nature of the anomaly. The possible variety of potential anomalies has no bound, which makes it difficult to use clustering algorithms in frequently shifting environments. Most of the existing clustering algorithms pre-specifies the number of clusters. In this paper we have proposed an algorithm using divisive Clustering with Correspondence Analysis, where the number of clusters does not need to be predefined. Divisive clustering with Correspondence Analysis is a considerably new era of clustering, and our work has shown promising results. We have applied our algorithm on real data from the US Abilene backbone network and compared our results with existing works. High competence and better results show that our proposed algorithm performs better for large scale data processing. The strengths of our approach lie in not having to predefine the number of clusters, having parameter independence, and data processing order independence. Our approach works for time series of different lengths, different sampling rates, and with data vectors containing missing dimension values.
A weakness of our proposed algorithm at this point is its computational complexity, which decreases the efficiency of the system when the amount of data processing rises. Our future work would investigate ways of reducing the complexity. We would then like to progress on to online clustering approaches. It would be interesting to consider how combinations of Correspondence Analysis and BEDBSCAN [27] might perform. BEDBSCAN is a density clustering based on the border-expanding algorithm, employing border objects as seeds to expand the cluster. This will alleviate the need for calculating the row and column profiles separately.
A lot of work has recently been done in developing automated surveillance systems [28] - [36] , for use in places with sensitive physical security needs such as in banks and airports. Some of these works signal anomalous images from a time series of images [37] - [39] , while some operate using live video feeds as inputs [40] . We would like to incorporate our algorithm with such systems to be able to classify the detected anomalous images, towards attempting to learn the features of regular visitors to the premises, towards eventually reducing the percentage of false positives and parameter sensitivities of automated surveillance systems.
