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With extraordinary recent growth of the solar photovoltaic industry, it is paramount to 
address the biggest barrier to its high-penetration across global electrical grids: the inherent 
variability of the solar resource.  This resource variability arises from largely unpredictable 
meteorological phenomena and from the predictable rotation of the earth around the sun 
and about its own axis.  To achieve very high photovoltaic penetration, the imbalance 
between the variable supply of sunlight and demand must be alleviated.  The research 
detailed herein consists of the development of a computational model which seeks to 
optimize the combination of 3 supply-side solutions to solar variability that minimizes the 
aggregate cost of electricity generated therefrom:  Storage (where excess solar generation is 
stored when it exceeds demand for utilization when it does not meet demand), 
interconnection (where solar generation is spread across a large geographic area and 
electrically interconnected to smooth overall regional output) and smart curtailment (where 
solar capacity is oversized and excess generation is curtailed at key times to minimize the 
need for storage.)  
This model leverages a database created in the context of this doctoral work of satellite-
derived photovoltaic output spanning 10 years at a daily interval for 64,000 unique 
geographic points across the globe.  Underpinning the model’s design and results, the 
database was used to further the understanding of solar resource variability at timescales 
 
 
greater than 1-day.  It is shown that—as at shorter timescales—cloud/weather-induced 
solar variability decreases with geographic extent and that the geographic extent at which 
variability is mitigated increases with timescale and is modulated by the prevailing speed 
of clouds/weather systems.  Unpredictable solar variability up to the timescale of 30 days is 
shown to be mitigated across a geographic extent of only 1500km if that geographic extent 
is oriented in a north/south bearing. 
Using technical and economic data reflecting today’s real costs for solar generation 
technology, storage and electric transmission in combination with this model, we 
determined the minimum cost combination of these solutions to transform the variable 
output from solar plants into 3 distinct output profiles: A constant output equivalent to a 
baseload power plant, a well-defined seasonally-variable output with no weather-induced 
variability and a variable output but one that is 100% predictable on a multi-day ahead 
basis. 
In order to do this, over 14,000 model runs were performed by varying the desired output 
profile, the amount of energy curtailment, the penetration of solar energy and the 
geographic region across the continental United States.  Despite the cost of supplementary 
electric transmission, geographic interconnection has the potential to reduce the levelized 
cost of electricity when meeting any of the studied output profiles by over 65% compared to 
when only storage is used.   Energy curtailment, despite the cost of underutilizing solar 
energy capacity, has the potential to reduce the total cost of electricity when meeting any of 
the studied output profiles by over 75% compared to when only storage is used.   
 
 
The three variability mitigation strategies are thankfully not mutually exclusive.  When 
combined at their ideal levels, each of the regions studied saw a reduction in cost of 
electricity of over 80% compared to when only energy storage is used to meet a specified 
output profile.  When including current costs for solar generation, transmission and energy 
storage, an optimum configuration can conservatively provide guaranteed baseload power 
generation with solar across the entire continental United States (equivalent to a nuclear 
power plant with no down time) for less than $0.19 per kilowatt-hour.  If solar is 
preferentially clustered in the southwest instead of evenly spread throughout the United 
States, and we adopt future expected costs for solar generation of $1 per watt, optimal 
model results show that meeting a 100% predictable output target with solar will cost no 
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Deterministic and stochastic spatial and temporal solar resource variability presents 
challenges to large penetrations of photovoltaics into electricity markets, particularly at 
higher energetic penetrations thereof.  The photovoltaic (PV) market is currently growing at 
an extraordinary rate, evidenced by the fact that over 20% of all new generation capacity 
installed in the US was PV in 20131, and it now comprises an $88 billion/yr2 global 
industry.  Of most importance is that PV electricity has now reached grid parity (with retail 
electricity) in many major consumer markets, with the tacit implication that demand will 
continue to see significant growth in the near future.3,4 Deutsche Bank, Bloomberg New 
Energy Finance, and many other major market research groups predict 2014 to be an 
historic inflection point for the solar PV sector, where an increasing number of consumer 
markets begin to develop with little or no help from subsidies.    
It is thus paramount to develop effective minimum-cost variability solutions in order to 
make high penetration as affordable as possible.  Understanding the costs of dealing with 
resource variability at timescales greater than one day is critical because, in most regions of 
the world including the United States, the fluctuations on such temporal orders are 
significantly larger in magnitude than at shorter timescales5, and will therefore be expected 
to drive mitigation costs at higher penetrations.    
                                                   
1 Shareholders Unite (2014) Solar Energy Poses a Threat to the Shale Gas Revolution. Seeking Alpha, 8th Jan, 2014. 
2 Aggregate revenue across the value-chain, 2013 
3 According to Deutsche Bank, PV is now fully competitive without subsidies in Japan, South Korea, Australia, Italy, 
Greece, Spain, Israel, South Africa, Chile, Southern California and Hawaii.  Within the next two years, these markets 
will be joined by Thailand, Mexico, Argentina, Turkey and India. 
4 Evans-Pritchard, A.E. (2013) Solar Power to Trump Shale, Helped by US Military. The Telegraph. 14th, Aug, 2013. 
5 Fluctuations at longer timescales are greater in terms of the magnitude of energetic imbalance they engender (and 
therefore the amount of energy storage required to alleviate the imbalance) than fluctuations at shorter timescales. 
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The central purpose of this doctoral research is twofold: to create a solar resource database 
that facilitates rapid simulation of PV generation anywhere on the planet and to create a 
versatile model—coded in the open-source R programming language—that leverages it to 
analyze the economic and environmental impacts resulting from use of supply-side 
solutions to solar resource variability in conjunction with photovoltaics (PV) in order to 
meet utility loads.   
This research began with comprehensive studies in three fundamental areas: a) An in-depth 
analysis of the nature of stochastic solar resource variability at timescales greater than one 
day, with a particular focus on its spatiotemporal characteristics; b) the development of 
best-estimate algorithms for and construction of a global database of solar irradiance 
components on latitude- and other tilted-planes with equatorial-facing azimuths, and 
impinging on one-axis trackers; and c) development and synthesis of a globally-spanning 
electrical demand database at the same spatial resolution as the solar resource database 
generated in the context of this doctoral work6.  Conceptual and mathematical models were 
built and a computational model was developed that can be used for cost-minimizing 
optimizations between electrical energy storage, long distance interconnection/geographic 
dispersion and solar PV across any geographic region on the planet, provided that regional 
transmission data are available.    
The model employs the NASA Surface Meteorology and Solar Energy (SSE) satellite-
derived solar radiation database, which includes daily averages of horizontal top-of-
atmosphere, and surface shortwave downward radiative flux and earth skin temperature 
data for every discrete latitude/longitude coordinate on earth from 1983-2007.  These 
                                                   
6 A database that covers each of the 64,000 unique latitude/longitude coordinates on the planet. 
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parameters were used to simulate photovoltaic performance by first creating solar radiation 
databases on various fixed tilted-planes with the same temporal and spatial coverage as the 
NASA-SSE database using best-of class anisotropic solar irradiance models. The model uses 
the simulated spatial distribution of electrical energy use to simulate demand.  This dataset 
was developed using national energy use data from the World Bank and population data 
from Columbia’s SEDAC and gridded to the same spatial scale as the solar resource 
database. Furthermore the model makes use of the entire US high voltage transmission grid 
database, originally from FEMA and also gridded to latitude/longitude coordinates, in 
order to estimate the lowest-cost regional interconnection spanning tree for a given region 
based on the presence of existing transmission right-of-ways, regional geography, and the 
relative spatial distribution of electrical demand.  This thesis describes each of these models 
and generated datasets in great detail, including offering relevant and pertinent insights 
reflecting their development, operation and applications. 
The model allows the user to determine the optimal combination of electrical energy 
storage, long distance interconnection/geographic dispersion and curtailment of solar PV 
generation for a specific geographic region anywhere in the world.  Three primary utility 
load types are examined: a flat load (unchanging from change day-to-day), a seasonal daily-
interval load that experiences more demand on summer than on winter days and a tracking 
load which statistically tracks the solar resource using a persistence algorithm.   
These three load types are not intended to reflect true loads encountered in real life but are 
intended to frame the relative magnitude of costs expected to be incurred by employing 
different combinations of variability solutions.  For PV to meet a flat load target, its capacity 
must be oversized well above the peak demand with any excess power either being 
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curtailed or stored for use when PV output falls below this target.  Flat load is synonymous 
with baseload and represents an upper boundary of cost to be incurred by PV—as to 
overcome seasonal effects (overproduction in summer and underproduction in winter) a 
significant amount of storage and/or long-distance interconnection is requisite. The second 
load type—a load that follows the deterministic trend of solar radiation—varies seasonally 
but is totally predictable by utilities and ISO’s, removing all short-term variability risk and 
going a long way to make solar an acceptable utility scale solution.  The third load type is 
even further along the range of predictability as it is essentially a load whose magnitude is 
shaped by a simple day-ahead solar resource persistence-forecasting model.  Meeting either 
of these latter two load types in conjunction with PV and its variability solutions represent 
lower boundaries to incurred costs.  This is due to the fact that storage and geographical 
dispersion/interconnection are called in only for removing the effects of stochastic 
meteorology (e.g. extended cloudy periods) and longer-term seasonal deficits or 
oversupplies are not accounted for. 
Over 16,000 case studies using this model focusing on meeting electrical loads across 
thirteen distinct regions of varying geographic extents across the continental US (CONUS), 
parts of Canada, Northern Mexico and the Caribbean with an optimized combination of 
solar PV, long-distance interconnection, energy storage and curtailment.  The optimal 
solution sought through this process refers to a combination of variability-mitigating 
strategies that—in concert—purport to add the least to the marginal and total economic and 
environmental costs solar-generated electricity. 
A case study involving the entirety of the CONUS region, shows that photovoltaic 
generation—oversized to accommodate curtailment—can, with a smart combination of 
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curtailment, transmission and energy storage provide all the current electricity needs of the 
country at costs that are at the maximum two to three times greater than current average 
grid levelized costs of electricity (LCOE).  It is important to note that this PV LCOE cost is 
capacity-inclusive, i.e., the PV energy is delivered with a 100% certainty. Therefore a full 
comparison of the solar option developed in this study with extant LCOE figures reflecting 
traditional generation technologies and other renewables would have to account for the fact 
that the numbers referenced herein reflect a firm capacity7 imparted by solar PV in 
conjunction with its variability solutions and should therefore take into account its relative 
capacity value8.  Note further that similar argument could be developed regarding the 
environmental costs of electricity, which at present are not fully captured in energy 
markets.  
Specifically PV with ideal9 curtailment can meet 100% of a flat load target across all regional 
nodes10  (1-degree latitude/longitude) at an estimated average LCOE of $0.19/kWh; the 
LCOE for meeting 100% of a seasonal load target is estimated to be $0.15/kWh and for 
meeting 100% of a solar tracking load is estimated to be $0.14/kWh.  While the above 
estimates are based on total installed capital cost for PV of $2000/kW, it is noted that large 
utility systems have been built at cost as low as $1500/kW in the US while the ASP11 for 
First Solar’s CdTe PV modules in 4Q13 stood at a mere $0.53/W12.  
                                                   
7 The capacity credit of a generator indicates how much firm capacity can be removed from the system in relation to a 
newly installed unit of this technology 
8 EIA (2013) Levelized Cost of New Generation Resources in the Annual Energy Outlook 2013. U.S. Energy Information 
Administration | 2018 Levelized Costs AEO 2013. 
9 Cost-minimizing 
10 Over 1000 nodes, centered at each whole-degree latitude/longitudinal coordinate, exist within the geographical 
bounds defined by the continental US. 
11 Average Selling Price 
12 Brady, D., Haymore, S., Krum, S. (2014). First Solar, Inc. Announces Fourth Quarter and Full Year 2013 Financial 
Results. First Solar Investor Center, February 25, 2014. 
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2. Creation of a Globally Comprehensive Solar Resource Database 
The necessity of creating a globally spanning solar resource database was motivated by a 
desire to study the nature of geographic dispersion of the solar resource over large spatial 
areas anywhere on the planet.  Specifically, it was motivated by wanting to quantify the 
variability-mitigating potential of electrically interconnecting solar PV over these large 
spatial areas as a potential candidate solution for coping with solar resource variability.   
Commercially available radiation databases with a wide spatial coverage are cost-
prohibitively expensive13 to a graduate researcher and as such, I elected to work with 
publicly available options.  NSRDB14 appeared to be an attractive option at first glance, but 
it’s geographic-specificity—with data available at discrete weather stations (albeit 
supplemented with satellite data in many cases)—and spatial coverage only across the 
Continental US, did not meet the requirements of global comprehensiveness.  The same can 
be said of PVGIS15—the JRC product—, which is only available for Europe and without the 
apparent option to extract time series data (it provides only daily and monthly averages for 
free.)  
Therefore, the globally comprehensive solar resource data from NASA-SSE16 and gridded 
to a 1°x1° latitude/longitude grid for every single coordinate on the planet were chosen.17  
Of importance for the simulation of photovoltaic systems, the raw NASA-SSE data includes 
top of atmosphere (TOA) estimated surface downward shortwave radiative flux (Gh)18 and 
                                                   
13 Clean Power Research, GeoModel, 3-Tier et al. 
14 National Solar Radiation Database (NREL) 
15 Photovoltaic GIS (European Commission Joint Research Centre) 
16 NASA-Langley Surface Meteorology and Solar Energy Group 
17 NASA. (2013) Surface Meteorology and Solar Energy Data. Langley Research Center Atmospheric Science Data 
Center.  Accessed, Fall, 2012. 
18 Shortwave refers to 0.1µm-3.0 µm.  Gh is also known as global horizontal radiation.  
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clear-sky surface downward shortwave radiative flux (Gh-clr)19, at daily intervals20 and 
spanning nearly 30 years (1983-2007) at each of these spatial coordinates.   
These data are all derived from geostationary and polar-orbiter satellites by correlating 
several IR and visible bands with ground measurements.  It is to be noted that the NASA-
SSE database does not represent state-of-the-art in satellite simulation of ground-level 
radiation as it was released some time ago.  It has some issues over spatial terrain that is 
snow-covered as it can mistake the high reflectivity for clouds.  More recent methods can 
avoid this by relying more heavily on IR bands for differentiation between the two.  NASA-
SSE can also experience significant divergences with ground measurements in mountainous 
terrain for two reasons: atmospheric attenuation is greatly affected by elevation and 
associated microclimates can cut production—particularly in coastal or mountainous areas.  
Finally, very low solar angles can create issues with the atmospheric attenuation models for 
calculating ground-level radiation, thereby creating potentially significant errors at very 
high latitudes in winter. 
Despite all of these issues, the significant advantage of NASA-SSE is its uniform coverage 
across the entire planet.  These data facilitate analysis regarding the nature of solar resource 
variability and in most cases allows for a fairly accurate—yet perhaps not entirely bankable 
for individual sites—simulation of PV performance over large geographic areas anywhere 
on earth.   
                                                   
19 Gh-clr refers to the clear-sky global horizontal radiation, which is the surface radiation calculated using an 
atmospheric attenuation that arises from only atmospheric turbidity. 
20 Daily interval data were chosen instead of the 3-hour averages that are available from NASA-SSE as the focus of 
the model is to determine the costs arising from managing resource variability at the daily level and beyond. 
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In order to simulate the production of a single or collection of PV arrays using this 
database, it was necessary to convert the available global (surface) horizontal radiation data 
(Gh) to reflect in-practice azimuthal orientations and tilt angles.  In addition, the data 
structure21 of the NASA-SSE database as-is was such that it did not permit rapid simulation 
for individual spatial points or smaller regions over long time periods.     
These two factors motivated the creation of a completely new database in the context of this 
doctoral work. This new database employs a simple22 data structure and along with the 
original Gh, Gh-clr and TOA streams, includes clearness index23 (Kt), diffuse horizontal 
radiation24 (Dh), beam horizontal radiation25 (Bh) and the following fixed orientations: 
global latitude tilt26 (lat), global latitude tilt + 15°27 (lat+15), and global latitude tilt - 15° (lat -
15).  Finally, a 1-axis tracking algorithm was coded to include within the database both 
global and beam radiation impinging on a 1-axis tracker28 and to thereby facilitate 
simulation of PV production at CSP29 farms if desired. 
The top two plots in Figure 1 show the primary PV array orientation parameters specific to 
the 1-axis tracking model and fixed tilt model, respectively.  The bottom two plots show the 
                                                   
21 Data was procured as a series of NET-CDF matrices, one per variable and one per month spanning every 
coordinate on earth (a matrix with dimensions 180x360x300.) 
22 Data is organized into two dimensional CSV matrices containing every radiation-specific parameter, one file for 
each coordinate (64,000 in total.)  This format makes it a simpler task to open in common spreadsheet programs.  
23 Clearness index is simply the ratio of Gh to TOA. 
24 Dh is the (non-collimated) solar radiation scattered across the sky hemisphere.  
25 Bh is the collimated solar radiation impinging upon a surface directly from the solar orb. 
26 Lat is the diffuse + beam + reflected radiation (assuming an average albedo of 0.2) impinging on a surface tilted at 
the site’s latitude and facing the equator. 
27 Lat+15 and Lat – 15 represent the diffuse + beam + reflected radiation (assuming an average albedo of 0.2) 
impinging on a surface tilted at the site’s latitude + or - 15° and facing the equator. If the site’s latitude is within 15° of 
the equator, lat-15° defaults to Gh. The same applies to lat+15° if the site’s latitude is within 15° of the poles. 
28 The one axis tracking in this database assumes no tilt of the rotational axis, no tilt of the plane-of-array upon the 
rotational axis and 70° rotational limits. 
29 Concentrating Solar Power systems include both optically concentrating PV and thermal systems—both of which 
require collimated radiation (beam) for concentrating to occur. 
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specific set of geometrical parameters defining the planes upon which radiative flux has 
been calculated in the radiation database generated as part of this doctoral work.  
 
Figure 1: (a) Full set of physical array-geometry input parameters for 1-axis tracking model33,32 (b) Full set of physical 
array-geometry input parameters for fixed tilt model.32,33 (c) Set of geometrical parameters defining the 1-axis tracker 
upon which radiative flux has been calculated for the database created in the context of this dissertation. (d) Set of 
geometrical parameters referencing the three calculated fixed-tilt orientations upon which radiative flux is calculated 
within the database. 
Figure 2 shows a flow diagram for the overarching processing steps to go from the standard 
Gh and TOA data present in the NASA-SSE database, to the aforementioned series of fixed-
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Figure 2: Simplified process diagram demonstrating the series of nested models used to calculate radiation on fixed 
tilted planes and upon one-axis trackers. Sources: (Orgill & Hollands, 1976)30, (CPRG, 1979)31, (Perez, 1991)32, (Perez, 
1986)33 
As the anisotropic tilted plane radiation models operate on hourly-interval radiation data 
and the original database is at the daily interval, it was necessary to convert the daily to 
hourly.  We did this via the method outlined in (CPRG, 1979)31, which in turn requires 
splitting Gh into Beam and Diffuse components.  This splitting of Gh uses empirical 
correlations between Kt and the ratio of diffuse34 to beam35 radiation from (Orgill & 
Hollands, 1976)30.   
Next, we use the Perez et al. (Perez, 1990)32 anisotropic tilted-plane radiation model using 
the revised optical air mass tables on the basis of the ISO Standard Atmosphere36 (1972).  
This model was chosen over other candidate tilted-plane models for its greater accuracy at 
                                                   
30 Orgill, J.F., Hollands, K.G.T. (1976). Correlation Equation for Hourly Diffuse Radiation on a Horizontal Surface. 
Solar Energy 1977; 19: 357-359 
31 Collares-Pereira M, Rabl A. The average distribution of solar radiation: Correlations between diffuse and 
hemispherical and between daily and hourly insolation values. Solar Energy 1979; 22: 155- 164. 
32 Perez, R., Ineichen, P., Seals, J., Michalsky, J. & Stewart, R. (1990). "Modeling Daylight Availability and Irradiance 
Components from Direct and Global Irradiance." Solar Energy 44: 271-289. 
33 Perez, R., Stewart, R. (1986). Solar Irradiance Conversion Models. Solar Cells, 18, pp. 213-223  
34 Calculated in practice using a rotating shadowband radiometer 
35 Calculated in-practice using a pyrheliometer 
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most orientations.37,38,39 Once hourly tilted plane radiation values have been determined for 
each hour, the data is collapsed back to daily means. 
The result are a series of robust, quickly accessible time-series of radiation data representing 
common geometries of real-life PV arrays at matching the daily interval and globally-
spanning spatial coverage found in the original NASA-SSE data. 
In the following series of plots, we visually demonstrate40 descriptive statistics for a 
selection of these data streams within the radiation database generated as part of this 
dissertation. 
2.1. Global daily-interval means over 10 years 
Figures 3, 4 and 5 below show the mean (of daily means) across all years in the database for 
the entire planet and for the variables untouched—merely reorganized into a more efficient 
database structure—directly from NASA-SSE.  These include: TOA, Gh-clr and Gh.  Notice 
the uniformity in Figure 3 showing TOA’s global distribution: indicative that indeed TOA is 
only influenced by the geometry of the earth’s solar orbit and its axial tilt, not by stochastic 
surface-level weather.   
                                                   
37 Cucumo, M. et. al. (2007). Experimental Testing of Models for the Estimation of Hourly Solar Radiation on Vertical Surfaces 
at Arcavacata di Rende. Solar Energy 81 (2007) pp.692-695 
38 Fanney, A. H., Doughert, B. P., Davis, M. W. (2007). A Comparison of Predicted to Measured Photovoltaic Module 
Performance. Proceedings of ES2007, Energy Sustainability 2007, June 27-30, 2007, Long Beach, CA. National Institutes 
of Standards and Technology, MD. 
39 Hay, J. E. (1993). Calculating Solar Radiation for Inclined Surfaces: Practical Approaches, Renewable Energy v.3 (1993), 
No. 4/5, pp. 373-380 




Figure 3: Mean of daily top-of-atmosphere (TOA) radiation (W/m2) across the present database 
 
Figure 4: Mean of daily clear sky surface global horizontal (Gh-clr) radiation (W/m2) across database 
Figure 4 shows Gh-clr, a spatial distribution that gives an indication as to the relative mean 
atmospheric turbidity experienced across different planetary areas. Figure 5 shows the 




Figure 5: Mean of daily surface global horizontal (Gh) radiation (W/m2) across database 
 
Figure 6: Mean of daily clearness index (Kt) (ratio of Gh/TOA) across database 
Note in Figure 5 the presence of a belt of low radiation encircling the equator: a clear signal 
of the persistent cloud formation across the intertropical convergence zone.  Figure 6 
meanwhile, demonstrates the clearness index, which removes the effect of latitude and 





Figure 7: Mean of daily surface diffuse horizontal (Dh) radiation (W/m2) across database 
 
Figure 8: Mean of daily surface beam horizontal (Bh) radiation (W/m2) across database 
 
Figure 7 & Figure 8, respectively show the diffuse and beam horizontal surface radiation 
after it has been split from its global values according to Orgill & Hollands  (1976.)30 Notice 





Figure 9: Mean of daily global radiation at latitude tilt (lat) (W/m2) across database 
 
Figure 10: Mean of daily 1-axis tracking beam (1-ax, beam) radiation (W/m2) across database 
Figure 9 and Figure 10 show the mean of daily average global radiation (Gh) and the mean 
of daily average radiation impinging on the 1-axis tracker defined in Figure 1c.  Although 
the maximum values of beam radiation impinging on the 1-axis tracker are higher than the 
maximum values of global radiation impinging on a plane tilted at the latitude, because the 
1-axis tracker’s rotational axis is not tilted, it experiences significantly lower incident 
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radiation at latitudes far from the equator.  The 1-axis tracker also underperforms fixed-
latitude tilt in areas with high diffuse as radiation is scattered across the sky hemisphere in 
these areas. 
 
Figure 11: Mean of daily 1-axis tracking global (1-ax, global) radiation (W/m2) across database 
Finally, in the plot above, we show the mean of daily average global radiation impinging on 
the 1-axis tracker defined above (Figure 1c.)   
2.2. Global maxima of daily-interval means over 10 years 
In this next series of plots, we show the maxima (of daily mean values across 10 years) of a 
selection of the daily-interval parameters available in the database that has been created as 
part of this thesis.  In sum, they reflect some interesting aspects of the geometry of our solar 
system and Earth’s relation to it.  Figure 12 shows the maximum of the daily-interval TOA 
radiation experienced and at first glance appears counterintuitive, with lower maxima 
surrounding the equator and higher maxima at the South Pole than at the north.  The 
reason the poles experience higher maxima is because of day length.  In their respective 
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astronomical summers, days can be 24 hours long and therefore, the mean radiation across 
these days is significantly higher than it is at the equator where the days are shorter.  
 
Figure 12: Maximum of daily-interval top-of-atmosphere (TOA) radiation (W/m2) across the present database 
Of course the intra-day maxima will certainly be much higher at the equator.  Furthermore, 
the South pole experiences higher daily-interval maxima than the north pole due to the 
elliptical nature of our solar orbit: when the southern hemisphere experiences summer, the 
earth is closer to the sun than it is when the northern hemisphere does.  The following plot, 
Figure 13, shows the maxima of Gh-clr : a spatial distribution that gives an indication as to 
the relative radiation in the absence of atmospheric turbidity experienced across different 





Figure 13: Maximum of daily-interval clear sky surface global horizontal (Gh-clr) radiation (W/m2) across database 
Note that in Figure 14 and Figure 15 –representing the maximum of daily interval Gh and 
Kt, respectively –the aforementioned intertropical convergence zone-induced equatorial 
cloud cover is absent.  This is because the ITCZ is a seasonal effect and disappears nearly 
entirely at certain times of the year, thus it is no longer visible in the maxima. 
 




Figure 15: Maximum of daily-interval clearness index (Kt) (ratio of Gh/TOA) across database 
 
 




Figure 17: Maximum of daily-interval surface beam horizontal (Bh) radiation (W/m2) across database 
In the next two figures, we show the maxima of diffuse and beam horizontal surface 
radiation (Figure 16 & Figure 17, respectively.) The maxima for Dh are uniform and largely 
match the relative maxima profile of TOA while the maxima for Bh are more unevenly 
distributed as they are more significantly influenced by atmospheric optical depth. 
 




Figure 19: Maximum of daily-interval 1-axis tracking beam (1-ax, beam) radiation (W/m2) across database 
In the next two plots (Figure 18 & Figure 19), we show the maxima of daily average global 
radiation and the maxima of daily average radiation impinging on a 1-axis tracker as 
defined in Figure 1c.  Here the global maximum of maximum daily values of 1-axis tracking 
beam are significantly higher than they are at latitude tilt, largely because of the ability to 
track the sun for over nearly 24 hours during respective astronomical summers as the poles 
are approached. 
In the final of the descriptive plots (Figure 20) showing the maxima, we show the maxima 
of daily average global radiation impinging on the 1-axis tracker defined above (Figure 1c.)  





Figure 20: Maximum of daily 1-axis tracking global (1-ax, global) radiation (W/m2) across database 
 
2.3. Global variability (standard deviation) of daily-interval means over 10 years 
In this next series of plots, we show the standard deviation of the daily mean values across 
10 years of a selection of the daily-interval parameters available in the database that has 
been created as part of this thesis.  They give a rough indication as to the relative variability 
across timescales greater than 1 day41 for each parameter.    The first plot, Figure 21, shows 
the standard deviation of the daily-interval TOA radiation and is more intuitive after 
having examined the distribution of TOA maxima.  The standard deviation is higher at the 
poles due to the range of radiation values experienced there due to seasonal variability. 
                                                   
41 This metric (the standard deviation of a given parameter) gives an indication of the range (or spread) of values 
experienced at any given spatial point, which is a proxy for variability.  This spread—aside from kT—is driven by 




Figure 21: Standard deviation of daily-interval top-of-atmosphere (TOA) radiation (W/m2) across the present 
database 
 
Figure 22: Standard deviation of daily-interval clear sky surface global horizontal (Gh-clr) radiation (W/m2) across 
database 
The following plot, Figure 22, shows the standard deviation of Gh-clr: a distribution that 
follows a very similar profile to its TOA counterpart. Figure 23 below shows the standard 




Figure 23: Standard deviation of daily-interval surface global horizontal (Gh) radiation (W/m2) across database 
 
Figure 24: Standard deviation of daily-interval clearness index (Kt) (ratio of Gh/TOA) across database 
Note upon observation of Figure 24 –representing the standard deviation of daily interval 
Kt–that the variability of cloud cover at timescales greater than 1 day in the eastern half of 
the US is very significant, even higher than in Europe.  Deserts also appear with very low 
values for the standard deviation of Kt, indicating a very tight spread of cloud-cover 




Figure 25: Standard deviation of daily-interval surface diffuse horizontal (Dh) radiation (W/m2) across database 
 
Figure 26: Standard deviation of daily-interval surface beam horizontal (Bh) radiation (W/m2) across database 
 
In the next two figures, we show the standard deviation of diffuse and beam horizontal 




Figure 27: Standard deviation of daily-interval global radiation at latitude tilt (lat) (W/m2) across database 
 
Figure 28: Standard deviation of daily-interval 1-axis tracking beam (1-ax, beam) radiation (W/m2) across database 
In the next two plots (Figure 27 & Figure 28), we show the standard deviations of daily 
average global radiation and the standard deviation of daily average radiation impinging 




Figure 29: Standard deviation of daily 1-axis tracking global (1-ax, global) radiation (W/m2) across database 
In the final of the descriptive plots showing the standard deviations, we demonstrate the 
standard deviation of daily average global radiation impinging on the 1-axis tracker of 
geometry shown in Figure 1c.  In both the beam and global 1-axis tracking cases, large 
swaths of the equatorial region experience little unpredictability (although some of this low 
variability is low variability around a very low mean (as is the case over tropical forested 
areas like the Congo and the Amazon.) 
2.4. Validation using NSRDB 
In order to ensure that values within the database are decently matched between ground 
measurements and the satellite-derived data present in NASA-SSE, we compare the means 
and variability parameters across a handful of sites demonstrating a range of climatic zones 
spanning the US using class-1 meteorological station data from the NSRDB. What we 
discover, as shown in Figure 30 is that among the five sites studied, all the deviations in 
mean daily Gh solar flux between the present database and the NSRDB are within a 5% 
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threshold.  In addition to their small magnitude, they are also both positive and negative; 
indicating that bias in any one direction is unlikely.   
 
Figure 30: A comparison between 5 discrete sites in the NSRDB to corresponding sites in the NASA-SSE.  (a) 
Comparison of daily mean Gh (kWh/m2/day) between NSRDB (red values) and the present database (blue values).  
Deviations are shown in purple.  (b) Comparison of daily !Gh between NSRDB (red values) and the present database (blue 
values) with deviations shown in purple. 
We also examine the difference in the standard deviation of daily step changes of Gh—a 
proxy for radiation variability.  We find that differences between the two databases are 
greater when comparing the variability of their respective radiation time-series, with a 
maximum divergence of -9.92% in Portland (and a minimum of -2.95% in Miami).  This 
difference reflects the fact that with a spatial averaging resolution of 1°x1°, the satellite 
cannot pick up discrete spatial differences in local microclimate which impacts the nature of 
local radiation variability. 
Despite the differences influenced by the presence of local microclimates, this database 
provides sufficient resolution for studying the nature of daily solar resource variability at 
the long temporal intervals and large spatial scales studied in the context of this thesis.  
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3. Solar Resource Variability at Long Temporal and Large Geographic Scales 
This chapter comprises an applied use of the solar resource database described in Chapter 2 
and seeks to extend recent findings related to the nature of solar resource variability on 
intra-hour and intra-day timescales to variability timescales from one day to one month.  
Quantifying the terrestrial solar resource variability at timescales greater than one day 
frames the feasible technological solution space for variability-mitigation strategies at high 
penetrations of solar PV on global electrical grids42.   In this chapter, we use the database 
created in the context of this thesis and described in great detail in Ch. 2 to examine and 
quantify stochastic solar resource variability (for which we use the Pearson’s correlation of 
clearness-index variations between pairs of discrete spatial points as a proxy.) We calculate 
these correlations on time-averaging scales of one, two, four, seven, fifteen and thirty days.  
These correlations are used to investigate the influence that increasing geodesic distance 
and the Cartesian bearing between these pairs of spatial points has on the stochastic 
resource variability.  At each timescale investigated, we also quantify the geodesic distance 
at which these pair correlations converge to zero—indicating the expected distance at 
which the stochastic variability between two points are no longer positively correlated.  The 
implication here is that were PV generation capacity at these points electrically 
interconnected, their combined output could be expected to have no more stochastic 
uncertainty. We find considerably shorter zero-correlation crossover distances with 
orientations that are generally north-south in orientation and longer decorrelation distances 
with orientations that are generally east-west, likely due to the direction of predominant 
weather patterns at each timescale.  We also find quasi-exponential decreases in pair 
                                                   
42 Variability in available resource from day-to-day and on a seasonal basis engenders ‘ramps’ in PV production of a 
much larger magnitude (on an energy basis) than those at sub-daily timescales. 
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correlation when the distance between points is increased, for every timescale under 
investigation-- paralleling the effects observed at shorter timescales.    These effects 
underline the real potential and suggest the macroscopic design criteria of a paradigm 
combining long-distance electrical interconnection and geographically dispersed solar PV 
generation as a viable solution to solar resource variability. 
Along with the environmental benefits linked to reduced fossil emissions that come hand in 
hand with increased PV grid penetration worldwide comes a set of new challenges 
stemming from the variable nature of the solar resource.  At the heart of these challenges is 
the fact that PV is not ‘dispatchable’ and can experience significant output variability.  Were 
demand completely matched to the solar resource this would not be an issue, but with 
supply and demand disconnected, variability does indeed poses a problem. 
 Variability induced by meteorological phenomena that are stochastic in nature poses the 
greatest challenge, as it cannot be effectively predicted.  Stochastic solar resource variability 
occurs on all timescales—on the orders of seconds to the order of years, driving subsequent 
stochastic variability in the generation profile of PV arrays of all sizes.  Output variability 
requires appropriate supply and demand-side strategies to cope with it, especially at higher 
penetrations of PV on the grid.  Several of these supply-side strategies we have created a 
model to study in the context of the present thesis (see Ch. 5 – Ch. 9.) 
Transmission system operators and rival IPPs43 are increasingly well aware of the risks that 
solar output variability on the minute-to-minute and second-to-second timescales poses to 
their systems.  In particular, the higher the penetration of PV on a specific regional network, 
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the greater the greater the effect it’s aggregate variability will have on unit governor 
response, load frequency control and the efficiency of day-ahead and load-following 
electricity markets.  This is especially true under current regulatory schemes that allow PV 
(and wind) a preferential feed-in policy: i.e. they are allowed to generate whenever they 
please.44 At very high grid penetrations of PV, variability at timescales greater than one 
day—including that caused by the deterministic diurnal cycle, macro-scale stochastic 
weather events and seasonal climatology—becomes the dominant timescale in terms of the 
magnitude of the supply/demand imbalance it engenders.  
Understanding the nature of solar resource variability at these timescales has real 
implications for load matching and both long-term generation and transmission grid 
infrastructure planning.   
The underlying focus of this chapter revolves around understanding how stochastic solar 
resource variability changes: As a function of distance (a proxy for spatial area); as a 
function of timescale (does variability exhibit the same characteristics as we increase the 
time-scale of interest?), and as a function of spatial orientation (do the effects of distance 
and timescale- on variability change when the distance is traveled in a North-South 
direction versus a predominantly East-West in direction?) 
Much research has been performed over the past several decades surrounding the nature of 
solar resource variability at various timescales, including its spatial and temporal 
characteristics45,46,47,48,49,50,51,52,53,54, including its pair correlation as a function of 
                                                   
44 Mills, A., Wiser, R., (2010) Implications of Wide-Area Geographic Diversity for Short-Term Variability of Solar 
Power. LBNL Report No. 3884E. 
45 Perez, R., S. Kivalov, T. Hoff, (2011): Spatial & temporal characteristics of solar radiation variability. Proc. of 
International Solar Energy World Congress, Kassel, Germany 
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distance55,56,57, it’s spatially anisotropic nature and relation to cloud-speed58,59,60,61,62, the 
nature and implications of spatial solar resource smoothing63,64,65,66,67,68, and the types of 
solutions it engenders69,70,71.  For the most part, these studies have focused on the nature 
                                                                                                                                                                    
46 Hoff, T. and R. Perez, (2010): Quantifying PV Power Output Variability. Solar Energy 84 (10) , pp. 1782-1793 
47 Hoff, T.E., Perez, R. (2013): Chapter 6: Solar Resource Variability. Solar Energy Forecasting and Resource 
Assessment. Elsevier. pp 133 – 148 
48 Gueymard, C., Wilcox, S., (2011). Assessment of spatial and temporal variability in the US solar resource from 
radiometric measurements and predictions from models using ground-based or satellite data. Solar Energy 85 (5), 
1068–1084. 
49 Lave, M., Kleissl, J., Arias-Castro, E., (2011). High-frequency fluctuations in clear-sky index. Solar Energy 86 (8), 
2190–2199. 
50 Perez, R., Hoff, T.E., 2011. Solar Resource Variability: Myth and Fact. Solar Today. August/ September 2011. 
51 Skartveit, J.A. Olseth (1992) The probability density of autocorrelation of short-term global and beam irradiance. 
Solar Energy, 46 (9), pp. 477–488 
52 Perez, R., Kivalov, S., Schlemmer, J., Hemker Jr., C., Hoff, T.E., (2011). Parameterization of site- specific short-term 
irradiance variability. Solar Energy 85 , 1343–1353. 
53 Vignola, F., (2001). Variability of Solar Radiation over Short Time Intervals. Proc. Solar 2001, American Solar 
Energy Society Conf., Washington, D.C. 
54 Woyte, A., Belmans, R., Nijs, J., (2007). Fluctuations in instantaneous clearness index: Analysis and statistics. Solar 
Energy 81 (2), 195–206. 
55 Hoff, T., Perez, R., (2010) PV Power Output Variability: Correlation Coefficients. Technical Report to the California 
Solar Initiative, Grant Agreement for Advanced Modeling and Verification for High Penetration PV. 
56 Perez R., S. Kivalov, J. Schlemmer, K. Hemker and T. Hoff, (2012): Short-term irradiance variability: preliminary 
estimation of station pair correlation as a function of distance. Solar Energy 86, 8, pp. 2170-2176 
57 Hoff, T.E., Perez, R. (2013): Chapter 6: Solar Resource Variability. Solar Energy Forecasting and Resource 
Assessment. Elsevier. pp 133 – 148 
58 Hinkelman, L., George, R., Sengupta, M., (2011). Differences between Along-Wind and Cross- Wind Solar 
Variability. Proc. Solar 2011, American Solar Energy Society Conf., Raleigh, NC. 
59 Hoff, T.E., Norris, B., (2010). Mobile High-Density Irradiance Sensor Network: Cordelia Junction Personal 
Communication. 
60 Kleissl, J. (2014) A Poisson Model for Anisotropic Solar Ramp Rate Correlations. Solar Energy, 101C, pp. 192-202 
61 Lave, M., Kleissl, J., 2013. Cloud speed impact on solar variability scaling – Application to the wavelet variability 
model. Solar Energy 91, 11–21. 
62 Hoff, T.E., Perez, R. (2013): Chapter 6: Solar Resource Variability. Solar Energy Forecasting and Resource 
Assessment. Elsevier. pp 133 – 148 
63 Perez, M.J.R. & Fthenakis, V.M. (2012): Quantifying the Impacts of Long-Timescale Solar Resource Variability at 
High PV Penetrations. Proc. IEEE PVSC 38 Photovoltaic Specialists Conference. 
64 Perez, M.J.R. & Fthenakis, V.M. (2012): Quantifying Long-Timescale Solar Resource Variability. Proc. WREF World 
Renewable Energy Forum. 
65 Mills, A., Wiser, R., (2010) Implications of Wide-Area Geographic Diversity for Short-Term Variability of Solar 
Power. LBNL Report No. 3884E. 
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generation systems dispersed in a wide-area Electrical Engineering in Japan, 166 (4) , pp. 9–19 
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and impacts of variability at short timescales (intra-day) and of those that have examined 
variability on timescales greater than day-to-day, none have explored the effect of 
timescale, distance and orientation on purely stochastic solar resource variability.   
The results we report herein help further our technical understanding of the nature of solar 
resource variability, thereby lay the groundwork for further developing long-distance 
electrical interconnection and continental-scale electrical transmission grids as a solution to 
solar resource variability up to the scale of one month.  We also highlight the fact that 
variability exhibits the same characteristics with respect to distance at timescales greater 
than one day, matching the effects observed at shorter timescales demonstrated in the 
extant literature on the subject.  
3.1. Methodology 
We define stochastic solar resource variability as the variations (step-changes from one time 
interval to the next) of the clearness index (Kt), as in this metric most of the deterministic 
variability from solar system and earth geometry is removed.  We investigate the way this 
variability decreases as a function of distance by calculating the correlation between the 
temporal variations of Kt between over 12.5 million different pairs of spatially discrete 
points spanning a very large geographic, climatologically-diverse region and classifying 
these correlations by the pairs’ geodesic separation and Cartesian bearing.   
                                                                                                                                                                    
70 Perez, M.J.R. & Fthenakis, V.M. (2013) Long-distance interconnection as solar resource variability solution: 
Optimizing the use of energy storage and the geographic dispersion + interconnection of solar generating facilities. 
Proc. IEEE PVSC 29th Photovoltaic Specialists Conference. 
71 Perez, M.J.R. & Fthenakis, V.M. (2013): Optimizing the Mix of Energy Storage and Long-Distance Interconnection 




By quantifying the geodesic distances at which pairs of points exhibit generally 
decorrelated Kt variations (the decorrelation distance), we define the expected distances 
over which to electrically interconnect distributed solar PV generating facilities in order to 
mitigate this random variability.  We quantify this decorrelation distance over a range of 
timescales, on the order of day-to-day variations to month-to-month variations (a total of 6 
distinct time-averaging intervals72) in order to define the interconnection distances required 
to mitigate unpredictable variability resulting from regional-scale meteorological 
phenomena and seasonal climatic patterns73.   
 
Figure 31: Mean daily clearness index across the globe with region of study highlighted in yellow 
Because there exist over 4 billion possible coordinate pairs for each timescale under 
investigation across the 64,800 unique points spanning the globe and populating the solar 
resource database (Ch.2), we take a representative subsample highlighted in Figure 31. 
Our subsample includes 14,400 coordinates (~22% of the total available in the dataset) 
within the longitudinal bounds (0°E : 120°E) and the latitudinal bounds (60°S : 60°N) over a 
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10-year time horizon (1997 - 2007.)  We chose this region due to its large geographic and 
climatological range.   
Using the clearness index data for this region, we calculate time-averages across our 6 
different timescales72.  It is important to correct for the fact that the starting date at which 
one begins the time average can have an effect on the resulting time series and therefore the 
correlation coefficients.  We correct for this by generating a set of N timeseries to represent 
each time averaging interval where the time-averaging starting date for each member of 
this set N is lagged by one day74.  This process is demonstrated in Eq.  1 below. 
 
!Calculation of Clearness index time-averages. Eq.  1 
In this equation (Eq.  1), time averaging length is represented by !, j is the temporal index of 
the time average, i is the temporal index of the original Kt timeseries (day index) and " is 
the index of the time-averaging start date. 
 
!Calculation of differenced clearness index values 
across the time averaging interval of choice. 
Eq.  2 
Following this time averaging, we calculate (Eq.  2) !Kt 75 by differencing each member (") 
of each set of timeseries representing the different time-averaging intervals (!).  
                                                   
74 In order to cover all of the time averaging possibilities for a given averaging interval, N is always equal to the 
length of the time-averaging interval in question. Thus, for a time-averaging interval of 3 days, there will be 3 unique 
timeseries possible (start date at i  = 1, i = 2 and i = 3) and so on. 





station pair correlation. 
Eq.  3 
For each pair of spatial points (A, B) investigated, we calculate the Pearson’s sample 
correlation between the pair’s individual differenced time series (!kTA, !kTB) as 
demonstrated in Eq.  3. For any given coordinate pairing investigated, 59 distinct 
correlations are performed, one for each time series representing different time averaging 
intervals with different starting points.76 In Eq.  3, i represents the temporal indices relative 
to the time-averaging interval in question. 
For each pair of sites for which we calculate a correlation coefficient, we calculate the 
geodesic distance (dA"B) between the two coordinates (#A,$A), (#B,$B)  along the earth%s 
surface using Lambert%s approximation77: offering an accuracy of +- 12.5 meters for any 
calculated distance along the surface of the earth.  In the algorithm outlined below, f 
represents the flattening coefficient of the WGS-84 ellipsoid approximating the Earth, rE,eq is 
its semi-major axis length a.k.a. the Earth’s equatorial radius (in meters.) The WGS-84 
ellipsoid is drawn from the latest revision (1984, updated in 2004) of the World Geodetic 
System, comprising the internationally standardized standard Earth coordinate system and 
spheroidal reference surface used by GPS.78 
                                                   
76 30 correlations for 30 day time averaging, 15 for 15 day time averaging, 7 for 7 day time averaging, 4 day time 
averaging, 2 for 2 day time averaging and 1 for the original daily time interval ==59. 
77 Lambert, W. D (1942). The distance between two widely separated points on the surface of the earth. J. Washington 
Academy of Sciences 32 (5): 125–130. 
78 NIMA (2004) . Department of Defense World Geodetic System 1984: It’s Definition and Relationships with Local 
















! Geodesic Distance 
Approximation 




We demonstrate this procedure of calculating geodesic distance via the system of Eqs.  4 
above.  Note that this system of equations will appear again but with slightly altered 
variable names in a subsequent chapter (pp. 94.) 
We first attempted to calculate ellipsoidal bearing between each of these coordinate pairs 
using Lambert’s approximation but came to realize that at the distances involved in the 
geographic zone investigated in this chapter, bearing changes significantly along the 
geodesics.  Thus, we use Cartesian bearing (!) as an alternative for true integrated 
geodesic pair bearing, given an equirectangular projection of the latitudes ("A, "B) and 
longitudes ($A, $B). 
 
!Calculation of Cartesian bearing. Eq.  5 
In order to infer the geographic extents at which stochastic variability of the solar resource 
is largely mitigated at each of the timescales under investigation, we find the expected 
geographic distances at which the pair correlations are generally reduced to zero (d"=0).  To 
                                                   
79 Reduced latitudes are the parametric latitudes developed by Legendre and Bessel that simplify calculation of 
geodesics along an ellipsoidal surface by projecting onto the surface of a sphere. 
80 The central angle is the angle whose vertex is the center of the earth and whose legs are radii of the spherical 
surface upon which the reduced latitudes have been projected. 
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do this, we first sort the series of correlation coefficients at each of the 6 time-averaging 
intervals investigated by the distances calculated using Eqs.  4.  Next, we estimate the trend 
these correlation coefficients follow as a function of pair separation for each scenario using 
a locally weighted polynomial regression which uses a complex Ratfor algorithm called 
lowess.81,82,83  This regression is then fit to the data using weighted least squares and a 
smoothing coefficient of 500#/N (where # is the time-averaging interval length in days 
and N is the number of values in the corresponding time series.)  
We define the decorrelation distance for each time interval under investigation as the initial 
zero-correlation crossover point of the smoothed trend.  As the trends are exponential in 
shape with respect to distance it is necessary to define a threshold correlation value, "th 
instead of zero (as an exponential curve never fully reaches zero.) We define our 
decorrelation distance as the distance at which the polynomial trend first crosses this 
threshold of "th = 0.05. 
 
3.2. Distance, Timescale and their Effect on Spatial Smoothing 
After performing ~12.5 million unique pair correlations covering a comprehensive range of 
climatic zones, latitudes, relative distances, geographic orientations and six discrete 
timescales, we paint a clearer picture of the way in which stochastic solar resource 
variability changes at timescales greater than 1 day. 
                                                   
81 Becker, R. A., Chambers, J. M. and Wilks, A. R. (1988) The New S Language. Wadsworth & Brooks/Cole. 
82 Cleveland, W. S. (1979) Robust locally weighted regression and smoothing scatterplots. J. Amer. Statist. Assoc. 74, 
829–836. 
83 Cleveland, W. S. (1981) LOWESS: A program for smoothing scatterplots by robust locally weighted regression. The 




Figure 32: Station pair correlation of !Kt as a function of pair separation (km) for 6 distinct time-averaging intervals 
(!t).  Blue lines are lowess trends and red vertical lines indicate the zero-correlation crossover distance. 
In the scatterplots comprising Figure 32 and summarized in Table 1, we demonstrate the 
results of sorting all of the correlations performed by timescale and distance.  Overtly 
apparent from these results are three important points:  
• Stochastic resource variability decreases quasi-exponentially with increasing 
distance at every timescale.  
• Variability decreases more slowly with respect to distance as timescale is increased.   
• Decorrelation distance increases with timescale (a result of the variability decreasing 
more slowly) 
Table 1: Decorrelation distances as a function of 
timescale and pair orientation 
  Pair Orientation 
Timescale (days) All (km) E/W (km) N/S (km) 
1 764 779 777 
2 1,024 1,113 999 
4 1,216 1,572 1,110 
7 1,389 1,867 1,110 
15 1,810 2,347 1,220 
30 2,751 3,961 1,554 
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Also of note is the fact that the number of points (representing distinct correlations 
performed) increases with time averaging interval length.  This is due to the necessity of 
phase-shifting the starting point when taking time-averages discussed in more detail in 
section 3.1. These results for variability on the order of day-to-day variations and beyond 
entirely parallel the behavior demonstrated for station pair variability at shorter timescales; 
further evidence supporting the fractal theory of nature proposed by Mandelbrot.84  
3.3. The Effect of Geographic Orientation on Spatial Smoothing 
We now make use of the Cartesian orientations (#) calculated for each pair of coordinates 
and use them group the correlation coefficients into two distinct orientation categories: 
East-West orientations +/- 10 ° and North-South orientations +/- 10 °.  For these orientation 
categories, we then demonstrate the effects of distance and timescale on variability for a 
subset of the time-averaging intervals studied in Figure 33 and Figure 34, while their 
influence of decorrelation distance for every time-averaging interval is apparent in Figure 
35 and Table 1.  
                                                   




Figure 33: Station pair correlation of !Kt as a function of pair separation (km) and Cartesian pair orientation for 3 
distinct time-averaging intervals (!t).  Blue lines are lowess trends and red vertical lines indicate the zero-correlation 
crossover distance.  The top 3 plots represent all pair correlations where the pairs are on a general E/W bearing while 
the bottom 3 plots represent all pair correlations where the pairs are on a general N/S bearing. 
Several important insights are readily apparent from these analyses: 
• Stochastic solar resource variability exhibits a much more rapid reduction with 
spatial distance when that distance is travelled in a generally north/south direction than a 
generally east/west bearing.  
• Decorrelation distances are correspondingly longer for east/west orientations than 
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Figure 34: Linearly interpolated polar plots of correlation coefficients spanning all orientations and pair distances up 
to 5000 km for four of the six discrete time-averaging intervals.  Dotted red lines represent decorrelation distances, 
distance from the center represents pair separation, polar angle is Cartesian pair orientation of each pair and color 
represents correlation coefficient. 
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3.4. Discussion of stochastic variability analyses 
The results highlighted above demonstrate that even at timescales > 1 day, a trend observed 
at shorter timescales is continued—a relationship that presents a longer decorrelation 
distance with an increase in the length of the time averaging interval.  In practical terms this 
means that in order to mitigate the effect of stochastic solar resource variability at the 10-
day interval, we will need to electrically interconnect solar power generating facilities 
across a larger area than if we were trying to remove the day-to-day resource variability.  
Furthermore, it is shown that to reduce this variability with shorter interconnections, we 
would want our region of interconnection to be predominantly oriented in a north-south 
direction.   
It is also clear that for every timescale studied, this stochastic variability decreases 
exponentially with distance.  Thus, if distribution of solar generation facilities coupled with 
interconnection approaches the spatial scale of the decorrelation distances highlighted in 
section 3.2, we will have diminishing or no returns the larger the spatial extent becomes.  
There does exist therefore—as shown through these analyses— an upper limit to regional 
extent with respect to stochastic resource variability mitigation.  However, this is not to say 
that deterministic variability—particularly of the diurnal and seasonal kinds85—cannot be 
further reduced through longer interconnections than identified as ideal in the present 
study.  
What is also interesting is that the spread around the calculated decorrelation vs. distance 
trends (Figure 32, Figure 33) increases with timescale.  This is partially due to the fact that 
                                                   
85 One could consider very long E/W interconnections to combat diurnal variability and very long N/S 
interconnections to combat seasonal variability. 
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the number of correlations performed is directly proportional to the relative time-averaging 
interval length but it is also an indication that there is an increasing degree of seasonality 
present in the clearness index values on longer timescales.  Future work could investigate 
the influence of mean pair latitude (in much the same way as pairs were categorized by 
Cartesian orientation) and in so doing, shed light on any potential effects.  An educated 
guess would lead us to believe that if the mean pair latitude were zero (one point on either 
side of the equator), we would see a strong anti-correlation effect as seemingly random 
weather patterns in many cases have some degree of seasonality to them and these two 
points would experience seasons completely out of phase from each other.  
What is also interesting to look at is the strong, visible, anti-correlation signature in the east-
west direction at shorter timescales (the effect is visible most readily at !t = 1 day in Figure 
34.) This is because the predominant direction of propagation of meteorological phenomena 
is in this east-west direction, due to the earth’s rotation about it axis, causing two points 
lying on an east-west axis to become anti correlated as the cloud systems move over from 
one point to the other. . 
3.5. Conclusion of the Solar Variability Study 
This chapter sheds light on the nature of stochastic solar resource variability at timescales 
longer than one day over a geographical region spanning a third of the Earth’s non-polar 
zones. Specifically, we demonstrate that such variability decreases quasi-exponentially with 
increasing spatial area at every timescale investigated.  This decrease in variability with 
spatial distance slows down as the timescales increase, leading the decorrelation distance 
(at which stochastic variability is essentially reduced to zero), to correspondingly lengthen.  
Variability was found to decrease more quickly with respect to distance in a N-S direction 
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compared with an E-W direction.  Correspondingly, decorrelation distances in these N-S 
orientations are revealed to be much shorter for all timescales longer than 1 day.   
We can infer from these results that the propagation velocity of stochastic meteorological 
phenomena is more rapid in east-west directions than in north-south directions and that 
this propagation speed is inversely proportional to timescale, a relationship empirically 
tested for timescales from seconds to hours. 
These results better frame the nature of solar variability, and in particular they highlight the 
way in which it behaves relative to distance and dependencies on geographic orientation 
and timescales. Understanding this problem presents real implications for the types of 
variability-mitigating strategies that should be pursued. For example, the geographic 
dispersion of solar generation along a generally north-south bearing extending 1500 km 
with the electrical interconnection thereof can largely eliminate stochastic resource 
variability at timescales up to one month.  By removing this unpredictable variability 
component from the collective output of PV generation, we significantly reduce the amount 
of unit governor response, load frequency control, economic dispatch, and load following 
otherwise necessary to deal with it. 
Currently distances up to 2000 km are served with high voltage direct current (HVDC) 
lines; and the cost and impacts of long distance HVDC transmission lines for handling the 
deterministic variability of the solar resource are the focus of the model designed and 




4. Energy Storage: State of the Art 
4.1. Introduction 
Human populations have used energy storage in various forms since the onset of the 
agricultural revolution 10,000 years ago and likely much earlier.  Probably not thought of in 
the same manner it is today, energy storage was nevertheless an integral part of everyday 
life.  Humans actively used the concept of thermal mass—using dense non-conductive 
materials like earth and stone to store heat from the sun or from fire when heat was needed 
and to keep things cool when conditions required.    Perhaps they didn’t think of it in these 
terms, but through the advent of fire, they readily took advantage of the naturally occurring 
biochemical energy storage resulting from the fact that plants store the sun’s energy 
through photosynthesis in the form of lignin and cellulose; energy which is released as heat 
upon combustion.   
Around 3500 B.C., artisans in the near east stored kinetic energy using the earliest known 
potter’s wheels, that retained the momentum given to them by the artisan and greatly 
increased productivity.86  Dams have been employed from around the same time—the 
earliest known being the Jawa dam from 3000 B.C. in present-day Jordan—to store a river’s 
kinetic energy as potential energy for later use in grain mills.87 More recently, Persian 
engineers as early as 400 B.C. had mastered the art of underground ice storage (collected 
                                                   
86 Roux, V. de Miroschedji, P. (2009) Revisiting the History of the Potter's Wheel in the Southern Levant, Levant, 
Volume 41, Number 2, pp. 155-173. 
87 Fahlbusch, H. (2009) Early Dams. Proc. ICE – Engineering History and Heritage, Volume 162, Number 1, pp. 13-18 
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from adjacent mountains during the winter) in order to keep cool their fresh food in the 
summer.88  
Fossil fuels like coal and oil were first extracted on a large scale around 1000 B.C. 
specifically for their practical use in the expanding art of early steel production.89  These 
also represent the sun’s energy stored through the natural growth of biomass and 
subsequent long-term storage through anoxic compression and fossilization over millions 
of years. 
Energy storage in the form of a technology designed specifically to store electrical energy 
for later use eventually leveraged the properties of each of the ancient technologies 
discussed above.  It all really began with Alessandro Volta’s discovery of the 
electrochemical voltaic pile in 1800; storing electrical energy as chemical potential before re-
converting it back to electrical energy at some later time.90   Since this invention, there have 
been thousands of different variations of the electrochemical cell and inventors have 
discovered ways to store energy in almost every imaginable form possible. 
Given the superfluity of different technologies, it is useful to group them into categories.  
Two primary categories of energy storage exist: those that store electrical energy directly, 
and those that store it indirectly (i.e. converting the electricity to some other type of 
energetic potential before reconverting it later.)  In the sections below, we outline some of 
the most common technological types in use today and highlight some of their common 
                                                   
88 Mahdavinejad, M; Javanrudi, K. (2012). Assessment of Ancient Fridges: A Sustainable Method to Storage Ice in Hot-Arid 
Climates. Asian Culture and History 4 (2). doi:10.5539/ach.v4n2p133. 
89 Kopp, O.C. (2013) Coal. Encyclopedia Brittanica. http://global.britannica.com/EBchecked/topic/122863/coal. 
Accessed Jan. 2014. 




operational and economic parameters.  We also discuss a number of novel energy storage 
technologies in current development or early adoption.  It is beyond the scope of this thesis 
to discuss every single energy storage technology in existence, but this section should serve 
as a rather comprehensive overview.  
4.2. Technico-economic Overview of Storage Technologies 
In order to ascertain the most applicable technologies for grid-scale bulk energy 
management on the order of several days, it is useful to compare the available storage 
technologies by their technical and economic characteristics.  In the first of the two figures 
that follow, we plot the range of common values for rated power against common values 
for discharge timescale for each of the technologies discussed in the following sections.  
 
Figure 36: Physical parameter comparison between different energy storage technologies based on data from the 
electricity storage association.  Data sourced from ESA91, NREL92 and DOE/EPRI93 
                                                   
91 ESA (2013). Electricity Storage Association, USA: Electricity Storage Association- Technical Comparison. 
http://www.electricitystorage.org/ESA/technologies/  
92 Denholm, D. et al. (2013). The Value of Energy Storage for Grid Applications. National Renewable Energy Laboratory 
Technical Report NREL/TP-6A20-58465, May 2013. 
93 Akhil, A.A. et al (2013). DOE/EPRI 2013 Electricity Storage Handbook in Collaboration with NRECA. Prepared by 




































CAES       Compressed Air Energy Storage!
SC            Super Capacitors!
FW          Flywheels!
L/A          Lead-acid batteries!
Li+             Lithium-Ion batteries!
Na-S         Sodium-sulfur batteries!
Ni-Cd       Nickel-cadmium batteries!
Ni-MH      Nickel-metal hydride batteries!
PSH          Pumped Storage Hydroelectric!
VR            Vanadium Redox Batteries!
Zn-Br       Zinc Bromine Batteries!
SMES      Superconducting Magnetic E. S.!
PTES        Pumped Thermal Elec. Storage!
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In the second, we compare capital cost per unit watt (USD$) to capital cost per unit energy 
storage capacity (USD$.)  As can be seen, a wide range of technologies exists for every 
imaginable discharge time scenario and capacity target.   
For the purposes of smoothing solar resource variability-induced supply/demand 
imbalances on the timescale of 1 day and beyond, we focus on technologies that combine 
long discharge times, high rated power capacities and low capital costs per unit energy.  
Generally, pumped-storage hydroelectric can be considered to represent the best 
combination of these parameters—partially due to its long history and market domination 
of the grid scale storage industry for over a century.   It is to be noted that there certainly 
exists some degree of bias in the economic parameters due to the fact that some 
technologies are more developed than others.  
 
Figure 37: Economic parameter comparison between different energy storage technologies discussed in this section.  
Figure is original but cost parameters are again sourced from ESA91, NREL92 and DOE/EPRI93. 
Other parameters of interest for applicability to the grid-scale are system longevity (cycle 





































































hydroelectric (PSH) and Compressed-Air Energy Storage (CAES) in their traditional 
applications require very specific geographic conditions to be met: abandoned mines or salt 
domes for CAES and high elevation changes for pumped storage hydroelectric. 
4.3. Direct Energy Storage Technologies 
Direct energy storage is of two primary types: storage of the energy in the form of an 
electrostatic field or storage in the form of an induced magnetic field.  Due to their cost 
profile, both are better suited—and currently employed—in applications where rapid 
response is required rather than long-term storage of energy.  
4.3.1. Electrostatic Storage 
This direct electrical energy storage 
technology originates from 
independent inventions from two 
scientists in the mid 18th century: the 
German cleric Ewald Georg von Kleist 
in 1745 and the Dutch scientist Pieter 
van Musschenbroek of Leiden.   
Unfortunately for Kleist, the invention later came to be known as the Leyden Jar.  Modern 
capacitors of all sizes store energy in the exact same form: as an electrostatic potential by 
inducing an electric field between two plates (electrodes.)  These devices have the 
advantage of being able to discharge their stored energy very rapidly (as they have not 
converted it to another form) but per weight are not able to store much energy very 
economically and for this reason, they are used primarily for power applications in 
electrical grids.   
-   -   -   -  
 -   -    
  -   -   -   -
   -   -   
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Figure 38: Depiction of the most basic capacitor or 
supercapacitor design.  Supercapacitors use an electrolytic 




Table 2: Supercapacitors: Typical Operational Characteristics 
Typical Power Rating: 1kW – 5 MW 
Typical storage capacity: 1kWh-10kWh 
Round-Trip efficiency: >95% 
Startup time:  5ms 
Installed Power cost: $400-$500/kW 
Installed Capacity cost: $750-$1,370/kWh 
Grid Applications: 
 Short-term Voltage control 
 Short-term Frequency support 
Advantages: Disadvantages: 
 High cycle life with little risk of 
degradation (> 1,000,000 cycles) 
 Dropping voltage as charge is withdrawn needs to be 
compensated with electronic control systems 
 Rapid charge/discharge time (on par 
with flywheels or batteries) 
 Relatively expensive capacity cost 
The grid-scale supercapacitors in operation today are for the most part electrochemical 
capacitors, making use of both electrostatic and electrochemical storage to operate at much 
higher energy density than conventional capacitors. 
4.3.2. Electromagnetic Storage 
Magnetic energy storage is possible as well and is employed commercially in the form of 
SMES: Superconducting Magnetic Energy Storage. 
Table 3: SMES: Typical Operational Characteristics 
Typical Power Rating: 100kw-100MW 
Typical storage capacity: 10kWh-30kWh 
Round-Trip efficiency: 90% 
Startup time:  5ms 
Installed Power cost: $220-$510/kW 
Installed Capacity cost: $1000000/kW 
Grid Applications: 
 Short-term Voltage control 
Advantages: Disadvantages: 
 Rapid charge/discharge time  Very high capacity cost 
 Very high power output  Rare materials used to manufacture coils 
  Energy required to maintain cryogenic temperatures 
  Peterson and Boom at the University 
of Wisconsin developed the first 
working prototype of an SMES system 
in 1971. In their technology—still the 
type employed to this day—DC current 






Figure 39 Common SMES design using liquid hydrogen and 





in a coil cooled to cryogenic temperatures is used to induce a strong magnetic field within 
and around the coil.  As long as the temperatures remain cool enough, the magnetic field 
will not decay and the energy can be stored for great lengths of time.  The costs of both the 
superconducting cable and of keeping the coil at the proper temperatures are what position 
SMES as a technology applied primarily for power applications on the utility grid scale. 
4.4. Indirect Energy Storage 
Indirect (electrical) energy storage refers in the 
most general terms to energy storage where 
the electrical energy is converted to a different 
intermediary energetic form for storage before 
being reconverted to electrical energy upon 
use.  For many applications, this intermediary 
conversion is more practical (and often 
cheaper) than retaining it more directly in the 
manners described in the previous section. 
4.4.1. Storage as Thermal Potential 
Traditionally, thermal storage was used to store heat directly (from the sun or from fire) for 
later use.  One of the most promising electric-thermal-electric storage technology on the 
grid scale today is the pumped-thermal electricity storage (PTES) concept.94  In this 
concept—currently being developed by a consortium of French researchers under the 
SETHER moniker—electricity is stored by powering a compressor to heat refractory 
                                                   
94 Levecque, Damien (2010), Sether: Innovative Large Scale Electricity Storage System, Presentation December 14th, 2010, 











Figure 40: Diagram demonstrating the operation of 





materials (bricks) in an inverted silo.  The hot gas circulating around the refractory 
materials is run through a turbine at a later time to generate electricity on demand.  
Table 4: PTES/SETHER: Typical Operational Characteristics 
Typical Power Rating: 10MW-200MW 
Typical storage capacity: 10MWh-200MWh 
Round-Trip efficiency: 70% 
Startup time:  12s 
Installed Power cost: -- 
Installed Capacity cost: -- 
Grid Applications: 
 Bulk Power Management 
 Enabling firm capacity from intermittent renewables 
 Nuclear Power management 
 Peak shaving 
 Energy arbitrage 
 Voltage and Frequency regulation 
Advantages: Disadvantage: 
 Low environmental impact, readily available 
materials 
 Technology still in development, unknown 
operational and cost parameters 
 
 High power output  
 No geographical constraint  
 High Energy density  
 
Another technology in use today is the ice-storage air conditioning concept.  This technology 
is typically used to take advantage of cheaper electricity prices at night to freeze water and 
create ice.  A higher cost of electricity during the day—which would otherwise be used to 
operate air conditioners—is avoided by using the ice previously generated to provide cool 
air and diminish the load on the air conditioning compressors. 
4.4.2. Storage as Pneumatic Potential 
Compressed air (which can be thought of as a pneumatic potential) has an impressive 
record of use throughout human history.  The value of compressing air (typically to fuel 
fires in metallurgical processes via the use of bellows) was known to metal smiths as early 
as 2000 B.C. as indicated by the archaeological record.  Storage of compressed air for use 





century.  Cities around the world, 
including Paris, Birmingham, Dresden, 
Rixdorf, Offenbach and Buenos Aires 
all installed city-wide compressed air 
systems before 1900.  By 1896, Paris had 
constructed 2.2 MW of compressed air 
distribution capacity throughout the 
city for use by light and heavy 
industry.  More modern technology, 
collectively known as CAES (Compressed Air Energy Storage) typically seeks to leverage 
existing geological features such as underground salt domes to store working gas 
compressed with electrically driven turbines.  The first such plant at the grid scale—which 
continues operation to this day—was a 290 MW CAES facility built in 1978 in Huntorf, 
Germany.   
The challenge with conventional CAES plants from an environmental standpoint is that 
upon compressing the gas, much heat is lost to the surrounding air.  This requires heat to be 
added—which is typically done by burning natural gas—at the expansion side of the 
system in order to counterbalance these losses and overcome the Joule-Thomson cooling 
effect.   Research and engineering efforts are under way in Europe to develop adiabatic 
CAES, by capturing and storing the heat generated in compression and re-using it to heat 
the gas during expansion (often through the use of refractory materials as with the SETHER 











Figure 41: Demonstrating the operation of a CAES plant in 
adiabatic design, with a recuperator to gram the waste heat 
from the motor/compressor and heat the expanding gas from 
the turbine.  





coordination with General Electric, who has announced the development of a 220 MW 
adiabatic CAES plant under the moniker ADELE.   
Table 5: CAES: Typical Operational Characteristics 
Typical Power Rating: 1-300MW 
Typical storage capacity: 10-3,000MWh 
Round-Trip efficiency: <70% 
Startup time:  12s 
Installed Power cost: $450-$830/kW 
Installed Capacity cost: $80-$180/kWh 
Grid Applications: 
 Bulk Power Management 
 Enabling firm capacity from intermittent renewables 
 Nuclear Power management 
 Peak shaving 
 Energy arbitrage 
 Voltage and Frequency regulation 
Advantages: Disadvantages: 
 High storage capacity  Relatively high power cost 
 Fast startup time  Use of fossil fuels for conventional (diabatic) CAES 
 Less plant siting issues than PSH  
 
CAES technology can also be applied to ocean or lake environments without the need for a 
cavern or high-pressure vessels to contain pressurized gas.  In this iteration of CAES, 
flexible plastic containers sitting at the bottom of a water body can be inflated from land 
when energy needs to be stored and released upon demand for power.  The pressure of the 
surrounding water is what contains the gas at small volumes and allows this system to 
function.  Currently, German utility E.ON SE and Canadian startup Hydrostor are 
developing versions of the underwater CAES concept. 
4.4.3. Kinetic Energy Storage 
Today’s advanced kinetic energy storage closely resembles the flywheels used by potters 
for millennia and aims to store electricity by driving a motor, which accelerates the 
rotational speed of a rotating mass.  The energy is stored as the mechanical inertia of this 





very low friction as a priority for these systems’ design.  When electricity is needed, the 
motor attached to the rotational axis of the spinning mass operates as a generator and the 
velocity of the wheel is decreased, thus 
extracting the stored mechanical inertia.  
 Advanced flywheel technology improves on 
the first flywheels used by potters by focusing 
on a minimization of the losses due to friction 
of the rotating mass.  This is accomplished 
through use of magnetic or superconductor 
bearings and vacuum enclosures.  A 
combination of high material costs and fast 
response time associated with this technology, 
flywheels are typically used on a utility-grid scale for power applications and smoothing of 
rapid power output fluctuations from individual wind farms.  As they combine a high 
degree of energy density and low maintenance costs along with their fast response, they are 
often used in transportation technologies—most prominently in the form of regenerative 
braking systems in cars, now a requirement for all Formula One cars.   
Table 6: Flywheels: Typical Operational Characteristics 
Typical Power Rating: 2kW-20MW 
Typical storage capacity: 1kWh-10MWh 
Round-Trip efficiency: 70-90% 
Startup time:  5-25ms 
Installed Power cost: $460/kW 
Installed Capacity cost: $750,000-1.5m/kWh 
Grid Applications: 
 Emergency backup and ‘ride through’ during grid interruptions 
 Short-term power supply (<1 hour typically) 
 Nuclear Power management 
 Peak shaving 
 Energy arbitrage 
Figure 42: Simple modern flywheel design encased 
in a vacuum enclosure with magnetic bearings and 
driven by a 3-phase motor/generator. © 2014 Marc 





















 Voltage and Frequency regulation 
Advantages: Disadvantages: 
 Rapid charge/discharge time (on par with 
supercapacitors or batteries) 
 Relatively high capacity cost 
 Long life (20 years +)  Hazardous failure modes 
 Low maintenance cost  
 
To date, the largest flywheel system installed in the world was a 20 MW flywheel facility in 
New York by Beacon Power in 2011.  The same company (now restructured following 
bankruptcy) has recently begun operation of an equivalently sized flywheel facility in 
Pennsylvania, with full operation slated for later this year (2014.) 
4.4.4. Gravitational (Static) Potential Energy Storage 
In this group of technologies, elevation and mass are the two primary physical parameters 
exploited in order to store energy.  In 
particular, the ancient principle of the 
dam was the first to be employed for 
integration of this concept into the 
modern electrical era.95  Today, this dam-
inspired storage, known as pumped-
storage hydroelectricity (PSH) is the 
most common grid-scale storage 
technology in the world, accounting for 99% of bulk storage worldwide.  In the 
conventional design, two reservoirs at different elevations are created to store electricity by 
converting it to gravitational potential.  When electricity is being stored, reversible 
hydroelectric turbines are operated to pump water from the lower reservoir to the upper 
                                                   
95 One of the earliest projects, commissioned in 1909, is Switzerland’s 1 MW Schaffhausen plant and is still in 
operation today!  (http://www.stucky.ch/en/contenu/pdf/Pumped_storage_in_Switzerland_Dr_Jacob.pdf) 
Figure 43: Demonstration of the simple operation of a 
pumped storage hydroelectric facility in generation mode. 















reservoir.   Conversely, when electricity is required, water is allowed to flow in the opposite 
direction, spinning the turbines in the opposite direction and generating electricity.  
Because of the link between elevation and the amount of energy that can be stored, PSH 
technology is relegated to and primarily employed in mountainous areas; Switzerland 
alone has 20 operating PSH facilities. 
In more modern takes on the PSH technology, several projects consider employing the 
ocean, a lake, river or even abandoned 
mines as the lower reservoir.  In Okinawa 
the 30 MW Yanbaru project uses specially 
corrosion-resistant turbines to pump salt 
water from the Philippine Sea to an 
artificially excavated upper reservoir 
about 600 m from the shore.   
Table 7: Pumped Storage Hydro: Typical Operational Characteristics 
Typical Power Rating: 1-3,000MW 
Typical storage capacity: 10-10,000MWh 
Round-Trip efficiency: 75-80% 
Startup time:  15s 
Installed Power cost: $600-$2,000/kW 
Installed Capacity cost: $10-$125/kWh 
Grid Applications: 
 Bulk Power Management 
 Enabling firm capacity from intermittent renewables 
 Nuclear Power management 
 Peak shaving 
 Energy arbitrage 
 Voltage and Frequency regulation 
Advantages: Disadvantages: 
 High storage capacity  Relatively high power cost 
 Proven track record  Plant siting: environmental and economic issues 
 Fast startup time  
 Flexibility   
 Low Self-Discharge  
 
Figure 44: Demonstration of the patent-pending MGH 
offshore energy storage concept under development. 


















Water is not the only mass that one can consider raising for energy storage.  Researchers in 
California and in France have developed a new technology involving the lifting and 
lowering of physical weights from floating offshore platforms in the deep ocean to the same 
end.   This technology is not limited to mountainous areas and by achieving higher 
elevation changes present when operating at great depths, can store more energy.  
According to sources at SOPER-SAS, who are actively developing the technology, storage 
capacity costs can be expected to be in the same mean range as for conventional PSH: $60-
$70/kWh contingent on dispatch behavior. 
4.4.5. Electrochemical Energy Storage 
4.4.5.1. Common Secondary Cells 
Electrochemical energy storage devices can be attributed to Alessandro Volta’s invention of 
the Voltaic pile in 1800, which built upon the research performed by fellow enlightenment 
researcher Luigi Galvani in the late 1700s.  These devices store energy primarily by 
converting electrical energy to chemical energy by altering the oxidation state of atoms in 
an electrolyte in a process known as a Redox reaction.  When energy is being stored, cations 
(positively charged ions) in the electrolyte are reduced, stripping them of oxygen atoms and 
adding electrons.  When discharging the stored 
energy, the anions in the electrolyte are oxidized, 
giving up their extra electrons.96  
The class of battery that can be recharged in this way 
is known as secondary battery. (Primary 
                                                   
96 http://batteryuniversity.com/learn/article/global_battery_markets 
Figure 45: A simple secondary Lead-Acid 
electrolytic cell with a liquid electrolyte and 













electrochemical cells are designed with a pre-existing chemical potential that upon full 
oxidation of the reactants cannot be easily reversed.)  Of this class of battery there are many 
types and materials used, the oldest and most widely used being the lead-acid battery.  This 
battery type benefits from being the cheapest per unit of energy stored of any secondary 
cell but suffers from it’s comparatively low energy density, making it a poor choice for 
implementation where weight reduction is a primary concern (such as in portable 
consumer electronics or electric sports cars like the Tesla.)  It is by far the most commonly 
used secondary battery, with an aggregate market demand of $6Bn annually as of 2013.  
Nickel-Cadmium (NiCd) Batteries are another commonly used secondary cell, although 
their use in industry and consumer electronics is steadily declining.  These batteries suffer 
from the same low energy density as Lead-Acid batteries but can withstand complete 
discharging of their stored energy without shortening their lifetime.   Both of these most 
commonly used secondary cells bring up concerns about environmental pollution, as both 
Cadmium and Lead are dangerous to human health.   
Finally, Nickel-Metal Hydride batteries (NiMH) are a growing segment of the secondary 
battery market (although still only 1/6th the size of the lead-acid market), demand for them 
having outstripped that for NiCd in 2006.  As far as secondary cells are concerned, NiMH 
batteries are inexpensive and have double the energy density of both NiCd and lead-acid 
batteries.  Unfortunately, NiMH batteries suffer from significant self-discharge (i.e. they 
lose the energy stored within them rapidly.)  For these reasons, most sources forecast NiMH 





Although much more expensive than NiCd and lead-acid batteries, Lithium – Ion  (Li+) 
batteries benefit from triple the energy density of NiCd and lead-acid batteries and thus are 
incredibly prevalent in portable consumer electronics such as mobile phones.  With the 
extraordinary growth in the portable electronic device markets over the past two decades, 
demand for Li+ is forecasted to outstrip that for lead-acid batteries by 2020.  These batteries 
do have drawbacks, however: they have a low self-discharge rate but are volatile and have 
in several cases over the past decades forced recalls due to fire and explosion risk.  
Alkaline batteries (traditionally non-rechargeable and dependent on the reaction between 
zinc and manganese dioxide) have also been re-engineered to be rechargeable.  These 
batteries, being of mostly dry-cell construction, can hold their charge without decaying for 
very long periods of time.  However, they lose their energy-carrying capacity very rapidly 
when deep-cycled.  If fully discharged, these batteries could provide as few as 20 cycles 
before they are unusable.   
 
Table 8: Conventional Secondary Batteries (L-A | NiCd | NiMH | Li+) 
 Typical Operational Characteristics 
Typical Power Rating: 0.005 - 50 MW 
Typical storage capacity: 0.01-40 MWh 
Round-Trip efficiency: 60-98% 
Startup time:  < 5 ms 
Installed Power cost: $200 - $3200/kW 
Installed Capacity cost: $200 - $2500/kWh 
Grid Applications: 
 Bulk Power Management 
 Enabling firm capacity from intermittent renewables 
 Peak shaving 
 Energy arbitrage 
 Voltage and Frequency regulation 
Advantages: Disadvantages: 
 Established technologies  Can have high self-discharge (30%/month for NiMH) 
 High Energy Density  Comparatively short cycle life 
 Very rapid startup time  High maintenance costs 
 Flexibility   Sometimes use of toxic/corrosive chemicals (Acids, 
cadmium) 






While thousands of other battery chemistries and designs exist, the collection of 
technologies described above gives a good idea of common varieties one can expect to be 
encountered in the marketplace.   
4.4.5.2. Flow Batteries 
Flow batteries constitute a special type of 
rechargeable electrochemical fuel cell where 
the electrolyte is allowed to flow through the 
cell instead of being imprisoned around the 
electrodes, as is the case in a traditional 
static cell.  Two primary classes of flow 
batteries exist that are in active commercial 
operation.  The first of these is known as a 
Redox flow battery – of which Vanadium 
Redox flow batteries are the furthest 
developed and most actively commercialized.  In these batteries, the electrochemistry 
closely parallels that of the common secondary cells described above. The second of these 
two classes of flow batteries are Hybrid redox flow batteries, so named because some of the 
electroactive components are deposited as a solid directly on the electrodes during the 












Figure 46: A typical flow battery.  The electrolytes 
used and stored in each tank depend on the 
technology in question.  In the case of VR flow 
batteries, one tank has V2+/V3+ while the other tank 
holds VO2+/VO2+ depending on the state of charge. 





flow batteries and are currently being marketed and sold by a number of different 
manufacturers.  97 
Table 9: Flow Batteries (VR/ZnBr): Typical Operational Characteristics 
Typical Power Rating: 0.01 - 5 MW 
Typical storage capacity: 0.01 – 10 MWh 
Round-Trip efficiency: 70-80% 
Startup time:  20 ms 
Installed Power cost: $400 - $3000 / kW 
Installed Capacity cost: $200 - $800 / kWh 
Grid Applications: 
 Ancillary Services 
 Spinning Reserves 
 Voltage and Frequency regulation 
Advantages: Disadvantages: 
 High theoretical energy storage limits 
(limited by size of tanks.) 
 Chemicals used are extremely reactive 
and corrosive (Bromine) 
 High cell lifetime (10 y for Vanadium 
Redox) 
 Short lifetime for ZnBr (6000 h of 
continuous operation) 
 Separation of Power and Energy 
Requirements 
 Very high power costs (Vanadium 
Redox) 
 
Still in the research phase, membraneless flow batteries that use the concept of laminar flow 
to eliminate the need for a membrane—thereby reducing direct and operational costs—
along with organic flow batteries, which eliminate the need for often-costly metals for their 
operational electrochemistry promise to greatly reduce the costs for flow battery technology 
in the future.98 
The advantage of each of these flow battery technologies lies in the fact that their energy 
storage capacity is entirely scalable, being merely dependent on the size of their storage 
tank.  On the downside, their energy densities are in comparison to common secondary 
cells, quite low, and due to the need for a circulating electrolyte, are comparatively complex 
and have higher operational and maintenance costs than their sealed counterparts.   Despite 
                                                   
97 Other redox flow battery technologies in various stages of development include iron-chromium batteries, 







these drawbacks, their flexible nature and avoidance of toxic chemicals make them an 
alternative with much potential, particularly on the scale of electrical grids.  Recent reports 
from Lux Research demonstrate that due to their flexibility, vanadium flow batteries alone 
could capture 17% of the grid-scale energy storage market by 2017, assuming they are able 
to lower their costs to a certain threshold.99,100  
4.4.5.3. Metal-Air Electrochemical Cells 
The concept of air’s usefulness in electrochemical cells arose from study by French physicist 
Georges Leclanché in the late 19th century.  His battery used a zinc anode, a liquid solution 
of ammonium chloride as electrolyte and a carbon cathode 
with a manganese oxide polarizer. The modern zinc-air cell 
(the most widely commercialized metal-air technology) 
differs slightly from the Leclanché cell in that it uses a 
porous carbon cathode with a surface treatment of any 
number of catalysts. Varying types of electrolytic materials 
are used: aqueous solutions, solids, or a combination of 
both.101     
Due to the fact that one of the electrodes in this cell is 
mostly air, these batteries have much higher energy 
densities than other electrochemical cells and are thus 
                                                   




101 Kordesch, K., Taucher-Mautner, W. (2009). Leclanché and Zinc-Carbon. Encyclopedia of Electrochemical Power 
Sources: Reference Module in Chemistry, Molecular Sciences and Chemical Engineering. pp. 43-54 
Figure 47: A simple Zinc-air cell with 
liquid electrolyte.  More recent 
designs, such as Fluidic Energy’s 
design integrate additives into the 





integrated into portable consumer products such as hearing aids.   Most of the current 
research surrounding these metal-air cells surrounds alteration of the chemical composition 
used for each part of the battery.  One of the most promising of these technologies (because 
of it’s theoretical energy density nearly equivalent to that of gasoline) is the Lithium-air 
battery, which replaces metallic zinc with metallic lithium at the anode.  A common issue 
with metal air cells lies in the fact that they are by design exposed to air and are thereby 
affected by the ambient environment’s temperature and humidity conditions.  This, in turn, 
can lead to high self-discharge rates.102  
Table 10: Metal-Air Batteries (Zn-Air): Typical Operational Characteristics 
Typical Power Rating: 1kW - 1 MW 
Typical storage capacity: 0.01 – 10 MWh 
Round-Trip efficiency: 40-60% 
Startup time:  20 ms 
Installed Power cost: $1000 - $5000 / kW 
Installed Capacity cost: $200 - $1000 / kWh 
Grid Applications: 
 Ancillary Services 
 Spinning Reserves 
 Voltage and Frequency regulation 
Advantages: Disadvantages: 
 Very high energy density (can 
be equivalent to gasoline in the 
case of lithium-air) 
 Chemicals used can be highly reactive (Lithium) 
and must be designed according to strict safety 
standards. 
 Relatively low cost (zinc-air)  High-self discharge and short lifetime for many 
designs. 
  Designing these batteries as rechargeable greatly 
diminishes their energy density.  One way around 
this being researched is to mechanically replace 
the degraded components. 
  Use of rare metals as surface catalysts. 
 
 
4.4.5.4. Molten Salt Electrochemical Cells 
Molten salt electrochemical cells (of which sodium-sulfur is the most common variety) are 
high-temperature electrochemical cells that take advantage of the greatly increased 
conductivity acquired by the sodium and sulfur in their molten state (versus their solid 
                                                   
102 Arai, H. , Mayashi, M. (2009) Secondary Batteries- Metal-Air Systems: Overview (Secondary and Primary). Encyclopedia 





state.)  Automotive engineers at Ford in the mid 1960’s were the first to design such a 
battery but with apparently diminished interest by upper management in electric vehicles 
pervasive at the time, the idea was dropped.    
These batteries have the potential to achieve very low 
costs because of the choice of materials but due to the 
complications inherent in the need to keep the cell 
molten, they have been solely developed for stationary 
operation on the grid-scale.  Theoretically, these 
sodium-sulfur batteries can achieve only approximately 
20% of the feasible energy density of Lithium-air 
batteries but they do not suffer the same practical 
performance and degradation issues.  Several 
companies actively manufacture and have installed a 
handful of these battery systems around the world, the 
largest to-date being a 6MW facility with 48 MWh of 
storage in Tsunashima, Japan: a collaboration between TEPCO, NGK Insulators and ABB.103 
Table 11: Molten Salt Batteries (NaS batteries): Typical Operational Characteristics 
Typical Power Rating: 1 - 100 MW 
Typical storage capacity: 1 – 50 MWh 
Round-Trip efficiency: 75-90% 
Startup time:  <5 ms 
Installed Power cost: $1000 - $2500 / kW 
Installed Capacity cost: $150 - $1000 / kWh 
Grid Applications: 
 Bulk Power Management 
 Enabling firm capacity from intermittent renewables 
 Peak shaving 
 Energy arbitrage 
 Voltage and Frequency regulation 
                                                   
103 Holze, R. (2012). Secondary Batteries – High Temperature Systems: Sodium-Sulfur. Encyclopedia of Electrochemical 
Power Sources: Reference Module in Chemistry, Molecular Sciences and Chemical Engineering. pp. 302-311 
Figure 48: A simple sodium-sulfur 
battery with a solid electrolyte and 






 High energy density relative to 
other electrochemical cells 
 Temperature Sensitivity: need for sometimes-
expensive heat management technology.  
 Long lifetime and high cycle 
depth 
 High current cost 
 Fast response potential  Long recharging times. 
 
4.4.5.5. Hydrogen as Storage 
A hot topic in the energy storage domain, the storage of electrical energy as hydrogen can 
be performed using commercially available electrolyzers, which split water molecules into 
their constituent components: Hydrogen (H2) and Oxygen gasses upon applying a direct 
current.  Russian physicist Dmitry Lachinov was the first to develop a practical industrial 
method to split the two gasses from water in 1888.  In its simplest and original form, placing 
two electrodes in pure water and connecting 
them to an electrical power source generates 
the oxygen and hydrogen gas.  The hydrogen 
gas, once generated, can be stored 
(expensively, due to it’s low density) and 
burned in a combustion engine or turbine or 
used in a fuel cell to generate electricity on an 
as-needed basis.  Some researchers—primarily 
in Germany—advocate the use of hydrogen 
gas generated in this way from renewables to either re-methanize carbon dioxide captured 
from combustion plants or pumped directly at low concentrations into the existing natural 
gas network.  This concept is known as power-to-gas and leverages the fact that methane is 
easier to store, transport, and burn than hydrogen gas to make its case.  
Figure 49: The hydrogen electricity-storage cycle.  Note 
the two options for electricity generation: use directly in a 


















The simple pure-water electrolysis method is unfortunately not very efficient, largely due to 
pure water’s very low electrical conductivity.  Since then, scientists have studied many 
different ways to improve the process’ efficiency; primarily by adding an electrolyte (salt 
water can be used as a proxy) and using electrocatalysts. 
There exist two types of electrolysis technologies in commercial operation today: proton 
exchange membrane (PEM) electrolyzers, and uni- or bi-polar alkaline electrolyzers.  The 
former technology and the newest of the three, the PEM electrolyzer104 , was first developed 
by General Electric in the 1960’s and shows perhaps the most potential.  Versus their 
alkaline counterparts, PEM electrolyzers benefit from a faster response time, higher 
efficiencies and a simpler system configuration. 105  Unfortunately, they also suffer from the 
usage of expensive materials for certain integral components.   
Alkaline electrolyzers (of both the uni- and bi- polar varieties) mimic the pure-water 
electrolysis design in simplicity but alter the material composition of the electrodes and add 
an alkaline solution to water to render it electrolytic. These Alkaline electrolyzers are less 
efficient than PEM technology but are currently much more scalable and less expensive, 
with facility sizes in use today 10 x larger than the largest PEM electrolyzers.    Alkaline 
electrolyzers operating at high temperatures are also being investigated as a means to 
increase the systems’ overall efficiency, as electrolysis is highly temperature dependent.   
 
 
                                                   
104 Hamdan, M. (2012) PEM Electrolyzers for Commercial Applications: Evaluation & Challenges. Presentation by Giner, 
Inc on Aug. 30th, 2012 for NREL’s Energy Systems Integration Facility. 
105 Smolinka, T. (2010). PEM Water Electrolysis – Present Status of Research and Development. Review Lecture – Session 





Table 12: Hydrogen Storage: Typical Operational Characteristics 
Typical Power Rating: 1kW – 100MW 
Typical storage capacity: 10kWh – 1000MWh 
Round-Trip efficiency: 30-50% 
Startup time:  10m106 (GT & FC) 
Installed Power cost: $5000 - $20000/kW 107  
Installed Capacity cost: $800 - $1200/kWh108 
Grid Applications: 
 Bulk Power Management 
 Enabling firm capacity from intermittent renewables 
 Peak shaving 
 Energy arbitrage 
 Voltage and Frequency regulation 
Advantages: Disadvantages: 
 H2 can act as a fuel alternative  Low round-trip efficiency. 
 High theoretical energy storage limits 
(limited by size of tanks.) 
 Difficulty and expense of storing 
Hydrogen 




Despite these advances, round-trip efficiencies (electricity-hydrogen-electricity) for this 
technology are considerably lower than for other bulk energy storage technologies (30%-







                                                   
106 Ramp up to full capacity 
107 Steward, D., Ramsden, T., Harrison, K. (2010). Hydrogen for Energy Storage Analysis Overview. . NREL PR-560-48360. 
National Hydrogen Association Conference & Expo. May 3-6, 2010, Long Beach, CA 
108 Steward, D., Saur, G., Penev, M, Ramsden, T. (2009), Lifecycle Cost Analysis of Hydrogen Versus Other 






5. Model Overview 
The model described herein aims to facilitate a determination of the ideal combination of 
three key supply-side technological strategies for coping with solar resource variability and 
meeting firm electrical supply targets: smart109 curtailment of PV energy generation, 
geographic dispersion and electrical interconnection of PV generating facilities, and 
electrical energy storage—anywhere on the planet. What constitutes ideal is up to 
interpretation but this model presents the user thereof with comprehensive statistics 
detailing the economic and environmental cost profile for each scenario investigated.   
 
Figure 50: Schematic of the two distinct yet operationally interdependent portions of the present model and their 
primary sub-modules to be discussed in detail in the following two chapters. 
In the context of this dissertation, the ideal searched for in each scenario is a minimization 
of the total levelized cost of electricity (LCOE110: $/kWh) —a value that hinges on the 
power and energy capacities, and the technological and economic cost profiles of every 
                                                   
109 Smart curtailment refers to the unique curtailment strategy developed in the context of this thesis that seeks to 
minimize the cost of required energy storage and thereby the cost of supplying electricity when meeting a given load.  
It is smart because it takes an unconventional approach that has a similar effect to load shaping but on the supply-
side.   





























dispatched electrical generation source as well as the electrical grid itself, all of which are 
modeled in great detail.  The case studies undertaken with the model in Chapter 8 seek to 
determine the relative combination of supply-side solutions to resource variability required 
to meet firm generation targets in conjunction with PV for a number of regions across the 
continental US.  These results help answer the question: “Is it cheaper to spread PV out over 
a large geographic area to leverage the geographic smoothing effect it has on the solar 
resource despite the increase in cost due to requisite interconnection or is it cheaper to over-
size PV generation and curtail at key times in order to reduce variability?”  It is most 
definitely a combination of both strategies, which in concert reduce variability and the need 
for storage to manage it, therefore reducing the cost of electricity served.  This model allows 
the user to answer this question anywhere in the world. 
Conceptually and operationally, the model is divided into two primary parts; one which 
deals with geographic dispersion of PV and electrical interconnection thereof and another 
which deals with the electrical demand profile and dispatch of energy generation sources 
including storage.  In the former, the user can select any region of the world of any size or 
shape and the model will attempt to build a lowest-cost electrical grid that spans and 
interconnects this region using concepts from graph theory.  Power flow is conducted to 
determine line capacities and loss profiles based on spatially-distributed electrical energy 
demand and expected usage while costs are determined based on the structure of the 
minimum-cost grid along with the spatial layout, power capacities and usage rates of any 





 In the latter part of the model, the user selects a targeted energy penetration111 and amount 
of targeted energy curtailment of PV for the geographic region being studied and the model 
determines the amount of PV, energy storage, backup and baseload generation necessary to 
meet these targets as well as their resultant dispatch profiles.  It does this by first simulating 
PV production given the pertinent radiation at the site, then smartly curtails this generation 
profile in order to minimize the required amount of storage for the resultant combined 
curtailed PV + storage output to attain a firm capacity output target defined by the targeted 
energy penetration all while meeting the specified curtailment target.  Finally, the 
remainder of the load is served first by variable generation and finally by baseload.    
The model draws on several primary globally-comprehensive datasets in order to simulate 
electrical grid operation and dispatch: spatially-gridded electrical energy demand—derived 
from gridded population data at SEDAC112 and country-level mean electrical demand from 
the World Bank—30 years of solar radiation data from the NASA-SSE —derived to rapidly 
model PV generation anywhere on the planet as described in Chapter 2 above— and the 
layout and capacities of the existing high-voltage electrical grids pertinent to the region of 
study.  As each of the case studies performed in the context of this dissertation span 
interconnection regions in and around the continental US, the existing HV grid in the US is 
the only electrical grid data currently available.   
                                                   
111 Unless otherwise specified, penetration from this point forward refers to energy penetration: i.e. the percentage of 
the total load covered by PV + storage on an energy basis. 
112 NASA Socioeconomic Data and Applications Center (SEDAC), Center for International Earth Science Information 





A full set of technological, economic and environmental parameters, including efficiencies, 
lifetimes, capital and operational costs for every technology able to be included in the 
model’s operation are presented in the following sections.    
5.1. Independent Variables 
A summary of the primary independent variables included in the model which greatly 
affect the levelized costs of subsequent grid electricity are listed in Table 13 below.  As the 
goal of the model is to optimize the curtailment, interconnection and storage in conjunction 
with PV to minimize the levelized cost of electricity therefrom, these are the important 
variables to investigate and which we thoroughly scan their potential values to observe the 
effect on the resultant price. 
The class of secondary independent variables refers to parameters linked to the 
performance, economic costs and environmental profile of the technologies involved in the 
simulation, namely: energy generation, electrical transmission and electrical storage.  In the 
current model framework, the user can easily choose one of a number of technological 
options outlined in Table 14 below for baseload generation, backup generation, PV 
generation, storage services and transmission.  Generally speaking, the important 
parameters from an economic perspective include: capital expenditures (CapEx), Operation 
& maintenance costs (O&M) (which can include fuel costs), lifetime and discount rate.  
While there are many parameters that could be included in the environmental profile of a 
particular energy generation technology, CO2-eq on a life-cycle basis is the impact parameter 
included for the technologies in this model—partially due to data availability and partially 





Table 13: Primary Independent Variables 
PV Energy 
Penetration (%) 
A PV penetration target is specified as the total load served by PV + storage divided 
by the total load.  The model is capable of simulating this parameter in a range from 
0 – 100%.  This penetration level defines the load target, which is the actual load 
multiplied by the penetration level. 
 
Curtailment of PV 
generation (%) 
A curtailment target is specified as a percentage of the total PV energy generated.  
The model utilizes a smart-curtailment111 approach to optimize the curtailment 
profile in order to meet this curtailment target specified while minimizing the 
amount of electricity storage otherwise required to meet a firm load target.  The 
model will only curtail surplus PV generation (PV generation > demand) and thus, 
when given a defined energy penetration target, it will increase PV capacity to 





The model will accept either a pre-defined geographic region for interconnection 
(identified by lat/long bounds or a list of coordinates as short or as long as desired) 
or a central geographic point—a city, for example—and a radius around this central 
point.  Both of these methods yield a geographic area over which to apply the 
minimum cost electrical interconnection model.   
 
Load Type 
Load type is important as it defines how each generation element will dispatch.  
Three load types, all defined at daily intervals are included as standard options in 
the model: A flat load with the same electrical demand every day of the year, a 
seasonal load that has more demand on summer than on winter days and a resource-
tracking load whose demand is based on a simple day-ahead statistical forecasting of 
the solar resource. 
 
 







"Installed Capital (CapEx: $/W) and fixed annual operational costs 









"Operational lifetime (yrs.),  
"Derate factor (DC-AC conversion efficiency in %),  





"Default technological choices include environmental LCA 








"Capital and Fixed annual operation costs (CapEx/OpExf: $/W), 









"Thermal to electric efficiency (if fuel-based selection) 
Technology 
Choice 
"NGCC, IGCC, PC, Nuclear or Hydroelectric: has costs and technical 
parameters attached to each choice. 
                                                   
113 LCA: Life Cycle Analysis 















"Global Warming Potential (GWP) in gCO2-eq/kWh :  dependent on 
technology choice 
 




"Brings along LCA parameters only, cost parameters are input 







"Capital and Fixed annual operation costs for lines (CapEx/OpExf: 
$/km/MW) 
 
"Capital and Fixed annual operation costs for converter stations 
(CapEx/OpExf: $/MW) or for substations and reactive compensation  
(CapEx/OpExf: $/km/MW) 
 
"Capital costs for transmission right-of-ways (CapEx: $/km/MW)  
 
"Cost multipliers for line infrastructure: provisions for overhead, 




"Global Warming Potential (GWP) in gCO2-eq/MW/km :  dependent 
on technology choice and line infrastructure 
 
Technical 
"Capacity loss at full load (%/km), 
"Existing grid utilization (% of existing grid capacity available for use 
by transmission algorithm upon determining capacities) 
"Safety margin, aka Transmission Reliability Margin for existing grid 




"VSC bipole HVDC (High-Voltage DC), double, single or two single-
circuit HVAC (High-Voltage AC): Each choice brings along the 
pertinent cost and technical parameters above.  
 
5.2. Underlying Databases 
Several important databases drive the model’s operation and are drawn upon to simulate 
electrical demand and PV production anywhere on the planet. Population and per-capita 
electrical energy intensity databases are used in concert to create gridded mean electricity 
usage.  Although each of the databases referenced in the following sections were created for 
and specifically integrated into this model, they exist in well-organized stand-alone flat-file 
format that are easy to open using any computational software package and could easily be 






5.2.1. Solar Resource Database 
The first and most important of these databases is the solar radiation database, whose 
creation is discussed in greater detail within Chapter 3.  This database permits the model to 
rapidly simulate solar PV output anywhere on the planet at four different fixed orientations 
or in a one-axis diurnal tracking configuration at a daily interval for a time period of 10 
years.   The original data—including top-of-atmosphere (TOA) and surface downward 
shortwave radiative flux—are sourced from every geostationary satellite that is a member 
of the International Satellite Cloud Climatology Project (ISCCP) by NASA’s Surface 
Meteorology and Solar Energy (SSE) group.  
5.2.2. Population and per-capita Energy Intensity Databases  
The model presently described includes gridded population and electrical energy intensity 
data, which in concert define the mean annual energy consumption on the same spatial 
scale as the solar resource database.  Population data comprises the population count for 
each pseudo –square centered upon each latitude/longitude coordinate  (i.e. the population 
count for 5°E, 34°N comprises all people living in the pseudo-square bounded by 4.5°E, 5.5°E , 
33.5°N, and 34.5°N.) 
Electrical energy intensity data are per capita per annum (kWh/pp/yr), gridded to the 
same 1°x 1° grid from the World Bank circa 2010. They are gridded following the 
internationally recognized national borders from the same time period.  Antarctica assumes 
the OECD average while each pseudo-square touching land assumes the value 
corresponding to the country within which the center of the square lies or with which it is 






Figure 51: Gridded Population of the World. c. 2000 AD re-gridded in the context of the present study to match the 
same spatial distribution as the solar resource database via NASA Socioeconomic Data and Applications Center 
(SEDAC), Center for International Earth Science Information Network (CIESIN), International Food Policy Research 
Institute (IFPRI) and World Resources Institute (WRI.) 
 
Figure 52: Gridded Electrical Energy Intensity per Capita (kWh/person/yr.). c. 2010 AD. Data originates from 
country-level data at the World Bank and has been gridded in the context of the present study to match the same 






5.2.3. Gridded Energy Use Database 
Using both the electrical energy intensity per capita database and the population count 
database, we have derived in the context of the present study, nominal electrical energy use 
per annum (kWh/yr) for every point on the planet where there is population and matching 
the same spatial distribution as the solar resource data.  This new dataset, which gives an 
indication of the relative magnitude of electricity use throughout the globe, is drawn upon 
when making regional assessments of solar photovoltaic penetration over wide geographic 
areas.  In particular, it is used to determine requisite line capacities for the transmission grid 
portion of the model and its regional magnitude scales the aggregate simulated electrical 
demand accordingly. As the energy intensity per capita figures are from 2010 and the 
geographic population count is from 2000, we take this new dataset as an indication of the 
relative spatial magnitude of electricity use in the early 21st century.     
 
Figure 53: Gridded electrical energy use per annum per latitude-longitude quadrangle (MWh/yr.). c. 2000 AD. Data 






5.2.4. Electrical Transmission Grid Database 
The original algorithm for electrical interconnection of spatially- distributed PV did not take 
into account the existing electrical transmission infrastructure.  Upon several 
recommendations following presentations of the work at the IEEE PVSC in summer 2013, I 
have added this capability into the decision algorithms.  Due to national security issues, 
these data are no longer readily available from USDOE and is likely hard to come by for 
most countries in the post-9/11 security environment. However, I was able to secure a 
shapefile of every HVAC line in the US with the range of ! 68 kV to "500kV indicating both 
voltage capacity and transmission pathway as of 1993 from a FEMA-sponsored NREL 
research project at the time.   
 
Figure 54: US High-voltage electrical transmission grid > 68 kV circa 1993. Source: FEMA/NREL115 
Due to the fact that the other databases used in the present model are gridded to 
latitude/longitude coordinates, we have gridded the existing electrical transmission 
network to match the spatial resolution of the model.  This is performed by snapping the 
coordinates of each line segment within the existing grid to the nearest integer 
                                                   





latitude/longitude coordinate.  If multiple lines are snapped along the same path, their 
capacity is accumulated.  The resultant network representing the US HVAC grid is a 
simplified version of the actual transmission grid but gives an indication of the existing 
transmission capacities available.  By specifying a particular existing grid utilization (%), 
the user of the model can select how much of the existing grid capacity can be leveraged to 
decrease the capacity required by the spatially distributed PV over the region they are 
analyzing.  
Even if the user selects that only 0% of the existing grid capacity can be used in the scenario, 
the model will always preferentially choose existing right-of-ways when determining the 
minimum-cost grid to support distributed PV across the region. 
 
Figure 55: High-voltage AC electrical transmission grid >68 kV circa 1993 snapped to match the spatial resolution of 
other datasets in the model. Line thickness indicative of relative maximum transmission capacity (MW). 
It is important to note that, because existing transmission data have only been added for the 
contiguous United States (CONUS), any new lines the distributed-PV algorithm adds 
outside of the immediate CONUS region are treated as new outlays and thus, only distance 
to the bulk of the existing US transmission grid influences their spatial layout.  Were this 





transmission grid shapefiles in order to add realism to the minimum-cost interconnection 
algorithm. 
5.3. Model Outputs 
Although the purpose of the model is to investigate the impact and determinine the optimal 
combination of different supply-side strategies for coping with solar resource variability on 
a levelized economic cost-basis (LCOE), it also presents a host of additional intermediate 
and corollary outputs, shown in Table 15.  Another element we wanted to investigate was 
the impact of different combinations of solutions on the environmental costs, for which we 
use levelized carbon emissions (Levelized Carbon Emissions: LCE) as a proxy.  
This host of model outputs includes technical and economic and environmental cost 
parameters linked to the sizing and temporal dispatch profiles of all energy generation 
sources modeled, the sizing of and power flow across the modeled electrical grid and the 
nature of the selected load profile.   




Nominal economic cost of entire system: PV, Storage, Transmission, Backup and Baseload 
and LCOE thereof. 
LCE of entire system: PV, Storage, Transmission, Backup and Baseload and LCOE 
PV-Specific 
Outputs 
Dependent on the amount and 
dispatch of PV required given the 
user-specified curtailment target, 
penetration level and load profile. 
"PV capacity and PV capacity penetration.  
"Mean energy generated by PV and snapshots of PV 
dispatch profile. 
"Nominal economic (direct) cost of PV and marginal 
LCOE. 
"Marginal LCE 






Dependent on the marginal grid 
expansion determined to support 
distributed PV across specified 
region and at specified energy 
penetration. 
"Nominal Economic (direct) cost and marginal LCOE 
broken down by subcomponent: lines/right-of-
ways/converter stations/substations/reactive power 
compensation. 
"Environmental cost and marginal LCE. 





existing right-of-ways and capacity along new right-of-
ways in different colors. 
"Visual map highlighting portion of existing HVAC grid 
employed in regional analysis 
"Simulated aggregate grid loss function for direct use in 
dispatch portion of model. 
"Pie chart showing transmission grid cost distribution 
across subcomponents, in both nominal terms, $ and in 




Dependent on the amount and 
dispatch of storage required to 
meet the load target specified by 
user-specified curtailment target, 
penetration level and load profile. 
"Energy and power capacity of storage required. 
"Mean energy dispatched from storage and visual 
snapshots of storage loading/dispatch profile.   






Dependent on the load target met 
by the PV in conjunction with the 
Energy storage. 
"Baseload and Backup power capacity  
"Mean energy generated by baseload and backup and 
snapshots of their respective dispatch profiles.  
"Nominal economic cost of baseload and backup and 
their respective marginal LCOE. 




Dependent on the selected load 
type and PV energy penetration. 
"Mean demand and regional load profile  
"Highlighted target load profile and mean load to be met 
by curtailed and transmitted PV + storage. 
"Inferred grid flexibility based on the capacity of 













6. Transmission Sub-model 
The main goal of the transmission portion of the model is to take a specified geographic 
region and amount of desired PV energy penetration across this region and determine the 
most cost-effective manner to interconnect this PV while taking into consideration the 
temporal and spatial load characteristics within the region.  It is run before the electrical 
generation and dispatch part of the model because the grid-loss functions resulting 
therefrom need to be applied to the aggregate simulated regional PV output to simulate the 
losses resulting from the spatial smoothing.  
6.1. Overview 
The transmission model’s primary algorithm works in the following order, demonstrated in 
the flowchart below (Figure 56).   User parameters linked to economic and environmental 
costs, region specification and technical parameters are all loaded first.  Based on the region 
selection, data pertinent to the simulation is imported.  These data inform the model of 
regional geography, and helps it simulate electrical demand and PV production at every 
individual spatial point within the region. 
 
Figure 56: Simplified process flow overview demonstrating the logical structure of the transmission portion of the 




































Next, the algorithm attempts to construct a minimum spanning tree to interconnect all 
potential points within the region in the minimum-cost matter possible.  The underlying 
assumption is that the user-specified capacity of PV will be evenly distributed across the 
number of spatial points in the region selected. The spatial layout of the minimum 
spanning tree interconnecting this distributed PV capacity is algorithmically determined 
using a “greedy” algorithm most commonly known as Prim’s Algorithm116, after computer 
scientist Robert C. Prim who developed it in 1957.   
Once the spatial layout of this grid is determined, each of the existing grid links crossing the 
region is added as a potential energetic flow pathway to the determined minimum 
spanning tree transmission grid.  Required capacity sizing of each electrical link in the 
minimum spanning tree is performed via instantaneous power-flow analysis across this 
network using a shortest path algorithm under the worst-case scenario assumption of each 
PV generation facility producing at 100% of its rated capacity at the same time with each 
spatial node within the region experiencing their peak demand.  These calculated capacities 
are then buffered by a user-specified transmission reliability margin117. 
As resistive line-losses are proportional to the square of the current along them, using mean 
daily PV production underestimates the expected losses.  Thus, a temporary hourly profile 
of aggregate solar generation output is synthesized across the selected region and the losses 
are calculated for wheeling power to each spatial node based on the node’s electrical 
demand and the spatial path length from each of the other nodes in the region.  If the grid 
technology choice is HVDC, converter stations of equivalent capacity to the peak electrical 
                                                   
116 R. C. Prim (1957) Shortest connection networks and some generalizations. In: Bell System Technical Journal, 36 





demand or PV capacity (whichever is greater) are added for each node and loss functions 
on a per-station basis are determined.   If the grid technology choice is HVAC, the losses for 
reactive power control and substation infrastructure are included in the line loss function as 
they are on a per km basis. 
Finally, nominal capital and operational costs are calculated based on the marginal capacity 
increases along existing right of ways—dependent on user-specified availability of the 
existing grid capacity—and any new lines.  Both economic and environmental costs are 
dependent on geography—with margins for underwater portions of cable specified by the 
user. 
6.2. Incorporating pertinent data 
As the majority of the databases drawn upon by this portion of the model are global in 
scope, it is necessary to extract the data only pertinent to the region being studied.  Each 
database is stored in a slightly different format, so extracting the pertinent data differs from 
dataset to dataset.  In the following sub-sections, I will discuss how each of these databases 
make their respective ways into the model and how they are then employed by the 
subsequent algorithms that define the characteristics of the electrical grid.  They are in 
particular used as elements of the weighting function for the adjacency matrix that helps 








6.2.1. Global Geography 
 Global geography is stored as a series of vector-based shapefiles that contains sets of 
polygons indicating national borders circa 2010.  The data are originally sourced from 
administrative boundary-level data for the entire planet at the 1 km resolution from 
naturalearthdata.com.  Each 
polygon is indexed by each 
country’s respective ISO 3116-1118 
and FIPS codes which are in turn 
cross-referenced with per-capita 
energy use data from the World 
Bank.   
As shown in Figure 57 If a central point and a 
particular radius about this point is the 
chosen means of region definition, the 
geodesic distance between the chosen point 
and all 64,000 potential latitude/longitude 
coordinates on the planets is calculated and 
only those within the distance threshold are 
added to the list of initial potential 
coordinates.   
                                                   
118 ISO 3116-1 is part of a standard published by the International Organization for Standardization representing each 
country by three letters.  




Figure 58: A demonstration of: i. the methodology for 
checking if a node’s representative area includes land 
even if the node itself is at sea.  ii. The snapping of said 
node to closest landmass (orange line, grey point.) and 
iii. Calculating the respective water/land coverage of a 








Figure 57: Demonstrating extraction of a region’s land-lying 
coordinates based on a user-specified central point (LA in this case) 






Next, the algorithm checks to ensure the selected coordinates represent at least some land 
area (Figure 58).  To do so, it creates a temporary rectangular polygon around each of these 
coordinates that indicates its respective spatial coverage.  A spatial intersection between 
each rectangle representing a particular coordinate and each geographic country-level 
polygon is performed.  All coordinates whose area of spatial coverage overlaps at least 
partially with land are retained as potential sites for PV development, as long as they are 
within the regional bounds.  In this way, it is ensured that points that may geographically 
lie off the coasts but represent a coastal area are still included in the analysis.  Coordinates 
who are in the oceans but whose coverage area includes land are snapped to the 
geodetically closest landmass, ensuring proper calculation of distances.   
Finally, the spatial polygons are used to calculate the ratio of overwater to underwater path 
length of each prospective grid links as both an element of the weighting algorithm in the 
calculation of the adjacency matrix used in the minimum spanning tree calculation and in 
assigning economic and environmental costs.  In Eq.  6 below, we demonstrate how this 
works where !
link
is the nominal cost for a particular transmission link between two 
coordinates, Llink is the geodesic path distance between these two coordinates, O
land
is the 




 are the corresponding terrain-




















6.2.2. Existing Transmission Grid 
As the existing HVAC transmission 
grid data is only available for the 
continental US as of this iteration, if 
the region selected by the user lies 
outside of the CONUS region, it is 
not pulled into the model (Figure 59.)   
Having been snapped to the same 
spatial coordinate scale as the solar 
resource and energy use data, once the pertinent coordinates within the region are selected, 
the portion of the existing grid pertinent to the region is easily isolated by matching the 
coordinate endpoints of each grid link in the existing grid to each coordinate within the 
zone.  The presence of existing grid links is used in several operational contexts.  The first is 
as an element of the weighting function for potential grid links for use by the minimum 
spanning tree algorithm, with existing transmission right-of-ways being awarded 
subsequently very low weights to entice the algorithm to choose them over links not 
overlapping with these right-of-ways.  
The second helps to define the marginal capacity (and therefore marginal cost) increases 
required by the pre-determined PV capacity spread across the region of study and is 
dependent on the existing grid capacity availability parameter specified by the user.   The 
way in which this works is defined in Eq.  7 below where Crequired is the capacity required 
along a particular transmission right-of-way, u is the existing grid availability parameter in 
% and Cexisting is the existing grid capacity along that particular right-of-way. 
Figure 59:  An extracted subset (red lines) of the gridded HVAC 
transmission database (black lines) corresponding to a 1500 km 
radius around NYC. Line thickness corresponds to relative 






Eq.  7 
 
Finally, the existing grid utilization also defines the degree to which dispatched backup and 
baseload utilize the existing grid –which is included when calculating time-dependent 
losses in the dispatch portion of the model. 
6.2.3. Pertinent Radiation Data 
As described in greater detail in 
Chapter 3, the solar radiation 
database exists as a collection of 
64,000 *.csv files each containing 
time series data for every radiation 
parameter that facilitates the rapid 
modeling of Solar PV performance 
at any point on the planet.   
Obtaining the pertinent radiation 
data encompassing the region of 
interest is simple as each fully 
vetted coordinate (defined as per 
the protocol in section 7.2.1) is quickly indexed within the database and pertinent radiation 
data is pulled into a large array (Figure 60).  Structurally, the regional array contains one 
column per coordinate and ten years of data, one day per row covering 10 years. As 











Figure 60: A subset of the radiation database corresponding to a 500 
km radius around NYC. Data represents mean daily radiation on a 


























across the region, it is spread evenly, with a capacity of CPV/N at each of the N coordinates 
contained within the region.  This allows PV production (PPV,ij) to be simulated at each 
individual point for use in calculating mean usage and losses across the grid.  In Eq.  8 
below which shows this simple simulation model, Rij is the mean radiation at point j for day 
i in W/m2, !
DC!AC
 is the DC/AC conversion efficiency of the balance of system.  
 Eq.  8 
 
6.2.4. Pertinent Energy Use 
The energy-usage database 
generated for the planet is the most 
easily accessible of the dependent 
databases used in this portion of 
the model as it is a simple 180 x 
360 matrix (rows correspond to 
latitude and columns to longitude) 
containing annual gross electrical 
energy use for each of the 64,000 latitude/longitude coordinates on the planet.  Extracting 
the pertinent energy use from this matrix is as simple as indexing each coordinate within 
the region and pulling out the pertinent values from the stored array (Figure 61.)  The 
aggregate region-wide PV capacity, CPV, is defined in Eq.  9 in conjunction with the PV 
capacity penetration (pcap,PV) and the sum of the annual energy use, Ej across all N points in 





















Figure 61: A subset of the total annual electrical energy use 






 Eq.  9 
 
Not only does the pertinent energy use define PV capacity at every point in the region, but 
it is also used in the capacity sizing of each link in the minimum spanning tree transmission 
grid, a process which is described in more detail in section 6.3.2.  
6.3. Dynamic Design of Lowest Cost Electrical Grid 
Leveraging data from the portions of each database detailed in section 5.2 pertinent to the 
study region and user-provided specifications detailed in section 5.1 above, the model 
attempts to first interconnect every point in the region in the most cost-effective manner 
possible and then to estimate the required capacities along each transmission right-of-way 
to support a worst-case scenario load flow situation including a buffer transmission 
reliability margin.  
6.3.1. Preferential path selection: The minimum spanning tree 
The minimum spanning tree, a concept from graph theory, is the core concept underlying 
the creation of the lowest cost electrical grid.   Each spatial point in the region is considered 
as a node and the important first step is to consider the region as a comprehensive graph 
where every node N is connected with every other node.  This means that there exist 
1
2
N N !1( ) potential unique links between pairs of points within the region and the 
operational processing time for determining the minimum spanning tree is proportional to 
this value.  Each potential link is assigned a weight and the minimum spanning tree 
algorithm attempts to connect all points in the graph at least once while keeping the 
















The ideal situation would be to go the brute 
force method and calculate the aggregate 
weight of every possible spanning tree.  This 
is simply unfeasible, as there exist NN-2 
unique spanning trees for any graph 
containing N nodes—or potential ways to 
electrically interconnect the region.  We 
therefore employ a greedy algorithm better 
known as Prim’s algorithm, and used for decades in computational optimization.  It is 
employed in the present model by starting at the closest spatial point within the region to 
the centroid of regional energy use.  Step by step, the algorithm adds a link to the tree from 
this central point by adding the lowest-weight link that has one of it’s endpoints already 
connected by the tree.  The computational challenge is not the minimum spanning tree 
calculation itself but the calculation of weights for each potential link in the region.  The 
collection of weights is known as an adjacency matrix G, which in graph theory parlance is 
an NxN matrix where each element of the matrix, Gij contains the weight for the link 
between point i and point j.   
Several elements come into play in the weighting function: geodesic path length of the 
potential link (Dij), minimum distance of the link’s centroid to the existing grid (D2ij), 
degree of overlap with land and water (Oij), whether or not the potential grid line overlaps 
with an existing right-of-way and among these existing right of ways, their existing grid 
capacity (Eij). 
Part of MST 
Potential links to be added next 












Next selection ! min(wi) 
Figure 62: Minimum spanning tree calculation 
protocol pursuant to Prim’s algorithm.  The blue link 
has already been added to the tree.  The algorithm 
looks at all potential links connecting the existing tree 
to every other node in the graph (orange lines) and 
selects the one with the smallest weight (wn).  It 
proceeds in this manner until all nodes are connected 





Firstly, a distance matrix, D is filled with the path length of each potential link—with the 
same dimensions as the adjacency matrix.  Each element of this matrix, Dij , represents the 
geodesic distance between point i and point j based on their respective latitude and 
longitude coordinates ($i,%i), ($j,%j), the flattening coefficient of the WGS-84 ellipsoid 
representing the earth (f) and the earth’s equatorial radius in meters, rE,eq, assumed to be the 





1! f( ) tan ! i( )"# $% , ! j ,red = tan
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! Geodesic Distance 
Approximation 
Eqs.  10 
Another matrix is created; again with the same dimensions as the adjacency matrix 








Existing ,k( ) .  Inclusion of this weighting parameter ensures that potential links 
outside of the region containing the existing grid preferentially connect directly to the 
existing grid as opposed to connecting amongst themselves.  In Eqs.  11 below, function D is 








! Cartesian mean longitude of potential link 
 





!  Minimum distance from link centroid to existing grid 
coordinates 
Next, we calculate the overlap Oij of each potential grid link with land using the spatial 
intersection procedure discussed earlier.  Values for this parameter range from 0-1 (zero 
being a link entirely under water and one being entirely overlapping with land.)  This 
portion of the weight is used to disincentivize the algorithm from selecting links that are 
underwater. 
The last component used in filling the weighted adjacency matrix are the capacities in MW 
{Cexisting} of the existing grid links lying within the region {Lexisting}.  We use a parameter 
inversely proportional to this existing capacity to push the algorithm to preferentially 
choose existing right-of-ways of higher capacity. 
Finally, we set a threshold potential path length of 500 km, above which potential links are 
weighted an order of magnitude less preferentially so as to avoid incentivizing links that 
would otherwise have been given low weights from application of the other weighting-
logic criteria.  The following system of equations (Eqs.  12) demonstrate the logic and 
calculation of the adjacency matrix weights (wij) for each point.  The final form these 
equations119 were all arrived at through extensive testing of different formulations and 
observing their effect on the resulting minimum spanning tree. 
                                                   
119 In particular: the factor of 20 dis-incentivizing potential links the more they overlap (Oij) with bodies of water, the 
5x106 factor strongly dis-incentivizing potential links greater than 500km in length and the incentivizing of potential 





























































After weights are calculated, the minimum spanning tree algorithm is allowed to run and 
attempts to minimize the aggregate weight while building out from the regional center, 
link-by-link.  As ostensibly, generating facilities spread out across the region will also be 
able to utilize all existing transmission pathways (no matter the existing grid utilization 
selected) for building out additional transmission capacity, the existing grid links {Lexisting} 
are also added to the set of links {LMST} comprising the final connected minimum spanning 


















6.3.2. Determining Required Line Capacity: Shortest path algorithm and the 
influence of the existing electrical grid 
Now that the final transmission pathways comprising the electrical grid spanning the 
region are determined, their respective capacities must be sized in order to accommodate 
the spatially diverse electrical demand and PV distributed across it.  We do this by 
performing a peak contingency power flow analysis, employing a shortest path algorithm 
that uses the subset of the previously calculated weights that corresponds to the minimum-
spanning-tree determined grid layout.  The underlying case we study is an aforementioned 
worst-case scenario where all of the PV is producing at 100% of its peak capacity and must 








































region experiences a demand and it is the relative demand at each point that determines the 
final capacities for the grid.  
To understand how this works 
algorithmically in-practice, take 
the following simplified graph 
linearly connecting 5 spatial 
points in Figure 64.  The 3 
nodes in light green experience 
a peak demand of EPi , 
respectively, while each node 
has a PV capacity installed of 
CPV : a function of this peak 
demand and the user-specified 
PV capacity penetration across 
this region, pcap.  To size the 
cables, we perform three 
separate power flows, each 
representing the peak power draw experienced by the 3 demand nodes and combine them 
by the logic demonstrated in the fourth set of (black) lines at the bottom of the plot. Take for 
example the topmost, segmented orange line and notice how the required capacity for each 
segment increases as it accumulates more PV generation capacity while drawing nearer to 
the demand at Ep1. The first line segment all the way to the right experiences a flow 
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Figure 63: Line capacity calculation protocol on a simplified 5-node grid 
given peak energy demands at 3 of these nodes (Ep1, Ep2, Ep3) and a PV 
capacity penetration of pcap. CPV is the resultant PV capacity at each node. 






demand at Ep1 , while the segment immediately to it’s left must support 2/5 of the capacity 
and so on.    The final capacity-sized grid accommodating a worst-case scenario cumulative 
power flow across the five-point region is shown at the bottom of the plot and has required 
capacities listed above and below it.  Notice how if the power flow travels in the same 
direction on the network, required capacities accumulate, whereas if the power flows in 
opposite directions, the maximum of these opposite flow magnitudes is taken.  In reality, if 
there were equal power draw in two topologically opposite directions, there would be zero 
flow so we are in effect sizing for a worst-case 
scenario here where there is only flow in a 
single direction (hence the rationale for taking 
the maximum.) 
To complement this example, we demonstrate 
the sizing of the cables in this simplified 5-node grid with real values for the determinant 
parameters (demand and capacity penetration) in the boxed diagram of Figure 64.  Notice 
how the node with the largest demand is the true driver of the relative final capacities the 
grid takes on in this case.    
In a final illustrative series of plots (Figure 65), we can examine this process on a more 
macroscopic scale: identifying the capacities on a minimum spanning tree covering the 
entire continental United States.   This region covers over 1000 distinct nodes, each 
experiencing their own unique demand.  As there are many potential paths the electricity 
can take from one point to another, we use a shortest path algorithm to tell us which 
sequence of links yields the lowest aggregate weight to wheel power from any one node to 
any other node.  In the top two plots, we demonstrate visually at what relative level (as 
Ep1 = 2 MW | Ep2 = 4 MW | Ep3 = 14 MW | pcap=50%            
                                                 
          MW 




Figure 64: Resultant line capacities upon simplified 5-
node grid given peak energy demands at 3 of these 
nodes (Ep1, Ep2, Ep3) and 50% peak PV capacity 
penetration (pcap). CPV is the resultant PV capacity at 
each node. Final required line capacities are displayed 





evidenced by the relative line width) the shortest path algorithm sizes the line capacities in 
this grid for wheeling power from all of the distributed PV generation capacity across the 
country to meet peak demand in two separate locations (labeled 1 and 2 on the plots.) The 
third plot demonstrates how the addition of these first two steps of the capacity sizing 
algorithm appear on a visual level (line thickness in each plot is relative to the capacity.   
 
Figure 65: Two steps of the “worst-case” scenario line-capacity sizing algorithm as applied to the region spanning the 
continental United States.  Peak power flow is performed across the MST to wheel PV at full capacity to node 1 in the 
upper left plot based on node 1’s peak demand.  This is repeated at node 2 (upper right plot) and they are combined 
as per the methodology detailed earlier in this section in the bottom plot.  The thickness of lines in the bottom plot 
heading towards node 2 (relative to node 1) is indicative of the relative peak power demand at these two nodes. 
Two interesting elements arise upon examining these plots:  The first mirrors the effect 
demonstrated in the simplified 5-node example in Figure 64 —required line capacities 
across the grid grow larger as they approach the location of demand because they have to 
carry more and more PV capacity as they pass more distributed generating facilities along 
the way.  The second is that in the third plot which displays the addition of the first two 













represents a smaller peak demand than node #2 in the Midwest, as evidenced by the 
relative size of the transmission cables leading to each.     
In s final step, the required capacities calculated for every link in the grid {Creq,i} are 
supplemented with a user-specified transmission reliability (capacity) margin set to 20% of 
this calculated capacity, well within the worst single contingency margins stipulated by the 
NERC120 transmission reliability margin criteria121, 122.  
Once these required capacities are calculated for each link, it is necessary to determine the 
marginal capacity increases in order to obtain an accurate estimation of costs.  The scale of 
marginal capacity increases is dependent on both the existing grid capacity, the required 
grid capacities defined in the previous step and the existing grid availability parameter and 
is calculated in the manner described in section 7.2.2.  
In the plot below (Figure 66), we demonstrate the results of changing the capacity 
penetration of PV across an interconnected region spanning a 1000 km radius around NYC.  
Line width in the plot is again relative to capacity while marginal capacity increases along 
existing right-of-ways are in red and new lines are in blue.  Notice how some links don’t 
require any capacity increases at all in the 10% PV capacity penetration scenario while at 
110% capacity penetration, most links within the region will require capacity upgrades to 
support this amount of distributed PV.  Lines in Canada are all blue as we do not have 
information on the spatial grid layout in the Canadian provinces so they are all considered 
                                                   
120 NERC: North American Electric Reliability Corporation 
121 NERC (2013). 2013 Long-Term Reliability Assessment: December 2013. North American Electric Reliability 
Corporation. 





to be new lines with new right of ways costs factored in.  As this is not the case in reality, 
we are likely overestimating capital costs related to interconnection.  
 
Figure 66: The marginal capacity-sized minimum spanning tree interconnecting every node within a region spanning 
1000km around NYC at two distinct regional PV capacity penetrations: (a) 10% capacity penetration and (b) 110% 
capacity penetration.  Blue lines represent new grid links along new right-of-ways and red lines represent marginal 
capacity increases along existing right-of-ways.  Line thickness is proportional to relative line capacity in each case.  
6.4. Losses on the grid 
Now that the regional spanning electrical network is sized and geographically structured, it 
is necessary to calculate the losses across it so that the model can determine how PV 
generation is affected as it spatially smooths itself out across the region.  The way this is 
done is dependent on the line technology chosen.  If HVAC, loss parameters for the cables 
themselves, as well as for the required substations and reactive power compensation 
components are all on a per km basis as the amount of reactive power compensation and 
number of substations required increases with length.  This is because losses for HVAC are 
not only resistive, as they are for HVDC, but arise from the capacitance loss due to the 
shifting polarity of the AC signal and a skin effect (where current distribution through the 
cable cross-section is heavily weighted towards its periphery, impeding power flow.)  If the 
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cable technology choice is HVDC, user inputs include a per-km loss for the cables 
themselves in combination with a fixed loss per converter station.  All losses are modeled 
using a quadratic dependence on expected daily usage (and by proxy daily mean PV 
capacity factor) to mimic their I2R nature.  Converter stations are assumed to be installed at 
every single node within the specified region and their respective capacities are calculated 
as the maximum of either the PV capacity or the electrical peak electrical demand 
experienced at each point.   
6.4.1. Line Losses 
As line losses are quadratic with respect to the load they carry, it is important to simulate 
loading across the network on a more granular basis than day-to-day otherwise losses will 
be underestimated.  The core model is simple; losses are proportional to the square of the 
instantaneous capacity factor of the generating elements.  If the PV capacity is smaller than 
the backup and baseload capacity across the region (indicating low PV penetrations), losses 
across the grid will not be overly influenced by the instantaneous production of PV.  
However, if the opposite is true, the instantaneous capacity factor of PV will be the primary 
driver of the losses. Our simple loss model, Llines is of the following form (Eq.  13): where LMAX 
is the line loss at peak load and U is the instantaneous estimated line utilization—our proxy 
for current flux. 
 ! Line Loss function as a function of line loss at max loading (LMAX) and 
PV capacity factor, U2. 
Eq.  13 
 
In order to arrive at a good estimate for U, our first step is to make an estimate as to the 











protocol below (Eqs.  14), where EPV,h is the energy produced by the PV in hour h , EPV,i is the 
total simulated PV energy production for day i and Hi is the number of hours between 
sunrise and sunset for this day, determined from the mean site declination across the 
region.  As can be seen in the following set of equations, peak production is assumed to be 
at noon for every point in the region.  



































 Simple hourly estimate of PV 
production based on daily mean 
and declination-specific number of 




For very large regions (spanning the continental US for example), solar peak production 
will differ by several hours from coast-to-coast and thus, through this method we are again 
likely overestimating the actual grid losses experienced in practice and therefore develop a 
conservative estimate.  
Next, in Eqs.  15, we estimate the additional impact upon U of hourly backup production, 
Ebackup,,h based on the user-specified existing grid availability parameter ! and the PV 
capacity penetration pPV.  If PV capacity penetration is low and existing grid availability is 
also low, this indicates to the model that backup generation will dominate grid utilization 
and the losses will not be very much affected by the daily instantaneous range of PV 
production. Total production across the region that will be transmitted across the region, 
















Our estimate for Uh, the instantaneous loading of the grid on an hourly basis can also be 










In Eq.  16 above, we show how this is calculated, noting that m represents the user-selected 
transmission reliability margin. We thereby calculate a set of per km losses on an hourly 
basis across the grid using the Loss function, L{LMAX,U} from the beginning of this section.   
In the plot at right, we demonstrate 
the hourly loss per km sorted by 
hourly PV capacity factor (CFPV,h = 
EPV,h/CPV) for a case where the PV 
capacity penetration on the grid is 
150%, the existing grid utilization is 
50% and the line modeled is a 500 kV 
HVDC VSC Bipole with a 
0.0035%/km loss at full load.  Notice 
C
backup






























total ,h( ) 1+m( )
Figure 67: Demonstrating line losses (% per km) at max loading 
as a function of hourly PV capacity factor for the region 
bounded by a 2500 km–radius around LA at 50% existing grid 





how if the hourly PV capacity factor drops below ~50%, the I2R quadratic relationship of 
loss with PV output stops declining, approaching a sill123.  This is because below this point, 
Uh no longer decreases as Etotal,h is driven by the backup (Ebackup,h > EPV,h.)  
 
Figure 68: Region-wide line losses for each unique node within a 2500km radius around Los Angeles and sorted by 
magnitude at both (a) mean expected loading and (b) full-loading (100% of rated line capacity.)  The red lines 
demonstrate the mean losses across the region weighted by each point’s respective energy use.  
Now that losses are determined on a per km basis, they are applied to the grid by examining 
the geodesic total path length from all nodes with PV capacity, NPV to all nodes with 
electrical demand, ND within the regional bounds.  This is performed in much the same 
algorithmic manner as the line capacity sizing discussed previously, using the shortest 
paths from all {NPV} to all {ND}, calculating their respective lengths and applying the per km 
loss function, while retaining the sill behavior demonstrated through the hourly analysis.  
                                                   
123 The ‘sill’ refers to the asymptotic value approached by f(x) as x approaches +/- #.  In this case, the ‘sill’ is reached 







In Figure 68 above, we show the results of this portion of the loss-calculation algorithm for 
a region encompassing a 2500km radius around Los Angeles, CA and the same 500kV 
HVDC grid technology-specific loss parameterization used in the previous examples.  What 
is shown in both plots are the sorted losses per 
node j for wheeling all of the energy from each 
of the other nodes to it along the grid at mean 
expected grid loading (on the left) LMEAN,j and 
at full loading LMAX,j (on the right.)  The 
horizontal red lines demonstrate the mean of 
these losses across coordinates weighted by the 
energy use at each coordinate.   
Notice that some coordinates can experience 
extraordinary losses (>16% at full load) and 
some much lower losses (<6% at full load).  The difference between these high and low loss 
coordinates is the total path length along the grid connecting them to the other points–i.e. 
coordinates at the periphery will experience higher losses while coordinates in the center 
will experience lower losses.  As part of this process, we also calculate Lsill,j : the expected 
loss per coordinate j using a per km loss equivalent to the sill-loss discussed above order to 
account for the effect of other generating capacity also using the grid. We demonstrate the 
development of the final line loss function for the entire grid, Lline,grid , which operates as a 
function of daily PV capacity penetration UPV in Eqs.  17 below.  & is the loss at a 100% region-
wide daily PV capacity factor and S represents the PV capacity factor at which the sill 
begins.  
Daily PV capacity factor (UPV) % 
pPV = 50% 



























Figure 69:  Region-wide line losses as a function of 
daily PV capacity factor for the region bounded by a 
2500 km–radius around LA at two distinct regional 
PV capacity penetrations: 50% (blue line) and 130% 
(red line).  Region-wide line losses at mean daily PV 












!”Sill” calculation: An estimate of daily PV capacity 
factor below which power flow across the grid—and 









The end result of this is a loss model specifically tailored to the grid and its expected usage 
and therefore changes with the capacity penetration of PV on the grid as shown in Figure 69 
demonstrating the line loss functions for a 2500km grid around LA at two distinct capacity 
penetrations.  In particular, it is apparent that the sill is much higher with lower 
penetrations of PV on the grid, indicating that PV rarely influences the total loading on the 
grid, which determines losses.   The bottom line is that when modeling lower penetrations 
of PV across a region, the expected losses are much higher than at higher penetrations due 
to the increased grid utilization by all other generators using the grid.  Eventually, grid 
utilization will approach the region-wide PV capacity factor.  
6.4.2. Converter Losses 
Finally, we have the loss calculations for the HVDC converter stations.  The ‘traditional’ 
HVDC conversion technology implemented throughout most of the 20th century has relied 
upon holding the DC current steady and commutating from phase to phase at the 
frequency necessary using inductors as a short-term energy storage device in combination 
















































These converter stations, known as CSC (Current-Source Converters) or LCC (Line-
Commutated Converters) have fairly low conversion loss (~0.8% per station).  However, the 
conversion draws much reactive power and tends to generate low-order harmonics on the 
AC side.  Luckily, over the past 20 years, a new technology has emerged: HVDC Light, 
based on Voltage-Source Converter technology 
that is self-commutated, using capacitors as the 
energy storage device and IGBTs (Insulated Gate 
Bipolar Transistors) instead of thyristors or 
mercury arc rectifiers.  HVDC Light offers 
minimal harmonic generation through high 
frequency switching and minimal reactive power 
draw but has higher losses (4th generation 
Cascaded Two-Level (CTL) HVDC Light claims 
1% loss at each station.) As this is the state of the 
art, we have chosen it as the default value (although it can be changed, of course.)   
Converter losses are significantly easier to calculate than line losses, as they are not 
dependent on path length and only on instantaneous loading. Both hourly UPV,h and daily 
UPV,d PV capacity penetration calculated in  for the line-loss simulation, are used to simulate 
hourly converter losses based on a user-specified peak loss per converter station LMAXc that 
is drawn from the transmission choice model.  
 
 
!Estimate of loss at peak converter station loading 
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Figure 70: Region-wide converter losses as a 
function of daily PV capacity factor for the region 
bounded by a 2500 km–radius around LA.  The 
converter losses at the mean daily PV capacity 







This relationship is demonstrated in Figure 70 for the same grid specified when 
demonstrating the line losses in the previous section.  Note that in the case of the converter 
loss model, no sill is present as we make the assumption that they are sized in terms of 
capacity to meet the needs of distributed PV generation only; alternative generating 
technologies are assumed to use the existing HVAC grid capacity and thus do not clog up 
the converter station capacity.  Therefore, the loss function does not change its profile with 
increased capacity penetration.  
6.4.3. Combined Loss Function 
Losses experienced by PV electricity traveling on the grid are thus thoroughly modeled 
through the combination of both of these functions evaluated based on the specified 
maximum converter and line losses LMAXc ,LMAX . 
 
 
!Grid-wide loss function if HVDC 
technology (includes converter losses) 
 





Figure 71 shows the shape of the cumulative grid loss function for the minimum spanning 
tree-determined high voltage transmission grid extending over a 2500km region around 
Los Angeles and highlight the loss at the daily mean PV capacity factor for two distinct PV 
























Figure 71: Region-wide derived loss functions—including both line and converter losses—for the HVDC grid (500-kV 
VSC bipole model) spanning a region bounded by a 2500km radius around Los Angeles for two distinct regional PV 
capacity penetrations.  Loss functions depend on daily PV capacity factors. 
6.5. Calculation of Costs: economic and environmental 
Costs for the grid are classified into several categories within two general classes: Costs that 
are on a per km basis and thus dependent on the spatial layout of the grid and costs on a 
per unit basis.  Only converter stations (if an HVDC grid model is chosen) fall into the latter 
category as they are dependent on the number of nodes contained within the region.  All 
other costs, both economic and environmental, are dependent on total geodesic path length 
and capacity of each link in the grid.     
                                                   
124 Modeled from: Bahrman, M. (2006) HVDC Transmission. IEEE PSCE. Atlanta, November 1, 2006 and ABB HVDC 
Development Topics (no date)  , reflects cascaded two-level converters for the HVDC. 
125 Modeled from: Keith, G., Leighty, W., Transmitting 4,000 MW of New Windpower from North Dakota to Chicago: 
New HVDC Electric Lines or Hydrogen Pipeline. Draft report: 28 Sept 02 Rev, Prepared for Environmental Law and 
Policy Center by Synapse Energy Economics, Inc. 
Total loss at UPV = 4.74% 






















Daily PV capacity factor (UPV) % 
at 50% PV Capacity Penetration at 130% PV Capacity Penetration 
Total loss at UPV = 5.63% 











































Table 16 and Table 17 comprehensively summarize the pre-loaded grid cost and loss 
parameters pre-loaded into the model.  In the simulations conducted in the context of this 
thesis, we have selected the 500 kV VSC bipolar model although model users could select 








costs for the grid are calculated based on this 
selection of initial parameters; including the margin for overhead and submarine lines 
Moverhead, Mwater, and the set of individual economic ( ! lines ,!RofW ,!conv ) and environmental 




).  In addition, some parameters calculated throughout the 
process of generating and sizing the minimum spanning tree are employed in the total cost 
calculation.  These parameters include the marginal required capacity and geodesic path 










































































Table 17: Transmission grid supplemental parameters 
 Overhead Line Underground Line Submarine Line 
GWP-100                 
(kg CO2-eq/MW/km) 
HVDC 187.96 125.12 120.11 
HVAC 757.29 426.93 559.73 





length of each link, (Cmarginal,l, Ll), the number of nodes N and the peak DC PV capacity at 




! Grid-wide line costs ($) 
 
! Grid-wide right-way costs ($) 
 
! Grid-wide converter station costs ($) 
 
! Grid-wide costs ($) 
 
!Grid wide environmental costs (g CO2-
eq) 
 
Eqs.  20 
 
Note that right-of-ways costs are only included for the subset of links n ! !  that do not 
follow right-of-ways along the existing grid under the assumption that marginal capacity 
increases along existing transmission pathways will be able to leverage the preexisting 
right-of ways.  Armed with this information, we can calculate the marginal economic and 
environmental costs per W of PV installed across the region, giving us insight into the 
relative cost distribution across grid subcomponents. 
 
 
!Marginal environmental (g CO2-




In the two pie charts below (Figure 72), we show the relative cost distribution across 
subcomponents for the minimum cost HVDC grid spanning a 500 km region around Los 















































































Figure 72: Proportional cost breakdown with respect to individual grid subcomponents at two distinct PV capacity 
penetrations across the region spanning a 500km radius around Los Angeles.  Capital costs in nominal (total) terms 
and relative to PV capacity are highlighted above each plot. 
What is readily apparent is the non-linear increase in nominal cost with capacity 
penetration of PV across the region and therefore the non-constant increase in marginal 
$/WPV cost due to the fact that as penetration increases, the existing grid capacity within the 
region becomes a smaller and smaller percentage of the required grid capacity.  Note also 
that we have split the line costs into two categories: Those corresponding to marginal 
capacity increases along existing right-of-ways (in red) and those corresponding to new 
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7. Electrical Generation and Demand Sub-model 
While the transmission portion of the model aims to electrically interconnect a large spatial 
region in the lowest-cost manner possible in order to leverage the spatial smoothing effect 
of solar resource variability, the second portion of the model takes this smoothed radiation 
data, simulates PV production across the region and accounts for the losses from 
transmission based on the technology and region-specific combined loss model derived in 
section 6.4.3 above.  It then simulates electrical demand across the region by defining three 
distinct temporal load shapes and determines the amount of energy storage required to 
meet a given load target based on the user-specified energy penetration of the PV and the 
profile of the load shape chosen.  Finally, the required capacities and operational dispatch 
profiles of backup and baseload generation needed to meet the difference between the load 
target served by storage + PV and the actual load is quantified.  As an integral step, the user 
can specify an energy curtailment target for the PV and observe the way in which this 
affects both the PV capacity and the required amount of storage to meet the load target.  
The objective of this modeling approach is twofold: to provide robust cost estimates on both 
a nominal and levelized basis of the energy served by geographically-distributed PV 
operating in conjunction with its required energy storage and secondly, to observe the 
effects of increasing the energy penetration of PV on the total grid electricity costs. 
7.1. Overview 
The energy generation and dispatch algorithm works by the following process, 
demonstrated in the flowchart below (Figure 73).  User parameters linked to the economic 
and environmental cost profiles and operational characteristics of each generation type and 





data already specified in the transmission portion of the model, including details about the 
geographic region of interconnection along with the corresponding radiation data and 
energy use data are also imported.   
 
 
Figure 73: Simplified process flow demonstrating the logical structure of the generation dispatch portion of the 
model.  Not all interdependencies are shown in order to simplify comprehension. 
There exist two primary variables specified by the user that greatly affect the resulting 
relative cost profile of PV-generated electricity:  Target PV energy penetration across the 
region and target PV energy curtailment.  The amount of PV energy penetration across the 
region will affect how much and at what times the backload and baseload generation 
technologies dispatch along with affecting both the aggregate cost of electricity and 
environmental profile of this electricity.  
The more that PV energy is curtailed for a given target PV energy penetration126, the higher 
the PV capacity penetration127 across the region will need to be because PV must be 
oversized to compensate for the curtailment.  PV capacity penetration itself influences the 
losses experienced by energy travelling across the grid and the nominal costs of the 
required marginal grid capacity additions by the relations demonstrated in the previous 
chapter. 
                                                   
126 The ratio of load served by PV (MWh) to total load (MWh) 








































Once these initial parameters and data are successfully loaded, load is modeled across the 
region based on the total pertinent energy use of the specified region.  Three load type 
options exist as standard options within the model: a completely flat load whose demand is 
exactly the same from day to day, a seasonal load model which follows the seasonal trend 
of the solar resource experienced by the region and a tracking load model which tracks the 
solar resource using a relatively simple statistical persistence forecasting algorithm.  The 
rationale for modeling each load type is discussed in the pertinent section discussing the 
load models below (section 7.3.)  The load target #target to be met by PV in conjunction with 
storage is a direct function of this chosen load profile #total and PV energy penetration penergy. 
 
 





In other words, PV in conjunction with required 
storage must meet a firm daily demand target 
equal to a fixed fraction of the total regional 
load.  This pre-determined load target means 
that PV is not allowed to dispatch however it 
pleases, it must size appropriately size its 
storage in order to adhere to strict generation 
rules.  Even if PV produces enough energy 
during the day to meet it’s load target, there is 
still the entire nighttime to consider.  Thus, an hourly simulation of demand and PV 

























Figure 74: Figure demonstrating the logic behind 
the smart curtailment algorithm detailed in sections 





calculating grid losses.  Energy storage is sized such that it will always have enough 
available capacity to account for the diurnal supply-demand imbalance in addition to its 
sizing to account for variability at the daily interval and beyond.    
Mean radiation across the region is used in the following step to initially simulate PV 
production across the region.  We can use this mean radiation to simulate PV production, as 
under the intrinsic modeling assumptions an identical capacity of PV is installed at each 
node within the region.  As the user only specifies energy penetration and energy 
curtailment of PV, the model attempts to determine the exact PV and energy storage 
capacities required in order to fulfill the target load while still hitting the capacity and 
energy penetration targets when still taking into account grid and round-trip storage losses. 
This is done through a series of non-linear optimizations that scan the variable space for 
potential PV and energy storage capacities.  This process is detailed in the flowchart 
comprising Figure 74. 
Once PV and Storage are appropriately sized to meet the primary parameters specifying 
energy penetration and curtailment, baseload generation and backup generation serve to 
cover the difference (#baseload+backup) between the load target met by PV and storage and the 
total load.   
 
 





Under our definition, baseload must produce at the same exact level every single day.  
Under this operational assumption, a more variable load will result in a lower percentage of 











the load met by backup generation picks up the slack between the load target met by PV + 
storage and the baseload. 
 
 




7.2. Incorporating pertinent data 
Total energy demand across the region, Eregion is assumed to be the sum of energy demand 
E
!
 at each point !  within the region that was identified and isolated through the creation of 
the minimum cost electrical grid.  Radiation data for each point R
!
 within the specified 
regional bounds has also been isolated previously and we take the mean radiation Rregion for 
regional PV simulation purposes. 
 
 
!Total annual electrical energy demand across the specified region 
 





The loss function to account for energy generated by PV and transmitted across the grid, 
Lgrid{UPV} derived in the transmission portion of the model relies on three key parameters, &, 
&2 and S which vary based on the PV capacity penetration pcap., the ratio of total regional PV 
capacity CPV to peak regional demand capacity Cregion.  As the optimization portion of the 
algorithm loops through different values for pcap, it indexes the corresponding parameters 
feeding the grid loss function within a stored list relating them to capacity penetrations for 
which the transmission portion of the model has been run.   
 
 











































To this end, the grid-loss portion of the transmission model is operated at 10 discrete PV 
capacity penetrations ranging from 10% – 190%, and linearly interpolate between the values 
for &, &2 and S if the pcap in this portion of the model falls between those values.  Note that 
depending on load shape, PV capacity penetrations greater than 190% are required in in 
order to reach 100% energy penetration.  In the following sections, illustrative examples 
will be shown with 190% PV capacity penetration to highlight the operation of the model at 
these higher penetrations.  
7.2.1. PV-array specific parameters 
The economic parameters related to the PV simulation that can be changed by the model 
user are as follows: 
# PV array CapEx ( !
PV!CapEx
 ,$/W): default capital costs are set to $2/W, slightly higher than 
the global average for systems >100kWp for crystalline silicon 
# PV O&M ( r
PV ,op/cap
 , entered as a fixed% of CapEx/yr): default operation and maintenance 
costs are set to 0.5% of CapEx/yr 
The physical parameters that are related to the production of PV across the region are as 
follows: 
# PV lifetime (LT, no. yrs): default system lifetime is set to 30 yrs.128 
                                                   
128 IEA (2011). Methodology Guidelines on Life Cycle Assessment of Photovoltaic Electricity. International Energy Agency 





# PV derate factor ('DC/AC %):  default derate factor (i.e. the loss from DC(AC conversion in 
the inverter, cabling losses, system mismatch, soiling and shading, etc. ) is set to 85%. 
# System type: options for this include all options included in the solar radiation database: 
latitude tilt, latitude tilt +/- 15° and one-axis tracking.  The default is fixed-tilt at the latitude 
with an azimuth pointed towards the equator. The model will pull the appropriate radiation 










1!axis_tracking{ }  
 






The alterable lifecycle environmental 
parameters available ( !
PV!E
) are linked to cell 
technology and are drawn from Fthenakis et 
al.129 (2008). 
As the values from this paper represent a 
specific irradiation (1700 W/m2) and lifetime 
(30 yrs,), the values are scaled based on the lifetime energetic production of the array 
modeled –which in turn is dependent on the incident radiation of the site in question.  Any 
of the technologies detailed in Table 18 can be used in the model, with obvious room for 
expansion. 
In addition to these technical and economic parameters, two critical parameters that affect 
both the capacity of PV and the way in which it is dispatched are a specified value for 
                                                   
129  Fthenakis, V.M., Kim, H.C., Alsema, E. (2008) Emissions from Photovoltaic Life Cycles. Environmental Science & 
Technology, 2008, Vol. 42, No. 6, pg. 2168!2174. 
Table 18:  Global Warming Potential (GWP) of PV 
arrays predicated on a variety of cell technologies    
Technology 
GWP 
 1700 W/m^2,   










energy penetration across the region (pen) and for the amount of energy curtailment cen.  The 
energy penetration parameter is relative to the total regional load and the energy 
curtailment parameter is related to the total amount of PV energy that is generated. 
7.2.2. Backup and Baseload generation-parameters 
As the model in it’s current iteration includes the possibility to alter PV energy penetration 
on the grid, there exist many days when the load is not entirely met by PV + storage.  On 
these days, both backup (dispatchable130) and constant (always on) baseload generation 
make up the difference.  At very high PV penetrations, baseload generation is no longer 
possible and only backup generation is dispatched (as there exist days where 100% of the 
load is met by PV + storage.)   
An internal database of economic, environmental and operational characteristics of 
‘conventional’ generation options has been created whereby the user of the model can select 
a specific backup generation option to fulfill the variable energy needs not met by PV + 
storage while a chosen baseload generation option meets the maximum part of the load that 




Table 19:  Backup and Baseload GenerationSpecific Generation Parameter Choices  
                                                   
130 By dispatchable, it is meant a generator which can be turned on or off at the behest of power grid operators.  




















GWP132:           
g CO2-
eq/kWh 
NGCC            
(Natural Gas 
Combined Cycle) 
0.9 1.42 3.44 4.45 50.20 364.69 




3.09 3.44 4.47 5.56 40.27 760.22 
PC134             
(Pulverized Coal) 
4.09 5.68 7.22 1.47 38.05 1043.06 
Nuclear135 5.5 9.3 5.80 0.95 -- 62.5 
Hydroelectric 2.94 1.41 0 0 -- 21.83 
 
While any of the technological options described in Table 19 can be chosen by the user to 
represent either baseload power generation or backup energy generation, it is important to 
note that certain generation technologies are not conventionally dispatchable (nuclear, for 
example) and thus should not be used as the backup generation choice.  When the model is 
operated in the context of this thesis, we use IGCC as the backup generation choice and PC 
as the baseload choice.  As these two technologies are both in the upper range of lifecycles 
emissions amongst available technologies, we also run sensitivity analyses to show how the 
relative costs of grid electricity and its corresponding emissions profile changes with 
technological choice.  
7.2.3. Storage Technology-specific -parameters 
                                                   
131 Economic values all come from the report: “Cost and Performance Baseline for Fossil Energy Plants” Revision 2a, 
September, 2013, National Energy Technology Laboratory (NETL/DOE).  They are verified with latest (April, 2013) 
report “Updated Capital Cost Estimates for Utility Scale Electricity Generating Plants” from the U.S. Energy 
Information Administration.  Note that the environmental impacts of conventional fossil generation represent only 
the impacts resulting from fuel burning and not life-cycle impacts while for hydroelectric, nuclear, and solar they 
represent life-cycle costs. 
132 Life-cycle environmental parameters come largely from the DOE study cited in (6) but for nuclear, they come from 
“Life-Cycle Energy Balance and Greenhouse Gas Emissions of Nuclear Energy in Australia” Integrated Sustainability 
Analysis, The University of Sydney, Australia, 2006. 
133 Values for IGCC represent a mean of values for a dry-fed Shell gasifier, a slurry-fed, two-stage CoP gasifier and a 
slurry-fed, single-stage GEE gasifier. 
134 Values for PC represent the mean of values for subcritical and supercritical pulverized coal plants.  Environmental 
values represent the GWP for an equal mix of both black and brown coal. 





There are few commercially viable storage technology options that can economically 
operate at the timescales of 1 day and beyond explored in this thesis.  Only compressed air 
energy storage (CAES) and pumped storage hydroelectric (PSH) meet this technical 
criterion and PSH is by far a more developed and utilized technology.  Therefore, the 
default costs and operational parameters all reflect the mean costs for PSH.  Paralleling the 
approach taken with the other energy generating technologies included in the simulation 
environment, the important economic parameters for calculating the economic and 
environmental impacts of storage are: 
# Storage CapEx ( !
storage
 $/W): default capital costs are set to $67.5/kWh of storage capacity, 
reflecting the mean costs for pumped hydroelectric storage from the Electricity Storage 
Association. 
# Storage O&M ( r
storage ,op/cap
% of CapEx/yr): default operation and maintenance costs are set 
to 0.5% of CapEx/yr. 
The important technological parameter linked to performance of PSH is: 
# Storage R/T efficiency: ( 'storage %): default round-trip efficiency for PSH (indicative of 
losses due to friction and evaporation throughout the system) is set to 80%. 
The life cycle environmental impact has been studied for PSH in Switzerland (the country 
with the most PSH in Europe due to its topography.136)   
                                                   
136 Source: Torres, O. (2011) “Life Cycle Assessment of a Pumped Storage Power Plant,” Norwegian Institute of 





Storage GWP (gCO2-eq/kWhserved):  10.8 is the default value for PSH and is relative to the energy 
flow out of the storage facility. 
It is noted that amongst storage technologies, this cost is quite low ($67.5/kWh) and that 
furthermore, PSH cannot be installed in every geographic zone in the world (requiring a 
large elevation change as a prerequisite.)  Hence, in our results chapter, we operate the 
model using a $125/kWh price point, at the upper end of the price range for CAES and PHS 
and the lower end of the price range for NaS battery facilities.   
7.3. Simulating Demand: Load type 
 
Figure 75: Demonstration of 3 different load profiles across 10 years for the region spanning 500km around Los 
Angeles, CA: (a) Flat (c) Seasonal and (e) Tracking. Also demonstrating each load shape’s corresponding scaled 
relative absolute error profiles (RAE.)  These profiles reference deviations between load shape and the temporal 
shape of the regional solar resource.  Normalized RMS deviations, also with respect to the region-wide solar resource 
are displayed on each. For more detail on how these are calculated, see Eqs.  28, Eqs.  29 and Eqs.  30 below. The error 
profiles and NRMSD in concert give a rough indication as to how well fitted the given load shape is to the solar 
resource.  The higher the NRMSD, the greater the expected supply/demand imbalance between PV generation and 
load and hence the higher the expected costs inferred by employing strategies to cope with it. 
The three primary load types (flat, seasonal and tracking) are simulated based on both the 
regional electrical energy demand Eregion and the regional mean radiation profile, Rregion.  A 
series of plots showing these 3 different load types generated spanning a 500 km region 
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around Los Angeles, CA over the course of 10 years and their errors relative to the mean 
solar resource profile (as NRMSD) for this same region are displayed in Figure 75.  
In the following sections, we discuss the way in which these loads are generated and the 
conceptual rationale behind their use.  It is important to note that none of these 3 load types 
are load types that would be encountered in practice.  The 3 load types are defined to frame 
the costs incurred by using variability-mitigating solutions to meet them in conjunction 
with PV.  PV + storage + curtailment must meet these load targets 100% of the time in the 
model so their shape is important in determining the quantity of storage required and the 
way in which curtailment is performed.    
7.3.1. Flat Load 
This demand profile is completely unmoving on a day-to-day basis and can be thought of 
as equivalent to a long-term baseload and providing this output profile with PV + storage 
thus represents a ceiling of sorts for the costs thereof.  The rationale behind the flat load 
stems from the following question: “what does it take to transform the highly variable 
output expected from a single PV generator into a completely flat output profile (equivalent 
to that expected from a baseload generator)?”  Meeting this load with PV + storage is 
equivalent to overcoming the effects of all solar resource variability, both stochastic and 
deterministic.  The magnitude of this flat load on a daily basis Eflat,i is such that on an annual 
basis, the sum of all the demand equals the electrical demand for the entire region Eregion, a 
relationship demonstrated in Eqs.  28. We calculate the relative fit –to the radiation data—for 











































region( )!min Rregion( )
 
 
!Flat radiation profile equivalent to regional mean 
 
 
!Scaling factor  
 
 




! RMS Deviation between flat radiation profile and actual 
radiation profile normalized by range of regional radiation 
Eqs.  
28 
7.3.2. Seasonally Variable Load 
The seasonally variable load is one in which demand changes on a daily basis to match the 
seasonal profile of the solar resource—higher in astronomical summer and lower in 
astronomical winter.   The rationale behind the seasonal load is the following: what does it 
take to transform the variable output from a typical PV plant into an output profile that is 
seasonally varying? Ostensibly less in terms of storage than when meeting the flat load as 
storage no longer needs to be sized to overcome the seasonal imbalance.  Meeting this load 
is equivalent to overcoming only the stochastic component of solar resource variability at 
this timescale.137  
We show the mathematical approach to generating this load shape in Eqs.  29.  First, the year- 
day ( !
i
! 1 : 365{ } ) for each date i within the analytical timeframe T (in number of days) 
spanning the extent of the solar radiation database is indexed.  Next, the algorithm creates a 
set of time indices within the existing database {Bi} that share the same year-day: If the year 
day corresponding to i is 1 (Jan 1st,) the indices referencing all Jan 1st of every year in the 
database will be added to Bi .  Next, the algorithm takes the arithmetic average of regional 
                                                   
137 At timescales of 1-day and beyond, the seasonal trend is the only significant deterministic component present to 
the variations experienced by the solar resource.  By defining our load shape to match this profile, the storage needed 
in conjunction with PV to meet it no longer needs to overcome the imbalance engendered by the seasonal trend and 





radiation across these sets of matching year-dates. The value of this smoothed radiation 
profile Rseasonal,0 for all Jan 1sts will be the average across all Jan 1sts within the dataset and so 
on.  Next, each value in this inter-annually-smoothed radiation profile is further smoothed 
with a +/- 15 day rolling mean, a process that is looped 10 times.   Finally, the resulting 
profile is then scaled using a parameter ) such that the final seasonal load profile Eseasonal is 
equivalent to the total demand for the spatial region over the same time period covered by 
the radiation database T.   
!
i
=DN i( ) , ! ! 1 : 365{ }
B























































!Determining year-day number (1-365) 
 
!Set of matching year-day numbers across the 10 year dataset 
 
!Mean radiation across matching year-day numbers 
 
 
!Seasonal radiation profile: 31 day moving average of radiation 
looped 10 times over 
 
 
! Scaling factor 
 
 
! Seasonal load 
 
 
! RMS Deviation between seasonal radiation profile and actual 
radiation profile normalized by range of regional radiation 
Eqs.  
29 
The fit of this load profile to the regional solar resource—as evidenced by lower NRMSD is 
better than the fit between the flat load and the solar resource.  This relative fit of the load to 
the solar resource (and by proxy, the aggregate regional solar PV output) gives an 
indication of the relative amount of energy storage required to correct the imbalance 







7.3.3. Tracking Load  
The resource-tracking load type is modeled as a quadratically weighted function of the 
solar resource of the previous 30 days (essentially, a persistence algorithm.)  The rationale 
behind the tracking load is the following: what will it take to transform the variable output 
from a typical PV plant into an output profile that is completely predictable (on a day-
ahead basis) by electric utilities and system operators?  Meeting this load target with PV 
and storage is equivalent to overcoming variability that is unpredictable by a very simple 
statistical forecasting model.  Each day’s demand in this timeseries is a weighted sum of the 
past 30 days’ solar resource where the relative weights follow a quadratic decay from day i-
1. It is to be noted that the best solar resource forecasting models have an RMSE an order of 
magnitude lower than the one represented by this load.  However, amongst the three load 
types studied in the context of this dissertation, the tracking load has the lowest RMSE and 
NRMSD with respect to the solar resource as demonstrated in Figure 75.  It is interesting to 
examine the production of this type of firm output with PV + storage because meeting it is 
intended to represent a lower-bound for the costs incurred by only representing the costs of 
dealing with un-predictable variability.   
In future studies, this simplistic statistical tracking model could be replaced with a best-of-
class forecasting model on this timescale.  The operational simulation of this load is detailed 
in the Eqs.  30: %max represents the maximum lag (set to 30 days in this case), wn are the set of 
weights while j,k and p are the exponential parameters to the weighting function. A tracked 
radiation profile Rtracking is generated by applying these calculated weights to the mean 
radiation across the region Rregion.  The best possible values for j,k and l are arrived at 





radiation profile and the tracked/forecasted profile.  Finally, as with the seasonal load, a 
scaling parameter $ is determined to generate the tracking load profile Etracking such that it’s 
sum equals the sum of the regional load (which is pulled into the model as annual sum) 















































































!Tracking radiation profile estimate 
 
 




! Scaling factor 
 
 
! Tracking load 
 
 
! RMS Deviation between tracking radiation profile and actual 
radiation profile normalized by range of regional radiation 
Eqs.  
30 
7.4. PV Simulation: Determining Appropriate PV Capacity 
After all pertinent parameters and specifications detailed in section 7.2 are selected by the 
user and imported into active memory and the load type #load is chosen and simulated; PV 
production can be rapidly estimated.  PV energy penetration, pen helps directly define the 

















!Selecting load type from among 3 options 
 
!Target load to be met by PV + dispatched storage 
Eqs.  
31 
                                                   







Consider this target load be a firm energy target that utilities and system operators would 
be confident in relying upon 100% of the time.  The first goal of the model is to determine 
the exact PV capacity that in conjunction with storage will meet this specified load target 
100% of the time (thereby achieving the targeted energy penetration) while simultaneously 
accounting for all energy lost in the process-through planned curtailment as well as 
resulting from storage and transmission inefficiencies.   
In order to do this, the algorithm makes a first estimate of required PV capacity (CPV) to 
achieve the targeted energy penetration specified by the user and thereby generates a 
corresponding timeseries representing aggregate regional PV generation, GPV_initial.  In the 
formula below (Eqs.  32), Rregion corresponds to the regional mean radiation at the orientation 
chosen by the user and CPV will change its temporal shape according to the array type 
chosen by the model user. A scaling parameter, F1, will allow us to  scale CPV in order to 
account for the aforementioned energy lost from curtailment and system inefficiencies in a 
non-linear optimization procedure (necessary because of the non-linear nature of the losses) 



































!Initial estimate of regional PV generation 
Eqs.  32 
 
Next, an estimate for PV capacity penetration is calculated in order to index the parameters 























,S{ }# Lgrid UPV{ }
 
 
!Estimating regional PV capacity penetration 
 
 
!Drawing grid-specific parameters based on estimated 
regional PV capacity penetration 
Eqs.  33 
 
This grid loss function specific to the region under investigation was derived in the 
previous chapter to be a function of daily aggregate PV capacity factor across the same 
region, UPV,i .  We apply these grid-specific losses first because conceptually, they go hand-
in-hand with taking regional mean radiation as indicative of aggregate regional PV 
production. These losses are applied to determine the PV production after grid losses are 
taken into account GPV,after_grid_loss but before curtailing has taken place.  The loss function 
accounts for the increase of stresses and losses on the transmission grid as the aggregate 
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!Estimating daily region-wide PV capacity factor 
 
!Region-wide PV production after transmission losses 






7.5. Initial Curtailment and Storage Dispatch estimates. 
The smart curtailment strategy outlined here is a simple one:  curtail excess electricity only 
if storage is full.  PV generation always serves the load first.  If there is a deficit, it is met by 
storage.  If there is surplus PV generation, this surplus energy goes into storage unless it is 





When there is no curtailment occurring whatsoever, the required charging/discharging 
profile of a storage facility working in conjunction with this PV output would be of the 
following form (Eqs.  35), which is henceforth referred to as *—essentially, the difference 
between PV production after grid losses are taken into account and the target load in units 
































!Charge-discharge profile to be met by storage 
 
 
!Curtailment of surpluses based on F2 factor and 
region-wide load target. 
!Charge/discharge profile of storage after curtailment 
!Charge/discharge profile of storage after round-trip 




If *i is greater than zero, this indicates a surplus in PV electricity generated for the day 
relative to the load it is attempting to meet and vice-versa.  To any surpluses, we make a 
first estimate at curtailment using a curtailment factor, F2 and generate a timeseries 
(GPV_after_curtailment ) representing aggregate PV generation after it has been curtailed.  Note 
that this is not in any way the final curtailment strategy and is just done on this temporary 
basis so the model can determine an appropriate estimate for PV capacity.  Finally, we must 
account for the storage-round trip efficiency ( 'storage ), which we—just like for the 
curtailment—only apply to the curtailed surpluses.  
G























!PV generation after curtailment 
 
!PV generation after curtailment + storage R/T efficiency losses 
 
!Estimated PV energy penetration will not equal target PV 









It is clear that even in the simplest of possible cases, where the capacity scaling parameter F1 
and curtailment factor F2 are both equal one, that the load representing PV generation after 
grid and storage-specific losses are taken into account (GPV_after_s&c ) does not match the 
initially specified energy penetration target, and this is before even accounting for any 
potential curtailment.  This is an indication that the initially selected capacity chosen for CPV 
was not large enough.  Because the grid-loss function Lgrid{} changes it’s behavior based on 
PV capacity penetration and its response is nonlinear with respect to daily PV capacity 
factor (our proxy for grid utilization), we approach the determination of the appropriate 
































































































"Non-linear optimization to determine F1,2 parameters that match the 
targeted energy penetration and curtailment level. 
"Calculation of PV capacity that will be large 
enough to support specified curtailment, grid 
and storage losses and still meet targeted energy 
penetration 
 
The optimization procedure is detailed in Eqs.  37.  In short, we try to minimize the RMS 
errors between the targeted energy penetration pen and curtailment cen and their true values 
in practice by altering the two scaling parameters, F1 and F2.  As we are optimizing two 
variables simultaneously, and are presented with a non-differentiable solution-space, we 
use the optimization algorithm best suited to this task: Nelder and Mead (1965). This gives us 
an accurate estimate for the PV capacity CPV required given the user specifications of 
penetration and curtailment.139 
                                                   






















!Storage state of charge profile 
 





By taking the cumulative sum +storage of the final storage charge/discharge profile *final, we 
get an estimate for the required storage energy capacity necessary to cope with the 
charge/discharge profile required by the temporal nature of the aggregate PV production 
in order to meet the load target.  As some values of +storage will be negative (and a storage 
facility cannot hold negative capacity), in order to determine the required energy storage 
capacity, Cstorage,en we must shift this timeseries by its minimum. 
 
Figure 76: Demonstrating the (a) Storage charge (blue)/discharge profile (red) for an arbitrary location when meeting 
a flat load in conjunction with PV and zero curtailment. Note that apparent overlapping between charge and 
discharging is an artifact of line thickness.  In reality, there is no overlap between charging and discharging. (b) 
Cumulative charge level –the cumulative sum of (a), otherwise known as the storage facility’s state of charge.  
Required storage capacity based on maximum cumulative charge level is highlighted. 
In Figure 76 above, we show both the storage charge/discharge profile #final for PV meeting 
a flat load and no curtailment at all and on the right, the shifted storage loading profile 
+storage - min(+storage) whose maximum defines the size of the storage facility required to meet 
these daily ramps.  As can be seen, relative to the daily flux, the storage capacity is two 
Cumulative Storage Charging 
time 
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orders of magnitudes larger.  This is because in order to meet a flat load in conjunction with 
PV, the storage must be able to overcome the natural seasonal variability of the solar 
resource. By smartly curtailing the PV generation at certain times, we can affect the net 
charge/discharge profile of storage such that it’s required size is greatly reduced.  Of 
course at a certain point, the costs linked to oversizing PV eventually catches up to the 
reduction of storage costs. 
7.6. Smart Curtailment  
Our capacity estimate for PV (F1CPV) having been robustly estimated, we move on to the 
task of curtailment.  The most intuitive way of thinking of curtailment is in a threshold 
sense: if output rises above a certain level, we start throwing out all electricity.  However, as 
the charge/discharge profile of storage !
final ,i
 required to meet the load !
load ,i
 in conjunction 
with aggregate regional PV output G
PV ,after _ grid _ loss ,i
 is dependent on this profile, it is important 
to be more intelligent about this approach—as the chosen strategy can have a great effect on 
required storage size.  
The smart curtailment approach is actually quite simple and is detailed in the series of 
equations below (Eqs.  39.)  First, an estimate is made for ideal storage capacity: ,.  This 





















































!Surplus/deficit timeseries of PV energy generation with 
respect to load target  
 
!Storage R/T efficiency applied to surpluses 
 
!If no available capacity (, is a capacity estimate) remaining in 
storage, excess is curtailed: modifies surplus/deficit timeseries 
 
 
!Correction for Storage R/T efficiency  
 





In short, for each day i, if the storage facility is fully charged, any excess electricity 
generated by the PV that would have exceeded this capacity is curtailed.  Algorithmically, 
we determine if the storage facility is fully charged by calculating how much energy would 
have been added to the storage facility (*i) if we did not have a capacity limit and 
determining if the cumulative sum up to that point—an indication of the storage facility’s 
charge level—is greater than the energy storage capacity defined by ,.  If it is, the surplus 
for that day is curtailed so that the cumulative sum at most matches the storage charge 





















































!Nonlinear optimization across Eqs.  39 for ideal 
storage capacity , which leads to a perfect match of PV 




Using another non-linear optimization determined to minimize the RMS error between the 
energy curtailment determined by the storage energy capacity choice , and the targeted 
energy curtailment cen, we make a robust estimate for Cstorage,en that will be able to meet our 
needs.  If the optimization procedure can bring convergence to zero, then the energy 





for curtailment losses has already been determined in the previous step by honing on the F1 
parameter.  Because we are only optimizing in one dimension in this case (for ,), we use a 
more appropriate optimization algorithm from Brent138 (1973.)  This algorithm uses a 
combination of successive parabolic interpolations and a golden section search to converge 
upon the target. 
7.7. Improved Storage Sizing Accuracy 
This storage size, optimized by converging to , in the previous section, is an estimation of 
the minimum storage size possible necessary to in conjunction with PV attain a pre-
determined load target 100% of the time.  In essence, it is sized to overcome all variability 
introduced by variability of the solar resource on the timescales of day-to-day and greater.  
However, a pertinent question would be to ask whether this storage facility is sized large 
enough to meet the worst-case diurnal imbalance between PV output and load target?   In 
order to answer this question, we must—as we did for transmission losses—simulate PV 
production and load on an hourly basis in order to ascertain what the worst-case diurnal 
imbalance scenario looks like and how much capacity we need to add to the storage to 
account for this. 




!1( ) < h < 13+ 12 Hi !1( )"GPV ,after _curtailing ,h =
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41 
"Hourly (h) PV production profile estimate based on number of hours between sunrise and sunset Hi calculated from mean 
regional declination via the CPRG model. 
 
As before, we simulate hourly PV production GPV,after_curtailing as a function of the daily total 





given the average regional declination.  The load target is simulated on an hourly basis 
based on two assumptions.  The first is a range of the daytime peak to nighttime mean 
demand ratio, {-range}. This range is set as a default from 1:1.1 to 1:1.3, a conservative 
estimate based on a quick observation of hourly NYISO demand data over the course of a 
year.  The second is that demand will peak at 3 pm (a lag of 3 hours relative to the solar 
resource peak.) As peak loads are most-often AC-driven, which in turn is heat-driven and 
solar-resource driven, we assign the highest range to the day with the highest regional solar 
























range ,1( )+ !range ,1
 
!Daytime peak to nighttime mean load ratio 
default range.  
 
!Daily peak to nighttime mean load based on 




However, in some peak cases, the daytime peak to nighttime mean ratio can be much 
greater, especially in AC-driven demand peaks that are driven by high temperatures from 
corresponding high solar resource.  Thus, the basic -day/night assumption likely overestimates 
storage needs on these days.  We define hourly load .h as such, where h is the hour of the 
day (1:24) and %h ,!h are intermediary parameters that facilitate the representation of this 


































































!1( )!h +1() +,
 
 
!Intermediary shape parameter 1 for estimation 
of hourly load target from daily total  
 
 
!Intermediary shape parameter 2 for estimation 
of hourly load target from daily total  
 
 
!Intermediary scaling parameter for estimation 
of hourly load target from daily total  
 








Our daily deficit *defecit,i that must be met by dispatched storage is determined by the sum of 
all energetic deficits where hourly PV production is under hourly-simulated demand (the 
nighttime.)  The maximum nighttime imbalance over the entire simulation period is what is 
used to define the margin Mdiurnal we must add as a failsafe to the optimal storage capacity , 

























!Hourly surplus or deficit of PV generation relative to load target 
 
!Total target load deficit for each day 
 
!Required diurnal storage capacity buffer 
 
!Total required storage capacity: ideal storage capacity from Eq.  
40 + calculated diurnal buffer 
Eqs.  
44 
We show graphically the #deficit in the plot at 
right for a given day.  The hourly-simulated 
regional PV output is in blue while the 
simulated regional demand is in red. 
Correspondingly, load directly served by PV 
output is highlighted in blue while hourly 
deficits are highlighted in red. By adding 
Mdiurnal as a size buffer to the total required 
storage capacity, the algorithm ensures that 
there is always enough dispatchable energy 
available to meet this nighttime deficit. As the 
day displayed is a low-production day, the day peak/night load ratio is closer to 1.1 than 
its maximum at 1.3. 
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Figure 77: Hourly simulation of load (red line) and 
PV (blue line) for a given day based on their 
respective daily values. Minimum storage capacity 
available to overcome the diurnal intermittency is 
represented by the red shaded area.  Equivalent on 
average to approximately 13 hours of additional 






In this way, even if the algorithm determines that through the effect of smart curtailment 
there is no longer any storage capacity required to deal with variability at timescales greater 
than day-to-day, we ensure we have enough storage capacity available to meet the day-
night shift.  As potential ramps from resource variability at sub-daily timescales are all 
energetically smaller than the energetic deficit resulting from the diurnal shift, adding this 
safety margin also ensures that we are sizing the energetic capacity Cstorage,en of our storage 
facility large enough to meet variability on all timescales.  
7.8. Backup Dispatch and Baseload Generation 
Now that the algorithmic simulation of PV generation in conjunction with smart 
curtailment and the operation and sizing of the energy storage facility is complete, we move 
on to the dispatch of both baseload-specific and backup generation.  The load left over after 
PV and storage are dispatched is the difference between the PV-penetration defined fixed 












Our definition of baseload generation Gbaseload is such that it has to produce a completely flat 
output from day to day.  Its daily energetic production is thus limited to the minimum of 






















Its power capacity (Cbaseload) , assuming it produces a flat output on an hourly basis as well is 
thus very simple to calculate as shown in Eqs.  46.  Finally, the variable generation Gbackup is 
dispatched and its profile seeks to meet the remaining load that has not yet been met by PV, 






















Under the assumption that the remaining demand to be met by backup generation follows 
the same maximum daytime peak/nighttime demand ratio as was used in the hourly PV 
simulation in the previous section, we add a margin to the required power capacity of the 
backup generation to account for this.  
7.9. Applying Costs: The LCOE and LCE calculations 
After the generation profiles and required capacities for each technology involved in the 
simulation are robustly estimated, we bring everything together and calculate costs on a 
lifecycle basis.  We first pull in the capital and operating costs ($/WPV, $/WPV/y) related to 
each the transmission grid outlays and the corresponding gCO2-eq/kWh LCA costs.  To 
simplify the formulas below, we are using ! and !  to represent economic capital and 
operating costs, respectively.  Meanwhile, ! and! stand in for environmental LCA capital 
and operating costs (linked to fuel usage, if applicable.)  As the grid-specific costs are tied to 
PV capacity penetration (due to the presence of existing transmission capacity and right-of-




























!Extracting grid-specific economic and environmental cost 
parameters based on PV capacity penetration 





We define the LCOE and LCE of the entire system as such, where r is the discount rate, Y is 
the lifetime over which we are levelizing and t! {0:Y} is the year in question.  The model 













































"Calculation of total system-wide 
levelized cost of electricity  
"Calculation of total system-
wide levelized environmental cost 
 
 
Capital costs are all expected to be incurred in year t = 0 and thus for CapEx-heavy 
technologies like PV and required storage, levelizing the cost in this way can make the 
electricity produced thereby look disproportionately expensive. We first tackle capital costs 
for year 0 as such.  Aside from !
grid ,total
, which is specified as $/WPV and ! storage , which is 
specified as $/kWh of required storage capacity, each of the constituent capital cost 






PV( )CPV + ! storageCstorage + !backupCbackup + !baseloadCbaseload
 
!First year of cashflow (yr. 0) 






























































!Annual backup fuel + operating costs ($) 
 
!Annual baseload fuel + operating costs ($) 
 
! Annual storage operating costs ($) 
 
! Annual PV operating costs ($) 
 
! Annual transmission operating costs ($) 
 




In the set of equations below (Eqs.  51), rop/cap,storage and rop/cap,PV are the CapEx-to- annual OpEx 
ratios specified by the user.  As both baseload and backup come with fixed (relative to 
installed capacity) and variable OpEx (relative to energy generated), we reference their 
respective capacities and mean annual generation (Cbackup,Cbaseload,Gbackup ,Gbaseload ) to obtain 
these pertinent costs. Environmental costs !  for the transmission grid and the PV itself are 
both linked to PV capacity and accrue in the first year, upon installation. Every generation 
technology has environmental costs at the outset based on construction material utilization 


















!Initial transmission grid environmental costs (g CO2-eq) 
 
!Initial PV environmental costs (g CO2-eq) 
 




Note that PV environmental burdens (represented herein by lifecycle carbon emissions—
LCE) are specified for a location receiving 1700 kWh/m2/yr with a performance ratio of 0.8, 





values in grams of CO2-eq total.  Next, we demonstrate the calculation of environmental 








































!Annual storage environmental costs (g CO2-eq) 
 
!Annual backup environmental costs (g CO2-eq) 
 
!Annual baseload environmental costs (g CO2-eq) 
 




Storage environmental costs are specified on a per-kWh-dispatched basis, so we must 
calculate the daily mean dispatchment as a proxy for this value. Backup and baseload 
annual environmental costs are relative to the energy dispatched by each, respectively.  










This value represents the expected annual load met by the combination of curtailed PV, 












8. Operation of the Model: Primary Findings 
The primary goal in mind when creating and operating the model was to determine the 
ideal combination of supply-side solar resource variability solutions when in combination 
with PV generated electricity purport to add the least to the total grid-wide levelized cost of 
electricity.  While increasing penetration of PV on the grid will decrease the global warming 
potential of electricity generated thereby, these supply-side variability solutions come with 
their own additional environmental costs, particularly curtailment—which, while highly 
economically advantageous proportionately increases the environmental lifecycle costs 
associated with PV (if the curtailed electricity is not subsequently utilized.)  
The bottom line is that with an ideal combination of distributed PV ($2/Wp), storage 
(Pumped Hydro costs @ $68/kWh), PV generation curtailment (32%) and transmission 
capacity upgrades (HVDC bipole @ $289.97/MW/km), the US can meet 100% of its annual 
electrical demand at an LCOE of $0.19/kWh.  This number reflects the costs needed to meet 
a completely flat load, unchanging from day to day.  If load is modeled as seasonally 
varying, the costs associated with meeting this demand under the same assumptions find a 
minimum at $0.147/kWh. 
 The most interesting finding came as a surprise: smart curtailment is by far the most 
universally cost effective supply-side strategy in terms of reducing the total LCOE of PV-
generated and storage-smoothed electricity.  Geographic dispersion and interconnection at 
the scales studied (up to 3000 km in the case spanning the entire continental United States,) 
also has the potential to reduce costs significantly, although this reduction is dependent on 





With zero interconnection around Los Angeles, CA, PV+storage can meet a completely flat 
load profile at 100% regional energy penetration and an LCOE of only $0.16/kWh through 
an optimized energy curtailment of 36% total PV energy generated.  This is despite the 
marginal increase in the LCOE from oversizing PV.  When the same scenario is run without 
any curtailment whatsoever, the LCOE of distributed PV + storage is 356% higher at 
$0.74/kWh.   By curtailing at the optimal level, the LCOE of PV + storage is thus reduced 
by 78%, and this is for meeting a completely flat load profile!   
By contrast, consider the following example: if we keep the curtailment fixed at 0% and 
interconnect PV across a 2500km radius around New York, NY, we reduce the total LCOE 
of meeting a flat load in conjunction with PV+storage across the region by 37% from 
$1.10/kWh to $0.705/kWh.  However, if we curtail PV generation at the optimal amount of 
36% across this 2500 km region, we can reduce the LCOE of PV+storage for meeting this 
same flat load by a further 67.7% to $0.228/kWh.  Through this optimal combination of 
curtailment and interconnection strategies we yield a 79.3% reduction in LCOE.  The 
downside is with respect to the LCE of the electricity generated thereby. For a scenario 
where there exists no interconnection around NYC and no curtailment, the LCE of PV and 
storage using mc-Si cell technology is a mere 47 g CO2-eq/kWh.  With PV distributed 
evenly about the ideal interconnection radius of 2500km around NY in combination with 
the ideal curtailment of 36%, we nearly double the LCE to 89 g CO2-eq/kWh, signifying a 
clear tradeoff.   
In the following sections, we will discuss the range of studies undertaken using the model 






As the model in its entirety is coded in the R programming language, we can easily employ 
it to comprehensively scan the potential variable-space of load shape, PV energy 
curtailment, PV energy penetration and interconnection region in conjunction with each 
other to determine the effect each has on LCOE and LCE delivered by PV and by the 
electrical grid as a whole.    All in all, 14,300 separate simulations have been performed in 
the context of this thesis covering the ranges specified below for these important variables: 
 3 load type variations (completely flat, seasonal, tracking) 
 13 energy curtailment level variations for flat load (0-48% in steps of 4%) 
 21 energy curtailment level variations for seasonal and tracking loads (0-40% in steps of 2%) 
 20 energy penetration level variations (5-100% in steps of 5%) 
 13 distinct spatial regions across which to interconnect: 
o 6 radii about Los Angeles, CA (0km, 500km, 1000km, 1500km, 2000km, 2500km) 
o 6 radii about New York, NY (0km, 500km, 1000km, 1500km, 2000km, 2500km) 
o 1 region spanning the entire continental United States with a buffer of 2° on all sides. 
In so doing, approximately 5.8 GB of material including nearly 60,000 unique plots has been 
generated—demonstrating the dispatch of each of the simulated generation sources 
including storage, the structure of the spanning electrical grid, and both the nominal and 
relative cost profiles thereof.   
In following sections, we will select only the most pertinent, illustrative examples in order 
to demonstrate the relative effect of geographic dispersion + interconnection, curtailment 
and energy penetration on the aggregate LCOE and LCE electricity generated thereby.  
Furthermore, it is impossible to isolate the effect of any of these variables as in a vacuum 





Baseline costs and technological choices for all generation technologies, storage and the 
transmission that are detailed in Chapters 6 and 7 are kept fixed throughout each of these 
scenarios.  
8.2. The Influence of Load Type 
Of the 3 load types analyzed, the completely flat load is least synergistic with the solar 
resource, as indicated by its NRMSD. In Figure 78 below, we demonstrate these loads and 
their respective errors relative to the solar resource for a region spanning the entire 
continental U.S. and a 2° buffer.  
 
Figure 78: Demonstration of 3 different load profiles across 10 years for the region spanning the entire CONUS 
region: (a) Flat (c) Seasonal and (e) Tracking. Also demonstrating each load shape’s corresponding scaled relative 
absolute error profiles (RAE.)  These profiles reference deviations between load shape and the temporal shape of the 
regional solar resource.  Normalized RMS deviations, also with respect to the region-wide solar resource are 
displayed on each. For more detail on how these are calculated, see Eqs.  28, Eqs.  29 and Eqs.  30 in section 7.3. The 
error profiles and NRMSD in concert give a rough indication as to how well fitted the given load shape is to the solar 
resource.  The higher the NRMSD, the greater the expected supply/demand imbalance between PV generation and 
load and hence the higher the expected costs inferred by employing strategies to cope with it. 
 
The more the load matches the solar resource, the lower the costs of dealing with resource 
variability are expected to be.  Thus, the relative NRMSD of each load type gives an 
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indication as to the relative LCOE of PV + storage needed to meet it in conjunction with the 
solar resource.  Changing the load type changes what the costs needed to meet it represent.  
The costs associated with meeting a completely flat load in conjunction with PV and 
associated variability solutions represents the cost of overcoming all resource variability, 
both stochastic day-to-day and deterministic (seasonal) variations.  The costs associated 
with meeting the seasonal load are intended to reflect the costs of overcoming just the 
stochastic variability inherent in the solar resource.  Finally, the costs associated with 
meeting the tracking load are intended to reflect the costs that would be incurred by 
overcoming the remaining variability in the solar resource around a simple prediction 
model. 
8.2.1. Summary of Results 
In a series of stacked bar plots below, we show cost comparisons in terms of total 
continental US-wide LCOE between the three load types at two distinct PV energy 
penetrations: 10% and 100%.  We demonstrate the influence of curtailment by showing how 
these costs differ at the ideal cost-minimizing curtailment level vs. a 0% curtailment level.   
The first in this series of figures, Figure 79, demonstrates the entire grid-wide LCOE at 10% 
PV penetration across the US for the 3 different load types at both zero curtailment (plot at 
right) and ideal140 (cost-minimizing) curtailment levels (plot at left.)  Several effects are 
apparent from this comparison.  First, with zero curtailment, there is an enormous 
difference in the marginal LCOE of storage required (blue segments of Figure 79) between 
the load types.  Meeting a flat load target with PV + storage (and no curtailment) requires 





seasonal load and over five times the storage capacity required when meeting a tracking 
load.   
 
Figure 79: Effects of curtailment and load type on total LCOE (relative to total region-wide load) at 10% regional PV 
energy penetration. The left plot displays this LCOE cost distribution at ideal LCOE-minimizing curtailment levels 
and the plot on the right displays this LCOE cost distribution separated by load type at 0% PV energy curtailment.  
All reference the CONUS region.140  
This storage-size-influenced difference between the load types disappears nearly entirely 
when is optimized for cost savings as demonstrated in the plot at left.  Essentially, 
curtailment is doing the job of storage at a much cheaper rate.   
The other noticeable difference between the load types is the marginal LCOE and therefore 
amount of backup generation dispatched.  In the completely flat load scenario, all demand 
outside of that provided by PV and storage is provided by baseload.  As the seasonal load 
(and the tracking load, even more) are more variable, it logically requires a corresponding 
greater degree of variable generation.  The bottom line here is that even for meeting a 
completely flat load with PV + storage, at 10% PV energy penetration across the united 
states, the total grid-wide LCOE is only $0.069 at ideal curtailment levels.  
                                                   
140 Ideal (LCOE-minimizing) curtailment levels for this scenario are: 32% for the flat load, 12% for the seasonal load 
and 8% for the tracking load. 
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Figure 80: Effects of curtailment and load type on total LCOE (relative to total region-wide load) at 100% regional PV 
energy penetration. The left plot displays this LCOE cost distribution at ideal LCOE-minimizing curtailment levels 
and the plot on the right displays this LCOE cost distribution separated by load type at 0% PV energy curtailment.  
All reference the CONUS region. 140 
As shown in Figure 80, the influence of load type acts upon costs in a very similar fashion at 
100% PV energy penetration compared to how it behaves at 10% PV energy penetration 
across the continental US.  The most apparent difference being that at 100% PV energy 
penetration, no backup or baseload are permitted:  all imbalances between supply of PV-
generated electricity and demand are met by storage.  As PV, storage and required 
transmission-grid upgrades in this 100% penetration case dominate the total LCOE, the 
influence of curtailment is felt much more significantly.  For example: with the flat load, 
smart curtailment reduces the total LCOE by over 68%, vs. the 37% reduction in total LCOE 
it affects at 10% penetration.  What is most astounding is that curtailment has nearly the 
same effect on total LCOE as shaping load through a simple solar tracking model (as 
evidenced by the costs inherent in meeting a tracking load with 0% curtailment vs. the costs 
in meeting a completely flat load at ideal curtailment levels.)  
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Figure 81: Effects of curtailment, load type and penetration on total LCE (relative to total region-wide load). The top 
two plots display cost distribution for each load type at 10% regional PV energy penetration while the bottom two 
plots display the same at 100% PV energy penetration. The left two plots display this LCE cost distribution at ideal 
LCOE-minimizing curtailment levels and the right two plots display this LCE cost distribution separated by load 
type at 0% PV energy curtailment.  All reference the CONUS region.  All technological choices are default 
(Pulverized for baseload, Natural Gas Combined Cycle for backup, monocrystalline-Si for PV and Pumped-Storage 
Hydroelectric-environmental costs for storage.) 140 
Figure 81 shows the difference in LCE in the same four scenarios for the region spanning 
the entire continental United States: 10% and 100% PV energy penetration at both 0% 
curtailment and 100% PV energy curtailment.141 
                                                   
141 Note how as coal and gas were used as backup and baseload generation choices, PV’s impact appears minimal at 
10% penetration. 
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Since pulverized coal was chosen as the baseload technology, its environmental impacts 
dominate the LCE profile at lower PV penetrations for each of the 3 distinct load types.  
Because backup technology in this comparison has been selected as NGCC and its 
emissions are lower than pulverized coal, it’s relative contribution to LCE is more limited at 
lower PV penetrations than baseload.  The bottom line here is that the more closely demand 
follows the profile of the solar resource, the lower both the economic and environmental 
costs of meeting these loads becomes. 
8.2.2. Flat Load 
With no curtailment whatsoever, meeting a completely flat load is a challenge for PV and 
storage alone as not only is seasonal variability present in the solar resource but inter-
annual variability affects the total storage sizing as well.  In the following series of plots, we 
show the influence that meeting a completely flat load has on dispatch of the various 
energy generation sources, the operation of storage and both economic and environmental 







Figure 82: Illustration of the dependency of required storage capacity and its temporal charge-level profile on 
regional PV energy penetration for the CONUS region when meeting a flat load across the entire 10 years of 
simulation at 0% energy curtailment. 
 
Figure 83: Illustration of the effects imparted by regional PV energy penetration on the temporal dispatch of 
generation assets including PV and storage for the CONUS region when meeting a flat load across the entire 10 years 
of simulation at 0% energy curtailment. See Figure 84 for the legend corresponding to these dispatch plots. 
 
As can be seen in the plots above (Figure 82), at 10% and 100% energy penetration across 
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TWh and 470 TWh, respectively.  These totals include 618 GWh in the 10% penetration case 
and 6.1 TWh in the 100% penetration case as required buffer storage capacity necessary to 
overcome the diurnal imbalance.   To achieve this 10% energy penetration, aggregate PV 
capacity across the continental US is 282.1 GW.  To achieve the 100% energy penetration 
target, required aggregate PV capacity is nearly 10x larger, at 2.81 TW.  Notice that due to 
the presence of the inter-annual variability, with no curtailment, storage capacity only 
comes close to fully discharging one time in the entire 10-year period of study (in early 
2005.)   
The above two plots (Figure 83) are timeseries demonstrating the dispatch of PV, storage 
and baseload for the same regional scenario over a 10-year time period one for a PV energy 
penetration of 10% and one for a PV energy penetration of 100%.  
Load directly served by PV is shown in blue, load served by 
dispatched storage is in light green and in the 10% penetration 
case, load served by baseload generation is displayed in dark 
red.  Notice that because the load is flat, the target load to be met 
by PV + storage is also flat and therefore all the remaining load is 
met by baseload (no backup generation required.)   Above the load, one can see the losses 
resulting from the transmission grid in light blue and the losses from storage inefficiency in 
bright red.  Any remaining surpluses after these losses are taken into account are 












Figure 84: Legend for each of 
the dispatch timeseries plots 






Figure 85: Effects of regional PV energy penetration on the temporal dispatch of generation assets including PV and 
storage for the CONUS region when meeting a flat load across a subset of the 10-years of simulation at 0% energy 
curtailment. See Figure 84 for the legend corresponding to these dispatch plots in case the above is too small at this 
scale. 
In the two plots above (Figure 85), we show a zoomed segment of the two previous plots 
(spanning slightly under 4 months in 1999) where the storage, generation dispatch and 
losses are displayed more clearly. Table 20 below summarizes statistics corresponding to 
these scenarios. 
Table 20: Summary Statistics demonstrating effect of PV energy curtailment and regional PV energy 
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10 0 282  1.16  428  48  11.4  1141  5.48 1.80 
100 0 2,808 11.62  0  470  11.4  11.4  5.09 1.74 
 
In order to effectively compare the influence of meeting a flat load in conjunction with PV 
with the costs incurred in meeting the other two load types, observe the following plots 
(Figure 86) which demonstrate the marginal LCOE of PV + storage + transmission grid (top 
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two plots) and the total region-wide LCOE for a range of PV energy curtailment targets at 




Figure 86: The effects of increasing levels of curtailment on total LCOE (relative to total region-wide load, bottom two 
plots) and marginal LCOE (relative to load directly served by PV + storage) for two distinct PV energy penetrations 
10%( left two plots) and 100% (right two plots) when meeting a flat load for the CONUS region. 
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Marginal LCOE is relative to load directly served by PV and dispatched storage (otherwise 
referred to as the target load) and as a result, PV energy penetration does not have a very 
noticeable effect due to the rigid way in which target load is defined.  Even when meeting a 
completely flat load, the marginal LCOE of PV + storage across the entire United States can 
be as little as $0.19/kWh if the right amount of curtailment is targeted.  The total LCOE—
demonstrated in bottom two plots in the series of four plots comprising Figure 86—is 
relative to the total regional load and as a result, penetration level has a significant impact 
on the costs.  As can be seen, in the plot on the left referencing 10% PV energy penetration, 
the grid-wide LCOE is dominated by the baseload technology, which supplies the 
remaining 90% of the regional electricity.  The impact of PV integration is noticeably 
smaller and at ideal curtailment of 32% grid-wide LCOE is a mere $0.069/kWh. 
  
 
Figure 87: The effects of curtailment on marginal LCE (relative to load served directly by PV + storage) for two 
distinct PV energy penetrations 10%( left plot) and 100% (right plot) when meeting a flat load for the CONUS region. 
 
In the two plots above (Figure 87), we demonstrate marginal LCE for PV + storage + 
interconnection when meeting a flat load across the same region, again at 10% and 100% PV 
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energy penetration.  The grid-wide GWP at the ideal cost-minimizing curtailment level is 
highlighted in both cases. In the following two plots (Figure 88), we demonstrate the total 
region-wide LCE at 10% and 100% PV energy penetration.  The influence of PV energy 
penetration is much more striking in this case due to the relative environmental impact of 
chosen baseload generation technology (pulverized coal) and PV + storage + the electrical 
grid.   
 
Figure 88: The effects of curtailment on total LCE (relative to total region-wide load) for two distinct PV energy 
penetrations 10%( left plots) and 100% (right plots) when meeting a flat load for the CONUS region. 
 
8.2.3. Seasonal Load 
With no curtailment whatsoever, meeting a seasonal load in conjunction with PV and 
storage is much cheaper than meeting a flat load as less storage is required to overcome the 
stochastic day-to-day and deterministic seasonal imbalances between supply and demand.  
In reality, many regions worldwide experience a seasonal trend that somewhat matches the 
seasonal profile of the solar resource. This is because commercial and industrial activity is 
consumption-driven and experiences higher demand in summer while residential usage in 
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many areas experiences air-conditioning driven demand peaks.142  The marginal 
contribution of PV, storage and electric power transmission to total grid-wide LCOE is thus 
closer to the costs expected in practice.  
In the first series of plots (Figure 89), we demonstrate the energy storage loading profile for 
the same two cases investigated for meeting the flat load (0% PV energy curtailment and 
both 10% and 100% PV energy penetration across the continental US.)   
 
Figure 89: The effects of regional PV energy penetration on the required storage energetic capacity and it’s temporal 
charge-level profile for the CONUS region when meeting a seasonal load across the entire 10 years of simulation at 
0% energy curtailment. 
Both profiles have been plotted on the same scale so as to better be able to compare across 
load types.  Notice how required storage capacity is significantly smaller (60% smaller in 
the 100% energy penetration case) to meet this seasonal load profile in conjunction with PV 
+ storage than it is to meet the flat load demonstrated in the previous section.  As meeting 
the seasonal load is indicative of overcoming stochastic variability alone, this indicates that 
                                                   
142 EIA (2013). Today in Energy: Homes show greatest seasonal variation in electricity use. US Energy Information 














Energy Storage Loading for:












Energy Storage Size =  469.7 TWh





Energy Storage Loading for:







Energy Storage Size =  186.95 TWh
1998 1999 2000 2001 2002 2003 2004 2005 2006 2007
Energy Storage Loading for: 
CONUS case: 
 100% PV Energy Penetration,  





















1998 2000 2002 2004 2006 










Energy Storage Loading for:












Energy Storage Size =  48.07 TWh
1998 1999 2000 2001 2002 2003 2004 2005 2006 2007
time 




















Energy Storage Loading for: 
CONUS case: 
 10% PV Energy Penetration,  
0% Total PV Energy Curtailed 






Energy Storage Loading for:







Energy Storage Size =  19.73 TWh





nearly 60% of the costs related to coping with variability are coming from seasonal 
deterministic variations in the solar resource.  When meeting this load, storage no longer 
has to store PV-generated energy from the summer to dispatch when there is less sun in the 
winter.   
 
Figure 90: The effects of regional PV energy penetration on the temporal dispatch of generation assets including PV 
and storage for the CONUS region when meeting a seasonal load across the entire 10 years of simulation at 0% 
energy curtailment. See Figure 84 for the legend corresponding to these dispatch plots in case the above is too small 
at this scale. 
In the two plots above (Figure 90), we again show snapshots demonstrating the dispatch 
profiles of all generation sources involved in the simulation for seasonally variable load at 
two distinct penetrations of PV for the region spanning the continental US.  Notice how 
unlike in the flat-load case where any additional imbalance not met by directly by PV + 
dispatched storage is met by baseload (portrayed in dark red), variable generation makes 
up the difference (portrayed in orange.)   
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Table 21: Summary Statistics demonstrating effect of PV energy curtailment and regional PV energy 












































10 0 279 1.15 320  180  20  11.4  1.14  5.55 0.81 
100 0 2,780  11.51  0  0  187  11.4  11.4  5.09 0.78 
Some statistics corresponding to these two penetration scenarios for meeting the seasonal 
load are presented in Table 21.   
Notice that along with a diminished required storage size relative to the storage size 
required to meet the flat load, grid-wide losses due to storage inefficiency are lowered.  This 
is simply due to the decreased energetic flux into and out of the storage facility.  For clarity, 
the two plots below (Figure 91) display a zoomed-in version of the cumulative dispatch 
profile plots for the same two penetration scenarios. 
 
Figure 91: The effects of regional PV energy penetration on the temporal dispatch of generation assets including PV 
and storage for the CONUS region when meeting a seasonal load across a subset of the 10-years of simulation at 0% 
energy curtailment. See Figure 84 for the legend corresponding to these dispatch profiles in case the above is too 
small at this scale. 
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Contrary to the same 10% PV energy penetration scenario for the flat load discussed in the 
previous section, backup generation (in orange) is dispatched to make up the difference 
between load served by baseload (dark red) and the target load met by PV + storage (blue 
and light green, respectively.)  What is also visible is the fact that the charge/discharge 
profile of storage is much more consistent throughout the course of the year.  Surplus 
energy generated by PV (above the load) that ends up in storage is portrayed in bright 
purple, with storage R/T efficiency losses displayed in red.  Losses across the electrical grid 
are displayed in grey.  Note that for clarity and to demonstrate the energy dispatched from 
storage (light green) more clearly, grid losses are not shown on the plots when PV 
production for a given day is below the load target, however they are certainly calculated.   
In the top two plots comprising Figure 92, we demonstrate the marginal LCOE including 
the levelized costs of PV storage and transmission grid upgrades—relative to the load 
supplied directly by PV or dispatched by storage for 10% and 100% PV energy penetration 
across the CONUS region as we sweep through a range of PV energy curtailment targets.  
In the bottom two plots, we show the total grid-wide LCOE relative to total load across the 
same region.  Several important differences exist between the same profiles demonstrated 
for the flat load profile in the previous section.  The first is that the marginal contribution of 
storage to LCOE is significantly diminished—because as mentioned before, far less storage 
is needed to meet this type of load.  The second is that the ideal cost-minimizing targeted 
PV energy curtailment level is much lower than it is for meeting the flat load (12% vs. 32%, 
respectively.)   This is because the real driving factor for increased curtailment is the relative 
contribution of storage to the LCOE.  As there is less storage required for meeting this 





higher levels of curtailment are no longer offset by corresponding reductions in the size of 
required storage—occurs at lower curtailment levels.   
 
 
Figure 92: Effects of curtailment on both marginal (top two plots) and total (bottom two plots) LCOE for two distinct 
PV energy penetrations 10%( left two plots) and 100% (right two plots) when meeting a seasonal load for the CONUS 
region. 
 
In the next four plots comprising Figure 93, we show the LCE for the same two scenarios as 
above, again both on a marginal and region-wide energetic basis.  In contrast to the region-
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wide LCE at 10% PV energy penetration when meeting a flat load, the LCE for meeting the 
seasonal load is lower at all curtailment levels.  This is simply due to the technologies 
selected by the user to perform the job of backup and baseload.   
 
Figure 93: Effects of curtailment on both marginal (top two plots) and total (bottom two plots) LCE for two distinct 
PV energy penetrations 10%( left two plots) and 100% (right two plots) when meeting a seasonal load for the CONUS 
region. 
As backup generation is actually dispatched when meeting the seasonal load profile (with 
the flat load profile, load not served by PV + storage is met purely by baseload) and NGCC 
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was selected in this case as backup generation technology, emissions are correspondingly 
lower.  In reality, this difference completely depends on the technologies chosen to 
represent backup and baseload generation.   
If baseload is dispatched by hydroelectric or nuclear power and backup is NGCC, the 
relationship will be inversed.  The other important element to note is that because ideal 
cost-minimizing curtailment levels (highlighted in Figure 93) are lower than in the flat load 
case, emissions are also correspondingly lower (as PV capacity is the driver of emissions.) 
As a final important point, environmental LCA parameters underpinning the PV-specific 
emissions (and likely the grid- and storage-specific emissions as well) are predicated on the 
assumption of a particular composition of the electrical grid.  If we approach levels of PV 
penetration across the US demonstrated in the plots above, it is likely that the grid mix 
where these PVs are manufactured will be much less carbon-intensive than it is today.  
Therefore, the LCE values demonstrated in the scenarios above should be taken not as 
absolutes but merely a reflection of the current energetic mix that can only stand to improve 
with time with the eventual shift to cleaner sources.    
8.2.4. Tracking Load 
In meeting a resource- tracking load in conjunction with PV, required storage needs are 
greatly diminished with respect to the storage needs for meeting flat and seasonal loads.  
This resource-tracking load can be thought of as a load that has been shaped through 
demand-side management based on a simple statistical day-ahead solar resource 





In the first series of plots we once again demonstrate the energy storage facility loading 
profile over the time period of study.  The two profiles comprising Figure 94 represent 
cumulative energy storage loading (charge level) necessary to accommodate the 
charge/discharge profile required to meet a tracking load in combination with PV 
generation distributed over a region spanning the entire continental US at the same two 
region-wide PV energy penetrations displayed in the previous two sections for easier cross-
comparison. 
 
Figure 94: Effects of regional PV energy penetration on the required storage capacity and it’s temporal charge-level 
profile for the CONUS region when meeting a tracking load across the entire 10 years of simulation at 0% energy 
curtailment. 
The most striking difference lies in the required storage needs (at 0% curtailment) between 
the tracking load and the other load types.  The energy capacity of storage to meet this 
tracking load in conjunction with PV is 69% smaller than the capacity required to meet the 
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profile.  This difference in required storage capacity has a significant impact on the 
marginal LCOE of storage and therefore the total region-wide LCOE. 
 
Figure 95: Figures demonstrating the effects of regional PV energy penetration on the temporal dispatch of 
generation assets including PV and storage for the CONUS region when meeting a tracking load across the entire 10 
years of simulation at 0% energy curtailment. See Figure 84 for the legend corresponding to these dispatch profiles in 
case the above is too small at this scale. 
In the next two plots forming Figure 95, we show two timeseries showing the combined 
dispatch of all generation assets and storage to meet the tracking load with no curtailment 
at region-wide PV energy penetrations of 10 and 100%, respectively.  At first glance, these 
profiles appear to be similar to the dispatch profiles in the seasonal load scenario.  This is 
because as the tracking load is predicated on a forecast of the day-ahead solar resource 
level, it also has displays a general seasonal tendency from this macroscopic perspective.  
When examining this more closely in the following two zoomed-in versions of the above 
plots (Figure 96), these differences become more apparent. 
As can be seen in Figure 96, the profile to be met across the region appears significantly 
more stochastic than the seasonal or flat load profiles.  In reality, as the load profile is a 
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tracking model it feeds off of the intrinsic stochasticity of the solar resource.  It is also 
visually apparent that storage charge (purple) and discharge (green) activity is significantly 
reduced vis-à-vis the other two load types.  
 
Figure 96: Effects of regional PV energy penetration on the temporal dispatch of generation assets including PV and 
storage for the CONUS region when meeting a tracking load across a subset of the 10-years of simulation at 0% 
energy curtailment. See Figure 84 for the legend corresponding to these dispatch profiles in case the above is too 
small at this scale. 
 
Table 22 above highlights important parameters underlying these two PV energy 
penetration scenarios spanning the CONUS region. Relative to the underlying technical 
parameters describing what it takes to meet the seasonally variable load profile, the only 
significant differences are in the previously discussed size of storage capacity required to 
meet this load and the relative capacities of baseload and backup generation assets.   
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Table 22: Summary Statistics demonstrating effect of PV energy curtailment and regional PV energy 












































10 0 279  1.15  247  296  4.7  11.4  1.14  5.55 0.74 







Figure 97: Effects of curtailment on both marginal (top two plots) and total (bottom two plots) LCOE for two distinct 
PV energy penetrations 10%( left two plots) and 100% (right two plots) when meeting a tracking load for the CONUS 
region. 
As baseload is required to have a completely flat output and this tracking load is more 
variable than the seasonal load, less baseload is able to operate as a result and the 
remaining imbalances are carried by backup generation. 
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Figure 97 demonstrates the way in which the capacities and dispatch of storage, PV, 
transmission upgrades, backup and baseload generation affect total LCOE across a region 
spanning the entire continental United States.   
 
Figure 98: Effects of curtailment on both marginal (top two plots) and total (bottom two plots) LCE for two distinct 
PV energy penetrations 10%( left two plots) and 100% (right two plots) when meeting a tracking load for the CONUS 
region. 
Relative to the same series of plots shown for the seasonal load, it is clear that because of it’s 
reduced required capacity, the marginal LCOE of storage is no longer a dominant portion 
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of either marginal PV + grid + storage LCOE or total region-wide LCOE.  In addition, the 
ideal cost-minimizing curtailment level is further reduced (from 32% when meeting a flat 
load to 12% when meeting a seasonal load to 8% for meeting a resource-tracking load.)  
Furthermore, at lower regional PV penetrations, the attribution of LCOE to backup and 
baseload changes based on their relative capacities and the technology-specific costs 
applied to them.  In the following series of four plots (Figure 98), we again demonstrate the 
LCE impacts linked to the four scenarios above as a function of PV energy curtailment. 
 There are two noticeable differences between these LCE profiles and those corresponding 
to the other load types. The first is that at all region-wide PV energy penetrations and both 
on a marginal and total basis, the LCE at the cost-minimizing curtailment level is lower 
because of the diminished ideal curtailment level:  the closer the match between the 
temporal shape of the solar resource and the load, the less effective curtailment becomes as 
a cost minimizing strategy.  The second difference lies again in the relative proportion of 
backup to baseload capacity and the model user’s technology choice and it’s intrinsic 
environmental costs. 
8.3. The Influence of Smart Energy Curtailment 
As hinted upon in section 8.2, smart curtailment of PV generation is a very promising and 
highly cost-effective supply-side strategy for coping with solar resource variability no 
matter the load shape: with the capability of reducing grid-wide LCOE by up to nearly 70% 
in the flat-load case, up to 51% in the seasonal load case and by up to 21% in the tracking 





generation curtailment and environmental profile of the resulting electricity.143  In reality, 
curtailment at such levels as are indicated as economically beneficial from a macroscopic 
perspective will never happen under the current regulatory framework governing the 
integration of PV into existing electrical grids.  Even if regulatory policy changes to 
economically justify or require curtailment for individual system operators, the energy to be 
curtailed still has economic value and will certainly not be wasted.   
Although they don’t consider it directly in curtailment terms, German researchers144 are 
actively pushing power-to-gas technology where hydrogen generated through electrolysis 
from intermittent renewables re-methanizes captured CO2 to create methane or is injected 
at low concentrations into existing natural gas distribution networks.  This type of industry 
could flourish under a forced or incentivized curtailment regime, using otherwise curtailed 
generation to generate methane.  At the very least, this otherwise curtailed electricity can be 
converted directly to heat for use in industrial processes or for district heating.  Therefore, 
the tradeoff between environmental impact and cost savings from curtailment is likely 
overstated in the previously demonstrated plots as if the curtailed energy is eventually used 
in some manner, the environmental footprint from PV would be proportionately attributed 
to reflect these secondary uses. 
In the following sections, we will explore in greater detail the effects of curtailment, 
particularly on required storage sizing and the cost savings related to it. 
                                                   
143 It is important to note that curtailment is only applied to PV generation, no matter the energy penetration, as a 
strategy to reduce costs arising from solar resource variability.  Curtailed and spatially dispersed PV in combination 
with storage must together meet a specified firm load target no matter the penetration. See sections 7.4 - 7.8 for more 
details. 
144 Bekus, (2013) Wind Power-to-Gas (P2G) technology. Energy Storage Journal: Business & Market Strategies for Energy 





8.3.1. Effects on Required Energy Storage Capacity 
The driving goal of smart curtailment is to diminish the amount and therefore the marginal 
costs arising from required storage capacity.  As storage needs are proportional to the 
imbalance between supply and demand, the closer the match between solar resource and 
therefore regional solar PV output and regional demand, the less storage is required.  
To do demonstrate the effects of curtailment on required energy storage capacity, we focus 
on the region spanning the entire continental US at 100% PV energy penetration and the flat 
load scenario (where the effectiveness of curtailment as a cost mitigating strategy is most 
apparent.) Below is a table (Table 23) containing the underlying statistics referencing the 
scenarios explored in this section.   
Table 23: Summary Statistics demonstrating effect of PV energy curtailment for the 







Daily Mean PV 
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0 2.81  11.62  469.70  11.4  1.739 0.580  
4 2.92  12.07  291.28  11.4  1.390 0.407  
8 3.04  12.56  243.12  11.4  1.139 0.365  
12 3.17  13.10  193.13  11.4  0.901 0.320  
16 3.31  13.69  141.90  11.4  0.680 0.275  
20 3.47  14.35  91.74  11.4  0.483 0.232  
24% 3.64  15.07  60.33  11.4  0.321 0.209  
28% 3.84  15.89  35.54  11.4  0.196 0.192  
32% 4.06  16.81  24.51  11.4  0.107 0.190  
36% 4.31  17.85  15.35  11.4  0.050 0.191  
40% 4.60  19.03  12.17  11.4  0.018 0.200  
44% 4.93  20.39  11.03  11.4  0.005 0.213  
48% 5.31  21.96  8.08  11.4  0.002 0.224  
 
Notice that there is no information in Table 23 above regarding grid losses.  This is because 
grid losses only change with regional PV penetration and are thus constant across these 
curtailment levels at 5.09%.  There is also no information regarding backup and baseload 
generation as we are examining the 100% region-wide PV energy penetration case.  It is 





marginal LCOE of electricity served by PV + storage.  We highlight the cost-minimizing 
curtailment level in light yellow.  Storage buffer capacity required to account for the diurnal 
imbalance is also nearly constant across different energy curtailments at a mean of 7.57 
TWh.   
 
Figure 99: Energy storage loading plots demonstrating the state of charge of and required capacity for meeting a flat 
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This means that at 48% PV energy curtailment, storage capacity necessary to overcome the 
diurnal shift comprises nearly 94% of total required storage capacity while it only 
comprises 1.6% of the total storage capacity were there no curtailment to speak of. 
In the series of plots above (Figure 99), we demonstrate (starting with the plot at top left 
and proceeding clockwise) the effect smart curtailment has on the shape of the energy 
storage loading (or charge-level) profile.  As can be seen by the relative maxima on each 
subsequent plot, dramatic decreases in required storage capacity are possible with even a 
small amount of energy curtailment.  With a targeted energy curtailment of 36%, required 






Figure 100: Energy storage loading plots demonstrating the state of charge of and required capacity for meeting a 
seasonal load in conjunction with PV-generated electricity at four distinct curtailment levels.  Continental US case. 
The effects of curtailment are not as dramatic when considering the seasonal and tracking 
load profile (as demonstrated in the series of plots above and below—Figure 100 and Figure 
101) as these loads by definition eliminate some of the supply/demand imbalance that is 
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Figure 101: Energy storage loading plots demonstrating the state of charge of and required capacity for meeting a 
tracking load in conjunction with PV-generated electricity at four distinct curtailment levels.  Continental US case. 
Notice how in the profiles representing the storage loading and sizing to meet a tracking 
load in conjunction with PV, at 36% energy curtailment (bottom-left plot), there is no longer 
any need for storage to cope with variability on the timescale of 1 day and beyond hence 
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with the worst-case predicted diurnal imbalance, hence why there are still 3.9 TWh of 
capacity required. 
8.3.2. Effects on the dispatch of generation sources and storage 
As PV generation in conjunction with storage is always required to meet a specific 
predetermined energy penetration and furthermore—as storage is always sized with a 
buffer to account for the diurnal imbalance and maintain this specified energy penetration 
on an hourly basis, dispatch of baseload and backup generation assets is not affected by 
curtailment.  In the following plots demonstrating region-wide dispatch for the three 
different load types across the CONUS region (Figure 102 &Figure 103 – flat load, Figure 
104 & Figure 105 --seasonal load and Figure 106Figure 107 for the tracking load), the 
operation of the curtailment strategy becomes more visible: PV is oversized and thereby, 
there are less days where there exist supply deficits (light green in the plots below) to 
correct.  Correspondingly, after curtailment is taken into account, required storage capacity 






Figure 102: Zoomed region-wide dispatch profiles for the CONUS region at 100% PV energy penetration when 
meeting a flat load profile at 4 distinct PV energy curtailment targets – clockwise from top left: (a) 0% (b) 12%(c) 24% 
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Figure 103: Full region-wide dispatch profiles for the CONUS region at 100% PV energy penetration when meeting a 
flat load profile over 10 years at 4 distinct PV energy curtailment targets – clockwise from top left: (a) 0% (b) 12%(c) 
24% (d) 36%. See Figure 84 for the legend corresponding to these dispatch profiles in case the above is too small at 
this scale. 
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Figure 104: Zoomed region-wide dispatch profiles for the CONUS region at 100% PV energy penetration when 
meeting a seasonal load profile at 4 distinct PV energy curtailment targets – clockwise from top left: (a) 0% (b) 4%(c) 
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Figure 105: Full region-wide dispatch profiles for the CONUS region at 100% PV energy penetration when meeting a 
seasonal load profile over 10 years at 4 distinct PV energy curtailment targets – clockwise from top left: (a) 0% (b) 
4%(c) 8% (d) 12%.  See Figure 84 for the legend corresponding to these dispatch profiles in case the above is too small 
at this scale. 
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Figure 106: Zoomed region-wide dispatch profiles for the CONUS region at 100% PV energy penetration when 
meeting a tracking load profile at 4 distinct PV energy curtailment targets – clockwise from top left: (a) 0% (b) 4%(c) 


























New curtailment, storage + backup dispatch algorithm












Load Served by PV + storage
curtailed PV
lost to storage
surplus PV to storage
Energy from storage






























New curtailment, storage + backup dispatch algorithm












Load Served by PV + storage
curtailed PV
lost to storage
surplus PV to storage
Energy from storage






























New curtailment, storage + backup dispatch algorithm












Load Served by PV + storage
curtailed PV
lost to storage
surplus PV to storage
Energy from storage






























New curtailment, storage + backup dispatch algorithm












Load Served by PV + storage
curtailed PV
lost to storage
surplus PV to storage
Energy from storage





inferred grid flexibility =  100 %
Zoomed Dispatch Profile 
CONUS case: 
 8% PV Energy Curtailment  
Zoomed Dispatch Profile 
CONUS case: 
 12% PV Energy Curtailment 
Zoomed Dispatch Profile 
CONUS case: 
 0% PV Energy Curtailment  
Zoomed Dispatch Profile 
CONUS case: 






Figure 107: Full region-wide dispatch profiles for the CONUS region at 100% PV energy penetration when meeting a 
tracking load profile over 10 years at 4 distinct PV energy curtailment targets – clockwise from top left: (a) 0% (b) 
4%(c) 8% (d) 12%. See Figure 84 for the legend corresponding to these dispatch profiles in case the above is too small 
at this scale. 
8.3.3. Effects on the total LCOE and LCE of PV and grid electricity 
Of all the supply-side variability-mitigation strategies studies, curtailment has the potential 
to reduce the total grid wide LCOE most significantly.  In the following four plots (Figure 
108), we demonstrate the cost reduction potential of curtailment as a function of both load 
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type and geographical region all at 100% regional PV energy penetration.  The top two plots 
demonstrate the effect of curtailment and highlight the ideal LCOE-minimizing curtailment 
level for meeting a flat load and the bottom two plots demonstrate the same for meeting a 
tracking load profile.   
 
Figure 108: LCOE vs. PV energy curtailment for four distinct scenarios –clockwise: (a) Flat load profile, CONUS 
region. (b) Flat load profile, 0km around LA region. (c) Tracking load profile, 0 km around LA region, (d) Tracking 
load profile, CONUS region. 
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The left two plots reference the CONUS case, spanning a region which covers the entire 
continental United States, while the right two plots reference the case of zero geographic 
dispersion around Los Angeles, California (note how there is no marginal grid cost in this 
case as there is no interconnection.)  Notice first of all the fact that the costs at ideal 
curtailment levels are lower in the non-geographically dispersed LA case versus the CONUS 
case where PV capacity is distributed evenly across the entire US.  This is due to the fact 
that the marginal cost of PV electricity has the potential of being lower in LA due to 
increased radiation (versus the average across the US.) 
Secondly, notice that at 0% curtailment the costs for meeting the flat load are significantly 
higher (a margin of nearly 24%) for the scenario spanning 0 km around LA while they are 
lower for the CONUS region.  This difference reflects the impact of geographic dispersion: 
As the single-site minimal dispersion 0km around LA case experiences much less radiation 
variability than the case where radiation variability is smoothed across the entire continent.  
As the effectiveness of the curtailment strategy is contingent on imbalance between supply 
and demand, it is no surprise that when meeting the tracking loads (in the bottom two 
plots), both the CONUS region and the 0 km around LA region experience significantly less 
reduction potential from curtailment (27-33% vs. 67-78% when meeting the flat load.)  
When considering the impact of this curtailment on LCE demonstrated in the following 
four plots (Figure 109) referencing the same scenarios highlighted in the previous four, keep 
in mind that the environmental costs reflect truly curtailing (doing absolutely nothing 
useful with the curtailed electricity.)  As previously discussed, in practice this is unlikely to 
happen and correspondingly, environmental costs will be considerably lower due to a 






Figure 109: LCE vs. PV energy curtailment for four distinct scenarios –clockwise: (a) Flat load profile, CONUS region. 
(b) Flat load profile, 0km around LA region. (c) Tracking load profile, 0 km around LA region, (d) Tracking load 
profile, CONUS region. 
Environmental costs are higher in the CONUS case versus the 0km around LA case for two 
reasons: the first being the attribution of environmental costs linked to grid upgrades and 
the second being due to higher solar resource in LA versus the CONUS average leading to 
increased lifecycle PV energy production and a corresponding reduction in the marginal 
LCE of electricity generated thereby. 
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Despite this regional difference, it is clear that if electricity is unused and truly curtailed, 
environmental costs will increase.  The picture would certainly be different if the 
environmental costs of energy storage (we have used the environmental costs linked to PSH 
storage technology as default in the above plots) were higher.   
8.4. The Influence of Geographic Dispersion + Interconnection 
The effect of geographic dispersion was examined in great detail through thirteen separate 
regional scenarios spanning different geographic extents and comprised the central 
motivating factor for creation of this model in the first place; particularly after studying it’s 
potential to reduce stochastic resource variability at timescales > 1 day.  In the following 
plot (Figure 110), we graphically display the thirteen regional scenarios: six geodesically 
equidistant radii centered about Los Angeles, California and New York, NY, respectively 
and the CONUS region covering the continental US with a 2 degree spatial buffer around it.  
Several things are notable: the first is that the equal radii ‘circles’ around each central 
location do not look perfectly circular.  This is merely because of the rectangular map 
projection: were this plotted on the surface of a sphere, the bull’s-eyes would look appear 
perfectly circular.  The second noticeable aspect is that the zone demonstrating a 2500 km 
radius around New York appears cut off at 60 degrees north.  This was done intentionally 
as upon first running the model around New York, the combination of increased seasonal 
variability inherent in approaching the North Pole and drop in mean radiation meant that 
the marginal LCOE was increasing far too significantly.  
The underlying model assumption is that PV capacity is distributed evenly across each 






Figure 110: Demonstrating the 13 distinct geographic regions studied to examine the impact of geographic 
dispersion: upper left plot are the 6 regions centered about Los Angeles, California, the upper right plot shows the 6 
regions centered about New York, NY and the bottom plot demonstrates the CONUS region (continental US 
combined with a 2 degree buffer.  
Thus, the costs demonstrated herein are most certainly higher than they would be in 
practice as PV is currently—and if price trends continue, certainly will be in the future—
installed closer to load centers and preferentially where there exists higher solar resource 
(such as the US southwest.) 






















Therefore, these scenarios are merely meant to demonstrate the relationship between 
geographic dispersion and resulting costs—particularly its potential as a cost-reducing 
supply-side strategy—and the nominal amounts should not be taken at face value. This is 
particularly true for the NY-centric cases, as we would ostensibly not be installing as much 
PV in Nova Scotia as we would in Austin, Texas.)  
8.4.1. Effects on the nominal and marginal costs of transmission  
The nominal costs of transmission are linked to several important parameters.  The first two 
are the presence of the existing electrical grid and the PV capacity penetration across the 
region.  The next is the connectivity of the final minimum spanning tree grid.  If the region 
being studied has every existing right-of-way to choose from (as is true in the continental 
US where we have grid data,) total transmission path length required to wheel power to 
each individual node is reduced and therefore too is the total grid capacity required.  Once 
the region expands outside of an area where we have grid data available (into Canada, 
Mexico and the Caribbean in our scenarios,) costs increase significantly because the 
network only connects to nodes outside of the US using the minimum spanning tree and 
the total network of potential links is less dense.  In reality, transmission grid right of ways 
do exist in Canada and Mexico and therefore, we are most certainly overestimating the grid 
costs once we expand the region into their territory. 
A potential improvement to the model would be to include the transmission grid databases 






Figure 111:  Minimum-spanning tree grids interconnecting four distinct regions defined by specified radii around 
New York, NY.  Line thickness reflects relative required line capacity in each scenario.  
In the series of plots above (Figure 111), we demonstrate the minimum geographic final 
layout of the minimum spanning trees interconnecting all nodes within four discreet 
radius-defined bounds about New York, NY.  Note that all nodes that reflect geographic 
areas where there exists land must be interconnect.  This is why once we reach a 1500 km 
radius about NYC the grid extends itself to the Bahamas.  Luckily, relative to the rest of the 
region at this stage, demand at the Bahamas is minimal.  Also notice that once we expand 
into Canada, the minimum-spanning tree grid adopts a much simpler geographic outlay 
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due to the lack of information as to the layout of the Canadian grid: this drives up relative 
costs because there are less potential pathways along which power can flow. 
 
Figure 112: Minimum-spanning tree grids interconnecting four distinct regions defined by specified radii around Los 
Angeles, CA.  Line thickness reflects relative required line capacity in each scenario.  
The four plots above (Figure 112) demonstrate the required-capacity sized MST grids 
spanning four distinct radii about Los Angeles, CA.  Here again, as in the NY case, line 
thickness represents relative line capacity, which in turn is determined by worst-case 
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scenario power flow simulation predicated upon the simulated relative magnitudes of 
electric power demand at each node and an equal capacity of PV at each. 
 
Figure 113: Minimum-spanning tree grids interconnecting the CONUS region spanning the continental US with a 2-
degree buffer (hence some penetration into Canada and Mexico.  Line thickness reflects relative required line 
capacity.  In this case it reflects the relative geographic distribution of electrical demand. 
In the single plot above (Figure 113), we demonstrate the completed required transmission 
grid capacity diagram for the CONUS region scenario.  Required capacities are again 
determined based on an equal distribution of PV across the entire region and the relative 
demand at each individual node.   
In the following series of plots (Figure 114), we demonstrate the visual outlay and both the 
nominal ($) and marginal ($/WPV) cost breakdown at two distinct region-wide PV capacity 
penetrations across a subset of the thirteen regions.   







Figure 114: Demonstration of the effect of region-wide PV capacity penetration across a region spanning a 500km 
radius around Los Angeles, CA.  The left two plots reference a scenario across this region with 10% PV capacity 
penetration and the right two plots reference the scenario with 190% PV capacity penetration.  Red lines in the top 
two graphs indicate marginal capacity upgrades along existing right-of-ways while blue lines represent new capacity 
along new right-of ways.  Line segment thickness is proportional to segment capacity.  The bottom two plots show 
the cost breakdown for grid-specific component for the scenarios pictured above them. 
The first of this series of plots (pictured above—Figure 114) demonstrates the costs arising 
from grid components for the region spanning 500km around LA.  Of note is the strong 
increase in proportional cost arising from marginal capacity increases along existing right-
of-ways with increasing capacity penetration.   This is because at lower PV penetrations, 
more of the existing grid capacity is available for use by PV.  In the 10% capacity 
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disconnected.  This merely demonstrates that the existing grid already connects to these 
points with enough available capacity to support peak worst-case scenario power flow 
across the region.  This effect leads to marginal costs ($/WPV) that are 33% lower in the 10% 
capacity penetration scenario versus the 190% capacity penetration scenario. 
 
Figure 115: Demonstration of the effect of region-wide PV capacity penetration across the region spanning a 2000km 
radius around Los Angeles, CA.  The left two plots reference a scenario across this region with 10% PV capacity 
penetration and the right two plots reference the scenario with 190% PV capacity penetration.  Red lines in the top 
two graphs indicate marginal capacity upgrades along existing right-of-ways while blue lines represent new capacity 
along new right-of ways.  Line segment thickness is proportional to segment capacity.  The bottom two plots 
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In the next series of plots (shown above—Figure 115), we again visually demonstrate the 
grid layout at two capacity penetrations—this time by expanding the regional radius to 
2000km around LA.  
 
Figure 116: Illustration of the effect of region-wide PV capacity penetration on marginal environmental (g CO2-
eq/WPV, left two plots) and economic ($/WPV , right two plots) costs of grid components for two regions around LA.  
Upper two plots: 500km radius, Lower two plots: 2000-km radius.  
As can be seen in both scenarios, the marginal costs are significantly higher (125% when 
comparing 10% penetration scenarios and 161% when comparing 190% penetration 
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scenarios, respectively.) This is for two primary reasons: the equal capacity distribution of 
PV across the region and the need to wheel this power over greater distances.   
The series of plots summarizing the relationship between region-wide PV capacity 
penetration and both the economic and carbon costs associated with grid components for 
these same two regions centered around LA are displayed above (Figure 116).  
 
Figure 117: Effect of region-wide PV capacity penetration across the region spanning a 500km radius around New 
York, NY.  The left two plots reference a scenario across this region with 10% PV capacity penetration and the right 
two plots reference the scenario with 190% PV capacity penetration.  Red lines in the top two graphs indicate 
marginal capacity upgrades along existing right-of-ways while blue lines represent new capacity along new right-of 
ways.  Line segment thickness is proportional to segment capacity.  The bottom two plots demonstrate the cost 
breakdown for grid-specific component for the scenarios pictured above them. 
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Of note is the fact that both economic and environmental costs approach a cost asymptote 
with respect to PV capacity penetration.  This asymptote is reached when capacities along 
every grid link in the region have fully surpassed the existing capacities available and 
therefore stop pushing the marginal cost of capacity upgrades higher. 
In this next series of plots (Figure 117), we demonstrate the cost breakdowns for the 500 km 
region around NYC.   
 
Figure 118: Effect of region-wide PV capacity penetration across the region spanning a 2000km radius around New 
York, NY.  The left two plots reference a scenario across this region with 10% PV capacity penetration and the right 
two plots reference the scenario with 190% PV capacity penetration.  Red lines in the top two graphs indicate 
marginal capacity upgrades along existing right-of-ways while blue lines represent new capacity along new right-of 
ways.  Line segment thickness is proportional to segment capacity.  The bottom two plots demonstrate the cost 
breakdown for grid-specific component for the scenarios pictured above them. 
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The primary difference between expanding the grid at the same radius around LA is in the 
proportion of new grid links present (fewer in NY as it is further from the US border than 
LA.)  This results in a marginal cost for the grid expansion at this level that is 5.6% lower for 
NYC than it is in the LA-centered region.  We again demonstrate the cost breakdown for 
two capacity penetrations, in the series of four plots below (Figure 118), this time for a 
region spanning 2000 km around NYC.  
 
Figure 119: Effect of region-wide PV capacity penetration on marginal environmental (g CO2-eq/WPV, left two plots) 
and economic ($/WPV , right two plots) costs of grid components for two regions around NYC.  Upper two plots: 
500km radius, Lower two plots: 2000-km radius.  













Aggregate Grid Cost for 




Right of Ways Cost
New Line cost
Converter Stations Cost
Marginal capacity increases cost
















Aggregate Environmental LCA cost for 

















Aggregate Grid Cost for 




Right of Ways Cost
New Line cost
Converter Stations Cost
Marginal capacity increases cost










Aggregate Environmental LCA cost for 




Marginal Economic Cost of Grid Components 
500km Region around NYC 
Marginal Carbon Cost of Grid Components 
500km Region around NYC 
Marginal Economic Cost of Grid Components 
2000km Region around NYC 
Marginal Carbon Cost of Grid Components 



















Aggregate Grid Cost for 




Right of Ways Cost
New Line cost
Converter Stations Cost



















Aggregate Grid Cost for 




Right of Ways Cost
New Line cost
Converter Stations Cost
Marginal capacity increases cost
<88&=4">&-'?9'2/2%,&













Aggregate Grid Cost for 




Right of Ways Cost
New Line cost
Converter Stations Cost
Marginal capacity increases cost
<88&=4">&-'?9'2/2%,&













Aggregate Grid Cost for 




Right of Ways Cost
New Line cost
Converter Stations Cost





Compared to the same radial expansion around LA, the marginal costs linked to new lines 
is significantly higher because there is more non-US territory in the expansion around NYC.  
Total marginal costs are also significantly higher for this increased radius, partly because of 
the increase in proportional marginal cost of new lines and partly because the costs are 
linked to the number of nodes and total regional energy demand (both of which are much 
higher in the NYC-centric expansion.)   
Another series of plots (Figure 120) summarizing the relationship between region-wide PV 
capacity penetration and both the economic and carbon costs associated with grid 
components for these same two regions centered around NYC are displayed above.  
 
Figure 120: Effect of region-wide PV capacity penetration across the region spanning the entire CONUS region.  The 
left two plots reference a scenario across this region with 10% PV capacity penetration and the right two plots 
reference the scenario with 190% PV capacity penetration.  Red lines in the top two graphs indicate marginal capacity 
upgrades along existing right-of-ways while blue lines represent new capacity along new right-of ways.  Line 
segment thickness is proportional to segment capacity.  The bottom two plots demonstrate the cost breakdown for 
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As with the same series of plots shown for the region around LA, a cost-asymptote is 
reached with respect to increased PV capacity penetration.  Finally, we show the effect of 
geographic dispersion on marginal grid costs through the CONUS scenario.  Here, regional 
capacity penetration has less of an impact on marginal costs than the previously displayed 
scenarios primarily because of the assumption that PV capacity is distributed evenly across 
every node within the region and both the spatial extent and energetic demand are higher.  
In reality (and as a possible amelioration to the model’s operation,) one could consider a 
distribution of PV generating capacity across a given region that is weighted towards a 
higher capacity where there is more resource and where there is more demand.  As not as 
much capacity would need to transfer back and forth across the country, capacities would 
be expected to be significantly lower. 
 
Figure 121: Effect of region-wide PV capacity penetration on marginal environmental (g CO2-eq/WPV, left two plots) 
and economic ($/WPV , right two plots) costs of grid components for the CONUS region. 
Two summary plots (Figure 121) demonstrating the effect of regional PV capacity 
penetration for the CONUS region on marginal carbon and economic costs (relative to 
region-wide PV capacity) are found above.  Note once again the asymptote effect as PV 
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capacity penetration drives the existing transmission capacity to become less and less 
effective at reducing the need for marginal capacity increases.   
To summarize: the major factors that influence the marginal cost of required transmission 
are: regional energy demand, spatial extent of region, and presence of existing transmission 
right-of-ways/capacity.  
8.4.2. Effects on the total LCOE and LCE of PV and grid electricity 
The effect on LCOE and LCE of geographic dispersion varies significantly on region (as the 
marginal grid costs and radiation for the same radius around LA and NY are dissimilar), on 
load type and on level of curtailment.  In the following series of plots (representing a small 
subset of the trials undertaken—Figure 122), we will highlight the interdependent influence 
these variables have upon each other.   
The first series of plots demonstrates the effect of geographic dispersion around LA (0km 
and 2000 km radii) and its impact on the LCOE cost-savings through curtailment along 
with the corresponding LCE values.  What the plots clearly demonstrate is that when there 
is 0% curtailment across the region, geographic dispersion has a major impact on grid-wide 
LCOE: affecting a 34.2% reduction through interconnection across 2000km.  However, the 
LCOE at ideal cost-minimized curtailment level is identical in both cases ($0.16/kWh.)  This 
is for two reasons: despite the lower marginal storage costs in the 2000km case, there is the 






Figure 122: Effect of geographic dispersion and curtailment in the LA-centric region at 100% PV energy penetration 
and a flat load profile.  The left two plots show the LCOE and LCE for a 0km region around LA (no geographic 
dispersion) while the right two plots show the LCOE and LCE for a 2000km region around LA.  Note that in the 
legends LECOE==LCE.  Cost-minimizing curtailment level is highlighted in each case. 
Furthermore at 2000km around LA, the center of mass of all of the nodes within this region 
lies fairly far to the north compared to LA itself meaning that—because each node has an 
equal capacity of PV installed at it—the marginal LCOE of PV alone is increased.  If PV 
were concentrated more heavily towards higher resource areas, this number would 
certainly be lower. 
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We show in the following series of four plots (Figure 123) the impact of geographic 
dispersion and curtailment in conjunction with each other on the grid-wide LCOE and LCE 
for the regions surrounding NYC at inclusive radii of 0km and at 2000km.  
 
Figure 123: Effect of geographic dispersion and curtailment in the NYC-centric region at 100% PV energy penetration 
and a flat load profile.  The left two plots show the LCOE and LCE for a 0km region around NYC (no geographic 
dispersion) while the right two plots show the LCOE and LCE for a 2000km region around NYC.  Note that in the 
legends LECOE==LCE.  Cost-minimizing curtailment level is highlighted in each case. 
Just like in the same scenarios surrounding LA, the effect of geographic dispersion when 
PV is spread across a 0km radius vs. when PV is spread across a 2000km radius has a 
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greater impact at 0% energy curtailment (33.6% reduction in LCOE) vs. at the ideal 
curtailment level (18.0% reduction in LCOE.)  There still exists a reduction in LCOE at the 
ideal curtailment level in this case because relative to the LA-centered scenarios, there are 
less nodes added to the North where mean radiation is lower:  this difference is simply due 
to a difference in geography.   
 
Figure 124: Effect of geographic dispersion at two specific curtailment levels in the LA-centric region at 100% PV 
energy penetration and a flat load profile.  The left two plots show the change in LCOE and LCE with increasing 
interconnection radius around LA (from 0km to 2500km) with 0% energy curtailment.  The right two plots 
demonstrate the change in LCOE and LCE for the same range of radii around LA at ideal cost minimizing curtailment 
level. The cost-minimizing radius is highlighted in each case. 
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The following four plots (Figure 124) demonstrate the influence of geographic dispersion 
when meeting a flat load profile as the region is expanded around Los Angeles from 0km to 
2500km at 0% curtailment and at the ideal LCOE-minimizing curtailment level for each 
radius.  As explained previously, the impact of geographic dispersion is much more 
significant and visible at 0% curtailment than at the ideal curtailment levels.  
 
Figure 125: Effect of geographic dispersion at two specific curtailment levels in the NYC-centric region at 100% PV 
energy penetration and a flat load profile.  The left two plots show the change in LCOE and LCE with increasing 
interconnection radius around NYC (from 0km to 2500km) with 0% energy curtailment.  The right two plots 
demonstrate the change in LCOE and LCE for the same range of radii around NYC at ideal cost minimizing 
curtailment level. The cost-minimizing radius is highlighted in each case. 
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At ideal curtailment levels, there is hardly any reduction in LCOE with geographic 
dispersion, indicating that curtailment has already done the job that geographic dispersion 
was otherwise going to perform.   
When observing the same series of plots for meeting the flat load profile around NYC, the 
situation is similar.  The primary difference is that in this NYC-centered case, LCOE 
continues to experience a decline with interconnection distance past a 2500 km radius: 
achieving a 36.8% reduction in LCOE in the process when 0% PV energy is curtailed (the 
radius at which the LA-centered scenarios achieved minimum cost for the flat load at 0% 
curtailment was a mere 500km.)  In further contrast to the LA-centered case, geographic 
dispersion appears to still affect a price-suppression on LCOE even at ideal curtailment 
levels.  This happens for two reasons: ideal cost-minimizing curtailment level is decreased 
in the NYC-centric case as radius of interconnection is increased, and there is a more even 
amount of nodes added to the North and South as radius is expanded than in the LA case 
where the bulk of nodes are added to the north: an artifact of geographic shape. 
With the combination of ideal curtailment and ideal geographic dispersion, the NYC case 
—when meeting a flat load—achieves a 79.5% reduction in LCOE to $0.228/kWh.  The LA-
centered case achieves a 78% reduction in LCOE to $0.159/kWh at ideal curtailment and 
ideal geographic dispersion levels.  Of course when meeting a different load profile, the 
impact of geographic dispersion is also different.   
In the following series of plots (Figure 126), we demonstrate the impacts of geographic 
dispersion at 0% and ideal curtailment levels for the LA case when meeting a seasonal load.  





only dealing with the stochastic component of solar resource variability, the directionality 
of grid expansion matters far less145.   
 
Figure 126: Effect of geographic dispersion at two specific curtailment levels in the LA-centric region at 100% PV 
energy penetration and a seasonal load profile.  The left two plots show the change in LCOE and LCE with increasing 
interconnection radius around LA (from 0km to 2500km) with 0% energy curtailment.  The right two plots 
demonstrate the change in LCOE and LCE for the same range of radii around LA at ideal cost minimizing curtailment 
level. The cost-minimizing radius is highlighted in each case. 
This means that the LA-centered case does not see its surrounding geography and the 
resultant mean latitudes of the nodes—which are added to the region when expanding 
                                                   
145 Although as shown in Chapter 3, directionality is still important for overcoming stochastic variability. 
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about it—put a stop to the effect of geographic dispersion (which acts primarily on 
reducing this stochastic variability component.) 
 
Figure 127: Effect of geographic dispersion at two specific curtailment levels in the LA-centric region at 100% PV 
energy penetration and a seasonal load profile.  The left two plots show the change in LCOE and LCE with increasing 
interconnection radius around LA (from 0km to 2500km) with 0% energy curtailment.  The right two plots 
demonstrate the change in LCOE and LCE for the same range of radii around LA at ideal cost minimizing curtailment 
level. The cost-minimizing radius is highlighted in each case. 
The LCOE associated with the LA-centered experiences a maximum reduction (at ideal 
radius and curtailment levels) of 82.6% (to a minimum of $0.129/kWh) when meeting a 
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seasonal load.  The marginal grid-specific and storage-specific costs to achieve this feat add 
just under $0.04/kWh to the marginal LCOE of PV alone.   
As shown in Figure 127, the grid-wide LCOE in the NYC-centered case for meeting the 
seasonal load experiences nearly identical reductions at the ideal curtailment and 
interconnection radius levels than in the LA-centered case (despite the fact that these 
optimum levels are entirely different between the two): exhibiting a 82.2% reduction to 
$0.165/kWh.  As the region-wide LCOE continues to decline at 2500km radius, it is likely 
that the ideal radius of interconnection for meeting a seasonal load profile is even larger.  
Furthermore, it is likely that if PV capacity is distributed not evenly (as is the case here) but 
with a preference towards higher load regions and sunnier areas, the marginal cost of PV 
(which dominates the cost profile at ideal curtailment levels) can be decreased significantly. 
8.4.3. Effects on Grid Losses 
The loss profile across any regional transmission grid is affected by several parameters: the 
distribution and relative magnitude of electrical demand across the region in question, the 
region’s spatial extent, the penetration of PV across it and the aggregate regional output 
thereof.  As detailed in the chapter outlining the model’s operation (6.4), capacity 
penetration of PV is a critically important parameter because it defines how much impact 
the existing electrical grid plays into both reducing the costs related to required capacity 
upgrades on existing right-of-ways and the degree to which existing generation capacity 
defines the loss profile.  In the series of plots below, we demonstrate the impact of both 
regional PV capacity penetration and geographic dispersion on total grid losses with HVDC 





In the first of this series of plots below (Figure 128), we demonstrate the effect of geographic 
dispersion on the region-wide loss function for four discrete radii around LA at 190% 
regional PV capacity penetration.  As can be seen, both the peak losses and weighted 
aggregate losses (losses at the regional mean daily PV capacity factor) are increased as 
radius is increased.  This is simply due to the increase in transmission path length for 
wheeling power to each node.  Notice also that the mean daily PV capacity factor 
highlighted in each plot decreases with increasing radius around LA.  This is indicative of 
the fact that the mean latitude of all the nodes within the region is increased, thereby 
reducing aggregate PV generation and therefore grid utilization (as the grid is sized to 
wheel peak PV capacity.)  Were the grid expansion performed primarily towards the 







Figure 128: Effect of geographic dispersion on the region-wide grid loss function at 190% PV capacity penetration 
(which in turn is a function of daily mean region-wide PV capacity factor.)  Clockwise from top left: (a) grid loss 
function for a 500km region around LA, (b) grid-loss function for a 1000km region around LA, (c) grid loss function 
for a 2000km region around LA, (d) grid-loss function for a 2500km region around LA. 
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Figure 129: Effect of geographic dispersion on the region-wide grid loss function at 50% PV capacity penetration 
(which in turn is a function of daily mean region-wide PV capacity factor.)  Clockwise from top left: (a) grid loss 
function for a 500km region around LA, (b) grid-loss function for a 1000km region around LA, (c) grid loss function 
for a 2000km region around LA, (d) grid-loss function for a 2500km region around LA. 
The next collection of plots (Figure 129) shows the effect of geographic dispersion on 
region-wide loss function but for a lower region-wide PV capacity penetration (50%.)  The 
only difference between the two is the presence of a sill with respect to daily mean PV 
capacity factor.  The sill is present because on days with lower radiation, aggregate PV 
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output is smaller and existing generation assets dominate the losses.  With respect to 
increasing geographic dispersion, this threshold daily mean PV capacity factor at which 
other generation assets can be expected to define the loss profile changes (experiencing a 
general decrease.)  
 
Figure 130: Effect of geographic dispersion on the region-wide grid loss function at 190% PV capacity penetration 
(which in turn is a function of daily mean region-wide PV capacity factor.)  Clockwise from top left: (a) grid loss 
function for a 500km region around NYC, (b) grid-loss function for a 1000km region around NYC, (c) grid loss 
function for a 2000km region around NYC, (d) grid-loss function for a 2500km region around NYC. 
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This is because grid capacities are sized to reflect a worst-case power-flow scenario, and the 
larger the spatial extent, the more oversized the cable capacities become relative to their 
expected in-practice utilization.   
The next series of plots (displayed above—Figure 130) show the grid loss functions as the 
radius of interconnection is expanded around NYC, at 190% region-wide PV capacity 
penetration.  Although the peak losses are generally similar when compared to the same 
radii of expansion around LA, the mean expected losses across the NYC-centric region are 
significantly lower (40.6% lower for the 500km case and 27% lower for the 2500km case.)  
This is simply because of the relative radiation and hence PV production between the two 
regions.  As the NYC-centered region experiences less radiation than its LA-centered 
counterpart, daily mean capacity factor is correspondingly lower and thus utilization of 
grid capacity (which is sized in part based on peak DC-rated PV capacity) is also lower.  
When we demonstrate the same regional expansion scenarios around NYC at 50% PV 
capacity penetration, the effects upon the loss functions are again similar in their impact to 
the LA-centric scenarios.  In particular, the threshold ‘sill’ level indicating at which daily PV 
capacity factor existing generation capacity transmitted across the network start to 
dominate the loss profile is decreased with increasing radius.  Note that in each of the 
following plots (Figure 131), the x-axis limit is set to the maximum mean daily PV capacity 
factor across the region.  A combination of the fact that significant ingress is made in a 
northerly direction and the effect of geographic smoothing itself indicates why this 
maximum is decreased with increasing interconnection radius (it also decreases in the LA-






Figure 131: Effect of geographic dispersion on the region-wide grid loss function at 50% PV capacity penetration 
(which in turn is a function of daily mean region-wide PV capacity factor.)  Clockwise from top left: (a) grid loss 
function for a 500km region around NYC, (b) grid-loss function for a 1000km region around NYC, (c) grid loss 
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9. Conclusions and Discussion 
The greatest barrier to high penetrations of solar electric technology on the global electrical 
grids is spatiotemporal solar resource variability.  This doctoral work had as its central goal 
to find the optimal combination of emissions-free supply-side solutions from a cost-
minimizing perspective for coping with this variability and thereby providing firm, reliable 
variability-free generation capacity with a dependability equivalent to the most reliable 
conventional generation assets.  While the model created in the context of this thesis uses 
solar resource data at the daily timescale, it is important to underline the fact that energetic 
imbalances arising from solar resource variability at every timescale (even those arising 
from the diurnal rising and setting of the sun) are accounted for when costs are 
presented.146  
We approached this task by: 
 Creating a globally spanning site- and time-specific solar resource database 
representing radiation incident on a number of discrete user-selected orientations or 
array types for the purposes of: 
o Understanding the intrinsic nature of spatiotemporal nature of solar resource 
variability over very large distances and timescales. 
o  Rapid PV generation simulation over large geographic areas anywhere on 
the planet. 
 Compiling and creating databases of the spatial distribution of electrical energy 
usage, global geography, and the spatial and technical parameters of the existing HV 
transmission network covering the continental US.  
 Creating a detailed model that leverages each of these databases to determine the 
levelized economic and environmental costs of region-wide electricity resulting from 
the integration of PV anywhere in the world which: 
o Develops a lowest-cost transmission grid network spanning a specified 
region to support PV distributed across it and leveraging existing 
transmission network data if available. 
                                                   
146 It is to be noted that the energetic imbalances stemming from the diurnal shift are less than 0.1% of the energetic 
imbalances engendered by the seasonal trend of the solar resource.  Energetic imbalances from intra-day passing 
clouds are even smaller.  Therefore, the required energy storage quantities are not changed significantly.  Details on 





o Simulates the generation dispatch and storage operation in conjunction with 
a specified quantity of PV and intelligent curtailment to meet one of three 
load-shapes anywhere in the world: 
$ A completely flat load (where required storage costs reflect 
overcoming all solar resource variability, both deterministic and 
stochastic.) 
$ A load that varies on a seasonal basis (where required storage costs 
reflect overcoming only stochastic resource variability.) 
$ A predictable load that tracks the solar resource through a persistence 
model (where required storage costs reflect overcoming the 
unpredictable resource variability.) 
 Using this model to estimate the region-wide LCOE and LCE—including costs for 
PV, transmission grid upgrades, storage, backup and baseload generation—across 13 
distinct geographic regions spanning the North American continent and explore the 
way these costs vary with specified curtailment level, and region-wide PV energy 
penetration. 
 
These 13 regional scenarios combined with the three load types and finely sweeping 
through the entire potential variable space of PV energy penetration and generation 
curtailment collectively comprise over 16,000 distinct scenarios and thousands of hours of 
computational time.  In so doing, the cost-reduction potential of three distinct supply-side 
strategies for eliminating solar resource variability on every timescale has been thoroughly 
explored.  Both the geographic dispersion of solar generating facilities over large spatial 
areas combined with the subsequent electrical interconnection thereof and PV generation 
curtailment and storage were investigated in combination with each other in order to 
determine their potential effects at reducing LCOE and to determine their ideal cost-
minimizing physical and operational parameters.  Further, we investigated the role that 
temporal load target plays in increasing or decreasing these region-wide costs.   
Most importantly, we showed that, compared to a base case with no PV generation 
curtailment and no geographic dispersion, the combined LCOE of PV + required storage + 





nearly 80% through the ideal combination of both geographic dispersion and generation 
curtailment.  Considering a constant base load requirement to be met entirely by PV and 
storage, a LCOE as low as $0.19/kWh can be achieved for a region spanning the continental 
US. This constant base load requirement is analogous to the load served by nuclear power 
plants, i.e., constant from day to day as well as intra-day without any output variability on 
any time scales.   If the load to be met as has a seasonal profile (higher in summer than in 
winter), i.e., eliminating all unpredictable intraday and day-to-day intermittencies, but 
conserving a predictable seasonal supply profile, the expected LCOE of PV + required 
storage + transmission grid upgrades is reduced by just over 83% at the ideal geographic 
dispersion and generation curtailment levels—versus no curtailment and no geographic 
dispersion — achieving $0.147/kWh across the US.   
Going one step further and defining a load requirement amounting to the persistence of the 
previous days’ supply – i.e., eliminating intra-day variability, conserving a degree of day-
to-day variability, but entirely removing the unpredictability of this variability (this could 
be achievable by for instance engaging in active demand-side management programs to 
shape the load based on a simple persistence forecast of the day ahead solar resource) the 
LCOE is reduced even further at ideal curtailment and geographic dispersion levels to 
$0.138/kWh across the entire US at current technology market prices.   
As we summarize in the plots above (Figure 132), it is clear that the effect of geographic 
dispersion is significant in its potential to decrease total LCOE related to stochastic 
variability and that it is much better at reducing the costs linked to stochastic variability.  
This is evidenced by its 60-70% cost reduction potential in the tracking load scenarios 





top two plots) because in both the LA and NYC-centered cases—a grid expansion that is 
equidistant in every cardinal direction means that the mean latitude of all nodes in the 
2500km concentric region can be higher than the original center of the region.  As increased 
latitude not only increases the marginal LCOE of PV but also increases seasonal variability 
(and therefore more need for storage to meet a flat load), this type of even, equidistant 






Figure 132: Effect of geographic dispersion on the region-wide marginal PV + storage + transmission grid LCOE in 
absence of any PV generation curtailment for the three load types: flat (top two plots), seasonal (middle two plots) 
and tracking (bottom two plots) studied in the context of this thesis for the region centered around NYC (left 3 plots) 
and around LA (right 3 plots.) 
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These significant drops shown in the summary plots shown in Figure 132 are linked first 
and foremost to the decreased marginal contribution of storage to total LCOE resulting 
from a corresponding reduction in the storage capacity required to meet firm load targets in 
conjunction with PV.  In essence, the magnitude of the total PV + storage + interconnection 
costs is linked to the imbalance between supply and demand.  The more closely matched 
the demand profile is to the output profile of PV generating facilities dictated by the solar 
resource, the less storage is needed in order to make PV conform to the load.  Ideal PV 
curtailment is very effective at meeting this objective, reducing costs linked to dealing with 
both seasonal and stochastic variability. 
As we summarize in the series of plots comprising Figure 133, curtailment as a stand-alone 
strategy demonstrates a much more significant cost reduction potential for every load type 
compared to geographic dispersion as a stand-alone strategy: 74-78% cost reduction for the 







Figure 133: Effect of PV energy curtailment as a function of curtailment on the region-wide marginal PV + storage + 
transmission grid LCOE in absence of any geographic dispersion for the three load types: flat (top two plots), 
seasonal (middle two plots) and tracking (bottom two plots) studied in the context of this thesis for the region 
centered around NYC (left 3 plots) and around LA (right 3 plots.) 
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Of course curtailment itself comes at a cost: although very powerful on an economic basis, if 
the electricity is truly curtailed and therefore unused, the environmental costs associated 
with the electricity that is used are set to increase correspondingly. 
 
Figure 134: Effect of PV ideal energy curtailment and geographic dispersion levels on LCOE for the NY and LA 
centric regions and the dependence on load type. Cost reduction potentials for each load type and region are below 
each column. 
Table 24: Summary Statistics of  
Geographic dispersion and curtailment LCOE-reduction potential. 
Load 
Type 




















 0.73  0  0  1.05  0  0  0.58  0 
 0.16  1500  36  0.23  2500  36  0.19  32 
Seasonal 
 0.74  0  0  0.93  0 km 0  0.30  0 
 0.13  1500  20  0.17  2500  16  0.15  12 
Tracking 
 0.14  0  0  0.27  0  0  0.17  0 
 0.10  0  12  0.15  2000  6  0.14  8 
 
When combined at their ideal cost-optimized levels, geographic dispersion + curtailment 
(as shown in Figure 134 and Table 24 above) see reductions of 78% when meeting the flat 
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load, 83% when meeting the seasonal load and 30-45% when meeting the tracking load.  If 
we consider that the tracking load could be achieved through sufficient load-shaping based 
on the persistence of solar radiation on a temporal basis, then we could say that the 
combination of curtailment, geographic dispersion and this load shaping affect an 86% 
reduction in region-wide LCOE.   
If we take this one step further and both perform load shaping, geographic dispersion 
across the CONUS region, curtailment at ideal levels and preferentially site PV in areas of 
higher radiation (taking the mean radiation at Los Angeles as a proxy), we expect the total 
LCOE of PV + storage + transmission across the US to drop to only $0.12/kWh.   In a 
future-cost scenario where the installed cost of PV is equivalent to the DOE Sunshot target 
of $1/W, and we—as before—combine geographic dispersion across the US together with 
ideal curtailment levels, we expect the LCOE of electricity to drop further to about 
$0.08/kWh, an 89-92% reduction in total PV + storage LCOE required to meet a flat load in 
New York City.  
The model operates under set assumptions that result in conservative economic and 
environmental cost estimates.  One of these assumptions in particular is that PV capacity is 
spread evenly about any considered region.  This was done primarily in an attempt to 
isolate and capture the effect of geographic dispersion.  The impact is that the marginal 
LCOE and LCE linked to PV is higher than would be the case in a more likely scenario 
where generation capacity would be more heavily weighted closer to demand centers 
and/or where the solar resource would more abundant (like the US South West.)  This 





transmission and distribution grid upgrades required by PV primarily because of its ability 
to be located nearer to demand centers. 
Further, we use as a standard assumption that the cost of required storage is equivalent to 
the mean price of pumped storage hydroelectric on an energy capacity basis.  If all of the 
other standard cost assumptions hold true (PV at $2/W on a system basis and transmission 
costs reflecting 500kV HVDC VSC bipole technology at today’s prices), but we increase the 
storage costs to $200/kWh147, two important things happen.  First, ideal curtailment levels 
are increased significantly, as it is even more important to drive down the total required 
storage capacity (the ideal curtailment level is proportional to the ratio of the marginal cost 
of storage to the marginal cost of PV.)  Second, costs at this ideal curtailment level are 
increased by 16-20% (depending on load type.)  For the tracking load case and geographic 
dispersion across the US, this cost is $0.16/kWh and for the flat load case, the LCOE is 
increased to $0.22/kWh. 
Non-cost financial parameters are also very important in determining the LCOE, 
particularly the selected discount rate—for which we have selected a consensus 5% as the 
default.  If we increase the discount rate to 10% for all components in the simulation (PV, 
transmission and storage), the total LCOE across the US at ideal curtailment levels is 
increased by 52-53% for each load type to $0.29/kWh for the flat load to $0.21/kWh for the 
tracking load.  As discount rate is relative to the risk-weighted average cost of capital, it is 
foreseeable that renewable generation projects like solar and wind will see their cost of 
capital decrease to levels below that of conventional generation as their operation is not 
                                                   
147 $200/kWh is a price point that is higher than the range of common costs for CAES and PSH/gravity-based storage 





contingent on geographically supply-constrained resources whose commodity prices can be 
seriously affected by geopolitical strife. 
If we choose a discount rate equivalent to the current inflation-indexed 30-year U.S. 
treasury bond yield of 1.27%148 –equivalent to assuming a very low risk premium on capital 
costs—as a comparison, and keep the capital costs of PV, storage and transmission at their 
default levels, costs are decreased significantly: by 34-37% for each load type.  At this 
discount rate, the PV + storage + transmission LCOE across the entire US when meeting a 
flat load is $0.126/kWh and $0.091/kWh when meeting a tracking load—both at ideal 
curtailment levels.  
 It is likely that discount rates for the marginal transmission portion of the LCOE already 
approach this discount-rate level as with large infrastructure projects like transmission grid 
outlays, risk is nearly all transferred to the government.  For some generation like nuclear 
power, the vast majority of risk is transferred to the government by the liability caps in the 
Price Anderson Act149.  Perhaps if the nascent US solar industry gains enough regulatory 
lobbying power, it could also influence legislators to pass similar liability-limiting 
legislation for PV projects—or at the very least reduce regulatory risk by more firmly 
establishing incentive policy with a longer time horizon.   
Admittedly, the model as created has its limitations: it is unrealistic to think that it can 
simulate every last detail of electrical generation, dispatch and consumption across wide 
geographic areas anywhere on the planet.  Despite its apparent complexity, it is 
                                                   
148 U.S. Federal Reserve (2014) Selected Interest Rates: U.S. government securities: Inflation indexed 
149 Public Law 85-256: To amend the Atomic Energy Act of 1954, as amended, and for other purposes. (71 Stat. 1957; Date: 






intentionally simplified in order to make good estimations that shed light on the costs 
expected to be incurred when we reach high penetrations of PV as well as optimizing the 
combination of supply-side strategies by which to minimize them. 
When considering changes that could add realism or more value to the model, several 
improvements come to mind.  Firstly, as reiterated throughout the results and discussion 
thereof, the assumption that PV capacity is spread evenly across the region in question 
certainly overestimates the LCOE of PV and likely the LCOE of transmission as well.  One 
of the first studies that should be performed is a smarter distribution of PV capacity closer 
to areas of higher resource and electrical demand.  There is certainly an optimization to be 
done in terms of the reduced transmission costs from weighting regional PV capacity to be 
higher near high demand areas, but by how much does this negate the beneficial effect of 
geographic smoothing?  Leveraging the solar resource database created in the context of 
this thesis to change the PV technological type to 1-axis tracking in high resource areas (In 
each of the case studies shown, all PV is fixed latitude-tilt) would also act to further reduce 
the aggregate LCOE and is worth investigating. 
Creation of a global database of existing high-voltage transmission grids to supplement the 
US-centric data would be very useful—helping the minimum spanning tree algorithm 
adopt better and less expensive paths when the user-specified geographic region extends 
outside of the continental US.  Unfortunately, these data are highly sensitive from a national 
security perspective and is therefore challenging to come by.   
Compiling actual load timeseries data that is temporally and spatially coincident with the 





information would permit model users to apply and optimize the curtailment and 
geographic interconnection strategies to reflect in-practice costs.   
Finally, modeling additional supply-side strategies and eventually exploring the demand-
side strategies for correcting the imbalance between the supply of sunlight and electrical 
demand to the mix are perhaps the most logical expansions that would greatly benefit the 
model.  In particular, obtaining temporally- and spatially-coincident wind speed data to 
simulate the synergistic effect of distributed wind generation in conjunction with PV would 
be of great relevance.   
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