Abstract-In a previous paper, the author presented a Fourier-based algorithm for monitoring the characteristics of the damped oscillating "modes" which are set up after a disturbance in an electric power-distribution system. This earlier paper permitted the analysis of multiple modes but only if the modes were sufficiently well separated to be resolved with conventional Fourier techniques. This current paper extends the previous work to enable the processing of multiple modes which are very closely spaced in frequency. Importantly, the proposed algorithm has good noise performance. A theoretical justification for the new method is presented, and simulations are provided to confirm the theory. The scheme is also tested on a real power-system example.
A High-Resolution Spectral Analysis Algorithm for Power-System Disturbance Monitoring
I. INTRODUCTION
I N POWER systems, there are many interconnected generators running nominally at 50/60 Hz. After a disturbance occurs, it is well known that multiple damped oscillating signal components tend to be set up within the system. It is important to monitor these signal "modes" to identify if any of them are exponentially growing. If there are, control measures must be employed to insert additional damping and to preserve system stability. Parameter estimation of the post-disturbance modes is thus a critical problem in power-system operation. Typically, it has been common to use eigenanalysis techniques based on a linearized modal of the power system. More recently, it has become popular to use spectral analysis of real observations of the post disturbance oscillations. Techniques such as Prony's method have been proposed [2] for the estimation of these modal parameters. These techniques provide high resolution (which is necessary for the power-system application) but in themselves are not very robust to additive noise. This paper describes a Fourier-based tool which significantly reduces the signal-to-noise (SNR) threshold at which parameter estimation can occur but still permits resolution of closely spaced multiple modes. The algorithm is presented in Section II. Section III shows the results of running the algorithm on simulated data, while Section IV reports on application of the method to real power-system data. Conclusions are provided in Section V. Manuscript Consider the noisy damped complex sinusoidal mode specified by (1) where amplitude; angular frequency; phase; damping factor; complex additive white Gaussian noise. The cyclic sampling frequency is assumed without loss of generality to be 1 Hz; hence, the angular sampling frequency is 2 rad/s. The estimation problem involves finding values for the modal parameters , , , and .
In [5] , Poon and Lee proposed a Fourier-based method for estimating the modal parameters. Their procedure involved applying two windows to the damped sinusoid at two different time positions and calculating the Fourier transform in each window. Assuming that the mode under analysis is a decaying sinusoid, one could expect that the Fourier transform magnitude in the second window would be smaller than that in the first. Poon and Lee showed that one could use the relative magnitudes in the two windows to estimate the decay factor for the mode (providing certain restrictions were placed on the lengths of the two windows). They also gave simple procedures for estimating the other modal parameters. In [1] , the method of Poon and Lee was extended so that the restrictions on the window lengths were lifted and so that it was easier to process multiple modes. The algorithm in [1] is suited to the low SNR environments sometimes encountered in power systems; however, it is only effective if the modes are well enough separated in frequency to be resolved with conventional Fourier techniques. The algorithm being proposed in this paper is applicable to modes which can be arbitrarily close in frequency.
A very effective way to extend the sliding window methods in [1] and [5] is to calculate the spectrum in more than two different windows. Then one can use the results from the multiple windows to create a set of simultaneous equations in the desired parameters. These parameters are the complex amplitudes, frequencies, and damping factors of the modes. The simultaneous equations can then be solved either exactly or, say, in a least-squares sense. The discussion which follows explains how this can be done and how it can lead to successful parameter estimation for multiple closely spaced modes. 
A. Motivation for the Proposed Modal Parameter Estimation Algorithm
Assume that a window is applied to the signal in (1), with the window starting at and ending at . Then, the discrete Fourier transform calculated within the window will be given by (2) (3) where , and is the discrete-time Fourier transform of the noise. If the window slides along the signal so that its starting point is at time (where is arbitrary), then the Fourier transform calculated within the sliding window will be (4) (assuming noise is stationary)
Now, for a given value of , is constant. So for a given value of , is a time series of the same form as (1) [i.e., it is a noisy decaying complex exponential with the same decay factor and frequency as the signal in (1)]. It has, however, a complex amplitude which is times the complex amplitude in (1).
Although (1) and (5) are similar in form, (5) has two distinct advantages with respect to parameter estimation. First, if , and is not extremely high, then (5) is a time series with enhanced SNR compared with that in (1) .
The second advantage presented by is that it is essentially the output of a bandpass filtering operation. (Note that a sliding window Fourier transform can be thought of as a bank of bandpass filters, with the bandwidth of all the filters being equal to the bandwidth of the analysis window used [4] .) The output of the sliding window Fourier transform at is therefore bandlimited around , and its bandwidth is equal to the bandwidth of the analysis window . Due to this bandlimiting, can be sampled at a lower rate than the signal in (1). The practical implication of this is that the sliding window needed to create does not need to be applied at every consecutive point in discrete time but only at stepped intervals. That is, one has only to calculate the spectra in a comparatively small number of windows. (Note, however, that this number will be higher than the two that were required in [1] .)
The maximum rate by which the sampling rate in can be reduced from the sampling rate in (1) is 1/ , where is the bandwidth of the window used. This factor of 1/ is also the required stepping time between windows. In order to have a large interval between windows (and, therefore, have minimal computation), it is recommended that a window with a narrow bandwidth be used. In practice, this means using a window with very low sidelobes. A Kaiser window is a suitable choice [4] .
It is now necessary to specify the new parameter estimation algorithm. It essentially involves two steps.
Step 1 is to form the time series in (5) by application of a number of sliding spectral windows.
Step 2 involves obtaining parameter estimates from .
Step 2 can be achieved in a number of ways. The most straightforward is to use to create a set of a set of simultaneous equations in the unknown parameters and deduce the least-squares solution. This approach tends to be ill conditioned. A more robust approach is to feed into the algorithm in [3] . The method in [3] is a standard parametric estimation algorithm which is effective for closely spaced modes. While the noise performance of the algorithm in [3] is limited, enhanced SNR is obtained with Step 1. The overall noise performance is therefore good.
The parameter estimation algorithm is formally presented in the following subsection.
B. Modal Parameter Estimation Algorithm 1) Case 1:
There is a single mode present in the vicinity of • Step 1: Determine an initial estimate of according to (6) where here is a smooth window which extends between and . The window length must be set so that it contains most of the modal energy.
signifies the value of which maximizes . • Step 2: Evaluate the sliding spectral window time series for , where
• Step 3: Downshift to baseband to obtain a new time series (8) • Step 4: Feed into the parameter estimation algorithm in [3] to obtain , , and (estimates of the angular frequency, damping factor, and complex amplitude, respectively, for the time series obtained in Step 3). Note that is also the damping factor estimate for the original time series in (1).
• Step 5: Determine the frequency estimate for the time series in (1) by "upshifting" the estimate obtained for the downshifted signal (9)
• Step 6: Determine the complex amplitude estimate for the original observation by scaling the estimate obtained in
Step 4
Note that Step 2 is effectively the evaluation of one slice of a smoothly windowed short-time Fourier transform. Consequently, one can use the "specgram" command in Matlab. This makes the implementation of Step 2 very simple.
The scheme outlined above can readily be extended to processing multiple decaying sinusoids. If the different modal components are well separated in frequency (i.e., further apart than the bandwidth of the window), then one can simply process each of the components separately. If, say, multiple components are spaced very close in frequency, then one can proceed as described in the following subsection.
2) Case 2: There are multiple modes present in the vicinity of .
• Step 1: Determine an initial frequency estimate in the vicinity of the closely spaced frequencies , where
• Step 2 and Step 3: This is the same as for the single component case in Section II-B1. • Step 4: Similar to the single component case, feed into the parameter estimation algorithm in [3] to obtain estimates of the damping factors, the frequencies, and the complex amplitudes of the components in the downconverted time series. vector of observed samples [3] .
It is possible to solve the above set of simultaneous equations in a least squares sense to obtain estimates of the linear prediction coefficients and ultimately of the unknown parameters. This solution, however, is very poorly conditioned [3] . Much better performance is achieved by using a truncated singular value decomposition (SVD) solution. The SVD-based solution for the linear prediction coefficient vector is
where singular values; and eigenvectors of and , respectively; denotes complex conjugate transposition. For good practical performance, the prediction order should be made to be a large fraction (say 3/4) of . Further details of the algorithm are provided in [3] .
Other algorithms may be used in place of the Kumaresan and Tufts one in Step 4. Many have been proposed in the power-systems literature. Some of these have been based on parametric spectrum estimation (e.g., Prony analysis [8] ) and some have been based on system identification (e.g., the eigensystem realization algorithm [9] ). A very useful summary is provided in [8] .
Hauer and Trudnowski argue that providing the correct problem is addressed. The various core candidate algorithms tend to provide fairly similar performance [9] . There is a particularly close theoretical link between Prony analysis and the eigensystem realization algorithm.
Whatever algorithm is used in Step 4, computation tends to be an issue. Typically, the computational burden is proportional to the cube of the input data record length. For this reason, the filtering/downconversion/decimation portion of the algorithm presented in this paper is critical. This portion (specifically, Steps 2 and 3) enables the length of the overall data record to be reduced. The computation in Step 4 is thus significantly reduced as a result. Note that other authors have proposed a prefiltering step in conjunction with a parametric estimation technique [10] but have not taken advantage of the potential for sample rate reduction.
One of the most interesting trends emerging from the recent literature on modal parameter estimation is the incorporation of multiple power system outputs to improve accuracy and reliability. Importantly, along the lines described in [12] , one can use an extension of the algorithm in [3] to accommodate multiple output systems.
III. APPLICATION OF THE ALGORITHM TO SIMULATED SIGNALS
The first signal tested ("Test signal 1") was a signal which had three different decaying complex exponential modes. The sampling frequency was 1, the total number of samples was 256, the window was a 128-sample Kaiser function with a parameter of 14 [4] , and there was a delay between successive windows of 16 samples. The amplitudes for all modes were 1. The frequencies for modes 1, 2, and 3, respectively, were 0.019 53 Hz, 0.021 418 Hz, and 0.234 375 Hz. The damping factors for modes 1 to 3 were 0.005 s , 0.0045 s , and 0.008 s . Two of the modes are clearly very closely spaced in frequency and would not be resolved with traditional Fourier techniques.
The algorithm presented in this paper was used to estimate the parameters of all three modes. The parameter was chosen to be large (13) so that sidelobes would be very well suppressed, thus ensuring minimal interference between the mode at 0.234 375 Hz and the relatively close modal pair at 0.019 53 Hz and 0.021 418 Hz. With no additive noise present, the estimates were found to agree with the true parameter values to six decimal places.
The second type of signal tested was a single complex modal component immersed in white Gaussian noise. First, consider "Test Signal 2." The modal parameters of this signal were Hz, s , , , and . The sample rate was 1 Hz. A length 256 sliding Kaiser window with a parameter of 3 was used in conjunction with the algorithm in Section II-B1. The value of 3 was chosen because this value is sufficiently large to suppress sidelobes by 23 dB. This is more than adequate for providing good isolation between positive and negative frequency components. It is not too large, however, that too much data are "lost" from the start and end of the record by the window tapering. The window length was made long (256 samples) so that there is good noise suppression. A 256-point Kaiser window with a value of 3 has its energy well constrained within a bandwidth of 0.045 Hz. The Nyquist criterion thus requires that the stepping time between sliding windows be no less than 1/0.045 22.22 s. The delay between successive windows was chosen to be 16 s. Five hundred simulations were performed, and the average mean-square errors (MSEs) of the and parameter estimates were determined. The inverses of these MSEs are shown plotted in Fig. 1(a) as a function of SNR. The theoretical minimum limits on the MSEs [i.e., the Cramer-Rao (CR) lower bounds] [7] are also plotted in Fig. 1 Due to the higher rates of damping, it is more critical to not lose data at the start of the record by excessive tapering. One way to limit this critical data loss is to reduce the window length. Accordingly, the window length used for these signals was 128 samples, and again, the stepping time was 16 s. The MSEs of the frequency and damping factor estimates for Test Signals 3 and 4 are plotted in Fig. 1(b) and (c), respectively. It can be seen that the MSEs depart further from the theoretical limits as the damping factor increases. This phenomenon occurs because the window tapering at the start of the data record eliminates a greater proportion of the signal when the damping is higher.
IV. APPLICATION OF THE ALGORITHM TO REAL DATA
The final signal tested was a real power-system example taken from [6] . It was a waveform containing exponentially growing modes from the Kemano generating station in the British Columbia Hydro system. These types of exponentially growing modes are the kind that are crucial to process in practice. The signal was analyzed using the algorithm in Section II-B2. As discussed in [6] , there are two dominant modes known to be present in the signal, these being in the frequency range of 0.5 to 0.6 Hz. The modes were also known to be exponentially growing (rather than decaying). The parameters of the signal changed with time, as was evident from a sliding Fourier analysis. The decision was made to perform the analysis on the first 64 samples of the signal, this being the most stable portion. The sample rate actually used was Hz. A plot is shown in Fig. 2 . In the analysis, the window length was set to 32, and the value for the Kaiser window was set to 5. This type of window has its energy well constrained within the bandwidth 8
. To satisfy the Nyquist criterion, the stepping time between sliding windows needed to be at least . Due to 1) the large degree of uncertainty about the data; 2) the observable drift in frequencies; 3) the comparatively short observed data length; the stepping time was made somewhat smaller than necessary. It set equal to . The two modal frequencies were then determined to be 0.52 and 0.6 Hz. The damping factors were found to be 0.026 s and 0.011 s respectively. These values are in the expected range.
V. CONCLUSIONS
An algorithm has been presented for estimating the parameters of oscillating modes which are set up after faults and/or disturbances. The algorithm enables the processing of signals at low SNR while still allowing components that are closely spaced in frequency to be resolved. The computation involved is quite moderate. A theoretical analysis has been presented, and simulations have verified the effectiveness of the theoretical results. The method has significance for the power industry as the accurate parameter estimation of these modes is crucial to reliable operation.
