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Abstract 
The work presented in this thesis can be divided into two main parts: a 
study of Cellular Automaton (CA) models of incompressible fluid flow and 
work on the use of Renormalisation Group (RG) methods to derive an ef-
fective viscosity for use in subgrid modelling in Large Eddy Simulation of 
incompressible turbulence. 
The derivation of hydrodynamic equations for the behaviour of CA mod-
els is reviewed in the context of classical statistical mechanics. In computer 
simulations of such models, velocity and density values are found by cal-
culating averages of appropriate microscopic quantities: the effect of this 
averaging on noise levels in such simulations is investigated. We verify the 
expected result that the noise level is proportional to N 112 where N is the 
number of space cells or time-steps in the average. A new CA model, the 
'2D multispeed model', is developed by considering the projection of the 4D 
face-centred hypercubic model into 2D. Optimal collision rules are obtained 
and computer simulations of flow through a channel are performed, which 
reproduce the well-known parabolic velocity profile. Kinematic viscosity is 
calculated as a function of particle density from the velocity profiles and the 
imposed pressure gradient: the results compare favourably with those of the 
FHP model in terms of maximum attainable Reynolds number for a given 
computational effort. 
After briefly summarising some important aspects of turbulent fluid flow, 
a. conditional averaging procedure is presented, designed to deal with the 
problems of èoupling between low-wavenumber and high-wavenumber modes 
in the filtered Navier-Stokes equation in Ic-space. The conditional average is 
precisely defined in terms of the turbulent ensemble and a method of evalua- 
V 
tion is proposed, whereby the conditional average of moments of the velocity 
field is related to the full-ensemble average of the same quantities, with an 
explicit error term representing the effect of the coupling. The application 
of this averaging procedure to the modelling of small-scale motion in homo-
geneous isotropic turbulence is explained and the derivation of an effective 
viscosity, due to McComb and Watt [43] is outlined. 
Finally, the form of corrections to the effective viscosity are considered, 
when describing flow which is inhomogeneous and anisotropic. By making 
the assumption of local isotropy, as proposed by Kolmogorov[30], we find a 
modified equation of motion for the behaviour of the low-wavenumber modes, 
which are the resolved modes in a Large Eddy Simulation. 
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Chapter 1 
Introduction 
This thesis is concerned with the flow of fluids. The obvious importance 
of this phenomenon, combined with its extreme complexity, has led to the 
development of the subject known as 'Computational Fluid Dynamics'. Al-
though many problems in the study of fluids can be simply stated, only a 
tiny minority can be successfully solved by analytical study of the governing 
equations. The study of fluids by physical experiment is a huge and suc-
cessful field, but in many situations is limited, despite the ingenuity of its 
practitioners, by the difficulty or expense of modelling complex flows or of 
taking measurements without disturbing the flow under consideration. 
Thus computational fluid dynamics has arisen as a separate field of study, 
distinct from but complementary to both theoretical and experimental stud-
ies of fluids. The computer simulator has much in common with the physical 
experimenter, but has the advantages of much greater control over his exper-
iments and far more complete information about the results. However, every 
silver lining has a cloud, and the computational scientist must always work 
in a discretised world, dealing only with approximations to the full equations 
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of fluid flow, which may fail to reproduce some physical phenomena, or al-
ternatively, may invent some new behaviour of their own. No computer of 
the near future is likely to be fast enough or have enough memory to meet 
in full the challenges of fluid modelling, but nonetheless, the computational 
study of fluid dynamics is a powerful and versatile technique, and one which 
is being rapidly improved. 
In this thesis we consider two approaches to modelling fluid flow for corn-
puter simulation: the cellular automaton method, and the modelling of small 
scale motion for use with Large Eddy Simulation of fluid turbulence. We 
limit our attention to the important subset of fluids which can be regarded 
as incompressible and 'Newtonian': that is the fluid density is constant, to 
a good approximation, and there is a linear relationship between the stress, 
or applied force, on a fluid element and the rate of strain. In addition, we 
W. restrict ourselves to the study of flOWS where the effect of temperature 
is unimportant. 
Fluid motion satisfying these conditions can be described by two main 
equations: the equation of continuity, 
---Up(x,t)=O,  
O2;3 
which expresses the conservation of mass (where U(x, t) is the velocity of 
the fluid at position x and time t, and where we have used the summation 
convention for repeated indices); and the Navier-Stokes equation, 
	
OUcz 	OUcx 	1 OP 	OUc 
(1.2) at Ox0 p Ox. 0x00x 0 
which expresses the conservation of momentum. (Note that P is the pressure 
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and v is the kinematic viscosity). These equations can be derived by contin-
uum mechanics (see [1] for example), or by the kinetic theory of statistical 
mechanics (see [2] or [31). It is the presence of the non-linear term in the 
Navier-Stokes equation (ie. U,3 8Ua /ô 13) which makes it so hard to solve and 
which is crucial to the description of the complexity of fluid motion. 
Before moving onto consider the ilrst of our modelling techniques, we 
will introduce an important parameter in the description of any flow, the 
Reynolds number. In the late nineteenth century, Osborne Reynolds [23] 
discovered, using dye tracers, that when fluid flows through a long pipe of 
uniform circular cross-section, at a certain critical speed the nature of the flow 
will change from being laminar to being turbulent; and for pipes of various 
diameter and fluids of various viscosity, the transition is characterised by the 
same dimensionless parameter 
(1.3) 
where U and L are representative velocity and length scales (the mean ye-
locity and the pipe diameter in the case of flow through a. pipe) and xi is the 
kinematic viscosity introduced in (1.2). 
The Reynolds number is extremely useful for characterising fluid flow. In 
general, high Reynolds number corresponds to an unstable, turbulent flow, 
whereas a low Reynolds number corresponds to stable laminar flow. It can 
be thought of as providing an estimate of the relative importance of inertial 
forces and viscous forces acting on the fluid. In low Reynolds number flow, 
viscous forces are dominant, so oscillations of the fluid are heavily damped 
and the flow is laminar; in high Reynolds number situations, inertial forces 
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are dominant and the motion is highly irregular. 
The higher the Reynolds number characterising a particular flow, the 
more computationally intensive will be any attempt to model it accurately. 
Landau and Lifschitz ([4]) showed that the number of degrees of freedom in a 
turbulent flow scales as W 4 and direct simulation of high Reynolds number 
turbulence is beyond the capability of present day computers. The work in 
the latter part of this thesis is an attempt to reduce the number of degrees of 
freedom which must be explicitly calculated in simulations of high Reynolds 
number flow. 
Chapter 2 
The CA Approach to Fluid 
Modelling 
2.1 Background 
A cellular automaton (CA) is an array of identical cells, each of which can 
assume one of a finite number of states. Each cell evolves simultaneously in 
discrete steps according to a simple rule, whereby the state of a cell at time 
ti is determined by its own state and the states of neighbouring cells at 
t. Although composed of simple units, a cellular automaton which has very 
many cells can exhibit very complex behaviour: by a careful choice of the 
update rule, a cellular automaton can be constructed which simulates the 
behaviour of a real physical fluid. 
Those cellular automata which are designed for fluid modelling are known 
as lattice gas models as they have been developed by drawing analogies with 
molecular dynamics, the microscopic physical behaviour underlying real flu-
ids, in an attempt to 'distil out' those properties which are the essence of 
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macroscopic fluid behaviour; to develop a. very simple model which nonethe-
less can be made to behave like a real fluid. The first model of this kind was 
introduced by Hardy, Pomeau and de Pazzis in 1973[5] and is hence known 
as the 'HPP' model. The idea was then developed more fully by Frisch, Has-
slacher and Pomeau in 1986[6] with their 'FHP' model, which has stimulated 
the considerable interest in this approach over the last few years. 
Perhaps the main reason for the recent interest in the CA approach to 
fluid modelling is its suitability for implementation on computers. Given that 
the Navier Stokes equation is analytically intractable in all but the simplest 
of situations, physicists and engineers are forced to turn to computers to ad-
dress fluid flow problems and the possibility of an alternative to the standard 
numerical techniques, finite difference and finite element methods, seems very 
attractive. There is also interest in using CA to gain insight into fundamental 
fluid properties such as the behaviour of velocity auto-correlations[7], where 
a CA as a simplified fluid model can be informative, perhaps playing a simi-
lar role to that of the Ising model in relation to phase transitions. Our main 
interest in this thesis, however, is in the potential of CA models as practical 
modelling tools. Cellular automata are very straightforward to implement 
on a computer as they can exploit the ability of the computer to do very 
simple tasks very quickly. Moreover, the inherently discrete nature of a CA 
means that only integer arithmetic is required, avoiding the rounding er-
rors which are inevitable in any floating point algorithm. The state of each 
cell of the CA can be encoded by a single integer and the update rule then 
becomes a set of simple binary operations on these integers. In particular, 
cellular automata lend themselves to implementation on computers with par-
aIlel architectures, due to the local nature of the interactions of the cells, and 
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the recent rapid development of such machines is another motivating factor 
behind the work on CA fluid modelling. The prospect of purpose-built mi-
croprocessors for lattice gases means that the CA approach could become a 
very powerful technique. It has advantages over other techniques in the ease 
of programming complex boundaries (to simulate porous media for example 
[24]) and in its inherent stability: it has been shown that the CA models we 
are concerned with satisfy an H theorem[8], proving that the entropy of the 
CA is non-increasing as it evolves. 
However, having mentioned many possible advantages of the CA ap-
proach, it must be noted that it is not easy to develop rules for a CA which 
accurately reproduce the behaviour of a real fluid. The methods so far devel-
oped are subject to some awkward limitations, which will be described more 
fully in the forthcoming sections. 
2.2 The CA approach to modelling fluids 
There are two angles from which one can approach the description of the 
CA approach to fluid modelling: in the terminology of cellular automata, or 
in terms of particles, velocities and collisions. The first of these is the more 
accurate description of what a CA simulation of a fluid consists of, but can be 
somewhat abstract, whereas the second, to which we shall generally refer as 
the lattice gas description, is useful in appealing to physical intuition and, by 
drawing analogies with molecular dynamics, illustrates the physical features 
of fluid flow which we endeavour to capture in our CA model. However, the 
lattice gas description can mislead, if we try to take the analogies too far: 
a CA simulation of fluid flow is not a molecular dynamics simulation, and 
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the particles which we shall refer to are neither molecules nor 'fluid particles' 
in the continuum mechanics sense, and thus we must be careful in applying 
physical properties of real fluids to our CA models. 
Having given warning of the pitfalls, we will proceed to describe the 
CA approach mainly in terms of a lattice gas first of all, but pointing out 
the equivalent cellular automaton 'equivalent' where appropriate. To begin 
with, we will confine our discussion to two dimensional systems, although 
the extension to three (and four) dimensions is quite straightforward and 
will appear later. To illustrate our description we shall refer occasionally to 
particular models: the HPP model, which is the simplest in two dimensions 
(although not the best, as we shall see later) and the FHP model, which is 
more complex than the HPP model but gives better results. 
A cellular automaton, as mentioned in the opening section, is an array of 
cells, each of which has a finite number of states, and the time evolution of 
the state of each cell is governed by the same simple update rule. From the 
lattice gas viewpoint, we consider our array of cells to be forming the nodes 
of a lattice. Residing at these nodes of the lattice are particles, each having 
a velocity belonging to a small and discrete set of allowed velocities. These 
velocities are chosen so that in one time-step a particle will propagate along 
a link of the lattice to a neighbouring node, or 'lattice site'. An exclusion 
principle operates so that if two particles are at the same node they must 
have different velocities: no two particles can be in the same state, where a 
state is defined by a position and a velocity. The state of the entire system 
can be described by a set of occupation numbers, each of which can take 
the values zero or one, corresponding to the absence or presence of a particle 
in the appropriate position-velocity state. This idea of occupation numbers 
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leans towards the CA viewpoint, in which everything can be described in 
terms of operations upon these occupation numbers. Since they can take the 
values zero or one only, each can be represented on a computer by a single 
'bit'. 
One time step in the evolution of the system can be divided into two 
stages: collisions followed by advection, whereby each particle moves with 
its associated velocity for the duration of one time step, arriving at a neigh-
bouring node. Collisions are local to individual nodes of the lattice and a 
set of collision rules must be defined which specify the result of each possible 
collision (corresponding to each possible configuration of pre-collision or 'in-
coming' particles). The finite number of allowed velocities plus the exclusion 
principle means that there is a finite number of possible collisions: to be 
precise, if there are n allowed velocities, there are 2" different possibilities. 
Here we are using the word 'collision' in a quite general sense, which includes 
the situation where the collision has no effect, so that the pre-collision and 
post-collision configurations of particles are identical. In general we will be 
dealing with collision rules which conserve particle number (or mass) and 
momentum at each individual node and time step, although collision rules 
which depart from this are possible. In many models, all allowed velocities 
have the same modulus in which case the idea of kinetic energy is equivalent 
to particle number. Other models have velocities of different modulus, and 
in this case some collision rules will conserve kinetic energy at each node 
and timestep and some collision rules will conserve kinetic energy only on 
average. The huge variety of possible collision rules leads to the versatility of 
the CA approach to modelling physical phenomena, but also leaves us with 
the tricky question of which one to use for which situation. 
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Figure 2.1: Collision rules for the HPP model 
The HPP model uses a square lattice in two dimensions, and hence the 
set of allowed velocities has only four members: a positive and negative pair 
for each of the orthogonal lattice directions. Thus there are only 2 4  = 16 
configurations of particles at a node and of these only two give non-trivial 
collisions, since the model uses collision rules which conserve mass and mo-
mentum. Figure 1 illustrates these two collisions, with the pre-collision con-
figurations on the left and the post-collision configurations on the right. Note 
the convention regarding the arrows: the arrows indicate the velocities of the 
particles present at a node and always point radially outward, before and af-
ter a collision. This diagram (and any subsequent diagram of the same type) 
does not treat particles as travelling inwards before a collision and outwards 
afterwards. 
In computer simulations of cellular automata, the most efficient way to im-
plement the collision part of the update rule is to use a look-up table, where 
the post-collision state corresponding to every pre-collision state is listed. 
The collision table thus has an entry corresponding to every possible state of 
a single cell of the automaton. This method is ideal for simple models such 
as the HPP (16 entries) and the FHP (64 entries in its simplest form) but 
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can create difficulties in more complex models. In three dimensions, the most 
favoured model has 24 allowed velocities and thus 224  17 x 106  entries in 
its collision table. A table of this size requires a very substantial amount of 
computer memory to store it, and much ingenuity has gone into researching 
ways of reducing this memory requirement [9]. 
So far, we have considered CA models at the microscopic level, but how 
do we obtain macroscopic fluid properties from such models? The answer is 
by taking averages, which could be space, time or ensemble averages, or some 
combination of the three. To reproduce hydrodynamics, we require that mean 
quantities are slowly varying in space and time in comparison with the mean 
free path and the mean time between collisions respectively, effectively taking 
a long wavelength limit of the microscopic CA behaviour. This is explained 
in more detail below. In practice we usually take averages over space and 
time. For space averages, the lattice is divided up into regular blocks, and the 
value of fluid density or momentum is calculated by averaging the appropriate 
microscopic quantity over each lattice node in the block. Obviously the 
resolution of such a simulation depends on the number of blocks, but if the 
averaging block is too small the values yielded for macroscopic quantities 
may be unreliable. It is a thorny problem which we shall return to later, 
together with the more general question of how to use the CA method to 
simulate a particular physical situation. 
2.3 Definitions 
We will now set up the mathematical formalism required to discuss CA mod- 	- 
els in detail. Initially we will consider a subset of all possible two dimensional 
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models: those which use a regular lattice where all lattice links have the same 
length, and hence all allowed velocities have the same modulus. In practice 
this means that we are considering either the HPP model or the FHP model, 
but retaining some degree of generality makes the extension of this formalism 
to more complex models a little easier. The HPP model, as explained in the 
preceding section, uses a square lattice; the FHP model uses a hexagonal 
lattice and thus has six allowed velocities, one corresponding to each link of 
the lattice connected to each node. 
Nodes of the lattice (or cells of the cellular automaton) are at positions r 
which are linear combinations with integer coefficients of the lattice vectors 
e1 ,i = 1... b, where b is the number of lattice links. For the FHP model, 
with lattice spacing a, we have 
e1 = a(1,O); 





e3 = a( —' 
'/3 
---,---); 









e6 = a(, 2 
We label the set of all nodes r in the lattice C. 
The set of allowed velocities for a model with b lattice links is {c 1 , i = 1 ... b} 
where 
c2 Lt = e1 . 	 (2.2) 
It is the length of one time step in the evolution of the system. At each 
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time step, the lattice updates according to a time evolution operator which 
can be described as a convolution T = SC, where C describes the collision 
process and S describes the advection process whereby a particle moves from 
r to r + cLt. 
We label the occupation numbers of the velocity states at each node 
n(r,t). Because of the exclusion principle introduced in section 1.2, the 
only allowed values are 0 and 1. We define the following sets of occupation 
numbers: 
de n(r, t) =l  {n 1 (r, t), i = 1. . . 	 (2.3) 
N(t) 'I {n(r,t),r E £}. 	 (2.4) 
n(r, t) is the set of b occupation numbers at a particular node of the lattice 
and Ar(t)  is the set of all occupation numbers over the whole lattice. 
The time evolution operator, T = SC, when acting upon the occupation 
numbers gives 
C(n1 (r)) = n(r) + (n(r)); 	 (2.5) 
S(n(r)) = n1 (r - e1 ). 	 (2.6) 
where L 1 (n(r)) is the collision function. This function expresses the effect 
of the collision rules, but it is only useful to form an explicit expression for 
the collision function in the simplest of cases. It can take the values -1, 0 
or 1. Equation (2.7) below gives the collision function for the HPP model, 
which can be compared to figure 1. The corresponding equation for the FHP 
model is straightforward to write down but is too complex to be particularly 
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illuminating. 
= n+in+3(1 - n.1)(1 - n+2) - nn+2(1 - n1+i)(1  - r&+3). (2.7) 
Combining (2.5) and (2.6) we get the following evolution equation for the 
occupation numbers: 
n(r + e, t + t) = n2 (r, t) + L 1 (n(r, t)). 	 (2.8) 
As mentioned in section 1.2, we obtain macroscopic behaviour from our cel-
lular automaton by taking averages: over an ensemble, over space or over 
time. From the point of view of mathematical analysis, it is most useful to 
consider ensemble averaging. The question of whether ensemble averaging is 
equivalent to space or time averaging will be returned to in Chapter 2. 
Consider an ensemble of N..r identical cellular automata, then we can 
define the en.semble average of some quantity x by 
1 
(x) = —x(systemj). 	 (2.9) 
In particular, we can use the ensemble average to define the expected occu-
pation number of a given state. This is analogous to the one-particle reduced 
distribution function of statistical mechanics. 
del 
f(r,t) = (n(r,t)). 	 (2.10) 
Because the occupation number can take on only the values 0 or 1, f1 (r, t) 
gives the probability of finding a particle at position r at time t with velocity 
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c1 . If we define a discrete analogue of the Dirac delta function such that 
6(0) = 1; 
6(±1) = 0, 	 (2.11) 
then we can write down the probability that a given occupation number will 
be equal to a Boolean variable q: 
P(n,(r, t) = q) = (6(q - n(r, t))). 	 (2.12) 
Hence 
P(n1 (r,t) = 1) 	f(r,t) 	= (6(1 - n1 (r,t))). 	(2.13) 
In the same way we can define the probability of a given configuration of the 
whole lattice, Q: 
b 
P(Jtf = Q, t) = ( H 11 	6(q1 - n(r, t))). 	 (2.14) 
rECi=1 
The right hand side of this equation picks out, using the 6 function defined 
in (2.11), those members of the ensemble which are in the required state and 
thus defines the probability of the system being in that state. 
2.4 Hydrodynamic Equations for CA mod-
els 
Statistical mechanics provides the bridge between the microscopic and macro- 
scopic physics of many-particle systems, aiming to predict the behaviour of 
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a system of very many particles, each of which in isolation obeys simple 
and well-known laws, typically classical Hamiltonian dynamics. It is natural 
therefore to turn to the methods of statistical mechanics when investigating 
the large scale behaviour of CA models. The microscopic behaviour of the 
CA models is known exactly and can be easily controlled, and the large scale 
behaviour can be observed by computer simulation: what we seek here is 
some understanding of how a particular choice of allowed velocities and col-
lision rules results in the observed large scale effects. In particular we would 
like to be able to answer the question: how do we design a CA model to 
behave like a real fluid? 
In this section we will outline the method, developed by Frisch et al [8], 
to form hydrodynamic equations for CA models of fluids. It has much in 
common with the statistical mechanics derivation of hydrodynamics (eg. [2]) 
and for that reason we will first consider a summary of the relevant aspects 
of statistical mechanics. 
2.4.1 Relevant statistical mechanics 
The best that statistical mechanics can aim to do is to predict the average 
result of a large number of experiments performed under identical conditions. 
There may be fluctuations about this average, although it turns out that the 
distribution of results is very sharply peaked about the average value if the 
number of particles is very large. This is the idea of the statistical ensemble. 
The ensemble consists of a large number of experiments which have identical 
initial conditions in -terms of all macroscopic quantities (such as mass density, 
temperature or velocity) but which differ, in general, at the microscopic level. 
This can be formalised using the phase space distribution function F(q, p, t), 
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the probability density at time t for a system of N particles to be at a given 
point in its 6N-dimensional phase space. Note the abbreviation: 
q=ql,q2,...qN; 
PP1,P2,••PN• 
where q refers to position and p to momentum. Macroscopic observables 
can be defined as weighted averages of microscopic dynamical functions. For 





n(x,t)=Jdqdpa(qj —x)F(q,p,t). 	 (2.15) 
All information on the system can be gained from the time evolution of 
F(q,p, t), which depends on the Hamiltonian of the system and can be found 
by solving the Liouville equation: 
aF 
at 
= LF, 	 (2.16) 
where L is the 'Liouvillian': 
N(8H0 OHÔ 
(2.17) 
- 	- 	 n=1 
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and H is the Hamiltonian of the system. This has the formal solution 
F(q,p,t) = etIF(q,p,t = 0) 	 (2.18) 
It is possible to reformulate the Liouville equation in terms of reduced distri-
bution functions. These are obtained by integrating the phase space dis-
tribution function over some of the variables On (using the abbreviation 
(qn, p,)), thus isolating information on particular aspects of the sys-
tem. Integrating over 02 . . . ON gives the single particle reduced distribution 
function f1 (q51 , t): 
	
fi(&,t) = NJ d4 2 . . . dc6NFN(#1 ... N,t). 	(2.19) 
Note that a subscript N has been added to the full phase-space distribution 
I? i..... 	 1.1, i. 	1. ..1,,.-1... 	.,11 Tr 	 'T'b 	 TtT s ua uzOn s Ui.# CSSSJSAOOAOc..e usaau A U 	 JSS AI. Al 1 a.. US.,Sk.S. S LL. .a%.u.Jr tv 
multiplying the integral, is a normalisation constant resulting from having a 
system of N particles and the fact that the phase space distribution function 
is symmetric under all changes of particle labels. The s-particle reduced 
distribution function is given by 
f9(01 . . . 4 	
N!
,t) = (N - s)! Jd9S8,1 ... dXNFN. 	(2.20) 
It turns out that the equation giving the time evolution of f3 includes 
a term depending on fi+i  yielding an infinite, and thus insoluble, hierar-
chy of equations known as the BBGKY hierarchy, after Born, Bogoliubov, 
Green, Kirkwood and Yvon. The Boltzmann equation closes the hierarchy 
by approximation, by detailed consideration of collisions between two parti- 
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des. The derivation of the Boltzmann equation assumes that the distribution 
function Ii  is slowly varying in space, and that particles entering a collision 
are uncorrelated. This second assumption is known as the Boltzmann ap-
proximation and can be written 
f2(q, Pi,  q, P2,  i) = Ii (q, Pi,  t)fi(q, P2,  t). 	 (2.21) 
This is the crucial approximation which closes the hierarchy. 
Introducing x as a general position variable, not associated with any 
particular particle, introducing v for velocity and dropping the subscript '1' 
on f, we can write the Boltzmann equation as 
(9 	(9 




r' :.. 	 1 	1..1 	i, 	. 	 :... 	 :,..., 	 .. where a .. 	na £LeLL . ULLC 
mass of a particle. 
To obtain equations for macroscopic quantities such as mass, momentum 
and energy from our equation for the reduced distribution function, we must 
introduce the idea of collision invari ants denoted x(v). x can be any quantity 
associated with a particle with velocity v, such that in a collision {v i ,v2} - 
{v, v} between two particles labelled 1 and 2 we have 
X1+X2X+X 	 (2.23) 
There are five basic collision invariants in classical mechanics: mass, 3 com- 
ponents of momentum, and energy. We can use the Boltzmann equation 
to derive a conservation equation for each of these. The derivation involves 
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some lengthy algebra so only the outline will be given here. More detail can 
be found in [2] or [3]. Firstly, we note that by manipulation of (2.22) and 
(2.23), it can be shown that 
	
J d3VX(V)(: +vj— 	1 --)f(x,v,t) = 0, 	(2.24) —+ t 	Ox, rnOv, 
where repeated indices are summed. We define an average as follows: 
(A) = f d3v Af = ! j d3v Af, 	 (2.25) fd3vf 	n 
where n(x, t) = f &v f(x, v, t) is the number density. Then rearranging equa-
tion (2.24) using the chain rule for differentiation, we obtain the following 
conservation theorem: 
--(x) + 4-(nvjX) - n(v--) - 	= 0. 	(2.26) Ot 	dx, 	 dx, m dv, 
Setting x to each of our five invariants yields five conservation equations. We 
will consider only the mass and momentum equations in detail, as the energy 
equation is less relevant to our later discussion of CA models. 
Defining mass density p(x, t) = mn(x, t) and average velocity u(x,t) = 
(v) then substituting x = m, we obtain the familiar continuity equation of 
hydrodynamics: 
+ V.(pu) = 0. 	 (2.27) 
at 
Setting x = mv 1 , we obtain the momentum conservation equation: 
p(- +u1 	) 
Oui 	OUt 
= pF1 - 	 (2.28) ---  m 
	axj 
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where P = 	- u1 )(v, - u3 )) is the pressure tensor or momentum flux 
tensor. 
The quantities p, u, Pij all use the distribution function f in their defi-
nition and so to obtain explicit expressions for these, we need to solve the 
Boltzmann equation. Solving the equation exactly is a very difficult problem 
so the approach used is that of expansion about the well-known equilibrium 
solution given by the Maxwell-Boltzmann distribution. The expansion pa-
rameter is essentially a measure of the 'distance from equilibrium'. We will 
write 
	
f=f ° + f 1 +..., 	 (2.29) 
where f(0)  is the Maxwell-Boltzmann distribution 
Tn 3 	 tfl 
f (°) (x,v,t) = n(—'iex 
2ir9' 
- u)2], 	 (2.30) 
where 9 denotes temperature. First we consider the zeroth order approxima-
tion, where we assume that the system is in local equilibrium; the distribution 
function is given locally by the M axwell- Boltzmann distribution, but the den-
sity, average velocity and temperature which specify the Maxwell-Boltzrnann 
distribution vary slowly with space and time. This approximation to the dis-
tribution function gives F()  , = 6P where P = nO, giving the equations of 
hydrodynamics at zeroth order: 
ap 
+ V.(pu) = 0; 	 (2.31) 
( + u.V)u + VP = 1-F. 	 (2.32) 
Equation (2.32) is the Euler equation for inviscid flow. 
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The first order approximation uses (2.29) to approximate the distribution 
function, assuming that the system is close to equilibrium so that f(l) z f(°). 
Substituting (2.29) in (2.22) and discarding terms of o(f(l)2)  gives 
f(l) r( — + vj— + ;.. 
m 5v3
_)f(0), 	 (2.33) 




where .\ is a length of the order of a mean free path and L is the distance 
over which f(0)  varies by a significant amount. The procedure outlined above 
is the first step of a Chapman-Enskog expansion. 
To obtain first order hydrodynamical equations, we find an explicit form 
for f(i)  using (2.33), then substitute (2.29) into the expression for Pjj. Ne-
glecting the second order of small quantities we obtain the continuity equa-
tion and the Navier Stokes equation: 
Tt 
+ V.(pu) = 0; 	 (2.35) 
+ u.V)u = -. - V(P - V.u) + V 2u . 	(2.36) 
m p 	3 	p 
where the viscosity ji = mO. At this stage we have not assumed that the 
fluid is incompressible so the terms involving V.0 are retained. 
2.4.2 Equations for CA models 
The derivation of hydrodynamic equations for CA models, first carried out 
by Frisch et a48], closely follows the pattern of the statistical mechanics 
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derivation given in the previous section. 
The starting point for the derivation of hydrodynamic equations is the 
idea of the statistical ensemble, from which we can define probability dis-
tributions. Equation (2.14) defines the probability of the CA being in a 
particular state. We define the phase space r of the CA model as being the 
set of all possible configurations H of the system, where a configuration is 
defined by the set of occupation numbers given in (2.4). Thus our function 
P(Q) is equivalent to the phase space distribution function of the previous 
section. The CA equivalent of the one-particle reduced distribution function 
of the previous section is the expected value of a single occupation number, 
as defined in (2.10). Both give the probability of finding a particle at a par-
ticular position with a particular velocity. The functions f and P are related 
by the following (analogously to equation (2.19)) 
f(r,t) = 	P(Jf)5(1 - n1(r,t)) 
ph&ie ipace 
= 	5(1 - n(r,t)) 	 (2.37) 
•niemble 
Because of the discrete nature of the phase space of CA models, the integral 
which appears in equation (2.19), the continuous case is replaced by a sum. 
For a deterministic collision rule, we can write a Liouville equation for 
the time evolution of P(H): 
P(Q',t + t) = P(Q,t), 	 (2.38) 
where Q' = T(Q), and T is the time evolution operator. For a nondeter- 
ministic collision rule the equation is slightly more complicated as we must 
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introduce the transition probability from pre-collision to post-collision states 
for each cell, A(n - n') where En, A(n —p n') = 1. The Liouville equation 
now becomes 
P(Q',t + t) = > fi A(q(r) - w(r))P(Q,t), 	(2.39) 
QErreC 
where q(r) and w(r) are the states of the cell at position r corresponding to 
the configurations of the entire system labelled by Q and W, where W is the 
state of the system after the collisions, but before the advection stage of the 
update rule. Thus Q' = 7(Q) = S(W) where S is the advection operator. 
Thus the probability at time t + At of configuration Q' is given by the sum 
over all possible pre-collision states of the pre-collision probability multiplied 
by the transition probability. The properties of the transition probability 
will be discussed in more detail in Chapter 3, but note that it is the purely 
local nature of the collisions which allows us to write the product over cells 
in (2.39). 
As with classical statistical mechanics, hydrodynainic equations are de-
veloped from conservation equations based on collision invariant quantities. 
For the CA models discussed here, the relevant invariants are particle num-
ber at each cell (which is equivalent to mass, since we will assume that our 
particles have unit mass), and two components of total momentum at each 
cell (for a 2D model). If we include the advection step in our conservation 
equations, we obtain the following: 
>n(r+ej,t+f.t) = 	n(r,t); 	 (2.40) 
Ecins(r+ei,t+LX) = >cn1(r,t). 	(2.41) 
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Remember that c i are particle velocities. Note that the most general collision 
invariant is a linear combination of our three basic invariants and can be 
written x = h + q.c. Taking the ensemble average of these equations gives 
f1 (r + e, t + Lt) = 	f1 (r, t); 	 (2.42) 
E cjfj(r+ej,t+ ,8~ ) = :: cf(r, t). 	 (2.43) 
Taking the ensemble average of equation (2.8) and converting finite differ-
ences into derivatives by writing f1 (r + e, t + it) as a Taylor expansion in 
At and ei about (r, t), then taking the limit of short time step and small 
lattice spacing yields the CA equivalent of the Boltzmann equation: 
a 
( + e1 .V)f = at (2.44) 
Summing over i and subtracting h times (2.42) and the scalar product of q 
with (2.43) gives 
= 0, 	 (2.45) 
which is very similar to (2.24). Again, following the statistical mechanics 
treatment, the development of hydrodynamic equations from our conserva-
tion equations requires us to evaluate the distribution function f, which we 
can do only approximately by a Chapman-Enskog expansion about the dis-
tribution for a system in equilibrium. 
Frisch et al have found equilibrium solutions to the Liouville equation for 
the class of models discussed here, which are fully factorised over position- 
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velocity states of the system, that is 
p(0)(Q) 
= [•J
f(f( 0))t(l — f())(1_qj) 	 (2.46) 
rEC i 
with the reduced distribution function in equilibrium given by 
f(0) = 	1 	 (2.47) 
1+exp(h+q.c) 
Their paper [8] gives the proof of this result. The expression f"(l — fj(1_qj) 
gives the probability that a Boolean variable takes the value qj when its mean 
is f. With this solution of the Liouville equation, there are no single-time 
correlations between occupation numbers. Computer simulation coafirms 
that this equilibrium solution occurs in practice, although there is no proof 
that other equilibrium solutions of the CA Liouville equation might not exist. 
#b.1. +1.... 	 , 	 .0 #b 
S I a U 	 usia u OhS.. S..S4%SiSS 111£ SiSAL O*JSS.4 055155 50 £55S.LS.J 	S.tS.,SL U 515 OiLS.. US .LI0& V4S.l.0 jJS 51 .IaLfls- 
ities A(q —+ q'), although the proof requires that they satisfy semi-detailed 
balance: q A(q — q') = 1. Note also that Frisch's proof requires the ab-
sence of spurious invariants, that is the collisions must conserve the three 
basic invariants only. Recent evidence [10] suggests that the FHP model 
may conserve three other independent quantities which introduce unphysical 
behaviour into the model. We return to this question in section 1.5. 
The equilibrium distribution fO)  depends on the Lagrange multipliers 
h and q which in turn are functions of the local mass density and average 
velocity through the relations 
p(r,t) = 	f(r,t); 	 (2.48) 
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p(r, t)u(r, t) = 	cj,(r, t). 	 (2.49) 
Explicit solutions for h and q for the FHP model are known only in special 
cases (such as u = 0) so in general the equilibrium distribution is expressed 
as an expansion in small u about the zero-velocity case. Note that this limits 
the range of validity of the hydrodynamic equations for CA models and 
computer simulation confirms that, for large velocities, CA models do not 
behave like real fiuids[11]. Galilean invariance does not hold for CA models 
due to the fixed microscopic lattice, so there is no simple relation between 
the zero-velocity equilibrium solution and equilibria with other velocities. 
The expression for f(0)  obtained by the small u expansion is given in 
(2.50), where for clarity, certain model dependent parameters in the expres-
sion have been set to the values for the FHP model. 
:(0) 	 F) j (r, t) = + 	+ 	 + o(u3 ), 	(2.50) 
where Greek subscripts label Cartesian components, Roman subscripts label 




Qic43 = Cjc,Cjf3 - 	 (2.51) 
Note that c = id = a/st. For the FHP model with a. rest particle, (2.50) is 
modified to give 
f ° (r, t) 	+ 	+ pG(p)Q, 13uau13  + o(u3 ), 	(2.52) 
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We now have an equilibrium distribution given by equation ( 2.50) and 
conservation equations for mass and momentum, given by equations ( 2.42) 
and (2.43), so we can go on to carry out a Chapman-Enskog expansion (see 
equation (2.29)), again using the idea of local equilibrium, to give hydro-
dynamic equations at zeroth and first order. It is worth noting that a CA 
requires a very large number of cells to allow the existence of local equilibria. 
At zeroth order we obtain 
(9p 	(9 
-+---(pu/3) 	0; 	 (2.54) 
a 
( 	 i3 PUa) + 	Pa = 0. 	 (2.55)axa 
Equation (2.55) is the CA equivalent of the Euler equation, ( 2.32). Pp = 
> is the zeroth order approximation to the momentum flux tensor. 
Consideration of (2.50) and (2.51) shows that P will contain a term of 
the form Ej cj,cjpcj1,cj6: for a model to give realistic fluid behaviour it is a 
requirement that the set of allowed velocities is chosen so that this tensor, 
the fourth order velocity moment, is isotropic. The FHP model satisfies this 
condition, but the HPP model does not, and consequently the momentum 
flux tensor is not invariant under rotations of the underlying lattice: in effect 
the orientation of the microscopic lattice 'shows through'. Flow simulations 
using the HPP model clearly display this anisotropy. 
Still following the statistical mechanics approach, we now consider the 
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conservation equations, (2.42) and (2.43), with the distribution function ap-
proximated to first order as given in (2.29). This yields the hydrodynamic 
equations at first order: 
op 0 = 0; 	 (2.56) 
0 	8 
= S.0, 	 (2.57) 
where the momentum flux tensor P,.p (as for the zeroth order case) is given 
by 
P.0 
= p(l - g(p)-)5 + pg(p)uuj3, 	 (2.58) 
where g(p) = (3 - p)1(6 - p) and p = pc2 /2 for the FHP model. The viscous 
stress tensor S is given by 
- ,,L.\ I...jnas,\ _L 	 '% - — '' 0x'' ' 0x' 	
pu)J . 'ap 
The kinematic viscosity is a function of density for CA models of fluids and 
is determined by the form of the first order correction to the distribution 
function, f(l).  In the previous section this quantity was evaluated using the 
Boltzmann equation; Hénon [12] has used a 'lattice Boltzmann approxima-
tion' to evaluate f(l)  for the FHP model, a quite lengthy procedure. For now 
we will leave f(l)  as an unknown but note that symmetry arguments can be 
used to show that it is of the form 
fW = 0(p)(cjac3 - -S)--(pu), 	 (2.60) 
where &(p) is an unknown function of the density. Details are given in [8]. 
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This form for f(l)  causes the viscosity in the FHP model to be given by 
V(P) = —cç&(p) - c2 	 (2.61) 
Note that these equations for the macroscopic behaviour of a CA model 
are approximate: corrections arise from several sources. Firstly, the expres-
sion used for the equilibrium distribution, equation (2.50), is exact only for 
the case of zero average velocity; otherwise it is a Taylor expansion in u/c, 
discarding terms of third and higher orders. To obtain hydrodynamic equa-
tions from the conservation equations requires a Taylor expansion in lattice 
spacing and time step, to express f(r + e1 , t + t) in terms of f(r, t), so our 
equations become more accurate as we take the limit of small lattice spacing 
and short time step. Also we perform a Chapman-Enskog expansion of the 
distribution function and keep only the zeroth and first order terms. 
2.5 Modelling real fluids using a CA model 
The previous section outlines the derivation of equations describing the macro-
scopic behaviour of one CA model, the FHP model, and very similar equa-
tions can be derived for other CA models in two and three dimensions. These 
equations are similar although not identical to the hydrodynamic equations 
of a real, physical fluid, so we must address the question of how to map the 
behaviour of the cellular automaton onto the behaviour of the physical fluid 
we seek to model. 
The equations for CA hydrodynamics are valid only for low Machnumber, 
that is for u << c where c3 is the speed of sound for the model employed: c3 = 
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c/sJ2 for the FHP model, where c is the speed of individual particles. This 
low Mach number assumption is crucial to the derivation of the equations, 
and in this regime, the CA fluid is incompressible to a good approximation, 
so the density can be treated as a constant, p.  However, following Frisch et 
al, we allow the density to fluctuate where it appears in the pressure term, 
as small variations in the density here are important to the dynamics. We 
thus obtain 
ôUcc 	 1 0 O2 UcI 
+ g(po)u,y— 
= -;;;; ( - Po(Po)) 
- v(p 0 ) 	 , (2.62) 
where p = pc and Po = poc. This equation is clearly very similar to the 
Navier-Stokes equation but differs in a few important ways. 
The non-linear term is multiplied by a model-dependent function of the 
density, g(Po); 
the viscosity is a function of the density; 
the pressure term has an extra contribution, dependent on the density 
and velocity. 
It is possible to rescale the time and viscosity, and redefine the pressure in 
order to transform equation (2.62) into the usual Navier-Stokes equation, 
and we must take this transformation into account when we interpret the be-
haviour of a CA model of a real fluid: the CA will mirror real fluid behaviour 
if we measure time, viscosity and pressure appropriately. 
The scaling we require is as follows: 
t' = g(po)t; 	 (2.63) 






() ( - PO(PO)) 	 (2.65) 
Then our equation becomes (dividing by g(po)) 
auct 	auc, 	1 OP 	OUc 
at,-- + = --r - "(p0)05, 	(2.66) 
which is the Navier-Stokes equation. Note that if the density was not con-
stant to a good approximation then the scaling would be a function of time 
and space and would thus be impractical to implement: consequently the cur-
rently proposed CA models are not applicable to compressible flows. Note 
also that because of the form of g(po),  we require that p < b/2 for the rescal-
ing procedure to work. 
We can define a Reynolds number for CA flows. 
- UL - ULg(p o ) 
- I 	- v(po) 	v(po) 
(2.67) 
where we have used the scaling relation from equation (2.64). U is a charac-
teristic velocity of the flow, measured in units of lattice constants per time 
step, and L is a characteristic length measured in units of the lattice constant, 
a. (Other consistent systems of units are of course perfectly satisfactory.) As 
long as the Reynolds number of the flow in the model simulation can be 
calculated, the principle of dynamical similarity can be used to draw con-
clusions about corresponding physical situations, and the modeller does not 
need to consider the details of the above scaling. (However, measurements 
of the pressure would still require use of the modified form.) 
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It seems that the CA method will always be impractical for modelling 
turbulent flows, even taking into account possible improvements in computer 
hardware (which would also increase the speed of conventional numerical 
equation solving techniques). The range of dynamically important scales in a 
turbulent flow is so great, that to capture the behaviour accurately with a CA 
would require a prohibitively large lattice: execution times and memory needs 
would be enormous. Orszag and Yakhot discuss this in detail [14], showing 
that CA models compare unfavourably with equation solving approaches for 
high Reynolds numbers. McNamara and Zanetti [15] calculate that the CA 
method can be more efficient than other methods for a range of Reynolds 
numbers: greater than around 100, but 'not too high'. They are unsure of the 
exact point where conventional numerical methods begin to be more efficient 
than the CA method; for Reynolds numbers lower than 100 they propose a 
new method of their own, modelling a CA with a Boltzmaim equation. This 
method is less 'noisy' than the usual CA method, which requires extensive 
averaging to reduce statistical fluctuations to a point where reliable results 
can be obtained. 
Earlier in this section we have seen some of the differences between the 
behaviour of CA models and that of real fluids. Other more subtle differences 
have been discovered by Zanetti [10]. In the previous section we assumed 
that the only quantities conserved in the time evolution of the CA model 
were mass and momentum. Zanetti has discovered the existence of further 
conserved quantities which he calls the 'total staggered momentum'. These 
extensive invariants arise due to the discrete dynamics intrinsic to all CA 
models, and although they are rather difficult to visualise, Zanetti illustrates 
the point by a one-dimensional example: if g(z, t) is the linear momentum 
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of particles at site x, define Ge(t) as the sum over all even-numbered sites 
of the momentum (assuming that x takes only integer values) and define 
C0 (t) as the sum over all odd-numbered sites. Then, as particles move only 
between nearest neighbour sites, G. and G0 are exchanged at each time-step 
and there are three conserved quantities: the total number of particles, the 
total linear momentum an. a third, H = (-1)t(G - G0 ). This 'spurious' 
invariant is due to the over-simplicity of the model. For CA models in two 
and three dimensions, the form of the staggered momentum is more complex 
but arises in a similar way. With random initial conditions we expect only a 
small correction, as Zanetti shows that there is no mechanism for the creation 
of staggered momentum density: it is merely convected by the velocity field, 
and random starting conditions will usually lead to very low excitement of 
the staggered momentum modes. 
This and the other problems of CA models discussed earlier do not indi-
cate that it is not a good method for flow simulation in suitable situations, 
but serve as a reminder that care must be taken in setting up simulations 
and interpreting their results. 
Chapter 3 
Effects of averaging on noise in 
CA models 
In Chapter 2, we saw that CA models can be designed to behave, macroscop-
ically, like incompressible Newtonian fluids. The hydrodynamic equations 
describing the behaviour of the CA models are derived by taking averages of 
relevant microscopic quantities over a hypothetical ensemble of realisations 
of the CA, each having the same macroscopic properties but differing, in gen-
eral, at the microscopic level. However, when performing a CA 'experiment', 
where we simulate a CA model on a computer in order to model a particular 
flow, it is certainly inefficient and probably impractical to obtain averages 
by many repetitions of an experiment with similar initial conditions. In view 
of the fact that, for the model to reproduce Navier-Stokes behaviour accu-
rately, we require the lattice spacing to be small on the scale of the smallest 
significant features of the flow, it is natural to replace ensemble averages 
with space averages over blocks of many neighbouring cells. Thus the cells 
of the lattice are grouped into supercells and macroscopic properties of the 
35 
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CA, such as density and velocity, are calculated for each of these supercells. 
In this chapter, we address the question of how the choice of supercell size 
affects the results we obtain for density and velocity. We also consider the 
effects of averaging over a number of consecutive time-steps, noting that the 
validity of our hydrodynamic equations is also restricted to situations where 
the time-step is short compared with the shortest physical time-scale we wish 
to model. 
The average, whether over space or time, must not be so large that it 
smooths out the behaviour we need to model, but large enough that the ef-
fects of noise do not introduce an unacceptable error in the values for density 
and velocity. The problem of noise is particularly acute in the measurement 
of velocity, as we require the velocity to be much less than the speed of sound 
in the model for Navier-Stokes behaviour to be reproduced. Thus the 'sig-
nal' we seek to measure will be quite small in general, and its features can 
be disguised by excessive random fluctuations in the measurements. Clearly, 
the noise will decrease as the size of the supercell (or length of time average) 
increases, and in this chapter we seek to quantify this effect. Thus we are 
studying the reproducibility and hence reliability of the results of CA sim-
ulations, rather than how closely these results resemble the behaviour of a 
real fluid. We also wish to confirm or reject the intuitive assertion that the 
choice of microscopic initial conditions will be unimportant to the subsequent 
macroscopic behaviour of the model. 
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3.1 Aims of the investigation 
We are interested in the effects of averages over space and time on mea-
surements of density and velocity for a sample of two-dimensional lattice 
gas models: the HPP model and two versions of the FHP model, one with 
deterministic collision rules and one with an element of randomness in the 
outcome of collisions. (Details of the HPP model are given in Chapter 2, and 
details of the collision rules for the FHP model are given in Appendix A). 
In this chapter, we wish to investigate the extent to which the repro-
ducibility of measurements of macroscopic features of the CA is limited by 
the effect of noise, rather than the fidelity of the model to real fluid be-
haviour for some particular flow, so we choose to consider CA models in 
equilibrium, with zero mean velocity, in a simple square 'box' of lattice sites, 
with periodic boundary conditions in both directions. Use of this configura-
tion means that our requirements of local homogeneity over supercells and 
'local stationarity' over time-averaging periods are automatically satisfied, 
as at equilibrium, mean properties are constant over time and space. Thus 
in the limit of very large numbers of cells or time-steps, we would expect 
our space or time averages to tend to the corresponding theoretical ensemble 
average by invoking the ergodic hypothesis. The results of these simulations 
will be applicable with reasonable accuracy to more complex flow situations, 
because the derivation of hydrodynamics requires that the CA fluid is close 
to equilibrium, the equations being derived as an expansion about equilib-
rium. The lattice size for the simulations was restricted by the availability 
of computer time, and in most cases was chosen to be 128x128 cells. 
For models with deterministic collision rules, specification of the initial 
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conditions at the microscopic level fully determines the state of the system 
for all time. Since, in practice, the initial conditions are set up at random, 
it is important that any 'memory' of the initial microscopic state is quickly 
lost, as is the case with many-body systems obeying classical dynamics. (We 
must also check that our models with non-deterministic collision rules 'forget' 
their initial state). 
For a CA model to be useful, we require that it gives the same values for 
the macroscopic quantities of interest (usually the density, p(x, t), and- the 
velocity, u(x, t)) when an experiment is repeated with a different random 
initialisation. Two such experiments will undoubtedly differ if compared at 
the microscopic level of individual occupation numbers; here we investigate 
how many occupation numbers must be incorporated into a supercell for a 
satisfactory degree of agreement, and hence an acceptably low level of noise, 
to be obtained. 
Taking these points into account, the simulations were designed to corn-
prise two versions of an experiment which evolve simultaneously. Values for p 
or u are found by averaging over supercells or over a time interval, for various 
supercell sizes and numbers of time-steps, and the difference between the two 
versions is calculated. To initialise an experiment, a pseudo-random number 
generator is used to set the value of each occupation number to either 0 or 1, 
with a probability determined by the equilibrium distribution for the chosen 
value of density and zero mean velocity (given for the FHP model with a rest 
particle in equation (2.52)). Depending on the purpose of the experiment, 
the two versions of the model can be randomly initialised independently, or 
one can be copied from the other and slightly altered. These practical details 
are expanded upon in section 3.3. 
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3.2 Some theoretical predictions 
A few assumptions and some simple mathematics can lead us to predict 
certain features of the difference between our two CA models, evolving si-
multaneously. The two main assumptions we need are: 
• the models are sufficiently close to equilibrium that we can use the 
equilibrium distribution to predict the probability of occupation of any 
position-velocity state. For a model with a maximum of b particles per 
cell (ie. its set of allowed velocities has b members), this probability is 
given by po/b where pO  is the mean number of particles per cell. 
• The probabilities of occupation of individual states are assumed to be 
independent of each other. 
It is straightforward to show that the expected difference between two corre-
sponding occupation numbers, one drawn from each of two uncorrela.ted CA, 
labelled A and B, is given by 
(In' -  nI) = 2d(l - d), 	 (3.1) 
where d = po/b is the probability of a particular occupation number taking 
the value 1. This result can be useful for testing if two CA are uncorrelated. 
We can also compare values of the local mean density, denoted f, defined 
by an average over a. supercell, centred at x and labelled A, of N cells: 
n(x,t) = 	> > nj(x',i).  
X'EA i=1 
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Note that ñ can take values between 0 and 1. Assuming statistical indepen-
dence of the probabilities for each occupation number, each equal to d, the 
number of particles present, a = ñbN will have a binomial distribution 
p(a) 
- 
- 	 (bN)! da(l - d)(bN_a), 	 (3.3) 
a!(bN - a)! 
which can be calculated for small supercells, or for large supercells we can 
take the Gaussian limit of the binomial distribution and change variables to 
ñ = a/bN so that 
Aft) ~TWd(lbN 	N(ñ - d)2 1_d)l d(1—d) 	 (3.4) 
Thus the expected difference in the mean density of the two CA, if they are 
uncorrelated, is given by 
(IñA - n81) = fo  dnA 
I 
dñBIñA - nBIp(nA)p(nB) 	(3.5) 
Jo 
Calculating this by numerical integration, we obtain 
(In' - 	
= 128 1d(1 - d) 
bN 	
= 1.128o, 	 (3.6) 
where u is the standard deviation of the distribution of ñ. Thus, unsurpris-
ingly, the expected difference of the supercell density is related by a simple 
multiplicative constant to its standard deviation. 
A similar analysis can be applied to the difference in local mean velocity 
between the two CA. We wish to find (IuA - uBI) where the velocity u is 
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Figure 3.1: Orientation of lattice for FHP model with a rest particle. 
defined by 
u(x, t) - 	 X'EA >.1 
c1n1 (x', t) 
	
- XIEAElni',t) 
, 	 (3.7) 
which is simply the total momentum of particles in A divided by the total 
mass of the particles in A. We can calculate the expected difference between 
the velocity of supercells AA  and  AB  by performing a weighted sum over 
all possible configurations of particles in the two supercells. Denoting the 
configuration of particles in supercells AA  and  AB  by {}A  and {}B,  the 
expected velocity difference is 
(luA_uBI) = 	({}A)({}B) (BAA 	cn(x',t) 	EAB 	c1n(x',t)'\ 
{n} {n}B 	 EA' EL1 n1 (x', t) - EAB > n1 (x1 , t) 
(3.8) 
where 
p({n}) = d(1 - d)(!r_a), 	 (39) 
if there are a particles and N cells in the supercell. This is straightforward 
to calculate by computer for small supercells and in figure 3.2 we plot the 
results for the x- and y-components of the velocity difference for the FHP 
model, with a single rest particle, for a supercell consisting of just a single 
lattice site; thus b = 7 and N = 1. It turns out that this function is not 
isotropic and so we must specify a prticu1ar orientationof the lattice with 
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Figure 3.2: Plot of velocity difference against density for the FHP model 
with a rest particle, evaluated at a single lattice site, showing the difference 
between x- and y-components. 
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figure 3.2 the difference between the two curves. If the velocity difference is 
evaluated over a larger supercell, this effect is diminished but still present. It 
is due to the presence of particles which contribute to the density but not to a 
particular component of the momentum. Considering figure 3.1, we see that 
particles moving in directions 1 to 6 contribute to x-momentum, directions 
2,3,5 and 6 contribute to y-momentum and the rest particle contributes to 
the density only. Thus the x-component of the velocity is averaged over more 
occupation numbers than the y-component, which would tend to decrease the 
difference between the two lattices A and B, but this is counteracted by the 
y-component being influenced by more 'passive' occupation numbers which 
add to the density and so reduce the velocity, but give no direct contribution 
to that velocity component. For u, only the rest particle is 'passive', but for 
u, the rest particle as well as directions 1 and 4 are passive and the net result 
is that fluctuations in the y-component of the velocity are smaller on average 
than fluctuations in the x-component. Although this effect is small, and in 
practice it is negligible for large supercells, it is worth drawing attention to, 
as it illustrates how the over-simplification of a discrete model can introduce 
unphysical effects. 
3.3 Results of computer simulations 
3.3.1 General procedure 
The general procedure used for the simulations is as follows. Firstly, a CA 
is initialised on a lattice of 128 x 128 cells according to the equilibrium -dis- 
tribution for the chosen model with zero mean velocity and a chosen mean 
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density. The total number of particles present is counted to calculate the 
exact mean density: this value was always within about 0.2% of the desired 
value, the small deviation being introduced by the randomness of the initial-
isation procedure. A copy of the CA is made and then altered very slightly, 
by changing the value of a single, randomly chosen, occupation number from 
o to 1 or vice versa. (In the case of theHPP model, two occupation numbers 
must be altered, because the lattice can be divided into two independent 
sub-lattices, consisting of those sites with integer coordinates (a, b) such that 
a + b is even and those with a + b odd. Each particle visits the 'even' and 
'odd' sub-lattices on alternate time-steps, so the effect of changing an occu-
pation number in one of these sub-lattices can only spread through half of 
the system; instead, two occupation numbers are changed in the simulations, 
one from each sub-lattice). The two versions of the CA are then allowed to 
evolve simultaneously and can be compared as required, either comparing 
occupation numbers or values of density and velocity obtained by supercell-
or time-averages. 
3.3.2 Time evolution of differences in density 
An experiment was carried out to investigate how many time-steps are re-
quired for the difference introduced between the two lattices to spread through-
out the system. The difference In between the two lattices was calculated 
by comparing occupation numbers: 
An = 1282E I(x',) —n(x',t)I, 	 (3.10) 
x' i=1 
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and a graph was plotted of An against time for three models, the HPP model, 
the FHP model with deterministic collision rules and the FHP model with 
non-deterministic collision rules. This is presented in figure 3.3. Each model 
was initialised with a mean density d = 0.4 and thus the expected difference, 
given by 2d(1 - d) is 0.48. (This theoretical prediction has been verified to 
very high accuracy by comparing two CA initialised independently, but with 
the same mean density). 
Notice that the FHP model with non-deterministic collision rules very 
quickly reaches the value of An for two independent lattices: all memory of 
the initial condition is lost within about 20 time-steps at a density of 0.4. At 
lower densities, slightly more time-steps are required due to the decreased 
probability of collisions. 
It is not surprising that the non-deterministic model behaves in this way 
as an element of randomness has been explicitly introduced into the collision 
rules. More interesting is the curve for the deterministic FHP model, which 
also loses all memory of its initial condition, but takes about 120 time-steps 
to do so. Thus the effect of changing a single bit spreads rapidly through the 
system, even with deterministic collision rules. 
The difference in the HPP model spreads slightly more slowly than that 
of the deterministic FHP model, but the most notable feature is the fact that 
the curve settles to a value of An lower than the 0.48 of the other models 
and predicted by theory. (Although the curve is still rising slowly at t = 200, 
it gradually approaches an asymptotic value of approximately 0.47). This 
effect is caused by the presence of two distinct sub-lattices, described above. 
In the two copies of the CA, each will have the same number of particles in 







0 	 50 	100 	150 	200 
Results of computer simulations 	 9.1 
time—steps 
Figure 3.3: Graph of An against number of time-steps for the HPP model, 
deterministic FHP model and non-deterministic FHP model. Mean density, 
d=0.4. Lattice size is 128x128 sites. 
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simulations of the HPP model do not have this property, and differ by the 
expected amount, 2d(1 - d). 
3.3.3 Space-averaged density differences 
The aim of this experiment was to establish a quantitative relationship be-
tween the size of supercell used to obtain a value for the density and the 
amount of noise present in that value, as determined by the difference be-
tween the two copies of the CA. A comparison can then be made between 
the theoretical results of section 3.2 and the behaviour of the actual simula-
tion. The results presented here are for the FHP model with deterministic 
collision rules. Simulations were also carried out using the FHP model with 
non-deterministic rules: these gave near-identical results. 
The two CA, labelled A and B were split into supercells of a chosen 
size and the mean density was calculated for each superceli at each time-
step according to equation (3.2). The value for each supercell in lattice A 
was compared with that for the corresponding supercell in lattice B. The 
difference between each pair of supercells was recorded for time-steps 1500-
2000 of each simulation, the first 1500 time-steps being discarded to allow 
the CA to reach equilibrium. The difference data were then averaged to give 
a single value for the difference for that size of supercell. The lattices used 
contained 128x128 cells overall. 
Simulations were carried out for a range of values of density; figure 3.4 
presents the results for d = 0.2 and d = 0.4. Also marked on the graph are 
lines representing the theoretical value--for the difference for each density as 
given in section 3.2. Note that the dependent variable in the graph is the 
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Figure 3.4: Graph of n/d against supercell size for d = 0.2 and d = 0.4. 
Markers indicate simulation results, solid lines indicate theoretical values. 
Lattices used contained 128x128 cells. - 
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relative error in the values of the density. Consideration of equation (3.6) 
shows that the difference upon the density is proportional to J(i - d)/d for 
a given size of supercell, and hence is a decreasing function of density. 
There are several points to note from the graph: 
the plotted points closely follow the theoretical curves for small super-
cells, but the difference is less than the theoretical value for the largest 
sup ercells; 
the gradient of the theoretical curves shows that In/d is proportional 
to N 112 , where N is the number of cells in the supercell; 
to reduce the relative error in the density (ie n/d) to 1%, it is nec-
essary to use a large supercell, containing more than 1000 cells at a 
density of 0.4. If 5% noise is satisfactory, then supercells of approxi-
mately 125 cells for d = 0.4 and 250 cells for d = 0.2 are sufficient. 
The discrepancy between the theoretical curves and the simulation re-
sults, mentioned in point 1 above, is due to finite size effects. The largest 
supercell tested contained 642  cells and hence there were only four super-
cells in the whole lattice, and the conservation of mass tends to suppress 
fluctuations in the density. Obviously if the supercell contained the whole 
lattice, there would be a constant value for the mean density, and hence no 
fluctuations. The existence of this effect is confirmed by simulations using 
a 322  lattice and supercells of 8x8 and 16x16 cells. The difference data ob-
tained from these experiments shows that with supercells of 8x8 cells (hence 
16 supercells  in total), the difference -is reduced by about 2% from the figure 
obtained using the 128x128 lattice; but using supercells of 16x16 cells, giving 
only four supercells in total, causes the difference to be down by roughly 20% 
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on the value given by the larger lattice. Simulations were attempted using a 
lattice of 256x256 cells, but the program proved to be prohibitively slow to 
allow extensive testing. 
For supercells which are a sufficiently small proportion of the total lat-
tice, the calculations of section 3.2 seem to be quite accurate, suggesting that 
the assumptions made are valid, chiefly the assumption of statistical inde-
pendence of the individual occupation numbers. Thus equation (3.6) is a. 
reliable way of predicting the degree of noise in density measurements made 
from CA simulations. 
3.3.4 Space-averaged velocity differences 
Experiments similar to those described in section 3.3.3 were carried out to 
investigate fluctuations in mean velocity measured by taking an average over 
supercelis, as given by equation (3.7). The difference in velocity between 
the two lattices is given by A ua = ( Iu A - uI) where a represents either 
the x- or y-component. As explained in section 3.2, the orientation of the 
lattice has an effect on the x- and y-components of the velocity difference; the 
orientation illustrated in figure 3.1 was used throughout. As in section 3.3.3, 
1500 time-steps were allowed for the system to equilibrate and measurements 
of velocity difference were made over the next 500 time-steps and averaged 
to give a single value for each of the two components. 
The system was initialised to have zero total momentum. Due to the 
random nature of the initialisation procedure, a small non-zero value of total 
momentum is possible, but the design of the simulation means that both 
realisations of the CA have the same total momentum and it will have a 
negligible effect on the velocity difference measurements. 
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The results of simulations for varying supercell size and for mean density 
d = 0.2 and d = 0.4 are presented in figure 3.5. As before, the lattice size 
used was 128 x 128 cells. Although no theoretical calculations have been 
made to predict velocity differences for large supercells, it seems plausible 
that the difference should vary as N 112 , where N is the number of cells in 
the supercell; however, because we are considering the ratio of momentum to 
density for each supercell, both of which fluctuate but not independently, the 
problem is more complicated than before. The solid lines represent best-fit 
curves of the form Eu = CN-'/2 for some constant, C, where the line is 
fitted to the average of the x and y components for that value of the density. 
Noteworthy points are: 
to satisfy the incompressibility, condition, the velocity in a flow simula-
tion must not exceed 0.2 lattice units per time-step. Therefore with 
around 1000 cells in a supercell, and assuming that the noise at equilib-
rium will be a good indicator of the degree of noise close to equilibrium, 
the errors in the velocity are of the order of 5% at the maximum values 
of velocity, and larger than 5% for smaller velocities; 
figure 3.5 shows that velocity difference falls off slightly more quickly 
than N"2 . This is particularly clear in the case, d = 0.4; 
higher density leads to decreased noise in the velocity measurements, 
but recall from section 2.5 that we require d < 0.5 to allow rescaiing of 
the hydrodynamic equation to reproduce the Navier-Stokes equation. 
The importance of these points is examined in more depth in section 3.4, 
where we consider the wider question of how to choose the best averaging 














1 	5 10 	50 100 	500 1000 	5000 
cells in supercell 
Figure 3.5: Graph of Au against supercell size for d = 0.2 and d 	0.4. 
Markers indicate simulation results, solid lines indicate fitted curves. Lattices 
used contained 128x128 cells. 
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procedure for a. particular problem. 
3.3.5 Time-averaged density differences 
Experiments were carried out where, instead of evaluating local mean den-
sity by taking an average over all occupation numbers in a supercell, the 
average value of each occupation number was taken over several consecutive 
time-steps; the difference between these time-averaged densities for the two 
systems was evaluated for various numbers of time-steps. The results of these 
simulations can be seen in figure 3.6. The solid line in the figure is of the form 
n/d = CN 112 , where C is a constant and Nt is the number of time-steps 
in the average. The value of C found by fitting this curve to the simulation 
data is C = 1.09 at a density of d = 0.4, which means that relative error in 
the density of 1% can be obtained from an average over approximately 12000 
time-steps. Consideration of these data and results of simulations at other 
mean densities yield the empirical formula 
- 	








dN '  
which can be seen to be of the same form as the corresponding result for 
space averages, given by equation (3.6). 
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Figure 3.6: Graph of the difference between time-averaged density against 






It is useful at this stage to present a summary of the most important points 
raised in the preceding sections: 
• values for macroscopic quantities in CA simulations are obtained by 
space or time averages; 
• random fluctuations, or 'noise', in these average values is a major lim-
itation on the usefulness of CA simulations; 
• noise can be measured by comparing two CA simulations with similar 
initial conditions; 
• even with deterministic collision rules, all 'memory' of the initial mi-
croscopic state is quickly lost, and thus it is satisfactory to generate 
the initial state randomly; 
• noise in the density, as measured by the density difference, falls away 
as N 112 or N 112 for space and time averages respectively, with larger 
densities yielding a smaller relative error; 
• noise in velocity measurements decreases approximately as N 112 for 
space averages, with larger mean densities giving lower levels of noise; 
• the x- and y-components of mean velocity in the FHP model are subject 
to slightly different amounts of noise, due to the extreme simplicity of 
the microscopic dynamics, although this effect is negligible for large 
ayeraging blocks; 
• because maximum velocities in flow simulations are restricted by the 




extremely high, in some cases being of the same order of magnitude as 
the mean velocity, bringing the danger of drowning out any subtle flow 
phenomena. 
Thus, unsurprisingly, we see that larger supercells and longer time averages 
lead to reduced noise levels. When modelling steady flows, that is flows in 
which mean quantities are constant in time, there is no limit to the length 
of time averages which can be used (other than the practical restriction of 
available computer time on the length of the simulation) and so a combination 
of some space averaging with a long time average can lead to very good 
results. Kadanoff et al [16] used this technique to confirm that the FHP 
model, used to simulate flow through a channel, reproduces the well-known 
parabolic velocity profile very accurately. 
However, this option is not available when modelling unsteady flows, 
where the length of the time average must be less than the shortest sig-
nificant time-scale of the flow. Similarly, the size of supercells must be small 
enough that the macroscopic features of the flow do not change significantly 
over the size of the supercell. Properties of particular flows can be exploited 
by choosing supercells which are narrow in a direction of rapidly varying 
velocity, but wide in a direction of slowly varying velocity, for example the 
transverse and longitudinal directions in flow through a channel. 
As with real fluids, the distance over which the velocity changes signifi-
cantly in CA models is proportional to the mean free path of the particles, 
which is in turn proportional to the viscosity. Models with a high probability 
of a collision at a particular cell at a particular time have a shorter mean 
free path and a lower viscosity, allowing higher Reynolds number flows to be 
simulated with a given size of lattice. However, the problem of noise causes 
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difficulties in capturing the smallest scale features of such flows, although 
useful results can still be obtained as long as the purpose of the simulation 
is such that a. coarse-grained description of the velocity field is acceptable. 
Note that, although increasing the density tends to reduce the level of 
noise, we require d < 0.5 (or equivalently p0 < b/2) as explained in section 
2.5; and furthermore, if d is close to 0.5, the factor g(po)  becomes very 
small, which causes the rescaled viscosity to be large and the rescaled time 
to be small (so that more time-steps are required to model any given time-
dependent feature of the flow). Thus, improvement in the reliability of the 
results by increasing the density above a certain point is paid for by an 
increase in the amount of computer time required to simulate a given flow. 
The most important message of this chapter is that it requires a lattice 
containing very many cells to simulate any but the simplest flow, and at-
tempts to reduce the lattice size lead to sacrifices in the accuracy of the 
results. 
Chapter 4 
Development of a new CA 
model 
4.1 Introductory remarks 
When we talk about 'two-dimensional' fluid flow, we are usually referring to 
a. fluid in three dimen8ions whose flow is uniform in one direction and hence 
requires only a. two-dimensional description. Flow such as this is described 
by the Navier-Stokes equation in two dimensions. (Note that this does not 
include the case of turbulent flow with a two-dimensional mean velocity field, 
because the fluctuating velocity is inherently three-dimensional). 
In Chapter 2, we show that two-dimensional CA models exist which, after 
some rescaling, obey the Navier-Stokes equations in two dimensions. A very 
similar analysis can be applied to CA models in three or more dimensions, 
as described in [8], and it can be shown that CA models exist which obey 
the Navier-Stokes equations in three dimensions. If such a model is set up 
to be macroscopically uniform in one direction, it will thus obey the same 
58 
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hydrodynamic equations as an intrinsically two-dimensional model, although 
the rescaling transformation, and the values of thermodynamic susceptibili-
ties and transport coefficients will be different in general. In this chapter, we 
investigate the relationship between these two situations, and seek to develop 
a new two-dimensional CA model which we will refer to as the 2 D multi3peed 
model, based on the properties of a higher dimensional model exhibiting two-
dimensional flow. 
4.2 CA models in three dimensions 
Simulating 3D hydrodynamics using a CA model is not entirely straightfor-
ward, as there is no regular lattice in three dimensions which satisfies the 
requirement, explained in Chapter 2, that the fourth order velocity moment 
tensor, T75 = > should be isotropic. (We recall that the al-
lowed velocities of a model generally link the nearest-neighbour cells of the 
lattice, so that the geometry of the lattice and the velocity set are closely 
related). 
Two essentially equivalent approaches have been proposed, and are de-
scribed in [17]. One is to use a simple cubic lattice in three dimensions, 
where, in addition to a rest-particle with zero velocity, and velocities with 
modulus c connecting nearest-neighbour cells, we include velocity vectors 
with modulus c/i connecting the 'diagonal' next-nearest-neighbour cells. 
In this model, collision rules can be designed which conserve energy inde-
pendently of mass and momentum. A form of temperature can be defined 
according to the mean kinetic energy per particle; at a particular tempera-
ture the nearest-neighbour velocity states will be exactly twice as populated 
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as the next-nearest-neighbour states. This yields the required isotropic form 
for the non-linear term of the Navier-Stokes equation, as explained in detail 
in [17]. 
The other approach to modelling fluids in three dimensions is to construct 
a CA based on the four-dimensional face-centred hypercubic (FCHC) lattice, 
which has a set of 24 velocities, all with equal modulus, and an optional rest 
particle. This velocity set, listed below in table 4.1, satisfies the symmetry 
requirement on Ta15. By using a lattice which is only one cell thick in the 
fourth dimension, with periodic boundary conditions, we obtain an effectively 
three-dimensional spatial structure. Note that if each of the 4D velocity 
vectors is projected onto the hyperplane z 4 = 0, we obtain the velocity set 
for the 3D cubic model with extra 'diagonal' velocity vectors mentioned above 
diagonals, but with each of the nearest-neighbour links appearing twice: this 
is why, in the purely 3D model, we must artificially arrange that twice as 
many particles appear in the nearest-neighbour directions as in the next-
nearest-neighbour directions. 
The 'pseudo-4D' model, that is the FCHC model projected into 3D, is 
the one preferred by d'Humières et al for practical simulations (see also [191) 
and it is the model we shall consider for our discussion of 2D flow. 
4.3 Projection of the FCHC model into two 
dimensions 
We will consider a. CA in four dimensions, based on the face-centred hyper- 
cubic lattice, with the velocity set given in table 4.1, and we assame that 
it is uniform in two directions, yielding a flow which can be described by 
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i Cjj Cj2 Cj3 Cj4 
T 1 I 0 0 
2 1 -1 0 0 
3 -1 1 0 0 
4 -1 -1 0 0 
51010 
6 1 0 -1 0 
7 -1 0 1 0 
8 -1 0 -1 0 
91001 
10 1 0 0 -1 
11 -1 0 0 1 
12 -1 0 0 -1 
13 0 1 1 0 
14 0 1 -1 0 
15 0 -1 1 0 
16 0 -1 -1 0 
17 0 1 0 1 
18 0 1 0 -1 
19 0 -1 0 1 
20 0 -1 0 -1 
21 0 0 1 1 
22 0 0 1 -1 
23 0 0 -1 1 
0 0 -1 -1 
Table 4.1: The 24 velocity vectors of the 4D face-centred hypercubic lattice, 
with arbitrary normalisation and arbitrary labelling. 
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2D label 2D vector 4D labels 
0 (0,0) 21,22,23,24 
1 (1,0) 5,6,9,10 
2 (0,1) 13,14,17,18 
3 (-1,0) 7,8,11,12 
4 (0,-1) 15,16,19,20 
5 (1,1) 1 
6 (-1,1) 3 
7 (-1,-i) 4 
8 (1,-i) 2 
Table 4.2: Velocity vectors in two dimensions, and their four-dimensional 
counterparts: see table (4.1) for 4D labelling. 
the 2D Navier-Stokes equation. We choose to define our axes such that the 
space-dependence of the system is confined to the x 1 x2 plane; the system 
is assumed to be uniform in the x 3 and x4 directions and, without loss of 
generality, we can choose a reference frame where there is no mean flow in 
the x 3 or x4 direction, that is u3(x, t) = u4(x, t) = 0. As we are interested 
in only the first two components of mean velocity, we need only consider the 
first two components of the velocity of each particle, which yields a set of 
9 different allowed velocities in two dimensions. Five of these are fourfold 
degenerate, as is shown in table 4.2, which lists the 2D velocity vectors and 
the labels of the corresponding 4D vectors, as given in table 4.1. 
It can be seen that the 2D velocities given in table 4.2 link the nearest 
and next-nearest neighbour sites of a square lattice in two dimensions. This 
square lattice is thus the basis for our 2D model. Notice that the projection 
from four to two dimensions introduces a number of rest particles, which 
represent those particles which are moving perpendicularly to the x 1 x 2 plane 
and thus make no contribution to the mean velocity in the z or x 2 direction. 
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Introducing a 'multiplicity' factor, m 1 , such that m1 = 4 for each of the 
degenerate velocities i = 0.. . 4, and mi = 1 for i = 5. . . 8, we calculate 
the second and fourth order velocity moment tensors for our 2D velocity set, 
which can be shown to take the isotropic forms 
8 	
12c2 8 	 (4.1) 
and 
8 
 m 4pcj7cj = 4c4 (6&15  + 6cy6 6 + SaöS,). 	(4.2) 
The exclusion rule, that no two particles at a given cell may have the same 
velocity, requires modification for our 2D representation of the 4D model. 
Each of the degenerate velocities corresponds to four distinct velocity vec-
tors in four dimensions, and hence we allow occupation numbers for each 
degenerate 2D state to take any integer value between 0 and 4. The non-
degenerate states have occupation numbers 0 or 1, as before. Note that we 
do not need to distinguish which of the degenerate states a particle might 
occupy; only its 2D velocity components are important to model a flow with 
2D symmetry. 
The equilibrium distribution for the FCHO model is obtained in an iden-
tical way to that for the FHP model (see [8]) and is given by 
f(0) = 	+ P 	
p (24 - 2p) 	 C2 
24 
jCj$3U + 	
(24 - ) 
UaUI3(CjaCj5 - Scx) + Q(t 3 ), (4.3) 
where j = 1 . . .24 labels the 4D velocity set of table 4.1. For the 2D multi- 
speed model, we modify this by introducing the multiplicity factor m, and 
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relabelling the states as in table 4.2 to get 





where i = 0.. .8. The constants in equation (4.4) differ from those in (4.3), 
because we have redefined the velocity modulus, c and because the mem-
bers of the velocity set no longer all have the same magnitude; in (4.3) the 
modulus of the velocity vectors for the FCHC lattice has been defined as c, 
and when projected into 2D, this magnitude corresponds to that of the four 
'diagonal' velocities. However in the 2D model it proves to be convenient 
to define the velocity magnitudes as 0, c for the nearest-neighbour velocities 
and /c for the next-nearest neighbours. This makes no real difference if 
treated consistently, but introduces different values for the constants in the 
equilibrium distribution, (4.4). Our assumption that the 4D .model under 
consideration has u3 = u4 = 0 implies that the probability of occupation of 
any one from a. set of four degenerate velocity states is equal. This is be-
cause the velocity vectors appear in the distribution function only as scalar 
products c1 .u. The fact that the third and fourth components of the mean 
velocity are zero means that the third and fourth components of the velocity 
vector c1 have no effect on the distribution function. 
Applying the method given in section 2.4, we can show that the 2D multi-
speed model obeys hydrodynamic equations which can be rescaled to model 
the Navier-Stokes equation, as given in equation (2.62). For the 2D miii-




dependent factor g(po)  is given by 
- 2 (24-2po) 2(1-2d) 
- g(po) 3 (24 - pa) - 3 (1 - d)' 
	 (4.5) 
where d = P0/24 . 
4.4 Collision rules 
The hydrodynamic equations satisfied by a CA model are determined by its 
microscopic conservation laws and the symmetry properties of its velocity 
set, as explained in section 2.4. The details of the collision rules do not affect 
the form of these equations provided that they satisfy the required conserva-
tion laws and obey the condition of semi-detailed balance. The collision rules 
do, however, affect the values of transport coefficients and thermodynamic 
susceptibilities which appear in the hydrodynamic equations, the most im-
portant of which, as far as we are concerned, is the shear viscosity. We must 
find a suitable set of collision rules for the 2D multispeed model and we will 
choose them in such a way as to give the lowest possible viscosity, in order 
to minimise the time required to simulate a flow of given Reynolds number. 
In all of the CA models of hydrodynamics considered in this thesis, col-
lisions are local: that is particles can only collide if they are present at the 
same cell at the same time. To define a collision rule therefore, we must 
specify the post-collision state or states for each possible pre-collision state 
of a single cell; if more than one post-collision state is possible for a given 
pre-collision state, we must also specify the probability of each outcome. De-
noting the 'before' and 'after' states by 9 and q', this amounts to specifying 
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the matrix of transition probabilities A(q - q'), for all q and q'. The collision 
matrix is square with Q2  elements for a model with Q possible configurations 
of particles at a single cell; in general most of the entries will be zero, as the 
conservation laws restrict the allowed transitions. 
The difficulty with using the CA method to model 3D flow, and with the 
use of more complex 2D models, is that Q increases exponentially with the 
number of allowed velocities. For the FCHC model, Q 17 x 106;  for the 
2D multispeed model Q is reduced to 55  x 2 = 50000 because of the way 
we group together velocities with the same x 1 and x2 components. Both of 
these are substantially more complex than the FHP model with Q = 128 or 
64 for variants with and without a rest particle. As mentioned in section 2.2, 
collision rules are implemented on computer by means of a look-up table, 
and a table with 224  entries requires a lot of memory space. 
The transition probabilities must satisfy certain conditions. Normalisa-
tion gives us that 
A(q - q') = 1 	 (4.6) 
and semi-detailed balance, used in the derivation of hydrodynamic equations 
can be expressed as 
A(q - q') = 1. 	 (4.7) 
The set of Q possible cell configurations for any model can be divided into 
classes of states which share the same value for both number of particles and 
total momentum over the cell. Any post-collision state must be a member of 
the same mass-momentum class as the corresponding pre-collision state, be-
cause mass and momentum must be conserved. A deterministic collision rule 
can be expressed as a set of permutations for the mass-momentum classes. 
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Many classes have only a single member and these yield trivial 'no-change' 
collision rules. 
As stated before, any collision rule satisfying the condition of semi-detailed 
balance and the required conservation laws (with no spurious invariants) can 
be shown to give hydrodynamic behaviour which can be rescaled to model 
a real fluid. We will use a deterministic collision rule for the 2D multi-
speed model, so that all of the transition probabilities are 0 or 1, making 
implementation of the model on computer easier and faster. We do not re-
quire conservation of kinetic energy at each cell at each time-step, but using 
semi-detailed balance we can show that kinetic energy will be conserved on 
average. The 4D FCHC model automatically conserves kinetic energy as all 
allowed velocities have the same modulus; one can think of a 2D projection of 
such a model using movement in the third and fourth dimensions as a 'pool' 
of kinetic energy which can be lent to or borrowed from, but with no overall 
net transfer. The collision rule we shall use for the 2D multispeed model is 
optimised to give the minimum viscosity; a description of the optimisation 
procedure is given in the next section. 
As the development of the 2D multispeed model is motivated by the idea 
of the 2D projection of a 4D model, it is interesting to see if we can find a 
relationship between collision rules in 2D and in 4D (although it should be 
noted that the existence of such a relationship is not a necessary condition 
for the validity of the 2D model as a method for modelling two-dimensional 
fluid flow). A mass-momentum class in 2D, denoted [m, p1,p2]  where m is 
the number of particles and p is the total momentum, will correspond to 
one or more classes in 4D, denoted [m, Pi, P2, p3,p4], each with m, pi  and P2 
equal to those for the 2D class, but differing from each other in the value of 
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A 	 B 
Figure 4.1: The two configurations in the 2D mass-momentum class [2, 1,1]. 
p3 and p4 . Within each 4D class, there will be one or more 4D configura-
tion corresponding to each 2D configuration. In general, this grouping of 4D 
configurations according to their 2D projection means that different 2D con-
figurations are associated with different numbers of 4D configurations, and 
this unevenness means that collision rules which satisfy semi-detailed balance 
in one picture, either two or four dimensional, will not do so in the other. This 
can be illustrated by a simple example. Consider the 2D mass-momentum 
class [2, 1,11, which contains only two configurations which we label A and 
B. They are illustrated in figure 4.1. This class has four 4D counterparts: 
[2,1,1,1,1], [2,1,1,1 1 -1], [2,1,1 7 -1 1 1] and [2,1,1,-1,-1], each of which 
contains three configurations, one corresponding to the 2D configuration, A, 
and two corresponding to B. For example the first of these classes contains 
three configurations (a), (b) and (c) (which we shall not attempt to draw, 
owing to their four-dimensional nature): 
(a)(1 1 0 0)&(0 0 1 1) 1  
(1 0 1 0) & (0 1 0 1) 1  
(0 110) & (100 1) 1  
where we have given the velocity of each particle in arbitrary units. Config- 
uration (a) corresponds to A, and configurations (6) and (c) coespond-•to 
II 
Now suppose that we choose a collision rule for this mass-momentum class 
Collision rules 	 69 
a 	b 	ci 
 0 0 f] 
 1 0 0 
c'OlO 
Table 4.3: Example collision matrix for a 4D mass-momentum class: deter-
ministic and satisfying semi-detailed balance. Unprimed letters label pre-




Table 4.4: 2D collision matrix corresponding to the 4D matrix of table 4.3. 
As before, unprimed letters label pre-collision states and primes indicate 
post-collision states. 
in 4D which is deterministic and which satisfies semi-detailed balance. The 
collision matrix for one such collision rule is given in table 4.3. Note that the 
normalisation condition corresponds to the sum over the elements in each 
column being equal to one; semi-detailed balance requires that the sum over 
the elements in each row is one. If we define a collision rule for each of the 
four 4D mass-momentum classes, we can project the collision rule into 2D. 
For simplicity, we will assign the collision matrix of table 4.3 to all four of the 
classes, although we are quite free to choose different rules for each class. By 
considering the 4D matrix and the grouping of 4D configurations by their 2D 
projections, we obtain the projected 2D collision matrix, given in table 4.4. 
In formulating this table, we have used the fact that each 4D configuration 
within a mass-momentum class has an equal a priori probability of occurring. 




Table 4.5: A deterministic 2D collision matrix satisfying semi-detailed bal-
ance for the mass-momentum class illustrated in figure 4.1. As usual, un-
primed letters label pre-collision states and primes indicate post-collision 
states. 
relies on semi-detailed balance. Consideration of table 4.4 shows that the 
2D collision rule retains the normalisation constraint, but no longer satisfies 
semi-detailed balance; as can be seen by calculating the sum of each. row of 
the matrix. 
More directly relevant to the current work is the converse problem: given 
a 2D collision matrix, can we find a 4D rule which gives the same result on 
projection into 2D? This is a harder problem in general and plays an analo-
gous role in relation to the process of going from four to two dimensions as 
integration does in relation to differentiation. For practical reasons, we design 
the collision rules for the 2D multispeed model on purely two-dimensional 
grounds: we wish to model 2D flow after all, and we can show that our model 
will yield behaviour which models the 2D Navier-Stokes equation. Having 
found a satisfactory 2D collision rule however, it is interesting to see if there 
exists a 4D collision rule which will give the 2D rule on carrying out the 
projection process. 
Considering the same example, we choose a deterministic collision rule 
in 2D, satisfying semi-detailed balance. This is illustrated in table 4.5. We 
now seek a collision matrix for the four 4D mass-momentum classes. For 
simplicity, we will assign the same matrix to each of the classes although 
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a 	b 	c 
a' 0 1 1 
0 0 
C' O0 
Table 4.6: A 4D collision rule which, on projection, yields the 2D rule given 
in table 4.5. 
this is not a necessary condition. One possible 4D rule is as given in table 
4.6 Again, normalisation is preserved, but semi-detailed balance is not. It 
is always possible to construct a 4D collision matrix of the type given in 
table 4.6 which will correspond to a given 2D rule, simply by assigning an 
equal transition probability to each 4D outcome which corresponds to the 
appropriate 2D outcome. Such a collision rule, though complex, would be 
quite possible to implement, although the absence of semi-detailed balance 
means that the Frisch et al [8] derivation of hydrodynamics can no longer be 
applied as it stands. 
Dubrulle [20] has extended the formalism of Frisch et alto describe mod-
els with collision rules which violate semi-detailed balance, with the aim of 
producing models with lower viscosity by increasing the number of possible 
collisions. Although he does not present results of simulations using such a 
model, he shows that the hydrodynamic equations are modified by a collision-
rule-dependent factor multiplying the term g(po) which appears in equation 
(2.62). In such a model, different configurations within a mass-momentum 
class may occur with different probabilities. Somers and Rem [9] have pro-
duced CA models for 3D flow, based in the FCHC lattice, which violate 
semi-detailed balance and have found that they have a lower viscosity than 
comparable models which retain the semi-detailed balance constraint. 
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The 2D multispeed model is designed to share the symmetry properties 
and velocity set of the 4D FCHC model. The point we wish to make from the 
above discussion is that the 2D model can in addition be assigned a collision 
rule which is a projection of some 4D collision rule, although in carrying out 
such a projection the grouping of 4D configurations by their 2D components 
means that if semi-detailed balance is 'satisfied in one picture (either 2D or 
4D), it will not be satisfied in the other. 
In the next section we describe how a particular collision rule was designed 
for the 2D multispeed model, with the aim of achieving the minimum viscos-
ity allowed by the model and hence achieving the maximum computational 
efficiency. 
4.5 Optimisation of the collision rule 
As we have already seen, there is a lot of freedom available in the choice 
of collision rules for CA models, particularly those with a large set of al-
lowed velocities. The choice , is restricted somewhat by the requirements that 
collisions should conserve mass and momentum at each cell, and that they 
satisfy semi-detailed balance. This still leaves many possibilities in all but 
the simplest models; our aim is to design the collision rule for the 2D multi-
speed model to achieve the minimum value of viscosity. The reduction of the 
viscosity of a model allows flow characterised by a given Reynolds number 
to be modelled using fewer cells, hence using less computer time. 
To achieve this, we draw on the work of Michel Hénon [12] who has shown 
that to minimise the viscosity we must choose collision rules in such a way 
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that the quantity 
1 
a = 	>A(q -
- d) 	X'' + Y) 2 	(4.8) 48c4 q q' 
is minimised. As usual, A is the transition probability, P(q) is the probability 
of occurrence of configuration q and dis the mean relative density (ie p/b); 
the sums over q and q' are over all possible configurations of particles at a 
single cell. The tensors Y and Y give the anisotropic part of the second 
order momentum tensor for the pre- and post-collision states, q and q'. The 
second order momentum tensor is given by 
(4.9) 
and so 
= Xp - Tr(X)Sp. 	 (4.10) 
We choose our collision rule to be deterministic and one-to-one. Deter-
minism causes all transition probabilities to take the value 0 or 1, and the 
property of being one-to-one means that each row of the collision matrix has 
a single non-zero entry and so semi-detailed balance is automatically satis-
fied. We saw in the previous section how collisions take place only within 
classes of configurations which share the same value for mass and momen-
tum. Therefore we can divide the optimisation procedure into two stages. 
Firstly, we arrange all possible configurations of particles at a cell into the 
various mass-momentum classes; the second stage is then to choose a deter-
ministic one-to-one mapping of each class onto itself, such that the sum of 
EO"O(Y,,,,O+ Y) 2 over all collisions in the class is minimised. The way in 
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which the collision rule splits up into self-contained classes makes the prob-
lem a manageable one, although still computationally intensive for a model 
with many allowed velocities. 
Consider one mass-momentum class with N members, labelled q(J)  with 
1 < j !~ N. For each q(1),  we must choose from the class some q,) q(k) 
with 1 < Ic < N. We assign a 'cost' to this pairing, C(1), where 
C(3 ) = E >(Ya,3(q(j)) + Yci.p(q j) )) 2 , 	 (4.11) 
and we wish to minimise the total cost of the mapping, E C(,). This is 
a well-known problem in the theory of combinatorial optimisation known as 
the bipartite weighted matching problem. A 'brute force' approach to solving 
it would be to consider all possible mappings and then choose the one with 
minimum total cost. However, with N items to be matched, the time taken 
to implement such an approach increases as N! and since the largest mass-
momentum classes in our problem contain over 100 configurations, this option 
is not available to us: the fastest computer would take many billions of years 
to complete the program. Instead, we apply an algorithm developed using 
graph theory known as the 'Hungarian method', which can solve the problem 
in 0(N3 ) time. The details of this technique are given in [21] for example. 
Applying this approach to each mass-momentum class in turn, we obtain the 
optimised collision rule. The next chapter presents the results of simulations 
of the 2D multispeed model using this collision rule. 
Chapter 5 
Computer simulation of the 
2D multispeed model 
5.1 Aims of the investigation 
In the previous chapter we described the development of a new CA model for 
two-dimensional fluid flow; in this chapter we give an account of a practical 
computer simulation of the model. There were three main purposes behind 
this: 
• to discover and tackle the practical difficulties of implementation of the 
model on a computer; 
• to verify that real fluid behaviour, as described by the Navier-Stokes 
equation, is accurately reproduced; 
• to measure the viscosity of the model and compare this with that for 
the FHP model. 
75 
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The flow chosen for the simulation was that of steady laminar flow through 
a plane channel: this is a two-dimensional flow with considerable practical 
importance and it is one of the few situations in which the Navier-Stokes 
equation is exactly soluble. 
To formulate the problem exactly, we define the x-axis to lie along the 
length of the channel with the y-axis across the channel and the origin of 
coordinates lying on the centre-line; the channel has a uniform width of 2r 
and it is assumed to be much longer than it is wide; 'no-slip' boundary 
conditions are assumed at the channel walls, telling us that the fluid velocity 
is zero at y = ±r. The symmetry of the flow means that the y-coordinate 
of the velocity u(x, t) = 0 and that the x-coordinate of the velocity is a 
function only of the y-coordinate of position, so that the general expression 
for the velocity, u(x, t), reduces to u1 (y) once a steady state has been reached. 
The Navier-Stokes equation, given by (1.2), is greatly simplified by these 
assumptions and can be solved to give the well-known parabolic or Poiseuille 
velocity profile 
u,(y) = 	- y2),  2 
where G = 	is the (uniform) pressure gradient in the flow direction, and ji 
is the molecular viscosity which is related to the kinematic viscosity by the 
density so that 
p 
	 (5.2) 
We compare the velocity profile across the channel given by the model 
simulation with the theoretical result, and obtain a value for the viscosity of 
the model by measuring the velocity and the applied pressure gradient. 
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5.2 Implementation 
A program was written to simulate the 2D multispeed model on the Ed-
inburgh Concurrent Supercomputer, a 'multiple-instruction multiple-data' 
parallel machine consisting of an array of transputers, each having its own 
memory space rather than sharing a central memory. Rather than writing 
the program from scratch, an existing program, designed to simulate the FHP 
model, was adapted. This program', written by M. Whyte and E. Mackay, 
provided the software to handle communications between the processors, to 
read from and write to files and to display the output graphically. The sub-
routines which controlled the behaviour of the model were replaced by new 
code in order to implement the 2D multispeed model rather than the FHP. 
The first step in the design of the program was to decide how to encode 
the state of each cell of the CA. As we have shown, there are 50000 different 
possible states of a cell, which could be encoded using 16 bits, since 2 16 = 
65536. To make evaluation of the individual occupation numbers easier (and 
thus quicker), 19 bits were used to store the state of each cell, three bits for 
each of no to n4 (which can take integer values between 0 and 4) and one bit 
for each of n5 to n8 (which take the values 0 or 1 only). The parallel processing 
abilities of the computer were exploited by a geometrical decomposition of 
the problem, assigning a different area of the lattice to each processor. The 
local nature of collisions makes this a natural method for CA models, as 
communication between processors is only necessary to deal with cells on 
the boundary of the section of lattice assigned to a processor. The memory 
required to store the state of the CA is spread between the various processors 
'known as the 'Cellular Automaton Programming Environment': documentation avail-
able from the Edinburgh Parallel Computing Centre. 
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I n4 I n3 I n2 I ni I no ns I n7 I 
119 18 17 116 15 14 113 12 11 10 9 8 7 6 51 4 I 	3 J 	2 
Table 5.1: Encoding of the occupation numbers at each cell by a 19 bit 
number 
and was not a limiting factor, the program execution becoming prohibitively 
slow before the maximum lattice size was reached. Note also that by using 
more processors, a bigger lattice could be simulated with very little decrease 
in speed. 
The two processes at the microscopic level are collisions and advection, 
where particles move to a neighbouring lattice site according to their velocity. 
The advection process can be described by the equation 
n,(r, t + t) = n1 (r - e, t) 	 (5.3) 
and this is straightforward to implement on the computer, by examining 
the appropriate occupation numbers of the neighbouring cells. As explained 
before, the most efficient way to implement the collision process is by means 
of a look-up table containing the post-collision state for each of the 50000 
pre-collision states. To index the table, we must convert the 19 bit number 
encoding the pre-collision state of the cell into a unique integer between 0 
and 49999. The convention adopted for the storage of a configuration was 
as given in table 5.1, where we have numbered the bits starting with the 
least significant. Having obtained the value of each occupation number by 
logical operations on the encoded state of the cell, the look-up table index is 
calculated using the following formula. 
index = n5  + 2n6  + 4n7 + 8n8 + 16n0 + 80n1 + 400n2  + 2000n3 + 10000n4 (5.4) 
Aims of the investigation 	 79 
To obtain macroscopic values for mass density and mean velocity requires 
taking averages over the values of occupation numbers in a supercell. For 
computational efficiency, the size of supercells and the size of the block of 
lattice assigned to each processor were chosen such that any two cells in the 
same supercell were always stored on the same processor, thus minimising 
the time spent on inter-processor communication. This still allows reasonable 
freedom in the choice of supercell dimensions. As an example, a lattice of 
2562  cells could be simulated on 16 transputers, each dealing with 642  cells, 
which are further divided into 16 supercells each containing 162  cells. The 
program also included the facility to take averages over many time-steps of 
macroscopic quantities obtained by supercell averages, in order to reduce the 
noise in such measurements as far as possible. 
Special collision rules are required to model the presence of boundaries. 
In the simulation of channel flow, we use no-slip boundary conditions, which 
ensure that the mean fluid velocity is zero at the boundary. Certain cells are 
marked as boundary cells and these use collision rules where the momentum 
of each particle is exactly reversed by the collision process, to return it in the 
direction from which it arrived. Particles incident on a boundary wall at right 
angles are simply reflected, whereas particles incident at other angles have 
the components of their velocity reversed, both perpendicular and parallel to 
the wall. As with the normal collision rules, the boundary cell collision rules 
are stored in a look-up table for efficient execution. 
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5.3 Modelling channel flow 
The set-up for the simulations is illustrated in figure 5.1 and uses 256 cells 
in the flow direction and 64 cells in the cross-channel direction. The rows of 
cells at y = 0 and y = 63 are no-slip boundary cells as described in section 
5.2. Periodic boundary conditions were used in the x-direction so that any 
particle which moves off the right of the array of cells reappears at the left 
and vice versa, simulating the effect of an infinitely long channel when the 
flow is steady. The pressure gradient acts in the positive x-direction: below 
we describe in detail the technique used to model a pressure gradient of given 
strength. 
Note that the width of the model channel is 63 lattice spacings and the 
length (allowing for the periodic boundary conditions) is 256 lattice spacings. 
Averages of density and velocity are calculated over supercells of 4 x 32 cells, 
the longer dimension lying in the flow direction. 64 processors were used to 
run the simulations, with 8 x 32 cells assigned to each processor; thus the 
supercells have the largest possible length in the z-direction. The symmetry 
of the flow is further exploited to reduce noise by subsequently re-averaging 
the results obtained from sup ercells along lines of constant y, so that each 
measurement was effectively averaged over 4 x 256 = 1024 cells. These values 
could also be averaged over many time-steps, and the level of noise expected 
in such measurements is estimated below, using the results of Chapter 3. The 
supercells at the upper and lower edges of the channel contain boundary cells 
which were excluded from the averaging procedure so that such supercells 
were effectively 3 x 32 cells in extent. 
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Figure 5.1: Set-up for the channel flow simulation. 
5.3.1 Modelling a pressure gradient 
We wish to model the effect of a pressure gradient C on the fluid flow through 
a channel 2 . Let P be the pressure drop over length 1 of the channel then 
c=ç. 	 (5.5) 
We know that in three dimensions pressure is given by the applied force per 
unit area, where the area is perpendicular to the direction of the force. For 
our two-dimensional channel, we have instead that the pressure is the applied 
force per unit width of the channel. Noting that force can be expressed as 
rate of change of momentum, we have that the pressure gradient is equal to 
the rate of change of momentum per unit area of the channel. 
Therefore, we can model the effects of a pressure gradient by artificially 
increasing the x-component of the momentum of the fluid, evenly over the 
whole area of the channel. In doing this we must take account of the discrete 
nature of the model which means that there is an irreducible 'quantum' 
of momentum representing the minimum possible momentum change. We 
2 The method described in this section was inspired by Kadanoff ei al who use a similar 
technique in their simulation of a channel flow using the FEP model [16]. 
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assign mass m to each particle and note that the lattice spacing is a and the 
duration of the time-step is At. In the 2D multispeed model, a particle has 
velocity 0, c or where c = a/st. Therefore, the quantum of momentum 
is given by ma/f.t. 
We control the strength of the pressure gradient by controlling how many 
such momentum units we add to the flow each time-step. To add a single unit 
of positive x-momentum to a particular cell, we consider only the occupation 
numbers n0 , n1 and n3 , which correspond to particle velocities (0,0), (c, 0) 
and (—c, 0) respectively. The process consists of transferring a particle from 
the no state to the n1 state, or from the n3 state to the no state. These two 
transitions are applied with equal probability to maintain the mean popula-
tion of no particles. The no - n1 transition requires that no  ~ 1 and ni :5 3; 
the n3 -' no transition needs n3  ~! 1 and no 3. If these conditions are not 
satisfied, it is not possible to add a momentum unit to that cell. 
The magnitude of the pressure gradient we wish to model is such that 
only a few momentum units are added each time-step, typically just one or 
two. In order to spread the momentum change evenly over the channel, the 
cell or cells to be targeted must be chosen at random. The algorithm used 
is as follows. 
Randomly select the cell at column i and row j; 
if i is even, choose the transition no -* n1 ; if i is odd, choose the 
transition n3 - n0 . 
If cell (i,j) is suitable, apply the appropriate transition, otherwise try 
each cell in row j in succession until the transition can be successfully 
applied. If no suitable cell is found, an error message is printed to 
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notify the user that the pressure gradient may be incorrect. The choice 
of which of the two transitions to use is determined by the parity of 
the original choice of column i, whether or not the momentum change 
is actually applied at that location. 
The program allows for the specification of a fractional number of momen-
tum units per time-step. The whole number part of the momentum change 
is made immediately and the fractional remainders are stored and added un-
til they make up a whole unit, whereupon this extra momentum change is 
applied by the usual procedure. 
5.3.2 Calculating the viscosity 
As explained in the opening remarks of this chapter, we aim to verify that the 
model satisfies the Navier-Stokes equation for flow through a two-dimensional 
channel by testing if the velocity u(y) is proportional to (r2 
- 
y2), that is 
if the velocity profile is parabolic; we also aim to determine the constant 
of proportionality in such a relationship, and, using this constant and the 
magnitude of the pressure gradient, to calculate the viscosity. The simulation 
thus acts as both verification and calibration of the model. 
To determine the behaviour of an unknown physical flow, we would use 
the behaviour of the model combined with the principle of Reynolds number 
similarity. Here, however, we relate the known behaviour of a real fluid to 
the behaviour of the model, in order to determine the viscosity (and hence 
the Reynolds number). 
We recall from section 2.5 that the Reynolds number of a CA model is 
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given by 
R = ULg(p) = UL 	
(5.6) 
nu(p) 	z'(p)' 
where ii ' is the rescaled kinematic viscosity. It is useful therefore to rewrite 
equation (5.1) in terms of i", using the relationship 1LI77 = v', where 17 = 
pm/a2 , the mass density in 'physical' units, with p particles per cell on 







y 2 ), 	 (5.7) 
2v' 
where C' = C/77. Recalling from the previous subsection that C represents 
the rate of momentum change per unit area for a 2D system, we see that C' 
is the rate of momentum change per unit mass. Suppose that such a pressure 
gradient is modelled by the addition to the system of p momentum units per 
time-step. Noting that one unit of momentum is ma/st, we see that the 
rate of change of momentum is pma/(t) 2 . Then the pressure gradient G is 




it 2 WLa 2 
where W and L are the width and length of the channel respectively, in terms 
of the lattice spacing. Dividing by 77 we obtain 
p 	- p/b 
WLpLt 2 - WL(p/b)' 	
(5.9) 
where we have taken the time-step- to have unit length, and have introduced 
the relative density measure p/b, where b is the maximum number of particles 
per cell, to allow easy comparison with models with different values for b, 
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such as the FHP model. 
In the above derivation, we have used 'physical' units to illuminate the 
physical processes being modelled and as a dimensional check. The final 
form for C' reverts to 'lattice units', the reason being that the CA model is 
not a direct simulation of a real fluid, the particles having no clear physical 
interpretation, so it is fairly meaningless to assign particular values of mass 
or distance to model parameters, whose only relationship to the real world 
is through the Reynolds-number-based similarity principle. 
To determine the viscosity of the model we use the formula 
- G'r2 C'W 2 	pW 
g(p) - 2Umax 8Umaz 8pLum' 	
(5.10) 
where Umax is the peak velocity in units of c, corresponding to the centre of 
the channel, y = 0. 
5.4 Simulation results 
Simulations of flow through a channel were carried out for a range of values 
of the relative density (mean number of particles per cell/24) between 0.1 
and 0.45. We examine the mean velocity and density of the CA model and 
compare the results with physical flows, and we calculate the viscosity of the 
flow as a function of the density, comparing this with the behaviour of the 
FHP model. 
5.4.1 Velocity and density profiles 
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Figure 5.2: Velocity profile for density d=0.2 and d=0.4. y is the position 
variable across the channel in lattice units. The solid lines are quadratic 








Simulation results 	 87 
Figure 5.2 shows the velocity profile obtained for density values of 0.2 and 
0.4. In all runs of the simulation, 60000 time-steps were allowed for the flow 
to reach a steady state, as the fluid is at rest at t = 0 and the weak pressure 
gradient takes a long time to accelerate the fluid. Space averages were taken 
over 4 x 256 cells, as explained in section 5.3; the data for d = 0.2 were 
time-averaged over 4000 time-steps, and those for d = 0.4 were averaged 
over 40000 time-steps. The solid lines show the best fit of a quadratic curve 
to the data. As can be seen, the mean behaviour of the model reproduces 
very accurately the parabolic velocity profile given by the solution of the 
Navier-Stokes equation. 
The d = 0.4 curve, being averaged over more time-steps, is a closer fit to 
the theoretical curve than the d = 0.2 curve. Figure 5.3 shows an example 
velocity profile with the same space averaging as those in figure 5.2 but 
no time averaging: all the data were collected at a single time-step. The 
velocity profile is approximately parabolic, but with significant deviations. 
Such fluctuations are of the order of magnitude we would expect from random 
noise, applying the results of Chapter 3, which indicate a mean absolute 
level of noise of approximately 0.01 (in units of c) for a supercell of this size. 
This illustrates the problem discussed in Chapter 3, that because we require 
the mean velocity to be small compared with the speed of sound, velocity 
fluctuations can represent a significant proportion of the 'signal', even with 
a large supercell. 
Figure 5.4 illustrates the variation of mean density across the channel for 
d = 0.4 at two times: t = 5000 and t = 95000. Both data sets were obtained 
using the usual space average and a time average over 10000 consecutive time-
steps. Although the deviation from the average is small, even at t = 95000 
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Figure 5.4: Mean density across the channel for d 0.4, at times t = 5000 
and t = 95000. Data are averaged over 10000 timesteps. 
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Figure 5.5: Mean density profile corresponding to the velocity data presented 
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where it is less than ±1%, it is clear that the density across the channel is 
not uniform. The reason for this effect, which is unrelated to any property 
of a real fluid, is in the unphysical form of the pressure in the equations for 
a CA fluid, as given in equation (2.58), which contains a term proportional 
to the square of the velocity. The pressure gradient thus has a contribution 
from Vu2 which can be thought of as a force tending to drive particles to-
wards areas of high velocity, which in the case of a channel flow, means that 
the density will be higher in the centre of the pipe. Dahlburg et al [11] have 
found a similar effect in simulations of the FHP model; in their simulations 
the presence of this pressure force leads to oscillations of the CA fluid as 
the particle density builds up in the high velocity regions and 'overshoots' 
the steady state level, so that particles are then repelled away from the high 
velocity regions for a time, leading to pressure waves. The simulations we 
have carried out on the 2D multispeed model do not indicate whether such 
oscillations are present or not; one would expect that they are present as 
the two models obey very similar hydrodynamic equations, but their magni-
tude may well be insignificantly small. Figure 5.5 shows the density profile 
corresponding to the velocity profile of figure 5.3, the data being collected 
at the same time-step. The fluctuations, with peaks of roughly ±2.5% and 
hence a somewhat smaller root mean square value, are what we expect from 
random noise with this level of space averaging, although it seems apparent 
that the mean behaviour we see in figure 5.4 is superimposed on the random 
variation. 
Although this unphysical density variation is undoubtedly present, it 
seems to have a negligible effect on the mean velocity profile, which yields the 
expected parabolic result very accurately if averaged over sufficiently many 
Simulation results 	 92 
time-steps. 
5.4.2 Calculation of the viscosity 
In section 5.3 we derive an expression for the kinematic viscosity (see equation 
(5.10) which we can calculate from known quantities and measurements from 
the simulations. Frisch et al introduce the 'Reynolds coefficient' [8]: 
R* = c39(p) 	 (5.11) 
z'(p) 
which contains all the model-dependent contributions to the Reynolds num-
ber. The velocity is then given as a Mach number, since the speed of sound 
can vary from model to model, and the incompressibility condition depends 
on the ratio of u to c,. Thus the Reynolds number of any model flow is given 
by R*ML  where M is the Mach number. Table 5.2 lists the values of peak 
velocity obtained from the simulations at various densities, and hence the 
Reynolds coefficient is found. This information is illustrated in figure 5.6. 
The solid line on the graph is the Reynolds coefficient for the FHP model 
with a rest particle and collisions optimised for minimum viscosity, as given 
by Frisch et al. (Other variants of the FHP model have a lower Reynolds 
coefficient.) The maximum.value of R*  for the FHP model is 2.22, whereas 
for the 2D multispeed model it is approximately 22.5, at a value of relative 
density between 0.35 and 0.4. Note that the Reynolds number of the flow 
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Figure 5.6: The Reynolds coefficient as a function of density for the 2D 
multispeed model and the FHP model 
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p!24 g(p) v(p) R* 
0.1 0.157 0.5926 0.0792 5.29 
0.125 0.188 0.5714 0.0511 7.91 
0.15 0.209 0.5490 0.0370 10.5 
0.2 0.240 0.5000 0.0218 16.2 
0.25 0.235 0.4444 0.0159 19.8 
0.3 0.215 0.3810 0.0124 21.7 
0.35 0.191 0.3077 0.00967 22.5 
0.4 0.167 0.2222 0.00698 22.5 
0.45 1 0.133 1 0.1212 1 0.00426 20.1 
Table 5.2: Results of simulations of channel flow leading to calculation of R*. 
Other values used in equation (5.10) are: p = 1.6384, W = 63, L = 256, for 
all values of density. 
5.5 Discussion 
The simulation results presented above demonstrate the the two main aims in 
the development of the 2D multispeed model have been achieved: the model 
reproduces the behaviour of a real fluid (at least in the case of channel flow) 
and the viscosity is such that the maximum value of the Reynolds coefficient 
is roughly ten times greater than that for the FHP model. There is evidence 
that unphysical processes are present in the simulations but they are small 
in magnitude and do not have a significant effect on the behaviour of the 
mean velocity profile. To obtain a smooth velocity profile required averages 
over many time-steps as well as over supercells: without time averaging, a 
significant amount of noise was present. 
It is interesting to compare the performance and resource requirements 
of the 2D multispeed model and FliP model in simulating a flow of a given 
Reynolds number. If we operate both models at the same Mach number, 
the FHP model needs approximately 100 times as many cells to achieve the 
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required Reynolds number. In the case of channel flow, where the flow is 
uniform in one direction, we can use periodic boundary conditions and the 
number of cells in the flow direction is not fixed, so the FHP model could 
be used with between 10 and 100 times as many cells as the 2D multispeed 
model. To model a general two-dimensional flow however, we require both 
dynamical similarity and geometrical sImilarity: the ratios of distances in the 
model must be the same as those in the real fluid and hence the FHP model 
would require ten times as many cells in both the x and y directions. 
The 2D multispeed model requires a lot of memory to store the look-up 
table for the collision rules. In the channel simulation two such tables were 
used, one for ordinary collisions and one for collisions at boundary cells, each 
table having 50000 entries. The tables occupied 0.75 Megabytes in total, 
although this could be reduced by about 50% if memory space was at a 
premium. In addition, each cell requires 19 bits of memory as opposed to 
7 bits for the FHP model. In practice, a 32 bit integer was used to store 
the state of each cell, but again the information could be more economically 
packed if necessary. The FHP model would need 7 x 100/19 37 times as 
much memory to store its lattice, although it does not have the overhead of 
a large collision table, which would probably tip the balance in favour of the 
FHP model on memory grounds, except for very large lattices. 
We would expect that the FHP model, being simpler, would require less 
computer time per cell update than the multispeed model; although it is not 
clear exactly how much quicker the cell update would be, it would certainly 
not be enough to counteract the hundred-fold increase in the number of cells. 
Therefore, the multispeed model will be substantially quicker in modelling a 
flow of given Reynolds number. 
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Despite the above considerations, there are modelling situations where it 
would seem preferable to use the FHP model in preference to the multispeed 
model. As we have seen, fluctuations in the velocity can be a. major problem 
so it is desirable for the mean velocity to be as high as possible, subject to the 
requirement of sufficiently low Mach number for incompressibility: obviously 
a compromise must be made between these two opposing effects. At low 
Reynolds number, an appropriate choice for a typical velocity of the flow 
may mean that the characteristic length of the flow corresponds to a fairly 
small number of cells. To keep noise down to an acceptable level requires 
fairly large supercells, so that the resolution of the model would be poor, 
unless the flow is steady in which case time-averaging can compensate for 
small space averages: velocity and density readings would be widely spaced 
relative to the overall system size. The FHP model, with a lower Reynolds 
coefficient, would need more cells thus allowing a larger number of supercells, 
each large enough to yield low noise levels. (Note that the 2D multispeed 
model, having 24 velocity states per cell rather than 7, has noise levels which 
are times smaller than those for the FHP model with the same size 
of supercell). Thus, for low Reynolds number, the FHP model would usually 
be appropriate and for higher Reynolds number, the 2D multispeed model is 
preferable. Attempts to model very high Reynolds number flows using a 2D 
CA model are of limited interest: a. real fluid flow with high Reynolds number 
will be turbulent and thus three-dimensional in general, so not suitable for 
modelling by a two-dimensional model. Two-dimensional turbulence does 
have some physical relevance, for instance in stratified flows, which are an 
important atmospheric phenomenon. 
The primary reason for the viscosity of the 2D multispeed model being so 
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much lower than that of the FHP model is that the probability of a non-trivial 
collision taking place at a given cell at a given time-step is far higher. This 
is because the larger set of allowed velocities leads to a far higher proportion 
of configurations being members of mass-momentum classes with more than 
one member: more allowed velocities gives more freedom to rearrange the 
particles while conserving mass and momentum. The mean free path of a 
particle is therefore much shorter and so the viscosity is lower. 
Useful future work on the 2D multispeed model would be to perform 
simulations of more complex flows: to check the fidelity of the model to 
reality, to assess the importance of unphysical aspects of the behaviour of 
the CA, and to assess how best to perform averages in order to minimise 
noise. Kadanoff et al [22] have established the presence of a weak logarithmic 
divergence of viscosity with system size in the FHP model. It would be 
interesting to look for this quite subtle effect in the 2D multispeed model. 
Theoretical work [13] 8h0W8 that the effect should be present in any two-
dimensional fluid. 
Chapter 6 
Turbulent fluid flow 
Turbulent fluid flow is characterised by highly irregular motion on a very 
wide range of length scales. The processes of turbulence can be described 
by continuum mechanics, the smallest length scales of the motion still being 
many orders of magnitude greater than the molecular spacing; but despite 
the determinism of such a description, the non-linear nature of turbulent flow 
means that it is highly unpredictable and turbulence can be thought of as an 
example of deterministic chaos. Because of the unpredictability of turbulent 
motion, it is most readily accessible to study by a statistical approach, where 
we consider the behaviour of mean quantities and the statistical properties 
of fluctuating quantities: we do not in general hope to be able to find the 
exact velocity field U(x, t). 
This chapter is an extremely brief introduction to the study of turbulence, 
in order to put the subsequent work of this thesis in some sort of context. We 
will present the basic equations of turbulent flow, and comment briefly on the - - - - - - - 
physical processes of turbulence. The difficulties of simulating turbulent flow 
by computer are discussed, highlighting one approach to overcoming these 
01-11 
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problems: the technique of Large Eddy Simulation. 
For more detail on the content of this chapter the reader is referred to 
the general textbooks on turbulence: [25, 26, 27, 28] for example. 
6.1 The equations of turbulent flow 
Turbulent fluid flow is described by the usual continuity equation and Navier 
Stokes equation, which we reproduce here for easy reference: 
(6.1) 
and 
OUa 	aua 	1 OP 	OUa  
+ + (6.2) 
Note the change in notation from earlier chapters. We now use capital U for 
the velocity field, reserving lower-case u for the fluctuating part of the veloc-
ity. Reynolds [29] introduced the procedure of writing the velocity field as the 
sum of mean and fluctuating parts, denoted U(x, i) and u(x, t) respectively: 
U(x, t) = U(x, t) + u(x, t). 	 (6.3) 
We define the mean by an average over an ensemble of identical systems, 
whose initial conditions may differ by a phase factor. (The ensemble average 
applied to fluid turbulence is discussed in detail in the following chapter). 
We will denote the operation of ensemble averaging by angle brackets, except 
for the mean velocity where we use the over-bar notation for brevity. 
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Substituting (6.3) into (6.1) and (6.2) gives 
t) + u,3(x, t)) = 0 	 (6.4) 
and 
= ___(P+p)+pV 2 (U+u 3 ), (6.5) 
P 8 cx 
where we have introduced P = P + P. Taking the ensemble average of 
equation (6.4) and using (u) = 0, we obtain 
OUP (6.6) 
and hence, subtracting from (6.4) gives 
=0. 	 (6.7) ox13 
Thus both mean and fluctuating parts of the velocity field independently 
satisfy the continuity equation. Similarly, we find 
8U 	CjP OU 	8(uau13) - --- + vV2U, 	(6.8) t9xp - p Ox  
where we have used (6.7) in writing the term involving the fluctuating veloc-
ity. Notice that equation (6.8) for the mean velocity is similar to the Navier-
Stokes equation, (6.2), but now includes an extra term involving the fluctu-
ating velocity field. The term-(uu13 ) is commonly known as the Reynolds 
stress. 
The two equations, (6.6) and (6.8), involve three unknowns: U, P and 
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(uu). This is one way of expressing the well-known closure problem of tur-
bulence: however the equations are manipulated, there are always more un-
knowns than equations. It is straightforward to construct an equation for the 
Reynolds stress, as we shall see below when we consider the energy of the 
fluctuating velocity field, but this equation involves a triple moment term of 
the form (uuu) and the closure problem is still with us. 
Subtracting (6.8) from (6.5) gives the equation for the velocity fluctua-
tions: 
ôu0, ôUau,3 OUaua 	8 	 1 8p +—[u,up– uau _--- + 	+ 
a a ---- + z'V2u. (6.9)axp 
We shall return to this equation later when we consider the energy of a 
turbulent flow. 
The incompressibility of the fluid, expressed by the continuity equation 
(6.1) can be exploited to eliminate the pressure from the Navier-Stokes equa-
tion. We take the divergence of equation (6.2) and use (6.1) to eliminate the 
linear terms, leaving an expression for the pressure in the form of a Poisson 
equation, which can be solved using Green's functions. The details of this 
procedure are given in [25] for example and yield the Navier-Stokes equation 
in 'solenoidal' or 'divergenceless' form: 
- vV2Ua(x,t)  at 
- Lap(V)[Up(x,i)] 
1 8Pe ,t - - 	, (6.10) 
where 
M 1 (V) = -{–D(V) + 	Dap(V)}, 	(6.11) 
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and 
	
Da7[f(x, 01 = 	- 	J d3 x'G(x, x')f(x', t). 	(6.12) 
C is a Green's function which satisfies 
V2 C(x, x') = S(x - x'), 	 (6.13) 
subject to the boundary condition 
-G(x,x') = 0, x on 5, 	 (6.14) 
where 0/On is the derivative in the direction normal to S. L is a surface 
integral term, given by 




The final term in (6.10) is a constant, externally imposed pressure gradient. 
Although more complicated than the original equation at first sight, the 
surface term can be neglected in many flow situations and the non-linear 
term is now in a form suitable for easy Fourier transformation. 
6.2 The equations of turbulence in k-space 
Fourier transformation of the equations of turbulence with respect to the 
position coordinate, x, leads to simplification by converting differential oper-
ators into multipliers and aids the physical interpretation of turbulence pro-
cesses by giving information about motion associated with particular length-
scales. The Fourier variable conjugate to x is the wavenumber, k, and we 
The equations of turbulence in k-space 	 103 
shall refer to 'wavenumber space' or 'k-space' to describe the mathematical 
space occupied by Fourier transformed quantities. 
If our turbulent fluid is contained in a cubic box of side L, we can expand 
the velocity field in a Fourier series 
U0 
	
	 a (x,t) = >2U(k,t)e", 	 (6.16) 
k 
where 
k = 2 
w
-11-{n i ,n2 ,n3 }, 	 (6.17) 
with n1 , n2 and n3 being integers ranging from —oo to +oo. If we allow the 
size of the box to tend to infinity, we can change to a continuous description: 
U(x, 2) J d3 k Ua(k, i)e', 	 (6.18) 
with the inverse relation 
U(k,t) = 1 
(27r) 3 
 J dx Ua(x, t)e". 	 (6.19) 
Fourier transformation of (6.1) and (6.10) gives the continuity and Navier-
Stokes equations in k-space: 
kU(k,t) = 	0; (6.20) 
+ vk 2 )U0(k,t) = 	Mc ,(k)Jd3j U(j,t)U.,(k 	j,t), (6.21) 
- where we 	 imposingthe boundary 
condition that the velocity tends to zero as x tends to infinity and we have 
assumed that there is no external pressure gradient. Note that the inertial 
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transfer operator in k-space, M,,, (k) is given by 
	
M 1(k) = (2i)'{k,3D(k) + k1 D(k)}, 	(6.22) 
where 
k, ka Da13(k) = S 3 
-  1k12 	
(6.23) 
The product of velocities in the non-linear term of (6.10) gives a convolution 
after transformation to wavenumber space, expressing the fact that the evo-
lution of the velocity field is dependent on the coupling between modes; that 
is between motion of different length-scales. It is this non-linear coupling 
which makes working with the equations of turbulence so hard. 
6.3 Energy in a turbulent fluid 
Much can be learned about the physical processes present in a turbulent fluid 
by considering the kinetic energy of the fluid motion. Using (6.9) we can form 
an equation for the energy of the turbulent fluctuations of the velocity field. 
(We will, in general, be less interested in the energy of the mean flow, except 
as a source of energy for the turbulence). We multiply (6.9) by u(x, t); we 
rewrite (6.9) as an equation for u.(x, t) and multiply it by Ua(X, t), then add 
the two resulting equations .together and take the ensemble average to get 
- 	 OtT7 	 8 
(uau7 ) + Up(uu7) + 	+ (u7u,3)ã + 
= - [(U.2-- ) + (u7 -)] + z' [(Ua V 2U1 ) + (V_1 V 2Ua)]. 	(6.24) 
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Note the presence of the velocity triple moment term: the closure problem 
is still present. The equation can be simplified a little by rearrangement (see 
[25] for example); then setting a = -y and summing over a gives: 
2 	2 
I(uu) + _(u)J 
xL 	 p 






(u - 2 (- 
which is a balance equation for E(x, t), the kinetic energy per unit mass of 
the fluid, where 2E(x,t) = j(u(x,t)). Thus the total rate of change of Ct 
energy at point x and time t is given by the sum of the various terms on the 
right hand side of equation (6.25). The first and third terms represent the 
movement of energy from one point to another within the fluid, by means of 
con''ective diffusion and viscous diffusion respectively. If the energy equation 
is integrated over the entire volume occupied by A.  fluid, neither of these 
terms gives any net contribution to the change in energy, as can be shown 
by application of the divergence theorem. The second term, known as the 
'production' term represents the energy transferred from the mean velocity 
field to the turbulence. The fourth term gives the dissipation of kinetic energy 
into heat by viscous action. In a stationary flow, where mean quantities are 
constant in time, the integral over the whole fluid of the rate of change of 
energy must be zero, from which we can deduce that the production of energy 
of turbulent motion is exactly balanced by the viscous dissipation. 
We can learn more about the processes occurring in turbulence by consid- 
- ering the energy spectrum in Ic-space. The energy spectrum for homogeneous 
isotropic turbulence at high Reynolds number takes the form shown in figure 
6.1. Note that both wavenumber and energy scales are logarithmic. The en- 
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Figure 6.1: A schematic illustration of the turbulent energy spectrum at high 
Reynolds number. 
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ergy spectrum can be divided into three parts: the energy-containing range, 
the inertial range and the dissipation range. The low-k end of the spectrum 
is known as the energy-containing range and its detailed form depends on 
the way in which the turbulence is generated; for sufficiently high Reynolds 
number, the spectrum at high k becomes independent of the way the turbu-
lence was produced and assumes a universal power-law form in the so-called 
'inertial range', where E(k) '.- k 513 . This result, predicted theoretically 
by Kolmogorov [30, 31] and discussed below, has been verified by a large 
number of experimental investigations, not only of homogeneous, isotropic 
turbulence but of shear flow as well[32, 33]. One of the best-known experi-
ments is that of Grant, Stewart and Moilliet [34], who measured turbulence 
spectra at very high Reynolds number in a tidal channel off Vancouver Is-
land in Canada. They found an inertial range extending over more than 
three decades of wavenumber at a Reynolds number, based on the Taylor 
microscale, of 2000. (See [25], p.51,  for an explanation of the Taylor mi-
croscale). In the inertial range the dominant process of turbulence is that 
of eddy interactions as represented by the first term on the right hand side 
of (6.25). The effect of viscosity is relatively unimportant: in the hypothet-
ical limit of infinite Reynolds number, the inertial range would extend to 
infinitely high wavenumbers. In practice, at very high wa.venumbers, cor-
responding to very small scale motion, the shearing of the fluid becomes 
sufficiently intense that viscous dissipation becomes the dominant effect and 
the energy spectrum falls away to zero. The results of Grant et al confirm 
this. 
For a system in a stationary state, energy enters the system at low 
wavenumbers (large length scales), by stirring or by the shearing of fluid in 
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a pipe for example, and is transferred to progressively higher wavenumbers 
until it is removed from the system by dissipation. A proposed mechanism 
for the transfer of energy from low to high k is vortex stretching, due to the 
interaction of two or more eddies. First suggested by Taylor [35], this process 
is discussed by Tennekes and Lumley [28]. 
Kolmogorov predicted the existence of an inertial range in the spectrum 
of turbulence such that 
E(k) = a6 213 k 513 , 	 (6.26) 
where e is the dissipation rate and a is a dimensionless constant. He derived 
this result by dimensional arguments based on two hypotheses: 
for sufficiently high wavenumber, the energy spectrum E(k) can depend 
only on the viscosity, the dissipation rate and the wavenumber; 
E(k) should become independent of the viscosity as the Reynolds mini-
ber tends to infinity. 
Experimental values for the Kolmogorov constant a vary somewhat, but the 
result of Grant et al (from their tidal channel study cited above) is regarded 
as being one of the most reliable: they obtained a = 1.44 ± 0.06. 
6.4 Large Eddy Simulation 
In the introductory chapter of this thesis, we saw that Landau and Lifschitz 
[4] have shown that the number of degrees of freedom of a turbulent flow 
scales as R+9/4,  where R is the Reynolds number. Each independently ex-
cited Fourier mode can be regarded as a degree of freedom. McComb [25] 
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shows that the computer memory requirement for a direct simulation of tur-
bulent flow, where all length scales are resolved, scales as R 6"7 , where R is 
the Taylor-Reynolds number of the flow. Thus we can see that to simulate 
a high-R flow requires a great deal of time and storage space. At present, 
these demands are too great to be met by existing computer hardware and, 
consequently, direct numerical simulations of turbulence have so far been 
restricted to relatively low Reynolds numbers. Kerr [36] reports work per-
formed in 1985, where a grid of 128 computational points was used to simu-
late flow with R, up to 83, sufficient to produce a short inertial sub-range in 
the energy spectrum. Recent rapid advances in computer technology will al-
low considerable improvement on this figure, but flows of very high Reynolds 
number (eg. R, = 2000 for the experimental measurements of Grant et at), 
with an extensive inertial range, are still well beyond current capabilities. 
The technique of Large Eddy Simulation (LES) is a way of reducing the 
computational requirements for simulation of high-R turbulence. As the 
name suggests, only the large scale motion is explicitly simulated, while the 
effect of small scale motion is modelled in some way, allowing a much coarser 
grid of computational points to be used. In terms of the Fourier repre-
sentation, modes with wavenumber less than some cut-off ic are simulated 
explicitly, whereas the effect of modes with k < k < km are represented by 
a subgrid model, where k,, is the wavenumber of the smallest-scale excited 
mode. The cut-off wavenumber k is generally much smaller than k,. As 
explained in the previous section, energy in a turbulent flow is transported 
from low-k modes to high-k modes, whereupon the energy is dissipated by 
the action of viscosity on the small scale motion. A subgrid model must take 
account of the transfer of energy from modes with k < k to modes with 
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Ic > k; otherwise the energy will 'pile up' at wavenumbers just below the 
cut-off so that the energy spectrum and the dissipation will be incorrectly 
modelled. The so-called Heisenberg approach (see [25], p.76) uses an effective 
viscosity zi(kIk) which represents the effect of energy transfer to the subgrid 
scales. The equation of motion is thus altered to 
( + v/c2 + (klk c )k 2 )Ua(k, t) = Mc* .y (k) f d3j U(j, t)U.7(k - j, t), (6.27) 
where now all wavenumbers k, j and 1k - jJ are smaller than the cut-off k. 
Here we denote the molecular kinematic viscosity by vo to emphasise the 
distinction between it and the effective viscosity. 
Important steps in the development of LES include the work of Smagorin-
sky, who introduced the technique, in a simulation of atmospheric circulation 
[37]; Deardorff applied LES to modelling of turbulent flow through a plane 
channel[38]; Leonard coined the term 'large eddy simulation' and formalised 
the operation of filtering the velocity field to obtain large and small scale 
components [39]. McComb's book [25] gives a more detailed account of the 
development and achievements of LES. 
Most approaches to subgrid modelling, for instance that of Smagorinsky, 
while being based on the equations of flow, include a constant whose value 
must be determined by use of experimental data or ad hoc methods. The 
work described in the next two chapters reports on an approach to subgrid 
modelling by means of iterative averaging, which uses only the fundamental 
equations of fluid motion in its derivation. This work builds upon earlier work 
by McComb [40, 411, McComb & Shanmugasundaram [42] and McComb & 
Watt [43]. 
Chapter 7 
A conditional averaging 
procedure for turbulence 
7.1 Introduction 
In this chapter we consider a. Renormalisation Group procedure for homoge-
neous isotropic turbulence, whereby the degrees of freedom of the turbulent 
flow are greatly reduced by elimination from the problem of the high-k (small 
scale) modes, whose effect is modelled by an effective viscosity which could 
be used in a large eddy simulation. This work.has its roots in the method 
of Iterative Averaging, introduced by McComb[40]. This was further devel-
oped by the introduction of the idea of a conditional average over the high-k 
modes[41]. McComb and Watt have reported a method for relating the con-
ditional average to the unconditional average by means of an approximation 
and have carried out a Renormalisation Group calculation of the effective 
viscosity based thereon [43]. 
The new work presented here consists of a detailed formulation of this 
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conditional average in terms of the turbulent ensemble, defining it as an 
average over a specially chosen sub-ensemble. In Section 7.5.1 we describe 
a modified method for relating the conditional average to the unconditional 
average. 
The starting point for this procedure is to filter the Navier-Stokes equation 
(NSE)to produce an equation for the low-k modes, where k is smaller than 
the cut-off wavenumber k, and an equation for the high-k modes with kc < 
k < The high-k equation is solved and substituted into the low-k 
equation, appearing as an increment to the viscosity, so that 
i/O - 	= "o  + &t'o . 	 (7.1) 
The variables are then rescaled so that the low-k NSE, where 0 < k < k, 
looks like the original NSE where 0< k < k,,, but now with an enhanced 
viscosity which is a function of wavenumber rather than a constant. An 
important aspect of the procedure is that the form of the Navier-Stokes 
equation is preserved. The shell elimination process is then repeated to 
produce a further increment to viscosity and the equations are rescaled once 
more. This process is iterated until the effective viscosity (in dimensionless 
form) reaches a fixed point: the results of this calculation are presented in 
[43]. The fact that the effective viscosity reaches a fixed point is believed to 
result from the universal behaviour of turbulence in the inertial range. 
The mode-mode coupling inherent in the NSE, due to its strong non-
linearity, means that the problem of eliminating the high-k modes is not 
an easy one. We seek to eliminate the high-k modes from the equation for 
the low-k modes and to do this we must answer the question: for a given 
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large-scale motion, described by all of the modes with k < Ice , what is the 
effect of the corresponding small-scale motion? The conditional averaging 
procedure has been formulated to solve this problem and this chapter presents 
a statistical formalism which allows the specification and evaluation of such 
conditional averages. We discuss the turbulent ensemble from the point of 
view of deterministic chaos, define the conditional average in terms of a sub-
ensemble wherein the low-k modes are held approximately constant and we 
introduce a. decomposition which allows the conditional average to be related 
to the full-ensemble average, with an explicit correction to take into account 
the effect of coupling. 
7.2 Statement of the problem 
We consider the motion of an incompressible fluid, subject to a chaotic veloc-
ity field u(x, t). We assume that the velocity field is homogeneous, isotropic 
and stationary and thus has zero mean. The largest dynamically significant 
wavenumber, k,,, will be determined by the smallest length scale in the 
problem. We define this by means of the dissipation integral: 
= j 
2ziok2E(k)dlc  f'"°' 2vo k 2 E(k)dk, 	(7.2) 
where e is the dissipation rate, v 0 is the familiar kinematic viscosity and 
E(k) is the energy spectrum. Use of this definition implies that is of 
the same order of magnitude as the Kolmogorov dissipation wavenumber. 
We thus take the Fourier modes to bedefined on the interval 0 <k < 1c,,. 
Then, as a preliminary to the elimination of modes, and as an illustration 
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of the associated problems posed by mode coupling, we take the interval 
0 < k < kma to be divided into two parts; viz: 
0<k<k 	and 
where k is given by 
= (1 - .A)k, nax , 	 ( 7.3) 
and 0 < \ < 1. By introducing step functions: 
{ 1 if0<k<k 	 (7.4) 6(k) = 
	0 if k < k < k; 
{o if0<k1c 	
(7.5) 
= 	1 if k < k 
we can define filtered forms of the velocity field and inertial transfer operator, 
as follows: 
u(k,t) = O(k) a(k,t) 
u(k,t) = O(Jc)u a(k,t) 
M(k) = 9(k)M 7 (k) 
M,,(k) = k)M(k) (7.6) 
Then, using (7.6), we can decompose the Navier-Stokes equation (6.21) into 
separate filtered forms for the low-wavenumber and high-wavenumber corn- 
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ponents, viz: 
( + vo k2 )u(k, t) = Mp,,(k) J d3j {u(j, t)tç(k - j, t) 
+2u(j,t)i4(k — j,t) + i4(j,t)i4(k —j,t)} 
(7.7) 
and 
( + vo k2 )u(k,t) = M p..,,(k)Jd3j {u(j,i)u;(k —j,t) 
+2u(j, t)u(k -j, t) + 4(j,t)u(k -j, t)} 
(7.8) 
Inspection of the above two equations then reveals the main problems 
which arise due to mode coupling. These are as follows: 
Equation (7.7) for u contains terms in u+. 
Similarly, equation (7.8) for u+  contains terms in u. Therefore, sub-
stitution for u+  on the rhs of equation (7.7) introduces a triple nonlin-
earity in the u. This is the fundamental problem with the standard 
application of perturbation theory in this area. 
If the previous step is carried out, then averaging out the high wavenum-
ber modes requires the property that: 
(u u+ u+) = u (u+u+). 
This can only be done rigorously for the special case of stirred hydro- 
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dynamics, where u is determined by the multivariate normal stirring 
forces [44]. 
We aim to present special methods of constructing ensemble averages 
which allow us to deal with the above problems. Thus, before describing this 
work, it will be instructive to summarise the conventional position concerning 
statistical descriptions of turbulence. 
In theoretical work on turbulence, it is normal to rely upon the idea of an 
ersemble of realisations, which can be pictured as representing a very large 
number of experiments carried out under similar initial conditions. It is 
also usual to restrict attention to fields which are statistically homogeneous, 
isotropic and stationary. (Note: in the context of random velocity fields, 
these are all statistical concepts and have implications for average quantities 
only). For instance, representing the ensemble average by angle brackets, 
we may as a consequence of these restrictions write the pair-correlation of 
velocities as: 
( a (k, t)u,3(k', t')) = Q(k, t - t')Dp(k)6(k + k'), 	(7.9) 
where S is the Dirac delta function. 
It is also usual to make an assumption of ergodicity. That is, we assume 
that the above form of pair-correlation should be identical to the experimen-
tal value, which is normally obtained by time-averaging. But, apart from 
this, the process of ensemble averaging is normally treated as if it were both 
trivial and obvious. However, such an approach would not be adequate for 
our present purposes. In order to have a sound basis for introducing a special 
conditional average, we shall first find it necessary to go into the concept of 
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an ensemble average in more than the usual detail. This is the subject of the 
next section. 
7.3 The ensemble and the sub-ensemble 
Formally, we define our ensemble as the set W, where 
W = {W ) (k, )l a = 1,2,3; 0 < k < k,,; n = 1 . . . N}. 	(7.10) 
Each 	is a particular realisation of the velocity field; or, to be more 
specific, a solution of the deterministic Navier-Stokes equation, as given by 
(6.21). Clearly, if we specify the same initial conditions for each realisation, 
then inevitably each member of the set will be the same. This we will call 
a deterministic ensemble. In order to generate a chaotic ensemble we must 
therefore specify initial conditions that vary randomly from one realisation 
to another. Accordingly, we define our ensemble through the prescription of 
initial conditions, as follows. At some starting time t = t, we set 
W ) (k,t 0 ) = w ) (k), 	 (7.11) 
where the initial fields satisfy the constraint, 
Jd3kw(k)w'(—k) = 2E, 	 (7.12) 
The ensemble and the sub-ensemble 	 118 
for any realisation n = p. Here E is the total kinetic energy per unit mass 
of fluid and is defined in terms of the spectral density Q, thus: 
E = J d3 lc Q(k). 	 (7.13) 
The initial conditions are chosen in this way so that there is no dynamical 
connection between the distinct members of the ensemble, while each such 
member has the same overall excitation E. It follows that the only difference 
between any two specific realisations, denoted by superscripts p and q, is a 
phase difference i), which we may define by 
v()(k, t) - %V()(k, t) = (P.)(k, t), 	 (7.14) 
such that (') = 0 and 
0
(7 i\ çh1''(K, 1)) = U. 	 i .." 
The latter result does not depend on the average value of W(k, t) and in-
dicates that the phases are random variables. It also follows that different 
realisations are uncorrelated, thus: 
= SpqQ(k,t - t')Dcxp(k), 	(7.16) 
where Q is the spectral density, as defined by equation (7.9). 
Evidently the ensemble must also be insensitive to our choice of initial 
conditions, in the sense that we should be able to take 
max I w(k) - w()(k) 15C 	 (7.17) 
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for arbitrarily small values of C , and relations (7.14)-(7.16) should still hold. 
This is normally a pure formality: the exponential growth of unpredictability 
with time is a defining characteristic of chaotic systems; and, even if this were 
not so, we could take the starting time to be as far in the past as we liked, 
in order to ensure a chaotic ensemble. This will not be an option open to us 
when we come to consider the conditional average. 
With the various restrictions we have imposed, our ensemble is (in the 
language of statistical physics) analogous to the micro-canonical ensemble. It 
is, however, stationary rather than in equilibrium. This means that, as well as 
being specified by its total energy, the ensemble must also be characterised by 
the dissipation rate e, which is the rate at which energy is transferred through 
the macroscopic modes of the system, before ultimately being dissipated as 
heat in the microscopic modes. 
Formally, we can now define an ensemble average in the usual way. Con-
sider an arbitrary functional of the velocity field F[u(k, t)]. Then its ensemble 
average is just 
(F[u(k,t)]) = 	F[V,JN(k,t)] 	 (7.18) 
As a specific example of this, we can write the correlation of two velocities 
as 
(ua (k,t)up(k',t')) = -j 	T (k,t)W," )(k',t') 	(7.19) 
n=1 
Clearly, there is a fundamental requirement for N to be large enough for 
results like that given in (7.18) or (7.19) to be independent of N. 
We complete the work of this section by introducing the sub-ensemble 
which will be needed in the next section for the formulation and evaluation 
of the conditional average. We define a sub-ensemble X C. W, which is a 
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subset of the whole ensemble with M members (where M < N). 
x = {xm) (k,t)l a = 1,2,3; 0 < k < 	in = l ... M} 	(7.20) 
For each m, 1 < m < M, there exists some n, 1 < n < N, such that 
X(m) = 	We can define a sub-ensemble average in the obvious way: 
(F[u(k,t)]) x = 	F[X(m)(k,t)]. 	 (7.21) 
,n=1 
Evidently, for sufficiently large M, this sub-ensemble average may be ex-
pected to become indistinguishable from the full ensemble average, as given 
by (7.18). Under these circumstances, we shall refer to the sub-ensemble as 
being representative. 
To conclude this discussion, we note that the physical problem we are 
addressing is that of the field u(k, t) which is, therefore, our preferred reali-
sation. Evidently then, we see u(k, t) as a particular member of the set W, 
whose statistical properties can be inferred from the statistical properties of 
that set. Where we need to distinguish u(k, t) as a particular realisation, we 
shall refer to it as the case n = R. 
7.4 Conditional averages 
Let us introduce the operation of taking a. conditional average. Denoting this 
operation by angle brackets, with a subscript c, we list the defining properties 
-of-the conditional average as 	------ --- - 	 - 	 - - ---- 
(u(k,t)) = u(k,t), 	 (7.22) 
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(u(k, t)u(k', t)) = u(k, t)u(k', t), 	 (7.23) 
and so on, for products of the low-wavenumber modes of any order. Now 
we have to consider questions like: what is the effect of this operation on 
the high-wavenumber modes? And how do we relate such conditional aver-
ages to the full ensemble average which, (being accessible to experimental 
measurement) may be regarded as part of the specification of the problem? 
In order to answer these questions, the work of this section is divided 
into two parts. First, we define the conditional average, in the context of 
the full ensemble, by introducing a biassed sub-ensemble, chosen to satisfy 
constraints like (7.22) and (7.23). We illustrate this procedure by giving for-
mal definitions of important quantities such as (u_u+), (u+), and (u+u+). 
Second, we give a general procedure for expressing a conditional average of 
this kind as a full ensemble average plus a correction term. 
7.4.1 Specification of the conditional average in terms 
of a biassed sub-ensemble 
For our present purposes we take u(k, t) to be a. prescribed function of k 
and t. We wish to define a particular sub-ensemble, Y, each member of 
which has its low-wavenumber modes (i.e. those for which 0 < k < k) 
very close to the particular set of Fourier component8, u(k, t). It is im-
portant to note that we cannot choose our ensemble simply to be based on 
the condition: 9- (k)w(')(k,t) = u(k,t). This would result in a determin-
istic sub-ensemble for low-wavenumber modes, and the determinism of the 
Navier-Stokes equation would then ensure that the sub-ensemble was also 
deterministic for the high-wavenumber modes, thus leading to the unhelpful 
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result: (u+) = u+. Instead, we must introduce a degree of uncertainty, 
just as in the case of (7.17) for the full ensemble, which will allow for the 
development of chaotic high-k modes in the sub-ensemble. 
As we previously defined the representative sub-ensemble X C W, we 
now define the biassed sub-ensemble)' C W, which is a subset of the whole 
ensemble with M (where M < N) members, and is chosen such that each 
member y(m)  satisfies the criterion 
max 9(k)Y(m)(k,t) - u(k,t) 1 :5 , 	 (7.24) 
where is some bounding value. The idea of the biassed sub-ensemble is 
illustrated schematically in figure 1. The properties of the elements of this 
sub-ensemble can be characterised by their phase differences relative to the 
preferred realisation, indexed by n = R. Thus from (7.14) we may write 
9_(k)Ym) - u(k,t) = (in)(kj) 	 (7.25) 
We complete our specification of the sub-ensemble, Y, by requiring its ele-
ments to be such that the conditional average of the phase differences van-
ishes: 
t)) c  = o. 	 (7.26) 
That is to say, we make the choice 
(m.H)(k, t) = (m)(k, t), 	 (7.27) 
- 
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0kc 	 k 
wavenumber 
Figure 7.1: A schematic illustration of the way realisations are selected for 
the biassed sub-ensemble, in order to give quasi-deterministic properties for 
modes with k < k, but near chaotic properties for modes with k> k. 
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where, whatever its other properties, 4 must satisfy the condition 
((m)) = 0. 	 (7.28) 
Our task now is to establish the further properties of (m)  so that we can 
carry out the necessary manipulations in order to evaluate the conditional 
average. However, first we note that 4(m)  is constrained by the relation 
9_(k)Ym)(k ,  t) = u(k, t) + m)(k, t), 	(7.29) 
and by the fact that both y(m)  and u are solutions of the Navier Stokes 
equation. Nevertheless, the (m)  are dynamically independent of u, hence 
= 	= 0. 	 (7.30) 
Furthermore, 4' must be chosen to satisfy equations (7.22) and (7.23). Noting 
that it is only defined on the interval 0 < Ic < k, we introduce the more 
symbolic notation, 
= ç(k,t), 	 (7.31) 
for manipulative purposes. 
Equation (7.23) can only be satisfied as an approximation, and requires 
;(k, t) to be small, in the sense that we can write 
0. 	 (7.32) 
Thus invariance of products of low-wavenumber modes under conditional 
averaging holds only to the second order of small quantities. 
Conditional averages 	 125 
With all these conditions to be taken into account, the biassed sub-set)' 
may be written as 
	
y = {ym)(k,t)I a = 1,2,3; 0 < Ic < k, 0 ; m = 1.. .M}. 	(7.33) 
For each m, 1 < m < M, there exists some n, 1 < n < N, such that 
y(m) = w(). We can define a conditional average over the biassed sub-
ensemble by an obvious extension of our procedures in the preceding section, 
thus: 
(F[u(k,t)])y 	(F[u(k,t)]) 	E F[Y(m)(k,t)]. 	(7.34) 
As examples of this general operation, we cite the conditional mean and 
pair-correlation of the velocity field, thus: 
L 
tL
- I1_ 	 ('7 ')r\ 
a(I, (')/c = 	 a Al", j, 
,n=1 
(ua(k, t)up(k', i')). = t)Y,"(k', t'). 	(7.36) 
Then, the properties of the conditional averages involving the low-k and 
high-k modes may be listed as follows: 
M 
(ç(k,t)) = 4; 	9(k)1'"(k,t) 
,n=1 
= u;(k,t)+ 
= u(k,t); 	 - 	(7.37) 
(u(k, i)) =O+(k)m)(k, i); 	 (7.38) 
Conditional averages 	 126 
(u; (k, t)u(k', ')) , 	E 9_(k)Ym)(k, t)o_(kI )jm)(kl , t') 
= u(k,t)u(k',t) + O((4'I)); 	(7.39) 
(u (k, t)u(k', t')) = 	> 9 (k)Y(" ) (k, t)9+(k/)ym)(k1 , t') ct 
,n=1 
= u(k, t)(u(k', t')) + (4ç(k, t)u(k', t)); 
(7.40) 
(u(k, t)(k', t')) 	= 	9+(k)Y,m)(k , t)9_(k1)m) (k i , jl. 
m=1 
(7.41) 
(u(k, t)4(k', t')) = !. 	9+(k)ym)(k, i)9+(k1)Ym)(W, t'). 
(7.42) 
Evidently our problem now is knowing how to relate the conditional averages 
involving u, to full ensemble averages. This is our next topic. 
7.4.2 Evaluation of the conditional average in terms 
of the representative sub-ensemble 
We now seek a method of expressing the conditional average of the high-k 
modes as the full-ensemble average of that quantity plus a correction. That is, 
we wish to relate the average over all realisations of the biassed sub-ensemble 
to the average over all realisations of the full ensemble. If the mode-coupling 
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induced by the Navier-Stokes equation could be ignored, the conditional av-
erage of a function of the high-k modes would reduce to the full ensemble 
average: hence the correction term represents the effect of that coupling. 
In order to achieve this separation, we recall from Section 7.3 that any two 
dynamically independent realisations of the turbulent ensemble W, labelled 
by p and q, differ only by their relative phase ("(k, t). Accordingly, if 
we approximate our preferred realisation u(k, t) by another, dynamically in-
dependent, realisation v(k, t) (say), then the correction term is simply the 
phase difference, as defined by equation (7.14). Or, for the high-k modes in 
our sub-ensemble, we may simply write the exact decomposition: 
u(k, t) = v(k, t) + i(k, t) 	 (7.43) 
where for later manipulative simplicity, we write 8+(k)(P)(k, t) = A(k, t). 
Two points are worth emphasising. First, the correction term (or phase 
difference) 	is (as the notation implies) defined for the high-k modes only. 
Second, although the full ensemble mean value of 	is zero, as indicated by 
equation (7.15), this is not necessarily the case with the conditional average. 
In order to describe this process precisely, we must have recourse to the 
randomly-selected or representative sub-ensemble X, of Section 7.3. To relate 
the average over the biassed sub-ensemble to the average over the represen- 
tative sub-ensemble (and hence the full ensemble), we generalise equation 
(7.43) to ensemble notation by writing the high-k modes of each member 
of ) as a sum of the high-k modes of a corresponding member of X plus a 
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correction term, thus: 
9+(k)Ym)(k, t) = 9+(k)Xm)(k, t) + 9+(k)m)(k, t), 	(7.44)of 
where 	with a single superscript, is equivalent to 	for the case 
= y(m) and WW = X(m). 
We are now in a position to write down an expression relating the con-
ditional average of the high-wavenumber part of the velocity field to its full 
ensemble average. From equations (7.38) and (7.44) we write: 





= (v(k,t))x + --- 
ill. 	 cz 
= (v(k,t)) + ((k,t)), 	 (7.45) 
where the third equality follows from (7.21), and the last equality follows 
from the fact that X is representative. 
We note that we can write similar equations for higher moments, but 
rather than pursuing this in detail, we move on to consideration of the Navier-
Stokes equation where we present a particular ansatz for the relationship 
between v+  and u+ 
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7.5 Application of the conditional average 
to the filtered Navier-Stokes equations 
7.5.1 Relating u to v 
Equations (7.7) and (7.8), respectively, are the low-k and high-k filtered 
Navier-Stokes equations. We now conditionally average these equations, then 
seek a relationship between v+  and  u+,  which is such that the conditionally 
averaged correction term (A 4 ) may be neglected as small. In other words, 
we need an ansatz for the correction term and to choose this ansatz we appeal 
to the physical nature of the system we are studying. 
We rely on the well-established idea that turbulent energy transfer in 
wavenumber takes the form of a cascade and is therefore to some extent local 
in wavenumber. In terms of our present approach, we take this to mean that, 
in any particular realisation, the mode-mode coupling is short-range in k-
space. Thus, in a statistical picture, based on many such realisations, modes 
which are widely separated may be taken to be independent of each other. 
Hence, providing that the bandwidth parameter A, as defined by equation 
(7.3), is not too small, we can assume that U+(km , t) is independent of 
u+(k, t), in the sense that we can write 
(u(kmax ,t)) c = (U(kmav,t)) = (v(k,,,,t)), 	(7.46) 
where the last step follows from (7.43) and (7.15), and similarly 
(u(k max , t)(k'm a , t)) = ((kmax , t)u(k'm , t)) = 	t)v(k',, t)). 
(7.47) 
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That is, provided that 	and kc are sufficiently separated, we assert that, 
although the conditional average of u(k max ,t) is defined by a particular set 
of low-k modes, u, the statistical properties over the biassed sub-ensemble 
of u(kma , t) will be the same as its statistical properties over the whole 
ensemble, which we represent by the properties of V+(kmaz , t), which we 
have defined to be dynamically independent of u. 
The universality of the statistical properties of the velocity field at 
leads us towards a natural ansatz for the relationship between y+ d u+. 
Relying on the fact that we are dealing with a problem in continuum me-
chanics, we expand u in Taylor series about k = k,nav . 
u(k, t) = 	t)+(kkma ).Vju(j, t) Ijkmax 	 )Jjai) 
(7.48) 
where we conclude that the neglected terms are of the given form because 
the maximum value of 1k - km is Ak,,. Note also that we choose k,, 
to be parallel to k. The neglected terms in equation (7.48) may be of the 
same order as the terms we write explicitly, as we would expect u to be 
rapidly varying in k-space. The next stage, however, is to take the conditional 
average of (7.48): 
(u(k,t)) = (u(k,naa,,t)) c + (k - kma2,).Vk(U(k,t))cIkJ, x 
+OP 2 /C axV (u(j, t))I= , ). 	 (7.49) 
We now extend the idea behind equation (7.46) to introduce the extra as-
sumption that the first derivative of the conditional average of u, evaluated 
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at kma, is equal to the full-ensemble average of the same quantity: 
V,(u(j, t))Ia = V'(u(j, t)) Iic, 	= V(v(j, 	 (7.50) 
Then, substituting (7.46) and (7.50) into (7.49) gives 
(u(k,t)) 	= Cx 
= Q\2 km2 ax V 2 (U(J,t))c j 	Ic,,a) 
(7.51) 
where we have used the assumption of zero mean velocity to eliminate the 
terms in (v+).  Note that we do not assume that the second and higher order 
derivatives of (&(kmaz )) c are equal to those of (v+(k17)),  but we do assume 
that these higher derivatives of (u+) are small: that is, the 'curvature' of 
the conditionally-averaged velocity as a function of k is small. The higher 
derivatives of (u+) and (v+)  must be different or we would obtain (A+) c = 0 
and we would have neglected the effect of coupling entirely. 
We can apply a similar analysis to the second order moment, using equa-
tion (7.47) and a new assumption, the analogue of equation (7.48), that the 
first derivative of the conditional second order moment is equal to the first 
derivative of the global second order moment, if both are evaluated at k,nax : 
V,(u(j, t)u(q, 	 = V3 (u(j, t)u(q, t))j =k 6,q k: 
= V3 (v(j, t)v(q, t))lj =I 1,q=ks,,, 
(752) 
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where kmax is parallel to j and k'max is parallel to q. We form a Taylor series 
expansion about JCm for (u+u+), to get 
(u(k, t)u(k', t)) = (U(k mar , t)u(k'ma , t)) 
+(k - 1Cmax ).Vj(U(j, t)u(q, t)) c ij =1 1 , q=ks 
- k'ma ).Vq (u(j, t)u(q, t)) c Ij=km11q=klm6 
(7.53) 
We use (7.47) and (7.52) to substitute for the zeroth and first order terms 
in (7.53) and assume that the second derivative of (u+u+)l is small. We 
now have an expression for the conditional average, (u+u+) in terms of the 
corresponding full-ensemble average. 
Note that we are simultaneously imposing both upper and lower bounds 
on acceptable values of A. On the one hand, A must be large enough for us 
to assume that u+(kmaz , t) is independent of u+(k, t); while, on the other 
hand, A must be small enough for us to neglect terms which are of order A 2 
in equations (7.51) and (7.53). 
Equations (7.51) and (7.53) are first order approximations, neglecting 
terms of 0(A 2 ). It is also possible to derive an effective viscosity using these 
equations approximated at zeroth order, thus neglecting terms of 0(A). Mc-
Comb & Watt [45] have calculated the effective viscosity for both caaes, 
obtaining better results from the first order calculation. 
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7.5.2 Conditionally-averaged NSE for low wavenum-
bers 
Formally, we obtain the conditionally-averaged NSE on the interval 0 < k < 
by replacing each u in turn with each member of the set )2, and perform-
ing averages according to equation (7.34). Or, to get the same result more 
easily, we simply replace u(k,t) with u(k,t) + 	(k,t) in equation (7.7) 
and average according to equations (7.22) and (7.23), to obtain 
( +vo k 2 )u(k,i) = M p.,(k)Jd3j{u(j,t)u(k_j,t) 
+2u(j, t)(u(k - j, t)) + 2(4(j, t)u(k - j, t)) 
+(i4(j,t)u(k j,t))c + 0((4))}. 	(7.54) 
The next stage is to decompose the high-k modes of the velocity field. 
Substituting u = v + 	into equation (7.54) gives 
+ vo k 2 )u(k,t) = M(k)Jd3j{u(i,t)u;(k—j,t) 
+2u(j,t)((k —j,t)) + 2((j,t)(k —j,t))ly 
+(i4(j,t)u(k —j,t)) + O(())}. 	(7.55)It  
The terms (A+) c and (& ) c are small (see equations (7.32) and (7.51)) 
and are discarded, leaving 
(at
+ uo k2)u(k, t) = M,,(k) I d3j {u(j, t)u(k - j, t) 
+(u(j, t)u(k - j; t))ly 
+O((), (——), ())}. 	(7.56) 
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We should note that we are left with an equation that differs from the Navier-
Stokes equation (to order A 2 ) only by the presence of the non-trivial mode-
coupling term (u(j, t)u4(k - j, t)). This is the first of our mode-coupling 
problems, as outlined in Section 7.2. Our next step is to use the equation for 
u+ to obtain an expression for this term. 
7.5.3 Conditionally-averaged NSE for high wavenum-
bers 
We now repeat the steps taken in the preceding section, but this time we 
apply them to equation (7.8) for the high-k modes. Thus, replacing u by 
u + in equation (7.8), we get 
( + vo k 2 )u(k,t) = M(k)Jd 3j{u(j,t)u;(k_j,t) 
+2u(j,t)(k — j,t) + c(j,t)4ç(k — j,t) 
+2u(j, t)u(k - j, t) + 2(j, t)u(k —j,t)ly 
+t4(j,i)4(k —j,t)}, 	 (7.57) 
and taking the conditional average of each term according to equations (7.22) 
and (7.23), gives 
+ v0 k 2 )(i4(k,t)) = M p7(k)J d3j {u(j,t)u(k — j,t) 
+((j, t)(k - j, t)) + 2u(j, t)(u4(k - j, t)) 
+2((j, t)u(k - j, t)) + (u(j, t)u4(k - j, i))}. 
(7.58) 
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We now address the second of the mode-coupling problems which were 
outlined in Section 7.2. This arises from the term quadratic in the low-ic 
modes, which occurs in equation (7.57). We rearrange (7.58), which is the 
conditionally averaged form of (7.57), to obtain an expression for 
M.(k) f d3j u(j, t)u(k - j, t), 
which we then substitute back into equation (7.57) to get 
( + vo k 2 )u(k,t) = M p.7(k)Jd3j {2u(j,t)u4(k j,t) 
+u(j,t)u(k —j,t)} + H(k,t) 	(7.59) ly 
where Ha (k, t) is given by 
TV 	-\ 	K+ f1_\ I 3, f=._')., - R 'f+(k - fl a K,1) = Av.Lc13lr..)J cbJl 	'pJ 1-y  
—(u(j,t)u(k —j,t)) + 2u(j,t)'(k -.-j,t)
If  
+2(j,t)u(k — j,t) - 2((j,t)u(k —j,t)) 
+(j, t);(k - j,t) - (4(j, t)';(k - j, t))} 
+( 	+ vok2 )(u(k,t)), 	 (7.60) at 
Equation (7.59) can be used to derive an equation for the unknown 
term, M 7 (k) f d3j (u,10  t)t4(k - j, t)), by means of a procedure formu-
lated by McComb & Watt [43], which is summarised in Appendix B. The 
term Ha (k, t) given in equation (7.60) makes no contribution at leading order. 
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(See Appendix B). The result obtained is 
M p7(k)Jd3i (u(j,t)u(k —j,t)) = 
2M(k)Jd3i 
oj 2 + yolk 
12M,(i)Jd3 
x {2u1(p,  t)D€ (k j)5(k - p) [Qv(1na) + (k - j - kma)Qv(k)Ikr.icmaw ] 
+(u(p,t)u(j —p,t)u(k—j,t))}. 	 (7.61)
IY 
Note that Q, is defined as in (7.9), but refers to the v field which is ho-
mogeneous, isotropic and stationary; Q appears through the application of 
equation (7.53) and the fact that the triple conditional moment, (uuu), 
can be evaluated on the basis that v+  is independent of u. 
The other triple conditional moment, (u+u+u+)c , can be treated by iter-
ation and shown to be down by order A relative to the term u_(u+u+) = 
icQ. Hence, the single most important thing about the RHS of (7.61) is 
that it is linear in u to that order. This means that we can interpret it as 
an increment to the viscosity, by invoking isotropy and rewriting it as 





{2MM 1 (j)D (l) x Siio(k) = 	d3i.212 
[Q(1)I1=k,,ai + ( 1 - kmax )OQ(l)/011 iicmai ] + O(A 2 )} (7.63) 
where we have introduced the abbreviation I = k - j. 
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7.6 Conclusions 
The formalism presented in Section 7.4, with its introduction of represen-
tative and biassed sub-ensembles, which are then used to separate out the 
stochastic aspects from the dynamically coupled aspects of the conditional 
average, changes the problem presented by mode coupling to the problem of 
finding an appropriate an..satz to relate the fields u and v+.  We have used 
the two ideas of the continuum nature of fluid turbulence, allowing the use of 
Taylor expansions, and the localness in wavenumber of the energy cascade. 
The Renormalisation Group calculation of McComb and Watt [43] yields the 
well-known Kolmogorov —5/3 exponent for the energy spectrum and a value 
of 1.60 for the Kolmogorov constant, a, in good agreement with experimental 
values. 
The main work of this chapter has been to examine in detail the meaning 
of ensemble averages, to define the conditional average in terms of the en-
semble and sub-ensemble and to relate the properties of the sub-ensemble to 
those of the full-ensemble to allow the conditional average to be evaluated. 
This evaluation is approximate, but the formalism allows the errors involved 





The previous chapter gave an account of a procedure for deriving an effective 
viscosity to model the effect of small-scale motion in homogeneous, isotropic 
turbulence. In this chapter, we examine the problems presented by dropping 
the assumptions of homogeneity and isotropy and we present a modified form 
for the effective viscosity. Rather than treating the completely general case, 
we tackle the easier problem of looking for lowest order corrections to the 
homogeneous isotropic case. Although for the most part the analysis below 
does not refer to specific flow configurations, the general type of flow we 
envisage as being the target of this work would include flow through a channel 
or pipe, the outer region of a turbulent boundary layer and turbulent jets. 
In the case of pipe flow for example, we would aim to model the turbulence 
in the core region only, as our analysis requires the Reynolds number to be 
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sufficiently high for the existence of an inertial sub-range, and this is not the 
case in the wall-region of a pipe flow where viscous effects are important. 
As before, we consider the turbulent velocity field, U(x, t), and its Fourier 
transform, U(k, t). In this chapter we denote the velocity field by an upper 
case 'U' and we no longer assume that it has the properties of homogeneity 
and isotropy, although we retain the property of stationarity: that the statis-
tical properties of the velocity field, as defined by the ensemble, are constant 
in time, so that for all times t and ' we have 
(U(x,t)) = (U(x,0)); 	 (8.1) 
(U(x, t)Ua(x', t')) = (U,(x, 0)Up(x', t - i')). 	(8.2) 
Our starting point is the solenoidal Navier-Stokes equation in x-space, intro-
duced in Chapter 6 (equation (6.10)) but reproduced here for convenience: 
Ua(x,t) - vV2U(x,t) = M 7(V)[U,9(x 7 t)U7(x,t)] at 
- L a (V)[U(x,t)] 	 (8.3) 
- 1 
äPext 
p OX E 
The reader is referred to Chapter 6 for the definition of the various terms. 
We take the Fourier transform of (8.3), yielding the Navier-Stokes in k-
space: 
( + i'0k2 )Ua(k, t) = Maj,(k) I d3jU(j, t)U7(k - j, t) + J + K. (8.4) 
J and K are the Fourier transforms of the surface integral term -and the 
external pressure gradient respectively, which have been left in symbolic form 
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as they will be unimportant to our discussion. The pressure gradient, being 
uniform in x-space will take the form of a delta-function at k = 0 when 
Fourier transformed, and thus will not directly affect the high wavenumber 
behaviour we are concerned with. In free shear flows, as with homogeneous 
isotropic turbulence, we can assume that u —' 0 as x —+ 00, so evaluating 
the surface integral at infinity causes it to vanish. Although we may consider 
wall shear flows, such as flow through a two dimensional channel, where we 
cannot take the boundary in the cross-channel direction to be at infinity, we 
can still argue that we need not explicitly consider the surface integral term, 
by restricting our attention to the core region of the channel and assuming 
that at the edge of our domain the boundary conditions are matched to 
those from a separate study of the wall region. This allows us to simplify the 
Navier-Stokes equation to 
( + vo k 2 )U(k, t) = Maj y (k) f d3j U(j, t)u.y(k — j, t). 	(8.5) at 
Note that in this chapter we do not assume that (U(k, t)) = 0. 
The first part of our procedure for eliminating a shell of high wavenum-
ber modes is unchanged from the description in Chapter 7: we introduce 
step functions which are used to filter the velocity field and inertial transfer 
operators into low-k and high-k parts as in (7.6). Low-k and high-k filters 
are applied to the Navier-Stokes equation and application of the conditional 
average as described in Section 7.5 yields the following equations: 
(- 
+ 0 k 2 )Uc (k,t) = M;(k)J43j{U(j,t)U;(k_j,t) 
+(U,(j,t)U.(k j,t)) c + O((Lv),  
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and 
( + uo k 2 )U(k, t) = M 1(k) f d3j {2U;(j, t)U(k —j, t) 
+U,t(j,t)U(k —j,t)} + H(k,t) 	(8.7) 
where Ha(k, t) is given by (7.60). An expression for the term in U on the 
RHS of (8.6) is derived as before and is given by 
M;,31(k)Jd3i (U(j,t)U(k —j,t)) 
2M;(k)Jd3j (v
0j 2  + t'olk 
.12)M138e(i)Jd3P 
{ 2U(p,t)(U(j - p,t)U.(k —j,t))}, 
(8.8) 
where we have discarded the triple moment term (U+U+U+)C as explained in 
Section 7.5.3. We apply the same an.satz to relate U and V as we did for 
the homogeneous isotropic fields, but at this point we must start to consider 
the effects of inhomogeneity and anisotropy as the two-point correlation of the 
V field can no longer be assumed to take the simple form of equation (7.9). 
Our first step is thus to express (V(k,t)V,(k',t)) as an expansion about 
the homogeneous case. In the first instance, we will discuss the elimination 
of the first shell of high-k modes; later we consider the more complicated nt 
shell elimination. 
(8.6) 
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8.2 First shell elimination 
8.2.1 Expansion about homogeneity 
We begin by considering the two-point single-time velocity correlation tensor 
in x-space: 
(V(x, t)Vp(x', i)) = (V a(R +r, t)V(R - r, t)), 	(8.9) 
where we have introduced centroid and difference coordinates R and r defined 
by 
R = (x+x') 
r = x—x'. 	 (8.10) 
The inverse of this coordinate transformation is given by 
x = R+ 1 —r 
x' = R—r. 	 (8.11) 
If the turbulence is homogeneous, then the correlation function is indepen-
dent of the centroid coordinate, R, so we can set R = 0. For turbulence 
which is inhomogeneous, we can write the correlation function in Taylor se-
ries expansion about R = 0. We define 
Qp(R, r) = (Va(R + r)V,3(R— r)) 
= (Va(x)Vp(x')), 	 (8.12) 
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where, for conciseness, we have omitted the time coordinate which is unim-
portant to the present discussion. Expanding Q ~,# in Taylor series we obtain 
Q4R, r) = Qa13(0, r) + Rn 





. OR,7 OR 
Since we are considering parts of the fluid which are not too close to solid 
boundaries, we can make the assumption that the turbulence will be only 
weakly inhomogeneous, so we truncate the Taylor series at second order. If 
considering a particular flow configuration, the origin of the centroid coordi-
nate would be chosen to exploit the symmetry (if any) of that flow. 
We now introduce Fourier variables, K and ic conjugate to R and r 
respectively, and take the Fourier transform of equation (8.13) with respect 
to both II. and r which gives 
Q4K, K) = Q40, c)S(K) + OQap(R, 
Mn 	OK 
1 OQaa(R,K)I 	02 
2 8R,,8R. +..., 	(8.14) 
where we have introduced Q(R, ac) which is the Fourier transform of Qaj(R, r) 
with respect to the difference coordinate only. 
We now proceed to substitute this expression into equation (8.8), but first 
we note that the centroid and difference coordinates, K and it are related to 
wa.venumbers k and k' by the transformations 
K = k-i-k' 
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K = 	- k') 	 (8.15) 
and 
k = 
k' = 	 (8.16) 
Thus, using (8.15), we can write the velocity correlation which appears in 
(8.8) as 
(V(j - p)V7(k - j)) = Q(k - p, (2j - k - p)/2) 	(8.17) 
and the delta-function 6(K), which appears on the right of equation (8.14) 
becomes 6(k - p). 
We rewrite equation (8.6): 
+ z'0 k 2 )U;(k, t) + M;,,(k) I d3j (U,g(j, i)U(k - .j, t)), 
= M(k) I dj {U(j,t)U;(k - j, t) + O((i), 	())} 
(8.18) 
and now carry out the following steps: 
we use equation (8.14) to write the correlation in (8.17) as a Taylor 
expansion about the homogeneous case; 
we use the work of section 7.5, in particular equations (7.47), (7.52) and 
-(7-.53), to-relate (U 1—p,t)U4(k — j,t)which appears in(8.8) to 
the correlation (V(j - p, t)V(k - j,t)) evaluated at 1c,,. Each term 
of the expansion in (8.14) is now itself written as the zeroth and first 
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order terms of a Taylor series in the relative wavenumber coordinate s 
about the point 	k,,; 
3. we integrate by parts with respect to k - p on the RHS of (8.8) (equiv-
alent to integrating over p). 
This procedure yields the result 
02 1 
(at 
+ voic) U;(k,t) + [A)(k) + B,(k) 	+ Ct°)M(k)Ok,,Ok] Uj(k,t) = 
I d3j{U;(j, t)U;(k - j, t) + 	 (8.19) 
where we have introduced the following abbreviations and we have written 
I = j —k: 
A)(k) = — / d3j4Ma 
k)M(j) 
P03 2 ±V012 
kmax ) + ( 1 — kmax ).V q Q 6 .y (O, q)Iq=kmaj, 	(8.20) 
B,,(k) 	- I dj'1 	k)MIThE(J) x J 	"0.1 2  + 'o 12 
[OQ(R q) +(1 - 
k,nar ' 
V OQ,(R, q)l 
(.21) 
OR,, 	 ). q 	OR,, 	] R=o q=km 
C,M (k) = + I d3 4M: (k)M(i) 
'o.1 + ,,0 12 






Note that V. _'8 8 8' 
To be able to evaluate AM , B° and C°) we need to know more about the 
velocity correlation Q E1 (R, q) and to that end, we now consider the angular 
dependence of the velocity correlation. 
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8.2.2 Angular dependence of the velocity correlation 
As a first approximation, in view of our assumption of high Reynolds num-
ber, we will assume that the high-wavenumber modes can be treated as if 
they were isotropic, although the low-Ic, large scale behaviour is anisotropic. 
Kolmogorov [30] introduced the idea of 'local isotropy' for very high Reynolds 
number flows, by which he meant that regardless of the large scale behaviour, 
the flow within a sufficiently small domain (in x-space) will be isotropic to 
a good approximation. (This is another manifestation of the assumption we 
used in Chapter 7 to justify our ansatz relating u+  and  v+:  that two modes 
u(k) and U(kmax) will be independent provided that k and k,, are suf-
ficiently widely separated in k-space.) The higher the value of the Reynolds 
number, the larger will be the range of wavenumbers to which local isotropy 
applies. Nelkin & Nakano [46] propose that the anisotropy defined by the 
ratio of E13(k) to E11 (k), where Ea (k) is the energy spectrum tensor, decays 
as k 213 . 
Another assumption we will make is that the R and it dependence of the 
function Q4R, it) can be separated, provided that the width A of the band 
of wavenumbers to be eliminated is not too large. Since we assume local 
isotropy, we can take the energy spectrum to be given by the Kolmogorov 
form, given in equation (6.26), at all points in the fluid within our domain of 
consideration: the dissipation rate, corresponding to the intensity of the tur-
bulence, will have some spatial dependence in general, but the wavenumber 
dependence will be independent of position. Hence we write 
Q(R, it) = f(R)Q(it), 	 (8.23) 
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where f(R) describes the spatial dependence of the velocity correlation. Fur-
thermore, local isotropy means that we can write 
Q(R, K) = f(R)D&,(K)Q(lc), 	 (8.24) 
for #c above the cut-off wavenumber lcd , where Q(c) is a scalar function of 
the modulus of the wavenumber. Essentially, we are assuming that, for high 
wavenumbers, the Kolmogorov energy spectrum is still applicable, with the 
modification that the dissipation rate c now varies with the position in the 
fluid. The function 1(R) must express this position dependence and so we 
define it as 
f(R) = ( 
	
, 	 (8.25) 
where Z is the mean dissipation rate. Then we have 
Q(ic) = 	e2'3,c.h11l3. 	 (8.26) 
4ir 
Applying this to the analysis of the preceding section shows that the functions 
A (°) (k), B( °)(k) and C(°)(k) take the form 
A)(k) = cr 
- 
J d3j 4M( k) M(j 
) f(0)D(1) x voj2 + z'0l 2 
[Q(k,na) + (1 - k,nax) --Q(q)' 
dq 1' 
B (0) (k) 	= _Jd3j4M 	k)M,(J) .Of(R)' 
	
I 	De..(1) X zi0j2 + v012 IR=o 
[Q(J,nar ) + (1 	--Q(q)I dq 1' 
C(0) 
C9617 M(k) 
= 	+Jd3j4Ma 	k)MITh(J) 02f(R) 	D(1) x 
ioj2 + v0 12 OR, 7 I9R 
(8.27) 
(8.28) 
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x[Q(kma) + (1— kma x ) 	 1. 	(8.29) dq 
iq=/Cinmw 
Given that these functions are isotropic in k, it can be shown that 
A)(k)Uj(k, t) = A °)(k)U;(k, t), 	 (8.30) 
where we have used that kA) = 0 and kpu = 0, with similar results for 
B ° and 	We can now rewrite equation (8.19): 
(a + uoic) 
Of(R) I 	8 	82f(R) I 	82 1 
+Svo(k)k 2 Ifo + 	
- 8R8RR_O aj 
U;(k,t) = aRn 
f d3j{U;(j, 	j, t) + O((&), 	 (8.31) 
where 
Si/o = 
- I d3j 4M 	MPSCJ)D (1)[Q(krna ) + (1 - k,nt) -Q(q) 	]. 
	
voj 2 + v0l2 dq 	
Iq=k9n&x 
(8.32) 
Equation (8.32) gives the same expression for the viscosity increment 
as in the homogeneous isotropic case; now, however, in (8.31) we have the 
additional term in f(R) which expresses the inhomogeneity. 
As we have seen, the accuracy of the approximation of local isotropy 
increases with the wavenumber. We now outline the form of corrections 
to isotropy which arise in axisymmetric turbulence. We choose to study 
axisymmetric flow because it is the next simplest flow configuration after 
homogeneous, isotropic turbulence. Description of the velocity correlation 
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tensor now requires two scalar functions of the wavenumber rather than the 
single scalar we need in the isotropic case. 
Following Herring [47], we note that we can write 
= 	(k)e' )(k)e(k), 	 (8.33) 
where 'I(')(k) and p (2)(k) are eigenvalues of Q p(K) with COrre8pofldiflg 
eigenvectors, e(1)(k)  and e(2)(k),  given by 
e(1) = kXfl 
1k x ru' 
e(1) = k x (k x n) 	 (8.34) 
1k x (sc x 
where n is the axis of symmetry. (The third eigenvector is sc, with eigenvalue 
0). It can be shown that the matrix of eigenvectors can be used to diagonalise 
the correlation tensor, by noting that the most general form of a second order 
axisymmetric tensor [48] is given by 
= 	+ BSp + Cnarup + D(n,jc + icn,). 	(8.35) ap 
Note that this is symmetric under the interchange of ci and P. 
So, using our new basis vectors, we have written the correlation tensor 
in terms of two scalar functions CO. Recalling from equations (8.23) and 
(8.24) the form of for isotropic turbulence, we note that setting (1) = 
= Q(ic)12 recovers the isotropic case from the axisyrninetric expression. 
We can express the angular dependence of the functions () by expanding 
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in a series of Legendre polynomials (again following Herring), to obtain 
00 
=
c)Pj(cos 9), 	 (8.36) 




Both Herring [ibid] and Leslie [26] (p.328) find that taking the extreme step of 
truncating the series at zero order, thus neglecting all the angular dependence 
of the 4(t')(,c)  functions, still gives reasonable results for many applications, 
as the energy is contained in the two terms. Because we are aiming only 
to find the lowest order correction to isotropy, we will neglect this angular 
dependence. Future refinements of this work could include calculating the 
effect of higher order Legendre polynomials. To match with local isotropy, 
we require that 41)(,ç)  and tend to Q(s'c)/2 as c -* 
The form of the effective viscosity is found by substituting the axisym-
metric velocity correlation into equations (8.20)—(8.22) for the coefficients 
A°), B° and The most important point to note is that it is no longer 
possible to rearrange the equation to obtain simply a scalar operator acting 
on U;(k, t) as in (8.28), the isotropic case. We must leave the equation in 
the equation in the form of a second order tensor operator acting on U(k, t). 
8.3 Second and subsequent shell eliminations 
We now shift our attention to the elimination of the second shell of modes. 
As part of the renormalisation method, the wavenumber range is rescaled so 
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that the maximum wavenumber of the second shell corresponds to the cut-
off wavenumber of the first shell. To allow unambiguous reference to these 
values, we will use the notation k,L = ( 1 - A)'k 0 where k0 = 1c,, in the first 
shell elimination: thus the second shell of modes to be eliminated consists 
of those modes with wavenumber k2 < k < k 1 . McComb and Watt consider 
this rescaling in detail in [43] and [45] and derive a recursion relation for the 
effective viscosity in dimensionless form. Most of this analysis carries over 
unchanged to the inhomogeneous formulation and we shall not consider the 
details here. 
Considering the case of inhomogeneity and local isotropy, we introduce 
new abbreviations 





cj(k) = —5' 0(k) 
02 
+ a ° ( k) + 	+ ci(k)OOk . 	(8.38)
nv  
Note that these abbreviations are related to those in equations (8.25)—(8.27) 
by 
a °)(k) = A(k) 	 (8.39) 
and similar equations for b° and 	Then with the new definitions of k 
and JCmax , the low-k and high-k filtered NSE are given by 
( + k2 z'1 (k))U;(k,t) = M(k)Jd3j {U;(j,t)U;(k —j,t) 
+(U,(j,t)U(k—j,t)) + 
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+0((A4 ), ('
- 4'- ), (-))} 	(8.40) 
and 
+ k2 vi (k))U(k, t) = M,,(k) I d3j {2U;(j, t)U(k - j, t) 
+U,(j, t)U(k - j, t)} + Ha (k, t), (8.41) 
where we must note that v1 (k) is now a differential operator in k, acting on 
U(k, t). 
To determine the increment to the effective viscosity resulting from the 
elimination of the second shell of modes, we proceed as before in order to find 
an equation for the expression in U+  which appears in equation (8.38) for 
U: see Appendix B for details. Formation of the equation for U described 
in step 1 of the procedure given in the appendix yields the expression 
/ 
(U(k — j,t) 
0 +i2v(i)) U,(j,t)) 
at 
on the LHS. The fact that v1 (j) is now a differential operator which does 
not commute with U4(k - j, t) presents a difficulty with application of the 
usual procedure, which requires that these quantities do commute. However, 
we propose the following approximation which avoids the problem: we note 
that we can write 
(U.(k —j,t)j 2 v1 (j)U,(j,t)) 	(U.(k —j,t)j 2 (vo + a(0)(j))U1(j,t)) 
j 2 (vo + a ° (j))(U(k  
(8.42) 
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where we have neglected the effect of the terms involving derivatives with 
respect to the wavenumber. The derivation of the increment to viscosity can 
then carry on as for the first shell but with z'o replaced by i' + a(°)(j). The 
time dependence is dealt with as before (see Appendix B). We can justify 
this approximation by noting that the conditional average (UU) can be 
related to the full-ensemble average (V+V+) by the ansatz of Section 7.5 and 
thus can be assumed to take the form of a power-law in the wavenumber. 






 (U.(k - j, t)U(j, t)). 
kmax  
(8.43) 
The size of the coefficients l$,°)(j) and 4°M(i)  can be approximated by 11L 
and 1/0 respectively where L is the integral length scale of the turbulence, 
as they are essentially the first and second derivatives of f(R) at R = 0. The 
definition of L is given in [25](p.52): it represents a typical length scale of the 
large energy-containing eddies and is a measure of the distance over which 
we expect significant changes in the function 1(R) due to the inhomogeneity. 
Therefore the ratio of the terms we discard to the terms we keep is of the 
order 
(U4(k—j,t ,, 	 ____ 
(8.44) 
(U4(k —j,t)U(j,t)) 
If we introduce 'mm,  the length scale associated with k,, a wavenumber in 
the inertial or dissipation sub-range, then we can say that 'mm 	k, 	and 
so 	1 
Note that these arguments do not apply to the terms containing deriva- 
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tives with respect to the wavenumber when they appear on the LHS of the 
equation for U, equation (8.38), as U(k,t) does not have a power-law de-
pendence on wavenumber and the wavenumber k lies in the range 0 < k < k 
so that the length scale corresponding to this wavenumber may be of the same 
order of magnitude as L. 
Applying these arguments, we obtain the following expression for the 
viscosity increment due to the elimination of the second shell of modes: 
.Of(R)1,R=o 9 	52f(R)oR 	52 \ 
	
k2Svi(k) (f(o) + OR,, 








= --  
k2 	( i'° + a(0)(j))j2  + (v0 + a(0)(1))12 
X 
[Q(km) + (1 - k,,) 4-Q(q) 	I. 	(8.45) aq 
Note that the integral is now over those values of j such that k2 <j, 1 < k1 . 
Note also that the expression for Sv i (lc) given in (8.43) is identical to the 
homogeneous case: our assumptions have allowed us to separate the effect of 
inhomogeneity into the Taylor series in R. Thus the modified NSE for the 
low-k modes becomes form invariant. The elimination of the first shell of 
modes in an inhomogeneous flow introduces the expression involving 1(R) 
and derivatives of U;(k, t) with respect to the wavenumber, but subsequent 
shell eliminations maintain this form of the equation. Because the viscosity 
increments Su, are calculated in the same way as in the homogeneous case, 
the same fixed point will be obtained in the RG calculation as that reported 
by McComb and Watt [43]. 
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If we assume an anisotropic form for the velocity correlation tensor at high 
wavenumber, for example the axisymmetric form described in the previous 
section, the elimination of the second or nth  shell of modes becomes more 
complicated still. The reduced symmetry of the filtered Navier-Stokes equa-
tions prevents us from dealing with the time dependence as before, where we 
formed an equation for (U4 - f-  ) and one for (Ut ) and added the two to 
obtain a differential equation involving (U U4), which we can solve. In-
stead, we use just a single high-k filtered NSE and discard the time-dependent 
part on order of magnitude grounds. 
We start by noting that we can write 
M;fr,,(k) J dj (U(j, t)U(k - j, t)) 
= M;(k)JdiS(U(i,t)U(k_J,t)) 
= M;,(k) j d 3jK(j)v(j)(U(j, t)U(k - j, i)), 	(8.46) 
where we have temporarily introduced the notation 
= 617c,rZ'O 
+ 4A)(j) 	 (8.47) 
and the matrix K,37 (j) is the inverse of v,,,(j). At this point we should 
perhaps apologise for the number of different uses to which we are putting 
the letter ' ii ' , but we justify this by the fact that all our various definitions 
are closely related, their meaning is made clear by the context of their use 
and this last definition of the 'effective viscosity tensor' will only appear in 
this section. Continuing our argument, we can now form an equation for 
the viscosity increment by pre-multiplying the high-k NSE for U0 (j, t) by 
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U(k - j, i) and taking the conditional average to obtain: 
	
(U(k - j, t) 	+ j 2 voS,, + A(0) (J)) U(j, t)) 
= M(i)Jd3p2U(p,t)(U(i - p,t)U(k —j,t)), 	(8.48) 
where we have discarded the terms containing derivatives with respect to j 
on the same grounds as before. Now, pre-multiplying by 4K p,,(j) gives 
- j, t)U(j, t).) + (U(j, t)U4(k - j, t)) 
= -K,,,(j)M,6(j) f d 3  p 2U(p, t)(U(j - p, t)U(k - j, t))(8.49) 
and, finally, integrating with respect to j and multiplying by M(k) gives 
an equation for the quantity we require. 
M;,(k) J dj (U,(j, t)U(k - j, t)) 
= M (k)Jd3j4Kin(J)M 6(j)Jd3p x 
2U (p, t)(U(j - p, t)U.(k - j, t)) 
—M;,(k) f d3j .4K(j)(U(k -j,  t)U,(j, t)), 	(8.50) 3 2 
where we discard the final term on the grounds that, in order of magnitude 
terms, 
2 
,'-. 	 (8.51) 
-y 	/c e9i 
and any time dependence in the conditional average arises only because of the 
time dependenceof Ulk, t) via our definition of the biassed sub-ensemble 
(see Subsection 7.4.1). As in the homogeneous isotropic case, we assume that 
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the low-k modes are slowly varying, and hence are approximately constant 
over a viscous time-scale defined by (j 2 det(v)) 1 , although here we apply the 
assumption in a slightly different way. 
This procedure for the second and subsequent shell eliminations, like the 
corresponding process with the assumption of local isotropy, will preserve 
the modified form of the NSE for the low-k modes (resolved scales) which 
we obtain after the first shell elimination (see equation (8.19)). It remains to 
be seen whether the RG iteration will reach a fixed point, as it does in the 
isotropic case. Useful future work would be to perform such a calculation. 
8.4 Discussion 
In this chapter we have extended the work of Chapter 7 and the work of 
McComb and Watt [43] to consider how the development of the effective 
viscosity must be changed if we no longer assume that the velocity field 
is homogeneous and isotropic. We describe the space dependence of the 
two-point velocity correlation by means of a truncated Taylor series in the 
centroid coordinate, R. By using the well-known Kolmogorov assumption of 
local isotropy (that the small-scale motion is isotropic), we can separate the 
space dependence and the wavenumber dependence of the velocity correlation 
and hence of the effective viscosity. We express the space dependence through 
the function f(R), defined in equation (8.25). Elimination of the first shell 
of modes changes the form of the low-k filtered NSE by the introduction of a 
term involving f(R) and its derivatives evaluated at R = 0, and derivatives 
of the velocity field with respect to the wavenumber, as given in (8.31). As 
we have seen, further shell eliminations preserve the form of this equation 
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while altering the value of the scalar effective viscosity. Note that the term 
in 1(R) is dimensionless and is thus unaffected by the rescaling part of the 
RG procedure. 
The situation is far more complicated when we allow the small-scale mo-
tion, as well as the large-scale motion, to be anisotropic. We mentioned above 
that it is not clear if the resulting RO procedure yields a fixed point for the 
effective viscosity, now a second order tensor. It is also unclear how to deter-
mine the angular dependence of the small scales: if the angular dependence 
is affected by the large eddies, It seems inevitable that, if we allow that the 
small scales are anisotropic, then performing a Large Eddy Simulation based 
on this subgrid model would require repeating the RG calculation at every 
time-step, which would be impractical. 
However, we are able to outline a scheme for Large Eddy Simulation of 
inhomogeneous anisotropic turbulence using the local isotropy assumption. 
We denote the effective viscosity obtained by eliminating all of the subgrid 
modes by u0 + u*(k) ,  giving us an equation for the resolved modes 
(+ voic) 
at 
df(R)I +v*(k)k2[f(0)+i dR,7 
MJdiU;(Ji)U;(k_j,t), 




where we retain the '-' superscripts as a reminder that this equation is for the 
resolved scales and that the integral with respect to j is over the range 0 < 
j <kr , where lc now divides wavenumber space into resolved and unresolved 
scales. At each time-step of the simulation, 1(0) and the derivatives of f(R) 
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evaluated at R = 0, can be found from the velocity field in x-space (obtained 
from the Fourier transform of the spectral velocity field). The origin of the 
centroid coordinate, the point R = 0, is arbitrary, but in practice it would 
be sensible to take into account any symmetry properties of the flow which 
would allow simplifications to be made. Using the values of 1(R) calculated 
at time-step t, we can find the equation (in the form of (8.52)) which must 
be solved numerically to give the velocity field at time-step t+i. Some 
assumption about the dissipation rate must be made at the very first time-
step, in order to calculate the initial form of the equation. 
The accuracy of such a calculation could be increased by keeping more 
terms in the Taylor series given in (8.14). We truncated the series at second 
order to simplify the analysis, but having shown that the space dependence 
can be separated, we can reintroduce higher order terms into equation (8.52) 
to describe the R-dependence of the dissipation rate more accurately. 
It is not clear how efficient or accurate a method for LES is yielded by 
the work presented here. Future work in this subject must obviously include 
performing a Large Eddy Simulation based on this subgrid model. However, 
to review achievements so far: we have, by means of rational approximations, 
manipulated the basic equations of turbulent flow to model the effect of the 
small-scale motion upon the large-scale motion, without recourse to ad hoc 
truncations of the velocity moment hierarchy (which is truncated, but in the 
context of the conditional average and the small parameter A) and without 
appeal to experimental data. 
Appendix A 
FHP collision rules 
We provide here for reference a table listing the collision rules for the FHP 
model in both deterministic and non-deterministic variants, as used in Chap-
ter 3 in the investigation of noise effects. These rules are often referred to 
in the literature as the 'FHP-III' model, as defined in [18]. Each possible 
configuration of a single cell of the CA is represented by an integer between 
o and 127, which corresponds to a 7 bit binary number, where each bit gives 
the value of one of the occupation numbers at a cell. Numbering the least 
significant bit as 1 and the most significant bit as 7, the bits correspond to 
occupation numbers as shown below in figure A.1. The first column of each 
section of the table gives the pre-collision configuration; the second and third 
32 
' 5
- 	- 6 ' 
Figure A.1: Correspondence between bits and occupation numbers for the 





columns give post-collision configurations. In the non-deterministic case, one 
of the two possible outcomes is chosen at random, with equal probability for 
each choice. Note that in many cases the two possible outcomes are the 
same. In the deterministic variant of the model, the collision outcome in the 
second column is always chosen. The table follows on the next page. 
Appendix A 
Before After Before After Before After 
0 0 	0 43 83 	101 86 46 	77 
1 1 1 44 84 26 87 47 47 
2 2 	2 45 54 	27 88 88 	88 
3 3 3 46 77 86 89 116 58 
4 4 	4 47 87 	87 90 108 	29 
5 66 66 48 48 48 91 109 	118 
6 6 	6 49 49 	49 92 92 92 
7 7 7 50 81 41 93 62 	62 
8 8 	8 51 51 	51 94 94 94 
9 18 36 52 104 25 95 95 	95 
10 68 	68 53 105 	114 96 17 17 
11 38 69 54 27 45 97 97 	97 
12 12 	12 55 107 	107 98 19 37 
13 22 74 56 56 56 99 99 	99 
14 14 	14 57 57 	57 100 73 82 
15 15 15 58 89 116 101 43 	83 
16 16 	16 59 117 	117 102 23 75 
17 96 96 60 60 60 103 103 	103 
18 36 	9 61 122 	122 104 25 52 
19 37 98 62 93 93 105 114 	53 
20 72 	 2 63 63 	63 106 85 85 
21 42 42 64 64 64 107 55 	55 
22 74 	13 65 34 	34 108 29 90 
23 75 102 66 5 5 109 118 	91 
24 24 	24 67 67 	67 110 31 31 
25 52 104 68 10 10 111 111 	111 
26 44 	84 69 11 	38 112 112 	112 
27 45 54 70 70 70 113 113 	113 
28 28 	28 71 71 	71 114 53 105 
29 90 108 72 20 20 115 115 	115 
30 30 	30 73 82 	100 116 58 89 
31 110 	110 74 13 22 117 59 	59 
32 32 32 75 102 	23 118 91 109 
33 33 	33 76 76 76 119 119 	119 
34 65 65 77 86 	46 120 120 	120 
35 35 	35 78 78 78 121 121 	121 
36 9- 	18- 79 79 	79 122 61 61 
37 98 19 80 40 40 123 123 	123 
38 69 	11 81 41 	50 124 124 	124 
39 39 39 82 100 73 125 125 	125 
40 80 	80 83 101 	43 126 126 	126 
41 50 81 84 •26 44 127 127 	127 
42 21 	21 85 106 	106 
IVIM 
Appendix B 
Derivation of the viscosity 
increment 
As explained in chapter 7, we wish to use (7.59) to form an equation for 
M(k)fd 3j (u(i,t)u(k —j,t)). To do this we take the following steps: 
Rewrite equation (7.59) for ( + zi oj2 )u(j, t) on the left hand side and 
multiply it by i4(k —j,t). 
Rewrite equation (7.59) for ( + yolk - jl2)4(k - j, t) and multiply it 
by u(j,t). 
Add the two equations formed by steps 1 and 2 and take the conditional 
average, giving a first order differential equation in the time variable 
for the quantity (u(j,t)u(k — j,i)). 
Solve the differential equation using an integrating factor. 





6. Use the symmetry properties of M(k) under /3 	y and symmetry 
of the integral under j 	k - j to regroup terms. 
This procedure yields 
M;,(k)Jd3i (u(j,i)u(k —j,t)) = 
2M,(k)Jd3j f dt'exp[—(u oj 2 + uo k -jJ2)(t - t")}M 6(i)Jd3p 
J -00 
{ 2u(p,t')(u(j - p,t')u(k —j,t')) + (u(p,t')u(j - p,t')u(k -j,t'))J. 
+2M(k)Jd3i f oo dt'ezp[_(z.'oj2  + 'oIk -i12)(t - t')] x 
(H,(j, i')u(k - j, t')). 	 (B.1) 
The term (H(j, t)u(k - j, t)) can be shown to be O((I))  at lowest order. 
Recalling from equation (7.60) the form of Ha(k, t), we obtain 




— 2u(p, t)(u(j - p, 	- j, t)) 
—(ut(p,t)u(j - p,i))(u(k —j,t)) + 2u(p,t)((j - p,)u(k -j,t))ly 
+2((p,t)u(j - p,t)u(k —j,t)) + 2(j(p,t)u(j - p,t))(u(k j,i))c 
+((p,t)4ç(j - p,t)u(k —j,t)) + ((p,t)'(j - p,t))(t4(k —j,t)) } 
+(t4(k —j,t)) ( + voj2 	(j ) (u,t)). 	 (B.2) 
We now use the decomposition of the high wavenumber modes, given in equa-
tion (7.43) and the properties of the v field to conclude that (u) = 
and that (&)is smail; we also know that 4' is small from equation (7.32), 
and so all terms in equation (B.2) are small compared with the terms which 




We now use equation (7.53) to substitute for (u+u+) where, for brevity, 
we represent the first order derivative terms by '...': see (7.53) for the exact 
form. We evaluate the time integral by means of a Markovian approxima-
tion, where we assume that u(k, t) is slowly varying on a viscous time-scale 
defined by v0j2 + z'olk - i1. This yields the following: 
M p..,(k)Jd3i (u(j,t)u(k j,t)) = 
2M;(k)Jd3i (vOj2+z'OIk_jI2)MJd) 
{ 2u(p,t)[(v(j - p,t)v(k J'))Ij_pkmwk_jk'm +...] 
+(u(p,t)u(j - p,t)u(k —j,t))} 
= 2M(k)Jd3j (vOj2+pQ,k_jI2)M'J 
{ 2u(p,t)D 1,(k —j)(k - p) IQ,,(kin..) + (k — j - 
I 6 	/ 
	- p,t)u(k —j,i)).} 
(B.3) 
Noting that the v+  field is homogeneous, isotropic and stationary we define 
as in equation (7.9). 
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