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あり，ますます WEB 上のデータが増加する起因となった．例えば，twitter，Facebook など多種多
様なソーシャルサイトを用いることで，ユーザは趣味の話から仕事やビジネスの話まで，容易に情
報を作成することや，情報発信が可能となり，短時間でかつ多くの人にその情報を届けることが可




































































































 4章では本研究の基盤となる考えである人間の脳の認知をモデル化した Confabulation theoryに
ついて述べ，4つの大きな特徴について言及し，モデルの優れた点を説明する． 
 5 章では本研究で提案する自動的に文書にキーワードを付与する Automatic Keyword 
Annotation Systemについて説明する．そして，新聞を用いたキーワード付与実験によるシステムの
評価を行い，提案システムの有効性を示す． 

























































































まず，注目する文書に閉じた局所的な重みである TF について説明する．ある文書 d 中に出現






























































































が大きい．Cowie と Lehnert は情報抽出が言語処理の応用として適している理由を以下のように述
べている[6]． 
 
 ● 情報抽出は問題の定義が明確である 
 ● 人間の性能を比較して評価することが容易である 




























から NER よりも難易度の高いタスクである． 
 
2.3.2 キーワード抽出 


































































 ● 各カテゴリをあらかじめ内部表現に変換する 
 ● 入力テキストを内部表現に変換する 
 ● テキストと各カテゴリの間の類似度を計算する 





 ● ベクトル空間モデル 
 ● 確率モデル 















出する技術である．Belkin と Croft によれば，情報フィルタリングは以下のような特徴を持つという
[16]． 
 
 ● 扱う情報があまり構造化されていない 
 ● 扱う情報はテキストが主であるが，音声や画像などの情報を含む場合もある 
 ● 扱う情報の量が大規模である 
 ● 入力が情報のストリームである 
 ● ユーザの長期的な嗜好を表現するプロファイルと呼ばれる情報を使う 































図 2.1 検索できた文書と実際に適合した文書との関係 
 
以上の図から，適合率（Precision）と再現率（Recall）という二つの評価尺度を考えることができる．
いま，集合 A を適合する文書集合，集合 B を実際にシステムによって検索された文書集合，集合


















も，その値は 0から 1の範囲にある． 
 例としてある検索質問に対してシステムが以下の表 2.1 のような検索結果を出力したとする．ここ
で，表の第 1 列目は順位，第 2 列目はその文書が与えられた検索質問に対して適合（○），不適
合（×）であることをそれぞれ表している．このコレクション中には与えられた検索質問に対して適合
する文書が全部で 5 つ含まれているとすると，ある順位までの文書を検索結果として採用したとす
ると，再現率，適合率はそれぞれ表の第 3 列，第 4 列のように計算できる．例えば，上位 4 文書
を検索結果として採用したとすると，これらの中には適合文書が 3つあるので（|𝐶| = 3），適合率は
3/4 = 0.75 となる．一方，再現率は，5つある適合文書のうち 3つを検索することができたことになる
ので 3/5 = 0.60 となる． 
 
表 2.1 検索結果の例 
順位 適合性 再現率 精度 
1 ○ 0.20  1.00  
2 ○ 0.40  1.00  
3 × 0.40  0.67  
4 ○ 0.60  0.75  
5 ○ 0.80  0.80  
6 × 0.80  0.67  
7 × 0.80  0.57  
8 × 0.80  0.50  
9 ○ 1.00  0.56  
10 × 1.00  0.50  
 
2.7.2 再現率－精度グラフ 











図 2.2 表 2.1における再現率‐精度グラフ 
 
 





ば，図 2.3 において，システム A はシステム B や C よりもグラフが上にあることから，システム A が

















2 ∙ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∙ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙




















 P@N は検索結果の上位 N 個しか判断に用いないことは上述した通りであるが，再現率のような
漏れの少なさもシステムの有効性として考慮されるべき点である．そこで，再現率も考慮した尺度と










                                                                  (2.9) 
 
例えば，表 1 のような検索結果が得られていた場合，非補間平均精度は，(1.0+1.0+0.75+0.8 + 











                                                                  (2.10) 
 
 ここで，一般的に適合率の高い検索質問があると MAP もあがりやすくなるという性質がある．こ
のため，難しい検索質問の適合率に注目するために，MAP の平均の計算に算術平均ではなく幾





∑ log(𝐴𝑃(𝑄𝑖) − 0.000001)
𝑄𝑖∈𝑆









































 パーセプトロン（Perceptron）とは，1958 年にフランク・ローゼンブラット（Frank Rosenblatt）により提
案された階層型ネットワークであり，最も古典的なニューラルネットワークである[17]．パーセプトロ
ンはシンプルなネットワークでありながら，学習能力を持つ．最も有名なパーセプトロンは，以下の





図 3.1 3層構造のニューラルネットワーク 
  
図中の i は入力層のノードのインデックス，j は隠れ層のノードのインデックス，k は出力層のノー
ドのインデックスを示しており，𝑤𝑖𝑗は入力層の i 番目のノードと隠れ層の j 番目のノード間の重み，
𝑤𝑗𝑘は隠れ層の j番目のノードと出力層の k番目のノード間の重み，𝐼𝑖は入力層の i番目のノードの
値，𝐻𝑗は隠れ層の j番目のノードの値，𝑂𝑘は出力層の k番目のノードの値を意味する． 
 隠れ層と出力層のそれぞれのノードの値は，それぞれの層のノードが一つ前の層のノードから受






































 パーセプトロンとの主な違いは以下の 2点である． 
 
I. 出力関数がステップ関数ではなく，シグモイド関数のような微分可能な連続関数を使用 




 ネットワーク構造が図 3.1 と同様な時，バックプロパゲーションの学習は以下のように求められる． 
 
(1) 隠れ層の j番目のノードの出力値𝐻𝑗を求める．但し，𝜃𝑗は j番目のノードの閾値であり，関数
f(x)はシグモイド関数である． 
 
𝐻𝑗 = f (∑ 𝑤𝑖𝑗
𝑖




                                                                    (3.4) 
 
 (2) 出力層の k 番目のノードの出力値𝑂𝑘を求める．但し，𝛾𝑘は k 番目のノードの閾値を意味する． 
 
𝑂𝑘 = f(∑ 𝑤𝑗𝑘
𝑗
𝐻𝑗 + 𝛾𝑘)                                                        (3.5) 
 
 (3) 教師信号𝑇𝑘と出力層のノードの出力値𝑂𝑘から，出力層の k番目のノードの誤差𝛿𝑘を求める． 
 
𝛿𝑘 = (𝑇𝑘 − 𝑂𝑘)𝑂𝑘(1 − 𝑂𝑘)                                                         (3.6) 
 
 (4) 出力層の k番目のノードにおける誤差と隠れ層の出力値𝐻𝑗から，隠れ層の誤差𝜎𝑗を求める． 
 
𝜎𝑗 = ∑ 𝛿𝑘
𝑘
𝑤𝑗𝑘𝐻𝑗(1 − 𝐻𝑗)                                                          (3.7) 
 
 (5) 隠れ層の j番目のノードと出力層の k番目のノード間の重み𝑤𝑗𝑘と，出力層の k番目のノード
の閾値𝛾𝑘を更新する．なお，αとβは学習係数である． 
 
𝑤𝑗𝑘 = 𝑤𝑗𝑘 + 𝛼𝛿𝑘𝐻𝑗                                                                 (3.8) 
𝛾𝑘 = 𝛾𝑘 + 𝛽𝛿𝑘                                                                        (3.9) 
 
 (6) 入力層の i 番目のノードと隠れ層の j 番目のノード間の重み𝑤𝑖𝑗と，隠れ層の j 番目のノード
の閾値𝜃𝑗を更新する． 
 
𝑤𝑖𝑗 = 𝑤𝑖𝑗 + 𝛼𝜎𝑗𝐼𝑖                                                                  (3.10) 
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𝜃𝑗 = 𝜃𝑗 + 𝛽𝜎𝑗                                                                       (3.11) 
 































や画像認識などの分野のコンテストで 2 位以下を圧倒する大差で 1 位を獲得[20]するなど，その
有用性が示されている．また，Google の画像検索・音声認識や Apple の Siri などのシステムにも
実用化されており，AlchemyAPI[21]のようにディープラーニングを手軽に利用できる APIやツール
も最近では開発されている． 




る機構を持っている．学習済みの RBMに新たな RBM を追加し，1つ前の層の RBMの出力を入
力にして次の層の RBM の学習をする．学習済みの RBM に関しては何の処理もしない．RBM が


































































 BESOM は，非循環有向グラフの形に結合したノードによって構成されている．また，BESOM で
はノード一つ一つが SOM として扱われるので，図 3.3 のように，1 つのノードは複数のユニットから

























 ノード X は，n 個の子ノード Y（l=1,…,n）を持つとする．学習ステップでは，SOM は MPE におけ







1  (MPEにおけるYlの値が yj
lの場合)
0 (その他の場合)






















 図 3.4は，学習時における BESOMの一連の動作を示したものである． 
 左上の Step1が初期状態である．初期状態では，ネットワーク構造と CPTの初期値のみが与えら
れる．右上の Step2 は，入力と教師ノードの情報が与えられた状態を意味する．つまり，Input layer
のノードのユニットと，teacher nodeのユニットが発火する．図 3.4では，黒い丸が発火した状態のユ
ニットを示している．左下の Step3 は認識ステップである．Step2 の入力と教師ノードの情報から，リ
ンクの重みの総和が全てのユニットの組み合わせパターン毎に求められ，その中から最も総和が
大きい組み合わせパターンが MPE として選ばれる．その結果，MPE として選ばれたユニットが発
火することになる．右下の Step4 は学習ステップである．Step3 で求められた MPE に従い，リンクの
重みが更新される．図 3.4 では，実線で示したリンクの重みが重くなるように更新され，点線で示し






図 3.4 BESOMにおける学習 
 
3.5.5 BESOMの問題点 








































4.2 Confabulation theoryの概要 



















図 4.1 認知メカニズム 
 
4.3 Confabulation theoryの基本要素 
 Confabulation theoryは以下の４つの基本要素から構成されている． 
 
i. Thalamocortical Module 
ii. Knowledge Link 
iii. Confabulation 
iv. The origin of behavior 
 
これら４つの基本要素を説明しながら，もう少し詳細に Confabulation theoryについて説明する． 
 





neuroscience で発見されている．そこで，Confabulation theory では大脳皮質の構造に着目してい
る． 



















の 10%である 45万である． 
 
4.3.2 Knowledge Link 
 Confabulation theory では，全ての認知は単純で均一である“ナレッジリンク”と呼ばれるものを利
用していると仮定している．普通の人間はこのナレッジリンクを何十億個も持っているとされており，
これは生活する中で 1 秒あたりに 1 つ以上の比率でリンクを学習していることを意味している．各
個々のナレッジリンクは source symbol とよばれる一つのシンボルを表現するためのニューロンの集
合と，target symbol とよばれる source symbol とは異なるモジュールに所属するシンボルを表すた
めのニューロンの集合とを結んでいる． 
 例えば，外部刺激により source symbol を表すニューロン達が活性化すると，軸索を通じて，
source symbol が所属するモジュール外の 100 万以上のニューロン達が活性化される．この結果，




形成されたリンクは永続的なものとなる．形成されたナレッジリンクは，source symbol と target 
symbolが共起する度に強化される．これは一般に Hebb則と呼ばれているものと同値である[34]． 








図 4.3 Knowledge Linkの形成 
 
4.3.3 Confabulation 
 Confabulation theory では，全ての認知活動は単純な情報処理操作によるものであると仮定して













confabulation の conclusion と呼んでいる．Confabulation では多くの並列処理が行われており，大
体 80msで終了する． 
 また，各モジュールは筋肉の収縮と全く同じように単一の連続値によって制御されていることから，
モジュールは muscle of thoughtであると見なすこともできる． 
 
 
図 4.4 Confabulationの動作例 
 
 
4.3.4 The origin of behavior 












図 4.5 動作命令の生成 
 
4.4 Cogency 
 Confabulation theory における認知計算の目的は，Cogency（適切さ，尤もらしさ）が最大となる結
論を表すシンボルである confabulation conclusion を発見することである．Cogency とは，結論シン
ボルの尤もらしさを示す指標であり，確率計算によって求めることが出来る．ここでいう結論シンボ
ルとは，Confabulation を行った結果，最終的に全ての事実（source symbols）から最も支持を受け
る，つまり source symbols が活性化ときに同時に最も共起するシンボルとして尤もらしい answer モ
ジュール中の target symbolのことを指す． 
 
 
図 4.6 Confabulation 
37 
 
 例えば，図 4.6 が示すように，入力シンボルとして異なるモジュールに所属するα，β，γ，δが
外部刺激を受けて活性化したとする．各シンボルは利用できる全てのナレッジリンクを通じて，
answer モジュール中のニューロンに刺激（axon）を送る．最終的に結論として選ばれる answer モ
ジュール中の target symbolは，全ての target symbol の中で Cogencyが最大となる target symbol





















 いま，source symbol としてα，β，γ，δが活性化したときに，answerモジュール中のシンボルε
が活性化したと仮定する．また，p(𝛼𝛽𝛾𝛿𝜀) > 0とし，ε以外の answer モジュール中のシンボルλ
は全てp(𝛼𝛽𝛾𝛿𝜆) = 0とする．従って，p(𝛼𝛽𝛾𝛿|𝜀) = p(𝛼𝛽𝛾𝛿𝜀)/p(𝜀) > 0であり，p(𝛼𝛽𝛾𝛿|𝜆) =
p(𝛼𝛽𝛾𝛿𝜆)/p(𝜆) = 0である．このとき，以下の定理が成立する． 
 
定理 3.1： もし𝜶𝜷𝜸𝜹 ⇒ 𝜺であるならば，cogencyの最大化は一意となり，εのみが解となる 
 
上記の定理により，アリストテレスの「論理的な情報環境」下において，cogency の最大化は論理





























[p(𝛼𝛽𝛾𝛿|𝜀)]4 = [p(𝛼|𝛽𝛾𝛿𝜀) ∙ p(𝛽|𝛾𝛿𝜀) ∙ p(𝛾|𝛿𝜀)]∙[p(𝛽|𝛾𝛿𝛼𝜀)∙p(𝛾|𝛿𝛼𝜀) ∙ p(𝛿|𝛼𝜀)]
∙ [p(𝛾|𝛿𝛼𝛽𝜀) ∙ p(𝛿|𝛼𝛽𝜀) ∙ p(𝛼|𝛽𝜀)]∙[p(𝛿|𝛼𝛽𝛾𝜀) ∙ p(𝛼|𝛽𝛾𝜀) ∙ p(𝛽|𝛾𝜀)]




[p(𝛼𝛽𝛾𝛿|𝜀)]4 = [p(𝛼𝛽𝛾𝛿𝜀)/p(𝛽𝛾𝛿𝜀) ∙ p(𝛽𝛾𝛿𝜀)/p(𝛾𝛿𝜀)
∙ p(𝛾𝛿𝜀)/p(𝛿𝜀)]∙[p(𝛽𝛾𝛿𝛼𝜀)/p(𝛾𝛿𝛼𝜀)∙p(𝛾𝛿𝛼𝜀)/p(𝛿𝛼𝜀) ∙ p(𝛿𝛼𝜀)/p(𝛼𝜀)]
∙ [p(𝛾𝛿𝛼𝛽𝜀)/p(𝛿𝛼𝛽𝜀) ∙ p(𝛿𝛼𝛽𝜀)/p(𝛼𝛽𝜀) ∙ p(𝛼𝛽𝜀)/p(𝛽𝜀)]∙[p(𝛿𝛼𝛽𝛾𝜀)/p(𝛼𝛽𝛾𝜀)
∙ p(𝛼𝛽𝛾𝜀)/p(𝛽𝛾𝜀) ∙ p(𝛽𝛾𝜀)/p(𝛾𝜀)] ∙ [p(𝛼|𝜀) ∙ p(𝛽|𝜀) ∙ p(𝛾|𝜀) ∙ p(𝛿|𝜀)] 
(4.6) 









[P(𝛼𝛽𝛾𝛿|𝜀)]4 = [p(𝛼𝛽𝛾𝛿𝜀)/p(𝛼𝜀)] ∙ [p(𝛼𝛽𝛾𝛿𝜀)/p(𝛽𝜀)] ∙ [p(𝛼𝛽𝛾𝛿𝜀)/p(𝛾𝜀)] ∙ [p(𝛼𝛽𝛾𝛿𝜀)/p(𝛿𝜀)]
∙ [p(𝛼|𝜀) ∙ p(𝛽|𝜀) ∙ p(𝛾|𝜀) ∙ p(𝛿|𝜀)] 
(4.7) 







 実際に，フレーズαβγδを”the train was going”とし，シンボルεを予期可能な”south”として考
えてみることにする．すると，以下のように表現できる． 
 
p(𝛼𝛽𝛾𝛿𝜀)/p(𝛼𝜀) = p(𝑡ℎ𝑒 𝑡𝑟𝑎𝑖𝑛 𝑤𝑎𝑠 𝑔𝑜𝑖𝑛𝑔 𝑠𝑜𝑢𝑡ℎ)/p(𝑡ℎ𝑒 ∗ ∗ ∗ 𝑠𝑜𝑢𝑡ℎ)                (4.8) 
p(𝛼𝛽𝛾𝛿𝜀)/p(𝛽𝜀) = p(𝑡ℎ𝑒 𝑡𝑟𝑎𝑖𝑛 𝑤𝑎𝑠 𝑔𝑜𝑖𝑛𝑔 𝑠𝑜𝑢𝑡ℎ)/p(∗  𝑡𝑟𝑎𝑖𝑛 ∗ ∗ 𝑠𝑜𝑢𝑡ℎ)          (4.9) 
p(𝛼𝛽𝛾𝛿𝜀)/p(𝛾𝜀) = p(𝑡ℎ𝑒 𝑡𝑟𝑎𝑖𝑛 𝑤𝑎𝑠 𝑔𝑜𝑖𝑛𝑔 𝑠𝑜𝑢𝑡ℎ)/p(∗ ∗  𝑤𝑎𝑠 ∗ 𝑠𝑜𝑢𝑡ℎ)          (4.10) 
p(𝛼𝛽𝛾𝛿𝜀)/p(𝛿𝜀) = p(𝑡ℎ𝑒 𝑡𝑟𝑎𝑖𝑛 𝑤𝑎𝑠 𝑔𝑜𝑖𝑛𝑔 𝑠𝑜𝑢𝑡ℎ)/p(∗ ∗ ∗  𝑔𝑜𝑖𝑛𝑔 𝑠𝑜𝑢𝑡ℎ)       (4.11) 
 
 ここで，*は確率計算において考慮されない単語の位置を示している．例え，シンボルεが表す
単語が southから他の語（e.g. north, east etc…）に置き換えられたとしても，上記 4つの式の分母の
































4.6 Confabulation と N-gram model 
 Confabulation theory は認知のモデルであることから，言語モデルと厳密に比較することは難しい
が，Confabulation theory の特徴が分かりやすい為，ここでは既存の言語モデルと対比しながらそ
の特徴を述べていくことにする． 
 まずは一般的な言語モデルである N-gram modelについて説明する．この N-gram modelは，情
報理論の創始者として知られるクロード・エルウッド・シャノン（Claude Elwood Shannon 1916-2001）
が考えだした言語モデルである[35]．N-gram model とは，「ある文字列の中で，N 個の文字列また
は単語の組み合わせがどの程度出現するか」を調査する言語モデルを意味する．このモデルを扱
う前提として，文字列や単語の発生確率が直前の文字列や単語に依存すると仮定し，次に予測を





𝑛 − 𝑔𝑟𝑎𝑚(𝛼𝛽𝛾𝛿, 𝜀) = 𝑃(𝜀|𝛼𝛽𝛾𝛿)                                                 (4.14) 
 
 















一方で Confabulation theoryでは次の図 4.8に示すように考えられる． 
 
 
図 4.8 Confabulation theoryによる実装 
 
通常の N-gram modelは語列をひとつのグループとして扱うのに対し，Confabulation theoryでは
語列中の語をそれぞれ独立に扱う． 
前述した式(38)のように，Confabulation theory では，αの 4 つ後にεが出現する確率𝑃(𝛼|𝜀)，
ベータの3つ後にεが出現する確率𝑃(𝛽|𝜀)，というように個々の条件付き確率の乗算に比例する．
これにより，例え学習データ中に”α”という語列そのものが出現したことがなかったとしても，異なる
文章中にて，αの 4 つ後，βの 3 つ後，γの 2 つ後，δの 1 つ後にそれぞれεが出現したことが
あれば，𝑃(𝛼|𝜀)～𝑃(𝛿|𝜀)は正の値を持つことになり，解を得ることができる． 
















る．2 つめはシンボル間を繋ぐ knowledge link であり，シンボル間が共起する度に knowledge link
は強化される．3つめは Confabulation と呼ばれる認知の単純な情報処理操作であり，外的刺激に
より複数のシンボルが活性化しても，シンボル間で競争が行われ，その結果唯一つのシンボルの
みが勝ち残る．このメカニズムを winners-take-all メカニズムという．4 つめは我々の思考プロセスは
全ての Confabulation の動作の結果から導き出されたものであり，絶えず連続的に繰り返されること
で，人間は一連の動作を行うことができる． 








第 5 章 Confabulation theory に基づいた


















































ヘクトニールセンらは 3 単語を入力として与え，4 単語目を予測するような実験を行っている．つま
り，入力の 1単語目，2単語目，3単語目を sourceモジュールとして定義し，4単語目を answerモ
ジュールとして定義していることになる．したがって，この場合の学習は，1 単語目が出現した後に







図 5.2 Sentence Cognition 
 
ヘクトニールセンらが行った文章の場合の実験では，source モジュールと answer モジュール中の
二単語間には，位置という観点から明確な関連性が保証されている点に比べ，我々のイベント予












































表 5.1 1987年における記事の特徴 
  単語種類数 1記事の平均出現数 
Title 34,717  23.48  
Text 71,136  55.66  


























図 5.8 活性度を用いた複数シンボルの活性化 
 
具体的には，この活性度として用いた重みは TFIDF（term frequency × inverse document 









)                                       (5.1) 
 








5.4 System Description 


















                                                                 (5.2) 
 
となる． 
ここで先述したとおり，Confabulation theory に基づけば，我々はタイトルと本文の部分を source























 以上を実現する為の基本的な考えは，あるキーワード k が出現した時の，入力語 w の活性度を
全て記憶しておくことで，「過去の事例において，入力語 w はどの程度キーワード k の出現に影響
を与えているか」を考慮することである．つまり，キーワード k が出現する時にいつも入力語 w の
TFIDF値が大きければ，入力語 wはキーワード kの出現に大きな影響を与えていると考えることが




ワード k と入力語 wが同時に出現している記事の記事集合を意味している．どちらが適した重みか
どうかについては後述する実験結果を踏まえた上で述べることにする． 
 
𝑤𝑒𝑖𝑔ℎ𝑡(𝑤, 𝑘) = ∑ 𝑇𝐹𝐼𝐷𝐹(𝑤, 𝑑)
𝑑∈𝑐𝑎𝑠𝑒
                                             (5.3) 
 
𝑤𝑒𝑖𝑔ℎ𝑡(𝑤, 𝑘) = ∑
𝑇𝐹𝐼𝐷𝐹(𝑤, 𝑑)
|𝑐𝑎𝑠𝑒|𝑑∈𝑐𝑎𝑠𝑒
                                            (5.4) 
 

















ワード k と入力モジュールである source モジュールとの関係性を評価するためには，図 5.11 の右




図 5.11 winners-take-allの拡張前と後の違い 
 
その為，我々は出力キーワード k と source モジュール中で活性化した全てのシンボル間との関係
性，つまり後向き条件付確率にその入力語の活性度，そしてキーワード kと入力語とのナレッジリン
クの重みを掛け合わせたものの総和により，以下の式(5.5)のように，各 source モジュールにおける
出力キーワード k の尤もらしさ C を求めることにした．なお，𝑝0は閾値，input は入力記事，𝑆𝑜𝑢𝑟𝑐𝑒𝑖
は今注目している sourceモジュール中の i番目に活性化した単語を意味する． 
 
𝐶(𝑆𝑜𝑢𝑟𝑐𝑒, 𝑘) = ∑ (
𝑃(𝑆𝑜𝑢𝑟𝑐𝑒𝑖 ∩ 𝑘)
𝑃(𝑘)





事ができるため，Confabulation theory における Cogency の式に当てはめれば，出力キーワード k
のスコアは以下のように求められる． 
 
score(𝑘) = log {∑ (
𝑃(𝑇𝑖𝑡𝑙𝑒𝑖 ∩ 𝑘)
𝑃(𝑘)













 前述したとおり，Confabulation theory における確率は後向き条件付確率を採用している．これは，
人間が行動（反射運動等は除く）を起こす際には，行動を起こす前に既にその後に何が起こるかを





 更に，1/1 の確率値と 100/100 の確率値は両方とも同じく 1 となるが，100/100 となった現象の方
が 1/1の現象よりも重要視されるべきである．なぜならば，1回しか出現していない単語が次に出現
する信憑性は低く，100回出現した単語の方が次の状況により出現し易いと考えられるからである． 

























∗ log(𝑛(𝑘))  (5.7) 
 
5.6 多義性と学習語彙外の入力に対する問題 









更に，学習語彙外の単語が入力される問題についても confabulation theory は問題なく動作す
ることができる．Naive Bayes のようなモデルでは，このような問題に対してスムージングなどを用い
ることで対処しているが，このスムージングの手法により精度が左右されることもあり，本質的な解決











A) 入力語の TFIDFのみ考慮 
B) A + 希少語軽減の為の重みを乗算 
C) B + ナレッジリンクへの重み（TFIDFの総和） 
D) B + ナレッジリンクへの重み（TFIDFの平均） 
 





 まず，Aの方に注目すると，表 5.2 と表 5.3 ともに DFの値が非常に小さいキーワードが上位を占
めていることがわかる．これは，5.5 節で懸念していた，希少語の生起確率が過大評価されてしまっ
た結果であるといえる．つまり，これらのキーワードはたった 1 度の記事にしか出現していないが，









力語と正しい関係性をもつキーワードを出力できなくなってしまう．例えば，表 5.2の Bの 1位にキ
ーワードとして出力された「経営」の DF 値は 6614 であり，表 5.3 の B の 3 番目の正解キーワード
である「対外提携」の DF 値は 1712 である．これらの DF 値はそこまで大きくなく，ナレッジリンクの
強度として学習した確率値を阻害しない程度の重み付けとなっていると考えることができる． 





表 5.2 A と Bの比較① 
 
Answer Score DF Answer Score DF
1 権限分散 18.603 1 1 経営 136.513 6614
2 呉金属工業協進会 18.601 1 2 米国 122.154 21094
3 登別観光協会 18.579 1 3 産業界 114.303 6024
4 佐々木一 18.579 1 4 円高 111.700 6605
5 上原利夫 18.579 1 5 九州 111.286 8224
6 登別商工会議所 18.579 1 6 東京 110.645 14347
7 野口秀次 18.579 1 7 北海道 110.640 5759
8 中浜元三郎 18.579 1 8 開発 110.261 11573
9 上田邦雄 18.579 1 9 経営者 108.240 950
10 加藤雅 18.568 1 10 会社設立 108.121 3934
11 菱化海運 18.496 1 11 中小企業 107.762 2407
12 菱成産業 18.496 1 12 銀行 107.722 4892
13 高野恒利 18.398 1 13 子会社 106.443 2699
14 申立書 18.339 1 14 国際化 106.318 1507
15 ザイモス 18.296 1 15 経済 105.972 3821
16 梶井功 18.281 1 16 首都圏 105.947 8436
17 山口巌 18.281 1 17 情報 105.866 4103
18 本庄谷礼介 18.146 1 18 近畿 105.749 7511
19 利払い猶予 18.146 1 19 事業強化 105.204 3300
20 イラン中央銀行 18.142 1 20 経営計画 104.788 1059
21 延岡地域商業近代化推進協議会 18.063 1 21 商業界 104.715 2560
22 自立の道探る南太平洋諸国 18.058 5 22 経営多角化 104.616 1526
23 韓国原子力産業会議 18.058 1 23 工場 104.280 4744
24 プレイサー 18.056 1 24 調査 104.233 5067
25 キャンベル・レッド・レイク 18.056 1 25 設備投資 104.190 5439
26 ゴメス（アラン） 18.052 1 26 株式 103.978 5738
27 守田義雄 18.047 1 27 利益 103.690 4849
28 自立目指す韓国半導体産業 18.026 5 28 中国 103.251 6025
29 魚長食品 18.025 1 29 新事業進出 102.547 2093
30 味の素（タイ） 17.991 1 30 技術 102.523 4353
31 城山 17.981 1 31 合理化 102.267 1480
32 マドラ出版 17.965 1 32 サービス 102.174 3552
33 宮道義幸 17.919 1 33 静岡 101.950 5089
34 グラスゴー 17.911 1 34 金融 101.900 3417
35 インデペンデント・グローサーズ・アライアンス 17.907 1 35 経営方針 101.759 1149
36 工藤秀幸 17.890 1 36 業務提携 101.621 2967
37 科学都市 17.888 1 37 日本企業 101.487 1199
38 ピート・マーウィック・ミッチェル 17.876 1 38 大阪 100.877 4509
39 経営者保険 17.876 1 39 民間統計 100.474 4629
40 ワン・ナム・フォン 17.876 1 40 海外活動 100.383 1942
41 マッキンゼー日本支社 17.868 1 41 新潟 100.304 4284
42 斉藤千宏 17.865 1 42 輸出 100.238 4025
43 アイフルホーム 17.864 1 43 企業グループ 100.211 1055
44 京成金属 17.862 1 44 日本 99.743 3132
45 グループ経営 17.862 5 45 活性化 99.580 2053
46 関口勇二 17.851 1 46 中部 99.272 4697
47 鯨岡昭雄 17.820 1 47 社長 99.260 1440
48 松和建設 17.820 1 48 東北 99.060 4711
49 石川操 17.820 1 49 株価 98.878 6721
50 昭和建設 17.820 1 50 四国 98.844 3915






表 5.3 A と Bの比較② 
 
  
Answer Score DF Answer Score DF
1 プジョー・モーターサイクル 19.921 1 1 米国 140.383 21094
2 プジョーＳ・Ａ 19.866 1 2 工場 133.398 4744
3 プジョー・グループ 19.608 1 3 業務提携 132.223 2967
4 ベル・テレホン・マニュファクチュアリング 19.524 1 4 円高 128.106 6605
5 カルベ（ジャック） 19.503 4 5 現地生産 127.732 1430
6 プジョー・シトロエン 19.318 1 6 自動車 126.624 3313
7 ＧＩＥ 19.318 1 7 開発 124.878 11573
8 ＮＣシステム 19.312 1 8 対外提携 124.781 1712
9 次世代ＦＡシステム 19.312 1 9 会社設立 124.585 3934
10 ユアサ・ゼネラル・バッテリー 19.245 1 10 輸出 122.175 4025
11 マートレット・インポーティング 19.241 1 11 中国 121.285 6025
12 パク・スズキ・モーター 19.224 1 12 設備投資 120.854 5439
13 ベリー（フランス） 19.173 1 13 産業界 119.771 6024
14 プジョー 19.133 23 14 技術 119.403 4353
15 モービル・データ・インタナショナル 19.108 1 15 民間統計 119.359 4629
16 ヨーロッパ・カー・オブ・ザ・イヤー 19.103 1 16 海外活動 119.173 1942
17 韓国プラスチック 19.086 1 17 メーカー 119.051 2536
18 韓国火薬グループ 19.086 1 18 新製品 119.017 16330
19 韓国火薬 19.086 1 19 合弁 118.809 1359
20 ＮＥＣ（米国） 19.066 1 20 経営 118.545 6614
21 油圧サーボ弁 19.063 1 21 九州 118.490 8224
22 部分提携 19.044 1 22 生産動向 118.361 1104
23 コントロ 19.019 1 23 工場建設 117.963 1608
24 マソー・ディクストッフポンペン 19.019 1 24 事業強化 117.727 3300
25 キホーテ 19.011 1 25 輸入 117.617 4169
26 アームストロング 18.968 1 26 建設 116.189 5650
27 味の素（韓国） 18.945 1 27 子会社 115.606 2699
28 三星光機 18.926 1 28 韓国 115.529 2745
29 神田予備校グループ 18.923 1 29 北海道 114.898 5759
30 テクノ・ホルティ園芸専門学校 18.923 1 30 英国 114.782 3733
31 伊藤学園 18.923 1 31 政府統計 114.555 4038
32 明日を勝つシナリオ 18.919 7 32 静岡 114.400 5089
33 メモリーＩＣ 18.856 1 33 技術開発 114.316 5022
34 共栄工業（台湾） 18.831 1 34 首都圏 113.656 8436
35 聯城 18.831 1 35 通産省 113.477 2917
36 連星 18.831 1 36 増産 113.387 993
37 工企模具機械製造 18.831 1 37 日本 113.051 3132
38 ニュー・フロンティア・ジェネティクス 18.822 1 38 生産管理 112.930 812
39 レイノルズ・アンド・レイノルズ 18.793 2 39 研究開発 112.629 3557
40 プラスチックネット 18.767 1 40 市場開拓 112.576 2287
41 ネトロン 18.767 1 41 半導体 112.548 2053
42 ホリー 18.726 1 42 共同開発 112.254 2705
43 ハーン（カール） 18.717 2 43 合弁会社 111.917 851
44 松下ビデオマニュファクチャリング 18.693 1 44 東北 111.419 4711
45 タイ・ブラナ・インダストリーズ 18.659 1 45 東京 111.260 14347
46 ボン・オーハシ 18.655 1 46 台湾 111.010 1138
47 コンパニア・コロンビアナ・アウトモトリス 18.652 1 47 西独 110.993 2288
48 モルソン 18.644 5 48 新事業進出 110.780 2093
49 ＰＣＩ 18.638 1 49 長野 110.755 3694





 表 5.4 と表 5.5 は，上記と同じ新聞記事を入力とした時に，C と D の推論方法で出力された結果
である．まず，正解のキーワードの数だけで比較を行うと，Dの TFIDF値の平均をとり，ナレッジリン
クに重み付けを行う手法の方が良い結果となった．また，B と C を比較すると，C の方の正解数が
悪化してしまう結果となった．この原因としては，単純な TFIDF 値の総和によって重み付けを行っ
てしまうと，DF 値が大きければ大きいほど単純に TFIDF 値が加算される機会が多くなり，結果とし
て，DF値が大きいキーワードが優先して出力されてしまうため，正解数が悪化してしまったと考えら
れる．確かに，表 5.3の Bにおける出力キーワード上位 50件の DF値の総和が 233,219であった
のに比べ，表 5.4の Cにおける出力キーワード上位 50件の DF値の総和は 265,745 と，DF値の
総和が大きくなっていることからも上記のような問題が発生していることが伺える． 
 次に，表 5.4 と表 5.5 での D に注目してみると，今回実装した手法の中で最も正解キーワード数
が多い結果となった．また，出力されたキーワードの DF 値をみてみると，例えば，表 5.4 の正解キ























表 5.4 C と Dの比較① 
 
Answer Score DF Answer Score DF
1 経営 236.830 6614 1 経営 81.156 6614
2 米国 214.182 21094 2 自立 54.521 89
3 東京 197.032 14347 3 米国 51.672 21094
4 開発 188.399 11573 4 北海道 47.542 5759
5 産業界 187.287 6024 5 銀行 45.169 4892
6 北海道 181.833 5759 6 経営者 44.909 950
7 九州 180.563 8224 7 企業グループ 39.872 1055
8 円高 178.911 6605 8 企業再建 36.481 431
9 首都圏 178.058 8436 9 産業界 36.472 6024
10 会社設立 177.223 3934 10 サラリーマン 35.301 1333
11 銀行 177.188 4892 11 九州 34.339 8224
12 新製品 173.506 16330 12 造船 31.345 661
13 近畿 171.210 7511 13 経営計画 31.209 1059
14 中小企業 169.556 2407 14 中小企業 30.665 2407
15 設備投資 169.147 5439 15 子会社 30.236 2699
16 経営者 167.043 950 16 合理化 29.251 1480
17 調査 165.516 5067 17 円高 28.910 6605
18 情報 164.819 4103 18 経済 28.165 3821
19 株式 164.183 5738 19 会社設立 26.969 3934
20 子会社 163.709 2699 20 国際化 26.495 1507
21 事業強化 163.658 3300 21 東京 26.268 14347
22 工場 163.015 4744 22 来島どっく 25.859 67
23 利益 162.574 4849 23 経営多角化 25.353 1526
24 中国 160.323 6025 24 ブラジル 25.255 362
25 静岡 160.085 5089 25 債務 25.174 513
26 サービス 159.346 3552 26 倒産 24.878 764
27 民間統計 157.599 4629 27 負債 24.664 469
28 新潟 156.708 4284 28 経営再建 24.496 152
29 業務提携 156.698 2967 29 トップマネジメント 24.446 439
30 経営多角化 156.432 1526 30 取引停止 24.254 67
31 新事業進出 156.411 2093 31 経営不振 24.078 347
32 大阪 155.818 4509 32 全銀協 23.568 111
33 商業界 155.667 2560 33 金融 23.545 3417
34 国際化 155.515 1507 34 金融業界 23.413 1272
35 中部 155.369 4697 35 対外債務 23.196 195
36 経済 154.687 3821 36 造船業界 23.174 352
37 建設 154.542 5650 37 経営方針 22.609 1149
38 東北 154.030 4711 38 経営相談 21.913 144
39 経営計画 153.874 1059 39 産業構造 21.839 553
40 株価 153.638 6721 40 債務国 21.812 290
41 金融 153.597 3417 41 外国為替 21.568 2304
42 社長 153.069 1440 42 経営戦略 21.567 429
43 技術 151.998 4353 43 社長 21.266 1440
44 決算 151.660 7541 44 ドル 21.164 3340
45 四国 151.656 3915 45 開発 21.164 11573
46 技術開発 148.967 5022 46 四国 21.049 3915
47 店舗 148.700 2612 47 銀行取引停止 20.683 44
48 長野 147.860 3694 48 資産 20.540 1170
49 経営方針 147.237 1149 49 構造転換 20.491 280







表 5.5 C と Dの比較② 
 
Answer Score DF Answer Score DF
1 米国 252.100 21094 1 業務提携 87.361 2967
2 工場 230.285 4744 2 自動車 84.091 3313
3 業務提携 220.234 2967 3 工場 74.511 4744
4 円高 215.373 6605 4 現地生産 73.570 1430
5 開発 207.910 11573 5 米国 73.189 21094
6 現地生産 205.550 1430 6 対外提携 67.116 1712
7 新製品 204.837 16330 7 フランス 65.628 1826
8 自動車 203.187 3313 8 生産動向 65.098 1104
9 会社設立 201.713 3934 9 合弁 58.977 1359
10 民間統計 201.363 4629 10 民間統計 58.131 4629
11 設備投資 198.914 5439 11 自動車業界 55.462 888
12 輸出 196.736 4025 12 円高 53.678 6605
13 生産動向 195.532 1104 13 輸出 53.379 4025
14 中国 195.397 6025 14 工場建設 52.891 1608
15 九州 195.199 8224 15 会社設立 52.204 3934
16 政府統計 193.704 4038 16 乗用車 51.089 1027
17 対外提携 193.254 1712 17 合弁会社 50.824 851
18 産業界 191.912 6024 18 プジョー 50.158 23
19 輸入 191.282 4169 19 四輪車 49.508 57
20 工場建設 188.834 1608 20 輸送用機器業界 49.353 951
21 建設 188.359 5650 21 自工会 49.104 93
22 東京 187.624 14347 22 生産管理 48.413 812
23 メーカー 186.735 2536 23 増産 48.058 993
24 経営 186.323 6614 24 生産量 47.433 482
25 首都圏 185.189 8436 25 海外活動 46.662 1942
26 技術 184.623 4353 26 ４ＷＤ 46.480 172
27 合弁 183.083 1359 27 生産計画 46.070 619
28 海外活動 182.625 1942 28 販売提携 45.014 543
29 英国 182.035 3733 29 オースチン・ローバー・ジャパン 44.813 28
30 北海道 181.598 5759 30 輸入 44.123 4169
31 通産省 180.021 2917 31 メーカー 44.040 2536
32 事業強化 179.447 3300 32 輸出動向 43.138 807
33 子会社 178.972 2699 33 鈴木自動車工業 41.958 213
34 商品市況 177.850 6219 34 スズキ 41.958 213
35 静岡 177.747 5089 35 開発 41.792 11573
36 技術開発 177.476 5022 36 政府統計 40.973 4038
37 韓国 176.891 2745 37 設備投資 40.521 5439
38 増産 175.972 993 38 自動車部品 39.932 716
39 日本 174.791 3132 39 ＥＣ 39.864 658
40 東北 173.988 4711 40 中国 38.469 6025
41 発売 173.309 6563 41 軽自動車 37.937 110
42 生産管理 173.073 812 42 台湾 37.828 1138
43 銀行 171.717 4892 43 ＧＭ 37.801 268
44 半導体 171.502 2053 44 英国 37.696 3733
45 近畿 171.077 7511 45 販売台数 37.500 411
46 新潟 170.250 4284 46 カナダ 37.454 861
47 長野 169.521 3694 47 委託生産 37.337 234
48 中部 168.691 4697 48 生産拠点 37.095 336
49 商品 168.643 4333 49 西欧 36.996 1546















点を当てているので，term extraction とは目的も異なる． 
Keyword annotation のタスクを教師あり学習による文書分類と考えれば，多くの研究が存在する．
典型的な文書分類による教師あり学習は，Naive Bayes[40]，Support Vector Machine[41]，K-
nearest Neighbor[42]，Decision Tree[43]，などが挙げられる．特に，識別モデルである Support 





































いま，文書 d 内の単語数を|𝑑|と表すことにする．多項モデルでは，語彙 V の中から一つの単語を
選ぶ操作を|𝑑|回繰り返すことで文書を生成することになる． 
 仮にクラスが cであった場合，単語 wが選ばれる確率を𝑞𝑤,𝑐で表すことにする．𝑞𝑤,𝑐はW を単語
を値とする確率変数，Cをクラスを値とする確率変数とすれば以下の式のように表すことができる． 
 
𝑞𝑤,𝑐 = 𝑃(𝑊 = 𝑤|𝐶 = 𝑐)                                                            (5.9) 
 
 |𝑉|個の単語をとりうる確率変数 W があり，各単語には𝑞𝑤,𝑐なる確率が与えられている．繰り返し
になるが，多項モデルでは，この W に入る単語を決定する試行を|𝑑|回繰り返すことで文書が生成








                                                           (5.10) 
 
文書長|𝑑| = ∑ 𝑛𝑤,𝑑𝑤 である．ただし，より厳密には，まず何回試行するかを決めなくてはならない．
つまり，文書の長さをまず決めなければならないので，以下の式のようになる． 
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きパラメータは上記で述べたように，𝑝𝑐と𝑞𝑤.𝑐の二つのパラメータである．文書長は|𝑑| = ∑ 𝑛𝑤,𝑑𝑤 と
表すことができるので，対数を用いれば以下の式を最大化することになる． 
 






















+ ∑𝑁𝑐 log 𝑝𝑐
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ここで，𝑁𝑐はクラス c であった学習データ中の文書数を表す．多項モデルでは，∑ 𝑝𝑐𝑐∈𝐶 = 1という






= 1, ∑ 𝑞𝑤,𝑐
𝑤∈𝑉
= 1; ∀𝑐 ∈ 𝐶                                              (5.15) 
 
 これはラグランジュの未定乗数法を用いて解くことができ，未定乗数{𝛽𝑐}𝑐∈𝐶（＝βとおく）とγを導
入して，次のようにラグランジュ関数𝐿(𝜃, 𝛽, 𝛾)を定義する． 
 




− 1) + 𝛾 (∑𝑝𝑐
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+ 𝛾                                       (5.17) 
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しかし，このままでは未知の文書に対するクラスを予測する際に，学習データ中の語彙に含まれな
い単語が１つでも含んでしまうと𝑞𝑤,𝑐は 0 となってしまい，結果として，𝑃(𝑑|𝑐)も 0 となってしまう．つ
まり，その新しい文書が生成される確率は 0 ということになり，これは問題である． 
 このような問題はゼロ頻度問題と言われ，この問題を解決する為には一般的にスムージングを用





∑ (𝑛𝑤,𝑐 + 1)𝑤
=
𝑛𝑤,𝑐 + 1
∑ 𝑛𝑤,𝑐𝑤 + |𝑉|













図 5.12 3手法の Recall-Precision曲線 
 
 今回，定量評価には，情報検索において一般的な評価尺度である，PrecisionとRecall，そしてF-












係性として確率値を用いているという点で似ている手法といえるが，図 5.12 や表 5.6 から実験の評
価値には大きな差が生じた． 










図 5.13 本文のみを用いた時の提案手法とナイーブベイズの Recall-Precision曲線 
 
P@5 P@10 F-measure
Prop. Method 0.589 0.438 0.324
Naive Bayes 0.498 0.378 0.223















次に提案手法と TFIDFを比較することにする．図 5.12 をみると，Recall-Precision曲線の右にい
くほど，提案手法とTFIDFの精度差は徐々に小さくなっていることがわかる．更に，表 5.6をみると，
P@10 における提案手法と TFIDF の精度差は，P@5 に比べて同様に小さくなっていることがわか
る．つまり，キーワードの出力数が増えるほど，提案手法と TFIDF の精度差は小さくなるということ
である．以上から，出力キーワード数が小さい時には，提案手法は特に高い精度を実現する事が























の好ましさを示す尺度である Favorability を定義した．なお，○だった場合は 1 点，×だった場合





                                                          (5.21) 
 
 更に P@N の値の違いが被験者の評価にどう影響を与えるか検証したかった為，アンケートに用
いた記事は以下に示すような 3 つの記事グループに分類し，各グループから 2 つずつランダムに
選択した．また，比較手法にはナイーブベイズを用いた． 
 
A) 提案手法，比較手法ともに P@20が 0.5以上であり，かつその差が 0.1未満である記事 
B) 提案手法，比較手法ともに p@20が 0.1以上 0.5未満であり，かつその差が 0.1未満である
記事 
C) 提案手法，比較手法ともに P@20が 0.1未満である記事 
 




表 5.7 アンケートの結果 
 
 
表 5.8 各記事グループでの評価結果 
 
 
表 5.8は，各記事セット A，B，Cの各手法における Favorabilityのスコアを示している．まず，提





Prop.method NB Prop.method NB Prop.method NB
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幹となっております．私は研究者としても人間としてもまだまだ未熟ものですが，今後とも引続きご
指導・ご鞭撻の程，宜しくお願い致します． 
また，常に変わらぬ温かいご指導をいただいた明治大学理工学部情報科学科の先生方に篤く
感謝の言葉を捧げます．お忙しい中，副査を引き受けてくださった林先生，武野先生には特に御
礼を申し上げます． 
そして日頃の苦楽を共にしてきたウェブサイエンス研究室の多くの皆様に感謝いたします．後期
課程がんばれよと励ましの言葉をかけて卒業していった伊藤慎一郎君，高山勇樹君，坂口貴俊君，
本橋直樹君，赤穂有哉君，中津恭兵君（以上，博士前期課程同期の皆様），良き友として今でも応
援してくれる伊澤諒君，精神的につらかった時期でも笑いながら語り合った島村和明君，山口幸
治君，岩城基史君，笠間大祐君，初めて一緒に共同研究した EMG班の赤塚慎也君，平優里さん，
新井瑞希さん，同じ班として研究活動を一緒に頑張ってきた LCP・CL 班の皆さん，そして最終学
年時に長時間の議論にいつも付き合ってくれた籏野光輝君，宮城涼君，その他にも研究生活を共
に過ごしてきた全ての皆様に感謝いたします． 
最後に，長い学生生活を辛抱強く支えて頂いた父母，兄姉に深く感謝いたします． 
