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Abstract
Given a graph G, the minimum edge ranking spanning tree problem (MERST) is to ﬁnd a spanning tree of G whose edge ranking
is minimum. However, this problem is known to be NP-hard for general graphs. In this paper, we show that the problem MERST has
a polynomial time algorithm for split graphs, which have useful applications in practice. The result is also signiﬁcant in the sense
that this is a ﬁrst non-trivial graph class for which the problem MERST is found to be polynomially solvable. We also show that the
problem MERST for threshold graphs can be solved in linear time, where threshold graphs are known to be split.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Let G = (V ,E) be an undirected graph that is simple and connected. An edge ranking of a graph G is a labeling
r : E → Z+, with the property that every path between two edges with the same label i contains an intermediate edge
with label j > i. Here Z+ denotes the set of all non-negative integers. An edge ranking is minimum if it uses the least
number of distinct labels among all edge rankings of G. The minimum edge ranking spanning tree problem (MERST)
is to ﬁnd a spanning tree whose edge ranking is minimum. The problem MERST has a number of practical applications
in many ﬁelds such as parallel processing, integration of distributed data, and so on [14]. It is known [12,14] that the
problem MERST is in general NP-hard and linearly solvable if a given graph is a tree. However, the computational
complexity of the problem MERST has been still unknown even when a given graph is restricted to be chordal, split,
partial k-tree, bipartite or threshold, for example.
In this paper, we consider the problem MERST for split graphs. This is motivated by efﬁcient parallel joins in a
relational database (see Section 2 for the details). Split graphs have been extensively studied (e.g., [4,5,7]). For example,
it is known that split graphs are perfect and the recognition can be done in linear time. We show that the problem MERST
for split graphs can be solved in polynomial time. This is a ﬁrst result that ﬁnds a non-trivial polynomially solvable
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class for the problem MERST. We also show that the problem MERST for threshold graphs can be solved in linear time.
Here threshold graphs were introduced by Chvátal and Hammer [2], and have also been well studied (e.g., [5,6,13]). It
is known that threshold graphs are split (and hence perfect) and the recognition can be done in linear time.
The rest of the paper is organized as follows. In Section 2, we ﬁrst give a formal deﬁnition of our problem and several
notations required, and then overview properties of split and threshold graphs with emphasis on applications. Section
3 shows that any split graph G has a spanning caterpillar whose edge ranking is minimum among all spanning trees
of G. We also characterize optimal split and threshold graphs G = (V ,E) with |V | = 2k . Note that optimal graphs
are those graphs that have a spanning tree whose minimum edge rank is k, since it is known that any connected graph
needs at least log |V | edge ranks. (We assume that the base of the logarithm is 2 throughout the paper.) In Section
4, we reveal several properties of the edge ranking of caterpillars as spanning trees of a split graph. In Section 5, we
present a polynomial time algorithm that solves the problem MERST for split graphs, and Section 6 presents a linear
time algorithm that solves the problem MERST for threshold graphs.
2. Preliminaries
2.1. Deﬁnitions and notations
Throughout the subsequent sections, we assume that a graph G = (V ,E) is simple, undirected and connected. As
usual, V (G) and E(G) are used to denote the vertex and edge set of G, respectively. For an edge set F ⊆ E, we
denote by V (F) the set of all the end vertices of the edges in F. Similarly, for a vertex set U ⊆ V , we denote by E(U)
the set of all the edges that are incident to the vertices in U. Moreover, for two vertex sets U and W , we use notation
E(U,W) = {(u,w) ∈ E|u ∈ U,w ∈ W }. For simplicity, we sometimes write V (e), E(u) and E(u,W) for V ({e}),
E({u}) and E({u},W), for example. Let G[U ] (resp., G[F ]) denote the subgraph induced by a vertex set U ⊆ V
(resp., an edge set F ⊆ E). If the resulting subgraph induced by U (resp., F) is a tree, we sometimes denote it by T [U ]
(resp., T [F ]). For a vertex u ∈ V and an edge set F ⊆ E, the degree of u in G[F ] is the number of edges in F that are
incident to u, and is denoted by degF (u), i.e., degF (u) = |{e | e = (u, v) ∈ F }|.
A mapping (labeling) r : E → Z+ is called an edge ranking if r satisﬁes that every path between two edges with the
same label i contains an intermediate edge with label j > i. An integer given to an edge by an edge ranking is called a
rank of the edge. By deﬁnition, every edge ranking r has exactly one edge with the largest rank. An edge ranking by
integers 1, 2, . . . , k is called a k-edge ranking. A graph G is said to be k-edge rankable if it has a k-edge ranking. An
edge ranking is minimum if the largest rank k in it is the smallest among all edge rankings of G, and such k is called
the minimum edge rank of G and is denoted by rank(G). For an edge ranking r of G, we call the multiple set of ranks
{r(e) | e ∈ E} the rank set of r, and denote it by RS(r). Note that |RS(r)|= |E(G)| holds. The minimum edge ranking
problem (MER) asks to compute a minimum edge ranking r of a given graph G.
As an example, let us consider a graph G = (V ,E) in Fig. 1(a), where E = {e1, e2, . . . , e8}. Fig. 1(b) provides a
4-edge ranking r1 of G, where r1(e2)= r1(e5)= r1(e7)=1, r1(e1)= r1(e8)=2, r1(e3)= r1(e6)=3 and r1(e4)=4. Note
that r1 is in fact a minimum edge ranking of G, i.e., rank(G) = 4. For this r1, we have RS(r1) = {1, 1, 1, 2, 2, 3, 3, 4}.
The problem MER for example has applications in the context of assembling a multi-part product from its components
in the smallest number of parallel integration stages, and has been extensively studied (e.g., [1,3,9,11,12]). De la Torre
et al. [3] ﬁrst proposed a polynomial time algorithm for the problem MER if G is a tree, and Lam and Yue [12] ﬁnally
showed that it can be solved in linear time. On the other hand, Lam and Yue [11] also showed that MER is NP-hard for
general graphs.
A spanning tree T of a graph G is called a minimum edge ranking spanning tree if it has the minimum rank(T ) among
all spanning trees T of G. The MERST can be described as follows [14]:
MERST (The minimum edge ranking spanning tree problem)
Input: A graph G = (V ,E).
Output: A minimum edge ranking spanning tree T together with a minimum
edge ranking of T.
For example, Fig. 1(c) shows a minimum edge ranking spanning tree T = (V ,ET ) of G in Fig. 1(a), together with a
minimum edge ranking r2 of T.
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Fig. 1. A graph and edge rankings: (a) a graph G = (V ,E); (b) a minimum edge ranking r1 of G; and (c) a minimum edge ranking spanning tree
T = (V ,ET ) of G and a minimum edge ranking r2 of T.
2
2
6 6
9
9 S
K
(a) (b)
Fig. 2. (a) A threshold graph with vertex weights and a threshold t = 10, and (b) a vertex partition into a stable set S and a clique K.
Note that the problem MERST coincides with the problem MER when G is a tree. From a graph theoretical viewpoint,
MERST is the problem of minimizing the number of edge contraction steps until G becomes a single vertex (which may
have self-loops), under the condition that the edges contracted simultaneously do not share any of their end vertices
(i.e., such edges always form a matching) [14], while MER is to minimize the number of edge contraction steps until
G becomes a single vertex with no edge, under the same condition but regarding the edge contraction of a self-loop e
as the removal of e.
MERST is known to have quite natural practical interpretations, such as join operations in relational databases
and scheduling the parallel assembly of a multi-part product [14,17]. In Section 2.2, we brieﬂy discuss one of the
applications of MERST for threshold graphs.
Unfortunately, MERST is known to be NP-hard for general graphs. However, it has a simple approximation algorithm
with its worst case performance ratio min{(∗ − 1) log n/∗, ∗ − 1}/ log(∗ + 1) − 1, where n is the number of
vertices in G and ∗ is the maximum degree of a spanning tree whose maximum degree is minimum [14]. In this paper
we present a polynomial time algorithm for MERST, when a given graph is split.
2.2. Split graphs, threshold graphs and their applications
A graph G = (V ,E) is split if the vertex set V can be partitioned into a clique K and a stable set S. There is no
restriction on edges between vertices of K and vertices of S. A graph G = (V ,E) is threshold if there exist a weight
a : V → Z+ and a threshold t ∈ Z+ such that for any subset S of V ,
S is stable ⇐⇒
∑
u∈S
a(u) t .
Fig. 2(a) gives a threshold graph with weights to vertices and a threshold t = 10.
It is known [5,6,13] that threshold graphs can be characterized as follows.
Lemma 1. For a graph G = (V ,E), the following three statements are equivalent.
(i) G is threshold.
(ii) There exists a weight a : V → Z+ and a threshold t such that for any u, v ∈ V with u 	= v,
(u, v) ∈ E ⇐⇒ a(u) + a(v)> t .
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Fig. 3. (a) Five relations with their size and column information, and (b) a graph representing edges that should be processed earlier.
(iii) The vertex set V can be partitioned into a clique K = {u1, . . . , u|K|} and a stable set S = {v1, . . . , v|S|} such that
(ui, vj ) ∈ E 
⇒ (ui′ , vj ′) ∈ E (i′ i, j ′j). (1)
Fig. 2(b) shows the vertex partition of the graph G in Fig. 2(a). It follows from (iii) in Lemma 1 that threshold graphs
are split.
As an example of MERST for threshold graphs, let us consider to compute the join of n relations R1, . . . , Rn in a
relational database [8,17]. The situation is depicted by a join graph with n vertices corresponding to the n relations, in
which each edge represents the join operation of the two relations of its end vertices. To obtain the join of n relations,
we select a spanning tree T and perform n − 1 join operations speciﬁed by the edges of T. If these operations are done
in parallel, their order can be exactly described by an edge ranking r of T and the number of stages of parallel joins is
equal to the rank of r.
In the above process, we may also consider the sizes of intermediate relations formed by join operations. Let
relation Ri have Ni tuples, and let mi be the number of columns used in the join of n relations. Then it can be
argued that the number of tuples in the relation resulting from the join of Ri and Rj is approximately proportional to
(Ni/mi)(Nj/mj ). Therefore, it may be reasonable to consider only those edges having small expected numbers of
tuples. For this, let Pi =mi/Ni for all i. Then for some constant K, (Ni/mi)(Nj/mj )<K is equivalent to PiPj > 1/K ,
i.e., logPi + logPj > log(1/K). Therefore, giving weights ai = logPi to vertices Ri , it amounts to consider only those
edges satisfying
ai + aj > t ,
where t = log 1/K is the threshold.1
In this way, we obtain a threshold graph by Lemma 1(ii), and for our purpose, the remaining task is to solve MERST
for the graph.
For example, assume that Ni and mi for each relation Ri are given in a pair of (Ni,mi) as shown in Fig. 3(a). Then
computing the label ai = logPi + A (A = 12), and setting the threshold t = 5 (= − 7 + A) lead a threshold graph in
Fig. 3(b), where A is introduced to make ai positive integers.
3. MERST for split graphs
This section discusses several properties of the edge ranking of spanning tress in split graphs (and hence threshold
graphs). In particular, we show that any split graph G has a spanning caterpillar whose edge ranking is minimum among
all spanning trees of G. We also characterize split graphs and threshold graphs G = (V ,E) with |V | = 2k having a
spanning tree of minimum edge rank k.
1 If we are concerned with the space to store the relation instead of the number of tuples in it, we can use Pi = mi/NiMi , since the space to
store the relation resulting from the join of Ri and Rj is approximately proportional to (NiMi/mi)(NjMj /mj ). Here Mi denotes the number of
columns in Ri .
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Fig. 4. (a) A caterpillar T and a vertex partition (B,L) of V , and (b) another partition for the same caterpillar.
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Fig. 5. Illustrations for proofs of Lemmas 2 and 3: (a) a split (threshold) graph and a spanning tree (bold edges) that is not a caterpillar T =(K∪S,ET ),
(b) a spanning tree where T [K] is connected; and (c) a spanning caterpillar.
3.1. Split graphs and their spanning caterpillars
A tree T = (V ,E) is called a caterpillar if V can be partitioned into B and L (i.e., B ∪L= V and B ∩L= ∅) such
that T [B] is a path and L is stable. A vertex in B (resp., L) is called a body vertex (resp., a leg vertex) of a caterpillar T.
By deﬁnition, each leg vertex u is adjacent to exactly one body vertex v, where (u, v) is called a leg of T. Note that the
partition (B,L) of V may not be unique (see Fig. 4(a) and (b)), and hence the names body and/or leg can be used when
the partition is speciﬁed. We sometimes write a caterpillar T = (V ,E) with a vertex partition (B,L) as T = (B∪L,E).
We now show two properties of the edge ranking of a spanning tree in a split graph.
Lemma 2. Let G = (V ,E) be a split graph with a vertex partition (K, S), where K and S are clique and stable set,
respectively. Let T be a spanning tree of G, and let r be an edge ranking of T. Then G has a spanning tree T ∗ with an
edge ranking r∗ such that T ∗[K] is connected and RS(r∗) = RS(r) holds.
Proof. Let T = (V ,ET ), and for u ∈ V let
Eu = {(u, v) ∈ ET }.
Assume that T [K] is not connected. Then there exists a vertex u ∈ S (=V − K) such that |Eu|2. For such a vertex
u, let (u, v) be an edge in Eu with the largest rank r((u, v)), and w be a vertex such that w 	= v and (u,w) ∈ Eu. Note
that v,w ∈ K holds since T [S] is stable, and r(e)< r((u, v)) for all e ∈ Eu − {(u, v)} since r is an edge ranking of
T. We construct from T a new spanning tree T ′ = (V ,ET ′) of G and an edge labeling r ′ of T ′ from T by exchanging
(u, v) with (v,w) (see Fig. 5(a) and (b)), i.e.,
ET ′ = (ET − {(u, v)}) ∪ {(v,w)},
r ′(e) =
{
r((u, v)) e = (v,w),
r(e) otherwise.
Now no edge e′ ∈ T [K] incident to w satisﬁes r(e′) = r((u, v)), since otherwise edges e′ and (u, v) do not satisfy
the condition of edge ranking r. Also let P be a path in T containing (u, v). Then the corresponding path P ′ in T ′ must
contain (v,w). Since r((u, v)) is the largest among e ∈ Eu, this implies that r ′ is an edge ranking of T ′ satisfying
RS(r ′) = RS(r).
By applying this modiﬁcation to T ′ repeatedly, we shall eventually have a desired spanning tree T ∗ and an edge
ranking r∗. 
Lemma 3. Let G = (V ,E) be a split graph with a vertex partition (K, S), where K and S are clique and stable set,
respectively. Let T be a spanning tree of G such that T [K] is connected, and let r be an edge ranking of T. Then G has
a spanning tree T ∗ with an edge ranking r∗ such that T ∗[K] is a path and RS(r∗) = RS(r) holds.
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Proof. For a tree T = (V ,ET ), let
K(T ) =
∑
u∈K
max{degET [K](u) − 2, 0}.
Assume that T [K] is not a path. Then K(T )1 holds since T [K] is connected. This means that there exists a W ⊆ K
and an x ∈ W such that T [W ] is a path, degET [K](x)> 2 and ET (W,K − W) = ET (x,K − W). Let y and z be the
vertices in W that are adjacent to x in T, and assume r((x, y))> r((x, z)) without loss of generality. Similarly to the
proof of Lemma 3, we construct a new spanning tree T ′ = (V ,ET ′) of G and an edge labeling r ′ of T ′ from T by
exchanging (x, y) with (y, z). It is not difﬁcult to see that this r ′ is also an edge ranking of T ′ satisfying RS(r ′)=RS(r).
Furthermore, we see that either K(T ′)< K(T ) or |W ′|< |W | holds, where W ′ =W −{x} plays the role of the above
W for the new tree T ′. In the second case, we repeatedly apply this modiﬁcation to T ′, but it cannot continue indeﬁnitely
since W is a ﬁnite set. Therefore we will have a spanning tree T ′′ with an edge ranking r ′′ such that K(T ′′)< K(T )
and RS(r)=RS(r ′′). Now, by applying this procedure until K(T ) becomes 0, we will obtain a desired spanning tree
T ∗ and an edge ranking r∗ of T ∗ (see Fig. 5(b) and (c)). 
Lemmas 2 and 3 immediately imply the following corollary.
Corollary 4. Let G = (V ,E) be a split graph with a vertex partition (K, S), where K and S are clique and stable
set, respectively. Let T be a spanning tree of G, and let r be an edge ranking of T. Then G has a spanning caterpillar
T ∗ = (B ∪ L,ET ∗) with an edge ranking r∗ such that B = K , L = S and RS(r∗) = RS(r).
3.2. Optimal split and threshold graphs
It is known that rank(G)log |V | holds for any connected graph G = (V ,E). This section characterizes optimal
split and threshold graphs G satisfying rank(G) = log |V | when |V | = 2k .
Let us introduce some additional notions. For a graph G = (V ,E) and a positive integer k, a size-k partition [14]
of V is a (|V |/k)-tuple (V1, V2, . . . , V|V |/k) such that V = ⋃|V |/ki=1 Vi , Vi ∩ Vj = ∅ for i 	= j , and |Vi | = k for
i = 1, 2, . . . , |V |/k. A size-k partition of V is connected if the graphs G[Vi] are connected for all i. Let G= (V ,E) be
a graph with |V | = 2k , where k0. We say that G has a nested partition if it recursively satisﬁes one of the following
conditions:
(i) k = 0, or
(ii) G has a connected size-2k−1 partition (V1, V2) such that both G[V1] and G[V2] have nested partitions.
The following lemma characterizes optimal edge rankings by nested partitions.
Lemma 5 (Makino et al. [14]). Let G = (V ,E) be a graph with |V | = 2k (k0). Then G is optimal (i.e., G has a
k-edge ranking spanning tree) if and only if it has a nested partition.
We are now ready to characterize optimal graphs.
Theorem 6. Let G = (V ,E) be a split graph with |V | = 2k (k0) and a vertex partition (K, S), where K and S are
clique and stable set, respectively. Then there exists a spanning tree T of G with rank(T )= k if and only if the bipartite
graph G(K, S) = (K, S,E(K, S)) has a matching of size |S|, where E(K, S) = {(u, v) ∈ E|u ∈ K, v ∈ S}.
Proof. We ﬁrst show the only-if part. It follows from Corollary 4 that G has a k-edge ranking spanning caterpillar
T = (K ∪ S,ET ). If some u ∈ K satisﬁes |{(u, v) ∈ ET |v ∈ S}|2, then T has no nested partition. This contradicts
Lemma 5, and hence each u ∈ K satisﬁes |{(u, v) ∈ ET |v ∈ S}|< 2, implying E(K, S) ∩ ET forms a matching of
size |S|. This completes the only-if part.
For the if part, let E′ = {(ui, vi)|ui ∈ K, vi ∈ S, i=1, 2, . . . , |S|} be a matching of G(K, S). Then G has a spanning
caterpillar T = (K ∪ S,ET ) such that
ET = {(ui, ui+1)|i = 1, 2, . . . , |K| − 1} ∪ E′.
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Fig. 6. (a) A threshold graph G with 23 = 8 vertices and an edge set E′, and (b) its minimum edge ranking spanning tree T, where rank(T ) = 3.
Here ui , i =|S|+ 1, . . . , |K| are vertices in K\{u1, u2, . . . , u|S|} that can be arbitrarily ordered. We can easily see that
this T has a nested partition, and thus by Lemma 5, we have rank(T ) = k. 
Theorem 7. LetG=(V ,E) be a threshold graph with |V |=2k (k0) and a vertex partition (K={u1, . . . , u|K|}, S=
{v1, . . . , v|S|}) satisfying Lemma 1(iii). Then there exists a spanning tree T of G with rank(T )=k if and only if |K| |S|
and (u1+j , v|S|−j ) ∈ E for j = 0, 1, . . . , |S| − 1.
Proof. It follows from Theorem 6 that G has a spanning tree T with rank(T ) = k if and only if the bipartite graph
G(K, S) has a matching of size |S|. Since G is threshold, the latter condition is equivalent to that |K| |S| and
(u1+j , v|S|−j ) ∈ E for j = 0, 1, . . . , |S| − 1 (Fig. 6). 
4. Minimum edge rankings of caterpillars
By Theorem 4, we only consider caterpillars T = (K ∪ S,ET ) as minimum edge ranking spanning trees of split
graphs. This section investigates some properties of minimum edge rankings of caterpillars. In particular, we show that
it is sufﬁcient to consider only normalized rankings and that a balanced caterpillar T ∗ = (K ∪S,ET ∗) has the minimum
rank among all caterpillars T = (K ∪ S,ET ) (that is, caterpillars having the same vertex partition), where the notions
of normalized rankings and balanced caterpillars will appear later.
Let T = (B ∪ L,E) be a caterpillar. We assume that the vertices in B are ordered in such a way that (ui, ui+1) ∈ E
holds for i = 1, . . . , |B| − 1. Given a k-edge ranking r of a caterpillar T = (V ,E), let Tp = (V ,Ep) (p = 0, 1, . . . , k)
denote the spanning subgraph of T consisting of all edges e ∈ E with r(e)p. By deﬁnition, T0 has no edge and Tk=T .
Furthermore, let Tpq = (Vpq, Epq) (q = 1, . . . , cp) be the connected components of Tp, where cp is the number of
connected components in Tp. An edge ranking r of a caterpillar T = (B ∪ L,E) is BL-connected if
|Vpq ∩ B|2 
⇒ E(Vpq ∩ B,L) ⊆ Epq . (2)
In other words, if a connected component Tpq contains at least two body vertices, then it contains all the legs that are
incident to some body vertex in Vpq . One can easily see that an edge ranking r is BL-connected if and only if
r((ui, v))< r((ui−1, ui)) and r((ui, v))< r((ui, ui+1)) (3)
hold for any leg (ui, v) with ui ∈ B and v ∈ L.
Lemma 8. For any edge ranking r of a caterpillar T, there exists a BL-connected edge ranking r∗ of T such that
RS(r∗) = RS(r).
Proof. If r is not BL-connected, then it follows from the discussion above that there exists a leg (ui, v) ∈ E such that
ui ∈ B, v ∈ L and either r((ui, v))> r((ui−1, ui)) or r((ui, v))> r((ui, ui+1)) holds.We construct a new edge labeling
r ′ from r by exchanging r((ui, v)) with r((ui−1, ui)) if r((ui, v))> r((ui−1, ui)), otherwise, with r((ui, ui+1)). Since
v is a leaf, it is easy to show that this r ′ is also an edge ranking. By repeating this argument, we can construct a desired
BL-connected edge ranking r∗. 
Note that, for each ui ∈ B, legs in E(ui, L) cannot have the same rank. Therefore, any BL-connected edge ranking
can be transformed into a “better” BL-connected edge ranking in the sense that the legs in E(ui, L) (i = 1, . . . , |K|)
2380 K. Makino et al. / Discrete Applied Mathematics 154 (2006) 2373–2386
1 1 21 2 31 2
4 5 2 3
Fig. 7. A normalized (and minimum) edge ranking of a caterpillar originally given in Fig. 4(a).
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Fig. 8. (a) A caterpillar T , and (b) the left-shifted caterpillar T  of T . Note that the vertex partition (B,L) is common.
receive their ranks from 1 to |E(ui, L)|. We call such a ranking normalized. Fig. 7 shows a normalized edge ranking
of a caterpillar.
In order to compare different edge rankings, we deﬁne a lexicographic order  on rank sets as follows: for any two
rank sets RS(r) and RS(r ′),
RS(r)RS(r ′) ⇐⇒ |{e ∈ E | r(e)p}| |{e ∈ E | r ′(e)p}| for all p = 1, 2, . . . .
By combining the discussion above with Lemma 8, we have the following lemma.
Lemma 9. For any edge ranking r of a caterpillar T, there exists a normalized edge ranking r∗ of T such that
RS(r∗)RS(r).
This lemma shows that, for a caterpillar T, we can always ﬁnd a minimum edge ranking among normalized ones.
Therefore, we can restrict our attention to normalized rankings.
We next consider all the edge rankings of a caterpillar T = (B ∪ L,E). The degree sequence = (1, . . . , |B|) of
a caterpillar T is the sequence of the numbers of legs incident to ui ∈ B (i.e., i = |E(ui, L)|) for i = 1, 2, . . . , |B|.
Note that the degree sequence  uniquely deﬁnes a caterpillar, denoted by T . As noticed before, partition (B,L) of
V for T is not always unique, and hence a caterpillar can be represented by different degree sequences. For example,
for the caterpillar T shown in Fig. 4, there are partitions (B,L) depicted in (a) and (b), which have degree sequences
= (2, 3, 1, 0, 2) and = (2, 3, 1, 0, 1, 0), respectively.
Let  and  be, respectively, degree sequences of caterpillars T  and T  with the same vertex partition (B,L).
Then T  is called the left-shifted caterpillar of T  if  is obtained from  by sorting  in the non-increasing order. For
example, Fig. 8 shows the left-shifted caterpillar T  of T .
The next lemma shows that the minimum edge rank of the left-shifted caterpillar cannot be worse than that of the
original caterpillar.
Lemma 10. Let r be a normalized edge ranking of a caterpillar T. Then there exists an edge ranking r∗ of the left-shifted
caterpillar of T such that RS(r∗) = RS(r).
Proof. Let =(1, . . . , |B|) and =(1, . . . , |B|) be degree sequences of caterpillarsT and the left-shifted caterpillar
of T, respectively. Let us assume that i = i for i = 1, . . . , k, k+1 	= k+1 (i = 0 if 1 	= 1), and  = k+1 for
> k + 1. Let p = k+1 (=) and consider the spanning subgraph Tp = (V ,Ep) of T. Since r is normalized, Ep
contains all the edges (ui, v) with ik + 1 for all v ∈ L, and (uk, uk+1), (u−1, u), (u, u+1) /∈Ep. Let Tp1 and
Tp2 be connected components of Tp containing uk+1 and u, respectively. Let T  be a caterpillar obtained from T by
exchanging Tp1 with Tp2 (see Fig. 9), with its degree sequence . Then it is easy to see that r is also an edge ranking
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Fig. 9. (a) Spanning subgraph T2 of a caterpillar T with degree sequence  = {3, 2, 1, 0, 2}, and (b) the left-shifted caterpillar of T and its edge
ranking.
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Fig. 10. Replacement of edge ranks in case of degree sequences are comparable.
of T  with i = i for i = 1, . . . , k + 1. Therefore, by applying this argument at most |B| times, we can construct the
left-shifted caterpillar of T having an edge ranking r∗ with RS(r∗) = RS(r). 
We then compare the minimum edge rankings of the left-shifted caterpillars in order to ﬁnd the best one among
those. Similarly to the lexicographic order on rank sets, we deﬁne a lexicographic order on non-increasing degree
sequences = (1, . . . , |B|) as follows: for = (1, . . . , |B|) and = (1, . . . , |B|),
 ⇐⇒
k∑
i=1
i
k∑
i=1
i for all k = 1, . . . , |B|.
Lemma 11. Let  and , respectively, be two non-increasing degree sequences of caterpillars T  and T  with a
common vertex partition (B,L), and let r be a normalized edge ranking of T . If , then there exists an edge
ranking r ′ of T  such that RS(r ′)RS(r).
Proof. Let us assume that
∑k
i=1 i =
∑k
i=1 i for k− 1, and
∑
i=1 i <
∑
i=1 i . Let h be the largest integer such
that h = , and let j be the smallest integer such that j  − 2. Since T  and T  have a common vertex partition
(B,L), such j is well deﬁned. By deﬁnition, we have  = · · · = h and h+1 = · · · = j−1 (= − 1). We construct a
non-increasing degree sequence  by
i =
⎧⎨
⎩
i − 1 if i = h,
i + 1 if i = j,
i otherwise.
We then have  ≺ . Therefore, it is enough to show that T  has an edge ranking r∗ such that RS(r∗)RS(r).
Let us deﬁne r∗ by
r∗((ui, ui+1)) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
h if i = h,
r((ui−1, ui)) if i = h + 1, . . . , j − 1,
max{r((ui−1, ui)), r((ui, ui+1))} if i = j,
r((ui, ui+1)) otherwise.
Fig. 10(a) illustrates a part of T  and its edge ranking r, and (b) illustrates the corresponding T  and its edge labeling
r∗. Since r is normalized, r∗ is also normalized and is an edge ranking of T . Moreover, since RS(r∗)RS(r), the
proof is completed. 
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Let ∗ = (∗1, . . . , ∗|B|) be the lexicographically minimum non-increasing degree sequence for a partition (B,L),
that is,
∗i =
{|L|/|B| + 1, i = 1, . . . , p,
|L|/|B|, i = p + 1, . . . , |B|,
where p = |L| mod|B| (0p< |B|).
From Lemmas 9–11, we have the following result.
Theorem 12. Let T be the set of all caterpillars T = (V ,E) with a vertex partition (B,L), and let ∗ be deﬁned
above. Then for any edge ranking r of T, there exists an edge ranking r∗ of T ∗ such thatRS(r∗)RS(r). In particular,
rank(T ∗) is the minimum among all rank(T ), T ∈T.
5. A polynomial time algorithm to solve MERST for split graphs
Let G= (V ,E) be a split graph with a vertex partition (K, S), where K and S are clique and stable set, respectively. It
follows from Corollary 4, Lemmas 9 and 10 that MERST for a split graph G can be solved by considering the minimum
normalized edge ranking of the spanning left-shifted caterpillar T = (K ∪ S,ET ) of G. We note here that a spanning
caterpillar T = (K ∪ S,ET ) of a split graph G can always be transformed into the left-shifted caterpillar, since K is
a clique and hence an arbitrary ordering of vertices in K always forms a path. Moreover, if G contains a spanning
left-shifted caterpillar T  = (K ∪ S,ET ) with the minimum  (with respect to  deﬁned for degree sequences), this
T  is a minimum edge ranking spanning tree by Lemma 11. We show that this is always the case, and the minimum 
can be computed in polynomial time.
The problem of ﬁnding the minimum  has already been studied under the name of uniform load balancing problem
[10]. LetG=(V1, V2, E) be a bipartite graph, whereV1 andV2 are regarded as the set of machines and jobs, respectively.
An edge set F ⊆ E is called an assignment of V2 to V1 if each vertex v in V2 has exactly one edge in F that is incident
to v. Kleinberg et al. considered the problem of computing a fair assignment of V2 (jobs) to V1 (machines), i.e., an
assignment F with the minimum degree sequence of V1 after sorting from larger to smaller. They showed the following
result.
Lemma 13 (Klienberg et al. [10, Theorem 2.1]). Given a bipartite graph G= (V1, V2, E), a fair assignment of V2 to
V1 always exists and can be computed in polynomial time. 
For the completeness of our paper, we give a sketch of their algorithm.
Let F denote a partial assignment of V2 to V1 (i.e., some vertices are allowed not to be assigned). We say that F
is a partial assignment of maximum degree d if the maximum number of vertices assigned to a vertex in V1 is d, and
F is a maximum assignment of degree at most d if the number of unassigned vertices is the least among all partial
assignments of degree at most d. Given any partial assignment F of degree at most d, we can use augmenting paths to
ﬁnd a maximum assignment of degree at most d. This process is referred to as AUGMENT(F, d). The algorithm starts
with F0 = ∅, and computes Fd = AUGMENT(F, d − 1) iteratively for d = 1, 2, . . . until all vertices in V2 are assigned.
The assignment at termination is then returned. Although we skip the details, the procedure above computes a fair
assignment in polynomial time. Therefore, we have the following result.
Theorem 14. A minimum edge ranking spanning tree of a split graph G can be computed in polynomial time. 
6. A linear time algorithm to solve MERST for threshold graphs
In this section, we present a linear time algorithm that solves MERST for threshold graphs [15].
6.1. Spanning caterpillars with the minimum degree sequence
Let G= (V ,E) be a threshold graph with a vertex partition (K, S) satisfying Lemma 1(iii). As mentioned in Section
5, we try to ﬁnd a spanning left-shifted caterpillar T =(K∪S,ET ) with the minimum . Note that K={u1, . . . , u|K|}
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Fig. 11. A threshold graph with a vertex partition (K={u1, u2, u3}, S={v1, . . . , v6}). Bold edges express the minimum degree sequence =(3, 2, 1)
that can be realized in this graph.
and S={v1, . . . , v|S|} satisfy condition (1) of Lemma 1, and hence we can restrict spanning caterpillars T =(K∪S,ET )
to those T that satisfy ET (K) = {(ui, ui+1)|i = 1, . . . , |K| − 1}. In other words, the ordering of the body vertices is
the same as in Lemma 1 (iii). This is shown in Fig. 11.
Let di = |E(ui, S)| for i = 1, . . . , |K|. From condition (1), we have d1d2 · · · d|K|. The following procedure
computes the minimum degree sequence of (K, S) that can be realized by a spanning caterpillar in G.
Procedure MINIMUM_DS
Input: d = (d1, . . . , d|K|).
Output: = (1, . . . , |K|).
begin
for i = |K| downto 1 do
i := min
⎧⎨
⎩
⎢⎢⎢⎣
⎛
⎝di−+1 − |K|∑
j=i+1
j
⎞
⎠/
⎥⎥⎥⎦
∣∣∣∣∣∣ = 1, . . . , i
⎫⎬
⎭ (4)
end.
Lemma 15. Procedure MINIMUM_DS correctly computes the minimum degree sequence that can be realized by a
spanning caterpillar in a threshold graph G = (K ∪ S,E).
Proof. We separately show the correctness of Procedure MINIMUM_DS as follows:
(i) ∑|K|i=1 i = |S|,
(ii)  is a non-increasing sequence,
(iii)  is realizable by a spanning caterpillar of G, and
(iv)  is the minimum degree sequence with respect to the ordering .
Here, note that statement (ii) together with |K|0 implies that i is non-negative for all i = 1, . . . , |K|.
First, we can easily see that i computed by Procedure MINIMUM_DS is obtained by solving the following integer
programming problem from i = |K| down to 1:
Problem IP(i)
maximize i
subject to i +
|K|∑
j=i+1
j di−+1,  = 1, . . . , i,
i : an integer. (5)
Therefore, we show (i)–(iv) by using IP(i).
For (i), we have∑|K|i=1 i = d1 by IP(1). Furthermore, since G is a connected threshold graph, d1 = |S| holds.
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For (ii), notice that i+1 is the maximum integer that satisﬁes
i+1 +
|K|∑
j=i+1
j di−+1,  = 0, 1, . . . , i.
Therefore, i+1 is a feasible solution of the i in IP(i). This means that ii+1.
For (iii), let us consider the caterpillar T = (K ∪ S,ET ) by
ET = {(ui, ui+1)|i = 1, . . . , |K| − 1} ∪
⎧⎨
⎩(ui, vji )|i = 1, . . . , |K|, ji =
|K|∑
j=i+1
j + 1, . . . ,
|K|∑
j=i
j
⎫⎬
⎭ . (6)
Note that T is a caterpillar deﬁned by , i.e., T = T . Moreover, from constraints (5) for  = 1, we have∑|K|j=i j di ,
i = 1, 2, . . . , |K|. This together with Lemma 1(iii) implies ET ⊆ E, which completes the proof of (iii).
For (iv), suppose that there exists a degree sequence  of (K, S) such that  and  is realizable by a spanning
caterpillar of G. Then some k (2k |K| − 1) satisﬁes∑k−1i=1 i >∑k−1i=1 i , i.e.,
|K|∑
i=k
i <
|K|∑
i=k
i . (7)
Let k be the largest integer satisfying (7). By deﬁnition, we have k < k . We can see that  also satisﬁes (5)
(since otherwise non-increasing sequence  is not realizable by a spanning caterpillar of G). In particular, we have
k +
∑|K|
j=k+1 j dk−+1 ( = 1, . . . , k). This means
|K|∑
j=k
j dk−+1 − ( − 1)k,  = 1, . . . , k. (8)
On the other hand, since k is the maximum integer satisfying (5) for i = k, some inequality for  = ∗ must be tight
for k , i.e.,
∑|K|
j=k j = dk−∗+1 − (∗ − 1)k . Since k < k , we have
∑|K|
j=k j 
∑|K|
i=k i , a contradiction to (7). 
For example, by applying this procedure to a threshold graph in Fig. 11, we obtain the minimum degree sequence
= (3, 2, 1), which is also shown in Fig. 11 as bold lines.
6.2. An algorithm and its complexity
Finally we can describe an algorithm that computes a minimum edge ranking spanning tree for a given threshold
graph.
Algorithm MERST_THRESHOLD
Input: A threshold graph G=(K ∪ S,E).
Output: A minimum edge ranking spanning tree T=(V ,ET ) of G with a minimum edge ranking r : ET → Z+.
begin
1. Compute the minimum degree sequence  by procedure MINIMUM_DS.
2. Construct a spanning caterpillar T  = (K ∪ S,ET ) by (6).
3. Compute a minimum edge ranking r of T .
end.
For a threshold graph in Fig. 11, we obtain a minimum edge ranking spanning tree as shown in Fig. 12.
Theorem 16. Algorithm MERST_THRESHOLD correctly computes aminimum edge ranking spanning tree of a threshold
graph G in O(|V | + |E|) time.
Proof. Since the correctness of the algorithm is clear from the discussion so far, we only examine its time complexity.
Note that a vertex partition (K, S) andd=(d1, . . . , d|K|) can be computed in O(|V |+|E|) time. Procedure MINIMUM_DS
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Fig. 12. A threshold graph and a minimum edge ranking spanning tree.
computes the minimum degree sequence  from (K, S) and d in O(|K|2)= O(|E|) time. More careful implementation
shows that it can be done in O(|V |) time. Step 2 can be done in O(|V |), and Step 3 is also possible in O(|V |)
time [12]. 
Note that the proof of Theorem 16 implies that MERST for threshold graphs is solvable in O(|V |) time
if d = (d1, . . . , d|K|) is given in advance.
7. Concluding remarks
This paper showed that the minimum edge ranking spanning tree problem (MERST), which is NP-hard in general,
has a polynomial time algorithm for split graphs by exploiting several properties of edge rankings of caterpillars.
In particular, it showed that there exists a linear time algorithm for threshold graphs. These results are signiﬁcant
in the sense that these are the ﬁrst non-trivial graph classes that turn out to have polynomial time algorithms fo
MERST.
Some issues remain for future work. One direction is to ﬁnd other graph classes in which MERST is polynomially
solvable and characterize those classes. Another issue is to investigate the minimum edge ranking problem (MER)
itself. MER certainly is important since MERST is originated from it, however, no graph classes other than trees are
known to have polynomial time algorithms.
We have already mentioned the vertex version of our problem, i.e., the minimum vertex ranking spanning tree
problem (MVRST) [14]. This is another issue to be dealt with, since only very few results including NP-hardness of
MVRST for general graphs are known so far [16].
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