Abstract. We propose a method for applying genetic algorithms to confidential data. Genetic algorithms are a well-known tool for finding approximate solutions to various optimization and searching problems. More specifically, we present a secure solution for solving the subset cover problem which is formulated by a binary integer linear programming (BIP) problem (i.e. a linear programming problem, where the solution is expected to be a 0-1 vector). Our solution is based on secure multiparty computation. We give a privacy definition inspired from semantic security definitions and show how a secure computation system based on secret sharing satisfies this definition. Our solution also achieves security against timing attacks, as the execution of the secure algorithm on two different inputs is indistinguishable to the observer. We implement and benchmark our solution on the Sharemind secure computation system. Performance tests show that our privacy-preserving implementation achieves a 99.32% precision within 6.5 seconds on a BIP problem of moderate size. As an application of our algorithm, we consider the problem of securely outsourcing risk assessment of an end user computer environment.
Introduction

Background
Secure computation is a well-known cryptographic tool, where parties can jointly compute a function without revealing their own inputs. The two-party setting was introduced by Yao [34] , and a more general case, secure multi-party computation (SMC), was introduced by Goldreich, Micali, and Wigderson [18] .
SMC is recognized as a useful tool and several applications have been proposed, e.g. privacy-preserving data mining [26] , testing disjointness of private datasets [35] , applications to on-line marketplaces [13] , private stable matching [33] , genome-wide association studies [24] , etc. Especially, due to the recent concern against cyber security incidents, it is desirable to share protection/attack knowledge, whereas such information is usually sensitive. In such a case, SMC comes into effect, e.g., privacy-preserving sharing of network monitoring data has been considered [10] .
In theory, any function can be computed by garbled circuits [34] with oblivious transfer schemes which require heavy costs. However, it is a challenging task to implement an efficient SMC system, since even a simple comparison or scalar product circuit can require a few seconds to complete [29] on standard hardware.
Fully homomorphic encryption (FHE) is a new and promising technique [15] . However, the current implementations of FHE are impractical. For example, Gentry and Halevi have implemented the original Gentry's FHE scheme in [16] . In their implementation, a single bootstrapping operation (which is needed to get the complete homomorphic operation) requires at least 30 minutes (for the large setting). A FHE scheme proposed by Brakerski, Gentry, and Vaikuntanathan (which is known as FHE without bootstrapping) has also been implemented for the evaluation of the AES circuit [17] . However, one AND operation requires from 5 to 40 minutes, making the system impractical.
Our contribution
In this paper, we focus on solving optimization problems on confidential information. Our approach is to adapt genetic algorithms (GAs)-well-known algorithms for computing approximate solutions of the underlying problems-to SMC. GAs are inherently heuristic and are not guaranteed to produce the globally optimal result, nevertheless, they have been proven to yield results good enough for practical use. Since performance overhead added by introducing SMC is remarkable, finding good trade-offs between performance and some other parameters is an interesting research question. GA provides an interesting trade-off between precision and performance-something that has not been extensively treated in the existing literature for SMC algorithms.
We begin by defining privacy in a client-server data processing scenario. Our definition is similar to semantic security definitions for cryptosystems. We then present one secure computation setting that achieves the desired privacy goals. This setting is based on secure multiparty computation using additively homomorphic secret sharing. One of the main challenges that we tackle is security against timing attacks-our privacy definition requires that even the different executions of the secure program are indistinguishable from each other. Stating it otherwise, the program execution flow should not depend on the input data. This is a non-trivial restriction on the implementation of optimization algorithms.
We show how to securely solve (weighted) subset cover problems (SCP) formulated by binary integer linear programming (BIP) problems. We present a BIP algorithm that satisfies our privacy definition, providing indistinguishability of any two algorithm executions. We implemented this algorithm on the Sharemind SMC system [8, 6] . We provide benchmarking results from several algorithm executions with different parameters.
Finally, we consider an application of our SMC to capture the following scenario: a user who has a confidential input vector would like to solve some optimization problem in a outsourcing manner. As a concrete application, we show that our SMC can be applied for outsourced risk evaluation system [32] , where it can be used to propose countermeasures that the user should deploy to reduce risks without releasing its private local information (e.g., OS/software/hardware versions).
Related work
Sakuma and Kobayashi [30] have proposed a secure GA for solving the distributed traveling salesman problem (TSP) in the privacy preserving manner. However, their solution uses an additively homomorphic public key encryption (e.g., the Paillier public key encryption scheme [28] ) in two-party setting. Also, their approach uses Edge Assembly Crossover and is hence specific to TSP and can not directly be used to solve SCP or BIP problems.
SMC based on the Shamir secret sharing scheme was proposed by Ben-Or, Goldwasser, and Wigderson [5] , and secret sharing schemes are recognized as a useful tool for constructing SMC. There are several security definitions of SMC that have been considered. In the semi-honest model, adversaries follow the protocol, but they try to extract useful information, whereas in the malicious model, adversaries can have full control over some parties who may deviate from the protocol. Recently, degradation of both security and corruptions has been considered in [22] , where different security guarantees can be achieved depending on the actual number of corrupted parties. Moreover, a mixed adversary structure, where some of the parties are corrupt actively and some passively has also been recently studied [23] .
As an intermediate security level between passive and active, covert adversaries can be considered [12, 20, 19] . In this setting the parties are willing to actively cheat, but only if they are not caught.
In addition to Sharemind [6] , several SMC frameworks have been constructed so far, e.g., FairplayMP [4] , VMCrypt [27] , TASTY [21] , SEPIA [11] . There are also other secure computation systems based on different techniques like searchable encryption, e.g. BLIND SEER [1] and CryptDB [2] .
2 Privacy-preserving computations
Defining privacy for the user
Consider a distributed computation system with the following parties. C is the user who needs to solve a problem and uses the help of the server S to do that.
Protocol 1: Abstract protocol for server-assisted problem-solving.
Data: C has its problem instance e ∈ E. Result: C gets a solution m from the solution space M . 1 C classifies its inputs and sends them to the server :
C sends eC to S 4 S solves the instance using the appropriate routine rC :
S sends mC to C 7 C declassifies the solution:
However, the server should not learn anything about the particular problem instance, hence we will introduce a classification mechanism that C can use before sending the problem out. Then S will solve the problem in a classified manner, and will send a similarly secured result back to C.
For generality, we do not describe our model in the context of a particular data protection primitive such as encryption. Instead, we categorize data into classified and public categories. Classified values are confidential and must remain secret from the S during the computation. The classification function CLASSIFY() converts the public value x into its classified form. The declassification function DECLASSIFY() converts a classified value to a public one. A pair of classification and declassification functions is sound, if ∀x DECLASSIFY(CLASSIFY(x)) = x .
Protocol 1 presents this general setting from the perspective of the user. We assume that C has access to efficient classification and declassification functions.
The core of Protocol 1 is the classified computation routine r C , taking the classified problem instance e C as input and generating the solution m C as output. The corresponding unclassified version of the solution routine is defined as r(e) = DECLASSIFY(r C (CLASSIFY(e)) .
We have two security requirements for the private problem solving system in Protocol 1-correctness, and oblivious execution. For correctness, we require that when C learns m = r(e) at the end of the process, then m is a solution to the original problem instance.
The solution routine is oblivious, if S does not learn anything about e during the solving process. Note that we assume that S follows Protocol 1 and provides C with an output.
We will now give a privacy definition for the solution routine. The definition follows the real-or-random approach used in IND-CPA-style proofs (see Figure 1 ). We will let the attacker choose the input e and later observe the transcript of the protocol consisting of the output e C of the initial CLASSIFY step and subsequent application of r C . We will denote the transcript corresponding to input e as Transcript(e). Note that by letting the adversary choose the problem instance e we actually allow him to do more than we would assume in reality, where he would be a mere observer of the messages. In the accompanying random world in Figure 1 , the adversary is given a transcript produced on uniformly chosen random input e , and a task of distinguishing between the two worlds.
The function Transcript(e) is defined by the underlying implementation methodology. For example, if the system is implemented by a fully homomorphic encryption scheme, Transcript(e) comprises of all the values that S sees, whereas if the system is implemented by k-out-of-n secret sharing (as will be done in Protocol 2), Transcript(e) comprises of the values seen by up to k servers that make up S. Moreover, the power of the adversary A is also defined according to the underlying implementation methodology. E.g., for fully homomorphic encryption, A should be a probabilistic polynomial-time (PPT) adversary, whereas for a secret sharing scheme, A is allowed to have unconditional power. As Definition 1 is an abstract privacy definition independent of the underlying technology, we need a more specific definition for each implementation. An example of an adapted privacy definition is given in Section 2.2. 
According to Definition 1, we require the constructions for CLASSIFY and r C to be such that an adversary cannot learn anything about the input e of C by seeing e C or executing r C (e C ). We note that the adversary can not have access to the declassification oracle, as it would then be trivial to break privacy. The particular secure computation technique used for implementing the solution routine will have to provide constructions for CLASSIFY, DECLASSIFY and r C so that this assumption holds.
A threshold version of the privacy definition
In Section 2.1 we gave a definition for privacy, but omitted details on how to achieve it. In this section, we will describe how to satisfy this definition using Protocol 2: Server-assisted problem-solving using SMC.
Data: C has its problem instance e ∈ E. Result: C gets a solution m from the solution space M . 1 C shares its problem instance and sends shares to the solving servers:
C sends ei to Si 4 Each Si participates in SMC to find the solution:
Si sends mi to C 7 C reconstructs the solutions from shares:
secret sharing and secure multi-party computation. Alternatively, one could build a secure problem solving system using, for example, homomorphic encryption, garbled circuits or trusted hardware.
SMC requires that we implement the routine as a distributed system, but the same holds for most other cryptographic techniques. Fully homomorphic encryption could be used to create a single-server solution in theory, but currently known protocols are very inefficient in practice [16] . Trusted hardware that provides data protection and anti-tamper guarantees would also be a suitable tool for implementing r C . However, such hardware is still not widely available.
We give an updated privacy definition that allows the problem solving system to be distributed between n parties S 1 , . . . , S n . First, we define the CLASSIFY and DECLASSIFY functions using secret sharing [31] . To classify a value s, we compute its shares s 1 , . . . , s n using the sharing function of the chosen secret sharing scheme and send s i to S i . Similarly, to declassify a value, each S i must send its share of the value to C. The updated protocol is given as Protocol 2.
We use the threshold notion in our security assumption. Namely, we assume that no more than k nodes in the problem-solving system S are corrupted by the adversary. In the context of Definition 1 based on the games in Figure 1 this means that the Transcript available to the adversary will consist of the views of up to k nodes.
To prove that the adversary cannot distinguish between the real and random game, we need to show that in the Transcript, the adversary cannot distinguish 1) the shares of its chosen input from the shares of random input, and 2) the computations performed on these shared inputs. In the next section we will present one specific instantiation of all the required components allowing for the required security proofs.
The Sharemind secure multi-party computation platform
In order to implement the components CLASSIFY, DECLASSIFY and r C , we need to instantiate the abstract secret sharing and share computing engine with a concrete one. For the purposes of this paper, we chose the Sharemind framework for implementing privacy-preserving computations [6] . Sharemind supports the operations that we require for our risk analysis task and the protocols are universally composable, simplifying our privacy proof. Sharemind was chosen for its performance and rapid application development tools [7, 9] . Also, we could obtain the software implementation of Sharemind for conducting practical experiments.
In its current implementation, Sharemind uses three computing nodes (also called miners) working on additively shared 32-bit unsigned integers. To share a value x ∈ Z 2 32 , two random elements x 1 , x 2 ∈ Z 2 32 are generated and the third (uniquely determined) value x 3 ∈ Z 2 32 is selected so that
32 . This is essentially the definition for the CLASSIFY operation. The corresponding DECLASSIFY operation is even simpler -the three shares just need to be added modulo 2 32 . In order to implement the private problem solving function r C we need a number of primitive protocols for addition, multiplication, compare-exchange, etc. The specifications of these protocols and the security proofs can be found in [9, 25] .
All the Sharemind protocols have been designed to withstand a passive attacker who is able to monitor the communications of one computing node out of three. For such an attacker, the Transcript of the protocol will not differ from a random Transcript. More formally, we are using the definition of perfect simulatability given in [6] .
Definition 2. We say that an SMC protocol is perfectly simulatable if there exists an efficient universal non-rewinding simulator S that can simulate all protocol messages to any real-world adversary A so that for all input shares, the output distributions of A and S(A) coincide.
It is additionally proved in [6] that if a perfectly simulatable protocol is appended by a perfectly secure resharing step, we obtain a perfectly secure protocol. Using this result, the paper [9] proves that all the fundamental protocols (multiplication, share conversion, bit extraction, equality, division) used by the current Sharemind engine are secure against one passive adversary. Furthermore, due to universal composability of perfectly secure elementary operations, all the fundamental protocols also remain universally composable. This implies that higher level protocols (such as sorting) retain the property of having the Transcript indistinguishable from the random one. Hence the requirements of Definition 1 are satisfied as long as no intermediate results are declassified. Achieving this presumes that the protocols implemented are data-agnostic, that is, the program flow of the algorithm does not depend on its inputs. Unfortunately, not all efficient algorithms are data-agnostic and we need to select or design algorithms based on this quality. In the following section we will present one approach to implementing a data-agnostic private optimization problem solving function.
Privacy-preserving optimization problem solving
In this Section, we will concentrate on the cheapest subset covering problem. Formally, let Z = {z 1 , z 2 , . . . , z m } be a set of m elements, and let X 1 , X 2 , . . . , X n ⊆ Z be a collection of available subsets of Z. Let us also have a target set T ⊆ Z and our aim is to select some X ij out of the given collection so that the selected sets would cover T , i.e.
T ⊆ j X ij .
Additionally, let every set X i have an associated cost c i ; then our optimization goal is
We will represent the covering restrictions in terms of the incidence matrix A = (a ij ) m,n i,j=1 given by a ij = 1 if z i ∈ X j , and 0 otherwise.
We represent the target set T by its characteristic vector t = (t 1 , t 2 , . . . , t m )
T where t i = 1 indicates that z i ∈ T . As the output, we are required to produce another 0-1 vector x = (x 1 , x 2 , . . . , x n ) T , where x j = 1 indicates that the set X j was selected.
Then the condition (1) translates to
and the optimization goal (2) becomes
where c = (c 1 , c 2 , . . . , c n ) T . Out of the data given to the algorithm, the matrix A and the cost vector c are assumed to be public, but the vectors t and x must remain oblivious. Formulated as such, we have a standard binary integer programming problem (BIP) that have been well-studied and can be solved by branch-and-bound type of algorithms like Balas Additive Algorithm [3] .
However, in order to efficiently prune the search tree, such methods need to make decisions on control bits, and their runs differ on different input data. This behaviour is unwanted in a privacy-preserving algorithm, as the running time of the program could be used to infer details about the private inputs.
Hence, we decided not to choose a branch-and-bound algorithm and take a totally different approach. In this paper, we implement a genetic algorithm for solving the underlying BIP problem. This approach has several advantages. First, we do not have to leak any bits, since the control flow does not depend on the private inputs. Second, a genetic algorithm can be made to run for a predefined number of iterations or a predefined amount of time. On the other hand, genetic algorithms are inherently heuristic and are not guaranteed to produce Choose k fittest for the new generation (x1, x2, . . . , x k ). the globally optimal result. Nevertheless, they have been proven to yield results good enough for practical use.
Genetic algorithms work on generations of individuals. In our case, the individuals are 0-1 vectors x i corresponding to the candidate countermeasure suites. Each generation has k individuals where k is a system-wide configurable parameter. Computation proceeds in iterations, where both the input and output of each iteration is a k-element generation. The general structure of the routine is presented in Algorithm 3.
There are several implementation details to fill in in the basic algorithm. We have to choose the size of the generation, crossover strategy and mutation strategy. Since these parameters depend on each other non-linearly, making the optimal choices is a highly non-trivial task.
For our demo application we ran tests with the size of the generation set to k = 8, 12, 16, 23, 32, and for the number of iterations g = 5, 10, 20. We applied uniform crossover and mutated the bits of individuals also randomly with the probability 2 −s . The last two choices were made because of the need to hide the control flow. Next to the uniform crossover, another frequently used strategy is one-or two-point crossover. However, selecting a few random cutting points has no straightforward implementation in the oblivious setting. At the same time, uniform selection between the parent genes is rather easy to achieve by generating random selection vectors and performing n oblivious choices for each candidate offspring. Similar reasoning applies to the mutation operation as well. In order to flip the bits of individuals with probability 2 −s , we can generate s random bit vectors and multiply them bitwise. In our experiments we set s = 4 giving 6.25% of probability for any bit to be flipped.
The pool of candidates for the next generation consists of k members of the previous generation plus k 2 of their offspring. Since technically, it is simpler to sort 2 t elements, some of the offspring are discarded to get the closest power of two for the pool size. E.g. when k = 8, we get the original pool size 8 + In order to select the k fittest individuals, i.e. the candidate covers with the smallest cost, several steps need to be taken. First, for every candidate vector we need to verify the matrix inequality in Equation 3 , and if it is not satisfied, we obliviously assign a very high cost to this vector. Next, we need to sort all the candidate vectors by the costs. Full sorting is a rather expensive operation, and it is not really needed for the purposes of genetic algorithms. Hence, we decided to implement Swiss tournament sorting. It is known that this sorting method works better in both ends on the sorted array, whereas the middle part is not guaranteed to be linearly ordered [14] . In our case, we obliviously evaluate as much of the Swiss tournament sorting network as is needed for finding the top k elements. However, our experiments show that compared to full sorting, the degradation of the precision of the whole genetic algorithm is rather small, but the gain in computing time is significant.
To conclude the Section, we state and prove the main theorem of the paper. Proof. The proof relies on two main building blocks -privacy of the primitive operations and preservation of the privacy property through composition. In order to implement Algorithm 3, only two primitive operations are needed -addition and multiplication.
Indeed, generating a random initial bitvector for the first generation is a trivial local operation. Crossover can be implemented by multiplying s random bitvectors and then applying oblivious choice as specified in [8] . Mutation operation also needs a biased random vector which can be generated as in the case of crossover, and then applying an XOR operation that can be implemented as
Fitness computation is a simple dot product which only needs addition and multiplication. For sorting, a greater-than primitive and a compare-exchange block are needed. Suitable constructions are found in [8] and [25] . Note that Swiss tournament sorting can be implemented as a sorting network and is hence data agnostic, i.e. the control flow does not depend on the actual values.
Addition of values is a local operation and trivially satisfies Definition 1. A suitable multiplication together with the accompanying privacy proof is given in [9] . The necessary compositionality theorems are given in [6] . This completes the proof.
Next, we will present a concrete application scenario for our optimization framework.
Application scenario: secure service provisioning framework
Our example scenario builds on top of the problem of outsourcing risk assessment computations. In [32] Takahashi et al. have proposed the concept of a risk visualisation and alerting framework. The framework consists of four components.
The user system contains the platform and applications utilized by the user requesting access to an online service. We assume that the user system connects to services over a network and can collect information about its software, hardware and network connection. The service provider is providing users with a service over a network. Each service provider can set security requirements for using the service.
The security authority collects information about threats to software, hardware and networking systems and the respective countermeasures to compile a knowledge base. This knowledge base is used by the risk evaluation system (RES) to help the user system in selecting appropriate countermeasures for securing online transactions.
When a user decides to access an online service, the user system compiles a description of its environment and sends it to the risk evaluation system together with the security expectations. The risk evaluation system determines the security threats that could affect the user's transaction and proposes countermeasures that the user should deploy to reduce risks.
The service provision framework is illustrated in Figure 2 . We refer to [32] for more details.
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User Environment Descrip5on and Security Expecta5ons While the use of this framework enhances the security of online transactions that the user performs, a naïve implementation does so at the expense of privacy, since the user is forced to disclose the information about its vulnerability status to a third, potentially untrusted party.
However, this problem can be solved by applying our secure subset cover computation routine. In terms defined in Section 3, we may view Z = {z 1 , z 2 , . . . , z m } as the set of possible threats against the user system. The sets X i correspond to the possible countermeasures, where z j ∈ X i (i.e. a ij = 1) means that the measure X i is efficient against the threat z j . The input characteristic vector t then refers to all the threats relevant for the particular user, and the output vector x describes a set of countermeasures that, in collection, mitigate all the threats and are together as cheap as the system was able to find within given time. In order to complete real performance tests, we built a model problem, the parameters of which can be found in Appendix A.
Note that our test vectors do not reflect any real environment, and are provided for benchmarking purposes only. The actual parameter values may vary between different real setups and need to be re-evaluated as a part of real risk analysis process. This work remains out of the scope of the current paper.
Practical results
We implemented the risk evaluation system on the Sharemind system. We created a data importer that was used to load the knowledge base into a Sharemind installation. We then developed the described genetic algorithm in the SecreC programming language that is used to implement Sharemind applications. We implemented the oblivious top-k as a new protocol in Sharemind for optimization purposes. We then created a testing application that let Sharemind evaluate the risks on all possible inputs according to the used knowledge base. We also computed all the optimal solutions using Sage and the GNU Linear Programming Kit and used the results as reference values to evaluate the correctness of the private implementation.
The Sharemind system was deployed on three computers running on a local network. The computers contain 12 CPU cores and 48 gigabytes of RAM. However, during experiments we saw that at most two cores per machine were being fully used and the memory usage of Sharemind did not grow over 150 megabytes. It is reasonable to assume such resources, as the Risk Evaluation System will be deployed centrally, on high-performance hardware.
For our performance tests, we selected m = 10 threats and n = 16 countermeasures together with their correspondences and costs as described in Appendix A. We ran the tests for generation sizes k = 8, 12, 16, 23, 32 and number of generations g = 5, 10, 20. For each of the pairs of these values, we determined the percentage of correctly computed optimal costs out of 2 10 = 1024 possible input vectors. We also measured the average execution time. The results are displayed in Table 1 .
We see that in already under 6.5 seconds it is possible to achieve near-perfect performance of the algorithm, and that increasing the size of the generation helps to obtain better precision with much lower cost in time compared to increasing the number of generations. 
Conclusions and future works
After the first introduction of the SMC concept in early 1980s, continuous research efforts have been carried out to take this concept to practical applications. The current paper also contributes to this research. One of the main problems when trying to implement practical SMC systems is the prohibitive performance overhead. This paper considers one possible trade-off to address this problem, namely relaxing the precision requirements in order to achieve better running time of the algorithms. One setting where such a trade-off makes sense are the optimization problems. Even then, not all the optimization methods are suitable for implementing using SMC mechanisms. Most notably, the method should be data-agnostic.
In this paper, we considered weighted subset covering problems and constructed a genetic algorithm to solve them. We implemented this algorithm on top of the Sharemind SMC engine and benchmarked on the model problem of secure outsourced risk analysis. Our results show that on moderate size problems, genetic algorithm running on Sharemind can have excellent precision in reasonably fast running time, with many possible trade-offs.
Genetic algorithms are by far not the only method for solving optimization problems. It is an interesting future research target to develop privacy-preserving versions of other well-known approaches (gradient descent, simulated annealing, ant colony optimization, etc.).
On the other hand, weighted subset covering problem is rather general and it has many other possible application areas (e.g. determining suitable treatment for a patient without revealing his/her exact medical condition). Deploying our algorithms to solve these problems and improving their performance remain the subjects for future research as well.
A Description of the experimental setup
For our tests, we selected m = 10 threats and n = 16 countermeasures together with their correspondences and costs, having some typical network services in mind (e.g. social networking service, on-line banking, electronic commerce, and on-line storage service). We considered the following threats: Based on the expert knowledge of the authors, we then selected the matrix of correspondence between the threats and countermeasures (see Table 2 ) and the vector of countermeasure costs (see Table 3 ). 
