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Scientific abstract
The symmetry properties of quantum variational principles are considered. Euler-Poincare´ reduction
theory is applied to the Dirac-Frenkel variational principle for Schro¨dinger’s dynamics producing new
variational principles for the different pictures of quantum mechanics (Schro¨dinger’s, Heisenberg’s and
Dirac’s) as well as for the Wigner-Moyal formulation. In addition, new variational principles for mixed
states dynamics have been formulated. The already known geometric characterization of quantum mech-
anics on the complex projective space PH is shown to emerge naturally from the Euler-Poincare´ vari-
ational principle. Semidirect-product structures are seen to produce new variational principles for Dirac’s
picture.
On the other hand, the variational and Hamiltonian approach to Ehrenfest expectation values dy-
namics is proposed. In the Lagrangian framework, the quantum variational principle for Schro¨dinger’s
dynamics is extended to account for both classical and quantum degrees of freedom. First, it is shown
that the mean field model of any quantum mechanical system can be derived from a classical-quantum
Euler-Poincare´ Lagrangian on the direct sum Lie algebra of the Heisenberg and unitary groups. Then,
the semidirect-product structure (named Ehrenfest group), is constructed using the displacement oper-
ator from the theory of coherent quantum states (i.e. the unitary action of the Heisenberg group on the
space of wavefunctions). New classical-quantum equations for Ehrenfest’s expectation values dynamics
are derived redefining the mean-field model Euler-Poincare´ Lagrangian on the Lie algebra of the Ehrenfest
group. In the Hamiltonian framework, first expectation values of the canonical observables are shown to
be equivariant momentum maps for the unitary action of the Heisenberg group on quantum states. Then,
the Hamiltonian structure for Ehrenfest’s dynamics is shown to be Lie-Poisson for the Ehrenfest group.
The variational formulation is then given a corresponding Hamiltonian structure. The classical-quantum
Ehrenfest dynamics equations produce classical and quantum dynamics as special limit cases.
In the particular case of Gaussian states, expectation values couple to second order moments, so
that GS are completely characterized by first and second moments. When the total energy is computed
with respect to a Gaussian state, higher moments can be expressed in terms of the first two, so that the
moment hierarchy closes for Gaussian states. Second moments are shown to be equivariant momentum
maps for the action of the symplectic group on the space of Wigner functions. Eventually, Gaussian
states are shown to possess a Lie-Poisson structure on the Jacobi group. This structure produces an
energy-conserving variant of a class of Gaussian moment models that have appeared in the chemical
physics literature.
Keywords and AMS Classification Codes:
Euler-Poincare´, Lie-Poisson, Ehrenfest theorem, Gaussian state, Wigner-Moyal formulation,
applied mathematics, mathematical physics, chemical physics
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Lay summary
Geometric formulations of quantum dynamics have been attracting much attention over the last
decades, opening several modern perspectives: for example, Fubini-Study geodesics have been
introduced in Grover’s quantum search algorithms and in time-optimal quantum control, while
the holonomy features arising from the quantum geometric phase and its non-Abelian extensions
have been proposed in quantum computation algorithms.
This thesis uses reduction by symmetry within quantum dynamics to provide the underlying
geometric structures of several quantum variational principles, for different pictures of quantum
mechanics. The already known geometric setting for pure states dynamics, has been shown to
emerge naturally from the reduction process with the sole assumption of unitary evolution of the
quantum states. At the same time, this reduction process has provided interesting insights: for
example, in the Lagrangian framework, from the geometric point of view, the Schro¨dinger’s and
Heiseberg’s pictures of quantum mechanics, are seen as the quantum equivalents of the Eulerian
and convective frames in rigid body mechanics.
On the other hand, the interplay of quantum and classical degrees of freedom is a topical
research subject. In particular, in the field of chemical physics and molecular dynamics the
consistent formulation of classical-quantum models remains an outstanding issue. This thesis
provides a geometric formulation for an elementary system coupling classical and quantum
degrees of freedom. The idea behind this formulation is to combine Ehrenfest dynamics for
the expectation of the canonical variables with the Liouville or Schro¨dinger’s equation for the
quantum degrees of freedom. From the Lagrangian side, two approaches have been considered:
on one hand, the classical and quantum variables have been left to evolve separately, recovering
the mean-field model equations for a classical-quantum system. On the other hand, a new
semidirect-product structure has been constructed and fully characterised, recovering a new set
of coupled equations (depending both on the classical and quantum degrees of freedom), which
produce classical and quantum dynamics as special limit cases. The new coupled equations
provide a new insight into the interplay between classical and quantum dynamics. In addition,
Ehrenfest classical-quantum dynamics have also been characterized as a Lie-Poisson system.
Last, Gaussian states dynamics have also been given a Lie-Poisson formulation, producing
a new energy-conserving version of Gaussian moment models already appearing in the chemical
physics literature.
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1
Quantum mechanics and its geometric formulation
This chapter comprises a brief introduction to quantum mechanics with a special emphasis on
its geometric features. The dynamics of pure states is approached from a variational as well
as Hamiltonian perspective. The property of unitary evolution of quantum states provides a
geometric characterization of quantum states evolution in terms of Lie group actions (in partic-
ular the unitary group), which possesses associated momentum maps, thus granting mappings
between the spaces of quantum states and the dual of the Lie algebra allowing for a Lie-Poisson
formulation. The more general mixed states are also introduced, as well as the dynamics of
expectation values via Ehrenfest theorem. A brief section on the treatment of the spin (a purely
quantum property of states) is also included. The purpose of this section is to present the geo-
metric treatment of the spin, so that one realises that the results presented in this thesis can
be easily extended to account for systems with spin. Finally, special attention has been given
in introducing the Wigner-Weyl formalism for the description of quantum mechanics in phase-
space, which will become a crucial tool in deriving the Hamiltonian structures that characterize
Ehrenfest dynamics of expectation values and Gaussian quantum states.
1.1. Pure quantum state dynamics
Physical states in quantum mechanics are divided into two main categories, pure states and
mixed states. While we shall leave the discussion of mixed states for later, this section focuses
on the definition of pure quantum states and their evolution in time.
Quantum states and observables. According to the general postulates of quantum mech-
anics, a quantum system is in a pure state if it can be completely characterized by a unit vector
ψ (the quantum state itself), in a complex Hilbert space H . This Hilbert space is generally
infinite dimensional and this poses several relevant questions about convergence (see for example
1
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section 1.4 in [1], or [2]). In this thesis, we shall not dwell upon convergence issues and we will
assume suitable boundary conditions ensuring convergence when necessary.
Physical observables are identified with Hermitian operators acting on the Hilbert space
H . These operators may or may not depend on time depending on the specific description
adopted in each case under study. Three main descriptions (usually referred to as pictures) of
quantum mechanics are available: in the Schro¨dinger picture the quantum state ψ evolves in
time while observable operators are fixed, while the converse happens in the Heisenberg picture.
On the other hand, the Dirac picture is a combination of the two. As we shall see, this thesis
provides a new geometric variational formulation of these three pictures in terms of Euler-
Poincare´ reduction. While the Heisenberg and Dirac pictures are illustrated in the following
sections, here we shall focus on the Schro¨dinger picture.
The dynamics of a pure quantum state is given by a linear evolution equation of the type
ψ˙ = ξψ, for some linear map ξ :H →H . The normalization condition (||ψ||2 = 1) is preserved
if ξ is a skew Hermitian operator. The general form of Schro¨dinger’s equation is
i~ ψ˙(t) = Ĥψ(t) . (1.1)
Here, ~ is Planck’s constant while Ĥ is a linear, Hermitian operator on H associated to the
energy of the system. This Hamiltonian operator is constructed as a function of the operators
(q̂, p̂) corresponding to the canonical observables (q,p) on phase-space. In the general case,
the Hamiltonian Ĥ can be explicitly time-dependent to account for a time varying external
potential. In most of this thesis, we shall consider time-independent Hamiltonians while the
extension to the time-dependent case can be approached by standard methods.
The evolution of a pure quantum state can be readily found upon integrating (1.1) by using
the exponential map method, thereby leading to
ψ(t) = e−i~
−1Ĥtψ0 , (1.2)
where ψ0 = ψ(0) is a fixed initial condition. This evolution clearly shows that the pure states
undergo unitary evolution given by the propagator U(t) = e−i~−1Ĥt, as it arises from the fact
that iĤ is skew-Hermitian. This unitary evolution property, confers quantum dynamics an
intrinsic geometric characterization in terms of unitary transformations. Indeed, since unitary
transformations comprise a Lie group structure, one can immediately establish connections with
Lie theory. In this thesis, these connections are exploited by using general structures in the field
of geometric mechanics [3] such as momentum maps and reduction by symmetry.
Wavefunctions. Equation (1.1) can be written in different fashions depending on the basis
in H that is adopted. Historically the most celebrated basis is given by the set of eigenvectors
1.1. Pure quantum state dynamics 3
of the position operator q̂i (in each spatial direction denoted by i = 1, 2, 3, such that one has
the vector of operators denoted by q̂ = (q̂1, q̂2, q̂3)). In this context, one can use efficiently the
bra-ket notation introduced by Dirac [4], so that the eigenvalue equation for q̂i is written as
q̂i|x〉 = xi|x〉 . (1.3)
Here, |x〉 = |x1, x2, x3〉 is the eigenket labelled by the three eigenvalues xi of the operators q̂i,
and satisfies simultaneously the three equations in (1.3). The eigenkets |x〉 are nondegenerate
and form an orthogonal basis in the Hilbert space [5]. Its adjoint is denoted by |x〉† = 〈x| and
the normalization condition for kets of this type is given by
〈x|y〉 = δ3(x− y) = δ(x1 − y1)δ(x2 − y2)δ(x3 − y3) ,
and the resolution of the identity is ∫
|x〉〈x| d3x = 1 .
By using completeness of the basis and upon denoting the state vector ψ by |ψ〉, we can write
|ψ〉 =
∫ +∞
−∞
d3x 〈x|ψ〉 |x〉 , (1.4)
where 〈x|ψ〉 denotes the inner product between |x〉 and |ψ〉. One is then led to define the
wavefunction as
ψ(x) = 〈x|ψ〉 , (1.5)
to be interpreted as the probability amplitude such that its square modulus |ψ(x)|2 becomes the
probability density to find the system at the point with coordinate x.
In this basis, operators onH act on wavefunctions in L2(R3) in terms of the so-called matrix
elements 〈y|Â|x〉 emerging from the relation Â = ∫ d3x d3y |y〉〈y|Â|x〉〈x|, where Â is any linear
operator on H . Then, the action of an arbitrary operator on a wavefunction is given by
(Âψ)(x) =
∫
d3y 〈x|Â|y〉〈y|ψ〉 . (1.6)
For example, by equation (1.6) the action of the position operator q̂i on an arbitrary wavefunction
is
(q̂iψ)(x) =
∫
d3y 〈x|q̂i|y〉〈y|ψ〉 =
∫
d3y yi〈x|y〉ψ(y)
=
∫
d3y yiδ3(x− y)ψ(y) = xiψ(x) ,
where we used the orthogonality of the basis |x〉, so that one can conclude that the matrix
elements of the position operator are defined by
〈x|q̂i|y〉 = yi δ3(x− y) .
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Similarly, for the momentum operator acting as
(p̂iψ)(x) = −i~∇xψ(x) , (1.7)
the matrix elements read
〈x|p̂i|y〉 = −i~∇xδ3(x− y) .
In this framework, the trace of a trace-class operator Â is given, formally, by
Tr(Â) =
∫
d3x 〈x|Â|x〉 .
Notice that the position and momentum operators q̂, p̂ are not trace-class operators, while
the projection operator (see later discussion, Remark 1.5) ρψ = ψψ
† with matrix elements
〈x|ψψ†|y〉 = ψ(x)ψ(y) is a trace-class operator with Tr(ρψ) = ||ψ(x)||2 = 1.
At this point, one can write the Schro¨dinger’s equation (1.1) into its configuration space
representation. For a general potential that depends on the position operator V (q̂), one writes
the Hamiltonian operator in terms of the canonical operators (q̂, p̂) as
Ĥ =
p̂2
2m
+ V (q̂) . (1.8)
Then, Schro¨dinger’s wave equation is obtained by projecting (1.1) over the eigenvectors |x〉:
i~
∂
∂t
ψ(x, t) = − ~
2
2m
∇2xψ(x, t) + V (x)ψ(x, t) . (1.9)
The arguments in this section have shown how dealing with normalized wavefunctions or
with unit vectors in a Hilbert space is formally equivalent: equations (1.4) and (1.5) explicitly
present the correspondence between the Hilbert space of ket vectors (or simply state vectors
ψ) and the Hilbert space of wavefunctions. These two Hilbert spaces, though distinct, are
considered isomorphic. As anticipated earlier, we shall always assume that the wavefunction has
a suitable behaviour at the boundaries to ensure convergence where needed. In particular, we
invoke convergence of expectation values which are introduced in the next section.
Expectation values. The average measured value of an observable is given by the expectation
value of its associated Hermitian operator when the system is at the state ψ. Mathematically,
expectation values are function(al)s on H defined by
〈Â〉ψ := 〈ψ|Âψ〉 ∈ R , (1.10)
According to standard quantum theory, the outcome of an experimental measure of an observable
A is necessarily one of the eigenvalues of the corresponding operator Â, so that the wavefunction
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of the system “collapses” to one of the eigenstates of Â. Measurement theory is one of the most
delicate topics in quantum mechanics and we shall not delve into the major problems that are
connected to it, rather we shall focus on the dynamics of the expectation values i.e. the mean
values of infinite series of measurements.
As we have seen previously, the dynamics of the state of a quantum system is given by
Schro¨dinger’s equation (1.1), whose solutions involve finding the eigenfunctions of the energy-
eigenvalue problem (not always easy to find). In some systems, the evolution of expectation
values might be sufficient (for physical purposes), since one has access to the average outcomes
of an observable. The evolution of the expectation value of an arbitrary operator Â(t), that might
depend on time explicitly, is easily computed by differentiating (1.10) and using Schro¨dinger’s
equation (1.1), so that it reads
d
dt
〈Â〉ψ = i~−1〈[Ĥ, Â]〉ψ +
〈
∂Â
∂t
〉
ψ
, (1.11)
where [·, ·] is the commutator between the operators (i.e. [Â, B̂] = ÂB̂ − B̂Â). From (1.11),
an observable whose associated time-independent operator commutes with the Hamiltonian Ĥ,
is a conserved quantity of the system. For time independent Hamiltonians, conservation of
energy is immediate, since the total energy of the system is given by the expectation value of
the Hamiltonian (i.e. H = 〈Ĥ〉ψ).
The evolution of the expectation values of the canonical operators, Ẑ = (q̂, p̂), is then given
by
d
dt
〈Ẑ〉ψ = i~−1〈[Ĥ, Ẑ]〉ψ . (1.12)
This is Ehrenfest’s theorem [6]. Particularly, for a general Hamiltonian of the form (1.8), equa-
tions (1.12) become
d
dt
〈q̂〉ψ = 〈p̂〉ψ
m
,
d
dt
〈p̂〉ψ = −〈∇xV (q̂)〉ψ . (1.13)
These equations are the exact Ehrenfest equations, and although it is usually stated that
they are analogous to Hamilton’s equations of classical mechanics, this is in general not true
[7]. As it happens, for the right hand side of the second equation of (1.13) one has that
〈∇xV (q̂)〉ψ 6= ∇xV (〈q̂〉ψ). Only in the special case that the Hamiltonian Ĥ is quadratic in
(q̂, p̂), does Ehrenfest’s theorem exactly return the equations
d
dt
〈q̂〉ψ = 〈p̂〉ψ
m
,
d
dt
〈p̂〉ψ = −∇xV (〈q̂〉ψ) , (1.14)
which indeed characterize the evolution of the expectation values 〈Ẑ〉ψ as classical motion
d〈Ẑ〉
dt
= J∇H(〈Ẑ〉ψ) , (1.15)
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where J is the canonical Poisson tensor Jij = {ζi, ζj}c, with ζ = (q,p) as the phase-space
coordinate and {·, ·}c is the classical Poisson bracket {f, g}c = ∂qf · ∂pg − ∂qg · ∂pf . Ehrenfest
dynamics has recently been considered from a geometric perspective [8] and in this thesis similar
geometric methods are used to identify its Hamiltonian structure. The key idea has been to
work with the Wigner-Moyal formulation of Ehrenfest’s theorem in phase-space which will be
introduced later in this chapter.
Uncertainty. The statistical nature of measurements in quantum mechanics leads to consider
expectation values as the average outcome of an infinite series of measurements, and its ex-
pression is given by (1.10), which depends on the state in which the system is prepared. For
the purpose of this section, expectation values will be denoted as A = 〈Â〉ψ, for an arbitrary
operator Â. The dispersion (or uncertainty) of the outcomes of the measurements is given, from
statistical theory, by the standard deviation (σA). The variance (i.e the deviation squared σ
2
A),
is defined as usual by
σ2A = 〈(Â−A)2〉ψ . (1.16)
and shows, mathematically, that the measurements that produce no dispersion (i.e the outcome
will always yield a single result with total probability (σ2A = 0)), will only occur when ψ is an
eigenstate of Â. To illustrate this, one can define the state φ = Âdψ, where Âd is the Hermitian
operator given by
Âd = Â−A , (1.17)
such that the variance (1.16) reads
σ2A = 〈Â†dÂd〉ψ = 〈ψ|Â†dÂdψ〉 = 〈φ|φ〉 .
Then, the variance vanishes, if and only if φ = 0, that is, if Âψ = Aψ, so that ψ is an eigenstate
of Â.
The generalized uncertainty relation places lower bounds on the product of the deviations of
two observables and is given by the following theorem:
Theorem 1.1. Consider two arbitrary Hermitian operators Â and B̂, and denote their expect-
ation values by 〈Â〉ψ := A and 〈B̂〉ψ := B respectively. Then, the product of their deviations σA
and σB satisfies
σAσB ≥ 1
2
|〈[Â, B̂]〉ψ| . (1.18)
Relation (1.18) shows, mathematically, that two observables cannot, in principle, be simul-
taneously determined with total accuracy, if the operators that describe them do not commute.
To show how the commutator emerges in the uncertainty relation, we follow the approach to
the general proof provided in [9].
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Proof. First, one defines the state φ = F̂ψ, where F̂ in the (non-Hermitian) operator given by
F̂ = Â + iλB̂, and λ is a real number. Then, from the positivity of the norm, one has the
following relation
||φ||2 = 〈φ|φ〉 = 〈(Â− iλB̂)(Â+ iλB̂)〉ψ = 〈Â2〉ψ + iλ〈[Â, B̂]〉ψ + λ2〈B̂2〉ψ ≥ 0 . (1.19)
From (1.19), the norm has a minimum at
λ0 = − i
2
〈[Â, B̂]〉ψ
〈B̂2〉ψ
,
such that the norm of the state φ at λ0 is given by
||φ||2λ0 = 〈Â2〉ψ +
1
4
〈[Â, B̂]〉2ψ
〈B̂2〉ψ
≥ 0 .
Then, it follows from above the relation
〈Â2〉ψ〈B̂2〉ψ ≥ −1
4
〈[Â, B̂]〉2ψ . (1.20)
At this point, one realises: (i) due to the Hermiticity of the operators Â and B̂ one has
[Â, B̂] = [Âd, B̂d] = [Â−A, B̂ −B] ,
and (ii) from relation (1.19), the expectation value 〈[Â, B̂]〉ψ is a purely imaginary quantity.
Then, the generalised uncertainty relation arises by rewriting (1.20) with the following change
of operators Â→ Â−A and B̂ → B̂ −B:
〈(Â−A)2〉ψ〈(B̂ −B)2〉ψ ≥ −1
4
|〈[Â, B̂]〉ψ|2 , (1.21)
which proves (1.18). 
Remark 1.2. In particular, for the canonical operators (q̂, p̂) with [q̂i, p̂j ] = i~δij, the inequality
(1.18), becomes the well known Heisenberg’s uncertainty relation
σqσp ≥ ~
2
. (1.22)
Quantum states that are closest to the classical ones are the states that minimize Heisenberg’s
uncertainty principle. It will be shown (see Section 1.5.), that these are the so-called coherent
states, whose wavefunction is a Gaussian wavepacket (i.e. the modulus square of its wave
function corresponds to a Gaussian probability distribution).
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1.2. Variational and Hamiltonian formulation of pure quantum dynamics
Schro¨dinger’s equation (1.1) possesses a variational formulation that was first exploited by Dirac
and Frenkel [10] and reads as
δ
∫ t2
t1
〈ψ(t), i~ψ˙(t)− Ĥψ(t)〉 dt = 0 , (1.23)
where 〈·, ·〉 ∈ R is the duality pairing defined as the real part of the Hermitian inner product
〈A,B〉 = Re〈A|B〉 , 〈A|B〉 = Tr(A†B) ,
for a pair of vectors or operators (A,B) ∈H . It is immediate to verify that (1.1) arises as the
Euler-Lagrange equation associated to (1.23): for an arbitrary Lagrangian of the form L(ψ, ψ˙),
the Euler-Lagrange equation arises from δS = 0 of the action
S(ψ, ψ˙) =
∫ t2
t1
L(ψ, ψ˙) dt = 0 . (1.24)
The variations of S are given by
δS =
〈
∂S
∂ψ
, δψ
〉
+
〈
∂S
∂ψ˙
, δψ˙
〉
=
∫ t2
t1
〈
− d
dt
∂L
∂ψ˙
+
∂L
∂ψ
, δψ
〉
+
d
dt
〈
∂L
∂ψ˙
, δψ
〉
dt
with δψ vanishing at the endpoints, so that one has the Euler-Lagrange equation
− d
dt
∂L
∂ψ˙
+
∂L
∂ψ
= 0 . (1.25)
Denoting the Dirac-Frenkel (DF) Lagrangian by
L(ψ, ψ˙) = 〈ψ(t), i~ψ˙(t)− Ĥψ(t)〉 , (1.26)
with partial derivatives given by
∂L
∂ψ
= i~ψ˙ − 2Ĥψ , ∂L
∂ψ˙
= −i~ψ , (1.27)
it is immediate that the Euler-Lagrange equation (1.25) is, in fact, Schro¨dinger’s equation (1.1).
The case of a time-dependent Hamiltonian operator can be easily treated by using the general
theory of time-dependent Lagrangians.
The integrand of the DF action is similar to the formula for the Legendre transform when
one writes (1.26) as
L(ψ, ψ˙) = 〈ψ, i~ψ˙〉 −H(ψ) ,
where the Hamiltonian function is given by the expectation value of the operator Ĥ (i.e. H(ψ) =
〈ψ|Ĥψ〉). In this case, the Euler-Lagrange equation is expressed as
2i~ψ˙ =
δH
δψ
= 2Ĥψ .
1.2. Variational and Hamiltonian formulation of pure quantum dynamics 9
Remark 1.3. The DF action principle is simply the quantum correspondent of the classical
Hamilton’s principle on phase-space
δ
∫
(p · q˙ −H(p, q)) dt = 0 , (1.28)
so that ~〈ψ, idψ〉 is the analogue of p·dq, which is the canonical one form in classical mechanics.
Since H is a symplectic vector space, pure quantum dynamics can be expressed in Hamilto-
nian form as a Poisson bracket relation. The time derivative of an arbitrary function F (ψ) with
functional derivative given as usual by
δF =
〈
δF
δψ
, δψ
〉
,
defines the Poisson bracket as follows:
F˙ (ψ) =
〈
δF
δψ
, ψ˙
〉
=
〈
δF
δψ
,
−i
2~
δH
δψ
〉
=
1
2~
〈
i
δF
δψ
,
δH
δψ
〉
,
and by using the relation Im〈ψ1|ψ2〉 = 〈iψ1, ψ2〉 one has (see e.g. [11])
F˙ (ψ) =
1
2~
Im
〈
δF
δψ
,
δH
δψ
〉
=: {F,H} . (1.29)
Proposition 1.4. For two arbitrary operators F̂ and Ĝ, the expectation value of the commutator
is the Poisson bracket of the expectation values:
{〈F̂ 〉ψ, 〈Ĝ〉ψ} = 1
i~
〈[F̂ , Ĝ]〉ψ . (1.30)
Proof. The proof is immediate since the expectation value of an operator is defined as a func-
tion(al) on H by F = 〈F̂ 〉ψ = 〈ψ|F̂ψ〉, with gradient given by δF/δψ = 2F̂ψ. Substituting into
(1.29) one has:
{〈F̂ 〉ψ, 〈Ĝ〉ψ} = 1
2~
Im
〈
δF
δψ
,
δH
δψ
〉
=
1
2~
Im〈2F̂ψ|2Ĝψ〉
=
1
i~
(
〈F̂ψ|Ĝψ〉 − 〈Ĝψ|F̂ψ〉
)
=
1
i~
〈ψ|[F̂ , Ĝ]ψ〉 = 1
i~
〈[F̂ , Ĝ]〉ψ ,
which completes the proof.
The Dirac-Frenkel variational formulation depicted above conserves ||ψ||2 but does not en-
force the normalization condition ||ψ||2 = 1, a fact of utmost importance in the probabilistic
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interpretation of quantum mechanics (i.e. the conservation of total probability). This can be
seen as follows: for an arbitrary quantum system, characterised by any Hamiltonian of the form
H(ψ) = 〈Ĥ〉ψ, the expectation value of the identity operator Î (i.e. Îψ = ψ), is given by
I(ψ) = ||ψ||2. By equation (1.30) one has that I(ψ) Poisson-commutes with the Hamiltonian,
{I(ψ), H(ψ)} = 1
i~
〈[Î , Ĥ]〉ψ = 0 ,
therefore I(ψ) = ||ψ||2 is a conserved quantity of the system. The normalisation condition, arises
from the fact that ||ψ||2 is interpreted as the total probability of finding the particle anywhere on
the space, so that one must have
∫ +∞
−∞ ψ(x)ψ(x)dx = 1, i.e. ||ψ||2 = 1. Then, in this framework,
the state ψ is chosen to be normalised such that the conservation of total probability holds.
Dirac-Frenkel with constraint. One can impose the normalisation condition in the vari-
ational principle such that it reads [12]
δ
∫ (
L(ψ, ψ˙) + λ (||ψ(t)||2 − 1)
)
dt = 0 , λ ∈ C\{0} , (1.31)
where L :H → R, is the DF Lagrangian in (1.26). This variational principle produces a version
of Schro¨dinger’s equation on the unit sphere S(H ) as its Euler-Lagrange equation
− d
dt
∂L
∂ψ˙
+
∂L
∂ψ
+ 2λψ = 0 ,
and introducing the partial derivatives (1.27), it becomes the projective Schro¨dinger’s equation,
i~ψ˙ = Ĥψ + λψ , (1.32)
which was obtained by Kibble [13], the first to produce a geometric approach to pure quantum
dynamics as a Hamiltonian system, not on H but on the manifold of pure states (see below).
Notice that the new term λψ in (1.32) generates an arbitrary phase factor, since the solution
reads
ψ(t) = e−i~(Ĥ+λÎ)tψ0 , (1.33)
where Î is the identity operator, and λ should be real in order to preserve the normalisation
condition. This implies that a full family of unit vectors in the Hilbert space (ψ ∈ S(H ) where
S(H ) := {ψ ∈ H | ||ψ||2 = 1}), defined up to a phase factor (eiϕ ∈ U(1)), describes the same
physical pure state. That is, for two vectors ψ and φ = eiϕψ on H , the phase difference has no
physical significance, since the probability densities of both vectors satisfy
||φ||2 = 〈φ|φ〉 = 〈eiϕψ|eiϕψ〉 =
∫
ψ(x)ψ(x) = ||ψ||2 ,
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and computing the expectation value of an arbitrary operator Â, w.r.t the state vector ψ and
the state vector φ, yields the same result:
〈Â〉φ = 〈φ|Âφ〉 = 〈eiϕψ|Â eiϕψ〉 = 〈ψ|Âψ〉 = 〈Â〉ψ .
Then, ψ 7→ eiϕψ is regarded as the phase symmetry given by the action of U(1) on state
vectors. It follows that the manifold of pure quantum states is actually given by the quotient
space S(H )/U(1) := PH , the projective Hilbert space, which is a symplectic manifold. Here
we obtained Kibble’s picture by introducing the normalisation condition as a constraint in DF
variational principle.
Quantum dynamics on the projective Hilbert space. The map pi : S(H ) → PH is
the canonical projection which sends a unit vector ψ ∈ S(H ) to the complex line it spans. The
points on PH are the equivalence classes pi(ψ) := [ψ], such that ψ ∼ eiϕψ with ϕ ∈ R, and
will be denoted by the projection operator associated to ψ, that is [ψ] = ρψ := ψψ
† (see Remark
1.5). Indeed, equation (1.32) can be written in the form of a projective equation:
Pψ(i~ψ˙ − Ĥψ) = 0 , (1.34)
where Pψ := (I − ψψ†) is the orthogonal projection operator. Expanding (1.34) yields
(I − ψψ†)(i~ψ˙ − Ĥψ) = 0
i~ψ˙ − Ĥψ − (i~〈ψ|ψ˙〉 − 〈ψ|Ĥψ〉)ψ = 0 .
Renaming the third term as λ = i~〈ψ|ψ˙〉 − 〈Ĥ〉ψ, one can write (1.34) in the form
i~ψ˙ − Ĥψ − λψ = 0 ,
where 〈ψ|ψ˙〉 is purely imaginary while the expectation value 〈Ĥ〉ψ = 〈ψ|Ĥψ〉 is always real, and
therefore λ ∈ R, and the normalisation condition is preserved.
Remark 1.5. The projection operator. A quantum pure state is then completely described
by the projection operator associated to the vector ψ ∈H defined as
ρψ := ψψ
† , (1.35)
and interpreted as the tensor product ρψ = ψ ⊗ ψ, independent of the phase of ψ.
From the definition (1.35), the projection operator is (i) Hermitian, (ii) positive semi-definite,
(iii) has unit trace and is (iv) idempotent:
(i) ρ†ψ = ρψ , (ii) ρψ ≥ 0 , (iii) Tr(ρψ) = 1 , (iv) ρ2ψ = ρψ .
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By the cyclic property of the trace, property (iii) is equivalent to the normalization condition
(||ψ||2 = 1). One can then write the expectation value of an arbitrary operator Â, in terms of
ρψ, as
〈Â〉ψ = 〈ψ|Âψ〉 = Tr(ρψÂ) , (1.36)
where the projection operator ρψ is the probability density, which contains all the statistical
information to compute measurements of any observable on a system prepared on the state ψ.
The dynamics of a pure state described by the projector operator ρψ is easily derived by
differentiating (1.35) and using Schro¨dinger’s equation (1.1) such that
i~ρ˙ψ = [Ĥ, ρψ] . (1.37)
This is the quantum Liouville equation.
The evolution of the density operator follows from the unitary evolution of the state vector
ψ such that
ρψ(t) = U(t)ρψ0U
†(t) , (1.38)
where we have defined ρψ0 := ψ0ψ
†
0, as the projection operator at the initial time, with ψ0 = ψ(0).
The advantage in using the projection operator ρψ to describe a pure state resides in its phase
independence. While there exists a full family of unit vectors in the Hilbert space H , defined up
to a phase, that describe the same physical pure state ( i.e. by the set {φ ∈ S(H )/∃α ∈ C\{0} : φ = αψ}),
the projection operator ρψ uniquely describes it.
To summarize, a pure quantum state admits different descriptions: in general, quantum
states are described by vectors ψ ∈ H (or wavefunctions ψ(z) ∈ L2(Rn)) and their evolution
is given by Schro¨dinger’s equation (1.1). When taking into account the normalization condition
||ψ||2 = 1, one realises that the actual space of quantum states is S(H ), and in this case the
evolution is given by the projective Schro¨dinger’s equation (1.32). The phase invariance property
defines the manifold of pure states as PH , so that a quantum state is uniquely described by the
projection operator ρψ ∈ PH and its dynamics are given by Liouville-von Neumann equation
(1.37).
Hamiltonian formulation. Schro¨dinger’s projective dynamics admits a Hamiltonian formu-
lation in terms of a Poisson bracket relation since PH is a symplectic manifold. The Poisson
bracket on PH can be easily derived from (1.29) as follows. The points on PH are the equival-
ence classes denoted by the projection operator ρψ = ψψ
† that defines the map ψ 7→ ψψ†, where
a vector ψ ∈ S(H ) is mapped to the complex line spanned by it. For an arbitrary function F
on H , one can write F (ψ) = F˜ (ρψ), and via the chain rule one has
δF
δψ
= 2
δF˜
δρψ
ψ . (1.39)
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Taking, for example, the total energy H(ψ) = 〈Ĥ〉ψ, one writes H(ψ) = H˜(ρψ), as
H(ψ) = 〈ψ|Ĥψ〉 = ReTr(ψψ†Ĥ) = 〈ρψ|Ĥ〉 = H˜(ρψ) ,
with δH/δψ = 2Ĥψ and δH˜/δρψ = Ĥ, so that (1.39) holds. The expression for the Poisson
bracket on PH is derived by inserting the chain rule (1.39) into (1.29):
{F,G} = 1
2~
Im
〈
δF
δψ
,
δG
δψ
〉
=
1
2~
〈
i
δF
δψ
,
δG
δψ
〉
=
1
2~
〈
i2
δF˜
δρψ
ψ, 2
δG˜
δρψ
ψ
〉
By the cyclic property of the trace, one rewrites the pairing above as
{F,G} = 1
~
〈
2iψψ†,
1
2
(
δF˜
δρψ
δG˜
δρψ
− δG˜
δρψ
δF˜
δρψ
)〉
,
where the term δF˜ /δψ δG˜/δψ, has been projected against the skew-Hermitian operator iψψ† =
iρψ ∈ u(H )∗ (i.e. the dual of the Lie algebra of U(H )), such that the new Poisson bracket
reads
{F˜ , G˜}(ρψ) =
〈
i~−1ρψ,
[
δF˜
δρψ
,
δG˜
δρψ
]〉
u(H )∗×u(H )
, (1.40)
which is Lie-Poisson1 on u(H )∗. This is quite straightforward to see. By hermiticity of the
projection operator ρψ, one has that iρψ is skew-Hermitian and so is iĤ. Recall that the space
of skew-Hermitian matrices, denoted by u(H ) is the Lie algebra associated to the Lie group
of unitary matrices U(H ). Therefore, setting µ = i~ρψ, such that δF/δµ = i~−1δF/δρψ, the
Poisson bracket obtained in (1.40) is the minus Lie-Poisson bracket given by equation (A.6) in
the appendix.
The equations of motion with respect to the Lie-Poisson bracket (1.40) are computed by
considering an arbitrary function F (ρψ) such that
F˙ (ρψ) =
〈
δF
δρψ
, ρ˙ψ
〉
,
while
F˙ = {F,H} =
〈
i~−1ρψ,
[
δF
δρψ
,
δH
δρψ
]〉
=
〈
δF
δρψ
, −i~−1
[
δH
δρψ
, ρψ
]〉
.
Therefore, since F is arbitrary and the pairing is non-degenerate, the dynamics of the projection
operator is given by
i~ρ˙ψ =
[
δH
δρψ
, ρψ
]
, (1.41)
1Details on Lie-Poisson systems can be found in the Appendix A
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and recalling that H(ρψ) = 〈Ĥ〉ρψ , one may write it as the familiar quantum Liouville-von
Neumann equation
i~ρ˙ψ = [Ĥ, ρψ] . (1.42)
Indeed, equation (1.41) (or (1.42)) can be written as coadjoint motion on u∗. Let ξ, η ∈ u(H ),
(that is ξ† = −ξ and η† = −η). The coadjoint action on u∗(H ) is given by ad∗ξ µ = −[ξ, µ], via
the following computation:〈
ad∗ξ µ, η
〉
= 〈µ, adξ η〉 = 〈µ, [ξ, η]〉 = 〈− [ξ, µ] , η〉 ,
where η ∈ u(H ) is arbitrary. Setting again µ = i~ρψ, such that δH/δµ = i~−1δH/δρψ the
corresponding equation (A.5) becomes
d(i~ρψ)
dt
= + ad∗
i~−1 δH
δρψ
(i~ρψ) = −
[
i~−1
δH
δρψ
, i~ρψ
]
=
[
δH
δρψ
, ρψ
]
= [Ĥ, ρψ] .
The map ψ 7→ −i~ρψ is related to the action of the unitary group on the Hilbert space
U(H ), given by the unitary evolution property of quantum states. This mapping is an example
of a momentum map associated to a Lie group action on a Poisson manifold. It is a general
fact [3], that equivariant momentum maps are Poisson maps between a Poisson manifold and
the dual of the Lie algebra associated to the group G. In the next section we introduce the
notion of momentum map, which is one of the most important objects in geometric mechanics,
and its properties which are directly related to the conserved quantities of the system. We will
see that the fact that −i~ρψ is a momentum map, allows for the derivation of the Lie-Poisson
bracket (1.40) from the Poisson bracket on H given by (1.29).
Momentum maps for Schro¨dinger’s dynamics. The definition of a momentum map is
that of a purely geometric object and is associated to a particular G−action on a Poisson
manifold. They are one of the most important geometric objects employed in this thesis, in
particular in Chapters 3 and 4.
Definition 1.6. [3] Given a Poisson manifold (P, {·, ·}P ), and a group G with Lie algebra g
that acts on P by canonical transformations, there exists a map J : P → g∗, such that
{F, 〈J(z), ξ〉} = ξP (F ) , ∀z ∈ P , ∀ξ ∈ g , (1.43)
where F(P ) is an arbitrary function on P and ξP : P → TP , is the vector field given by the
infinitesimal generator of the G-action
ξP (z) =
d
dt
∣∣∣∣
t=0
(exp(tξ)z) , ∀z ∈ P , ∀ξ ∈ g .
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Essentially, for every ξ ∈ g, the pairing 〈J, ξ〉 generates the vector field ξP given by the
infinitesimal action of the group G on P . In a sense, the momentum map J(z) can be seen as
the generator of the canonical transformations associated to a G−action.
In the particular case that the Hamiltonian of the system is invariant under the G-action,
(i.e the Hamiltonian H : P → R satisfies H(gz) = H(z) for all g ∈ G and z ∈ P , such that
ξP (H) = 0) the momentum map J associated to G, is a conserved quantity of the system
(Noether’s theorem).
Another important property of momentum maps is equivariance:
Proposition 1.7. A momentum map J : P → g∗ associated to the G−action on a Poisson
manifold P (denoted by Φg(z), g ∈ G, z ∈ P ), is said to be equivariant if
J(Φg(z)) = Ad
∗
g−1(J(z)) (1.44)
for every z ∈ P . For equivariant momentum maps J, the following diagram commutes:
P
J - g∗
P
Φg
? J - g∗
Ad∗g−1
?
Then, equivariant momentum maps define a Poisson isomorphism that identifies the Poisson
structure on the Poisson manifold with the Lie-Poisson bracket on the dual of the Lie algebra
of the group G
(P, {·, ·}P )→ (g∗, {·, ·}g∗) .
The equivariance property of momentum maps is extensively used in this thesis, in particular in
Chapter 3 and Chapter 4.
Equation (1.43) provides the general definition of momentum map considering a G−action
on a Poisson manifold. In the case that the group G acts on a symplectic vector space (V, ω)
carrying a (symplectic) G−representation, the momentum map J(z) is given by
2〈J(z), ξ〉 := ω(ξV (z), z) , ∀z ∈ V ,∀ξ ∈ g , (1.45)
Here, g denotes the Lie algebra ofG, ξV (z) denotes the infinitesimal generator of theG−representation
and 〈·, ·〉 is the natural duality pairing on g∗ × g (here, g∗ is the dual vector space of g).
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While the reader is referred to [14, 15, 3] for further explanations on momentum maps, here
we specialize the definition (1.45) to the Hilbert space of wavefunctions, endowed with the
standard symplectic form ω(ψ1, ψ2) = 2~ Im〈ψ1|ψ2〉 (here, 〈ψ1|ψ2〉 :=
∫
ψ¯1(x)ψ2(x) d
3x). A
momentum map associated to a unitary G−representation on the quantum state space is the
map J(ψ) :H → g∗ given by
〈J(ψ), ξ〉 := ~ 〈iξ(ψ)|ψ〉 , (1.46)
where ξ(ψ) is the infinitesimal generator of a group action Φg(ψ) (with g ∈ G).
The first momentum map one encounters in quantum mechanics arises from the property of
unitary evolution of quantum states (1.2): the whole group of unitary transformations U(H )
acts, linearly and symplectically (i.e. the symplectic form is preserved under the action of the
unitary group), on H via ΦU (ψ) = Uψ, for any U ∈ U(H ). The corresponding momentum
map J :H → u∗ is given by
〈J(ψ), ξ〉 = ~〈iξψ, ψ〉 , (1.47)
where the infinitesimal action is ξ(ψ) = ξψ, such that
J(ψ) = −i~ψψ† = −i~ρψ . (1.48)
This momentum map is equivariant, that is,
J(ΦU (ψ)) = −i~UρψU † = Ad∗U†(−i~ρψ) = Ad∗U−1(J(ψ)) ,
and therefore,
(H , {·, ·}) J(ψ)- (u(H )∗, {·, ·}u(H )∗)
justifying the validity of the derivation of the Lie-Poisson structure (1.40) from the Poisson
brackets (1.29), via the chain rule when considering F (ψ) = F˜ (ρψ).
Another immediate momentum map in quantum mechanics, arises when one restricts to
consider only phase transformations, so that the U(1) group acts onH by the action ψ 7→ eiϕψ,
where ϕ ∈ S1. The infinitesimal generator is now given by ξ(ψ) = iξψ where, in this case,
ξ ∈ R. Then, by (1.47), the momentum map associated to phase transformations is the total
probability up to an ~ factor:
J(ψ) = −~||ψ||2 . (1.49)
Remark 1.8. For convenience, one may consider to define the U(1)−action on ψ by ψ 7→ ei~ϕψ,
where ϕ ∈ S1 (incorporating Planck’s constant ~ into the action itself), so that the infinitesimal
generator is given by ξ(ψ) = i~ξψ with ξ ∈ R and the momentum map is simply the total
probability:
J(ψ) = −||ψ||2 .
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1.3. Mixed state dynamics
The previous sections dealt with the basic concepts in quantum mechanics focusing on pure
states (i.e. states that can be described by unit vectors on a complex Hilbert space H , with
total certainty that the system is at such state). This section approaches the so-called mixed
states. In certain cases, there is a statistical uncertainty, in the sense that one does not have
all the information to determine in which state the system is prepared. In such situations, it
is said that the system is in a mixed state, to be understood as a statistical ensemble of pure
states with no information about the actual “real” composition of such distribution of states.
This type of states cannot be described by vectors or wave functions, since the probability of
finding the particle at a point x is unknown. These more general states are described by density
operators, mathematical objects that contain all the information to calculate the outcome of any
statistical measurement for a given quantum system, either if it is prepared in a pure or mixed
state.
Any quantum state (either pure or mixed) is completely described by an operator ρ :H →
H which is Hermitian (ρ† = ρ), positive-definite (ρ ≥ 0), satisfies 0 ≤ Tr(ρ2) ≤ 1, and is of
trace class with unit trace Tr(ρ) = 1, which contains all the statistical information to determine
the probabilities of the outcomes of any measurement in a quantum system via the expectation
value
〈Â〉 = Tr(ρÂ) , (1.50)
for an arbitrary observable described by Â. In the particular case that the density operator ρ
describes a pure state ψ, the density operator is the projection operator ρ = ρψ, so that ρ is
idempotent and Tr(ρ2) = 1 (as an if and only if statement). This property is usually invoked as
a purity test when, given an arbitrary density operator ρ, one wishes to determine if it describes
a pure or a mixed state.
The dynamics of a mixed state described by the density operator is given by Liouville-Von
Neumann equation
i~ρ˙ = [Ĥ, ρ] , (1.51)
and undergoes unitary evolution
ρ(t) = U(t)ρ0U
†(t) ,
where U(t) = e−i~−1Ĥt and ρ0 is a fixed initial condition ρ0 = ρ(0).
1.4. Quantum mechanics in phase-space
The formulation of quantum mechanics on (the classical) phase-space is the result of a collective
effort of the independent work of several scientists at the beginning of the twentieth century.
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The main contributors were Weyl and Wigner, who set the foundations of this formulation,
and later Moyal [16] and Groenewold [17], who completed the framework. As an overview, it
was Weyl who established the correspondence between phase-space functions and Hilbert space
operators via what it is currently known as the Weyl correspondence (or Weyl map). On the
other hand Wigner defined the Wigner function as a probability density to calculate corrections
to classical thermodynamic averages. It was realised later that his function was the inverse of
the Weyl map for the density operator ρ, and we will refer to it as the Wigner transform. On
the other hand Groenewold worked out that the product between Hilbert space operators was
the ?-product of their phase-space correspondent functions. Hence, the correspondence between
classical Poisson brackets on phase-space to commutators of operators on H is due to him.
Moyal, on the other hand, provided a statistical interpretation of quantum dynamics, working
with expectation values with respect to a probability density function which turned out to be
the Wigner distribution. He also provided the time evolution of Wigner functions through a
deformation of the canonical Poisson brackets into Moyal brackets.
This section summarises the Wigner-Weyl formalism for the description of quantum mech-
anics on phase-space, that will be used later in this thesis. The Wigner-Weyl mathematical
formalism will be introduced first, for arbitrary operators Â, B̂ ∈ L(H ), as well as the Groe-
newold correspondence and Moyal product and bracket. Then, this framework will be used to
present the phase-space formulation of quantum mechanical systems and its dynamics.
The notation that will be used thorough the thesis is introduced: the classical phase-space
coordinate will be denoted by ζ := (q,p), while the canonical operators will be denoted by
Ẑ = (q̂, p̂) ∈ L(H ). The use of x will be reserved for the configuration-space variable when
working on the L2(Rn) realisation ofH , that is, the space of wavefunctions (i.e. ψ(x) = 〈x|ψ〉).
Weyl correspondence. The Weyl formalism associates functions on the classical phase-space
to operators on a Hilbert space. For an arbitrary linear operator Â ∈ L(H ), the corresponding
phase-space function is given by the Wigner transform, which is the map W : Â 7→ a(ζ), given
by
W(Â) := 1
(2pi~)3
∫
d3x
〈
q +
x
2
∣∣∣Â∣∣∣ q − x
2
〉
e−
ip·x
~ . (1.52)
This can be inverted by using the Weyl map given by W−1 : a(ζ) 7→ Â. More explicitly, one
has:
W−1(a) =
∫
d3q d3x d3p
∣∣∣q + x
2
〉
a(q,p)e
ip·x
~
〈
q − x
2
∣∣∣ . (1.53)
In the literature, a phase-space function a(ζ) associated to the operator Â given by (1.52), is
often referred to as the Weyl symbol of Â (see [7, 18] for example).
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In this setting, the trace of an operator is given, in terms of its symbol, by
Tr(Â) =
1
(2pi~)3
∫
d6ζ a(ζ) . (1.54)
The following property of the Wigner-Weyl correspondence between operators and their phase-
space correspondents is extensively used in this thesis:
Proposition 1.9. For any two arbitrary operators Â, B̂, with their phase-space correspondent
functions denoted by W(Â) = a(ζ) and W(B̂) = b(ζ), one has
Tr(AˆBˆ) = (2pi~)3
∫
d6ζ a(ζ) b(ζ) . (1.55)
Proof. The R.H.S of the trace property (1.55) can be written as∫
d6ζ a(ζ) b(ζ) =
∫
d6ζ W(Â)W(B̂) ,
and using the definition of the Wigner transform (1.52) directly above yields∫
d6ζ a(ζ) b(ζ) =
∫
d6ζ
1
(2pi~)6
∫
d3x 〈q + x/2 |Â |q − x/2〉 e− ip·x~
∫
d3x′ 〈q + x′/2 |B̂ |q − x′/2〉 e− ip·x
′
~
=
1
(2pi~)6
∫
d6ζ d3x d3x′ 〈q + x/2 |Â |q − x/2〉 〈q + x′/2 |B̂ |q − x′/2〉 e− ip·(x+x
′)
~
Integrating over p yields∫
d6ζ a(ζ) b(ζ) =
1
(2pi~)3
∫
d3q d3x d3x′ δ(x+ x′) 〈q + x/2 |Â |q − x/2〉 〈q + x′/2 |B̂ |q − x′/2〉
and integrating again, this time over x′ yields∫
d6ζ a(ζ) b(ζ) =
1
(2pi~)3
∫
d3q d3x 〈q + x/2 |Â |q − x/2〉 〈q − x/2 |B̂ |q + x/2〉 .
At this point one introduces the change of variables u = (q+x/2), v = (q−x/2), such that one
has ∫
d6ζ a(ζ) b(ζ) =
1
(2pi~)3
∫
d3ud3v 〈u |Â |v〉 〈v |B̂ |u〉
=
1
(2pi~)3
∫
d3u 〈u |ÂB̂ |u〉
=
1
(2pi~)3
Tr(ÂB̂) ,
which completes the proof. 
Proposition 1.9 will be referred to as the trace property and is directly related to the lone
star lemma property of the ?-product, which is introduced in (1.56).
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The Moyal product. The Weyl correspondent of the product of Hilbert space operators is
given by the Moyal product (a.k.a. star product), such that
ÂB̂ =W−1(a ? b) , or a ? b =W(ÂB̂) .
for any two operators Â, B̂ with a(ζ) = W(Â), b(ζ) = W(B̂). Despite its name, the Moyal
product was discovered by Groenewold [17] and was presented in his doctoral thesis for the first
time and is defined as
f ? g = f(q, p) exp
(←−
∂ q
i~
2
−→
∂ p −←−∂ p i~
2
−→
∂ q
)
g(q, p) , (1.56)
for any two phase-space functions f(ζ), g(ζ), where the differential operators
←−
∂ ,
−→
∂ act in the
direction in which the overhead arrow is pointing to, that is on f(q, p) and g(q, p) respectively
[19]. To illustrate how this differential arrow notation works, consider
f
←−
∂ qg = g ∂qf , f
−→
∂ qg = f ∂qg , f
←−
∂ q
−→
∂ pg = ∂pg ∂qf .
Equation (1.56) involves exponential functions of differential operators, and therefore can be
expressed in terms of displacements in phase space as
f ? g = f
(
q +
i~
2
−→
∂ p, p− i~
2
−→
∂ q
)
g(q, p) = f(q, p) g
(
q − i~
2
←−
∂ p, p+
i~
2
←−
∂ q
)
. (1.57)
Expanding any of the expressions above yields the Moyal product expressed in terms of the
Poisson bivector (here Π = J) as
f ? g = fg +
i~
2
Jij (∂if) (∂jg)− ~
2
8
JijJkm (∂i∂kf) (∂j∂mg) + . . . . (1.58)
and more particularly, one has
f?g = fg+
i~
2
[
(∂qf) (∂pg)−(∂pf) (∂qg)
]−~2
8
[ (
∂2qf
) (
∂2pg
)−(∂q∂pf) (∂p∂qg)−(∂p∂qf)+(∂2pf) (∂2qg) ]+· · · .
Notice that relation (1.58) implicitly defines the Moyal product as the deformation of the point-
wise product of functions in phase-space, that is f ? g = fg+O(~) and it satisfies the following
properties:
(i) Non-commutativity. f ? g 6= g ? f
(ii) Associativity. f ? (g ? h) = (f ? g) ? h
(iii) Identity. f ? 1 = 1 ? f = f
(iv) Conjugation. f ? g = g ? f
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(v) Lone star lemma
∫
dζ f ? g =
∫
dζ fg =
∫
dζ gf =
∫
dζ g ? f
where property (v) is the trace property (1.55) [19].
Then, the Moyal bracket between phase-space functions is defined, essentially, as the anti-
symmetric part of the star product:
{{f, g}} := 1
i~
(f ? g − g ? f) = 1
i~
[f, g]? , (1.59)
where [f, g]? := f ? g − g ? f . The commutator between operators relates to the Moyal bracket
between phase-space functions via the Groenewold correspondence [17]:
{{a, b}} := 1
i~
W
(
[Aˆ, Bˆ]
)
. (1.60)
The Moyal bracket (1.59) is bilinear and satisfies the Jacobi identity, but does not satisfy Leibnitz
rule (i.e. it is not a derivation), hence it does not identify a Poisson structure (it defines a Lie
bracket structure). Notice that, from (1.58), the Moyal bracket can be seen as a deformation of
the classical Poisson bracket in phase-space {f, g}c = ∂xf ·∂pg−∂pg ·∂xf , carrying the quantum
non commutative deviation (of order O(~2)), that is
{{f, g}} = {f, g}c +O(~2) , (1.61)
Proposition 1.10. Whenever one of the two phase-space functions is a quadratic polynomial in
the phase-space coordinates ζ = (q,p), the Moyal bracket becomes the classical Poisson bracket.
Proof. Consider any two phase-space functions f, g, such that f is a quadratic polynomial of
the form
f = ζ · Sζ + α · ζ , with S ∈ Sym(2n) , α ∈ R2n .
Then, the Moyal bracket (1.59), expanding the ?−product by (1.58) reads
i~ {{f, g}} = i~
2
(
Jkl (∂kf)(∂lg)− Jkl (∂kg)(∂lf)
)
− ~
2
8
(
Jkl Jmn (∂k∂mf)(∂l∂mg)− Jkl Jmn (∂k∂mg)(∂l∂nf)
)
since f is quadratic and higher order derivatives vanish. The ~ term becomes the canonical
Poisson bracket for any two phase-space functions. On the other hand, the ~2 term vanishes:
expanding this term, with f = ζiS
i
jζ
j + αiζ
j , one has
−~
2
8
(
Jkl Jmn (∂k∂mf)(∂l∂ng)− Jkl Jmn (∂k∂mg)(∂l∂nf)
)
=
= −~
2
8
(
Jkl Jmn (δmiSijδkj + δkiSijδmj)(∂l∂ng)− Jkl Jmn (δniSijδlj + δliSijδnj)(∂k∂mg)
)
= −~
2
8
(
Jkl Jmn (δmiSijδkj + δkiSijδmj)(∂l∂ng)− JlkJnm(δmiSijδkj + δkiSijδmj)(∂l∂ng)
)
= 0 ,
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where δrm is the Kronecker delta and, in the last step, we have exchanged the subindexes m↔ n
and l↔ k in the second term, since it is just a matter of notation. Then, the O(~2) term vanishes
when any of the two phase space functions is a quadratic polynomial in ζ, so that
{{f, g}} = ∇f · J∇g = {f, g}c .
and the proposition is proved. 
The Weyl correspondence together with the Moyal product and Moyal bracket comprise the
technical foundations of the phase space formalism of quantum mechanics. Up until now, a
quantum state has been represented either by an abstract state ψ ∈H or a wavefunction ψ(x)
(in the case of pure states), or by a density operator (in the case of mixed states). The phase-
space correspondent of the density operator, which is called the Wigner function, is yet another
way to represent a quantum state, this time in phase space.
The Wigner function. The Wigner function, which will be denoted by W (ζ), is the Wigner
transform associated to the density operator ρ (i.e. W (ζ) =W(ρ)) and reads:
W (ζ) :=
1
(2pi~)3
∫
d3x
〈
q +
x
2
| ρ | q − x
2
〉
e−
ip·x
~ . (1.62)
Since the density operator is Hermitian (i.e. ρ† = ρ), the Wigner function is real. Recall that in
the case of a pure state, the density operator is the projection operator ρψ = ψψ
†, and therefore
its Wigner transform (for pure states) can also be written as
W (ζ) =
1
(pi~)3
∫
d3x ψ(q + x)ψ(q − x)e− 2ip·x~ . (1.63)
Remark 1.11. Given a Wigner function W (ζ), it represents a pure state ( i.e. W (ζ) =W(ρψ)),
if and only if
W = (2pi~)3W ?W , (1.64)
which corresponds to the pure states condition of the density operator ρ2ψ = ρψ in phase-space.
The statistical notion of the phase-space approach, comes from the normalisation condition
for the density operator Tr(ρψ) = 1, which its Weyl correspondent gives the total probability
condition ∫
dζW (ζ) = 1 ,
where W (ζ) is interpreted as a probability density distribution (in the classical sense), although
it may take negative values. For this reason, it is said that the Wigner function is a quasi-
probability distribution, whose negative values are due to microscopic phenomena [16] (i.e.
uncertainty principle in disguise).
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At this point, one can write the expectation value of an arbitrary operator Â ∈ L(H ) in
terms of its phase-space correspondent a(ζ), by averaging it with respect to W (ζ), that is
〈Â〉W =
∫
d6ζ W (ζ)a(ζ) , (1.65)
where the subscript 〈·〉W has been used to emphasize that the expectation value has been
computed by averaging a(ζ) = W(Â) with respect to the state given by W (ζ) (i.e. writing
〈Â〉W will be equivalent to write 〈a(ζ)〉).
Dynamics in phase-space. The evolution of a quantum state ψ ∈ H(R2n) is given by
Schro¨dinger’s equation (1.1) or by Liouville-von Neumann equation (1.51) when the state is
described by the density operator ρ. In the phase-space formulation, quantum states are de-
scribed by Wigner functions (i.e. W (ζ) such that W(ρ) =: W (ζ)), and therefore the evolution
of W (ζ) is given by the phase-space correspondent of Liouville-von Neumann equation, which
is called the Moyal’s equation [16] and reads
∂
∂t
W (ζ) = {{H(ζ),W (ζ)}} , (1.66)
where H(ζ) := W(Ĥ), the symbol of the Hamiltonian operator Ĥ and {{·, ·}} denotes Moyal’s
bracket (1.59).
Theorem 1.12. The space of functions in phase-space is a Poisson manifold endowed with the
following Poisson bracket:
{F,G}(W ) =
∫
W (ζ)
{{
δF
δW
,
δG
δW
}}
d6ζ , (1.67)
for any two F,G ∈ Den(R2n). This Poisson structure already appeared in [20], although here it
is derived, from first principles, that is from the Liouville Poisson bracket (4.15).
Proof. As it was shown previously (see equation (1.40)), Schro¨dinger’s projective dynamics
admits a Hamiltonian formulation in terms of the Lie-Poisson bracket on u(H )∗, which returns
Liouville-von Neumann equation and reads
{F,G}(ρ) =
〈
i~−1ρ,
[
δF
δρ
,
δG
δρ
]〉
, (1.68)
where the pairing is the Hermitian pairing 〈Â, B̂〉 = ReTr(Â†B̂), for any two linear operators
Â, B̂ ∈ L(H ), which in the case of (1.68), this pairing is always real since both operators are
skew-hermitian. The phase-space correspondent of the Poisson structure in (1.68), given by
(1.70), can be derived as follows. First, one writes (1.68) as a trace relation:
{F,G}(ρ) = Tr
(
−i~−1ρ
[
δF
δρ
,
δG
δρ
])
.
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By the trace property (1.55), the expression above can be written as
{F,G}(ρ) =
∫
−i~−1 W(ρ)W
([
δF
δρ
,
δG
δρ
])
d6ζ ,
which, by Groenewold correspondence (1.60), becomes
{F,G}(ρ) =
∫
W(ρ)
{{
W
(
δF
δρ
)
, W
(
δG
δρ
)}}
d6ζ , (1.69)
where {{·, ·}} denotes the Moyal bracket (1.59). The Wigner transform of the density operator
is simply the Wigner function (i.e. W(ρ) = W (ζ)), and the functional derivative of an arbitrary
function(al) F (ρ), by its definition, satisfies
δF (ρ) =
〈
δF
δρ
, δρ
〉
= ReTr
(
δF
δρ
δρ
)
= Re
∫
W
(
δF
δρ
)
W(δρ) d6ζ =
〈
W
(
δF
δρ
)
, δW (ζ)
〉
,
such that
W
(
δF
δρ
)
=
δF
δW
.
Then, expression (1.69) becomes
{F,G}(W ) =
∫
W (ζ)
{{
δF
δW
,
δG
δW
}}
d6ζ , (1.70)
which completes the proof. 
Moyal’s equation (1.66), describes the dynamics of the Wigner distribution that characterizes
a quantum state (either pure or mixed) in phase-space, and it is the phase-space correspondent
of Liouville’s equation (1.51). The dynamics of expectation values, described by Ehrenfest’s
theorem (1.12), possesses a phase-space equivalent that reads
d
dt
〈ζ〉 = 〈{{ζ, H}}〉 ,
where 〈ζ〉 := ∫ ζW (ζ, t)d6ζ are the expectation values in phase space. At this stage, we recall the
fundamental property of the Moyal bracket of two phase-space functions stated in Proposition
1.10: Moyal bracket becomes the canonical Poisson bracket whenever one of these functions is
a second degree polynomial in phase-space. Consequently, {{ζ, H}} = {ζ, H}c, and the Wigner-
Moyal formulation of Ehrenfest’s theorem reads
d
dt
〈ζ〉 = 〈{ζ, H}c〉 , (1.71)
which coincides with classical expectation value dynamics, except for the fact that the averages
are computed with respect to the quantum Wigner distribution W (ζ) (whose evolution accounts
for quantum non-commutativity).
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Remark 1.13. As a last note, in the phase-space formulation of quantum mechanics, Heisen-
berg’s uncertainty relation is preserved. We address the reader to the discussion in [21], where
it is shown how Heisenberg’s uncertainty relation
σqσp ≥ ~
2
.
arises for moments of the Wigner function W (ζ).
1.5. Coherent and Gaussian states
In Chapter (4), Gaussian states are shown to possess a Lie-Poisson structure associated with a
semidirect-product group, which is called the Jacobi group. This section introduces the main
features of Gaussian states, and in particular coherent states (as a subset of the wider class of
Gaussian states), for its applications on the fields of chemical physics and quantum optics.
The set of (canonical) coherent states (CCS) were first discovered/derived by Schro¨dinger [22]
in 1926 when looking at the transitions from quantum to classical dynamics (i.e. looking for
solutions of Schro¨dinger’s equation that satisfy the correspondence principle). In certain sense,
they are the set of quantum states that are the closest to the classical ones. This means that
a coherent state, is a pure quantum state ψ that minimizes Heisenberg’s uncertainty relation
(1.22).
It can be shown that minimum uncertainty states are Gaussian states, i.e. quantum states
whose probability densities are Gaussian functions. First, one takes a minimum uncertainty
state ψ, so that it must satisfy
σqσp =
~
2
,
with σ2q = 〈(q̂ − q)2〉ψ and σ2p = 〈(p̂ − p)2〉ψ, where the expectation values have been denoted
by q = 〈q̂〉ψ and p = 〈p̂〉ψ. The minimum uncertainty state ψ must satisfy the normalization
condition ||ψ||2 = 〈ψ|ψ〉 = 1 as well. Therefore, the problem of finding such a state, reduces to
minimizing the functional
U = 〈(q̂ − q)2〉ψ〈(p̂− p)2〉ψ + ν(||ψ||2 − 1) , (1.72)
where ν acts as a Lagrange multiplier. Computing the variations of (1.72) gives
δU = 2σ2p〈δψ|(q̂ − q)2ψ〉+ 2σ2q 〈δψ|(p̂− p)2ψ〉+ 2ν〈δψ|ψ〉
so that the minimization problem reduces to the differential equation
δU
δψ
=
(
(q̂ − q)2
σ2q
+
(p̂− p)2
σ2p
− 2
)
ψ = 0 , (1.73)
26 1.5. Coherent and Gaussian states
where the canonical operators in the configuration representation are q̂ = x and p̂ = −i~∇x.
The normalized solution of (1.73) is of the form
ψ(x) = (2piσ2q )
− 1
4 e
(
− (x−q)2
4σ2q
+i
p·(x−q)
~ +i
q·p
2~
)
, (1.74)
which can be rearranged in the form of a unitary operator U˜h acting on a fixed initial state
ψ0 ∈H , which turns out to be a Gaussian wavepacket:
ψ(x) = e−i
p·q
2~ ei
p·x
~ (2piσ2q )
− 1
4 e
− (x−q)2
4σ2q︸ ︷︷ ︸
ψ0(x−q)
= U˜hψ0(x) , (1.75)
with the initial state ψ0 being a Gaussian wavepacket of the form
ψ0(x) = (2piσ
2
q )
− 1
4 e
− x2
4σ2q .
Taking into consideration the phase invariance property of quantum states (i.e. ψ(x) = e−iϕψ(x)),
one adds a phase factor such that the quantum state in (1.75) is equivalent to
ψ(x) = e−i
ϕ
~ U˜hψ0(x) = Uhψ0(x) , (1.76)
where Uh := e
−iϕ~ U˜h is the unitary operator corresponding to the unitary action of the Heisen-
berg group (which will be denoted by H(R2n)) of phase-space translations on the Hilbert space
of wave functions. This is the action Φ(z,ϕ) : H(R2n)×H →H , and is given by(
Φ(z,ϕ)(ψ0)
)
(x) := e−i
ϕ
~ e−i
p·q
2~ ei
p·x
~ ψ0(x− q) , (1.77)
for any element h = (z, ϕ) ∈ H(R2n), and z = (q,p). This is Perelomov’s [23] approach to
coherent states, which are defined as the set of quantum states ψ ∈H of the type
ψ(x) := Uhψ0(x) ,
where ψ0 is any fixed state in H . Then, one can say that coherent states are characterized
by the orbits of the Heisenberg group on H . While details on the Heisenberg group can be
found in Appendix B.3., it is appropriate to include the remark below emphasizing the role of
the Heisenberg group in coherent states theory.
Remark 1.14. The Heisenberg group. The action of the Heisenberg group plays an import-
ant role in the semiclassical approach to quantum mechanics [7]. The action of the Heisenberg
group represents translations in phase-space: given a point on phase-space z = (q,p), for any
element (h, ϕ) ∈ H(R2n), one has
Φ : H(R2n)× R2n → R2n Φ(h,ϕ)(z) = z + h ,
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and given a phase-space density f(z), the action is(
Φ(h,ϕ)f
)
(z) = f(z− h) ,
where the minus sign has been chosen by convention so that the classical expectation values signs
are consistent, i.e. given a distribution function g(z) =
(
Φ(h,ϕ)f
)
(z) one has
〈z〉g =
∫
z g(z) d2nz =
∫
z f(z− h) d2nz = h +
∫
z f(z) d2nz = h + 〈z〉f .
In quantum mechanics, although the quantum state can be represented by wavefunctions either in
configuration space or momentum space, but not both, what the Heisenberg group moves around
the phase-space are the expectation values. As one recalls, the expectation values of the canonical
operators 〈Ẑ〉ψ, with Ẑ = (q̂, p̂), can be thought of as points on phase-space. Considering a state
φ = Uhψ with h = (z, ϕ) ∈ H(R2n), characterized by the action of the Heisenberg group, one
has that the expectation values satisfy
〈Ẑ〉φ = 〈φ|Ẑφ〉 = 〈ψ|U †hẐUhψ〉 = 〈U †hẐUh〉ψ = 〈Ẑ + hI〉ψ = 〈Ẑ〉ψ + h ,
so that effectively, one is moving them around in phase-space (see Lemma 3.2 for the proof of
the step 〈U †hẐUh〉ψ = 〈Ẑ+hI〉ψ above). Note that when the Heisenberg group acts on a coherent
state ( i.e. a pure Gaussian state that minimizes uncertainty), it produces another coherent state
with different expectation values. For this reason, we wil usually consider normalized Gaussian
states ( i.e. 〈Ẑ〉 = 0), since any other Gaussian can be easily normalized by applying an action
of the Heisenberg group.
One can show [24, 18] that the Wigner function (1.62) of a Gaussian state, is a Gaussian
function of the form
G(ζ, t) =
N√
det Σ(t)
exp
(
− 1
2~
(ζ − z(t)) · Σ(t)−1(ζ − z(t))
)
, (1.78)
where N is a normalising factor and ~Σ = ~(〈ζζ〉 − 〈ζ〉〈ζ〉) is the covariance matrix.
The question of which covariance matrices are associated to genuine Gaussian quantum states
was addressed in [7] for wavepackets and in [25,26] for more general mixed states. We emphasize
that the expression (1.78) incorporates the Wigner transform of Gaussian wavepackets [27, 28]
as a special case.
1.6. Quantum systems with spin
Schro¨dinger’s equation describes the dynamics of a quantum state (non-relativistic) but does not
consider the spin, the intrinsic angular and magnetic moment associated to elemental particles.
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The mathematical formalism for a (non-relativistic) spin-12 system was developed by Pauli [29],
in the context of Schro¨dinger’s equation, introducing (Pauli) spinor wavefunctions, introduced
by Cartan (republished in [30]), and the use of its homonymous matrices.
Pauli matrices. The group SU(2) of 2× 2 unitary matrices with unit determinant, comprise
a double cover of the group of rotations SO(3). This means that while every element of SO(3)
is determined by a vector v ∈ R3 and an angle of rotation θ about v, both pairs (v, θ) and
(−v,−θ) represent the same rotation. This is precisely the idea behind the spin, and the group
SU(2) provides the mathematical framework to work with this choice of spin. Notice that in
higher dimensions, for any SO(n) there is a unique simply connected 2:1 covering group, called
the spin group, denoted by Spin(n). In particular Spin(3) = SU(2) [3]. In this brief introduction,
we will only focus on spin-12 systems.
Now, consider a matrix U ∈ SU(2), such that UU † = I and det(U) = 1. Let the curve
U(t) ∈ SU(2) such that U(0) = I and denote U˙(0) = ξ ∈ su(2). Differentiating the first
condition yields
d
dt
(
UU †
)
= 0 =
d
dt
(
U †U
)
=⇒ U˙U † + (U˙U †)† = 0 ,
so that the tangent map at the identity for the SU(2) matrices (i.e. the Lie algebra su(2)) is
given by the set of 2× 2 skew-Hermitian traceless matrices. Differentiating det(U), via Jacobi’s
formula, one can prove the traceless condition for the elements ξ ∈ su(2)
d
dt
det(U) = Tr(adj(U)U˙) = 0 ,
where adj(U) denotes the adjugate (i.e. the transpose of the cofactor matrix of U), which for
unitary matrices satisfies adj(U) = det(U)U †, so that the expression above becomes
0 =
d
dt
det(U) = Tr(U †U˙) .
Typically, su(2) is endowed with the orthogonal basis {iσ1, iσ2, iσ3}, with the σi matrices
given by
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
, (1.79)
which are called the Pauli matrices, and are usually denoted by the Pauli vector σ =
(σ1, σ2, σ3)
T . In this context, the identity matrix is sometimes denoted as σ0 = I. The Lie
bracket (the commutator) is given by
[σa, σb] = σaσb − σbσa = 2iεabcσc , a, b, c = 1, 2, 3
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where abc is the Levi-Civita symbol, while the anti-commutator is given by
{σa, σb} = σaσb + σbσa = 2δabσ0 , a, b = 1, 2, 3 .
The Pauli matrices also satisfy
σ21 = σ
2
2 = σ
2
3 = σ0 = I , σ1σ2σ3 = iσ0 .
There exists a Lie algebra isomorphism between R3 equipped with the cross product and the
Lie algebra of 2× 2 skew-Hermitian traceless matrices, given by the tilde map
˜: R3 → su(2) , x 7→ 1
2i
x · σ = 1
2
(
−ix3 −ix1 − x2
−ix1 + x2 ix3
)
=: x˜
such that [x˜, y˜] = (x× y)˜, where x · σ = x1σ1 + x2σ2 + x3σ3.
Then, the spin observable is described by the spin operator Ŝ = (Ŝ1, Ŝ2, Ŝ3)
T , where Ŝ1, Ŝ2
and Ŝ3 are defined by
Ŝ1 =
~
2
σ1 , Ŝ2 =
~
2
σ2 , Ŝ3 =
~
2
σ3 ,
where (σ1, σ2, σ3) are the Pauli matrices (1.79) (i.e. Ŝ = ~/2σ). Notice that the spin operators
satisfy the commutation relations of angular momentum:
ŜaŜb − ŜbŜa = i~ εabcŜc , a, b, c = 1, 2, 3 .
Spin−12 systems. Essentially, Pauli’s equation for spin-12 systems under the presence of an
electromagnetic field is Schro¨dinger’s equation (which is defined on L2(Rn), the space of complex
scalar wavefunctions) adapted to the space of spin-states given by two-component wave functions
ψs : R3 → H ⊗ C2, which will be denoted with the subscript s and called Pauli spinors, such
that (1.1) becomes
i~
d
dt
ψs(x) = Ĥψs(x) , ψs(x) =
(
ψ1(x)
ψ2(x)
)
∈H ⊗ C2 . (1.80)
Note that the spin-state is now a column vector of L2 functions (i.e. Pauli spinor) with its norm
given by the inner product in H ⊗ C2 by
〈ψs|φs〉 =
∫
d3xTr(ψ†s(x)φs(x)) , ψs, φs ∈H ⊗ C2 , (1.81)
such that
||ψs(x)||2 =
∫
d3xTr(ψ†s(x)ψs(x)) =
∫
d3x
(
2∑
i=1
ψi(x)ψi(x)
)
.
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On the other hand, the Hamiltonian operator in (1.80), is a linear, hermitian operator acting
on Pauli spinors, i.e. Ĥ ∈ L(H ⊗ C2), and is given by
Ĥ =
1
2m
(σ · (p̂− qA))2 + qφ , (1.82)
where m and q are the mass and charge of the particle respectively, p̂ = −i~∇x is the momentum
operator, the electromagnetic field is characterized by the potential vector A (such that B =
∇×A) and the scalar potential φ, and the idea of spin is encoded via the use of Pauli matrices
σ := (σ1, σ2, σ3)
T in vector form. This Hamiltonian (1.82) may be written in terms of the
magnetic field B, making use of this property of Pauli matrices: (σ ·a)(σ ·b) = a ·b+iσ ·(a×b),
for any two vectors a, b, such that it becomes
Ĥ =
1
2m
(
(p̂− qA)2 − q~σ ·B)+ qφ . (1.83)
From here, one can adapt the variational framework for Schro¨dinger equation presented
in Section 1.2. to account for the spin. In fact, it is the same formulation but acting on a
different space, so that Pauli equation emerges as the Euler-Lagrange equation associated to the
variational principle
δ
∫ t2
t1
〈ψ, i~ψ˙ − Ĥψ〉dt = 0 , ψ(x) ∈H ⊗ C2 ,
where Ĥ ∈ L(H ⊗ C2) is given by (1.82) or (1.83), and 〈·, ·〉 denotes the pairing between a
spinor and its dual given by the real part of the inner product defined in (1.81).
1.7. Discussion
The purpose of this chapter has been to introduce the main (geometric) features of the stand-
ard formulation of quantum mechanics and set the notation for the remainder of the thesis.
The Dirac-Frenkel variational formulation (1.23) will be studied from a geometric perspective,
upon making extensive use of Euler-Poincare´ reduction by symmetry given the unitary evolu-
tion property of quantum states (1.2). Different variational principles for different pictures of
quantum mechanics will emerge from the same Lagrangian and it will be shown that the geo-
metric formulation for the Schro¨dinger picture of pure states on PH proposed by Kibble [13],
emerges naturally from the reduction by symmetry process. In the spirit of keeping this prelim-
inary chapter focused on quantum mechanics, a compendium of the basic concepts in geometric
mechanics, that have been used throughout this thesis, has been included in Appendix A for
reference.
Momentum maps in quantum mechanics, will play a crucial role in Chapters 3 and 4, and
thus have been introduced here for the unitary evolution property of quantum states. The
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important result that the projection operator ρψ is indeed a momentum map associated to
the action of the unitary group on the space of wavefunctions, defines Liouville-von Neumann
equation (1.42) as a Lie-Poisson system on the dual of the Lie algebra of the unitary group and
it is characterized as coadjoint motion on u(H )∗. The fact that equivariant momentum maps
associated to G-actions on Poisson manifolds (P ) are mappings from the Poisson structure
on P to the Lie-Poisson structure on g∗, constitutes the foundation of the derivations of the
Hamiltonian formulations of Ehrenfest dynamics and Gaussian quantum states dynamics.
Finally, the Wigner-Weyl formulation has been included here since it has proved to be
a fantastic tool for handling quantum (in particular Gaussian) states. First, because when
a state is described by a Wigner function, it can account for both pure and more general
mixed states, with the same formulation. Second, because when handling Wigner functions,
canonical transformations are fully realised by the action of the symplectic group, in contrast of
wavepackets that need the action of the Metaplectic group.
1.7.1. Outline of the thesis and main results
The results presented in this thesis can be divided in two categories. First, a new approach in the
study of the geometry underlying quantum states dynamics is presented via Euler-Poincare´ re-
duction of the Dirac-Frenkel (quantum) variational principle. Then, the main results in this work
address the ongoing problem of coupling quantum and classical degrees of freedom for
the same particle . This line of work was primarily motivated by the classical-quantum model
proposed by Prezdo and Pereverzev [31–34] in the field of molecular chemistry. In this thesis,
two classical-quantum models are derived entirely from the Hamiltonian and variational
formulations of purely quantum systems by exploiting the geometric properties of quantum
variational principles and the properties of the momentum maps arising from the geometric
features of quantum state dynamics.
An overview of the results is provided below:
• Quantum variational principles.
Chapter 2 shows that Dirac-Frenkel (DF) variational principle [10] admits Euler-Poincare´
reduction(s) (with symmetry breaking) under the assumption of unitary evolution of the
(pure) quantum state. All the variational principles derived in this chapter arise from
Dirac-Frenkel. While geometric approaches to (pure) quantum dynamics have been at-
tracting increasing attention (see [35–48]), the geometric properties of non-Schro¨dinger’s
dynamics (i.e. Heisenberg’s and Dirac’s pictures) has not been explored before.
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· Kibble’s setting [13] for Schro¨dinger’s pure state dynamics on PH is shown to
emerge from the reduced DF variational principle under (right) unitary transforma-
tions. (Section 2.1.2.)
· The variational principle for the quantum Liouville equation is written by projecting
out the phase terms via the projection operator ρψ. (Section 2.1.2.)
· The Liouville variational principle is extended for mixed state dynamics for both
the density matrix and Wigner-Weyl formulations. (Section 2.1.3.)
· Heisenberg’s pure state dynamics is shown to emerge from the reduced DF
variational principle under (left) unitary transformations. (Section 2.3.)
· Schro¨dinger-Heisenberg dynamics can be seen, from a geometry point of view, as the
quantum analogues of the eulerian-convective frameworks of rigid body dynamics.
· A new variational principle for Dirac’s pure quantum dynamics is formulated.
The Euler-Poincare´ variations that arise from the reduction process show that the
reduced Lagrangian is defined on the Lie algebra of a semi-direct product group
structure. (Section 2.4.)
• Classical-quantum models.
Motivated by the results above and the ongoing search for hybrid classical-quantum models
in the past decades, in Chapter 3 the DF variational principle is extended to account for
quantum as well as classical degrees of freedom. The underlying geometry of mean-field
classical-quantum dynamics is shown and a new quantum-classical model for Ehrenfest
dynamics is derived in the Lagrangian as well as Hamiltonian frameworks.
· An extended DF classical-quantum variational principle is formulated. The or-
dinary mean field classical-quantum equations [49] are recovered as the corresponding
Euler-Lagrange equations.
· It is shown that the Euler-Poincare´ Lagrangian for mean-field classical-quantum
dynamics is defined on the Lie algebra of the direct sum of the Heisenberg and
unitary groups. (Section 3.1.)
· A new set of quantum-classical Ehrenfest equations are derived, as the Euler-
Poincare´ equations arising from the (reduced) classical-quantum variational principle
on the Lie algebra of the semi-direct product groupH(R2n)sU(H ) (called Ehrenfest
group). The Ehrenfest group has been fully characterised. (Section 3.2.2. and
Section 3.2.1.)
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· Ehrenfest quantum-classical dynamics is formulated as a Lie-Poisson system. The
new Lie-Poisson bracket on the dual of the Lie algebra of the Ehrenfest
group is derived from the quantum Liouville Lie-Poisson bracket. (Section 4.1.)
These quantum-classical Ehrenfest equations (equations (4.8)-(4.9) or (4.18)-(4.19)) ac-
count for both limits as well: a purely quantum system and a purely classical one.
• Gaussian quantum dynamics.
The last part of this thesis, from Section 4.2. onwards, restricts Ehrenfest dynamics of
expectation values to consider Gaussian states, which are completely characterized by first
and second (quantum) moments. Gaussian moments are shown to possess a momentum
map structure that confers them a Lie-Poisson bracket structure (this bracket was already
known in the context of Liouville-Vlasov equations [50,51]), which then produces a variant
of previous Gaussian moment models [31, 52, 33]. These original models did not preserve
the conservation of total energy in the general case, a feature that the model presented in
this thesis addresses and satisfies.
· Second order (quantum) moments are shown to be momentum maps associ-
ated to the infinitesimal action of the Symplectic group acting on the space of Wigner
functions. (Section 4.2.)
· The Lie-Poisson structure that characterises first and second moments dynamics
is derived from the quantum Liouville Lie-Poisson bracket. (Section 4.3.)
· It is shown that Gaussian states dynamics follow coadjoint orbit motion on the
Jacobi group. (Section 4.3.)
· The Gaussian moment model is rewritten in terms of the covariance matrix and is
shown to preserve the total energy for the general case. (Section 4.4.)
1.7.2. Perspectives
The present work has opened a new direction in the study of classical-quantum dynamics with
potential applications in many fields, for example in molecular chemistry or quantum optics. The
quantum-classical Ehrenfest equations (found in (4.8)-(4.9) or (4.18)-(4.19)) and the Gaussian
states dynamics equations (found in (4.34)-(4.35) or (4.40)) have been derived by exploiting the
geometric features of purely quantum systems, in contrast of other models in which the classical
and quantum degrees of freedom are coupled a posteriori. Further study in the application of
these two models (which are equivalent in the case of Gaussian states) to real systems that
exhibit classical and quantum behaviour (as in molecular dynamics [31, 52, 33]) will follow this
work shortly.
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In the case of the Gaussian dynamics model, its reformulation in terms of ladder operators
(annihilation and creation operators, (a, a†), respectively) and its underlying geometric structure
is currently under development, with direct applications in the field of quantum optics. Further
questions arise, for example: how does the model behave for quasi-Gaussian states dynamics?
how does one deal with nonlinear potentials (e.g Morse-type potentials)? Are the equations
valid, or can be adapted for CAT-states dynamics (a superposition of two coherent states with
opposite phases)? what kind of quantum phenomena (e.g. quantum tunneling, zero point energy,
etc. . . ) is the model able to capture?
In addition to exploring the possible applications of the two main results, more technical ques-
tions arise through this work. For example, while Chapter 2 presented the Euler-Poincare´ formu-
lation for quantum systems, one may consider an alternative reduction method: the Lagrange-
Poincare reduction for systems on a tangent bundle that possess a continuous symmetry, in
the same spirit as in [53]. Further study is also required in understanding the relation at the
Lie-algebra level of the mean-field and quantum-classical Ehrenfest models in the Lagrangian
(variational) approach. Moreover, as stated in the previous section, these results can be extended
to account for the spin.
2
Quantum variational principles
This chapter presents how the geometric framework exposed in Section 1.2. emerges naturally
from the unitary symmetry properties of quantum variational principles. In particular, the
Euler-Poincare´ reduction technique (see Appendix A), that applies to variational principles
with symmetry, has been extensively used.
Here, we shall not dwell upon various complications that may emerge in infinite dimensional
Hilbert spaces H and we assume convergence when necessary. When convenient we shall con-
sider dynamics on finite dimensional spaces and rely on the possibility of extending the results
to the infinite dimensional case.
Section 2.1. reviews the Euler-Poincare´ theory for invariant Lagrangians with parameter
in the context of quantum mechanics, to particularise such construction to the Dirac-Frenkel
variational principle. Then, new variational principles for systems prepared on mixed states and
their phase-space formulation via the Wigner-Moyal formalism are provided. Section 2.2. studies
all the momentum maps that arise in the Schro¨dinger’s picture: some are known and some are
new. Section 2.3. addresses the equivalent variational principle in the Heisenberg picture, while
section 2.4. focuses on Dirac’s picture which involves a semidirect-product structure of two
different unitary groups.
2.1. Euler-Poincare´ variational principles in the Schro¨dinger picture
This section presents the Euler-Poincare´ formulation of quantum dynamics in the Schro¨dinger
picture as it arises from Dirac-Frenkel (DF) theory. In this case, due to the non-invariance of the
DF Lagrangian under unitary transformations, one is led to follow the Euler-Poincare´ framework
for systems with symmetry breaking (a.k.a. Euler-Poincare´ reduction with parameter), first
appearing in [54]. The geometric features will be analyzed in terms of momentum maps in
Section 2.2..
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The following section applies the Euler-Poincare´ with parameter framework to a generic
Lagrangian L(ψ, ψ˙) on the tangent bundle of the Hilbert space H , by exploiting the unitary
evolution condition of quantum pure states. Later, the general construction is particularized for
the DF Lagrangian (1.26) in the variational formulation of Schro¨dinger’s dynamics.
2.1.1. Euler-Poincare´ reduction for pure states
As it was shown in Section 1.2., Schro¨dinger’s equation (1.1) possesses a variational formulation
where, upon denoting by TH the tangent bundle of the Hilbert space H , one is considering a
generic Lagrangian
L : TH → R , L = L(ψ, ψ˙) , (2.1)
so that the assumption of unitary evolution restricts ψ to evolve under the action of the unitary
group U(H ), that is,
ψ(t) = U(t)ψ0 , U(t) ∈ U(H ) , (2.2)
where ψ0 is some initial condition, whose normalization condition is chosen such that ||ψ0||2 = 1.
Then, ψ0 ∈ S(H ) implies ψ(t) ∈ S(H ) at all times.
Relation (2.2) takes the Lagrangian L(ψ, ψ˙) to a Lagrangian of the type
Lψ0 : TU(H )→ R , Lψ0 = Lψ0(U, U˙) ,
with ψ0 ∈ H being treated as a parameter, which produces Euler-Lagrange equations for the
Lagrangian coordinate U ∈ U(H ). Suppose that Lψ0 is not (right) invariant under the action
of U(H ), but there exists an extended Lagrangian function L : TU(H )×H → R such that
L(U, U˙ , ψ0) := Lψ0 , ∀(U, U˙) ∈ TU(H ) ,
is invariant under the tangent lifted right action of U(H ) on TU(H )×H ,
U(H )×(TU(H )×H )→ (TU(H )×H ) , (χ, (U, U˙ , ψ0))→ (Uχ, U˙χ, χ−1ψ0) , ∀χ ∈ U(H ) .
For any U(t) ∈ U(H ), one denotes by u(H ) the Lie algebra of skew-Hermitian operators and
defines
ξ(t) := U˙(t)U−1(t) ∈ u(H ) ,
so that one writes ψ˙ = ξψ. Then, the reduced Lagrangian is simply
l : u(H )×H → R , l(ξ, ψ) := L(ψ, ξψ)
and the Euler-Poincare´ variational principle
δ
∫ t2
t1
l(ξ, ψ) dt = 0 ,
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subject to variations of the type
δξ = η˙ + [η, ξ] , δψ = ηψ , (2.3)
where η = (δU)U−1 is arbitrary and vanishes at the endpoints, yields the Euler-Poincare´ equa-
tions
d
dt
δl
δξ
−
[
ξ,
δl
δξ
]
=
1
2
(
δl
δψ
ψ† − ψ δl
δψ
†)
,
dψ
dt
= ξψ. (2.4)
Here, we use the ordinary definition of variational derivative
δF (q) :=
〈
δF
δq
, δq
〉
for any function(al) F ∈ C∞(M) on a manifold M. The first equation in (2.4) is the particular-
isation of equation (A.2) for Lagrangians of the type l(ξ, ψ) on u(H )×H :
d
dt
δl
δξ
+ ad∗ξ
δl
δξ
=
1
2
(
δl
δψ
ψ† − ψ δl
δψ
†)
,
where the coadjoint operator is ad∗ξ δl/δξ = −[ξ, δl/δξ]. The new term on the r.h.s comes from
the symmetry with parameter property of the Lagrangian and is related to the diamond operator.
The second equation in (2.4) provides the dynamics of the parameter ψ.
For quantum systems, the reduced Lagrangian l(ξ, ψ) can be written in terms of the projec-
tion operator ρψ to produce a new Lagrangian
l : u(H )× PH → R , l(ξ, ρψ) = l(ξ, ψ) .
In this case, a direct calculation shows that
δρψ = [η, ρψ] , ρ˙ψ = [ξ, ρψ] . (2.5)
Then, the equivalent variational principle
δ
∫ t2
t1
l(ξ, ρψ) dt = 0 ,
subject to variations of the form
δξ = η˙ + [η, ξ] , δψ = ηψ , δρψ = [η, ρψ] ,
with η arbitrary and vanishing at the endpoints, produces the following Euler-Poincare´ equation:
d
dt
δl
δξ
−
[
ξ,
δl
δξ
]
=
[
δl
δρψ
, ρψ
]
, ρ˙ψ = [ξ, ρψ] . (2.6)
Then, one can immediately see that the unitary symmetry properties of the Lagrangian naturally
takes the evolution to the correct quantum state space (for pure states), that is, the projective
Hilbert space PH .
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2.1.2. Dirac-Frenkel variational principle
The framework from Section 2.1.1., particularised for the Dirac-Frenkel Lagrangian
L(ψ, ψ˙) = 〈ψ, i~ψ˙ − Ĥψ〉 , (2.7)
produces the Euler-Poincare´ variational principle
δ
∫ t2
t1
〈ψ, i~ξψ − Ĥψ〉 dt = 0 , (2.8)
where, for simplicity, we are considering a time-independent Hamiltonian operator Ĥ and re-
stricting to the case H = Cn. Upon computing
δl
δψ
= 2(i~ξ − Ĥ)ψ , δl
δξ
= −i~ψψ† ,
the first of (2.4) yields
[(i~ξ − Ĥ), ψψ†] = 0 . (2.9)
Relation (2.9) recovers the usual phase arbitrariness, as it is shown by using the second in (2.4)
to write
i~ψ˙ = Ĥψ + α(t)ψ , (2.10)
where α(t) = i~〈ψ|ψ˙〉+〈Ĥ〉ψ ∈ R. Notice, that i~〈ψ|ψ˙〉 ∈ R, is easily proved by the conservation
of total probability property, i.e.
d
dt
〈ψ|ψ〉 = 〈ψ˙|ψ〉+ 〈ψ|ψ˙〉 = 0 =⇒ 〈ψ˙|ψ〉 = −〈ψ|ψ˙〉 = −〈ψ˙|ψ〉 .
Then, the equation (2.9) can be written in the form of a projective Schro¨dinger equation
(I − ψψ†)(i~ψ˙ − Ĥψ) = 0 ,
as it was recovered from the constrained DF variational principle (1.31).
The alternative DF (reduced) Lagrangian, constructed by projecting out the phase terms
via the introduction of the projection operator ρψ, is written as
δ
∫ t2
t1
〈ρψ, i~ξ − Ĥ〉dt = 0 . (2.11)
Upon computing
δl
δρψ
= i~ξ − Ĥ , δl
δξ
= −i~ρψ ,
equation (2.6) yields the quantum Liouville equation for pure states
i~ρ˙ψ = [Ĥ, ρψ] . (2.12)
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2.1.3. Mixed states and its Wigner-Moyal formulation
The approach given by the variational principle (2.11) for pure states, in which the phase terms
were projected out, can be generalised to consider a new variational principle for mixed quantum
states. Consider the Euler-Poincare´ Lagrangian
δ
∫ t2
t1
〈ρ, i~ξ − Ĥ〉 dt = 0 , (2.13)
where ξ = U˙U−1 as before, while ρ is the density operator describing a mixed state, undergoing
unitary evolution ρ(t) = U(t)ρ0U
†(t). Recall that one has ρ2 6= ρ although the trace invariants
Tr(ρn) are preserved. A direct computation yields
δρ = [η, ρ] , ρ˙ = [ξ, ρ] , (2.14)
so that by Euler-Poincare´ reduction theory, one obtains the same equations as in (2.6) (upon
replacing ρψ with ρ), which in particular give
[(i~ξ − Ĥ), ρ] = 0 , ρ˙ = [ξ, ρ] . (2.15)
The Liouville-Von Neumann equation
i~ρ˙ = [Ĥ, ρ]
follows by direct substitution. Notice that the solution of the first of (2.15) differs from (2.12),
since ρ2 6= ρ. For example, one has particular solutions of the form i~ξ − Ĥ = ∑n αnρn.
This reflects the different geometric structures underlying mixed states and pure states. Mont-
gomery’s work [45], offers a geometric description of mixed states in terms of coadjoint orbits
and orthogonal frame bundles.
Wigner-Moyal formulation. In the remainder of the section, it is shown how the above
variational principle recovers the Wigner-Moyal picture of quantum dynamics on phase space.
As it was seen in Sec. 1.4., the Wigner function is defined as the Wigner transform of the
density operator (W (ζ) =W(ρ)). By replacing the inverse relation ρ =W−1(W (ζ)) into (2.13),
one obtains the equivalent variational principle on phase space
δ
∫ t2
t1
∫
d6ζ W (ζ) (~Υ(ζ)−H(ζ)) dt = 0 , (2.16)
where we have defined H(ζ) =W(Ĥ) and Υ(ζ) =W(iξ). Then, upon recalling relations (2.14)
and the first of (2.3) together with Groenewold correspondence (1.60) between commutators of
operators and Moyal brackets of their phase space functions, one has
δΥ =
∂Θ
∂t
+ ~{{Θ,Υ}} , δW = ~{{Θ,W}} , ∂tW = ~{{Υ,W}} , (2.17)
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where Θ := W(iη), such that the Euler-Poincare´ variational principle (2.16) recovers Moyal’s
equation (1.66)
∂tW (ζ) = {{H(ζ),W (ζ)}} . (2.18)
Again, we notice that the variational principle (2.16) has never appeared before in the liter-
ature and it is very different from other approaches proposed earlier, such as [55]. In particular,
the variational principle (2.16) is entirely derived from the Dirac-Frenkel Lagrangian and no
assumption has been made other than unitary evolution.
2.2. Momentum maps of quantum variational principles
The first momentum map one encounters in quantum mechanics is the density matrix for pure
states (1.48) [42]. More precisely, the action of the unitary group U(H ) on the quantum Hilbert
space H (endowed with the symplectic form Ω(ψ1, ψ2) = 2~ 〈iψ1, ψ2〉) produces the momentum
map
J(ψ) = −i~ψψ† ∈ u(H )∗ ,
as it can be easy obtained by the general formula 〈J(ψ), ξ〉 = 1/2 Ω(ξψ, ψ) [3,15], holding for an
arbitrary skew-hermitian operator ξ ∈ u(H ). Also, restricting to consider phase transformations
yields the total probability or, more precisely, the quantity J(ψ) = −~‖ψ‖2.
Other than those above, other momentum map structures appear in geometric quantum dy-
namics and each correspond to different group actions and different reduction processes. It turns
out that in quantum variational principles, the most important momentum map is associated
to the action of the isotropy subgroup of the initial state. In order to explain this statement, let
us replace the relation (2.2) in a Lagrangian of the type (2.1) and observe that this produces a
Lagrangian L : TU(H )→ R by
L(U, U˙) := L(Uψ0, U˙ψ0) . (2.19)
Although, this Lagrangian is not symmetric under right multiplication, i.e.
L(U, U˙) 6= L(UU ′, U˙U ′) , U ′ ∈ U(H ),
the invariance property is recovered by restricting to the isotropy group of ψ0, that is
Uψ0(H ) = {U ∈ U(H ) |Uψ0 = ψ0} .
Indeed, one evidently has
L(U, U˙) = L(UU0, U˙U0) , ∀U0 ∈ Uψ0(H ), (2.20)
and one may choose the initial vector ψ0 to coincide with the basis vector ψ0 = (0 . . . 0 1)
†,
without loss of generality.
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Remark 2.1 (Analogy with the heavy top dynamics). We observe that the argument above
holds in a wide range of situations, including, for example, the Lagrangian reduction for the
heavy top dynamics [53]. In that context, the unitary group is replaced by the rotation group
SO(3) and the isotropy symmetry is defined to preserve the gravity vector, thereby leading to
planar rotations in SO(2). The Noether’s conserved quantity (i.e. the momentum map) is then
the vertical angular momentum.
At this point, it is natural to ask what the momentum map is for the reduction of quantum
variational principles. More particularly, we look for the momentum map associated to (the
cotangent lift of) the right action of Uψ0(H ) on the cotangent bundle T ∗U(H ). In the general
case, it has recently been shown [53] that the momentum map for the right action of a subgroup
G0 ⊂ G on (the trivialisation of) the cotangent bundle T ∗G ' G× g∗ reads
J(g, µ) = ι∗
(
Ad∗g µ
)
(2.21)
where (g, µ) ∈ G× g∗, Ad∗g µ = g†µg−† is the standard matrix coadjoint representation and ι∗ is
the dual of the Lie algebra inclusion ι : g0 ↪→ g.
Remark 2.2. The dual of a Lie algebra inclusion is a momentum map. To simplify the
treatment, setH = Cn and choose ψ0 = (0 . . . 0 1)† without loss of generality. Then, Uψ0(Cn) =
U(n− 1) ⊂ U(n) = U(Cn) and the group inclusion U(n− 1) ↪→ U(n) is
U(n− 1) 3 U0 7→
(
U0 0
0 1
)
∈ U(n) . (2.22)
The corresponding Lie algebra inclusion ι : u(n− 1) ↪→ u(n) reads
ι(ξ0) =
(
ξ0 0
0 0
)
,
while its dual ι∗ is given by ι∗(µ) = (1− ρψ0)µ(1− ρψ0), that is the standard projection on the
upper left block. This result is independent of the number of dimensions and it leads to the
following momentum map:
J1(U, µ) =
1
2
{
(1− 2ρψ0),Ad∗U µ
}
+ 〈ρψ0 |Ad∗U µ〉ρψ0
= Ad∗U
(
δ`
δξ
−
{
ρψ,
δ`
δξ
}
+
〈
ρψ
∣∣∣∣ δ`δξ
〉
ρψ
)
, (2.23)
where we have simply rewritten (2.21) by replacing the formula for ι∗. Here, we recall iρψ0 =
Ad∗U (iρψ), from the definition ρψ := ψψ† = Uρψ0U−1. Therefore, because of the symmetry
property (2.20) possessed by any Lagrangian of the type (2.1), the corresponding Euler-Poincare´
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equations (2.4) conserve J1(U, δ`/δξ). More particularly, one shows that any quantum system
with an arbitrary Lagrangian of the type (2.19) produces dynamics on the zero-level set of J1.
This is easily shown by using the relation L(ψ, ψ˙) = L(ψ, ξψ) =: `(ξ, ψ), so that
δ`
δξ
=
1
2
(
δL
δψ˙
ψ† − ψδL
δψ˙
†)
, (2.24)
thereby verifying J1(U, δ`/δξ) ≡ 0.
Now that we have characterised the momentum map associated to the action of U(n − 1),
we recall that all physically relevant Lagrangians must be also phase invariant, so that they can
be eventually written in terms of the projection ρψ = ψψ
† ∈ PH . Therefore, the most general
symmetry group of the Lagrangian (2.19) has to include phase transformations and this leads
us to consider the direct product U(n− 1)× U(1). The latter can be embedded in U(n) by the
inclusion
U(n− 1)× U(1) 3 (U0, ϕ) 7→
(
U0 0
0 e−iϕ
)
∈ U(n) , (2.25)
where the minus sign in the exponent is of purely conventional nature. Since the momentum
map associated to U(n− 1) has already been presented in (2.23), we need to compute only the
momentum map associated to the group U(1) ⊂ U(n), endowed with the group inclusion
U(1) 3 ϕ 7→
(
1 0
0 e−iϕ
)
∈ U(n) . (2.26)
Upon computing the dual of the corresponding Lie algebra inclusion ι(α) = −iαρψ0 ∈ u(n) and
by identifying u(1) ' R, one has the momentum map formula
J2(U, µ) = i 〈ρψ0 | Ad∗U µ〉 . (2.27)
Any quantum system with an arbitrary Lagrangian of the type (2.19) takes the above momentum
map to the form
J2(U, δ`/δξ) =
〈
ψ, i
δL
δψ˙
〉
=: J
(
ψ,
δL
δψ˙
)
,
as it is easily shown by using the relation (2.24). Here, the momentum map J : T ∗S(Cn)→ R
arises from the action of U(1) (notice that we idenitified u(1) ' R) on the cotangent bundle
T ∗S(Cn). For example, the DF Lagrangian yields J (ψ, δL/δψ˙) = ~‖ψ‖2.
In more generality, the momentum map corresponding to the action of the full symmetry
group U(n− 1)× U(1) is given by
J(U, µ) =
(
J1(U, µ), J2(U, µ)
)
=
(
1
2
{
(1− 2ρψ0),Ad∗U µ
}
+ 〈ρψ0 |Ad∗U µ〉ρψ0 , i 〈ρψ0 | Ad∗U µ〉
)
(2.28)
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Therefore, because of the symmetry property (2.20) possessed by any phase-invariant Lagrangian
of the type (2.1), the corresponding Euler-Poincare´ quantum dynamics (2.6) conserves the mo-
mentum map J2 and lies on the kernel of J1.
Remark 2.3 (Phases and U(1)−actions). Notice that this section has used a U(1)−action that
is different from usual phase transformations. Indeed, while the latter act on vectors by the
diagonal action ψ 7→ e−iϑψ, the U(1)−action used in this section reads ψ 7→ (1−ρψ0+e−iϕρψ0)ψ.
However, usual phase transformations (denoted by Ud(1) to emphasise the diagonal action) are
a subgroup of U(n− 1)× U(1), as it is given by the inclusion
Ud(1) 3 (ϑ) 7→
(
e−iϑ1 0
0 e−iϑ
)
∈ U(n− 1)× U(1) ⊂ U(n) .
Therefore, our treatment naturally includes the ordinary phase transformations, whose corres-
ponding momentum map is given by ι∗d(J1(U, µ), J2(U, µ)). Here, ι
∗
d is the dual of the inclusion
ιd : ud(1) ↪→ u(n− 1)× u(1) given by ιd(α) = (−iα1, α) (again, we identify ud(1) ' R). Upon
using the pairing 〈(µ, ω), (η, α)〉 = 〈µ, η〉+ ωα, a direct calculation shows ι∗d(µ, ω) = ω + Tr(iµ),
so that ι∗d
(
J1(U, µ), J2(U, µ)
)
= iTr(µ).
2.3. Variational principle in the Heisenberg picture
While the previous sections mainly dealt with the Schro¨dinger picture of quantum mechanics,
the Heisenberg picture is rather unexplored in the geometry of quantum evolution. For example,
one is interested in the role of projection operators, as they emerge from the projective geometry
of the quantum state space in the Schro¨dinger picture. This Section is devoted to the Heisenberg
picture for the DF Lagrangian.
It is easy to see that (2.7) can be written in the Heisenberg picture by introducing
ξH := U
−1U˙ = AdU−1 ξ , HH := U †ĤU .
Indeed, with these definitions, the Lagrangian (2.7) becomes
l(ξH , HH) =
〈
ρψ0 , i~ξH −HH
〉
. (2.29)
Then, upon computing
δξH = η˙H − [ηH , ξH ] , δHH = [HH , ηH ] , H˙H = [HH , ξH ] (2.30)
(with ηH := U
−1δU), inserting the Lagrangian (2.29) in the variational principle δ
∫ t2
t1
l(ξH , HH) dt =
0 yields the following Euler-Poincare´ equations:
[i~ξH −HH , ρψ0 ] = 0 . (2.31)
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At this point, we observe that although the above relation is satisfied by i~ξH −HH = α1 (so
that the Heisenberg Hamiltonian HH is defined up to a phase factor α), more general solutions
are present such as
ξH = −i~−1HH + {1− 2ρψ0 , κ} (2.32)
(κ being arbitrary and skew Hermitian). These solutions have the property of depending on the
initial state ψ0. Upon setting H = Cn for simplicity, one may choose ψ0 = (0 . . . 0 1)† without
loss of generality. Interestingly enough, these more general solutions lead to the unfamiliar
equation
H˙H = [HH , {1− 2ρψ0 , κ}] , (2.33)
so that the Hamiltonian operator HH is not conserved in the general case. Although this may
seem surprising, we observe that the above dynamics does not change the physics of the system
under consideration. For example, we observe that the total energy is preserved:
〈H˙H〉 = 〈ρψ0 |H˙H〉 = 0 ,
as shown by a direct verification. Moreover, one realizes that the above dynamics of quantum
Hamiltonians returns exactly the Schro¨dinger’s equation (2.10): indeed, one has
ξHψ0 = −i~−1HHψ0 − 2〈ρψ0 |κ〉ψ0
so that, recalling ψ = Uψ0 and applying U on both sides returns (2.10). Notice that it is indeed
essential that ρψ0 identifies the initial quantum state. We conclude that the physical content is
unaltered by the Heisenberg equation (2.33), which in turn generalizes the standard Heisenberg
dynamics (recovered by κ = 0) to incorporate the geometry of quantum dynamics.
Example 2.4. Consider spin dynamics in the Heisenberg picture. In this case, the Hamiltonian
reads HH = n ·SH , where SH(t) = U(t)−1ŜU(t) in standard spin operator notation (See Section
1.6.). The DF Lagrangian (2.7) is written in the Heisenberg picture as l(ξH ,SH) =
〈
ρψ0 , i~ξH−
n · SH
〉
, so that the Euler-Poincare´ equations
[i~ξH − n · SH , ρψ0 ] = 0 , σ˙H = [SH , ξH ]
specialize to yield
S˙H = i~−1
[
n · SH + i{2ρψ0 − 1, κ},SH
]
= n× SH −
[{1− 2ρψ0 , κ},SH] .
Notice that this approach can be applied in the general case. For example, one can study
linear oscillator dynamics by recalling the Hamiltonian HH = ~ωa†HaH and following precisely
the same steps as above. The present approach leads to the following Heisenberg equation:
A˙H = i~−1
[
HH , AH
]− [{1− 2ρψ0 , κ}, AH],
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where κ is an arbitrary skew-symmetric operator and HH undergoes its own evolution (2.33).
In addition, equation (2.32) yields a new form of the propagator equation
U˙ = i~−1HU + U{1− 2ρψ0 , κ} . (2.34)
It is necessary to point out that, since κ is an arbitrary skew-Hermitian matrix parameter, one
can simply choose it in such a way that {1− 2ρψ0 , κ} = 0, thereby eliminating the dependence
of the propagator on the initial conditions. A similar argument leads to eliminating phase terms
in the Schro¨dinger equation (2.10) [13].
In all this Section, we assumed the initial state is a pure state ψ0. If this is not the case,
then different solutions of the type ξH = −i~−1HH +κ (with [κ, ρ0] = 0) are allowed by equation
(2.31), because in this case ρψ0 is replaced by a density matrix ρ0 6= ρ20.
2.4. Dirac Picture
This section extends the arguments from the previous Sections to formulate a new variational
principle for quantum dynamics in the Dirac (interaction) picture. As we shall see, the Euler-
Poincare´ construction involves the semidirect product of the unitary group with itself.
In the Dirac picture, the Schro¨dinger’s Hamiltonian operator is split in two parts as Ĥ =
H0 +H1, where H0 is typically a simple linear Hamiltonian, while H1 usually contains nonlinear
potential terms. This replacement can then be inserted in the DF Lagrangian (2.7). However,
it is convenient to keep track of the quantum state ψs that is propagated by H0, such that
i~ψ˙s = H0ψs (up to phase terms). Then, one is led to consider the following DF Lagrangian
L(ψ, ψ˙, ψs, ψ˙s) =
〈
ψ, i~ψ˙ − (H0 +H1)ψ
〉
+
〈
ψs, i~ψ˙s −H0ψs
〉
. (2.35)
Performing Euler-Poincare´ reduction by replacing the evolution relation (2.2) on the first part
yields the Lagrangian
L¯(ξ, ρψ, ψs, ψ˙s) = 〈ρψ, i~ξ −H0 −H1〉+
〈
ψs, i~ψ˙s −H0ψs
〉
,
with ρψ = Uρψ0U
−1 and ξ := U˙U−1. At this point, the propagator associated to H0 can be
used to replace the evolution relation ψs(t) = U0(t)ψ¯0 in the second term, thereby leading to
the Euler-Poincare´ Lagrangian
l(ξ0, ξI , ρψI , H0,I , H1,I) = 〈ρψI , i~ξI −H0,I −H1,I〉+
〈
ρψ¯0 , i~ξ0 −H0,I
〉
(2.36)
where ρψ¯0 = ψ¯0ψ¯
†
0 and we have introduced the following definitions
ψI = U
−1
0 ψ , Hj,I = U
−1
0 HjU0 , ξ0 = U
−1
0 U˙0 , ξI = U
−1
0 ξU0 = AdU−10
ξ . (2.37)
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In order to write the resulting equations of motion, we start by using the last two definitions
in (2.37) to compute the variations
δ(ξ0, ξI) =
(
η˙0 + [ξ0, η0], η˙I + [ξ0, ηI ]− [η0, ξI ] + [ηI , ξI ]
)
(2.38)
where η0 = U
−1
0 δU0 and ηI = AdU−10
((δU)U−1). One recognizes that the variations (2.38)
are Euler-Poincare´ variations of the type δν = ζ˙ + [ζ, ν]g, where [· , ·]g is the Lie bracket on
g = u0(H )s u(H ), that is the Lie algebra of the semidirect product group U0(H )sU(H ).
Here, the group U0(H ) is a copy of the unitary group U(H ) and one thinks of U0(H ) as
accounting for the propagators U0 ∈ U0(H ).
Computation of the other variations by using (2.37) yields
δρψI = [ηI − η0, ρψI ] , δHj,I = [Hj,I , η0] ,
so that the variational principle
∫ t2
t1
l(ξ0, ξI , ρI , H0,I , H1,I) dt = 0 produces the following equations
of motion for an arbitrary Lagrangian l:
d
dt
δl
δξI
−
[
ξI ,
δl
δξI
]
+
[
ξ0,
δl
δξI
]
+
[
ρψI ,
δl
δρψI
]
= 0 , (2.39)
d
dt
δl
δξ0
+
[
ξ0,
δl
δξ0
]
+
[
ξI ,
δl
δξI
]
−
[
ρψI ,
δl
δρψI
]
−
[
H0,I ,
δl
δH0,I
]
−
[
H1,I ,
δl
δH1,I
]
= 0 , (2.40)
ρ˙I = [ξI − ξ0, ρI ] , H˙j,I = [Hj,I , ξ0] . (2.41)
Then, computing the variational derivatives of the Lagrangian (2.36) and replacing them into
(2.39) and (2.40) gives
i~
[
ξI , ρψI
]
=
[
H0,I +H1,I , ρψI
]
,
[
i~ξ0 −H0,I , ρψ¯0
]
= 0
As seen in Section 2.3., the second relation above is solved by
ξ0 = −i~−1H0,I + {1− 2ρψ¯0 , κ} ,
so the second in (2.41) gives
H˙0,I = [H0,I , {1− 2ρψ¯0 , κ}] , H˙1,I = i~−1[H0,I , H1,I ] + [H1,I , {1− 2ρψ¯0 , κ}] .
On the other hand, the first in (2.41) becomes
ρ˙ψI = i~
−1[ρψI , H1,I]+ [ρψI , {1− 2ρψ¯0 , κ}] .
Then, we notice that the choice κ = 0 returns the usual quantum dynamics in the Dirac picture.
As we know from Section 2.3., the κ-terms do not change the overall physical content of the
dynamics. For example, a direct calculation verifies the following energy conservations:
d
dt
〈
ρψI |H0,I +H1,I
〉
= 0 ,
d
dt
〈
ρψ¯0 |H0,I
〉
= 0 .
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As we have seen, the application of Euler-Poincare´ reduction theory reveals the geometric
features emerging in the Heisenberg picture of quantum dynamics. These geometric features
reveal the form (2.34) of the propagator equation, without affecting the physical content of
quantum dynamics. When this form of the propagator equation is considered in the Dirac
picture, this introduces extra terms in the dynamics, which still preserve the total energy of the
system.
2.5. Conclusion
This chapter has investigated the geometric symmetry properties of quantum variational prin-
ciples. Different pictures of quantum mechanics (Schro¨dinger, Heisenberg and Dirac) have been
recovered from the same variational principle (based on Dirac-Frenkel Lagrangian), via Euler-
Poincare´ theory. Kibble’s conclusion that the approriate setting for the Schro¨dinger’s picture of
pure state dynamics is the projective Hilbert space PH [13], has emerged naturally form the
reduction by symmetry process, under the only assumption of unitary evolution. In addition,
new variational principles have been formulated for mixed states dynamics in both the density
operator and the Wigner-Moyal formulation in phase-space. Notice that the new variational
principle for Dirac’s interaction picture involves the geometric semidirect-product structure of
two different unitary groups associated to the different quantum propagators arising from the
splitting of the Hamiltonian operator.
In the next chapter, the Dirac-Frenkel Lagrangian is extended to account for classical de-
grees of freedom, incorporating the dynamics of classical motion in a hybrid quantum-classical
Lagrangian. This will give rise to a new approach to Ehrenfest’s expectation value dynamics
that evolves both expectation values and the quantum density matrix under the action of the
Ehrenfest group [56].

3
Classical-quantum variational principles
The interplay of quantum and classical degrees of freedom has always attracted much attention
in quantum mechanics. For example, the consistent formulation of hybrid quantum-classical
models in molecular dynamics remains an outstanding issue [57]. In this chapter, we present a
geometric formulation of the most elementary system coupling classical and quantum dynamics.
This is given by combining the Ehrenfest equations for the expectation of the canonical variables
with the Schro¨dinger/Liouville equation for the quantum degrees of freedom. More particularly,
we shall present a novel variational principle for the Ehrenfest mean field model and in more
generality for expectation value dynamics.
This material appeared in my recent article [58].
3.1. Classical-quantum mean field model
Before approaching the dynamics of quantum expectations, we start our discussion by observing
that the mean field closure of any classical-quantum system can be derived in first instance by
the following Lagrangian
L(z, z˙, ψ, ψ˙) =
1
2
z˙ · Jz + 〈ψ, i~ψ˙ − Ĥ(z)ψ〉 , (3.1)
where −Jij dzi∧dzj is the canonical symplectic form and Ĥ(z) is a Hermitian operator depend-
ing on the classical degrees of freedom z = (q,p). Indeed, the corresponding Euler-Lagrange
equations yield
z˙ = J
〈
ψ|∇zĤ(z)ψ
〉
, i~ψ˙ = Ĥ(z)ψ , (3.2)
thereby recovering the ordinary mean field model of classical-quantum dynamics (see e.g. equa-
tions (12.2)-(12.4) in [49]). Here, purely classical dynamics is recovered by the phase type
Hamiltonian Ĥ(z) = h(z)Î (here, I denotes the identity operator on H ), while purely quantum
dynamics is recovered when ∇zĤ(z) = 0.
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An Euler-Poincare´ formulation of the above equations can again be obtained by letting the
quantum state evolve under unitary transformations. This leads to a coupled Euler-Lagrange
equation for (z, z˙) and the Euler-Poincare´ equations for the quantum dynamics (expressed in
terms of either ψ or its density matrix). However, in order to find a full set of Euler-Poincare´
equations that includes the classical evolution, we may choose to evolve the phase-space vector z
under the action of the Heisenberg group (i.e., phase-space translations), which is prominent in
the theory of quantum coherent states [23]. To this purpose, consider a curve h(t) = (z(t), ϕ(t))
in the Heisenberg group H(R2n) ' R2n+1 and let the phase space vector z evolve (with no loss
of generality) as
z(t) = z0 + z(t) . (3.3)
Also, we recall ψ(t) = U(t)ψ0. Then, upon inserting the auxiliary phase factor ϕ in the Lag-
rangian (3.1), the latter becomes
Lz0,ψ0(h, h˙, U, U˙) =
1
2
z˙ · J(z0 + z) +
〈
Uψ0,
(
i~U˙ + ϕ˙U − Ĥ(z0 + z)U
)
ψ0
〉
.
The above Lagrangian is of the type
Lz0,ψ0 : TH(R2n)× TU(H )→ R
and its dynamics can be approached by Euler-Poincare´ reduction. Therefore, in order to find
an expression for the reduced variable ζ := h˙h−1, we define the Lie algebra element
(ζ, φ) :=
d
ds
∣∣∣∣
s=0
(
g(s)h−1
) ∈ h(R2n)
where g(s) = (g(s), ϑ(s)) ∈ H(R2n) is a curve such that g(0) = h and g′(0) = h˙ (for some fixed
time). Here, we recall the Heisenberg group operation
gh =
(
g + z, ϑ+ ϕ+
1
2
g · Jz
)
, ∀g, h ∈ H(R2n) , (3.4)
which gives h−1 = (−z,−ϕ). Eventually, one finds
ζ = (ζ, φ) =
(
z˙, ϕ˙− 1
2
z˙ · Jz
)
, (3.5)
so that the Euler-Poincare´ Lagrangian is written as
`(ζ, φ, ξ, z, ρψ) = ζ · Jz +
〈
ρψ, i~ξ + φ− Ĥ(z)
〉
, (3.6)
where we have used the convenient initial condition z0 = 0 in (3.3). Notice, this Lagrangian is
of the type
` :
(
h(R2n)⊕ u(H ))× (R2n ×PH )→ R .
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Then, the Euler-Poincare´ equations follow in the theorem below, upon recalling the infinitesimal
adjoint representation
ad(ζ1,φ1)(ζ2, φ2) = (0,−ζ1 · Jζ2) (3.7)
in the Heisenberg Lie algebra h(R2n). The present treatment is now extended to the case of
mixed quantum states.
Theorem 3.1. Consider the variational principle
δ
∫ t2
t1
(
ζ · Jz + 〈ρ, i~ξ + φ− Ĥ(z)〉)dt = 0
and the variations
(δζ, δφ) =
(
γ˙, θ˙ + ζ · Jγ) , δξ = η˙ − [ξ, η] , δz = γ , δρ = [η, ρ] ,
where (γ, θ) and η are arbitrary and vanish at the endpoints. Together with the auxiliary equa-
tions
z˙ = ζ , ρ˙ = [ξ, ρ] ,
this variational principle is equivalent to the equations of motion
z˙ = J〈ρ|∇zĤ(z)〉 , i~ρ˙ =
[
Ĥ(z), ρ
]
.
Proof. Consider the general Lagrangian of the form `(ζ, φ, ξ, z, ρψ). By direct substitution of
the variations into the variational principle
δ
∫ t2
t1
(〈 δ`
δζ
, γ˙
〉
+
〈
δ`
δφ
, θ˙ + ζ · Jγ
〉
+
〈
δ`
δξ
, η˙ − [ξ, η]
〉
+
〈
δ`
δz
, γ
〉
+
〈
δ`
δρ
, [η, ρ]
〉)
dt = 0 ,
one writes the Euler-Poincare´ equations as
− d
dt
δ`
δζ
+
δ`
δφ
Jζ +
δ`
δz
= 0 ,
d
dt
δ`
δφ
= 0 , − d
dt
δ`
δξ
+
[
ξ,
δ`
δξ
]
+
[
ρ,
δ`
δρ
]
= 0 .
In particular, for the Lagrangian (3.6), we have
δ`
δζ
= Jz ,
δ`
δφ
= 〈ρ|1〉 , δ`
δξ
= −i~ρ , δ`
δρ
= i~ξ+φ−Ĥ(z) , δ`
δz
= −Jζ−〈ρ|∇zĤ(z)〉 ,
such that the Euler-Poincare´ equations yield
−Jz˙ + Jζ − Jζ − 〈ρ|∇zĤ(z)〉 = 0
−i~ρ˙+ [ξ,−i~ρ]−
[
ρ, i~ξ − Ĥ(z)
]
= 0 .
thereby completeing the proof. 
The observation that hybrid classical-quantum dynamics can be expressed by using the Heis-
enberg and unitary groups motivates us to investigate further the interplay between these two
symmetry structures. The next section shows that combining the two groups into a semidirect-
product yields the variational formulation of quantum expectation dynamics.
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3.2. Variational approach to Ehrenfest dynamics
While the previous Section used the direct product H(R2n)× U(H ) group structure to obtain
hybrid classical-quantum dynamics, we shall now illustrate how constructing the semidirect
product H(R2n)sU(H ), which will be referred to as the Ehrenfest group, allows to shed new
light on the dynamics of expectation values, thereby extending Ehrenfest theorem to more
general situations.
3.2.1. The Ehrenfest group
The semidirect product H(R2n)sU(H ) can be constructed upon using the celebrated displace-
ment operator from the theory of coherent quantum states [23]. As we saw in Section 1.5. the
displacement operator corresponds to the unitary action of the Heisenberg group of phase-space
translations on the Hilbert space of wavefunctions and was defined in (1.77) as
Uhψ(x) = e
−iϕ~ e−i
p·q
2~ ei
p·x
~ ψ(x− q) , ∀h = (z, ϕ) ∈ H(R2n) ,
where the phase space vector z ∈ R2n is expressed as z = (q,p). One also finds the displacement
operator above, expressed as
Uhψ(x) = e
−iϕ~ e
i
~ (p·q̂−q·p̂)ψ(x) , ∀h = (z, ϕ) ∈ H(R2n) ,
particularly in the physics literature (e.g [7]). This operator can be used to define a a smooth
left action Φ : H(R2n) × U(H )→ U(H ) by
Φ(h)(U) = h · U := UhUU †h , ∀h ∈ H(R2n) , ∀U ∈ U(H ) , (3.8)
which is then used to construct the following product rule in H(R2n)sU(H ), from the general
theory of semi-direct product groups [59]:
(h1, U1)(h2, U2) = (h1h2, U1(h1 · U2)) =
(
h1h2, U1(Uh1U2U
†
h1
)
)
, (3.9)
for all h1, h2 ∈ H(R2n) and U1, U2 ∈ U(H ), where the term denoted by h1h2 is the product
rule in the Heisenberg group, already defined in (3.4). The product rule (3.9) gives the inverse
element
(z, ϕ, U)−1 =
(
(−z,−ϕ), U †hU †Uh
)
∈ H(R2n)sU(H ) ,
where we notice that the last slot on the R.H.S corresponds to Φ(h−1)(U−1) = U †hU
†Uh, via the
displacement operator property Uh−1 = U−h = U
−1
h , which follows directly from the definition
(1.77).
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Notice that the displacement operator Uh defines a group homomorphism H(R2n)→ U(H ),
so that upon considering a curve h(t) = (z(t), ϕ(t)) ∈ H(R2n), such that h(0) = (0, 0) and
denoting h˙(0) = (ζ, φ) ∈ h(R2n), one computes the tangent of the displacement operator
d
dt
∣∣∣∣
t=0
Uh(t)ψ(x) =
(−i~−1ϕ˙(0) + i~−1p˙(0) · x+ q˙(0) · ∇x)ψ(x− q(0)) ,
and recalling how the quantum canonical operators Ẑ = (q̂, p̂) act on the Hilbert space of
wavefunctions (i.e. q̂ψ(x) = xψ(x) and p̂ψ(x) = −i~∇xψ(x)), the expression above becomes
d
dt
∣∣∣∣
t=0
Uh(t)ψ(x) = −i~−1 (φ− ζ2 · q̂ + ζ1 · p̂)ψ(x) ,
thereby obtaining the following Lie algebra homomorphism ι : h(R2n)→ u(H )
ι(ζ) = −i~−1(φ+ ζ · JẐ) , ∀ζ = (ζ, φ) ∈ h(R2n) , (3.10)
which occurs in the Lie bracket structure on h(R2n)s u(H )
ad(ζ1,ξ1)(ζ2, ξ2) =
(
adζ1ζ2, [ξ1, ι(ζ2)]− [ξ2, ι(ζ1)] + [ξ1, ξ2]
)
, (3.11)
where the operator ‘ad’ appearing in the first slot on the RHS is the infinitesimal adjoint action
on h(R2n), as it was defined in (3.7). No confusion should arise from this notation.
In the following we provide the full derivation of the conjugation action on H(R2n)sU(H ),
denoted by I(h1,U1)(h2, U2) for any (hi, Ui) ∈ H(R2n)sU(H ) with i = 1, 2, as well as the
adjoint and coadjoint actions on h(R2n)s u(H ), denoted by Ad(h1,U1)(ζ, ξ) and Ad∗(h,U)(ν, µ)
respectively for any (ζ, ξ) ∈ h(R2n)s u(H ) and (ν, µ) = (ν, α, µ) ∈ h(R2n)∗×u(H )∗, which will
eventually lead to the derivation of the infinitesimal adjoint action (3.11) on h(R2n)s u(H ).
Conjugation. Recall that any group G acts on itself by conjugation via the map Ig : G→ G
given by h 7→ ghg−1, for any g, h ∈ G. In particular for the Ehrenfest group, a direct computation
gives
I(z1,ϕ1,U1)(z2, ϕ2, U2) = (z1, ϕ1, U1)(z2, ϕ2, U2)(z1, ϕ1, U1)
−1 =
=
(
z1, ϕ1, U1
)(
z2, ϕ2, U2
)(
− z1,−ϕ1, U †h1U
†
1Uh1
)
=
=
(
z1, ϕ1, U1
)(
z2 − z1, ϕ2 − ϕ1 − 1
2
z2 · Jz1), U2
(
Uh2(U
†
h1
U †1Uh1)U
†
h2
))
=
=
(
(h2, ϕ2 − h2 · Jh1), U1Uh1U2(Uh2U †h1U
†
1Uh1U
†
h2
)U †h1
)
. 
for any (z1, ϕ1, U1), (z2, ϕ2, U2) ∈ H(R2n)sU(H ).
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Adjoint and coadjoint actions. The adjoint representation of an arbitrary Lie group G on
its Lie algebra g is obtained by differentiating the conjugation action at the identity e ∈ G. For
the Ehrenfest group in particular, taking an arbitrary curve (z(t), ϕ(t), U(t)) ∈ H(R2n)sU(H )
such that (z(0), ϕ(0), U(0)) = (0, 0, I), where I stands for the identity matrix, and denoting
(ζ, φ, ξ) = (z˙(0), ϕ˙(0), U˙(0)) ∈ h(R2n)s u(H ), we define
Ad(z1,ϕ1,U1)(ζ, φ, ξ) :=
d
dt
∣∣∣∣
t=0
I(z1,ϕ1,U1)(z(t), ϕ(t), U(t)) ,
for any (z1, ϕ1, U1) ∈ H(R2n)sU(H ). This computation can benefit from the following prop-
erty:
Lemma 3.2 (Equivariance). With the notation above, the following relations hold
UhẐU
†
h = Ẑ − zI , ι(Adh ζ) = Uh ι(ζ)U †h ,
where I is the identity operator on H and Adh ζ = (ζ, φ+ z · Jζ) is the adjoint representation
on H(R2n).
Proof. The first relation is a standard result [7] and it is easily proved by a direct verification.
The first component reads as follows:(
Uhq̂U
†
h
)
ψ(x) =
(
Uhx
) [
e
i
~ϕe−i
p·q
2~ e−i
p·x
~ ψ(x+ q)
]
= e−i
p·q
~ ei
p·x
~ (x− q)e−ip·(x−q)~ ψ(x)
= (q̂ − q)ψ(x) .
Similarly, the second component reads(
Uh p̂U
†
h
)
ψ(x) = −i~ (Uh∇) [e i~ϕe−ip·q2~ e−ip·x~ ψ(x+ q)]
= −Uh
[
e
i
~ϕe−i
p·q
2~ e−i
p·x
~
(
pψ(x+ q) + i~∇ψ(x+ q))]
= (p̂− p)ψ(x) .
Combining both components proves the first relation in the lemma. Recalling the lie algebra
homomorphism defined in (3.10), the second relation follows by direct substitution
ι(Adh ζ) = ι
(
ζ, φ+ z · Jζ
)
= −i~−1
(
φ+ z · Jζ − Ẑ · Jζ
)
= −i~−1
(
φ−
(
Ẑ − zI
)
· Jζ
)
=
= −i~−1(φ− (UhẐU †h) · Jζ) = Uh(− i~−1(φ+ JẐ · ζ))U †h = Uh ι(ζ)U †h . 
Now, the adjoint action is computed as follows
Ad(z1,ϕ1,U1)(ζ, φ, ξ) =
d
dt
∣∣∣∣
t=0
(
z(t), ϕ(t)− z(t) · Jz1, U1Uh1U(t)(Uh(t)U †h1U
†
1Uh1U
†
h(t))U
†
h1
)
=
=
(
ζ, φ− ζ · Jh1, U1Uh1ξU †h1U
†
1Uh1U
†
h1
+ U1Uh1ι(ζ)U
†
h1
U †1U
†
h1
Uh1 − U1Uh1U †h1U
†
1Uh1ι(ζ)U
†
h1
)
=
=
(
ζ, ϕ− ζ · Jh1, U1Uh1(ξ + ι(ζ))U †h1U
†
1 − Uh1ι(ζ)U †h1
)
.
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And by the second relation in Lemma 3.2, the adjoint representation on H(R2n)sU(H ) reads
Ad(z1,ϕ1,U1)(ζ, φ, ξ) =
(
Ad(z1,ϕ1)(ζ, φ), U1Uh1(ξ + ι(ζ))U
†
h1
U †1 − ι(Ad(z1,ϕ1)(ζ, φ))
)
, (3.12)
where the term Ad(z1,ϕ1)(ζ, φ) = (ζ, φ + z1 · Jζ) in the first slot of the RHS is the adjoint
representation on H(R2n).
At this point, using the notation (ν, µ) = ((ν, α), µ) ∈ h(R2n)∗ × u(H )∗ ' R2n+1 × u(H )∗, one
computes the coadjoint representation on H(R2n)sU(H ) via the pairing〈
Ad∗(h,U)(ν, µ), (ζ, ξ)
〉
=
〈
(ν, µ), Ad(h,U)(ζ, ξ)
〉
=
=
〈
(ν, µ),
(
Adh ζ, U1Uh1(ξ + ι(ζ))U
†
h1
U †1 − Uh1ι(ζ)U †h1
)〉
=
=
〈(
Ad∗h ν + ι
∗
(
U †h(U
†µU − µ)Uh
)
, U †hU
†µUhUh
)
, (ζ, ξ)
〉
,
where Ad∗h ν = (ν − αJz, α) is the coadjoint representation on H(R2n), and ι∗ : u∗(H ) →
h∗(R2n) is the dual of the Lie algebra homomorphism (3.10), which is also computed via the
pairing giving the following expression
ι∗(µ) =
(
〈µ,−i~−1JẐ〉,Tr(i~−1µ)
)
, ∀µ ∈ u∗(H ) .
By direct substitution, the coadjoint action of H(R2n)sU(H ) on (h(R2n)s u(H ))∗ reads
Ad∗(z,ϕ,U)(ν, α, µ) =
(
ν − αJz + 〈µ− U †µU, i~−1JẐ〉, α, U †hU †µUUh) . (3.13)
Lie algebra actions. The Lie bracket structure on the Ehrenfest Lie algebra (3.11) is given
by the adjoint action of h(R2n)s u(H ) on itself. Considering the curve (z1(t), ϕ1(t), U1(t)) ∈
H(R2n)sU(H ), such that (z1(0), ϕ1(0), U1(0)) = (0, 0, I), and denoting the Lie algebra element
by (ζ1, φ1, ξ1) := (z˙1(0), ϕ˙(0), U˙1(0)) ∈ h(R2n)s u(H ) one computes the adjoint action as
follows:
ad(ζ1,ξ1)(ζ2, ξ2) =
d
dt
∣∣∣∣
t=0
Ad(h1(t),U1(t))(ζ2, ξ2) =
=
d
dt
∣∣∣∣
t=0
(
Adh1(t) ζ2, U1(t)Uh1(t)(ξ2 + ι(ζ2))U
†
h1
(t)U †1(t)− ι(Adh1(t) ζ2)
)
=
=
(
adζ1 ζ2, U˙1(0)(ξ2 + ι(ζ2)) + U˙h1(0)(ξ2 + ι(ζ2))− (ξ2 + ι(ζ2))U˙h1(0)− (ξ2 + ι(ζ2))U1(0)+
− U˙h1(0)ι(ζ2) + ι(ζ2)U˙h1(0)
)
=
=
(
adζ1 ζ2, ξ1(ξ2 + ι(ζ2)) + ι(ζ1)(ξ2 + ι(ζ2))− (ξ2 + ι(ζ2))ι(ζ1)− (ξ2 + ι(ζ2))ξ1+
− ι(ζ1)ι(ζ2) + ι(ζ2)ι(ζ1)
)
=
=
(
adζ1ζ2, [ξ1, ι(ζ2)]− [ξ2, ι(ζ1)] + [ξ1, ξ2]
)
.
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At this point, using the notation above, the coadjoint representation on h(R2n)∗ × u(H ) is
computed via the pairing〈
ad∗(ζ1,ξ1)(ν, µ), (ζ2, ξ2)
〉
=
〈
(ν, µ), ad(ζ1,ξ1)(ζ2, ξ2)
〉
=
=
〈
(ν, µ), (adζ1ζ2, [ξ1, ι(ζ2)]− [ξ2, ι(ζ1)] + [ξ1, ξ2])
〉
=
=
〈
(ad∗ζ1 ν − ι∗([ξ1, µ]), −[ι(ζ1), µ]− [ξ1, µ]), (ζ2, ξ2)
〉
where the term ad∗ζ1 ν = ad
∗
(ζ1,ϕ1)
(ν, α) = (−αJζ1) is the coadjoint action on h(R2n)∗ such that
ad∗(ζ1,φ1,ξ1)(ν, α, µ) = (ad
∗
(ζ1,ϕ1)
(ν, α)− ι∗([ξ1, µ]), −[ι(ζ1), µ]− [ξ1, µ]) . (3.14)
Finally, as we proceed for the Heisenberg group in (3.5), we define the Lie algebra element
in h(R2n)s u(H )
(ζ, φ, ξ) :=
d
dt
∣∣∣∣
s=0
(
(g(s), ϑ(s), T (s)) (z, ϕ, U)−1
)
∈ h(R2n)s u(H )
where (g(s), ϑ(s), T (s)) ∈ h(R2n)s u(H ) is a curve such that (g(0), ϑ(0), T (0)) = (z, ϕ, U),
(g′(0), ϑ′(0), T ′(0)) = (z˙, ϕ˙, U˙) and Ug(0) = Uh and U ′g(0) = U˙h, for some fixed time. Eventually,
one finds
(ζ, φ, ξ) =
(
z˙, ϕ˙− 1
2
z˙ · Jz, U˙U † − U˙hU †h + UU˙hU †hU †
)
∈ h(R2n)s u(H ) .
In order to construct a dynamical theory by using the group structure above in the Lag-
rangian (3.1), we need to find an action of H(R2n)sU(H ) on the space R2n× S(H ). This
task can be achieved by the coadjoint representation on the semidirect product (3.13). Then,
upon fixing the invariant set α = 1 and by introducing the variables z = −Jν and ρψ = i~−1µ,
we obtain the following action of H(R2n)sU(H ) on the space R2n×PH :
Φ(h,U)(z, ρψ) =
(
z− z + 〈UẐU † − Ẑ〉, U †hU †ρψUUh
)
, (3.15)
where we have used the standard expectation value notation 〈A〉 = 〈A|ρψ〉.
3.2.2. Lagrangian reduction
At this point, the semidirect product H(R2n)s U(H ) has been characterized and it has been
showed to possess an action on the classical-quantum phase space R2n×PH . Then, we consider
the evolution of the classical-quantum variables (z, ρψ) under the action (3.15) of (h
−1, U−1)
(i.e. (z, ρψ) = Φ(h−1,U−1)(z0, ρψ0)), which then gives
z(t) = z0 + z(t) +
〈
U(t)†ẐU(t)− Ẑ ∣∣ ρψ0〉 , ρψ(t) = Uh(t)U(t)ρψ0U(t)†Uh(t)† . (3.16)
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The evolution above has the following crucial feature:
z(t)− 〈Ẑ∣∣ρψ(t)〉 = z0 − 〈Ẑ|ρψ0〉 ,
as it is verified upon computing, via Lemma 3.2, the following〈
Ẑ
∣∣U(t)ρψ0U(t)†〉 = 〈Ẑ ∣∣Uh(t)†ρψ(t)Uh(t)〉 = 〈Uh(t)ẐUh(t)† ∣∣ ρψ(t)〉 = 〈Ẑ − z(t)I ∣∣ ρψ(t)〉 .
Therefore, in order to study expectation value dynamics, one can simply initiate the evolution
under the initial condition z0 = 〈Ẑ | ρψ0〉, which is then replaced in (3.16). Moreover, the
evolution above, produces the equations of motion
z˙ = ζ − 〈[ρ, Ẑ], ξ〉 , ρ˙ = [i~−1Ẑ · Jζ + ξ, ρ]
where ζ = z˙ and ξ = UhU˙U
†U †h. Analogous expressions hold for the variations (δz, δρ).
At this point, we consider the Euler-Poincare´ Lagrangian of the classical-quantum mean field
model (3.6). Although this was written previously on the space (h(R2n)⊕u(H ))× (R2n×PH ),
we now change perspective and we interpret the same expression (3.6) for `(ζ, φ, ξ, z, ρψ) as a
Lagrangian of the type
` :
(
h(R2n)s u(H )
)× (R2n ×PH )→ R .
Notice that the Hamiltonian operator Ĥ(z) depends on the classical variable z, which has to
be interpreted as the expectation value 〈Ẑ|ρψ〉. This amounts to consider quantum systems for
which the total energy can be written in terms of both the quantum state ρψ and its corres-
ponding expectation values z = 〈Ẑ|ρψ〉. (Notice that this is a very general case, as it is shown
by considering the kinetic energy expression 〈P 2〉ψ/2 = 〈p〉2/2 + 〈P − 〈p〉〉 2ψ /2).
Theorem 3.3. Consider the Lagrangian (3.6) and its associated variational principle for mixed
quantum states
δ
∫ t2
t1
(
ζ(t) · Jz(t) +
〈
ρ(t), i~ξ(t) + φ(t)− Ĥ(z(t))
〉)
dt = 0 ,
with variations
δζ = γ˙ , δφ = θ˙ − ζ · Jγ ,
δξ = η˙ − i~−1( [ξ, Ẑ · Jγ]− [η, Ẑ · Jζ] )+ [η, ξ] ,
δz = γ − 〈[ρ, Ẑ], η〉 ,
δρ =
[
i~−1Ẑ · Jγ + η, ρ
]
,
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where γ, θ and η are arbitrary and vanish at the endpoints. Then, this is equivalent to the
following equations of motion
z˙ = J∇z
〈
ρ|Ĥ(z)
〉
− i~−1〈Ẑ∣∣[Ĥ(z), ρ]〉 , (3.17)
i~ρ˙ =
[
Ĥ(z), ρ
]
+∇z
〈
ρ|Ĥ(z)
〉
· [Ẑ, ρ]. (3.18)
Proof. This follows by a direct subsistution of the variations in the action principle. We have
δ
∫ (
ζ(t) · Jz(t) +
〈
ρ(t), i~ξ(t) + φ(t)−H(z(t))
〉)
dt =
=
∫ (
Jz · δζ + 〈ρ, δφ〉 − 〈i~ρ, δξ〉 − (Jζ + 〈ρ|∇zH(z)〉) · δz + 〈i~ξ + φ−H(z), δρ〉
)
dt
=
∫ (
Jz · γ˙ +
〈
ρ, θ˙ − ζ · Jγ
〉
−
〈
i~ρ, η˙ − i~−1( [ξ, Ẑ · Jγ]− [η, Ẑ · Jζ] )+ [η, ξ]〉+
− (Jζ + 〈ρ|∇zH(z)〉) ·
(
γ − 〈[ρ, Ẑ], η〉)+ 〈i~ξ + φ−H(z), [i~−1Ẑ · Jγ + η, ρ]〉) dt
=
∫ (〈
− Jz˙− 〈ρ|∇zH(z)〉+
〈[
i~−1ρ,H(z)
]
, JẐ
〉
,γ
〉
+
〈
i~ρ˙+
[
ρ, Ẑ · 〈ρ|∇zH(z)〉
]
+ [ρ,H(z)] ,η
〉)
dt
Then, since γ, θ and η are arbitrary and vanish at the endpoints, the proof follows. 
In order to understand how the above result is related to the usual Ehrenfest equations for
quantum expectation dynamics, we immediately observe how these equations (3.17)-(3.18) are
recovered (along with the evolution of ρ) in the case when ∇zH(z) = 0. As it was pointed
out previously, the new feature of equations (3.17)-(3.18) lies in the fact that the expectation
values have been considered as independent variables already occurring in the expression of the
conserved total energy 〈H(z)〉. This confers the system (3.17)-(3.18) a hybrid classical-quantum
structure. Indeed, one observes that new coupled classical-quantum terms appear in Ehrenfest
dynamics: these are the first term on the RHS of (3.17) and the second term on the RHS of
(3.18).
Notice, the first term on the RHS of (3.17) does not involve the quantum scales given by ~.
For example, a purely classical system is given by a quantum phase-type Hamiltonian operator
of the form H(z) = h(z)1, where h(z) is the classical expression of the Hamiltonian. In this
case, while equation (3.17) recovers classical Hamilton’s equations, the quantum evolution (3.18)
specializes to coherent state dynamics of the type
i~ρ˙ = ∇zh ·
[
Ẑ, ρ
]
.
This establishes how quantum states evolve under the action of purely classical degrees of free-
dom, thereby enlightening the interplay between classical and quantum dynamics. The same
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equation can also be obtained by linearizing the quantum Hamiltonian operator H(Ẑ) around
the expectation values (i.e. in the limit Ẑ → zI), as prescribed by Littlejohn’s nearby orbit
approximation for semiclassical mechanics [7]. Notice that equations (3.17)-(3.18) have been
given a Lie-Poisson Hamiltonian structure, in my recent article [56], associated to the group
H(R2n)sU(H ). This is one of the topics in next chapter.
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4
Hamiltonian approach to Ehrenfest expectation values and
Gaussian quantum dynamics
The classical-quantum variational principle on the semidirect-product group of the Heisenberg
and unitary groups (i.e. Ehrenfest group) presented in Chapter 3, is given a Hamiltonian
structure. Once the dynamics of Ehrenfest expectation values has been completely characterized
in terms of Poisson brackets, one may wonder if this treatment extends to considering higher
order moments. The moment hierarchy does not close in general, although it is well known
that it does for quadratic Hamiltonians. In the latter case, the moment algebra acquires an
interesting structure, which is the subject of the present chapter. Before entering this matter,
we emphasize that quadratic Hamiltonians limit to consider linear oscillator motion and so they
are uninteresting for practical purposes. An interesting situation, however, occurs when the
total energy 〈H〉 is computed with respect to a Gaussian state, so that higher moments are
expressed in terms of the first two. This is the Gaussian moment closure for nonlinear quantum
Hamiltonians.
This material appeared in my recent article [56].
4.1. Hamiltonian approach to Ehrenfest dynamics
We start this section with a mathematical result that lies at the basis of Ehrenfest’s equation:
expectation values are momentum maps for the standard representation of the Heisenberg group
H(R2n) ' R2n × S1 on the space of wavefunctions. As we saw in the last paragraph of Section
1.2., a momentum map is, generally speaking, given by the generating function of the canonical
transformation associated with a certain symmetry group G. We specialized the definition (1.46)
to the Hilbert space H of wavefunctions (i.e. we are considering H = L2(Rn)), endowed with
the standard symplectic form ω(ψ1, ψ2) = 2~ Im〈ψ1|ψ2〉, so that a momentum map associated
to a unitary G−representation on the quantum state space is the map J(ψ) ∈ g∗ given by
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〈J(ψ), ξ〉 := ~ 〈iξ(ψ)|ψ〉, where ξ(ψ) is the infinitesimal generator of the group action Φg(ψ). For
the Heisenberg group of phase-space translations, the action is the usual displacement operator
of coherent state theory [60]. Recall that, upon denoting z = (q,p), this action is given by(
Φ(z,ϕ)(ψ)
)
(x) = Uhψ(x) := e
−iϕ~ e−i
p·q
2~ ei
p·x
~ ψ(x− q) , (4.1)
so that the infinitesimal generator reads
ξ(ψ) = −i~−1(φ+ ζ · JẐ)ψ , (4.2)
and we have identified ξ = (ζ, φ) ∈ h(R2n) (here, h(R2n) ' R2n+1 denotes the Heisenberg Lie
algebra so that the pairing 〈·, ·〉 on h(R2n)∗ × h(R2n) is the standard scalar product on R2n+1).
We redirect the reader to Section 3.2.1. for details on this computation.
Theorem 4.1. Let the Heisenberg group H(R2n) act on the Hilbert space of wavefunctions by
the action (4.1). Then, the equivariant momentum map J : H → h(R2n)∗ associated to the
infinitesimal generator (4.2) is given by
J(ψ) =
(
J〈Ẑ〉, ‖ψ‖2
)
, (4.3)
Proof. Upon computing
〈iξ(ψ)|ψ〉 = ~−1
(
φ||ψ||2 + 〈ζ · JẐψ|ψ〉
)
= ~−1
(
φ‖ψ‖2 + ζ · J〈Ẑ〉
)
we obtain the momentum map
J(ψ) =
(
J〈Ẑ〉, ‖ψ‖2
)
, (4.4)
so that, up to applying J, the momentum map associated to the Heisenberg group representation
identifies the expectation values of canonical operators.
This momentum map is equivariant, that is Ad∗(z,ϕ) J(ψ) = J(Φ(z,ϕ)(ψ)) (here, Ad
∗ denotes
the coadjoint representation for the Heisenberg group H(R2n), see (B.4) in Appendix B.3.), since
Ad∗(z,ϕ) J(ψ) = Ad
∗
(z,ϕ)
(
J〈Ẑ〉, ‖ψ‖2
)
=
=
(
J〈Ẑ〉 − ||ψ||2 Jz, ||ψ||2
)
=
=
(
J〈ψ|(Ẑ + Iz)ψ〉, ||ψ||2
)
=
=
(
J〈ψ|UhẐU †hψ〉, ||Uhψ||2
)
=
=
(
J〈Ẑ〉Uhψ, ||Uhψ||2
)
= J(Uhψ) = J(Φ(z,ϕ)(ψ)) ,
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where one uses Lemma 3.2 so that (Ẑ + Iz) = UhẐU
†
h, so that the proof is complete. 
Thus, this momentum map is a Poisson map (see Section 12.4 in [3]). Most importantly,
this map takes the Poisson structure on the symplectic space H of wavefunctions into the Lie-
Poisson structure on h(R2n)∗, i.e. the canonical Poisson bracket {·, ·}c (up to a multiplicative
normalization factor ‖ψ‖2).
Remark 4.2. Notice that the momentum map J(ψ) induces an equivariant momentum map
J(ρ) =
(
J〈ρ|Ẑ〉, ‖ρ‖) on the space of density matrices. In the case of pure states, this is de-
termined by the projection operator ρψ := ψψ
†, so that rewriting (4.4) yields a momentum map
J : PH → h(R2n)∗
J(ψ) =
(
J〈ψ|Ẑψ〉, 〈ψ|ψ〉
)
=
(
J〈ψψ†|Ẑ〉,Tr(ψψ†)
)
=
(
J〈ρψ|Ẑ〉,Tr(ρψ)
)
= J(ρψ) .
In this case, the infinitesimal action of the Heisenberg group reads ξ(ρ) = −i~−1[ζ · JẐ, ρ].
The momentum map property of quantum expectation values suggests looking for the Poisson
bracket structure of Ehrenfest’s equations. We recall that the latter have to be accompanied by
the evolution of the quantum state, this being given by a wavefunction, a density matrix or its
Wigner function. In order to find the Poisson bracket for the expectation values, we start with
the following Poisson bracket (1.29) for the Schro¨dinger’s equation i~ψ˙ = Ĥψ:
{f, g}(ψ) = 1
2~
〈
i
δf
δψ
,
δg
δψ
〉
, (4.5)
where f and g are formally defined as function(al)s on the quantum states space and 〈·.·〉
represents the Hermitian pairing as the real part of the Hermitian inner product on H . Since
Ehrenfest dynamics advances both expectation values (denoted by z = 〈Ẑ〉) and the quantum
state ψ, we allow to consider functionals of the type f˜(z, ψ). In practice, this means that in (4.5)
we allow for f to depend on ψ both explicitly and through the expectation value 〈Ẑ〉 = 〈ψ|Ẑψ〉,
so that f(ψ) = f˜(ψ, z). Then, one can use the chain rule to write
δ
δψ
f(ψ) = 2Ẑψ · δ
δz
f˜(z, ψ) +
δ
δψ
f˜(z, ψ) (4.6)
and replacing this in (4.5) one has
{f, g} = 2
~
〈
iẐψ · δf˜
δz
, Ẑψ · δg˜
δz
〉
+
1
~
〈
iẐψ · δf˜
δz
,
δg˜
δψ
〉
+
1
~
〈
i
δf˜
δψ
, Ẑψ · δg˜
δz
〉
+
1
2~
〈
i
δf˜
δψ
,
δg˜
δψ
〉
,
where the first term on the RHS is simply the canonical Poisson bracket, denoted by {f˜ , g˜}c,
and is derived by working in components (via Einstein notation) and exploiting the properties
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of the Hermitian pairing given by 〈A,B〉 = Re〈A|B〉 where 〈A|B〉 = Tr(A†B), for any operators
A,B acting on H . Then, the first term becomes:
2
~
〈
iẐiψ
δf˜
δz
i
, Ẑjψ
δg˜
δz
j
〉
=
2
~
δf˜
δz i
δg˜
δz
j 〈
iẐiψ, Ẑjψ
〉
=
2
~
δf˜
δz i
δg˜
δz
j 〈
iψψ†, (ẐiẐj)SH
〉
,
where (ẐiẐj)SH is the skew-Hermitian projection of Ẑ
iẐj given by(
ẐiẐj
)
SH
=
1
2
(
ẐiẐj − ẐjẐi
)
=
i~
2
Jij .
Substituting into the pairing above, it becomes
2
~
〈
iẐiψ
δf˜
δz
i
, Ẑjψ
δg˜
δz
j
〉
=
1
~
〈
iψψ†, i~
δf˜
δz i
Jij
δg˜
δz
j
〉
= ||ψ||2 δf˜
δz
· Jδg˜
δz
= ||ψ||2 {f˜ , g˜}c ,
where the normalization condition is set to ||ψ||2 = 1, as it is the standard normalization
condition for quantum states. Then, the new Poisson bracket arising from (4.5) via the chain
rule (4.6) is
{f˜ , g˜} = {f˜ , g˜}c + ~−1
(〈
i
δf˜
δψ
,
δg˜
δz
· Ẑψ
〉
−
〈
i
δg˜
δψ
,
δf˜
δz
· Ẑψ
〉)
+
1
2~
〈
i
δf˜
δψ
,
δg˜
δψ
〉
. (4.7)
At this point, in order to write down explicit equations of motion, one has to find the expression
of the total energy h(ψ) = 〈Ĥ〉 in the form h(ψ) = h˜(z, ψ). More particularly, we ask that h˜(z, ψ)
is linear in ψ, so that it can still be expressed as an expectation value. For example, the kinetic
energy in one spatial dimension can be rewritten by using the relation 〈p̂2〉 = p2 + 〈(p̂ − p)2〉,
with p = 〈p̂〉. In more generality, one can Taylor expand the original Hamiltonian operator (or
simply parts of it) around the expectation values. This leads to an expression of the total energy
〈Ĥ〉 of the form h˜(z, ψ) = 〈ĤCQ(z)〉 such as
〈Ĥ〉 = 〈p̂2〉 = p2 + 〈(p̂− p)2〉 = 〈ψ| (p̂2 + (p̂− p)2)ψ〉 = 〈ĤCQ(p)〉
where ĤCQ(p) = p̂
2 + (p̂ − p)2 is a classical-quantum Hamiltonian operator that depends
on the expectation values z (and not explicitly on ψ). Notice that ĤCQ(z) differs from the
original quantum Hamiltonian Ĥ, although they generate (by definition) the same total en-
ergy 〈ĤCQ(z)〉 = 〈Ĥ〉. Then, upon using the total energy expression h˜ = 〈ĤCQ〉 such that
δh˜/δψ = 2ĤCQψ, the Poisson bracket (4.7) produces the equations
z˙ = J∇z〈ĤCQ〉 − i~−1〈[Ẑ, ĤCQ]〉 , (4.8)
i~ψ˙ = ĤCQψ +∇z〈ĤCQ〉 · Ẑψ . (4.9)
Here, it is important to emphasize that the relation z = 〈Ẑ〉 can be used only after evaluating
the derivatives ∇z〈ĤCQ〉, which are to be computed by keeping z and ψ as independent variables
(for example, one has ∇p
(
p〈P̂ 〉) = 〈P̂ 〉 = p).
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Example 4.3. Free particle in one spatial dimension. In the simplest case of a free particle
in one spatial dimension, the Hamiltonian is just the kinetic energy. The quantum Hamiltonian
operator reads Ĥ = p̂2/2m, such that the total energy is the expectation value
h(ψ) = 〈Ĥ〉ψ = 〈p̂
2〉ψ
2m
=
〈ψ|p̂2ψ〉
2m
,
which can be rewritten as
h˜(p, ψ) =
1
2m
(
p2 + 〈(p̂− p)2〉) ,
where we have denoted p = 〈p̂〉, such that one has 〈H〉 = h˜(p, ψ) = 〈ĤCQ〉 with the classical-
quantum Hamiltonian operator, which depends only on p, being
ĤCQ =
p2
2m
1 +
(p̂− p1)2
2m
Now, equation (4.8) is split into its two components as
q˙ = ∇p〈ĤCQ〉 − i~−1〈[q̂, ĤCQ]〉 , (4.10)
p˙ = −∇q〈ĤCQ〉 − i~−1〈[p̂, ĤCQ]〉 , (4.11)
where ∇q〈ĤCQ〉 = 0, and one computes ∇p〈ĤCQ〉 as follows
∇p〈ĤCQ〉 = 1
2m
∇p
(
p2 + 〈p̂2〉 − 2p〈p〉+ p2) =
=
1
2m
(2p− 2〈p̂〉+ 2p) = 1
m
(2p− 〈p̂〉) = p
m
,
where relation z = 〈Ẑ〉 has been used only after evaluating the derivatives. Then equations
(4.10)-(4.11) become
q˙ =
p
m
+
1
m
(〈p̂〉 − p) = p
m
, p˙ = 0 . (4.12)
On the other hand, equation (4.9) becomes
i~−1ψ˙ =
p2
m
1ψ +
1
2m
(p̂2ψ − 2p p̂ψ + p2 1ψ) + p
m
p̂ψ ,
such that
i~−1ψ˙ =
p̂2
2m
ψ +
p2
m
1ψ , (4.13)
where the second term of the R.H.S is the phase term (that can be denoted by αψ = p21ψ/m)
that appeared in the projective Schro¨dinger equation (2.10).
Equivalently, as it was shown in Section 1.2., the Poisson bracket (4.5) induces a Poisson
bracket on PH via the map defined by the projection operator ρψ, so that for an arbitrary
function f one can write f(ψ) = F (ρψ) and via the chain rule (see (1.39)) one has
δf
δψ
= 2
δF
δρ
ψ . (4.14)
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Then, inserting the chain rule (4.14) into (4.5) one has the Poisson bracket for the quantum
Liouville equation i~ρ˙ = [Ĥ, ρ]:
{F,G}(ρ) = −i~−1
〈[
δF
δρ
,
δG
δρ
]〉
, (4.15)
where [·, ·] denotes the standard commutator and F and G are formally defined as function(al)s
on the space of Hermitian operators. This Poisson bracket returns the quantum Liouville equa-
tion as ρ˙ = {ρ, δh/δρ}, with the Dirac Hamiltonian functional h(ρ) = 〈Ĥ〉 (total energy). Here,
δh/δρ is a Hermitian operator and we identify vector spaces of linear operators with their dual
spaces by using the pairing 〈A,B〉 = Re〈A|B〉, where 〈A|B〉 = Tr(A†B) is the natural inner
product. Now, following this idea, in the classical-quantum Poisson bracket (4.7) we write
f˜(z, ψ) = F (z, ρψ) and via the chain rule, one has
δf˜
δψ
= 2
δF
δρ
,
δf˜
δz
=
δF
δz
, (4.16)
and substituting the expressions in (4.16) into the Poisson bracket (4.7) yields
{F,G}(z, ρ) = {F,G}c + i~−1
〈[
δG
δz
· Ẑ, δF
δρ
]
−
[
δF
δz
· Ẑ, δG
δρ
]〉
− i~−1
〈[
δF
δρ
,
δG
δρ
]〉
. (4.17)
The first term on the R.H.S is the canonical Poisson bracket and remains unchanged from (4.7)
since δf˜/δz = δF/δz. The third term on the R.H.S is the quantum Liouville Poisson bracket
arising from (4.5), which was the third term on the R.H.S of (4.7). Lastly, the middle term on
the R.H.S arises from the middle term on the R.H.S of (4.7) as follows
~−1
(〈
i
δf˜
δψ
,
δg˜
δz
· Ẑψ
〉
−
〈
i
δg˜
δψ
,
δf˜
δz
· Ẑψ
〉)
= ~−1
(〈
2i
δF
δρ
ψ,
δG
δz
· Ẑψ
〉
−
〈
2i
δG
δρ
ψ,
δF
δz
· Ẑψ
〉)
= ~−1
(〈
iρ, 2
(
δF
δρ
δG
δz
· Ẑ
)
SH
〉
−
〈
iρ, 2
(
δG
δρ
δF
δz
· Ẑ
)
SH
〉)
= i~−1
〈[
δG
δz
· Ẑ, δF
δρ
]
−
[
δF
δz
· Ẑ, δG
δρ
]〉
.
Theorem 4.4. Consider the change of variables z 7→ Jz and ρ 7→ −i~ρ. Then, the Poisson
bracket (4.17) is taken into the (minus) Lie-Poisson bracket [14,15,3] on the semidirect-product
Lie algebra h(R2n)s u(H ), endowed with the Lie bracket (3.11) given by[
(ζ1, φ1, ξ1), (ζ2, φ2, ξ2)
]
h(R2n)su(H )
=
(
0,−ζ1 ·Jζ2, i~−1
[
ζ2 ·JẐ, ξ1
]−i~−1[ζ1 ·JẐ, ξ2]+[ξ1, ξ2]).
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Proof. Recall the general form of a (±)Lie-Poisson bracket
{f, g}(µ) = ±
〈
µ,
[
δf
δµ
,
δg
δµ
]〉
, ∀µ ∈ g∗ ,
where f, g are functionals on g∗, [·, ·] is the Lie bracket on g and 〈·, ·〉 denotes the pairing between
a vector space and its dual. In particular, for the Ehrenfest Lie algebra h(R2n)s u(H ), one
computes the explicit formula as follows
{f, g}(ν, α, µ) = ±
〈
(ν, α, µ),
[(
δf
δν
,
δf
δα
,
δf
δµ
)
,
(
δg
δν
,
δg
δα
,
δg
δµ
)]〉
(hsu)∗×(hsu)
= ±
〈
(ν, α, µ),
(
0, − δf
δν
· J δg
δν
, i~−1
[
δg
δν
· JẐ, δf
δµ
]
− i~−1
[
δf
δν
· JẐ, δg
δµ
]
+
[
δf
δµ
,
δg
δµ
])〉
= ∓α δf
δν
· J δg
δν
∓ ~−1
〈
iµ,
[
δg
δν
· JẐ, δf
δµ
]
−
[
δf
δν
· JẐ, δg
δµ
]〉
±
〈
µ,
[
δf
δµ
,
δg
δµ
]〉
.
Setting µ = −i~ρ and ν = Jz, such that δf/δµ = −i~−1δf/δρ and δf/δν = Jδf/δz, the
expression above becomes
{f, g}(z, α, ρ) = ∓α δf
δz
· Jδg
δz
∓ ~−1
〈
iρ,
[
δg
δz
· Ẑ, δf
δρ
]
−
[
δf
δz
· Ẑ, δg
δρ
]〉
± ~−1
〈
iρ,
[
δf
δρ
,
δg
δρ
]〉
which completes the proof 
This semidirect-product Lie algebra was used in the variational formulation of the Ehrenfest
theorem in the previous section (also in [58]), while it is shown here to emerge naturally from the
momentum map structure of expectation values. Indeed, the occurrence of the canonical Poisson
bracket is due to the fact that expectation values are Poisson momentum maps that take (4.15)
into the classical canonical structure. We shall call the Lie algebra h(R2n)s u(H ) the Ehrenfest
algebra and its underlying Lie group H(R2n)sU(H ) the Ehrenfest group (here, U(H ) denotes
the group of unitary operators on H ). The construction of the Ehrenfest group uses the group
homomorphism provided by the representation (4.1), as it was presented in detail in Section
IV.B of [58]. The bracket (4.17) will be called Ehrenfest bracket : this is the first example of a
classical-quantum bracket that couples the canonical Poisson bracket underlying classical motion
to the Lie-Poisson bracket (4.15) underlying quantum Liouville dynamics. However, notice
that this Poisson bracket does not model the correlation effects occurring in the interaction of
quantum and classical particles. Indeed, Poisson bracket structures modeling the backreaction
of a quantum particle on a classical particle have been sought for decades and are still unknown
despite several efforts [61–64,34,65]. Rather, the Ehrenfest bracket governs the classical-quantum
coupling (middle term in (4.17)) between expectation value dynamics (first classical term in
(4.17)) and quantum state evolution (last term in (4.17)) for the same physical system.
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At this point, in order to write down explicit equations of motion, one has the expression of
the total energy h(ρ) = 〈Ĥ〉 = 〈ĤCQ(z)〉 as in the case of the Poisson bracket (4.7). Then, the
Poisson bracket (4.17) produces the equations
z˙ = J∇z〈ĤCQ〉 − i~−1
〈[
Ẑ, ĤCQ
]〉
, (4.18)
i~ρ˙ =
[
ĤCQ +∇z〈ĤCQ〉 · Ẑ, ρ
]
. (4.19)
Here, it is important to emphasize that the relation z = 〈Ẑ〉 can be used only after evaluating
the derivatives ∇z〈ĤCQ〉, which are to be computed by keeping z and ρ as independent variables
(for example, one has ∇p
(
p〈P̂ 〉) = 〈P̂ 〉 = p).
Equations (4.18) and (4.19) were obtained in (3.17) and (3.18), appearing in [58], upon
postulating a specific variational principle, based on analogies with the variational structure of
the Ehrenfest mean-field model of mixed classical-quantum dynamics. Then, the action principle
postulated in Theorem 3.3 is justified here in terms of its corresponding Hamiltonian structure.
More importantly, we have shown how these equations are totally equivalent to the quantum
Liouville equation. Indeed, these equations were derived from the Poisson bracket (4.15) for
the density matrix evolution, without any sort of assumption or approximation: the only step
involved was rewriting the total energy as h(ρ) = h˜(ρ, z), which is no loss of generality as long
as one term in the original Hamiltonian Ĥ can be expanded around the expectation values.
Notice that, since equation (4.19) is indeed consistent with the ordinary Liouville equation, the
classical-quantum Hamiltonian is constructed in such a way that it may differ from the original
quantum Hamiltonian Ĥ only by a phase factor, so that Ĥ = ĤCQ +∇z〈ĤCQ〉 · Ẑ + φ1 (upon
dropping the phase factor, this is simply a consequence of the chain rule relation (4.6)): since
by construction 〈ĤCQ〉 = 〈Ĥ〉, then φ = −z · ∇z〈ĤCQ〉 and the two Hamiltonians are related by
Ĥ = ĤCQ + (Ẑ − z) · ∇z〈ĤCQ〉 .
Upon fixing a certain quantum system with Hamiltonian Ĥ, this is a consistency relation that
is satisfied by the classical-quantum Hamiltonian. On the other hand, fixing a specific classical-
quantum Hamiltonian, the above relation gives the corresponding quantum Hamiltonian oper-
ator.
Depending on the specific form of the classical-quantum Hamiltonian, equations (4.18) and
(4.19) allow for two different limits. Indeed, while Ehrenfest’s theorem is obtained in the case
∇z〈ĤCQ〉 = 0 (that is, in the purely quantum case when the Hamiltonian operator is not written
in terms of expectation values and ĤCQ = Ĥ), the phase-type operator ĤCQ = h(z)1 yields
another limit in which expectation values follow classical particle trajectories, i.e. z˙ = J∇h(z).
As noted in [58], the latter case takes the quantum equation (4.19) into
i~ρ˙ =
[∇zh · Ẑ, ρ] ,
4.2. Gaussian quantum states and second order moments 69
which determines how the quantum state (together with Heisenberg’s uncertainty) is carried
along the classical trajectories. The above Liouville equation is associated to a quantum Hamilto-
nian Ĥ = h(z) + (Ẑ − z) · ∇h(z) that is linear in Ẑ and as such it generates coherent state
evolution [60] of an initial pure state ρ0 = ψ0ψ
†
0. Notice that Wigner-transforming the above
quantum equation of motion yields the classical Liouville dynamics
∂tW (ζ) = {∇zh · ζ,W (ζ)}c , (4.20)
so that noncommutative quantum effects are absent, as expected in coherent state dynamics.
On one hand, this comes as no surprise, since coherent states are widely known to be classical
states in quantum optics. (In quantum optics, the word ‘classical’ does not refer to the motion of
a physical classical particle, which would require a delta-like solution of (4.20) and is recovered
only in the formal limit ~ → 0 of Gaussian solutions of the type (4.21)). On the other hand,
this yields a suggestive picture in which classical trajectories carry a coherent quantum state,
whose dynamics decouples from classical motion.
While equations (4.18) and (4.19) recover Ehrenfest’s theorem as a special case, it is im-
portant to remark that they carry a redundancy, in the sense that equation (4.18) is simply
the expectation value equation associated to (4.19) (if the latter is interpreted as a nonlinear
nonlocal equation). This redundancy is not new, since it already occurs in Ehrenfest’s original
equations. However, the redundancy of equation (4.18) can be eliminated by expressing the
quantum dynamics in the frame of the expectation values. This operation of changing frames,
carried out by Cesare Tronci, can be found in [56], where the expectation values are separated
from the fluctuations arising from quantum uncertainty.
4.2. Gaussian quantum states and second order moments
Gaussian quantum states (a.k.a. squeezed states in quantum optics) have been widely studied
over the decades in many different contexts, mostly quantum optics and physical chemistry.
Recently, applications of Gaussian states in quantum information have also been proposed (see
e.g. [66]). Generally speaking, a Gaussian quantum state is a Gaussian Wigner function of the
form
G(ζ, t) =
N√
det Σ(t)
exp
(
− 1
2~
(ζ − z(t)) · Σ(t)−1(ζ − z(t))
)
, (4.21)
where N is a normalising factor and Σ = (〈ζζ〉 − 〈ζ〉〈ζ〉) is the covariance matrix (See Section
1.5.), and we recall the first and second order moments are
〈ζ〉 =
∫
ζG(ζ) d6ζ , 〈ζζ〉 =
∫
ζ2G(ζ) d6ζ ,
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(where the power ζ2 denotes the tensor power ζ2 = ζ⊗2 = ζζT ). The question of which
covariance matrices are associated to genuine Gaussian quantum states was addressed in [7] for
wavepackets and in [25, 26] for more general mixed states. We emphasize that the expression
(4.21) incorporates the Wigner transform of Gaussian wavepackets [27,28] as a special case.
If the linear form w and the quadratic form S defining the quadratic Hamiltonian H =
ζ · Sζ +w · ζ are functions (possibly nonlinear) of the first and second order moments 〈ζ〉 and
〈ζζ〉, then a Gaussian initial state will remain a Gaussian under time evolution by changing its
mean and variance. In more generality, a nonlinear (analytic) Hamiltonian will produce a total
energy 〈H〉 = ∫G(ζ)H(ζ) dζ that can be expressed entirely in terms of first and second order
moments, i.e.
〈H〉 = h(〈ζ〉, 〈ζζ〉) .
The Hamiltonian approach to Ehrenfest dynamics in Section 4.1. exploited the fundamental
result that expectation values (that were denoted by z = 〈ζ〉), are momentum maps for the
unitary action of the Heisenberg group (1.77) on the space of wavefunctions (see Theorem 4.1).
It turns out that second order moments (which, for convenience, shall be denoted by X=〈ζζ〉/2)
are momentum maps for the action of the Symplectic group (denoted by Sp(2n)) on the space
of Wigner functions Den(R2n).
Theorem 4.5. Let Sp(2n) be the symplectic group, acting on the space of Wigner functions
Den(R2n), by
(ΦS(W )) (ζ) = W (S ζ) , S ∈ Sp(2n) , (4.22)
for any Wigner function W (ζ) ∈ Den(R2n). Then, the infinitesimal action of (4.22) produces
the momentum map
J : Den(R2n)→ sp(2n)∗ ' Sym(2n) ,
given by
J(W ) = −〈ζζ〉
2
= −X , (4.23)
where we have identified sp(2n)∗ ' Sym(2n) via the tilde map S 7→ S˜ := JS, for any S ∈
Sym(2n). Furthermore, this momentum map is equivariant.
Proof. One wants to prove that the momentum map
J : Den(R2n)→ sp(2n)∗ ' Sym(2n)
given by J(W ) = −〈ζζ〉/2 = −X satisfies (see equation (11.2.3) in [3])
{F, 〈J(W ),S〉} = SDen(R2n)(F ) , ∀S ∈ Sym(2n) , (4.24)
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for an arbitrary function(al) F (W ) ∈ Den(R2n). The Lie algebra isomorphism is given by the
tilde map
˜ : (Sym(2n), [·, ·]J)→ (sp(2n), [·, ·]) , S 7→ S˜ := JS , S ∈ Sym(2n) , (4.25)
where the Lie bracket on Sym(2n) is [·, ·]J [50], defined as
[S, S′]J = SJS′ − S′JS , ∀S, S′ ∈ Sym(2n) .
Notice that the Poisson structure on the L.H.S of (4.24) is the phase-space variant of the Liouville
Lie-Poisson bracket on u(H )∗ (1.70) which we recall here:
{f, g}(W (ζ)) =
∫
W (ζ)
{{
δf
δW
,
δg
δW
}}
d6ζ , (4.26)
where {{·, ·}} denotes the Moyal bracket (1.59), for any two function(al)s f(W ), g(W ) ∈ Den(R2n),
while the pairing is given by
〈J(W ),S〉 = −Tr(XS) = −Tr
(
1
2
∫
ζζW (ζ) d6ζ S
)
= −
∫
W (ζ) Tr
(
ζζ
2
S
)
d6ζ ,
for any S ∈ Sym(2n). Now, explicitly computing the expression for the Poisson bracket (4.24)
one has
{F, 〈J(W ),S〉} =
∫
W (ζ)
{{
δF
δW
,
δ〈J(W ),S〉
δW
}}
d6ζ , (4.27)
where the functional derivative of the pairing is computed as usual by
δ〈J,S〉 = −
∫
δW (ζ) Tr
(
ζζ
2
S
)
d6ζ =
〈
δW, −Tr
(
ζζ
2
S
)〉
=
〈
δW,
δ〈J(W ),S〉
δW
〉
.
Inserting into (4.27), it becomes
{F, 〈J(W ),S〉} = −
∫
W (ζ)
{{
δF
δW
, Tr
(
ζζ
2
S
) }}
d6ζ . (4.28)
At this point, one recalls Proposition 1.10: the Moyal bracket becomes the canonical Poisson
bracket whenever any of the two functions is a quadratic polynomial in ζ. Hence, (4.28) simplifies
to
{F, 〈J(W ),S〉} = −
∫
W (ζ)
{
δF
δW
, Tr
(
ζζ
2
S
) }
d6ζ
= −
∫
W (ζ)∇ζ δF
δW
· J(Sζ) d6ζ ,
and integrating by parts, one has
{F, 〈J(W ),S〉} =
∫
(JSζ · ∇ζW (ζ)) δF
δW
d6ζ , (4.29)
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where we used the fact that Sζ is a Hamiltonian vector field, thus divζ(Sζ) = 0.
On the other hand, the infinitesimal generator at F satisfies
SDen(R2n)(F ) =
〈
δF
δW
, S(W )
〉
=
∫
δF
δW
S(W ) d6ζ ,
where S(W ) is the infinitesimal generator of (4.22), which is computed as usual
S(W ) = d
ds
∣∣∣∣
s=0
W (S(s)ζ) = Tr
(∇ζW T (S′(0)ζ)) = Tr (∇ζW T JSζ) = ∇ζW · JSζ
for an arbitrary curve S(s) ∈ Sp(2n), such that S(0) = I and S′(0) = S˜ = JS ∈ Sym(2n). Then
from (4.29) one has
{F, 〈J(W ),S〉} =
∫
(JSζ · ∇ζW (ζ)) δF
δW
d6ζ = SDen(R2n)(F ) , (4.30)
which completes the proof. 
Since the second moment X = 〈ζζ〉/2 is an equivariant momentum map, it defines a Poisson
map between the Lie-Poisson structure on the space of Wigner functions (4.26) and the Lie-
Poisson bracket on Sym(2n) [50]:
{F,G}(S) = Tr
(
S
[
δF
δS
J
δG
δS
− δG
δS
J
δF
δS
])
, ∀S ∈ Sym(2n) .
This is easily found by inserting the chain rule relation
δf
δW
=
1
2
Tr
(
δf˜
δX
ζζT
)
= ζ · 1
2
δf˜
δX
ζ (4.31)
in (4.26), so that one has
{f, g}(W (ζ)) =
∫
W (ζ)
{{
δf
δW
,
δg
δW
}}
d6ζ
=
∫
W (ζ)
{{
ζ · 1
2
δf˜
δX
ζ, ζ · 1
2
δg˜
δX
ζ
}}
d6ζ
which by Proposition 1.10 becomes
{f, g}(W (ζ)) =
∫
W (ζ)
{
ζ · 1
2
δf˜
δX
ζ, ζ · 1
2
δg˜
δX
ζ
}
c
d6ζ
=
∫
W (ζ) Tr
(
ζT
δf˜
δX
J
δg˜
δX
ζ
)
d6ζ
= Tr
(∫
ζζT W (ζ)
(
δf˜
δX
J
δg˜
δX
)
d6ζ
)
= Tr
(
X
[
δf˜
δX
J
δg˜
δX
− δg˜
δX
J
δf˜
δX
])
= {f˜ , g˜}(X) .
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In the next section, we exploit the fact that both first and second moments (z = 〈ζ〉 and
X = 〈ζζ〉/2) are equivariant momentum maps for the infinitesimal actions of the Heisenberg
and Symplectic groups respectively, in order to find the Poisson structure that characterizes
Gaussian states dynamics.
4.3. A Poisson bracket for quantum Gaussian states
At this point, it is useful to restrict the bracket (4.17) to functionals of Gaussian Wigner functions
G(ζ), depending only on the first two moments, so that the total energy is 〈Ĥ〉G = h(z, G) =
H(z, X), where the subscript 〈·〉G has been added to emphasize that the expectation value has
been computed w.r.t a Gaussian Wigner function. The corresponding Poisson structure is easily
found by using the chain rule relation
δf
δG
= z ·
(
δF
δz
+
1
2
δF
δX
z
)
, (4.32)
for any f(z, G) into (4.26). As a result, one finds
{F,G}(z, X) = {F,G}c + z ·
(
δF
δX
J
δG
δz
− δG
δX
J
δF
δz
)
+ Tr
(
X
[
δF
δX
J
δG
δX
− δG
δX
J
δF
δX
])
, (4.33)
along with the following equations of motion for an arbitrary total energy H(z, X):
z˙ = {z,H}c + J δH
δX
z , (4.34)
X˙ =
(
J
δH
δX
X +X
δH
δX
J
)
+
1
2
(
J
(
δH
δz
z
)
+
(
z
δH
δz
)
J
)
. (4.35)
The Poisson bracket (4.33) has appeared earlier in the literature [50,51] in the context of classical
Liouville (Vlasov) equations. This is no surprise, as second order moments do not involve the
higher-order noncommutative terms in the Moyal bracket, so that Gaussian quantum states
possess classical Liouville-type evolution. The above moment bracket was shown [50] to be
Lie-Poisson on the dual of the Lie algebra of the Jacobi group
Jac(R2n) = Sp(R2n)sH(R2n) ,
i.e. the semidirect product of the symplectic group with the Heisenberg group. Here, the
semi-direct product structure is defined by the following action of the symplectic group on the
Heisenberg group:
ΦS(z, ϕ) = (Sz, ϕ) , S ∈ Sp(2n) , (z, ϕ) ∈ R2n × R . (4.36)
Therefore, we conclude that any Gaussian quantum state evolves on a coadjoint orbit of the
Jacobi group. In particular, this means that the symplectic forms recently found to underlie the
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dynamics of Gaussian wavepackets [67,68] are symplectic forms on coadjoint orbits of Jac(R2n),
which are determined by the usual Casimir invariants [50,69]
Cj(z, X) =
1
2j
Tr
((
X − 1
2
zz
)
J
)2j
, (4.37)
where j = 1, 2, 3, and zz = z ⊗ z = zzT , is interpreted as a tensor product. Setting j = 1 the
Casimir (4.37) is given by the determinant of the covariance matrix, that is
C(z, X) = det(2X − zz) .
This result comes as no surprise. The relation between the Jacobi group and Gaussian
states has been known for decades in the theory of coherent states [70,71], under the statement
that Gaussian states evolve under the action of the semidirect product Mp(R2n)sH(R2n) [7],
where Mp(R2n) is the metaplectic group (that is, the double covering of Sp(R2n)). Since the Lie
algebra mp(R2n) of the metapletic group is isomorphic to that of the symplectic group (denoted
by sp(R2n)), then jac(R2n) ' mp(R2n)s h(R2n). In the present treatment, the symplectic group
replaces the metaplectic transformations because we have identified quantum states with Wigner
functions (which can account for pure as well as mixed states) rather than wavefunctions. Indeed,
while the symplectic group does not possess a representation on wavefunctions, it does possess a
natural action on the space of Wigner (phase-space) functions (as seen in (4.22)) as in classical
mechanics and one may avoid dealing with the metaplectic representation. This leads to an
action of the Jacobi group, Φ : Jac(2n,R2n)×Den(R2n)→ Den(R2n) which is given by
(Φ(S,z,ϕ)(W ))(ζ) = W (Sζ + z) , (4.38)
where S is a symplectic matrix and (z, ϕ) is an element of the Heisenberg group.
The emergence of a Lie-Poisson bracket for the first and second moments is also not sur-
prising. Indeed, this is due to the fact that the moment triple (X, z, 〈1〉) is itself an equivariant
momentum map for the action (4.38), as it was found in Theorem 3.6 of [50]. (Here, we have
formally denoted 〈1〉 = ∫W (ζ) dζ). Then, Gaussian Wigner functions are identified with the
moment couple (z, X) and this identification enables the description of Gaussian state dynamics
in terms of coadjoint orbits of the Jacobi group:
(X, z, 〈1〉)(t) = Ad∗(S,z,ϕ)−1(X,z, 〈1〉)(0) , (S, z, ϕ) ∈ Jac(2n,R2n) .
4.4. Gaussian moment models and energy conservation
Notice that one can rewrite the above dynamics in terms of the covariance matrix Σ = 2X−zz.
This is easily done by restricting the bracket (4.26) to functions of the type H(z,Σ). This process
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yields the direct sum bracket
{f, g} ={f, g}z + 2 Tr
(
Σ
(
δf
δΣ
J
δg
δΣ
− δg
δΣ
J
δf
δΣ
))
. (4.39)
This Poisson bracket produces the following equations for a total energy of the form h = h(z,Σ):
z˙ = {z, h}c , Σ˙ = 2
(
J
δh
δΣ
Σ− Σ δh
δΣ
J
)
. (4.40)
For example, in the particular case when the total energy 〈H〉 = ∫G(ζ)H(ζ) dζ is approximated
by using the expansion
H(ζ) ' H(z) + (ζ − z) · ∇H(z) + 1
2
(ζ − z) · ∇∇H(z)(ζ − z) , (4.41)
these equations recover the dynamics (12) and (13) in [72], suitably specialized to Hermitian
quantum mechanics.
The explicit comparison of the equations (4.40) with those obtained by Heller for Gaussian
wavepackets (see [27,28] and subsequent papers by Heller on the same topic) requires expressing
the covariance matrix as a function on the Siegel upper half-space [68, 67] and it is the subject
of ongoing work [73].
Equations (4.40) can be directly applied to modify certain moment models that have previ-
ously appeared in the chemical physics literature [31, 52, 33]. This class of models suffers from
lack of energy conservation in the general case [33], with possible consequent drawbacks on the
time evolution properties. In references [31,52,33] and related papers on the same topic, a class
of moment models was developed by adopting a Gaussian moment closure on the equations of
motion for the expectation values 〈Ẑ〉 and 〈ẐẐ〉. More particularly, Gaussian closures of the
type 〈ẐẐẐ〉 ' 3〈ẐẐ〉〈Ẑ〉 − 2〈Ẑ〉3 (and similarly for higher order moments) are used in the
equations
i~
d
dt
〈Ẑ〉 = 〈[Ẑ, Ĥ]〉 , i~ d
dt
〈ẐẐ〉 = 〈[ẐẐ, Ĥ]〉 .
The moment closures are performed after replacing the Hamiltonian operator Ĥ by its Taylor
expansion around the expectation value z = 〈Ẑ〉 (similarly to (4.41)). However, adopting the
closure directly in the Gaussian moment equations breaks energy-conservation in the general
case [33]. Indeed, while odd-order expansions of Ĥ preserve energy conservation, this does not
hold for truncations of even order greater than 2. More particularly, as noticed in [33], in order to
conserve the total energy, the Taylor expansion used in the equations should be terminated after
an odd derivative. The framework presented in this Section provides a solution to this problem.
Indeed, once the closure has been performed in the expression of the total energy H = 〈Ĥ〉, the
Hamiltonian moment equations (4.34)-(4.35) are uniquely determined. As a consequence of the
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Poisson bracket structure (4.33), these equations generally differ from those in [33] by exactly
the odd derivatives that ensure conservation of both the total energy and the determinant of
the covariance matrix. More particularly, if one expands the Hamiltonian Ĥ = P̂ 2/2 + V (Q̂)
up to fourth order around the expectation values 〈Ẑ〉, the second parenthesis in equation (4.35)
produces conservative terms consisting of the fifth-order derivatives in the following equations
of motion (in standard expectation value notation):
d
dt
〈Q̂〉 = 〈P̂ 〉 ,
d
dt
〈P̂ 〉 = − V (1)(〈Q̂〉)− 1
2
V (3)(〈Q̂〉) (〈Q̂2〉 − 〈Q̂〉2)− 1
8
V (5)(〈Q̂〉) (〈Q̂2〉 − 〈Q̂〉2)2 ,
d
dt
〈Q̂2〉 = 2〈Q̂P̂ 〉s ,
d
dt
〈P̂ 2〉 = − 2V (1)(〈Q̂〉) 〈P̂ 〉 − 2V (2)(〈Q̂〉) (〈Q̂P̂ 〉s − 〈Q̂〉〈P̂ 〉)− V (3)(〈Q̂〉) 〈P̂ 〉(〈Q̂2〉 − 〈Q̂〉2)+
− V (4)(〈Q̂〉) (〈Q̂P̂ 〉s − 〈Q̂〉〈P̂ 〉)(〈Q̂2〉 − 〈Q̂〉2)− 1
4
V (5)(〈Q̂〉) 〈P̂ 〉(〈Q̂2〉 − 〈Q̂〉2)2 ,
d
dt
〈Q̂P̂ 〉s = 〈P̂ 2〉 − V (1)(〈Q̂〉) 〈Q̂〉 − V (2)(〈Q̂〉) (〈Q̂2〉 − 〈Q̂〉2)− 1
2
V (3)(〈Q̂〉) 〈Q̂〉(〈Q̂2〉 − 〈Q̂〉2)+
− 1
2
V (4)(〈Q̂〉)(〈Q̂2〉 − 〈Q̂〉2)2 − 1
8
V (5)(〈Q̂〉)〈Q̂〉(〈Q̂2〉 − 〈Q̂〉2)2 ,
where 〈Q̂P̂ 〉s denotes the expectation of the symmetrized product (Q̂P̂ + Q̂P̂ )/2. Dropping the
fifth-order derivatives returns the non-conservative equations (15)–(19) in [33]. Therefore, for
exact polynomial potentials V (Q̂) of fourth degree, energy conservation is not an issue because
V (5)(〈Q̂〉) ≡ 0 and the two models coincide. However, more general cases such as Morse-type
potentials require extra care in dealing with the Gaussian closure. The implications of the
energy-conserving terms in concrete physical problems will be the subject of future work.
4.5. Conclusions
Based on the Hamiltonian Poisson bracket approach, this chapter has unfolded the geometric
properties of Ehrenfest’s expectation value dynamics. More particularly, the search for the
Hamiltonian structure of Ehrenfest’s theorem has produced a new classical-quantum Poisson
structure that incorporates classical and quantum dynamics as special cases. The corresponding
equations are Lie-Poisson for the Ehrenfest group H(R2n)sU(H ). This result was achieved
by taking advantage of the momentum map property underlying Ehrenfest expectation values.
Later, the Poisson structures underling Ehrenfest theorem were restricted to consider Gaussian
moment dynamics, as it arises from Gaussian Wigner functions on phase-space. Again, Gaussian
moments enjoy a momentum map structure that confers them a Lie-Poisson bracket for the
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Jacobi group Sp(R2n)sH(R2n). This bracket structure enables providing new energy-conserving
variants of previous Gaussian moment models [31, 52] that were generally lacking conservation
of energy [33].
This chapter has shown that the use of Wigner functions and the properties of the Moyal
bracket are particularly advantageous for studying expectation values. Then, combining Poisson
brackets with momentum map structures unfolds the geometry underlying quantum dynamics.
For example, momentum map structures may also appear in quantum hydrodynamics, where
local averages (e.g.
∫
W (q,p) d3p and
∫
pW (q,p) d3p) are considered. In addition, although
the present treatment did not consider spin effects, these can be retained by including the
expectation 〈Ŝ〉 of the spin operator Ŝ in the treatment of the classical-quantum bracket (4.17).
Another open question concerns the ladder operator formulation of these results. This can be
particularly advantageous for the study of coherent squeezed states in quantum optics and is
currently under development.

5
Conclusions
Quantum variational principles. This thesis has investigated the geometric properties of
quantum variational principles, exploiting the unitary symmetries of quantum evolution via
Euler-Poincare´ reduction. Upon departing from the Dirac-Frenkel Lagrangian, which is right-
and left-invariant under unitary transformations, different quantum mechanics pictures have
been recovered:
Lagrangian u variable Parameter Equation
(i) l(ξ, ψ) = 〈ψ, i~ξψ − Ĥψ〉 ξ := U˙U−1 ψ = Uψ0 Schro¨dinger
(ii) l(ξ, ρ) = 〈ρ, i~ξ − Ĥ〉 ξ := U˙U−1 ρ = Uρ0U−1 Liouville
(iii) l(Υ,W ) = 〈~Υ(ζ)−H(ζ)〉W Υ :=W(iξ) W =W(ρ) Wigner-Moyal
(iv) l(ξH , HH) = 〈ρψ0 , i~ξH −HH〉 ξH := U−1U˙ HH := U−1ĤU Heisenberg
As a first result, the already known geometric characterization of pure states Schro¨dinger’s
dynamics on PH = S(H )/U(1) [13], has emerged naturally from the reduced Euler-Poincare´
variational principle. In this case, the DF Lagrangian has been considered right-invariant and
the state ψ has been left as a parameter. Alternatively, it has been shown that projecting out
the phase terms via the projection operator ρψ := ψψ
† yields the variational principle that
recovers the quantum Liouville equation for pure states. The Liouville variational principle was
extended for mixed state dynamics in both the density matrix and Wigner-Weyl formulations.
On the other hand, the left-invariance property of the DF Lagrangian, has produced the
Euler-Poincare´ variational principle on u(H ) for the Heisenberg picture of quantum mechanics.
An interesting fact that one observes from the summary table above is that, in geometric
terms, there exists an analogy between Schro¨dinger’s and Heisenberg pictures and the Eulerian
and convective frames in classical rigid body mechanics.
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Dirac’s picture variational principle is perhaps the most interesting in terms of its underlying
geometric structure. In this case, the Hamiltonian operator has been split in two parts: a linear
Hamiltonian denoted by H0, and an operator which carries the nonlinear potential terms (H1).
In addition, an extra term has been added to the DF Lagrangian in order to keep track of the
quantum state that is propagated by the linear Hamiltonian. Then, the presence of two different
propagators, takes the variational principle to the Lie algebra of the semidirect-product group
of two different unitary groups.
Classical-quantum variational principles. In addition, this thesis has presented a novel
approach to elementary systems coupling classical and quantum degrees of freedom. The char-
acterization has been carried out from the Lagrangian perspective providing first, a variational
formulation in the case that the quantum and classical variables evolve independently, thus pro-
ducing the equations for the mean field model. This has been developed by extending, again, the
DF Lagrangian to account for classical degrees of freedom by defining the Hamiltonian operator
as an Hermitian operator Ĥ(z), that depends on the classical phase-space variables z = (q,p),
together with the addition of a purely classical term to the Lagrangian. The corresponding
Euler-Lagrange equations for this hybrid Lagrangian given by
L(z, z˙, ψ, ψ˙) =
1
2
z˙ · Jz + 〈ψ, i~ψ˙ − Ĥ(z)ψ〉
produce the ordinary mean field model equations of classical-quantum dynamics [49]. The Euler-
Poincare´ formulation has been implemented in two stages: first, the quantum state has been left
to evolve under unitary transformations producing an Euler-Lagrange equation for (z, z˙) and
the Euler-Poincare´ equation for Schro¨dinger’s dynamics. Then, the phase-space vector z has
been left to evolve under the action of the Heisenberg group of phase-space translations. As a
result, one has an Euler-Poincare´ Lagrangian of the type
` :
(
h(R2n)⊕ u(H ))× (R2n ×PH )→ R ,
such that the variational principle produces the equations
z˙ = J〈ρ|∇zĤ(z)〉 , i~ρ˙ =
[
Ĥ(z), ρ
]
.
The interesting fact here is that the classical phase-space evolution is given by the action of the
Heisenberg group, which incidentally, possesses a unitary representation on the space of quantum
wavefunctions, that characterises coherent states. This means that there is a smooth left action
Φ : H(R2n) × U(H ) → U(H ), that can be used to construct the semidirect-product group
H(R2n)sU(H ). The full characterisation of this group, named Ehrenfest group, has been
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provided in this thesis, together with the new Euler-Poincare´ reduction, where the classical-
quantum reduced Lagrangian has been considered of the type
` :
(
h(R2n)su(H )
)× (R2n ×PH )→ R .
This time, the Euler-Poincare´ equations feature new coupled classical-quantum terms :
z˙ = J∇z
〈
ρ|Ĥ(z)
〉
− i~−1〈Ẑ∣∣[Ĥ(z), ρ]〉 , (5.1)
i~ρ˙ =
[
Ĥ(z), ρ
]
+∇z
〈
ρ|Ĥ(z)
〉
· [Ẑ, ρ]. (5.2)
These equations, recover Ehrenfest theorem (along with the evolution of ρ) when ∇zĤ(z) = 0.
On the other limit, a purely classical system is given by a phase-type quantum Hamiltonian
operator of the form Ĥ(z) = h(z)I, where h(z) is the classical Hamiltonian. Notice that in this
case, in addition to (5.1) becoming the classical Hamilton’s equations, equation (5.2) becomes
i~ρ˙ = ∇zh ·
[
Ẑ, ρ
]
,
which describes coherent states dynamics. Therefore, in some sense, one can interpret that
classical motion possesses an associated coherent state.
Equations (5.1)-(5.2) have also been given a Lie-Poisson Hamiltonian structure on the dual of
the Lie algebra of the Ehrenfest group. The new Lie-Poisson structure(s) have been derived from
first principles from the quantum bracket on the symplectic space H of wavefunctions (1.29)
(or the Lie-Poisson bracket on u(H )∗ (1.40)). This procedure is possible because it has been
shown that the expectation values of the canonical operators 〈Ẑ〉 are equivariant momentum
maps associated to the unitary action of the Heisenberg group on the space of wavefunctions.
Hence, expectation values define a Poisson map that takes the Poisson structure on the quantum
state-space H to the Lie-Poisson structure on h(R2n)∗, so that the new bracket
{f˜ , g˜}(z, ψ) = {f˜ , g˜}c + ~−1
(〈
i
δf˜
δψ
,
δg˜
δz
· Ẑψ
〉
−
〈
i
δg˜
δψ
,
δf˜
δz
· Ẑψ
〉)
+
1
2~
〈
i
δf˜
δψ
,
δg˜
δψ
〉
. (5.3)
recovers (5.1)-(5.2) as Lie-Poisson equations. Similarly, the Lie-Poisson bracket in terms of ρ,
has also been produced:
{F,G}(z, ρ) = {F,G}c + i~−1
〈[
δG
δz
· Ẑ, δF
δρ
]
−
[
δF
δz
· Ẑ, δG
δρ
]〉
− i~−1
〈[
δF
δρ
,
δG
δρ
]〉
. (5.4)
The new classical-quantum Ehrenfest equations (5.1)-(5.2), characterise the coupled dynam-
ics of expectation values and quantum state evolution, for the same physical system, as coadjoint
orbits of the Ehrenfest group.
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Gaussian quantum dynamics. The last part of this thesis has presented the Hamiltonian
geometric structure underlying the dynamics of Gaussian states in terms of first and second
moments. Gaussian states have the following property: the total energy of a quantum system,
expressed as the expectation value of certain Hamiltonian operator 〈Ĥ〉, when computed w.r.t a
Gaussian state, can be entirely expressed in terms of first and second moments of the canonical
observables 〈ζ〉, 〈ζζ〉. It turns out that, in the same fashion that expectation values 〈Ẑ〉 or
〈z〉 are momentum maps associated to the infinitesimal action of the Heisenberg group on the
space of quantum wavefunctions or Wigner functions respectively, second moments 〈ẐẐ〉 or
〈ζζ〉, are equivariant momentum maps associated to the infinitesimal action of the symplectic
group on the space of wavefunctions or Wigner functions. As a remark, add that the symplectic
group does not possess an action on the space of wavefunctions, in which case one must use the
double covering of the symplectic group (the so-called metaplectic group). However, momentum
maps are associated to infinitesimal actions, that is, momentum maps are computed at the Lie
algebra level, so that mp ' sp. Therefore, second moments define a Poisson mapping between
the Poisson structure on the space of Wigner distributions and the dual of the Lie algebra of
the symplectic group, such that the same procedure employed in determining the Lie-Poisson
brackets that characterised classical-quantum Ehrenfest dynamics (5.3) or (5.4) can be carried
out in this case. As a result, the Lie-Poisson structure that produces the dynamics of first and
second quantum moments has been determined on the dual of the Lie algebra of yet another
semidirect-product group between the symplectic and Heisenberg group, the so-called Jacobi
group. Hence, Gaussian states dynamics, characterized by 〈ζ〉 and 〈ζζ〉 follow coadjoint orbit
motion on the Jacobi group. This geometric structure is not new, and has appeared before in
the context of classical Liouville (Vlasov) equations.
This type of model, coupling mean 〈ζ〉 and variance 〈ζζ〉 − 〈ζ〉〈ζ〉, has been investigated
in the past in the chemical physics literature to account for (classical) systems that display
quantum behaviour (such as tunneling effect). This thesis, has provided the Lie-Poisson brackets
that couple first and second moments dynamics together with a set of moments equations that
preserve conservation of energy.
Appendices
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A
Basic concepts in geometric mechanics
This appendix compiles the standard geometric mechanics techniques, introduced in [3,15], that
have been employed in this thesis.
A.1. Reduction by symmetry
Euler-Poincare´ equations. The Lagrangian formulation of a system is based on Hamilton’s
variational principle,
δ
∫ t2
t1
L(q(t), q˙(t)) dt = 0 ,
with respect to variations with fixed points, where the Lagrangian function is defined over the
tangent bundle of the configuration space L : TQ→ R, with (q, q˙) ∈ TQ. The usual argument
δq(t1) = δq(t2) = 0 produces the Euler-Lagrange equations
d
dt
δL
δq˙
− δL
δq
= 0 , (q, q˙) ∈ TQ .
The configuration manifold Q can be identified with a Lie group G, by the group action Φg :
G × Q → Q, such that q(t) = Φg(q0), where g(t) is a curve in G and q0 is an arbitrary
initial condition. Then, the Lagrangian is defined over the tangent bundle of the Lie group
G, L : TG → R, denoted by L(g, g˙). When the group G is also a symmetry of the system
(i.e. L(gh, g˙h) = L(g, g˙) for all h ∈ G, for a right-invariant Lagrangian), it is possible to
obtain the reduced dynamics on the quotient space TG/G ' TeG = g. This process is called
Euler-Poincare´ reduction and yields the Euler-Poincare´ equations. For example, for a (right)
invariant Lagrangian L : TG → R, with (g, g˙) ∈ TG, one writes the reduced Lagrangian on g
by introducing the Lie algebra element ξ = g˙g−1 such that
L(gg−1, g˙g−1) = L(e, ξ) = l(ξ) , ξ ∈ g .
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Then the (reduced) variational principle
δ
∫ t2
t1
l(ξ(t)) dt = 0 , (A.1)
holds on g, subject to variations of the form δξ = η˙+[η, ξ], where η ∈ g is arbitrary and vanishes
at the endpoints, and [·, ·] denotes the Lie bracket in g. The equations arising from the reduced
variational principle (A.1) are the Euler-Poincare´ equations:
d
dt
δl
δξ
+ ad∗ξ
δl
δξ
= 0 , (A.2)
where ad∗ξ is the dual of the adjoint operator adξ : g × g → g (the infinitesimal generator of
the adjoint action of G on g). The variational principle on g is equivalent to the variational
principle on G, and the Euler-Poincare´ equations are equivalent to the Euler-Lagrange equations
(See Theorem 13.5.3 in [3]). The same reduction process holds for left-invariant Lagrangians,
where the Euler-Poincare´ equations in this case are
d
dt
δl
δξ
− ad∗ξ
δl
δξ
= 0 . (A.3)
This reduction by symmetry technique can be extended to G−invariant systems with para-
meter [54]. This is the case we encounter in Dirac-Frenkel variational principle for Schro¨dinger’s
dynamics in Section 2.1.1..
Lie-Poisson equations. A similar approach can be taken in the Hamiltonian framework: for
a (right) invariant Hamiltonian H : TG∗ → R, with H = H(g, p), one writes
H(gg−1, pg−1) = H(e, µ) = h(µ), µ ∈ T ∗eG .
so that the Hamiltonian h(µ) is defined on the dual Lie algebra g∗. Then, if the Lagrangian is
hyperregular (i.e. the (reduced) Legendre transform Fl : g → g∗, such that Ff(ξ) = δl/δξ) is
smooth and invertible), one can write the corresponding Hamiltonian of the system as
h : g∗ → R , h(µ) = 〈µ, ξ〉 − l(ξ) ,
where 〈·, ·〉 denotes the pairing between a vector space and its dual and the Lie algebra variable
is
µ = Fl(ξ) =⇒ ξ = Fl−1(µ) = δh
δµ
,
so that the Euler-Poincare´ variational principle (A.1) becomes
δ
∫ t2
t1
(〈µ, ξ〉 − h(µ)) dt = 0 , (A.4)
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subject to variations of the form δξ = η˙ + [η, ξ]. The equations arising from the variational
principle (A.4) are the Lie-Poisson equations
µ˙ = ad∗δh
δµ
µ , (A.5)
where ad∗ξ µ is the dual of the coadjoint action ad : g× g→ g, given by adξ η = [ξ, η] for ξ, η ∈ g
and µ ∈ g∗. Notice that a left-invariant Hamiltonian, will produce the Lie-Poisson equation
µ˙ = − ad∗δh
δµ
µ .
Again, the Lie-Poisson reduction treatment can be extended to G-invariant systems with para-
meter in the same fashion as for Euler-Poincare´.
Recall that any dual Lie algebra g∗ is a Poisson manifold. This is shown taking an arbiratry
function(al) f(µ) on g∗ such that
f˙(µ) =
〈
µ˙,
δf
δµ
〉
=
〈
ad∗δh
δµ
µ,
δf
δµ
〉
=
〈
µ,
[
δf
δµ
,
δh
δµ
]〉
where we have inserted the Lie-Poisson equation (A.5). Then, the bracket defined as
{f, g} = ±
〈
µ,
[
δf
δµ
,
δg
δµ
]〉
, ∀µ ∈ g∗ , (A.6)
where f, g are functionals on g∗, [·, ·] is the Lie bracket on g and 〈·, ·〉 denotes the pairing
between a vector space and its dual, satisfies the Jacobi identity and Leibnitz rule, so that it
defines a Poisson structure. The sign in the bracket depends on whether the system is right- or
left-invariant.
Coadjoint motion. The solution of the Lie-Poisson equation (A.5) can be written as
µ(t) = Ad∗g−1(t) µ(0) , g(t) = exp(tξ) = exp
(
t
δh
δµ
)
∈ G , (A.7)
where the operator Ad∗ : G × g∗ 7→ g∗ denotes the coadjoint group action on the Lie algebra g
and is defined as the dual of the adjoint group action given by
Adg ξ :=
d
dτ
∣∣∣∣
τ=0
g ◦ eτ ξ ◦ g−1 ∀ g ∈ G, ξ ∈ g ,
so that 〈µ, Adg ξ〉 =
〈
Ad∗g µ, ξ
〉
.
Such a motion is called coadjoint motion and is said to occur on coadjoint orbits, where
the coadjoint orbit O(µ) of µ ∈ g∗ is the subset of g∗ defined by
O(µ) := G · µ :=
{
Ad∗g−1 µ : g ∈ G
}
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By taking the pairing of (A.7) with an arbitrary Lie algebra element η ∈ g one has
〈µ(t), η〉 =
〈
Ad∗g−1(t) µ(0), η
〉
=
〈
µ(0), Adg−1(t) η
〉
(A.8)
where
Adg−1(t) η =
d
dτ
∣∣∣∣
τ=0
e
− t δHδµ ◦ eτ η ◦ e t
δH
δµ
Deriving the expression (A.8) w.r.t time and evaluating it at t = 0, one recovers Lie-Poisson
equations (A.1.)
〈µ˙(0), η〉 =
〈
µ(0),
d
dt
Ad exp(− t δH/δµ) η
∣∣∣
t=0
〉
= −
〈
µ(0), ad δH
δµ
η
〉
= −
〈
ad∗δH
δµ
µ(0), η
〉
where the adjoint action of g on itself reads
adξ η =
d
dt
Ad exp(t ξ) η
∣∣∣
t=0
.
B
Group actions and symmetries
This appendix compiles some basic facts about actions of Lie groups on manifolds (and therefore
also on themselves). This appendix uses the notation and concepts introduced in [3, 15,59].
A Lie group acts on its Lie algebra by the adjoint action (Ad) and on its dual by the coadjoint
action (Ad∗). It is also shown how Lie algebras act on manifolds to produce vector fields. This
topic constitutes the basis of the Lagrangian and Hamiltonian descriptions of systems with
symmetry.
The last part of this appendix provides explicit expressions for the Ad and Ad∗ operators
as well as the Lie algebra actions ad and its dual ad∗ for the Heisenberg group. The full char-
acterisation of the Ehrenfest group, defined as the semidirect-product group H(R2n)sU(H ),
has been already included in the main body of this thesis in Section 3.2.1..
B.1. Lie group actions
Definition B.1. Let M be a manifold and let G be a Lie group. A left action of the Lie group
G on M is a smooth mapping φ : G×M →M such that
1. φ(e, x) = x , ∀x ∈M.
2. φ(g, φ(h, x)) = φ(gh, x) , ∀g, h ∈ G ,∀x ∈M.
3. For every g ∈ G the map φg : M → N , defined by φg(x) := φ(g, x) is a diffeomorphism
( i.e. smooth and invertible).
In this thesis the concatenation notation is extensively used so that one writes
gx := φ(g, h) = φg(x)
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and says that the group element g acts on the point x (from the left). Then, condition (2)
becomes g(hx) = (gh)x.
Definition B.2. A right action of the Lie group G on M satisfies (1) and (3) from Definition
B.1, while (2) is replaced by
φ(g, φ(h, x)) = φ(hg, x) , ∀g, h ∈ G ,∀x ∈M.
Using concatenation notation, the right action is denoted as φ(g, x) := xg, and (2) becomes
(xh)g = x(hg).
Remark B.3. Any left action (g, x) 7→ gx produces a right action by (g, x) 7→ g−1x.
Definition B.4. Let G be a Lie group acting on a manifold M . For any point x ∈ M , the
subset
Orb(x) := {gx : g ∈ G} ⊆M ,
is called the group orbit through the point x.
Definition B.5. (Properties of group actions) A group action φ : G×M → M is said to
be
1. transitive, if ∀x, y ∈M ∃g ∈ G such that gx = y,
2. free, if φ(g, x) = x⇒ g = e,
3. faithful, if ∀g ∈ G such that g 6= e, there exists x ∈M such that gx 6= x,
4. proper, if, whenever the sequences {xn} and {φ(gn, xn)} converge in M , the sequence
{gn} has a convergent subsequence in G.
Definition B.6. (Infinitesimal generator) Let g(t) ∈ G be such that g(0) = e and g˙(0) =
ξ ∈ g. Let φ : G×M →M be a G-action. Then, the infinitesimal generator of the G-action
corresponding to ξ at the point x ∈M is defined by
ξM (x) : =
d
dt
∣∣∣∣
t=0
φg(t)(x)
(by the concatenation notation) =
d
dt
∣∣∣∣
t=0
(
g(t)x
) ∈ TxM.
This is also known as the Lie algebra action of ξ on M . The map ξM : M → TM , for all
x ∈M is a vector field associated to ξ ∈ g.
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Example B.7. (Infinitesimal generator for the left matrix multiplication) Let g(t) ∈
GL(n,R) with g(0) = e and g˙(0) = ξ ∈ gl(n,R), acting from the left on itself via (g, h) 7→ gh
for any h ∈ G. The Lie algebra action is
ξGL(n,R)(h) =
d
dt
∣∣∣∣
t=0
(
g(t)h
)
= ξh .
Definition B.8. A function F is invariant under the G-action φ if, for every g ∈ G, the map
φg is a symmetry of F , i.e. F ◦ φg = F . Then G is called a symmetry group of F .
B.2. Actions of a Lie group on itself and its Lie algebra
Left translation. The map Lg : G → G given by h 7→ gh = Lg(h) defines a left, transitive
and free action of G on itself. By Remark B.3, Lg−1 : h 7→ g−1h, defines a right action of G on
itself.
Right translation. The map Rg : G→ G given by h 7→ hg = Rg(h) defines a right, transitive
and free action of G on itself.
Conjugation. G acts on G by conjugation via the map Ig : G → G given by h 7→ ghg−1 =
Rg−1 ◦ Lg = Ig(h), which is the inner automorphism associated with g ∈ G. The orbits of the
conjugation action are called conjugacy classes.
Adjoint and coadjoint action. The adjoint representation of G on g is obtained by
differentiating the conjugation at the identity e. Taking an arbitrary curve h(t) ∈ G such that
h(0) = e, and denoting ξ = h˙(0) ∈ TeG ' g, we define
Adg ξ :=
d
dt
∣∣∣∣
0
Igh(t) = gξg
−1 ∈ TeG.
Definition B.9. The adjoint action of G on g is a map
Ad : G× g→ g
Adg ξ = gξg
−1.
The dual map Ad∗ : G× g∗ → g∗, defined by
〈Ad∗g µ, ξ〉 = 〈µ, Adg ξ〉
is called the coadjoint action of G on g∗.
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Definition B.10. For any Lie group G, and any µ ∈ g∗, the orbit of µ under the coadjoint
action of G on g∗
Orb(µ) := {Ad∗g−1 µ : g ∈ G}
is called the coadjoint orbit of µ.
Lie algebra actions. Taking g(t) ∈ G such that g(0) = e and denoting ξ = g˙(0) ∈ TeG, the
infinitesimal generator of the adjoint action of G on g defines the map
ad : g× g→ g , (ξ, η) 7→ adξ η ,
given by
adξ η :=
d
dt
∣∣∣∣
t=0
Adg(t) η , ∀η ∈ g .
and is called the coadjoint action of g on itself. The dual map
ad∗ : g× g∗ → g∗ , (ξ, µ) 7→ ad∗ξ
given by
〈ad∗ξ µ, η〉 = 〈µ, adξ η〉
is the coadjoint action of g on g∗.
Example B.11. Adjoint action for matrix Lie algebras. The adjoint action of the
matrix Lie algebra gl(n,C) on itself is the map
ad : gl× gl→ gl
adξ η = [ξ, η].
The coadjoint action is directly computed via the duality pairing ( i.e. 〈A,B〉gl = Tr(A†B),
for all A,B ∈ gl)
〈ad∗ξ µ, η〉 = 〈µ, adξ η〉 = 〈µ, [ξ, η]〉 = 〈[ξ†, µ], η〉
such that ad∗ξ µ = [ξ†, µ].
B.3. The Heisenberg group
The Heisenberg group is the set H(R2n) := R2n ⊕ R, with elements denoted by h = (z, ϕ) ∈
H(R2n), with the group multiplication given by
(z1, ϕ1)(z2, ϕ2) = (z1 +z2, ϕ1 +ϕ2 +
1
2
z1 ·Jz2) , hk = (zk, ϕk) ∈ H(R2n) , k = 1, 2 . (B.1)
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From the group multiplication, the identity element is given by eH = (0, 0) and the inverse
element is h−1 = (z, ϕ)−1 = (−z,−ϕ).
The standard action of the Heisenberg group, represents translations in phase-space: given
a point in phase-space z = (q,p), for any element (z, ϕ) ∈ H(R2n), one has
Φ : H(R2n)× R2n → R2n , Φ(z,ϕ)(z) = z + z .
In addition, the Heisenberg group also possesses a unitary action on the space of wavefunc-
tions such that given ψ(x) ∈ L2(H )
Φ : H(R2n)× L2(H )→ L2(H ) , (Φ(z,ϕ)(ψ0)) (x) := e−iϕ~ e−ip·q2~ eip·x~ ψ0(x− q) .
This action characterises coherent states as the set of quantum states of the type
ψ(x) =
(
Φ(z,ϕ)(ψ0)
)
(x) := Uhψ0(x) , Uh ∈ U(H ) ,
where ψ0 is any fixed state in H .
B.3.1. Lie group and Lie algebra actions
For the following computations, consider the curve(s) (zk(t), ϕk(t)) ∈ H(R2n) such that (zk(0), ϕk(0)) =
(0, 0) and denote the Heisenberg Lie algebra by h(R2n). Then, let (z˙k(0), ϕ˙k(0)) = (ζk, φk) =
ζk ∈ h(R2n). The elements of the dual of the Lie algebra h(R2n)∗ will be denoted by νk =
(νk, αk) ∈ h(R2n)∗.
Conjugation
I(z1,ϕ1)(z2, ϕ2) = (z2, ϕ2 + z1 · Jz2) . (B.2)
I(z1,ϕ1)(z2, ϕ2) = (z1, ϕ1)(z2, ϕ2)(z1, ϕ1)
−1 =
= (z1 + z2, ϕ1 + ϕ2 +
1
2
z1 · Jz2)(−z1,−ϕ1) =
= (z2, ϕ2 + z1 · Jz2) 
Adjoint action of H(R2n) on h(R2n)
Ad(z1,ϕ1)(ζ2, φ2) = (ζ2, φ2 + z1 · Jζ2) . (B.3)
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Ad(z1,ϕ1)(ζ2, φ2) =
d
dt
∣∣∣∣
t=0
I(z1,ϕ1)(z2(t), ϕ2(t)) =
=
d
dt
∣∣∣∣
t=0
(z2(t), ϕ2(t) + z1 · Jz2(t)) =
= (z˙2(0), ϕ˙2(0) + z1 · Jz˙2(0)) =
= (ζ2, φ2 + z1 · Jζ2) 
Coadjoint action of H(R2n) on h(R2n)
Ad∗(z1,ϕ1)(ν, α) = (ν − αJz1, α) . (B.4)
〈
Ad∗(z1,ϕ1)(ν, α), (ζ, φ)
〉
=
〈
(ν, α), Ad(z1,ϕ2)(ζ, φ)
〉
=
=
〈
(ν, α), (ζ, φ+ z1 · Jζ)
〉
=
=
〈
(ν − αJz1, α), (ζ, φ)
〉

Adjoint action of h(R2n) on h(R2n)
ad(ζ1,φ1)(ζ2, φ2) = (0, ζ1 · Jζ2) . (B.5)
ad(ζ1,φ1)(ζ2, φ2) =
d
dt
∣∣∣∣
t=0
Ad(z1(t),ϕ1(t))(ζ2, φ2) =
=
d
dt
∣∣∣∣
t=0
(ζ2, φ2 + z1(t) · Jζ2) =
= (0, z˙1(0) · Jζ2) =
= (0, ζ1 · Jζ2) 
Coadjoint action of h(R2n) on h(R2n)∗
ad∗(ζ1,φ1)(ν, α) = (−αJζ1, 0) . (B.6)
〈
ad∗(ζ1,φ1)(ν, α), (ζ2, φ2)
〉
=
〈
(ν, α), ad(ζ1,φ1)(ζ2, φ2)
〉
=
=
〈
(ν, α), (0, ζ1 · Jζ2)
〉
=
=
〈
(−αJζ1, 0), (ζ2, φ2)
〉

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Lie algebra elements. In order to find an expression for the reduced variable ζ := h˙h−1, Lie
algebra element is defined by
(ζ, φ) :=
d
ds
∣∣∣∣
s=0
(
g(s)h−1
) ∈ h(R2n)
where g(s) = (g(s), ϑ(s)) ∈ H(R2n) is a curve such that g(0) = h and g′(0) = h˙ (for some fixed
time). Eventually, one finds
ζ = (ζ, φ) =
(
z˙, ϕ˙− 1
2
z˙ · Jz
)
. (B.7)
B.3.2. Lie-Poisson brackets on h(R2n)∗
The dual of the Lie algebra (h(R2n), [·, ·]h) is a Poisson manifold endowed with the Lie-Poisson
bracket:
{f, g}(ν, α) = ±
〈
(ν, α),
[( δf
δν
,
δf
δα
)
,
( δg
δν
,
δg
δα
)]〉
h∗×h
for any two f, g ∈ F(h(R2n)), where [·, ·]h denotes the Lie-bracket on h(R2n) given by the adjoint
action
[(ζ1, φ1), (ζ2, φ2)] = ad(ζ1,φ1)(ζ2, φ2) = (0, ζ1 · Jζ2) .
Therefore, one writes the Lie-Poisson bracket on h(R2n)∗ as
{f, g}(ν, α) = ±αδf
δν
· J δg
δν
. (B.8)
When the dual variable is the phase-space coordinate vector ν = (q,p), the Lie-Poisson bracket
above is the canonical Poisson bracket on phase space up to a scaling factor α.
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