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いる国語研短単位 (小椋 2014)の電子化辞書 (伝ほか 2007)であり， 1設計方針， 2データベー
ス（UniDicデータベース）， 3形態素解析器MeCab (Kudo et al. 2004)の解析用辞書（解析用
UniDic）を合わせた総称である（図 1）．本稿では，図 1 3の解析用 UniDicを扱う．
解析用 UniDicの問題として，以前より，UniDicデータベースに登録されている表層形（書
字形出現形）数の増加に伴う MeCab 内部の CRF (Laerty et al. 2001) モデルファイル(3)肥大




用 UniDicを用いた MeCabの解析結果も，短単位の列となる．解析用 UniDicを使った形態素解析を本稿では短
単位自動解析と呼ぶ．






表 1 MeCab の各解析用辞書のモデルサイズ比較．素性テンプレート数は，MeCab 用辞書の素性定義
ファイル（feature.def）の空行とコメント行を削除した行数である（1行 1テンプレート）．
辞書 表層形数 CRFモデルサイズ（行数） 素性テンプレート数
unidic-mecab-2.1.2 src 756,463 6,758,363 263 (Unigram: 62, Bigram: 201)
mecab-ipadic-2.7.0 392,126 1,029,140 75 (Unigram: 20, Bigram: 55)
mecab-jumandic-7.0 751,185 573,020 56 (Unigram: 12, Bigram: 44)





























2. これまでの解析用 UniDicへの CRFモデルサイズ縮小化の試み
解析用 UniDicのモデルサイズ肥大化の主な原因は，所内で整備しているコーパス（e.g.,通
時コーパス (近藤泰弘 2012)など）の辞書を 1つの UniDicデータベースで管理していること．
また，ある短単位の臨時的な表記に対応するための特殊な活用変化（特殊活用）が随時活用展
開表へと追加されていることである．
(鴻野知暁ほか 2014, Kono et al. 2015)では，自至情報という，ある短単位がどの時代からど
の時代までに使われていたかを表す情報を，語彙素，語形，書字形の段階ごとに付与する作業
を UniDicデータベースに対して行なった．自至情報を使うことで，通時コーパス構築用の各
UniDic（e.g., 中古和文 UniDic (小木曽智信ほか 2013) など）に登録する書字形出現形を絞り
込むことができ，モデルサイズ縮小を実現した．また現在，国語研コーパス開発センター内で
は，増えすぎた特殊活用を削減する作業を始めている(8)．





























































語彙素 語彙素（lemma),語彙素読み (lForm),語種 (goshu)
語形基本形 (formBase),語形出現形 (form),
語形 品詞（大分類 (pos1),中分類 (pos2),小分類 (pos3),細分類 (pos4)）,
活用型 (cType),　活用形 (cForm)
書字形 書字形基本形 (orth),書字形出現形 (orthBase)
発音形 発音形基本形 (pron),発音形出現形 (pronBase)




















図 4 活用変化を考慮した階層的 Unigram素性を作るための構造．上段が図 3(b)，下段が図 3(a)に対応
している．
図 5 活用変化を考慮しない汎化用の階層的 Unigram 素性を作るための構造．上段が図 3(b)，下段が
図 3(a)に対応している．









コーパス名 文字数 短単位数 文数
ALL TRAIN 2,941,919 1,867,570 80,888
SP TRAIN 1,566,518 988,179 44,777
表 4 評価用コーパス
コーパス名 文字数 短単位数 文数
ALL TEST 3,243,03 205,577 8,991
SP TEST 174,289 109,548 4,977
5.1 実験設定
解析用辞書のエントリはすべての辞書で共通とし，文献 (鴻野知暁ほか 2014, Kono et al. 2015)






フォルトのまま使用した．また CRFの正規化項のハイパーパラメータ C (=2)も，全学習に
おいて共通にデフォルトの 1.0に設定した．
評価は文献 (小木曽智信ほか 2013,小木曽智信ほか 2014)と同じく，境界認定，品詞認定，語
彙素認定，発音認定の 4段階で F1値を評価する．日本語の自動形態素解析における F1値の計







また本実験では，ALL TRAIN で学習した unidic-cwj と，unidic-cwj のモデルファイル









評価用コーパス 未知語 素性テンプレート 境界認定 品詞認定 語彙素認定 発音認定
ALL
なし 従来 (2.1.2) 99.42 98.20 97.86 97.21再設計 (2.2.0) 99.42 98.17 97.89 97.31
書字形レベル 従来 (2.1.2) 98.21 96.65 96.23 95.58再設計 (2.2.0) 98.23 96.63 96.27 95.68
語彙素レベル 従来 (2.1.2) 98.54 97.19 96.81 96.17再設計 (2.2.0) 98.54 97.18 96.84 96.28
SP
なし 従来 (2.1.2) 99.16 97.46 97.11 96.42再設計 (2.2.0) 99.16 97.43 97.12 96.46
書字形レベル 従来 (2.1.2) 97.99 95.95 95.52 94.82再設計 (2.2.0) 98.00 95.91 95.53 94.87
語彙素レベル 従来 (2.1.2) 98.35 96.54 96.14 95.45再設計 (2.2.0) 98.35 96.51 96.15 95.51
表 6 unidic-csjにおける短単位自動解析性能の評価．
評価用コーパス 未知語 素性テンプレート 境界認定 品詞認定 語彙素認定 発音認定
ALL
なし 従来 (2.1.2) 99.36 97.97 97.56 96.86再設計 (2.2.0) 99.34 97.96 97.61 96.94
書字形レベル 従来 (2.1.2) 98.41 96.74 96.27 95.55再設計 (2.2.0) 98.40 96.72 96.31 95.63
語彙素レベル 従来 (2.1.2) 98.60 97.09 96.63 95.92再設計 (2.2.0) 98.60 97.09 96.70 96.03
SP
なし 従来 (2.1.2) 99.16 97.47 97.13 96.46再設計 (2.2.0) 99.14 97.47 97.16 96.53
書字形レベル 従来 (2.1.2) 97.54 95.37 94.91 94.22再設計 (2.2.0) 97.54 95.38 94.94 94.28
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