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対して, Hoerl and Kennard (1970a,1970b)は最小 2乗回帰推定量の安定化をはかるため,
パラメータ k > 0を持つリッジ回帰推定量（LS-リッジ回帰推定量）を提案し, その特徴と
有効性を明らかにした. リッジ回帰推定量は偏りを持つ推定量であるが, 適切な kを選ぶ
ことにより最小 2乗推定量よりも小さい平均 2乗誤差を与えることが可能である（Gro,
2003, Theorem 3.8）. しかし, この LS-リッジ回帰推定量は最小 2乗推定量を縮小して作
られているため, 外れ値に有効に対処できるようになっておらず, その影響を受けやすい
という欠点がある. したがって, 多重共線性と外れ値が同時に生じる場合には, 最小 2乗推
定量に基づく LS-リッジ回帰推定量は好ましくない.
Silvapulle (1991)は多重共線性と目的変数 yに外れ値が混在する場合に, 最小 2乗推定
量ではなくM推定量を用いたリッジ回帰推定量 (M-リッジ回帰推定量)を提案し, その有
効性をシミュレーションにより示した. しかし,武山・木村 (2008)は このM-リッジ回帰推





ような多重共線性と外れ値が混在する場合に, M推定量のみでなく, LMS推定量, LTS推
定量, GS 推定量や 最深回帰推定量などのロバスト推定量に基づくリッジ回帰推定量（ロ
バスト・リッジ回帰推定量）を提案し, その有効性をシミュレーションにより明らかにし
た. また, 阿部・暮石・木村 (2013)は多重共線性があり, 目的変数と説明変数の両方に外




あること, とりわけ  推定量に基づく回帰推定量（ -リッジ回帰推定量)がバランスよく優
れた性質を持っていることを明らかにした.
　本論文では,多重共線性と外れ値が混在するデータを作成し, このデータを用いて他の推
定量（LS, M, LMS, S)に基づくリッジ回帰推定量とのシミュレーション比較をすること
により,  -リッジ回帰推定量の有効性について考察する.
2 線形回帰モデルとリッジ回帰推定量
目的変数 yと p個の説明変数 x1; x2;    ; xp に関するn組の観測値 (yi; xi1; xi2;    ; xip);
i = 1; 2;    ; n が与えられているとし, 線形回帰モデル
yi = 0 + 1xi1 +   + pxip + "i (1)
を考える. ここで, 0; 1;    ; p は回帰係数, "iは誤差を表す. このモデルを行列で表記
すると




1 x11    x1p




1 xn1    xnp



















である. このとき  = (0; 1;    ; p)0の最小 2乗（LS）推定量は, (2)のモデルにおける
残差平方和 (y  X)0(y  X) を最小とするような推定量
^
LS
= (X 0X) 1X 0y (3)
として定義される. LS推定量は, 誤差ベクトル "が E ["] = 0, V ["] = 2Inを満たすとき
最良線形不偏推定量であり, さらに正規分布N(0; 2I)に従うときには最良不偏推定量と
なる. しかし, こうした標準的仮定からの「ずれ」があったり, 外れ値や多重共線性が存在
したりする場合には, LS推定量はその「良さ」を失ってしまうことが知られている.
2
LS推定量 ^LS の 総平均 2乗誤差（TMSE) は ^LS が不偏推定量であるから X0X の










となる. TMSEはの真の回帰ベクトル からの推定量 ^LS の平均的なずれの大きさを表
すものであり, 可能な限り小さいことが望ましい. しかし, データに多重共線性があるとき,
固有値 には極めて 0に近いものが存在するため, TMSE[^LS ]は大きくなってしまう.
Hoerl and Kennard (1970a)はモデルにリッジ・パラメータとよばれる定数 k  0を取




(k) = (X 0X + kI) 1X 0y = (X 0X + kI) 1X 0X^
LS
(5)








+ k20(X 0X + kI) 2 (6)
が成り立つ (Chatterjee, Hadi and Price, 2006). 右辺の第１項は総分散で kに関して単調減





] を満たす k > 0 が存在することを示した．TMSE[^LS(k)]
を小さくする kの決定方法としては, 数式で与えられるものとリッジ・トレースによって
視覚的に決めるものの２種類がある. 前者の kの計算式としては, これまでに様々なもの
が提案されており, それらのシミュレーションによる比較研究が Kibria (2003) により行
われているが, どれも決め手がない状況である. 後者のリッジ・トレースとは横軸にパラ
メータ k, 縦軸に各回帰係数の推定値を取り, プロットしてできるグラフである. Hoerl and
Kennard (1970a)はこのリッジ・トレースが安定する kの値が望ましいものであり, この















(k) = (X 0X + kI) 1X 0X^
rob
(7)
を提案した. そして, ^robとして, M推定量 ^M , LMS推定量 ^LMS , LTS推定量 ^LTS ,
GS推定量 ^GS , 最深回帰推定量 ^DRを用いたロバスト・リッジ回帰推定量をLS-リッジ回
帰推定量 ^LS(k)とシミュレーション比較し, その有効性を明らかにした. ここで, ^GS は
Croux, Rousseeuw and Hossjer (1994)により提案された推定量であり, ^DRはRousseeuw
and Hubert (1999) により提案された推定量である. ^M (k)が Silvapulle (1991)の提案し
たリッジ回帰推定量である. また, 阿部・暮石・木村 (2013)は多重共線性と外れ値が混在
するデータに対して, ^LS に加えて　 ^M , ^LMS , ^LTS , S推定量 ^S , MM推定量 ^MM
および  推定量 ^ を用いたリッジ回帰推定量をシミュレーション比較した. そして, シ
ミュレーションの結果として, とりわけ  -リッジ回帰推定量 ^ (k)が様々な状況でバラン
スよく優れた性質を持っていると指摘している. 本論文の第 4節では, ^ (k)の有効性に
ついて ^LS(k), ^M (k), ^LMS(k)および ^S(k) とのシミュレーション比較により調べる.
このシミュレーションで用いられるロバスト推定量の定義は次の通りである.








(ri());　 ri() = yi   (0 + 1xi1 +   + pxip) (8)
として定義される. 関数 はこれまでに様々なものが提案されているが, Huber (1964)に
よるものと Tukey による biweight (Beaton and Tukey, 1974 参照) がよく知られている.
(8)式からもわかるように, (t) = t2 とすると, これは LS推定量に等しい.
 LMS推定量 ^LMS : LMS（Least Median of Squares）推定量は, Hampel (1975)






medfr21();    ; r2n()g (9)
として定義される．破綻点は ([n=2]  p+ 2)=nであり, n! 0のとき 1=2となる. LMS推
定量は yのみでなくX の外れ値に対してもロバストであるが, 漸近効率は高くない.














) = b; 0  b  1 (11)
4
を満たすものである．1は ( 1;1)上の有界関数であり,原点対称,連続微分可能, 1(0) =
0 かつ ある定数 c > 0に対して [0; c]上で狭義単調増大, [c;1]上で定数である．


















であり, sn()は (11)により与えられるものである．また, 2は 1と同じ条件を満たす関
数である． 推定量は 1により高い破綻点を持ち, 2により高い効率を得るように工夫
された推定量である．そして, 1 と 2 をそれぞれ適切に選ぶことにより, 破綻点が最大
の 0.5を持つようにできるし, 正規分布の下での効率を最大の 1に近づけることもできる.
このように  -推定量は柔軟性のある優れた推定量であるが, 推定値を得るための計算が難










1. 変数の数 (p)と標本の大きさ (n)を固定する.
2. 直交行列 V ppを作る:
(1) 線形独立な p次元ベクトル feigp1を生成する.
(2) feigp1をグラム・シュミットの直交化法を用いて, 各ベクトルのノルムが 1であ
るような正規直交ベクトル fvigp1に変換し, それを直交行列 V にする.
3. 対角行列Dppを作る:
(1) condition index 1; 2;    ; pと分散の和 c (=
Pp
j=1 j)を指定する. 指定さ







(2) 求めた各 1=2i を対角要素にする対角行列Dppを作る.
4. 行列Unpを作る:
行列U の作り方としては 3通り提案されているが, 2番目の正確な分布データの方
法を用いる.
(1) N(0; I)に従う p変量正規乱数 fyign1 を発生する.
(2) fyign1 の平均ベクトル yと分散行列 Sを計算する.
(3) Sのスペクトル分解 S = QGQ0を行う.




2Q0(yi   y); i = 1; 2;    ; n (14)
(5) 各 z0iを行とするUnpを作る.
(a) データXnpを作る:
行列 V ;D;U を用いて X = UDV 0 とする.
4 シミュレーション
多重共線性のあるデータを金・田中 (1993)の方法で作り, 次の 3通りの場合について, 5
種類のリッジ回帰推定量 ( ^LS(k), ^M (k), ^LMS(k), ^S(k), ^τ(k) ) をシミュレー
ション評価する.
1. 外れ値がない場合（多重共線性のみ）
2. 説明変数X に外れ値がある場合（多重共線性とX の外れ値の混在)
3. 説明変数X と目的変数 (多重共線性とX および yの外れ値の混在）







y = 0 + 1x1 + 2x2 + 3x3 + 4x4 + "; "  N(0; 1) (15)
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を考え,回帰係数の真値を0 = 1 = 2 = 3 = 4 = 1とする. xi1; xi2; xi3; xi4; i =
1; 2;    ; 20 はそれぞれ N(0,1)に従い, 多重共線性をもつように金・田中 (1993)の
方法により作成する. そして, N(0; 1)に従う "i; i = 1; 2;    ; 20を用いて
yi = 1 + xi1 + xi2 + xi3 + xi4 + "i
とし, 20組のデータ
(yi; xi1; xi2; xi3; xi4); i = 1; 2;    ; 20
を作る. このデータに対してモデル (15)を当てはめ, 回帰推定値 = (1; 2; 3; 4)0
の推定量 ^を求め, (^   1)0(^   1)を計算する. ただし, 1 = (1;    ; 1)0.
 X に外れ値がある場合.
X に外れ値を入れるために x1; x2; x3; x4 と独立な次の説明変数
x5  (1  )N(0; 1) + N(8; 9)
を導入する. そして,  = 0:15 と  = 0:25に対して, この x5 のデータ xi5; i =
1; 2;    ; 20 を用いて新たなデータ ~xi5を ~xi5 = xi5 (xi5が外れ値でないとき), ~xi5 =
0 (xi5が外れ値のとき) と定義し
~yi = 1 + xi1 + xi2 + xi3 + xi4 + ~xi5 + "i:
とする. このように作った 20組のデータ
( ~yi; xi1; xi2; xi3; xi4; xi5); i = 1; 2;    ; 20
に対してモデル
y = 0 + 1x1 + 2x2 + 3x3 + 4x4 + 5x5 + "; "  N(0; 1) (16)




"  (1  )N(0; 1) + N(8; 9)
を導入し,  = 0:15 と  = 0:25に対して
yi = 1 + xi1 + xi2 + xi3 + xi4 + ~xi5 + "

i ; i = 1; 2;    ; 20 (17)
とする. このようにして作った 20組のデータ
(yi ; xi1; xi2; xi3; xi4; xi5); i = 1; 2;    ; 20
にモデル (16) を当てはめ, 回帰係数 =(1, 2, 3, 4, 5)0 の推定量 ^ を求め,
(^   1)0(^   1)を計算する.
7







f(^j   1)0(^j   1)g
を計算する.
 このシミュレーションを 5種類のリッジ回帰推定量 ^LS(k), ^M (k), ^LMS(k), ^S(k),
^

(k)に対して, それぞれ k=0, k=0:01, k=0:05の 3通り行う.
4.2 シミュレーション結果と考察
シミュレーションによる\MSE(^(k))の値を表 1, 表 2, 表 3 に示す.\MSE(^(k))の値
が小さいほど推定値は真値に近く, 推定の精度が高いといえる. また, 図 1, 図 2, 図 3 はそ
れぞれ ^LS(k), ^S(k), ^ (k)のリッジ・トレースである.
表 1: \MSE(^(k)); k = 0
　 外れ値なし 　 　 X の外れ値あり yとX の外れ値あり
31.59 0.15 262.56 23.19
^
LS
(k) 0.25 330.70 25.36
38.61 0.15 289.33 14.96
^
M
(k) 0.25 384.52 22.16
287.20 0.15 14.76 4.32
^
LMS
(k) 0.25 20.78 4.72
531.90 0.15 13.16 4.40
^
S
(k) 0.25 17.23 4.45
　 47.27 0.15 13.37 4.30
^

(k) 0.25 12.33 4.38
4.2.1 外れ値なしの場合
kが増加すると\MSE(^(k))は減少し, すべてのリッジ回帰推定量が多重共線性に対処
できている. そして, LSとMが良い. k = 0のときは LSが最も良いが, k = 0:01; 0:05 の
ときはMが最も良い.  は LSとMと比べてもそれほど悪くない. LMSと Sは k = 0の
とき極端に悪い. 全体的にみるとMが LSと同じくらい良いが,  も悪くない. LMSと S
は良くない.
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表 2: \MSE(^(k)); k = 0:01
外れ値なし 　 　 X の外れ値あり yとX の外れ値あり
3.83 0.15 15.31 4.69
^
LS
(k) 0.25 16.26 7.00
3.22 0.15 14.11 4.23
^
M
(k) 0.25 16.83 6.36
7.32 0.15 8.67 4.00
^
LMS
(k) 0.25 11.00 4.31
6.15 0.15 7.47 3.97
^
S
(k) 0.25 7.19 3.98
5.44 0.15 7.74 3.74
^

(k) 0.25 7.13 3.94










































































図 1: ^LS(k) のリッジ・トレース
4.2.2 X に外れ値がある場合
kが増加すると\MSE(^(k))は減少し, すべてのリッジ回帰推定量が多重共線性に対処
できている. 外れ値の割合 が増えると Sと  以外はすべての kに対して増加する. 外れ
値がない場合とは逆に LSとMが悪く, LMS, S,  が良い. k = 0のときは, LSとMは特
に悪い. 全体的には Sと  が同じくらい最も良い. MがXの外れ値に対応できないことが
わかり, Sと  がX の外れ値に強いこともわかる.
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表 3: \MSE(^(k)); k = 0:05
　 外れ値なし 　 　 X の外れ値あり yとX の外れ値あり
3.43 0.15 10.07 4.13
^
LS
(k) 0.25 11.29 4.86
3.07 0.15 9.50 3.90
^
M
(k) 0.25 10.99 4.61
5.02 0.15 6.00 3.84
^
LMS
(k) 0.25 6.25 4.05
4.42 0.15 5.67 3.88
^
S
(k) 0.25 5.06 3.84
4.48 0.15 5.94 3.65
^

(k) 0.25 4.97 3.81





































































4.2.3 X と yの両方に外れ値がある場合
kが増加すると\MSE(^(k))は減少し, この場合もすべてのリッジ回帰推定量が多重共
線性に対処できている. 特に LSとMの減りが大きく外れ値の影響が少なくなっている. 
が増加すると, すべての推定量で増える. Xに外れ値がある場合と同様にM以外のロバス
ト・リッジ推定量が良い. ロバスト・リッジ推定量の中では  -リッジ推定が kと の値に
よらず最も良い.
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値にうまく機能しない. Xに外れ値がある場合と, Xと yの両方に外れ値がある場合はM-
リッジ回帰推定量以外のロバスト・リッジ推定量が良いが, 特に  推定量が良い. 外れ値
のない場合も悪くないことを考慮すると, 最もバランスがよく優れているのは  -リッジ回
帰推定量であるといえる.　また, リッジ回帰推定量にはそれに用いられている推定量の性








確認した. また, 阿部・暮石・木村 (2013)はシミュレーションの比較評価の結果からロバ
スト・リッジ回帰推定量の中で  -リッジ回帰推定量が優れていると述べており, 本研究で
は  -リッジ回帰推定量を中心としたシミュレーション評価を行った. シミュレーションの
設定や評価基準は異なるが, 同じように  -リッジ回帰推定量の優位性が見られる結果を得
た. このように  -リッジ回帰推定量は魅力的であるが, 計算が難しいこともあり,  -推定量
自体がまだRに実装されていない. 本研究では室梅秀平氏（南山大学数理情報研究科 2012
年度修了)作成の  -推定量計算プログラムを利用させていただいた. 室梅氏には感謝した
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