This paper presents a novel hands-free human machine interface (HMI) for elderly and disabled people by fusing multi-modality bioinformation abstracted from forehead electromyography (EMG) signals and facial images of a user. The interface allows users to drive an electric-powered wheelchair using face movements such as jaw clenching and eye blinking. An indoor environment is set up for evaluating the application of this interface. Five intact subjects participated in the experiment to drive the intelligent wheelchair following designated routes and avoiding obstacles. Comparisons are made between this new interface and the traditional joystick control in terms of the easiness of control, travel time, wheelchair trajectory, and error command. The experimental results show that the proposed new control method is comparable to the joystick control method and can be used as a hands-free controller for the intelligent wheelchair.
Introduction
Most of the current human machine interfaces (HMIs) for wheelchair control are operated by hands, such as joysticks. These HMIs are not suitable to people who have spinal cord injury, quadriplegia, hemiplegic, or amputation. Therefore, it is necessary to develop new hands-free control interfaces to replace these joysticks. Earlier types of hands-free HMIs are electrical and mechanical, including sip and puff switch, head infrared pointer, and touch switch buttons. Thereafter, computer vision has been deployed in hands-free control of electric wheelchair by head movements. Ju et al. 1 developed a computer vision-based intelligent wheelchair system for applied the recognition of head motion and eye gaze onto a locomotive wheelchair system. This paper presents a new hybrid HMI, namely MMHMI, developed to control an electric-powered wheelchair via face movements resolved from forehead EMG signals and facial image information. To test the performance of this new control strategy, an indoor experimental environment is set up and five subjects are designated with some given tasks to follow a route on a designed map with either the joystick control or the face movement control in turn. The performance of the new method is evaluated by comparing control results with the joystick control in terms of time consumption, wheelchair trajectories, and subject personal experience.
The rest of the paper is organized as follows. Section 2 describes the system architecture that consists of three parts: a wearable sensory device Cyberlink, 10 an intelligent wheelchair system, and the HMI. Control movement description, feature selection procedure, and control strategy are presented in Sec. 3. Section 4 shows experiment layouts and experiment results. Finally, a brief summary and potential future extension of the system are given in Sec. 5.
System Architecture
The proposed experimental system contains three parts. The first part is the data acquisition device Cyberlink, 10 which is composed of a data processing box and a wearable headband. The second part is an intelligent wheelchair platform used for real-world applications such as evaluating the performance of various control interfaces. The third part is the human machine interface that is designed to detect movement patterns and map these patterns into wheelchair control commands; details of these parts will be presented in the following section.
Sensory data acquisition
As shown in Fig. 1 , the sensory system for detecting subject facial movements contains an EMG signal acquisition device Cyberlink and an ordinary web camera (Logitech S5500). The web camera is mounted at the front of the wheelchair pointing to user's face as shown in Fig. 1(a) . Figure 1 (b) shows the outlook of EMG acquisition device used in our experiment. The hardware set has a data-processing unit and a wearable headband with three flat attachable electrodes. The electrodes can be attached to user forehead by fastening a wearable band around user's head. From three flat electrodes (one negative, one positive, and one reference), one channel EMG signal is obtained. This raw EMG signal is then amplified and filtered in the data acquisition box to remove noises and DC off-line. The output is a digitalized data sequence with an updating rate of 100 Hz.
The intelligent wheelchair
As shown in Fig. 2 , the intelligent wheelchair system is an electric-powered wheelchair equipped with an industrial computer and a built-in motor control board. The motor control board has an embedded digital signal processing (DSP) unit conducting switchable open-loop liner motor control or closed-loop PID motor control of two differentially driven DC motors. The wheelchair is also mounted with laser range finder and sonar sensor array, from which the onboard computer can get real-time range information and implement basic obstacles avoidance behavior.
Human-machine Interface (HMI)
The HMI is responsible for extracting features and classifying selected face movements and mapping these movement patterns into wheelchair control commands. The detailed procedure of this part is concisely depicted in Fig. 3 , in which five jaw and eye movements are classified from EMG pattern and image patterns, these patterns are then mapped into six wheelchair control commands i.e. "GO Forward," "Go Backwards," "Turn Left," "Turn Right," "Reduce Speed," and "Stop," which imitates the function of a joystick. Detailed pattern recognition process and control command mapping procedure can be sequentially divided into four parts, which are data segmentation, feature extraction, classification, and logic control, explained in Sec. 3.
Control Movement Description and Pattern Recognition

Control movement selection
There are five face movements defined for driving the wheelchair, namely single jaw clenching (SJC), forehead double jaw clenching (DJC), left eye close (LEC), right eye close (REC), and continuous jaw clenching (CJC) movements. The detailed movement patterns and kinemics are described as follows.
As shown in Fig. 3 , SJC can be described as a jaw clenching movement produced by subject holding up his or her teeth and pushing the jaw against upper teeth (teeth grasping) for a short moment (less than half second), making a strong and transient contraction of masseter and buccinators muscles, and then release the contraction and relax. While DJC movement is performed by producing two consecutive SJC movements, the time interval between two SJC can be adjustable and limited into a fixed time span. Similar to teeth holding up motion in SJC movement, CJC movement can be imitated by making gentle and repetitive clenching by slightly grinding the teeth.
As shown in Figs. 4 and 5, class CJC depicts the movement form in EMG chart. This movement brings a series of short and regular EMG crests during SJC movement, as shown in class EX, resulting in a sharp and high spike waveforms. As with DJC movement, SJC consists of two consecutive SJC movements and has two peak wave crests. Eye movements such as LEC and REC movements are one eye open and one eye close movements. LEC movement can be made by closing left eye and opening right eye, while REC movement means right eye closure and left eye opening. Unlike gentle eye closing movements in blinking or sleeping, LEC and REC contain stronger muscle contractions and can be described as a class of light eye squeezing movement. 
EMG pattern classification
In order to classify face control movements stated above, patterns from EMG signals and face image information are separately abstracted and classified. Figure 4 shows EMG waveform patterns obtained during corresponding control movements. These EMG patterns are classified with two separate procedures i.e. SJC-DJC and EX-EC-CJC procedures.
In the SJC-DJC procedure, SJC and DJC patterns are detected by a thresholdbased strategy. By counting uninterrupted EMG amplitude outshoots referring to a given threshold i.e. knowing the time during which an EMG waveform is constantly above a preset value. If the time falls within a preset length, then SJC pattern is detected. The detailed description of the strategy can be found in our previous paper.
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As a learning machine for processing complex multi-channel EMG or EEG data, SVM is shown to outperform other classifiers and gives a swift and reliable result in contrast with real-time multi-channel input requirements. As shown in Fig. 4 , the EX-EC-CJC procedure involves a support vector machine (SVM)-based pattern recognition process to divide three classes i.e. class EX, class EC, and class CJC from each other. Since then, the EMG signal and patterns are in a nonlinear form, and also a multi-class nonlinear SVM is deployed here to classify the classes.
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As a learning machine for processing complex multi-channel EMG or EEG data, SVM is a classifier used to draw an optimal line between two classes. In order to answer this question, among three classes in the EMG waveform, we begin with separating two classes with support from SVMs. First, since we are dealing with nonlinear EMG patterns, feature points are mapped into a hyperspace where a separation plane are found to maximize the distance between point sets belong to different classes. The functions that are used to transform existing training sample points into hyperspace are called kernel functions. The most popular kernel functions are: Gaussian radial basis function (known as RBF):
and Sigmoidal function:
Here, a and b are constants defining kernel's behavior. For the empirical EMG feature data set x i represented by L training points with N attributes (dimension or features), the training data can be expressed with binary label y i as:
In order to process the nonlinear classification problem with regard to EMG classes, RBF kernel is used to map empirical data points in R N into another hyperspaceĤ where it is linear separable. Here, the mapping function is defined as Φ : R N →Ĥ; the linear hyper planes inĤ that divide Φ(x) with respect to labeled classes y can be shown as: Φ(x) · w + B = 0 where w is a normal vector to the hyper plane. Thus, to find an optimal hyper plane with maximum margin (1/||w|| 2 ) between two classes, a quadratic programming (QP) problem is formulated as:
where C is an adjustable parameter that augments the influence of misclassification in terms of accumulated classification error ξ; to solve Eq. (1). The problem can be reformed to find α in its Lagrange function:
where the kernel function:
From Eq. (2), an optimal hyperplane is obtained:
The hyperplane can be represented with liner combination of training samples α; therefore, after training, these sample hyperplanes are used as support vectors to formulate SVM classifier i.e. a decision function F(x):
Since all movement patterns are divided into three classes in SVM, this case can be counted as a multiclass separation problem. To solve this multiclass (three classes) classification problem, a method referred to as "one-against-the rest" scheme implemented by Huang et al. 15 is employed here. The processes in Eqs. (1), (2), and (3) are replicated, so that any multiple classes can be group into one class against the rest classes. The binary SVM classifier is trained by three independent binary classifiers described in Eq. (3), i.e. each trained to distinguish training samples for one class with regard to remaining classes. In the training process, classifiers are trained to identify three classes namely class EC, class CJC, and class exclude (EX). As shown in Fig. 4 , class EC contains two EMG patterns incurred from LEC and REC movements. Class CJC contains one EMG pattern that is from CJC movements. Class EX is a pattern set that is represented by patterns exclusive of EC and CJC classes. SJC and DJC belong to class EX, including the patterns resulted from relaxing, talking, smiling, and frowning.
Training data are recorded from a standard subject performing CJC, LEC, REC, SJC, DJC, relaxing, talking, frowning, and smiling movements in turn. The recorded data are subsequently divided into 200 ms data segments for the feature extraction purpose. From which eight waveform features including five time domain features (mean absolute value, root mean square, waveform length, zero crossings, and slope sign changes) and three frequency domains features (frequency mean, frequency median, and frequency ratio) are extracted. With these data samples, a nonlinear SVM classifier is trained with the RBF kernel function through a three-fold cross validation procedure, a classification accuracy of 93.5% is found in the grid search process, finding optimal parameter pairs of γ in RBF function and C in Eq. (1).
Face detection and eye close recognition
AdaBoost is a boosting algorithm that can generate a strong learning algorithm (classifier) based on a weak learning algorithm (weak learner). Viola and Jones 19 trained the cascade classifier structure from a number of selected critical features. These salient features are selected from a large number of Haar-like features from Haar basis functions. 20 In order to detect LEC and REC movements in image sequences from a camera, classifiers for detecting both closed eyes are trained. As shown in Fig. 4 , two image patterns denoting LEC and REC movements are classified with an adaptive Boosting (AdaBoost) learning approach based on Haar-like features. 21 The training is based on detecting human frontal face 18 and sampling closed-eye images from five subjects under different illumination conditions, various subject face orientations, and distance relative to the sampling camera. For collecting training images for both eyes, six subjects from different ethics backgrounds (Italian, British, Chinese, Nigerian, Spanish, and Iranian) are involved. From each subject with either left or right eye, an amount of 200 positive eye closing images and 650 negative background images were collected. In the training process, the positive or negative images of all six subjects are mixed together with respect to left and right, and grouped into either positive or negative image sets for the closed eye classifier training. The total amount of images used in the left-closed eye classifier training are 1,475 positive images with image size range from 36 by 23 pixels to 65 by 44 pixels and 4,286 negative images with an image size range from 28 × 24 pixels to 124 × 76 pixels.
For the right eye, the positive set contains 1,318 image samples with a size range from 36 × 23 pixels to 72 × 48 pixels and the negative set has an collection of 3,668 background images with an image size ranging from 38×24 pixels to 124×76 pixels. Based on these images, a left-closed eye classifier with 20 cascades is trained, and the classification accuracy is validated among sample training images is 91.75%. For the right-closed eye, the training process converges at 19 cascades with a classification validation accuracy of 92.2%. Figure 3 describes the decision fusion strategy for classified EMG and visual patterns with respect to wheelchair control commands. Six wheelchair control commands namely "Go Forward" (GF), "Turn Left" (TL), "Turn Right" (TR), "Reduce Speed" (RS), "Stop" (ST), and "Go Backwards" (GB) are employed to mimic and replace a traditional joystick control function. As depicted in Fig. 3 , the wheelchair control logic can be described as follows: wheelchair will go forward and accelerate its speed when the subject making CJC movement and will turn left or right when the subject is closing his or her right or left eye with LEC or REC movements. The wheelchair will keep on turning until the closed eye is opened, in this way the subject can control how much angle the wheelchair may turn. If an SJC movement is detected, the wheelchair will reduce its current speed into a safe range and keep on going forward. DJC movement will cause the wheelchair to reduce its speed drastically and stop. Furthermore, when the wheelchair has been stopped, the wheelchair implements one DJC movement after another, so that it can go backwards at a safe speed.
Decision fusion and control strategy
Real-World Experiment Setup and Results
Experiment setup
To test the performance of the hybrid (EMG and Visual based) control method, an indoor experiment environment is set up. As shown in Fig. 6 , the size of the experimental field is 5,600 × 4,100 mm. The size of two docking areas is 1,300 × 1,200 mm, in which the wheelchair with a size of 1,200 × 800 mm can dock into. The environment is supplied with ample light illumination that can be referred as an indoor fluorescents illumination condition. Five intact subjects are involved in the real-time control of the wheelchair. Each subject are asked to control the wheelchair to follow a designed route (depicted in Fig. 6 ) from Docking area A to Docking area B using either joystick control or hybrid control method for 10 times. For each run, the time consumption and the trajectory of the wheelchair are recorded. The position of the wheelchair is monitored by a VICON tracking system that tracks the retro-reflective markers attached to the wheelchair (as shown in Fig. 1(a) ).
During the experiment, it is clear that the layout and size of the testing site can have a big influence on the experimental results with respect to different control methods. In order to be fair for both control methods, the site is designed to have adequate space for the user to maneuver, and the routes planed is to make use of full controlling power for both methods. As can be seen from Fig. 6 , the planed route consists of two big left and right turnings, the subject need to follow strait lines in between and completing the run by docking into the goal position. For the hybrid control method, the wheelchair speed control pattern (forward speed, acceleration, and turning speed) is tuned for each subject to an optimized condition, so that the subject can have an optimal performance with the control method during the experiment. Therefore, for the convenience of performance comparison between two control methods, the speed control pattern of joystick control interface is adjusted accordingly. joystick control. As can be seen, for all the five subjects completing same tasks, the joystick control took less time than the facial movement-based control and has more smooth trajectories, compared with the new hybrid control method. In addition, the performance varies considerably with the same subject since there is no enough training was provided beforehand. In Fig. 12 , Graphs A-E show the run-time distributions from Subject A to Subject E in terms of both joystick control and multi-modality facial movement control. It is clear that the time spent by joystick control is shorter than the new method for all five subjects. Figure 13 shows the statistical analysis of variance (ANOVA) of data. From the mean and variance of independent subject cases, the variation of performance is subject-dependent. The new control method is more difficult to manipulate compared with traditional joystick control especially during persistent turning actions. Subjects feel fatigue when making consistent eye closing and squeezing movement for up to 10 runs. 
Experiment results and analysis
Conclusion and Future Work
This paper presents a novel face movement-based wheelchair control interface that combines features from both forehead EMG data and facial images. Five subjects participated in the experiments to evaluate the performance of the new interface. From the experiment results, it is clear that: (1) the proposed computer vision and facial EMG-based control can be effectively used in the real-time control of wheelchair due to their fast respond speed, but its control complexity, error rate, and muscle fatigue should be improved; (2) although the trajectories resulted from the face movement-based control is more sparse and irregular compared with the ones resulted from the traditional joystick control, the two systems are comparable; and (3) by combining multi-modality sensor information from both forehead EMG signals and facial images, facial motion noises such as eye blinks and random facial expression movements including laughing, smiling, and talking are effectively avoided.
The future work will focus on improving the proposed control method in three aspects. First, more robust and extinctive features and movement patterns based on existing EMG signal and image information are to be investigated. Second, disabled and elderly people will be recruited to do site testing to verify its applicability. Third, more HMI modalities are to be integrated into the current system to develop a hierarchical modality structure to improve the system usability.
