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Chapter 1
Introduction
Brain computer interfaces (BCI) [115] aim to provide human subjects with control
over devices or computer applications while bypassing the traditional muscular
paths. In other words these interfaces might allow humans to control devices
using only their brain activity as measured by e.g. electroencephalogram (EEG)
[50]. The control of such devices could offer an additional channel of communica-
tion/action that could improve the quality of life for people with severe disabilities
[122].
The most common procedure for setting up a BCI is as follows: the user
participates in a training (i.e. calibration) session in which the user is instructed
to perform a specific mental task, while the brain activity generated is recorded.
The recorded data (usually designated as ’training data’) are used to extract
discriminative features associated with various user intentions. These features
are subsequently used to train a classifier that predicts the user’s intention during
the testing (feedback) session [11, 85, 34, 110, 18].
According to the subject’s mental task considered for discrimination, all ex-
isting BCIs can be grouped in two modalities: Evoked Potentials based BCI rely
on the subject’s involuntary generation of brain potentials due to external stim-
ulus. Some potentials considered for BCI use are the Visual Evoked Potentials,
Auditive Evoked Potentials or the Error Related Potentials [103, 92, 98]. On the
other side, the Induced Modulations (IM) based BCIs rely on voluntarily induced
user brain activity modulations and among the considered user tasks we find the
imagery movement, the covert attention, mental counting, writing, rotating a 3D
object, ... [64, 90, 112, 30, 43].
However, despite the fact that there are many different BCI paradigms and
intense efforts to improve those, BCI research has so far not delivered a reliable
technology that is suitable for common use applications nor can it be used as a
standard tool for, for example, communication of disabled patients. This is known
as the BCI illiteracy problem [68, 116, 16]: for any fixed BCI paradigm many
1
2subjects do not reach high enough classification performance to feel a minimum
of control over the device.
Clearly the generalization ability of any BCI discriminative model strongly
depends on the selected feature space and its dimension. For easy problems a
proper feature space can sometimes simply be obtained by directly selecting the
most discriminative EEG channels and time intervals under some criteria as the
r2 value [15]. However, more complex algorithms need to be used in many cases.
The most effective features are commonly obtained from the statistics of pro-
jections of the data. Some examples of such projections are Common Spatial
Patterns (CSP) [91, 19], Independent Component Analysis (ICA) [61], or the
linear transformation introduced in [36]. An interesting non-linear projection
of the data for IM BCI feature extraction, the Tangent Space Mapping (TSM),
was introduced in [6]. To optimise the feature extraction procedure, a time win-
dow of interest should be selected, as well as the most discriminative frequency
bands. This choice is typically experimental and subject dependent and it usu-
ally requires some level of prior physiological knowledge. Several algorithms are
available for automatically optimizing these parameters [15, 37, 1].
Usually the BCI classification problem is considered linear [84] and a linear
discriminant analysis (LDA) classifier [41] can be used effectively. When the
dimension of the feature space is large in relation to the number of training
data samples, the classifier must be regularized [10, 96, 15]. Obviously other
natural choices (such as Support Vector Machines [114] or regularized Logistic
Regression [10]) can be considered if the dimension of the feature space is very
high or if the data is clearly non-Gaussian. Usually the use of sparse regularizers
on linear classifiers is expected to provide more interpretability but in general not
to increase classification results with respect to a non-sparse approach [111]. For
the interpretation of linear models in general, and classifier weights in particular,
I encourage the interested the reader to have a look at [54, 88]
Even though the feature extraction and classification techniques are well
known and have been deeply studied and successfully applied to many differ-
ent practical problems, one extra challenge when classifying EEG signals is the
non stationary character of the data [100, 66]. This causes the patterns associ-
ated with each task during the training of the BCI to be different during testing,
leading to a poor classifier generalization. A first approach to solve this problem
has shown that supervised updates of the classifier parameters can help to reduce
the error induced by the non-stationary changes [80, 100]. Further, it has been
pointed out that the adaptation can in principle also be performed in the feature
extraction process [108, 14], or, as recently proposed, directly in the recorded
testing data [2]. However, such approaches have as far as we know not been
shown to be superior to a full classifier adaptation.
Any adaptation strategy is limited by the unsupervised character of the test-
ing session data and consequently several unsupervised adaptation techniques
of both, classifier parameters or feature space projection have been proposed
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[105, 120, 46, 63, 121, 102, 95, 14, 2]. The main idea is that without class labels
we can reliably adapt any common parameter across all different classes, resulting
in adaptive classifiers as the Pooled Mean LDA [117] or adaptive feature spaces
as proposed in [2, 108]. To adapt any class dependent parameter we will cer-
tainly have to introduce some uncertainty while learning. A clear example is
the Unsupervised Adaptive Gaussian Mixture Model [101, 46, 53]. The uncer-
tainty included in this kind of adaptive models is given by the unknown class
probabilities being substituted by the posterior class probabilities as obtained
directly from the present model. In [73] we show that such uncertainty can be
reduced by learning in a Bayesian network including some extra reinforcement
signal able to improve the posterior class probabilities estimations. Reducing
such uncertainty translates directly in better adaptation processes. In a pure
BCI environment such a reinforcement signal could ideally be the Interaction
Error Potential (IErrP) [17, 13, 40], and for other practical applications, some
residual muscular activity (hybrid BCI [70]) could provide a good candidate.
When considering a multiclass BCI problem, Enhanced Bayesian LDA
(EBLDA) [123] can be considered an state-of-the-art unsupervised multiclass
adaptive classifier. EBLDA performs unsupervised retraining of each of the pair-
wise Bayesian LDA classifiers (BLDA) [77]. The feature space adaptation for
multiclass IM BCI has not been considered as far as we know.
Despite the extensive understanding of the different feature extraction, clas-
sification, and adaptive methods to deal with the non stationary changes in the
EEG, a disappointing fact encountered by all BCI researchers is that many sub-
jects can not get a minimum of BCI control under some fixed BCI paradigm
(even off line [16]). An interesting partial solution was provided in [30], where it
was clearly shown that including mental task selection into the training part of
the BCI allows subjects to reach much higher binary classification accuracy levels
than using any fixed task pair. This fact allowed us to show that task selection
is in fact a critical step in BCI design which might enable much more people to
control binary BCI devices [75].
In chapter 2 we show that the IErrP can be detected from the human scalp
with high accuracy (using MEG data), and we propose the supervised adaptation
of a logistic regression classifier on a BCI, where the supervisor is represented by
a IErrP classifier providing a hard label coding.
In chapter 3 we generalize the concept of an IErrP classifier to the more gen-
eral reinforcement signal for its inclusion in an adaptive BCI cycle. We further
consider the use of a probabilistic output in place of hard labeled, and we develop
a Bayesian network that includes a probabilistic reinforcement signal in the adap-
tive cycle. The proposed Bayesian network interpolates between the unsupervised
and the supervised LDA classifier learning solutions through the reinforcement
signal which is used to better estimate posterior class probabilities. As such, com-
monly used sequential Gaussian Mixture Model (GMM) based adaptive classifiers
can be extended to models using the proposed network (including a reinforcement
4signal). Further we also present a novel adaptive classifier CMAC which can be
used in both the unsupervised or the reinforcement learning based approach.
In chapter 4 we consider the multiclass adaptation processes. We present
MPMLDA, a state-of-the-art adaptive multiclass classifier and we also consider
for the first time the feature space adaptation in the multiclass setting.
In chapter 5 we analyze for the first time the effect of task selection at the
population level and identify it as a critical step in BCI design. Furthermore we
study for the first time the effect of learning from the subject side on the selection
of optimal task pairs.
To finish this thesis, in chapter 6 a general conclusion is provided.
Introduction 5
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Chapter 2
Error Potentials and Brain
Computer Interfaces
We propose a sequential adaptive classification method for BCI which uses Inter-
action Error Potentials (IErrPs) as a reinforcement signal and adapts the classifier
parameters when an error is detected. We analyse the quality of the proposed
approach in relation to the misclassification of the IErrPs. In addition we com-
pare static versus adaptive classification performance using artificial and MEG
data. We show that the proposed adaptive framework is able to improve the
static classification approach 1.
2.1 Introduction
It is well known that class feature distributions change between training and
testing BCI sessions and that supervised updates in the classifier parameters
improve the performance of the original static classifier [80, 100]. Since during
the BCI testing sessions we normally do not know the user intention, we propose
the use of neural feedback to detect incorrect performance of the device, and so,
to be able to recover the labels in the case of a binary classification problem. The
on line detection of wrong performance of a BCI has been addressed before by
means of Interaction Error Potentials (IErrP) [98, 17, 13, 39, 40].
Error-related potentials are potentials detected in the recorded electroen-
cephalogram (EEG) of a subject just after an error occurs. The error is the
difference between the expected and the actual result of an action. Error-related
1This chapter is based on: A. Llera, M. van Gerven, V. Go´mez, O. Jensen, and H.
J. Kappen. On the use of Interaction Error Potentials for Adaptive Brain Computer
Interfaces, Neural Networks, 24(10), pp. 1120 - 1127, 2011.
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8potentials have been studied in many different scenarios since the late 1980’s
[35, 81, 113, 38]. It is well known that the presence of an error is usually followed
by what is called event-related negativity and positivity which are present in the
alpha band in fronto-central channels. More recently, a study using Magnetoen-
cephalography (MEG) [79] has shown that an erroneous reaction to stimuli is
followed by an increase in the frontal theta and a decrease in the posterior alpha
and central beta powers. Based on the nature of the feedback, the Error-related
potentials can be categorized as response error potential [35, 79], feedback error
potential [81], observation error potential [113] and the most interesting for us,
interaction error potentials (IErrP) which are present when a device delivers an
erroneous feedback [38].
Since the IErrP are present in the recorded EEG of a subject controlling
a device just after the device returns an unexpected feedback (the BCI makes
a classification error) [40], its detection can help to construct a more robust
BCI, either by correcting the BCI output directly [38], or more interestingly, by
adapting the BCI classifier to prevent similar mistakes in the future. This idea is
illustrated in Figure 2.1.
Figure 2.1: (a) Classical scenario: brain activity is measured during a period of time,
then the task classifier decides the class label given the measured activity and the device
produces an output. (b) Proposed scenario: after task classification, an IErrP classifier
uses feedback from the user (subsequent data from zero to one seconds after (a)) to
compare previous user intention with the device output. If an IErrP is detected, the
parameters of the task classifier are updated.
Although the possibility of BCI adaptation using error feedback from user
has been previously proposed [17, 22], the impact of using an IErrP classifier to
improve the original task classifier has not been studied before in a realistic BCI
setting. In this chapter, we explore this idea in detail. In section 2.2 we introduce
a framework based on reinforcement learning for adaptive BCI using an IErrP
classifier as a control signal. We analyse the effect of IErrP misclassification in
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terms of false positives and false negatives, and we measure how the performance
of the task classifier is affected. In section 2.3, we first perform the single trial
classification of IErrP and then we apply the proposed adaptive method to MEG
data collected during a binary forced-choice covert attention task.
2.2 Adaptive BCI Classifier
In this section we introduce the proposed method to design a binary adaptive
BCI. We consider a binary task with an adaptive task classifier that learns from
the output of a static IErrP classifier in order to minimize erroneous feedback.
2.2.1 Adaptive Learning Rule
Consider the (unobserved) subject’s intention, left or right, that we denote as
target class t ∈ {0, 1} respectively. The generated brain activity is measured
and a vector of feature values x := (x1, . . . , xn) is extracted which is relevant
to discriminate between both classes. We use the logistic regression model [10]
which takes the form:
p(t = 1|x,w) = σ(x,w) =
1
1 + e−
∑
n
i=0
wixi
, (2.1)
where w ∈ Rn+1 is the vector of weights, and x0 = 1 accounts for the bias term.
The error in the prediction is quantified as the log-likelihood of the data:
G(x,w, t) = − (t lnσ(x,w) + (1− t) ln(1− σ(x,w))) . (2.2)
The output of the task classifier is defined as
t˜ = χ
(
p(t = 1|x,w) >
1
2
)
, (2.3)
where χ returns 1 if its argument is true and 0 otherwise. An adaptive learning
rule for the parameters w updates w in the direction of the gradient of (2.2):
∆wi = η
∂G(x,w, t)
∂wi
= η(t− σ(x,w))xi , (2.4)
where η denotes the learning rate.
In a realistic BCI setting however, the intention of the user t is unknown.
We define E ∈ {0, 1} as the user’s true absence or presence of surprise following
the output of the device. Thus E = 0 corresponds to t˜ = t and E = 1 to t˜ 6= t.
After the output of the task classifier (t˜) is delivered, subsequent brain activity
(neural feedback) is measured and a feature vector y := (y1, . . . , ym) is extracted
and used by the IErrP classifier to provide an estimation of E, which we denote
10
Task classifier output (t˜)User Intention (t) IErrP classifier output (E˜) and action taken
Left of Right
BCI performs
correctly
BCI performs
wrongly
Error wrongly detected
(false positive)
No error detected
Error correctly
detected
Error not detected
(false negative)
Learn
No action
Learn
No action
t = t˜
t 6= t˜
E˜ = 1
E˜ = 0
E˜ = 0
E˜ = 1
Figure 2.2: First column represents the target (t) intended by the user; second column
compares the user intention with the output of the task classifier (t˜); third column shows
the possible outputs of the IErrP classifier (E˜) as well as the effect produced in the task
classifier due to the proposed method. Learn means that the parameters of the task
classifier are updated using Equation (2.5).
by E˜ ∈ {0, 1}. Updates occur only when a surprise is detected (E˜ = 1), in which
case the observed output t˜ is presumably incorrect, so t = 1− t˜ and the learning
rule (2.4) for the task classifier becomes
∆wi = ηE˜(1− t˜− σ(x,w))xi , (2.5)
where 1− t˜ is the opposite label from the output of the task classifier.
The performance of this model clearly depends on the flexibility of the model
to adapt to changes at the correct time scale [57, 58], but also on the asymptotic
behavior of the task classifier in relation to the misclassification of IErrP. In
section 2.2.2 and 2.2.3 we study this relation.
2.2.2 Effect of IErrP misclassification
The performance of a BCI system based on the previous framework clearly de-
pends on the accuracy of the IErrP classifier. Previous researchers have reported
classification rates of IErrP of around 80%, as well as the stability on IErrP de-
tection across sessions [40]. The misclassification of IErrPs can occur in two ways
(see Figure 2.2):
False positives: Correctly classified trials (t˜ = t) are considered to be erroneous,
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causing an update of the task classifier parameters with the wrong class
label. We characterize the rate of false positives with α1.
False negatives: Erroneously classified trials (t˜ 6= t) are considered as correct.
As a consequence, the task classifier parameters will not be updated when
it was desirable. We characterize the rate of false negatives with α2.
Note that the effect of false positives results in learning from incorrectly labeled
data, whereas false negatives result in discarding potentially useful learning sam-
ples.
2.2.3 Simulations
In order to better understand the asymptotic behavior of the task classifier in re-
lation to the accuracy of the IErrP classifier (α1 and α2), we consider an artificial
binary class classification problem in a one-dimensional feature space. For each
class t ∈ {0, 1}, the feature is distributed according to a Normal distribution
parametrized as p(x|t) = N (µt, σ
2). We choose σ = 1. The distance between µ0
and µ1 determines the overlap between the distributions and different levels of
overlap result in classification problems with different optimal classification rates.
We consider three different distances ρ = |µ0 − µ1| = {1, 2, 4}. For ρ = 1, the
classification task is difficult and optimal Bayes classifier accuracy is at most 0.70
whereas for ρ = 4 the task is easy and classification rate reaches 0.99 (see Figure
2.3).
We start with a random weight vector w0. For each trial i, i ∈ {1, . . . ,M},
we will assume that p(ti = 0) = p(ti = 1) = 1
2
and we draw a sample from
p(x|ti). This sample represents a feature extracted from the measured brain
activity generated by the user while having intention ti. The output of the BCI
device t˜i is obtained using Equation (2.3) and is then compared with ti:
• If ti = t˜i, we draw E˜ = 1 with probability α1 and apply (2.5). In this case
learning occurs with the wrong label. The classifier is not adapted with
probability 1− α1.
• If ti 6= t˜i, we draw E˜ = 1 with probability 1 − α2 and we apply (2.5). In
this case the task classifier is correctly adapted. With probability α2 the
classifier is not updated.
We observe that for any condition (with 0 ≤ α1 < 0.5 and 0 ≤ α2 < 0.5),
the adaptive classifier improves the initial random boundary and converges after
a short initial transient which we neglect for performance evaluation. In the
experiments we set M = 105 and we consider the last 20% of the trials for
performance evaluation, but the results do not critically depend on this choice.
Figure 2.3 shows the classification error of the task classifier as a function of α1
and α2 for different values of ρ. For α1 = α2 = 0, the method converges to the
Bayes classification error for all ρ.
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Figure 2.3: Classification error for the adaptive classification method as a function
of the false positive α1 and false negative α2 of the IErrP classifier. The results are
shown for three different levels of overlap between the two distributions. Constant grey
surface in the bottom indicates optimal Bayes classifier which we use as a baseline. We
set η = 10−5 for this case, although results were equivalent for learning rates in a wide
range. For better visualization the figure needs to be printed in color.
For difficult problems such as for ρ = 1, baseline classification rates are poor.
In those cases, the surface remains constant for large values of α1 and α2 sug-
gesting that the effects of misclassification in the IErrP classifier are not severe.
On the contrary, for ρ = 4 optimal classification is very accurate. The adaptive
task classifier is then more sensitive in this scenario and small increases in α1
decrease significantly the performance of the classifier. We can see also that the
performance of the method depends not so much on α2. Therefore, as expected,
learning from wrong samples is more costly than discarding good samples. This
is a important fact, since the relation between false positives and false negatives
can be incorporated in the design of the IErrP classifier, in a way that the effect
of IErrP misclassification is minimized.
Note that the result assumes that the misclassification rate of the IErrP
classifier is independent of whether the user intention is left or right. More exactly,
defining for i ∈ {1, 2} αLi and α
R
i as the rate of false positives/negatives associated
with left and right user intention respectively, we have that
αi =
αLi + α
R
i
2
(2.6)
and we assumed that for i ∈ {1, 2} αLi ≈ α
R
i , i.e. false positives/negatives
are balanced for both right and left. Violation of this assumption introduces
additional error, which we have studied in Appendix 2.5. We concluded that this
effect is in general small.
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2.3 Results on MEG data
In this section we show the applicability of the proposed method using MEG
data. In section 2.3.1 we describe the BCI experiment used to gather the data
that will be used in the rest of the section. In section 2.3.2 we construct an IErrP
classifier (trials with an unexpected/expected device output), and in section 2.3.3
we perform a comparison between a static classifier and the proposed adaptive
method.
2.3.1 Data acquisition
Eight healthy subjects were instructed to direct a forced-task binary BCI device
using the covert attention paradigm. Covert spatial attention is a well known
paradigm for BCI control, based on the lateralization of the power in the alpha-
band in posterior channels [112, 109, 111]. The design has been carefully chosen
to avoid any lateralization due to movement or stimulus presentation.
The description of the experiment is as follows (see Figure 2.4 for more details):
Two squares and a fixation cross appear on the screen. After 300 ms, the fix-
ation cross turns into an arrow (pointing left or right). The subject is instructed
to direct his/her attention to the direction indicated by the arrow while maintain-
ing fixation at the center of the screen. After 2000 ms, the arrow disappears and
is replaced with a text indicating the decision of the device (right or left). The
output is chosen at random in such a way that 80% of the trials is equal to the
instructed direction and in the remaining 20% is equal to the opposite direction.
The text remains visible for 1000 ms. Finally, the text disappears and the two
squares persist for 1000 ms before a new trial starts.
Although we instructed the subjects to direct the device in the indicated
direction, they were not informed of the fact that the BCI output was not under
their control but computed by the random protocol. For each subject we collected
504 trials divided in 6 sessions with one minute of rest between each two sessions
(84 trials per session). Ongoing brain activity was recorded (sampling rate: 1200
Hz; low-pass filter: 300 Hz) using a whole head MEG system with 275 axial
gradiometers (CTF Systems, Canada) inside a magnetically shielded room. Head
localization was done before the experiment using coils that were placed at the
nasion, right and left ear canal. The magnetic fields produced by these coils were
used to measure the position of the subject’s head with respect to the MEG sensor
array. In addition we also recorded vertical and horizontal electrooculogram
(EOG) in order to remove trials contaminated with muscular activity.
2.3.2 IErrP Classification
The recorded data was segmented in trials starting 1500 ms after onset of arrow
presentation and finishing 1500 ms after the output of the device (left/right) was
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Figure 2.4: The experimental protocol is a sequence of four steps: after a fixation
cross an arrow appears and the subject has to attend accordingly. Two seconds later,
the feedback is displayed as a text. At this point, a mismatch between the feedback and
the direction instructed by the arrow is expected to elicit an IErrP.
returned. Data segments contaminated with artifacts, eye movements, eye blinks
or muscle activity were detected and removed using a semi-automatic routine.
Then the planar gradiometer representation of the data was computed. The
calculated planar field gradient approximates the signals measured by physical
planar gradiometers [9]. Time frequency representations (TFRs) of power were
calculated using a multi taper approach applied to short sliding time windows
[89]. The data in each time window were multiplied with a Hanning taper with
the length of the time window for the frequencies [3, . . . , 30] Hz. We applied an
adaptive time window of length ∆T = 3/f . The power values were calculated
for the horizontal and vertical components of the estimated planar gradient and
summed.
As features for classification we used the normalized power in all channels with
a time window from 150 to 1000 ms after device output. The choice of frequency
bands and time window of interest is based on previous work [79]. Note that we
do not restrict the feature space to fronto-central areas as is usually the case for
this problem [40].
In order to classify the surprise, E, based on the IErrP, we used a linear
support vector machine [114], where the regularization parameter was estimated
minimizing the cross-validation error on the training set. The performance is
calculated as the percentage of correctly classified trials. In order to reduce the
dependence of the results on the particular split of train and test set, we repeated
ten times the ten-fold cross-validation procedure, each time with a different par-
tition of the data. In this way, the performance is estimated by averaging the
performances of this repeated ten-fold cross-validation for each subject. This
result is shown in the second column of Table 2.1.
The mean classification rate is 80.66%, which as mentioned before is similar
Error Potentials and BCI 15
Subj. Performance Conf. matrix α1 α2
1 83.84 %
(
0.841 0.159
0.164 0.835
)
αR1 ≈ 0.085
αL1 ≈ 0.073
αR2 ≈ 0.082
αL2 ≈ 0.082
2 74.33%
(
0.757 0.243
0.270 0.730
)
αR1 ≈ 0.110
αL1 ≈ 0.133
αR2 ≈ 0.138
αL2 ≈ 0.132
3 77.83%
(
0.781 0.219
0.224 0.776
)
αR1 ≈ 0.091
αL1 ≈ 0.128
αR2 ≈ 0.100
αL2 ≈ 0.124
4 78.21%
(
0.788 0.211
0.223 0.776
)
αR1 ≈ 0.102
αL1 ≈ 0.109
αR2 ≈ 0.114
αL2 ≈ 0.109
5 73.95%
(
0.756 0.244
0.276 0.724
)
αR1 ≈ 0.126
αL1 ≈ 0.118
αR2 ≈ 0.121
αL2 ≈ 0.155
6 86.25%
(
0.880 0.120
0.155 0.845
)
αR1 ≈ 0.067
αL1 ≈ 0.052
αR2 ≈ 0.082
αL2 ≈ 0.072
7 82.63%
(
0.835 0.165
0.182 0.818
)
αR1 ≈ 0.082
αL1 ≈ 0.082
αR2 ≈ 0.092
αL2 ≈ 0.090
8 88.27%
(
0.907 0.092
0.142 0.857
)
αR1 ≈ 0.050
αL1 ≈ 0.042
αR2 ≈ 0.069
αL2 ≈ 0.073
Mean 80.66%
(
0.819 0.181
0.205 0.795
)
α∗1 ≈ 0.147 α
∗
2 ≈ 0.089
Table 2.1: IErrP classification results.
to the accuracy reached by other researchers. Column 3 of Table 2.1
shows the confusion matrices, where the false positive rate (α1) and the
false negative rate (α2) are given in the upper right and lower left entries
respectively. Column 4 shows the values of αR1 and α
L
1 and column 5 that
of αR2 and α
L
2 . For i ∈ {1, 2}, the values of α
∗
i in columns 4 and 5 are the
mean across subjects of the relative difference between αRi and α
L
i . More
precisely
α∗i =
2
N
N∑
n=1
|αR(i,n) − α
L
(i,n)|
αR(i,n) + α
L
(i,n)
, (2.7)
where N is the number of subjects and n in the subindex denotes the
subject number. We can conclude that the differences between αLi and α
R
i
for i ∈ {1, 2} are, for all subjects, relatively small and therefore will not
significantly affect the expected performance of the adaptive method.
Figure 2.5 (left side) shows the classifier parameters associated with
each channel for subject 4. Note that the direct interpretation of the classi-
fier weights might be misleading and a better realization of the underlying
pattern can be achieved by multiplying the weight vector by the sample
covariance matrix [54]. The result is visualized in the right side of figure
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2.5. It is interesting how this representation shows a much cleaner pat-
tern than the weights itself and further, the pattern clearly corresponds
to the classical brain activity associated with the presence of error-related
potentials.
Weights
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Pattern
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−2
−1
0
1
2
3
Figure 2.5: classifier parameters associated with each channel (left side) and corre-
sponding pattern (right side, see text for detailed information).
2.3.3 Task classifier: static vs adaptive
In this section we assess the expected performance increase of the proposed
adaptive BCI in comparison to the static BCI. Ideally, such a comparison
should be done in an on line setting, where the actual output of the IErrP
classifier is used to adapt the task classifier. However since the output of
the actual IErrP classifier was not available during the reported BCI ex-
periment, we have done this comparison in an off-line setting, reproducing
the on line scenario. Note that in the case of 100% IErrP detection, the
off-line setting is equivalent to the on line one.
For task discrimination we use the MEG data of the experiment re-
ported in section 2.3.1. The recorded data was segmented in trials starting
at onset of arrow presentation and finishing 500 ms after the output of the
device (left/right) was returned. The data was then preprocessed as in
section 2.3.2, in this case for the frequencies [8, . . . , 14] Hz.
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As features for the task classifier we used the normalized power in the
posterior channels with a time window of 1500 ms starting 500 ms after
arrow presentation. The choice of frequency bands and channels of interest
is based on previous work [112].
The static task classifier is trained in the first session and tested in
the five remaining sessions for each subject independently. As classifier
we used the regularized logistic regression model as introduced in section
2.2. In this static scenario, alternative classifiers such as SVMs, gave
comparable results.
The adaptive task classifier is initialized with the parameters of the
static classifier. That is, it is trained in session 1, and is adapted during
sessions 2-6. When the accuracy in IErrP detection is not 100%, we con-
sistently simulate the IErrP classifier output by randomly generating false
positives/negatives with the subject-dependent probabilities given by the
error rates shown in columns 4 and 5 of Table 2.1. Since different real-
izations of the same experiment will return slightly different results, the
presented results are the average over 100 different realizations of the sim-
ulated IErrP output to account for fluctuations in the adaptive learning.
These results indicate the performance improvement that can be expected
in the on line setting.
For each subject, we chose the learning rate η in such a way that it
maximized the total increase on performance. More information on how
to set the learning rate is provided at the end of this section.
Figure 2.6A shows for every subject the performance of the static clas-
sifier, the simulated adaptive method with realistic IErrP misclassification
rates and the adaptive method with 100 % error detection. Although
there is a big variability in performance between subjects, we can see that
the adaptive classifier improves the static classifier for all subjects in both
scenarios.
In Figure 2.6B we consider the effect of modifying the balance between
α1 and α2. Given a fixed IErrP misclassification rate c, since c =
α1+α2
2 ,
we vary consistently the range of α1 and α2 between 0 and 2c. In practice,
α1 and α2 can not be varied independently of the overall performance,
so we only consider this result as an illustration to study the behavior of
the method. To quantify the relative decrease in classification error for
fixed α1 and α2 we define errora(α1, α2) as the error in the performance
(number of incorrectly classified trials averaged over 100 realizations) of
the adaptive classifier for a given α1 and α2. Then, the relative decrease
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Figure 2.6: Panel A depicts performance per subject of the static classifier, the adap-
tive classifier with 100% accuracy in error detection, and the simulated adaptive classifier
with αL1 , α
R
1 , α
L
2 and α
R
2 rates as given for each subject in Table 2.1. Subjects are sorted
in ascending order of performance of the static classifier. Results on the simulated case
are averages between 100 different realizations.
Panel B shows the influence on adaptive classification error when varying the false pos-
itives and false negatives rates for subjects 2 and 4 with a fixed misclassification rate of
IErrP of 20%. The x-axis represents the dependence of the misclassification rate on α1
and α2, while the y-axis shows the relative decrease in classification error.
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on erroneous classification is defined as:
2
errora(2c, 0)− errora(α1, α2)
errora(2c, 0) + errora(α1, α2)
.
Figure 2.6B shows the results of this analysis considering c = 0.2 for sub-
jects 2 and 4 since they are the subjects with better static classification
rates. Note that the effect of the false positives is more damaging than
that of the false negatives, and furthermore this effect becomes more pro-
nounced as static task classification performance increases. These results
agree with the simulations results reported in section 2.2.3.
To illustrate the behavior of the adaptive and static method over time,
we define error(k, j) equal to one if trial k in test session j was incorrectly
classified and zero otherwise. Then we compute the cumulative mean error
µe and standard deviations σe in trial i and test session j according to:
µe(i, j) =
∑i
k=1 error(k, j)
i
, σe(i, j) =
∑i
k=1 (µe(k, j)− µe(i, j))
2
i− 1
,
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Figure 2.7: Cumulative mean error and standard deviation for each session is shown
as function of the trial number for the adaptive and the static classifier for subject
4. Dark and light gray lines correspond to static and adaptive classifiers respectively.
Thickness of the lines denote standard deviations. Black vertical lines show pauses
between sessions.
In Figure 2.7 we show the cumulative mean performance error and
standard deviation of the static and adaptive classifier (with 100% accurate
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error detection) across sessions for subject 4 versus the trial number. Black
vertical lines show the pauses between sessions. As we can see, after a
transient with high variances and similar performance of both classifiers,
the adaptive classifier shows significant better performance at the end of
each session. Qualitatively similar results were obtained for all subjects.
Finally, we assessed the importance of the size of the learning rate on
the performance of the adaptive classifier. Clearly, if the learning rate is
too small, adaptation is too slow and when the learning rate is too large,
the performance will decrease. This is confirmed in Figure 2.8, which
shows the performance of the adaptive classifier (with 100 % accurate error
detection) as a function of the learning rate for each subject separately.
We can see that, in general, performance increases with the learning rate
up to a subject-dependent threshold where it starts to decrease (except
for the data of subject 3, which is very noisy). We observe that setting
the learning rate between [10−2, 10−1] is a safe choice for all subjects, but
the optimal choice is subject dependent.
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Figure 2.8: Increase in accuracy of the adaptive task classifier as a function of the
learning rate with 100% of accuracy in error detection for all the subjects.
2.4 Discussion
In this chapter, we have demonstrated for the first time the possibility of
an improvement in BCI performance using neural feedback based classifier
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adaptation. We have presented our framework for a forced choice binary
task using a linear classifier that is adapted on line using the IErrPs as
neural feedback.
We have shown that the negative effect due to the misclassification of
IErrPs is mainly due to the false positives and is practically insensitive
to false negatives. One can therefore further optimise the adaptive BCI
method by biasing the IErrP classifier such as to reduce the false positive
rate at the cost of an increased false negative rate.
The impact of this work clearly depends on whether we can accurately
detect the IErrP signal or not. We have shown that relatively high IErrP
classification performance can be obtained for all subjects. Furthermore,
other researchers have reported high stability in IErrP detection across
sessions [40].
Ongoing and future work is oriented to the on line validation of the
method, the construction of a classifier of IErrP biased to decrease α1 and
increase α2, and that uses features that generalize across subjects.
It is clear that the optimal choice of learning rate is important to obtain
good results for all subjects. Ongoing work studies the possibility of using
algorithms that automatically adapt the learning rate to an optimal value.
The performance of the task classifier presented in this chapter is quite
poor for several subjects. These results agree with the literature, some
subjects might simply not be able to provide discriminative features per-
forming covert attention [3]. The observed increase in performance of the
adaptive classifier relative to the static classifier in such a noisy environ-
ment, is expected to be observed as well for cases where the static classifier
performs better. We partially addresses this issue by training the static
classifier on all data for each subject independently, which results in sig-
nificantly higher classification rates (60 - 80 %). Using the adaptive BCI
procedure initialized with this static classifier on this same data resulted
in an improved classification rate for all subjects.
An important future research direction is to integrate a probabilistic
IErrP classifier as well as more advanced reinforcement learning methods
[104, 93, 27] in an IErrP driven on line adaptive BCI.
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Figure 2.9: Classification error with ρ = 2 and α1 = α2 = 0.15 as function of αL1 , αR1 ,
αL2 and α
R
2 .
2.5 Appendix: Effect of unbalanced IErrP clas-
sification
We show here that unbalanced classification of IErrP only degrades the
performance of the proposed model for very extreme cases. Following the
notations of section 2.2.3, we consider ρ = 2 (distance between the mean
of the distributions), α1 = α2 = 0.15 (false positive/negative rates) and
we vary, for i ∈ {1, 2}, the values of αLi and α
R
i consistently with (2.6).
Figure 2.9 shows the error in performance in the z-axis while x and y-axis
represent the effect of left and right user intention in α1 and α2 respectively.
The center in this axis represents balanced IErrP classification, i.e αLi =
αRi for i ∈ {1, 2}, while Left or Right indicate a total bias on α1 (horizontal
axis) or α2 (vertical axis) towards that direction.
First, we see that the best performance is reached in the balanced case,
and that the effect caused for unbalanced α2 is less severe that for unbal-
anced α1. Further, the worst case occurs when false positives and negatives
are unbalanced oppositely (see lower right and upper left corners). How-
ever, only in this extreme cases this effect is significant. We experienced
that in all cases the method converges to a boundary close to the one
obtained in the balanced case and further we obtained qualitatively same
results for different values of ρ.
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Chapter 3
Adaptive Classification
using reinforcement signals
We introduce a probabilistic model that combines a classifier with an extra
Reinforcement Signal (RS) encoding the probability of an erroneous feed-
back being delivered by the classifier. This representation computes the
class probabilities given the task related features and the reinforcement
signal. Using Expectation Maximization (EM) to estimate the parameter
values under such a model shows that some existing adaptive classifiers
are particular cases of such an EM algorithm. Further, we present a new
algorithm for adaptive classification, we call it constrained means adaptive
classifier, and show using EEG data and simulated RS that this classifier
is able to significantly outperform state-of-the-art adaptive classifiers 1.
3.1 Introduction
Since in practical BCI scenarios the user intention is unknown, on line su-
pervised adaptation is not possible. Therefore the design of unsupervised
adaptive classifiers is focus of intense research within the BCI community;
some examples can be found for example in [105, 46, 120, 52].
A common approach considers the class-conditional features as nor-
mally distributed variables and performs unsupervised adaptation of a Lin-
1This chapter is based on: A. Llera, V. Go´mez, and H. J. Kappen. Adaptive classi-
fication on brain computer interfaces using reinforcement signals, Neural Computation,
24(11), pp. 2900-2923, 2012.
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ear Discriminant Analysis (LDA) classifier. Adaptive LDA pooled-mean
(Pmean), and adaptive LDA pooled-mean + global covariance (PmeanG-
cov) are two representative examples of this kind of methods [117]. Re-
cently, interesting on line experiments have shown the practical application
of these techniques, not only for improving the performance with respect
to static classifiers, but also for reducing the training time or increasing
the amount of possible BCI users [116, 119]. Other methods model the
user intention as a latent variable for which its posterior probabilities (re-
sponsibilities) are computed and subsequently used to update a classifier.
This idea has been introduced using Expectation Maximization (EM) in
Gaussian Mixture Models (GMM) in [20], and extended to sequential EM
in [52] and [72]. Other extension for joint adaptive feature extraction and
classification was considered in [71].
A possible way to improve unsupervised adaptive methods consists of
the use of a reinforcement signal (RS) which acts as a feedback provided
by the user to the machine. Examples can range from button presses deliv-
ered by the user (supervised), to measured muscular activity in an hybrid
BCI [70]. Another relevant example of RS is the Error Related Potential
(ErrP), a stereotyped pattern elicited following an unexpected response
from the BCI [38, 40]. There is evidence that this signal can be detected
with high accuracy [22, 23, 13, 76]. The inclusion of such a RS into the
adaptive BCI cycle was introduced in [20]. In that work, the authors ex-
tend the latent variable approach with an additional binary ErrP classifier.
Similarly, in [76] we proposed a discriminant-based approach that also uses
a binary ErrP classifier, and provided a detailed analysis of the negative
effect due to false positives/negatives on the ErrP misclassification.
In this work we introduce a unifying framework that accommodates
existing approaches in two families according to whether a latent variable
is explicitly modeled or not. Our framework is derived from a graphical
model which includes a probabilistic RS instead of a binary RS. This is
a way to include the reliability over the measured RS which implements
soft updates when the uncertainty is high and recovers unsupervised and
supervised learning as particular cases. Further, we develop a novel algo-
rithm for adaptive classification and present an overview of the relations
between existing methods.
In section 3.2 we describe some of the adaptation techniques used for
BCI. In section 3.3.1 we introduce a probabilistic graphical model, describe
the EM algorithm for estimating the parameters in this model, and derive
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its sequential version (CSEM ). In section 3.3.2 we develop a new sequential
algorithm (CMAC ) for classification and parameter estimation. In 3.4.1
we provide a description of the simulated RS which will be considered to
evaluate the proposed methods. In sections 3.4.2 and 3.4.3 we present the
results obtained using synthetic data. In section 3.5 we compare the pro-
posed methods with other state of the art classifiers using EEG data and
simulated RS. Then, in section 3.6 we give a brief description of the meth-
ods which are related to our work and describe the relationships and/or
differences between the proposed and the previously existing methods. Fi-
nally, in section 3.7 we discuss the presented results and consider future
work directions.
3.2 Unsupervised adaptive classification on BCI
Commonly class conditional features are assumed to be Gaussian dis-
tributed, that is
p(x|I) =
1
(2pi)n/2|ΣI |1/2
exp
(
−
1
2
(x− µI)
⊺
Σ−1I (x− µI)
)
≡ N (x|µI ,ΣI),
where x ∈ Rn represents a feature vector extracted from the recorded brain
activity of the user while having intention I = k for some k ∈ {1, . . . ,K},
and µI ∈ R
n, ΣI ∈ Mn×n are the corresponding means and covariance
matrices. A Naive Bayes classifier infers the user intention as
argmax
k
N (x|µk,Σk). (3.1)
Keeping the Gaussian assumptions and considering binary classifica-
tion (K=2) we find the most common choice for BCI applications, the
Linear Discriminant Analysis classifier (LDA) [45]. Under the assumption
of equal class conditional covariance matrices LDA is Bayes optimal and
its discriminant function, D(x) = b+w⊺x, is defined for weights
w = Σ−1 (µ2 − µ1) , (3.2)
and bias term
b = −w⊺µ, (3.3)
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where
µ =
1
2
(µ1 + µ2) , (3.4)
and
Σ =
Σ1 +Σ2
2
. (3.5)
Using this notation, a feature vector x is classified as class 2 if D(x) > 0,
and as class 1 otherwise.
Training a LDA or this Naive Bayes classifier requires finding the pa-
rameters of the GMM, that is θ = {(µk,Σk)}k∈{1,...,K} which in the super-
vised case reduces to computing the class dependent sample means and
covariance matrices. As such, the adaptation of the LDA or the GMM
Naive Bayes classifier can be achieved by tracking the dynamic changes of
the class dependent mean and covariance matrices. However, such adapta-
tion requires class labels that are usually not available in BCI applications.
Unsupervised classifier adaptation refers to adaptation when the class la-
bels (intentions) are unknown. In this context the generative models are
naturally attractive since the probabilistic modeling allows to infer the
classifier parameters θ also if labels are missing [77]. More exactly, given
a data set of unlabeled observations X = {xt}t∈{1,...,T}, the classifier pa-
rameters θ can be estimated by finding the values θ that maximize the
log-likelihood of the data X under the generative model shown in Figure
3.1. Such maximization is usually achieved using the Expectation Maxi-
I
x
Figure 3.1: BCI data generation process as a graphical model.
mization (EM) algorithm [10] (see section 3.3.1 for detailed information).
Even though such algorithm converges to a set of parameters using a batch
optimization, it can be used for adaptation by defining a sliding window
of trials where new trials are added to the training set while older ones are
removed. The number of trials contained in the sliding window is a free
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parameter controlling the adaptation. This fact rises a natural probabilis-
tic interpretation of the adaptation process and it has been used in BCI
to adapt both, a Naive Bayes [72] or a LDA classifier (ALDA) [20].
Faster sequential versions of such such algorithm update the means and
covariance matrices of the task conditional feature distributions following
µ′I = (1− βµγI)µI + βµγIx, (3.6)
Σ′I = (1− βΣγI)ΣI + βΣγI(x− µI)(x− µI)
′, (3.7)
where x is the observed feature vector, µ′I and Σ
′
I represent the up-
dated means and covariance matrices respectively, βµ, βΣ ∈ [0, 1] are learn-
ing rates controlling the adaptation and
γI = p(I|x,θ) =
N (x|I,θ)p(I)∑2
I=1N (x|I,θ)p(I)
(3.8)
are the so-called responsibilities. Unsupervised adaptation of an LDA
classifier for BCI using this sequential updates has also been considered
in the literature [46, 52] and will be further denoted as sequential EM
(SEM ).
However, considering generative models for unsupervised adaptation
on BCI systems is subject to the unsupervised estimation of class depen-
dent parameters which might be a hard problem in noisy environments.
Furthermore, non task related changes might be found using global statis-
tics that require no class information. In the binary case, under the as-
sumption of balanced classes, we can identify (3.5) with the global data
covariance [120] and (3.4) with the global mean of the data [117]. These
interesting observations give rise to different unsupervised adaptation pro-
cesses that can be directly applied to the binary LDA classifier.
Pmean [117] updates the global mean of the data using the learning
rule
µ′ = (1− β)µ+ βx (3.9)
where µ′ is the updated µ, x is the new observed feature vector and β ∈
[0, 1] is the learning rate controlling the adaptation. Then the bias from
the discriminant function gets updated through (3.3). This adaptation
tracks changes in the bias of the discriminant function and consequently
Pmean is able to adapt to shifts in feature space.
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PmeanGcov [117] identifies Σ (3.5) with the global covariance (Σ˜) un-
der the assumption of balanced classes and performs a sequential adapta-
tion of the inverse of the global covariance Σ˜−1. Using Σ˜ has the advantage
that it can be updated on line without using class information. Further-
more, making use of the matrix inversion lemma [59] (also known as the
Sherman-Morrison-Woodbury formula) we can sequentially update its in-
verse as [120, 117]
I = Σ˜−
vv⊺
1−βΣ
βΣ
+ x⊺v
, (3.10)
Σ˜′
−1
=
I
1− βΣ
, (3.11)
where Σ˜ is the global covariance, Σ˜′
−1
the updated inverse global covari-
ance matrix, v = Σ˜−1x, and βΣ ∈ [0, 1] is a learning rate controlling the
adaptation of the covariance. This direct update of the inverse is recom-
mended for on line applications due to its efficiency. The update of the
inverse of the covariance allows for an update of the weights through (3.2)
and consequently also the bias through (3.3). Consequently, PmeanGcov
has the potential power to adapt for shifts as well as for changes in the
direction of the separating hyperplane. Note that before updating the bias
a Pmean update through equation (3.9) is also applied.
3.3 Methods
In section 3.3.1, we introduce a probabilistic graphical model which in-
cludes the task related features as well as a Reinforcement Signal (RS)
encoding the discrepancy between the user intention and the output given
by the device. This formulation estimates the posterior probabilities of
each class (responsibilities) after observing not only the task related fea-
tures but also the RS. We describe the EM algorithm for this model and
derive a sequential version of it (CSEM ). In 3.3.2 we derive a new algo-
rithm for on line parameter estimation and classification (CMAC ), which
can use the responsibilities computed including the RS.
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3.3.1 The model
We consider a binary random variable I ∈ {1, 2} representing the hidden
intention of the user. Given the intention, a vector x ∈ Rn represents the
features extracted from the recorded brain activity of the user while having
intention I. Based on these features, a probabilistic task classifier is used
to compute the output of the BCI, Z ∈ {1, 2}, which is used for control.
The output Z can be interpreted as a feedback from the BCI to the user.
Further, once Z is observed by the user, we consider a probabilistic RS
which provides the probability of an erroneous feedback, E ∈ [0, 1]. Given
Z and E as evidence, we can use the fact that I is a binary variable and
write its conditional probability as:
p(I|Z,E) =
{
1− E if I = Z
E if I 6= Z
. (3.12)
For simplicity, we will not explicitly consider the dependence of Z on x
through the task classifier, nor the dependence of E on Z through the
brain activity measured after observing Z and the RS. Instead, although
the intention of the user is not actually caused by Z and E, we summarize
the influence of Z through E as given by (3.12). Figure 3.2 shows a
Bayesian network that captures the probabilities described above.
x
Z
E
I .
Figure 3.2: Probabilistic graphical model: x ∈ Rn represents the task related features
extracted from the EEG data, Z ∈ {1, 2} the BCI output computed using the task
classifier, E ∈ [0, 1] the RS encoding the probability that Z was an erroneous output
and I ∈ {1, 2} denotes the intention of the user.
The joint probability distribution of the proposed model is
p(I,x, Z, E) = p(x|I)p(I|Z,E)p(Z)p(E). (3.13)
We consider p(I|Z,E) as given by (3.12), and assume normally dis-
tributed features given the intention, that is
p(x|I) =
1
(2pi)n/2|ΣI |1/2
exp
(
−
1
2
(x− µI)
⊺Σ−1I (x− µI)
)
≡ N (x|µI ,ΣI),
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with the intention I replaced with a mean vector µI ∈ R
n and covariance
matrix ΣI ∈ Mn×n as sufficient statistics. Further, we will assume a flat
prior over E and Z, so p(E) = 1, ∀E ∈ [0, 1], and p(Z) = 12 , ∀Z ∈ {1, 2}.
We compactly represent the set of parameters of the model using the vector
θ := (µ1,Σ1,µ2,Σ2).
Suppose that we have a data set of observations S from which we can
estimate the unknown model parameters θ. In our case, the observations
correspond to T trials that are composed of an observed component S =
{〈xt, Zt, Et〉}t∈{1,...,T}, and a latent variable I
t, the intention at trial t.
The log-likelihood of the data given the model parameters can be written
as
log p(S|θ) =
T∑
t=1
log
2∑
It=1
p(It,xt, Zt, Et|θ) =
T∑
t=1
log
2∑
It=1
p(xt|It)p(It|Zt, Et)p(Zt)p(Et).
(3.14)
Maximizing (3.14) is not straightforward, since the summation over the
latent variables It occurs inside of the logarithm. Typically, the Expecta-
tion Maximization (EM) algorithm is used to solve this problem [10]. The
EM algorithm is a procedure which iterates two steps until convergence.
In the E-Step, one assumes current parameter values θold and computes
the posterior distribution of each of the intentions It ∈ {1, 2}, the so-called
responsibilities:
p(It|xt, Zt, Et,θold) =
p(xt|It,θold)p(It|Zt, Et)∑2
It=1 p(x
t|It,θold)p(It|Zt, Et)
≡ γtI . (3.15)
In the M-step, we replace the old parameter values with the ones that
result of maximizing the expected log-likelihood:
θnew = argmax
θ
T∑
t=1
2∑
It=1
p(It|xt, Zt, Et,θold) log p(It,xt, Zt, Et|θ). (3.16)
Taking derivatives of (3.16) with respect to the elements of θ and
setting them to zero results in the updates
µI =
1
NI
T∑
t=1
γtIx
t, (3.17)
ΣI =
1
NI
T∑
t=1
γtI(x
t − µI)(x
t − µI)
⊺. (3.18)
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where NI =
∑T
t=1 γ
t
I .
Note that this representation (Figure 3.2) computes the posterior prob-
ability of each of the intentions given the task related features and the RS.
As a consequence, the difference between the proposed methodology and
the standard EM for GMM relies on the use of p(It|xt, Zt, Et,θold) (3.15),
a RS dependent quantity, instead of simply
p(It|xt,θold) =
p(xt|It,θold)∑2
It=1 p(x
t|It,θold)
. (3.19)
It is interesting to see that the model recovers the two following well-
known cases:
Unsupervised case : If the RS is non-informative, Et = 1/2, the up-
dates become the ones of the EM for GMM.
Supervised case : If the RS is always correct and returns only a binary
answer Et ∈ {0, 1}, the responsibility of the incorrect intention is
zero, whereas the responsibility of the correct intention is one.
Using the responsibilities as defined in (3.15), we can interpolate be-
tween unsupervised and supervised learning using the RS. This suggests
an improvement over the unsupervised method given that the RS is infor-
mative. We show evidence for this later in section 3.4.2.
In the case that we have an incoming stream of data, as it is the case
for on line BCI, the previous optimization might not be efficient since it
uses a batch of data and an iterative procedure in order to optimize the
model parameters. For on line BCI an incremental approach is necessary
[53]. A sequential version of the previously described EM algorithm is
defined by the updates
µ′I = (1− βµγI)µI + βµγIx, (3.20)
Σ′I = (1− βΣγI)ΣI + βΣγI(x− µI)(x− µI)
′, (3.21)
where x is the observed task related feature vector, γI are the responsibil-
ities computed using (3.15) and, βµ and βΣ learning rates. We will denote
this algorithm as corrected sequential EM (CSEM ).
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3.3.2 Constrained Means Adaptive Classifier (CMAC ).
In this section we develop the Constrained Means Adaptive Classifier (CMAC)
algorithm for on line classification and parameter estimation, a novel se-
quential update for the model parameters θ which will allow for different
rates of adaptation for shifts and rotations.
When no labels are available (unsupervised case) one can update a
global mean of the data (µ1 + µ2)/2 by means of the learning rule
µ′1 + µ
′
2
2
= (1− β)
µ1 + µ2
2
+ βx, (3.22)
where µ′I represents the updated µI , β ∈ [0, 1] is the learning rate control-
ling the adaptation and x is the observed task related feature vector. This
update rule can be seen as a constraint over the sum of the means and it
was introduced in [117]. In terms of a discriminant function, this learning
rule updates of the bias term. Despite its simplicity, this learning rule has
been shown to be able to reliably keep track of the bias, significantly im-
proving the classification accuracy with respect to an static classifier. We
generalize this rule and obtain an update for each of the means indepen-
dently, which in terms of a LDA discriminant function will allow to update
both the bias and the weights of the discriminant function. Consider an
update rule for the means of the form
µ′I = (1− β)µI + 2βγIx, (3.23)
where µ′I represents the updated µI , β ∈ [0, 1] is the learning rate con-
trolling the adaptation, x is the observed task related feature vector and
γI are the responsibilities computed using equation (3.15). A well known
fact from on line learning in changing environments [56, 58], is that the
optimal learning rate depends on the noise as well as on the rate of change
on the data. Under the assumption (3.23), the difference of the means
depends on the responsibilities, while the sum does not. Therefore, the
sum can be adapted more reliably than the difference, i.e. using larger
learning rates. Extending equation (3.23) for the case of different learning
rates (β+ > β−) for the sum and the difference of the means respectively,
results in
µ′1 + µ
′
2 = (1− β+)(µ1 + µ2) + 2β+x, (3.24)
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µ′2 − µ
′
1 = (1− β−)(µ2 − µ1) + 2β−(γ2 − γ1)x. (3.25)
Solving for µ′1 and µ
′
2 gives the final updates for the means, which
are shown in equations (3.26) and (3.27) in Algorithm 1. To update the
covariances, we use the updated means and the learning rule (3.21), where
the learning rate βΣ ∈ [0, 1] controls the adaptation of the covariances. The
full CMAC is described in Algorithm 1. The initial parameters required by
this algorithm can be obtained from a previous train/calibration session.
3.4 Results: Synthetic data
In this section we first explain the way in which the RS will be simulated
in the rest of this work. In the rest of the section we show that using the
responsibilities obtained by including the RS can improve the quality of
the parameter estimation with respect to an unsupervised GMM estima-
tion, and then we perform a simulated on line scenario to identify the kind
of non stationarities CMAC is able to deal with while considering different
RS ’s.
3.4.1 The simulated Reinforcement Signal (RS)
By definition, the RS encodes the probability of presence of an error, so
E ∈ [0, 1]. Thus, an informative RS should provide at each trial a value
E, such that E ≈ 0 for correctly classified trials and E ≈ 1 for erroneously
classified trials. Obviously no RS is totally reliable, and violations of
this conditions are due to false positives/negatives of the RS. In order to
illustrate such an scenario, we model p(E) as a symmetric mixture of beta
distributions:
p(E) =
1
2
(β(E|w1, w2) + β(E|w2, w1)) , (3.29)
where
β(E|w1, w2) =
Ew1−1(1− E)w2−1∫ 1
0 z
w1−1(1− z)w2−1dz
for some (w1, w2) ∈ R
+ × R+.
Making use of the output delivered by the task classifier Z and the
real intention of the user I, we define p(E|I = Z) := β(E|w1, w2) and
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Algorithm 1 Constrained Means Adaptive Classifier (CMAC)
Require: Current model parameters {µI , ΣI}I∈{1,2}.
Currently observed feature vector at present trial t, xt.
Reinforcement Signal Et (after observing the output of the task clas-
sifier Zt).
Parameters controlling the adaptation β+, β−, βΣ.
1: Σ := Σ1+Σ22 .
2: Compute the output of the task classifier at trial t as:
Zt = argmax
I
p(I|xt,µI ,Σ) := argmax
I
p(xt|µI ,Σ).
3: Observe Et and evaluate the responsibilities using (3.15) and (3.12) :
γtZt =
N (xt|µZt ,Σ)(1− E
t)
N (xt|µZt ,Σ)(1− Et) +N (xt|µ¬Zt ,Σ)Et
.
γt¬Zt = 1− γ
t
Zt .
4: Update the model parameters:
µ′1 = (1−
β+ + β−
2
)µ1 +
β− − β+
2
µ2 +
(
β+ − β−(γ
t
2 − γ
t
1)
)
xt.
(3.26)
µ′2 = (1−
β+ + β−
2
)µ2 +
β− − β+
2
µ1 +
(
β+ + β−(γ
t
2 − γ
t
1)
)
xt.
(3.27)
Σ′I =
(
1− βΣγ
t
I
)
ΣI + βΣγ
t
I(x
t − µI)(x
t − µI)
⊺, ∀I ∈ {1, 2}. (3.28)
5: return Updated parameters: {µ′I ,Σ
′
I}I∈{1,2}.
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p(E|I 6= Z) := β(E|w2, w1) with w1 < w2. In this way, at each trial, E is
generated by drawing a sample from p(E|I = Z) if the trial was correctly
classified, and from p(E|I 6= Z) otherwise.
As an illustration, in the second row of figure 3.3 we show three differ-
ent examples of the resulting density functions, for the values
(w1, w2) ∈ {(1, 5), (2.5, 5), (4, 5)} respectively. This parameterization re-
sults in a Bayes classification error of the RS of approximately 5%, 20%
and 40% respectively.
Summarizing, the presented parametrization allows for the simulation
of a probabilistic RS whose accuracy can be controlled by means of the
values of (w1, w2). Note that the supervised case is an extreme scenario
in which the beta distributions became delta peaks at zero or one.
3.4.2 Batch learning
We start by generating a data set S = {〈xt, Zt, Et〉}t∈{1,...,T}. We con-
sider for simplicity a two dimensional feature space and generate con-
sequently the task related features {xt}t∈{1,...,T} by sampling with the
same probability from two Gaussian distributions with parameters µ¯I ∈
R
2 and Σ¯I ∈ M2×2, I ∈ {1, 2}. Each sample x
t is classified as Zt =
argmaxI p(I|x
t, µ˜I , Σ˜I), where the values for µ˜I are chosen randomly and
Σ˜I = I2×2. Then we generate the RS outputs by drawing for each trial
one sample Et from p(E|I = Z) if the trial was correctly classified and
from p(E|I 6= Z) otherwise as explained in 3.4.1. Once the data set S is
defined, we iterate equations (3.15), (3.17) and (3.18) until convergence of
the log-likelihood (3.16).
To evaluate the quality of the solutions obtained, we can compare their
log-likelihood with the one obtained applying an unsupervised EM algo-
rithm for GMM (analytically equivalent to Et = 12 ∀t in our model), and
with the supervised case (analytically equivalent to the proposed model
using a RS which at each trial produces an output Et = 1 − δIt,Zt , with
It the real intention at trial t).
In the first row of Figure 3.3 we plot the log-likelihood of the param-
eters obtained at each iteration of the algorithm for the supervised case
(dotted line), unsupervised case (continuous line) and the proposed model
including the simulated RS (discontinuous line). In this case, to account
for variations in learning due to different realizations of the RS, the pre-
sented results are the average over 100 realizations of the experiment, and
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Figure 3.3: First row: Log-likelihood of the solutions obtained at each iteration for
the unsupervised case (continuous line), supervised case (dotted line), and the proposed
model (discontinuous line). The three horizontal plots show the different results ob-
tained considering three different levels of accuracy of the RS corresponding with the
parameterizations of p(E|I, Z) shown in the second row.
Second row: p(E|I, Z) is represented for 3 different parametrization of mixtures of β
distributions. Continuous lines show p(E|I = Z), discontinuous lines p(E|I 6= Z). From
left to right, the parameters for (w1, w2) were set to {(1, 5), (2.5, 5), (4, 5)} respectively.
the shadowed area describes the standard deviation around the plotted
mean solution. The three plots reflect the different behavior of the model
while considering three different RS corresponding with the three param-
eterizations of p(E|I, Z) plotted in the second row.
For this illustration we considered T = 100,
µ¯1 = (1, 1), µ¯2 = (2,−1), Σ¯1 =
(
2 1
1 2
)
, Σ¯2 =
(
3 2
2 3
)
,
and the parameters were initialized as µ1 = µ˜1, µ2 = µ˜2 and ΣI = I2×2.
However, the results obtained are not critically dependent on the choice
of the parameters.
Note that the log-likelihood in the supervised scenario is the highest,
and the solutions obtained using the proposed RS model improve the ones
obtained in the unsupervised case for all considered RS. Further, as the RS
becomes more reliable, the log-likelihood of the solutions is higher. This
occurs because the RS is able to correct the responsibilities for the wrongly
classified trials, either because they lie close to the decision boundary, or
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because they would have been wrongly assigned a large responsibility in
the standard unsupervised sense.
These results confirm that this model allows to interpolate between
the unsupervised and the supervised parameter estimation with the help
of the RS, and additionally that the responsibilities computed using (3.15)
provide a more accurate class measure than the responsibilities computed
using (3.19).
3.4.3 CMAC - on line learning behavior
We consider now two simulated on line scenarios in which the underlying
feature distributions are modified from the train session to the test session
by means of a rotation and a translation of the optimal decision bound-
aries. These simulations provide insight on which kind of non stationarities
can be captured by the proposed algorithm CMAC.
In figure 3.4, black and grey curves represent the distributions of two
different classes. Each row represents a different situation; the left most
column shows the situation at the beginning of the test session, with the
continuous curves representing the distributions of the test features while
the discontinuous curves represent the distributions of the train features.
In the first row there is a rotation between train and test distributions,
while the second row there is a shift of the distributions.
Columns 2 to 5 show the test distributions (continuous lines) and the
learned distributions using CMAC (discontinuous curves) under the as-
sumption of different RS after generating 100 samples by sampling with
the same probability from both test distributions. For the cases of 60 %
and 80 % of accuracy of the RS, the results are the average over 100 re-
alizations of the experiment. The standard deviation of these results was
considered not significant for visualization. In this example, the parameter
values were fixed to the values β+ = 0.05, β− = 0.005 and βΣ = 0.01; The
choice of this parameters do not change drastically the results in terms of
the obtained solution.
Note that in the case of a translation of the distributions (second row),
the new distributions can be estimated without the use of any RS. On
the other hand, if a rotation of the distributions occurred (first row), a
RS is necessary, and the estimation improves with the quality of the RS.
This result is due to the fact that in order to correct for a rotation in the
optimal decision boundary, the weights of the discriminant function need
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Figure 3.4: Black and grey curves represent the distributions of two different classes.
Each row represents a different change in the feature distributions, a rotation in the
first row and a shift in the second. The left column represents the situation at the
beginning of the test session, with discontinuous lines representing the train features
distributions and continuous lines the test features distributions. Columns 2 to 5 show
the test features distributions (continuous lines) and the learned distributions using
CMAC (discontinuous lines) under the assumption of different RS after 50 samples
were drawn from each of the test feature distributions.
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to be updated, and that requires the class label information.
3.5 Results: EEG data
In this section we use EEG data to perform a comparison between CMAC
and other classifiers.
The EEG data was recorded from 6 subjects who participated in an
experiment performing a binary motor imagery task (left-right hand) ac-
cording to visual stimuli. Each subject participated in a calibration mea-
surement consisting of 35 trials per class where no feedback was delivered,
and two test sessions of 70 trials each where the feedback was delivered to
the user in the form of a binary response. See Figure 3.5 for more detailed
information about the experiment design. Between each two sessions there
was a pause of 5 minutes.
LEFT
1200 ms 4900 ms 7300 ms6300 ms
time course
0 ms
.
Figure 3.5: Experimental protocol during each trial of the test sessions: From time
0−1200 ms an arrow indicates the side to which the task must be performed. After this
period, a fixation cross is presented (1200− 4900 ms) indicating the period to perform
the task. At the end of this period, the device returns feedback to the user (4900−6300
ms), and it is followed by 1000 ms of no activity previous to the beginning of a new
trial. During the calibration measurement the protocol was identical with the exception
that no feedback was returned.
The brain activity was recorded using a multi-channel EEG with 64
electrodes at 2048 Hz. The data was down sampled at 250 Hz and made
into trials using at each trial the data from the imaginary movement period
(1200 − 4900 ms). An automatic variance based routine was applied to
remove noisy trials and channels. The data was then linearly detrended
and bandpass filtered in the frequency band 8 − 30 Hz since these have
been previously reported as the frequencies of main interest [86]. Common
Spatial Patterns (CSP) [45, 19] were computed using the data from the
calibration session, and the number of selected filters was three from each
side of the spectrum. After projecting each trial to the space generated by
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the six filters, the logarithm of the normalized variance of these projections
were used as features, resulting in a feature space of dimension 6.
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Figure 3.6: Maximum performance achievable using CMAC, CSEM, Pmean, PmeanG-
cov, as well as the performance obtained using LDA.
In the remaining of this section we use the previously described data
set to perform a comparison between different adaptive classifiers, Pmean,
PmeanGcov, CSEM and CMAC. All adaptive models were initialized us-
ing a regularized LDA classifier [45]. The regularization parameter was
estimated by minimizing the cross-validation generalization error on the
training data set for each subject independently.
We first study the best possible performance obtained while using each
of the considered methods. Figure 3.6 shows the maximum classification
accuracy (number of correctly classified trials divided by the total number
of trials) obtained by each method while considering optimized learning
rates and an optimal RS. For each algorithm and each subject, the learning
rates were optimized using grid search in parameter space.
First note that all adaptive classifiers are able to outperform LDA.
From the adaptive classifiers, CMAC is clearly the algorithm able to reach
the highest accuracy, followed by CSEM and PmeanGcov which reflect a
similar performance. In the case of Pmean, we see that the model with less
parameters (only one learning rate), is the one achieving the lowest accu-
racy but it is still able to clearly outperform LDA. This result clearly shows
that CMAC has the potential power to outperform all other considered
methods.
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CMAC CSEM PmeanGcov Pmean
β+, β−, βΣ βµ, βΣ βµ, βΣ βµ
Mean 0.068, 0.019, 0.035 0.019, 0.069 0.019, 0.063 0.084
St. Dev. 0.079, 0.011, 0.062 0.014, 0.049 0.014, 0.041 0.073
Table 3.1: Mean across subjects and standard deviation of the optimal
learning rates for each of the considered adaptive classifiers
As a reference for the reader, in table 3.1 we show the mean (across
subjects) and standard deviation of the optimal parameter values set for
each of the considered adaptive classifiers.
In practice, we do not have prior access to the optimal learning rates
and furthermore, no RS is optimal. Clearly, different choices for the learn-
ing rates will affect the performance of all methods and moreover, subopti-
mal RS will affect the performance of CMAC and CSEM. In Figure 3.7 we
present the performance of each of the methods as a function of different
RS simulated as explained in 3.4.1, while using for each subject a set of
learning rates computed using leave-one (subject) out cross-validation. For
CMAC and CSEM, the reported results are averages over 100 realizations
of the experiment to account for fluctuations due to different realizations
of the RS. For CMAC, the standard deviation of the results is shown as
error bars. In the case of CSEM, the standard deviation of the solutions
was very similar to that of CMAC and we decided to ignore them for
visualization reasons.
We observe that in general all adaptive classifiers are able to out-
perform the static LDA. Considering the supervised scenarios, note that
CMAC (100%) outperforms CSEM (100%). Only for subject number 1
CSEM (100%) is the best algorithm. Ignoring the supervised methods,
we see also that CMAC is less sensible to non-optimal RS than CSEM.
For subjects 3, 4 and 6 CMAC is the best algorithm for all considered RS,
while for subjects number 2 and 5, it requires an accurate RS in order to
improve with respect to the unsupervised classifiers.
In Figure 3.8 we consider the cumulative classification accuracy against
the trial number for PmeanGcov, Pmean and CMAC with optimal RS.
CMAC is able to outperform the other methods not only at the end of the
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Figure 3.7: Classification accuracy (y-axis) as a function of the accuracy of the RS
(x-axis) for all subjects. For CMAC the standard deviation of the solutions obtained is
presented as an error bar.
experiment (trial 140) but in general also at the end of the first test session
(trial number 70). While for subject number 6 all methods show a similar
trend, note that for subjects number 1 to 4, the difference in performance
between CMAC and the other methods is bigger at trial 140 than at trial
70, showing that CMAC was able to adapt better after the pause between
sessions. It is interesting to see that CMAC finishes the experiment with
a general increasing trend, suggesting that the model continues a proper
adaptation. Note in particular that for subject number 5 the performance
of CMAC was worse at trial number 70 than the one of the other methods,
but due to the ability to keep adapting after the pause, CMAC is the best
algorithm at the end of the experiment.
An interesting observation is that for some subjects, for example sub-
ject number 6, all methods perform similarly, while for other subjects, for
example number 3, the increase in performance obtained using CMAC is
significant. To understand this behavior, in figure 3.9 we show the distri-
butions of the projected train data (discontinuous curves) and test data
(continuous curves) onto the first and second CSP filters for subjects 6
and 3. Black and grey curves represent the two different classes. The
boundary learned using the train data as well as the optimal boundary for
the test data are also shown.
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Figure 3.8: Cumulative classification accuracy against trial number for the PmeanG-
cov, Pmean and CMAC.
For subject number 6 we observe that the change in the distributions
is very small, allowing every method to adapt to the changes. In contrast,
the features of subject number 3 change notably between train and test.
In particular, there is a clear rotation of the optimal boundary, which
prevents Pmean to adapt properly. In this subject, although PmeanGcov
should theoretically be able to correct for the rotation since it updates the
global covariance matrix, we observe that it is not the case. The reason
why PmeanGcov performs worse than CMAC could then be explained by
the fact that, in addition to the rotation, the classes are swapped in the
second filter (y-axis). Class information is therefore required to adapt to
this type of changes, making it impossible for unsupervised methods such
as PmeanGcov.
3.6 Relations between methods.
Pmean can be considered a particular case of CMAC where β− = 0 and
βΣ = 0. Even though the update of the covariance in PmeanGcov is
different from the class dependent covariance updates in CMAC, if the
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Figure 3.9: Projection of the data onto the first two CSP filters for subjects 6 and
3. Black and grey ellipses represent two different classes and discontinuous and contin-
uous curves represent the train data and the test data respectively. Discontinuous and
continuous straight lines show the optimal boundary for the train distributions and the
test distributions respectively. For subject 6 (left) feature distributions do not change
significantly. In contrast, for subject 3 (right) the optimal boundary rotates and the
class labels are swapped in the vertical axis.
classes are balanced, using the pooled covariance in place of the mean of the
class-wise covariance matrices results in the same separating hyperplane
[117], so in that case PmeanGcov is equivalent with CMAC with β− = 0.
Note that SEM is analytically equal to CSEM in the unsupervised
scenario (Et = 12∀t). Consequently, SEM is equivalent to the unsupervised
CSEM and consequently to ALDA.
Similarly to our algorithm CSEM, in ALDEC [20] the authors intro-
duce a probabilistic model of a binary error signal, which corresponds
to our RS term p(Ik|Z,E). In this sense we can identify ALDEC as the
batch version of CSEM, and we can consider them as equivalent. However,
ALDEC performs implicit modeling of the decoding power DP (accuracy
of the task classifier) and the reliability R of the RS. In contrast, in CSEM
we explicitly include this information in the model and provide update
rules for the means and covariances (3.17, 3.18) where the RS is included
through the novel responsibilities (3.15).This allows us to recover both
supervised and unsupervised cases. Further, this allows to include more
realistic, single trial realizations of the RS. Notice that in [20] the RS is
modeled as two delta peaks at R and 1−R (see section 3.4.1).
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CMAC and CSEM can not be reduced to the same class. If we compare
the CMAC equations for the mean updates (3.26) and (3.27) with the
CSEM equations (3.20), we see that CMAC contains additional terms
involving the mean of the opposite class that are not in the CSEM update
rule. These terms appear because CMAC constraints the sum and the
differences of the class means.
3.7 Discussion
Our contribution in this chapter is twofold. First, we introduced the proba-
bilistic methodology to include a reinforcement signal (RS ) in the adaptive
BCI cycle, and we show that under the assumption of an informative RS,
this model allows a better estimation of the class probabilities (responsibil-
ities) than the one obtained using only the task-related features. We also
develop a novel update scheme for adaptive classification in BCI, CMAC,
which can make use of the responsibilities computed using the proposed
model and is able to outperform state of the art adaptive classifiers.
In the supervised scenario, CMAC is able to improve a standard su-
pervised adaptation (CSEM ); even in the unsupervised scenario, CMAC
has the potential to outperform other methods. However, the ability to
get a big improvement with regard to other methods clearly depends on
the quality of the RS. Such a RS can range from button presses delivered
by the user (supervised), to measured muscular activity in an hybrid BCI
[70] or an ErrP classifier if we consider a pure BCI setting.
Clearly, using muscular activity to detect erroneous performance can
provide an accurate RS. It is important to note that in previous work
[76] we reported the possibility of relatively high ErrP classification rates
(80 % of mean accuracy across 8 subjects), which agrees with the results
presented previously by other researchers [13, 40]. Furthermore, [40] also
showed the high stability in ErrP detection across sessions. These facts
make of this kind of RS an optimal candidate to include in on line BCI
experiments.
The improvement reported using the CMAC algorithm is not only
due to the accuracy of the RS, but also to the introduction of an extra
parameter β− controlling the change in the difference between the means
of the feature distributions. The optimal value for this parameter is clearly
dependent on the accuracy of the estimated responsibilities. However, the
simulations performed showed that the choice of this parameter value is
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not critical. In fact, we observed that setting βΣ = 0, β+ = βµ ∈ [00.1],
β− ∈ [0, 0.005], CMAC showed no significant difference with respect to
Pmean independently of the accuracy of the estimated responsibilities.
For values β− ∈ [0.005, 0.03], the improvement with respect to Pmean was
proportional to the accuracy of the estimated responsibilities, and values
β− > 0.03 produced a decrease on performance with respect to Pmean.
The improvement with respect to Pmean was obtained independently of
β+, which confirms the robustness of the method.
It is clear that the optimal choice of the learning rates is important to
obtain good results for all subjects and all methods. There exist methods
that can automatically adapt the learning rate to an optimal value that
make a trade-off between accuracy for stationary data (low learning rate)
and adaptivity to change (large learning rates) [57, 58]. Such methods
should be integrated in the adaptive BCI methodology.
An open question of considerable importance is how to generalize the
proposed adaptive BCI methodology to non-binary tasks. Such learning
tasks are more complex, since the error signal will indicate that an error
has occurred, but will not provide information on what the correct output
should have been. This type of learning paradigm is called reinforcement
learning [93, 104, 27]. An important future research direction is to inte-
grate these reinforcement learning methods in on line adaptive BCI.
Finally, we would like to remark that due to its generality, the proposed
methodology has a broader application not restricted to BCI, for instance,
in the construction of adaptive Spam filters [127]. In this environment the
RS could be represented by the user getting a file out of or in the Spam
folder.
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Chapter 4
Adaptive multiclass
classification
We consider the problem of multiclass adaptive classification for brain com-
puter interfaces and propose the use of multiclass pooled mean linear dis-
criminant analysis (MPMLDA), a multiclass generalization of the binary
Pmean. Using publicly available EEG datasets and the Tangent Space
Mapping as feature extractor, we demonstrate that MPMLDA can signifi-
cantly outperform state-of-the-art multiclass static and adaptive methods.
Furthermore, efficient learning rates can be achieved using data from dif-
ferent subjects 1.
4.1 Introduction
In a multiclass BCI problem, the most common feature extractors are
based on supervised data projections, such as one-against-one common
spatial patterns (CSP) [33] or multiclass CSP (MCSP) [32, 48]. Another
interesting approach that has been introduced recently is tangent space
mapping (TSM) [6], which is an unsupervised nonlinear projection of the
data covariance matrices that can be used to optimise its classification.
When considering IM multiclass BCI classification, fusion of binary
classifiers is usually the best choice [125, 69, 124], and the multiclass LDA
1This chapter is based on: A. Llera, V. Go´mez, and H. J. Kappen.Adaptive Multiclass
Classification for Brain Computer Interfaces, Neural Computation, 26(6), pp. 1–20,
2014.
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(MLDA) has been shown to be the best choice [125, 69, 124].
Clearly, in the multiclass setting, the adaptation process becomes more
complex and poses harder challenges. The most common (i.e. the safest)
strategy is to update the model parameters that are class independent,
while keeping the rest fixed. In the case of binary LDA, this strategy can
be used to update the global average covariance matrix (or its inverse) [120]
or the global mean of the data [117]. When the adaptation is performed in
the feature space and not in the classifier parameters, the strategy can be
used to reduce the non-stationary effect by transforming the CSP filters
[108] or, more generally, the actual testing data [2] in a linear fashion.
To adapt class-dependent classifier parameters, it is necessary to intro-
duce uncertainty into the model, as in the unsupervised adaptive Gaussian
mixture model classifier [53]. To the best of our knowledge, the unsuper-
vised adaptation of class-dependent feature space extraction parameters
has yet to deliver any applicable results.
Updating the global mean of the data allows the adaptation of the bias
of the binary LDA discriminant function. This is usually a robust tech-
nique for BCI classifier adaptation and it is referred to as the pooled mean
linear discriminant analysis (Pmean) [117]. It is able to adapt to shifts
in the feature space that are commonly attributed to non-class-related
non-stationarity in EEG-based imaginary movement binary BCI [100].
Despite its simplicity, Pmean can achieve state-of-the-art binary unsu-
pervised adaptive classification performance. Similar binary performance
has been reported using Data Space Adaptation (DSA), a feature-based
adaptation method proposed recently by [2].
State-of-the-art unsupervised multiclass methods, such as enhanced
Bayesian LDA (EBLDA) [123], perform unsupervised retraining of each
of the pair-wise Bayesian LDA classifiers (BLDA) [77]. This adaptive
approach uses a generative model for class-conditional distributions, and
its performance is strongly dependent upon the quality of the initialization.
For binary problems, however, evidence suggest that the performance of
the Pmean update approaches that obtained using supervised updates
[117], thus often outperforming adaptive unsupervised generative models
(e.g. EBLDA).
In this chapter we introduce a novel multiclass extension of the bi-
nary Pmean adaptation of the LDA classifier and demonstrate that this
kind of adaptation is better suited for multiclass adaptation than are the
previously mentioned state-of-the-art methods.
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In Section 4.2, we present the proposed method, followed by a descrip-
tion of the three EEG datasets used in this work (Section 4.3). The results
are presented in Section 4.4; remark that, for comparison, we consider the
use of DSA in a multiclass setting for the first time. The chapter concludes
with a discussion (Section 4.5).
4.2 Methods
In this section, we present the methods for feature extraction and classi-
fication that we consider in the rest of the work. In Sub-section 4.2.1 we
specify the feature extraction procedure: tangent space mapping (TSM).
We describe multiclass LDA in Sub-section 4.2.2 and present the pro-
posed algorithm for multiclass adaptive classification, the MPMLDA, in
Sub-section 4.2.3.
4.2.1 Tangent Space Mapping (TSM)
Tangent space mapping (TSM) as feature space was recently presented
for BCIs in the context of the tangent space linear discriminant analysis
(TSLDA) [6]. The referenced work highlights the potential of TSM as a
feature extractor for the multiclass classification of covariance matrices in
the context of BCI.
In light of the observation that covariance matrices belong to the Rie-
mannian manifold of symmetric positive-definite matrices (M) [83], TSM
performs a non-linear projection of the spatial covariance matrices of the
data into the tangent space [29] of M at the Riemannian (or geometric)
mean [55] of the spatial covariance matrices of the training data. The
Riemannian mean (CR) of a set of covariance matrices {C1, . . . , Cn} ∈ M
is defined as
CR = argminC∈M
n∑
k=1
dR(Ck, C)
2 (4.1)
where dR : (M×M) → R
≥0 denotes the Riemannian distance induced
by the Riemann geometry on M and it can be computed as a generalized
eigenvalue problem [82]. More precisely, for any two Ck1 , Ck2 ∈M
dR(Ck1 , Ck2) =
[
m∑
i=1
log2 λi
]1/2
(4.2)
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where λi, i ∈ {1, . . . ,m}, are the eigenvalues of C
−1
k1
Ck2 .
The geometric mean exists within the considered manifold, and it is
unique [62]. Although there is no closed-form solution for its computation,
it can be computed efficiently using iterative algorithms. In this work we
consider the algorithm presented by [42].
Given a set of covariance matrices and denoting their geometric mean
as CR, the tangent space mapping at CR of a given covariance matrix Ck
is (after several trivial simplifications) given by
TSMCR(Ck) = log(CR
−1
2 CkCR
−1
2 ), (4.3)
where the log is the logarithm of a matrix derived from its diagonalization
[7].
TSMCR(Ck) is a symmetric matrix that, in vectorized form (after elim-
inating redundant elements due to symmetry) can be used as features for
classification in BCI problems [6]. In most cases and particularly in this
work, one unique CR is computed using all of the covariances matrices in
the training set, thus rendering TSM an unsupervised feature extractor
for covariance classification.
4.2.2 Multiclass Linear Discriminant Analysis (MLDA)
The multiclass linear discriminant analysis (MLDA) classifier [10] is de-
fined by a discriminant function Di,j(x) of the input feature vector x ∈ Rn
for each class pair (i, j). A majority vote or a probabilistic interpretation
of the results can be used to produce unique output from each pair of
binary classifiers [107].
Given a K-class classification problem and a set of m labeled data
vectors {x1, . . . ,xm}, for each k ∈ {1, . . . ,K} we can compute the class-
wise means µk ∈ R
n and covariance matrices Ck ∈ Mn×n. Defining the
per-class-pair average covariance matrices as Σi,j =
Ci+Cj
2 for j > i ∈
{1, . . . ,K}, we define the discriminant function between classes i and j as
Di,j(x) =
[
bi,j ,w
⊺
i,j
] [ 1
x
]
(4.4)
wi,j = Σ
−1
i,j (µj − µi) (4.5)
bi,j = −w
⊺
i,jµi,j (4.6)
µi,j =
1
2
(µi + µj) (4.7)
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where each wi,j ∈ Rn describes the vector of weights and bi,j ∈ R the
bias term of the discriminant function between classes i and j. For each
{(i, j) : j > i ∈ {1, . . . ,K}}, an input feature vector x is classified as class
j if Di,j(x) > 0, and as class i otherwise. The output of the discriminant
function Di,j(x) ∈ R can be interpreted probabilistically by assuming that
the probabilities of classes i and j are given by a binomial distribution on
the sigmoidal mapping of the discriminant function value [78].
More concretely, given the discriminant function Di,j , j > i between
classes i and j, we define the probability of x belonging to class i as
Qi,j(i|x) := σ(Di,j(x)) and, consequently Qi,j(j|x) := 1− σ(Di,j(x)) with
σ(Di,j(x)) =
1
1 + exp(−Di,j(x))
. (4.8)
Note that this probabilistic interpretation of the discriminant function
of the LDA classifier makes a connection between the LDA and the logistic
regression model.
The MLDA procedure produces probabilistic output from all of the
pair-wise probabilities Qi,j in the following manner. For simplicity of no-
tation, we define for j < i, Qi,j(k|x) = Qj,i(k|x). We then define the
probability vector P containing in the i-th coordinate the probability of
class i given x as
Pi(x) =
∑
j 6=iQi,j(i|x)∑
k
∑
j 6=kQk,j(k|x)
. (4.9)
The final output of this MLDA classifier is assigned to the most probable
class under this measure k¯ = maxiPi(x).
4.2.3 Multiclass pooled mean LDA (MPMLDA)
In the binary setting, under the assumption of balanced classes, the bias
of the discriminant function can be adapted in an unsupervised manner
using the global data mean [117]. (See Chapter 3, Section 3.2 for additional
information).
In the multiclass setting, not every sample contributes to all discrim-
inant functions. For this reason, not all discriminant functions must be
updated with every sample. We extend the pooled-mean approach to the
multiclass case using a probabilistic update for the pairwise class means
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Algorithm 2 multiclass pooled mean LDA (MPMLDA)
Require: Di,j j > i ∈ {1, . . . ,K} constructed from labeled training data using
(4.4)-(4.7).
Learning rate β.
x new feature sample to classify.
1: P(x)← Di,j(x) using (4.8) and (4.9).
2: Compute the classifier output k¯ = maxiPi(x).
3: Update µi,j using (4.11) and (4.10).
4: Update each bias bi,j of each Di,j using (4.6)
5: return
k¯: Class membership of x;
Di,j : updated discriminant functions.
µi,j in equation (4.7) as
µ′i,j = (1− γi,j(x)β)µi,j + γi,j(x)βx (4.10)
where µ′i,j represents the updated µi,j , β ∈ R is the learning rate and
γi,j(x) is defined using the probability vector P(x) of equation (4.9) as:
γi,j(x) := Pi(x) +Pj(x). (4.11)
The update (4.10) allows for the adaptation of each bias bi,j through equa-
tion (4.6). The MPMLDA algorithm is summarized in algorithm 2.
In the binary setting, equations (4.10) and (4.11) reduce to the binary
Pmean update when γ1,2(x) = 1. The multiclass MPMLDA is thus a
natural extension of the original pooled-mean adaptation rule.
One particular feature of MPMLDA is that, given a new data point
x, the adaptation is automatically stronger for discriminant functions be-
tween pairs of classes that are more relevant, as demonstrated in equation
(4.11). In a supervised scenario (i.e. Pi = δi,k, with k being the true
class label), it is easy to see that MPMLDA updates only the boundaries
between the real label k and the other classes.
4.3 Data sets and evaluation
We consider three different datasets, all containing multiclass imagery-
movement tasks.
Physiobank: 2 ([47, 97]). This dataset contains data from 109 subjects
2http://www.physionet.org/physiobank/database
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performing various combinations of real and imagined movements in
one day of recordings. In this work we consider only the data related
to imagery movement of the left hand, right hand and both feet.
Each subject performed 22 trials of each class (≈ 3 seconds per trial)
and the EEG data were recorded using 64 electrodes. Due to the
computational load required by the extended analysis presented in
this work, we focus only on 20 EEG electrodes over the sensorimotor
cortex. The large number of users makes this dataset convenient to
evaluate the impact of feature extraction on a large scale.
BCI competition IV-2a: 3 ([21, 106]). This dataset provides data from
9 subjects performing 4 different imagery movement tasks (right
hand (RH), left hand (LH), both feet (F), tongue (T)) during 2 dif-
ferent days of recordings. Each day the subjects performed 72 trials
of each task (3 seconds per trial) and the EEG data were recorded
using 20 electrodes.
BSI-RIKEN: 4([24]). This dataset provides data from several subjects
performing binary or multiclass imagery movement tasks. In this
work we consider only the two subjects performing multiclass prob-
lems (LH, RH, F) on different, well defined days (Subjects B and C).
Subject B was recorded on 2 different days and Subject C in seven
different days. Each day they performed ≈ 65 trials (3-4 seconds) of
each task and the EEG data were recorded using 5 or 6 electrodes.
In this work we always consider the same 5 EEG electrodes, ’C3’,
’Cp3’, ’C4’, ’Cp4’ and ’Cz’.
The dataset also contains three long additional sessions for Subject
C (≈ 268 trials per session) spreaded across a different day. We
denote these data as Subject C2.
In this work, all of the datasets were pre-processed in a similar way
before the feature extraction step. In all cases, the data were divided
into trials containing the imagery movement period. Channels and trials
contaminated with artefacts were eliminated from the training set using an
automatic variance based routine [87]. The contaminated channels were
also removed from the testing set, after which the data were detrended
and band-pass-filtered into the frequency bands 8-30 Hz. To reduce the
3http://www.bbci.de/competition/iv
4http://www.bsp.brain.riken.jp/ qibin/homepage/Datasets.html
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presence of filter-induced artefacts in the data, we discarded the starting
and ending half seconds from each trial.
We measure BCI performance using the Cohen’s Kappa coefficient [65],
which assigns a value of zero to random classification and a value of one to
perfect classification. This measure is commonly used in multiclass BCI
problems [99].
We use the Physiobank dataset only to compare the different feature
extractors, and not to evaluate adaptive methods. Note that the reduced
amount of trials per class available per subject in this dataset does not
allow the proper evaluation of any adaptive method. In this case, we
report classification results based on leave one out cross-validation.
We use the BCI-IV-2a and BSI-RIKEN datasets to evaluate and com-
pare the performance of the different classifiers in terms of adaptation.
We perform training on the data from one day and testing on data from a
subsequent day. Because these data were recorded on different days, they
are more likely to present hard non-stationarities.
For subject C2, however, each model was trained and tested on the
different sessions taking on the same day. Even though all recordings
denoted as subject C2 were performed within the same day, we decided
to include them in the analysis as each session provides many trials and
the three sessions were distributed throughout the day, thereby allowing
the presence of clear non stationary changes. This procedure yielded a
total of 9 evaluations for the BCI-IV-2a dataset and 25 evaluations for the
BSI-RIKEN dataset, which are decomposed to a value of 1 for subject B,
21 for subject C (6 + 5 + ...+ 1) and 3 for subject C2.
4.4 Results
This section describes the results. First, given that TSM has only recently
been introduced and it is largely unknown in the BCI community, we
present novel results that confirm the quality of TSM as an algorithm
for multiclass feature extraction when using static classification. We then
analyse and compare the performance of the proposed multiclass adaptive
method. In Sub-section 4.4.3 we consider the method’s dependence on the
learning rate and, in Sub-section 4.4.4 we provide a qualitative analysis
of the dynamic changes occurring in the feature space. We assess the
significance of the performance differences between methods according to
Wilcoxon statistical tests [28]. The observed differences are with either
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single or double asterisks to indicate p-values less than 0.05 and 0.01,
respectively.
4.4.1 TSM as feature space for non-adaptive classification
In this subsection, we illustrate the ability of TSM to serve as multiclass
feature extractor for BCI imagery movement problems on a large scale. We
present results according to a static MLDA classifier (Section 4.2.2) and
the three datasets considered in this work. Figure 4.1 provides a compari-
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Figure 4.1: Kappa values obtained through MCSP (x axis) plotted against Kappa
values obtained by TSM for the three datasets under consideration. The values printed
in upper left and lower right corners of each figure represent the mean Kappa values
obtained by each method. Wilcoxon statistical tests indicate the significance of the
observed differences, noted by single or double asterisks representing p-values smaller
than 0.05 and 0.01, respectively.
son of the Kappa values obtained using TSM and multiclass CSP (MCSP)
[48], which is commonly used for multiclass BCI feature extraction. For the
BCI-IV-2a dataset (middle panel), subject numbers are indicated inside
the circles. For the BSI-RIKEN dataset (right panel), the circles represent
Subject C, the square represents Subject B and the crosses represent the
different possible test sessions of Subject C2 during one day. The mean
Kappa values are displayed in the upper left (for TSM) and lower right
(MCSP) corners of each panel.
For the Physiobank and BCI-IV-2a datasets, TSM provides a signifi-
cantly better feature space than MCSP does. These results confirm that
TSM can be considered a state-of-the-art feature extractor for multiclass
BCI problems. For the remainder of this chapter, we consider TSM as the
feature space.
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Figure 4.2: Comparison between MPMLDA and other multiclass methods. All adap-
tive methods use individual optimal learning rates. Each row represents a different data
set, and each column compares it with a different model (MLDA, DSA and EBLDA).
The values displayed in the upper left and lower right corners are the mean Kappa
value averaged over all the subjects of the dataset. Wilcoxon statistical tests indicate
the significance of the observed differences. Single and double asterisks indicate p-values
smaller than 0.05 and 0.01, respectively.
4.4.2 Multiclass Adaptive Classification
In this subsection, we analyse the problem of inter-day classifier adaptation
in the multiclass setting, using the BCI-IV-2a and BSI-RIKEN datasets
and considering TSM as the feature extractor. We analyse the behaviour
of the proposed method, MPMLDA, and we consider EBLDA and DSA
for comparison (a brief description of the two methods is provided in Ap-
pendices 4.6 A and B, respectively). For reference on the improvement
achieved, we also present values computed for the performance of the ini-
tial (static) MLDA classifier
In all cases, we first train a initial static MLDA (or BLDA 5) classifier
5For EBLDA, a Bayesian LDA was used for training.
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using data from a day of recordings, after which we selected a different
(future) day/session of the same subject as testing data, in order to eval-
uate both static and adaptive classifiers. In this subsection, we optimise
the learning rates for each combination of subject and adaptation method
separately. In the next sub-section we analyse the influence of the learning
rate in more detail.
Figure 4.2 shows the comparison of MPMLDA in terms of Kappa val-
ues for the different methods (in columns) based on each of the datasets
(in rows). Points above the discontinuous lines represent cases in which
MPMLDA performance is superior. The values at the upper left and lower
right corners indicate the mean Kappa values of the corresponding method
averaged over all subjects.
First of all we note that on average any adaptation improves the mean
performance of the static classifier, which has Kappa values 0.51 and 0.58.
Remarkably, MPMLDA significantly outperforms all of the other methods.
Note that for the BSI-RIKEN dataset, EBLDA yields very poor perfor-
mance in some isolated cases.
In contrast, although DSA provides excellent stable performance, its
performance is still significantly worse than that achieved by MPMLDA.
We conclude that for the datasets under considerationMPMLDA performs
significantly better than DSA and EBLDA.
4.4.3 Influence of the Learning Rate
In Figure 4.3, we present results of our analysis of the influence of the
learning rate. We plot the mean Kappa values averaged over all subjects,
as a function of the learning rate for the BCI-IV-2a dataset (left panel)
and the BSI-RIKEN dataset (right panel). Horizontal lines indicate the
performance of the static MLDA method, and the adaptive EBLDA and
DSA (the latter two adaptive methods use individually optimised learning
rates).
Interestingly, the improvement of MPMLDA is notable with respect
to the static MLDA for a wide range of learning rate values. The perfor-
mance of this method is also superior or comparable to the other adaptive
methods for both datasets.
Observe that the optimal learning rate differs between datasets. These
differences can be explained by the dependence of the learning rate on the
number of classes induced by equation (4.11).
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Figure 4.3: The continuous line represents the average Kappa value across subjects as
a function of theMPMLDA learning rate using the BCI-IV-2a and BSI-RIKEN datasets.
Discontinuous and marked lines represent the average Kappa values obtained by MLDA,
EBLDA, and DSA. Individual optimal learning rates are used for EBLDA and DSA.
We now set the MPMLDA learning rate to the corresponding optimal
values shown above and compare the performance of MPMLDA against
the other adaptive methods, for which the learning rates have been fully
optimised. The results are displayed in Figure 4.4.
With this subject-independent but dataset-dependent learning rate,
MPMLDA still generally outperforms the static classifier and also EBLDA.
Although it does not yield any significant difference with respect to the
optimal DSA (second column).
We conclude that effective subject independent learning rates can be
learned for a fixed paradigm and a fixed EEG montage. Although they
deviate from subject dependent optimal learning rates, this approach is
able to significantly outperform static classification and optimal EBLDA.
4.4.4 Analysis of the feature space dynamics.
In order to understand why MPMLDA outperforms the other methods we
project the class-wise training and testing feature distributions onto the
first two Principal Components derived from the training data [60]. The
results for subjects 4 and 8 (BCI-IV-2a) are displayed in Figure 4.5 left
side.
Note the clear shift observed between the training and testing distri-
butions occurring for Subject 8. In the right column of Figure 4.5, we
represent the shift in the mean for each class. Observe that the shifts
are class dependent in the case of Subject 4 and largely class-independent
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Figure 4.4: Comparison betweenMPMLDA and other multiclass methods. The learn-
ing rates values of all the adaptive methods have been optimised for each subject inde-
pendently, with the exception of MPMLDA, which corresponds to the optimised mean
across subjects, (see Figure 4.3). The learning rate values used by MPMLDA are 0.03
and 0.01 for the BCI-IV-2a and BSI-RIKEN datasets respectively. Each row represents
a different data set and each column compares it to a different model (MLDA, EBLDA
and DSA). The values displayed in the upper left and lower right corners indicate the
mean Kappa value averaged over all subjects in the dataset. Wilcoxon statistical tests
indicate the significance of the observed differences. Single and double asterisks indicate
p-values smaller than 0.05 and 0.01, respectively.
for subject 8. Adapting for class independent shifts is obviously a much
simpler task that can be achieved using DSA or a naive multiclass Pmean
update (i.e. assuming γi,j(x) = 1∀i, j in equation 4.11). However, class
dependent changes can definitely not be tracked by any of these methods.
Further, note that the changes in the covariances are not too strong for
any of both subjects. Such behaviour (i.e. strong mean shifts and small
covariance changes) was observed in general in the BCI-IV-2a dataset. By
construction MPMLDA can be able to adapt for class dependent shifts;
this fact explains the superior performance of MPMLDA in the BCI-IV-2a
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Figure 4.5: Left: Distribution of training (continuous ellipses) and testing (discon-
tinuous ellipses) features of four different tasks (colour), projected onto the first two
principal components for Subjects 4 and 8. Right: the shift in the mean for each class
between day 1 and day 2.
dataset.
The PCA projections on different days for Subject C (BSI-RIKEN)
are displayed in Figure 4.6. In the first row, we show the change between
the first and the second day. Once more, strong means shifts represent
properly the non stationary changes. However, the non-stationary char-
acter becomes stronger when comparing the projections of the first and
the seventh day for the same subject (second row). Note that the shifts
in the mean, is insufficient to represent the non-stationarity in this case;
a strong class dependent covariance change is also present. Even though
this is a difficult scenario for any adaptive model, it seems clear that cor-
recting for the bias is a necessary condition for any adaptation strategy to
be successful.
Instead of using the principal components from the first day, we con-
centrate now on the projections after training and testing on the sixth
and the seventh days, respectively, as shown in Figure 4.6 (bottom row).
Remarkably, they are more concentrated than they were in the previous
cases. One possible explanation for this reduced variance could that the
subject learned to execute the task better [25, 8]. However, also in this case
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Figure 4.6: Left: Distribution of training (continuous ellipses) and testing (discon-
tinuous ellipses) features of four different tasks (colour), projected onto the first two
principal components for Subject C. Training and testing was performed for days (1,2),
(1,7) and (6,7) respectively as indicated by the corresponding legend. Right: the shift
in the mean for each class between day 1 and day 2.
class dependent changes are dominant (both mean shifts and covariance
changes).
To conclude we note that in some cases, the translation vectors are
grouped (right columns), suggesting that class-dependent bias updates
add little improvement to a naive Pmean that would account for a class-
independent shift, (i.e. assuming γi,j(x) = 1∀i, j in equation 4.11). Us-
ing this approach, however, results in mean Kappa values of 0.541 (**)
and 0.60 (**) for the BCI-IV-2a and BSI-RIKEN datasets respectively,
which improve the static MLDA but are significantly worse than the per-
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formance obtained by MPMLDA. This result confirms that the use of
class-dependent bias updates is useful for tracking such multiclass class-
dependent distribution shifts.
4.5 Discussion
In this work we propose a novel method for adaptive multiclass classifi-
cation for BCI: MPMLDA. This method is a multiclass extension of the
binary pooled mean LDA (Pmean) introduced in [117]. We demonstrate
that the performance of MPMLDA is superior to that of state-of-the-art
adaptive methods as EBLDA and DSA.
As feature space we use TSM as recently introduced in [6]. Our results
confirm previous findings; TSM based features yields better classification
performance than MCSP features.
The most important feature ofMPMLDA is that its parameter updates
are class-dependent, thereby resulting in larger updates for discriminant
functions between pairs of classes that are more suitable for explaining the
current EEG pattern. Our results on different datasets suggest that such
class-dependent updates are a key ingredient in explaining the improved
performance of MPMLDA over the other methods.
One interesting observation is that MPMLDA can achieve higher clas-
sification than is possible with DSA. This is a remarkable result. By con-
struction DSA has the potential to adapt for stronger non-stationarities
than does MPMLDA. This is because, in principle, DSA can remove not
only shifts but also rotations in feature space (if they are common to
all classes). However, the presented results clearly show the presence of
class dependent non stationarity components that can not be learned using
DSA. As previously shown in [117], the binary Pmean update is close to
optimal. Here we show that this efficient update scheme can be effectively
extended to the multiclass case.
4.6 Appendices
4.6.1 A - Enhanced Bayesian linear discriminant analysis
(EBLDA)
Bayesian Linear Discriminant Analysis (BLDA) is a Bayesian version of
regularized LDA, in which regularization parameters are estimated with
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Bayesian regression (see [123] for more detailed information).
In order to improve the performance of the classifier, EBLDA proposes
training a new classifier by supplementing training sets with additional
high probability test samples. In the binary case, the probability from the
BLDA classifier for a test sample is computed. if this probability exceeds
a threshold (e.g. 0.9), this test sample and its estimated label are added
to the training set for classifier retraining. In this work we refer to the
parameter value indicating this threshold as the learning rate.
In the multiclass setting, EBLDA uses combinations of binary BLDA
classifiers as MLDA.
4.6.2 B - Unsupervised EEG Data Space Adaptation (DSA)
The DSA adaptation procedure [2] performs an adaptive linear transfor-
mation of the testing data instead of adapting the classifier parameters. It
provides a direct approximation of the discrepancy between the band-pass
filtered training and testing data distributions by comparing the average
distributions of the EEG data obtained regardless of the class labels (under
Gaussian assumption). Let N1 = N (0, Cˆ) be the average distribution of
the training data, where Cˆ is obtained by averaging the covariance matri-
ces over all available EEG training trials. Denote the average distribution
of the testing data after a linear transformation as N2 = N (0,W
tCW ),
withW as a linear transformation matrix and C as the average covariance
matrix of the testing data. The DSA method optimises the matrix W by
minimizing the KL divergence between N2 and N1. Interestingly, W can
be written in closed form as
W = (Cˆ−1C)
−1
2 = C
−1
2 Cˆ
1
2 .
In DSA, the linear transformation W is recomputed sequentially after
a certain number of trials, and the new testing pattern is projected ontoW
before applying the pre-trained feature extraction and classification algo-
rithms. The number of trials used for re-computing C and W determines
the length scale of the adaptation. We therefore refer to this parameter
as the learning rate for the DSA method.
The original unsupervised DSA method considering common spatial
patterns (CSP) as feature extractor is very similar to the unsupervised
adaptation of CSP as proposed in [108]. The latter updates the CSP
filters using W (i.e. CSP → WCSP ) while DSA filters the testing data
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(X) using W (i.e. X → W ′X). Consequently in both cases the features
are extracted from the linear transformation X → CSP ′W ′X.
In this work, we consider a multiclass variant of DSA with TSM as
feature space. In both senses, this unsupervised strategy differs from the
proposals in [108, 2].
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Chapter 5
Quantitative analysis of task
selection for BCI
BCI users show large variance in control performance between different
tasks. Although some BCI systems are progressively incorporating a task
selection step during the learning/calibration phase, the properties and
benefits of task selection in terms of BCI performance has been barely
evaluated. In this chapter, we analyze for the first time the effect of
task selection on a large-scale basis (109 subjects) considering binary BCI
classifiers trained with subject-dependent optimal task-pairs. We show
that approximately a 20% increase in the number of users that can be
expected to control a binary BCI is potentially achieved by selecting the
subject-dependent optimal task-pair among only three different imagery
movement tasks. The improvement is observed with respect to the best
task-pair fixed across subjects. Moreover, we also show that the best task-
pair selected for each subject individually during a first day of recordings
is generally a good task-pair in subsequent days. In general, task learning
from the user side has a positive influence in the generalization of the
optimal task-pair but special attention should be given to unexperienced
subjects 1.
1This chapter is based on: A. Llera, V. Go´mez, and H. J. Kappen. Quantitative
analysis of task selection for BCI, Journal of Neural Engineering (under review).
71
72
5.1 Introduction
Although BCI research has so far not delivered a reliable technology for
widespread applications, the progress in EEG-based BCI technology in the
last decade has been undoubtedly significant. For example, in comparison
with a study from year 2003 in which 41% of the analyzed subjects showed
satisfactory BCI control [49], a more recent study from year 2012 shows
that BCI control was reached by 60% of the subjects [51] 2. Clearly several
factors have contributed to such performance improvement: development
of better feature extraction algorithms and optimization techniques, ad-
vances in hardware, on line BCI adaptation, etc.
Among all the methodological advances achieved, however, a relatively
unexplored question is whether task selection constitutes a key factor for
such improvement. Task selection is being progressively introduced in
some BCI systems. In [32] an exploratory step was used to select use-
ful sets of subject dependent imagery movement tasks for a multi-class
problem. In [12] it was shown that untrained subjects can achieve effec-
tive binary performance with a short training period by using advanced
machine learning techniques. In that case, the optimization procedure in-
cluded the detection of the best task-pair between right hand, left hand
or feet imagery.
Recent off line experiments [30, 43] have shown the benefits of task
selection for a small set of BCI users using a large set of motor and also
non-motor tasks. In [51] the imagery movement task-pair was optimized
between three different motor imagery movement tasks.
In this work, we explore for the first time the benefits of task selection
on a large number of users and whether the optimal task-pair remains
optimal across multiple days, or needs to be re-estimated on every single
session. Based on our results, we claim that the design of a BCI has to
consider task selection as a necessary step.
In the next section we present the datasets and the methods considered
in this study. We then present our results in section 5.3. We conclude the
chapter in section 5.4 with discussion and future work.
2A threshold of 70 % correct classification during on line sessions is considered nec-
essary for the user to feel a minimum of control over a binary BCI device [68, 116].
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5.2 Methods
In the present study we use three different datasets composed of multi-class
imagery movement tasks.
Datasets
Dataset A: (Physiobank [47, 97]). This dataset contains data from 109
subjects performing various combinations of real and imagined move-
ments in one day of recordings. In this work we consider only the
data related to left hand, right hand and both feet imagery move-
ment. Each subject performed 22 trials of each class and the EEG
data were recorded from 64 electrodes. Due to the computational
load required by the extended analysis presented in this work, we
focus only on 20 EEG electrodes over the sensorimotor cortex. The
large number of users makes this dataset convenient to evaluate the
impact of task selection on a large scale basis.
Dataset B: (BCI competition IV, 2a) [21, 106]. This dataset provides
data from 9 subjects performing 4 different imagery movement tasks
(right hand (RH), left hand (LH), both feet (F), tongue (T)) during
2 different days of recordings. Each day they performed 72 trials
of each task and the EEG data were recorded from 20 electrodes.
The fact that it contains two different days of recordings allows to
analyze the influence of time in relation with task selection.
Dataset C: (BSI RIKEN) [24]. This dataset provides data from several
subjects performing binary or multi-class imagery movement tasks.
We only consider the 2 subjects performing multi-class problems
(LH, RH, F).
Subject 1 was recorded on 2 different days and Subject 2 in seven
different days. Each day they performed ≈ 65 trials (3-4 seconds) of
each task and the EEG data were recorded using 5 or 6 electrodes.
In this work we always consider the same 5 EEG electrodes, C3, Cp3,
C4, Cp4 and Cz.
For subject 2 there is a previous additional recording day consisting
of three long sessions (≈ 268 trials per session) distributed along a
different day. We denote these data as subject 2b. There are long
periods between the sessions and each session contains considerably
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more trials than the other seven days of recordings. Hence, subject
2b is considered as an independent dataset and each session will be
treated as an independent day.
We focus on binary classification problems and consider all possible
pairs of different binary problems for each dataset and subject. This results
in 3, 6 and 3 possible task-pairs for each subject in datasets A, B and C,
respectively.
Preprocessing, feature extraction and classification
The raw data were detrended and bandpass-filtered in the frequency bands
8-30 Hz. The features for classification were extracted using the Tangent
Space Mapping (see section 4.2.1 for detailed information). This is a re-
cently proposed method that has comparable or better performance than
more typical algorithms such as Common Spatial Patterns [91, 6, 5]. The
Matlab code used in this work can be found in [4]. We used regularized
Linear Discriminant Analysis [15] as classifier.
Note that we excluded an exhaustive optimization at the level of indi-
vidual frequency bands. Such optimizations can be expected to provide a
general improvement. The reason to omit them was to focus on the task
selection effect, which is the main interest of this paper.
Assessment of BCI control performance
We measure BCI control performance in terms of classification rate, de-
fined as the number of correctly classified trials divided by the total number
of trials. The generalization performance of a task-pair is estimated using
cross validation on hold-out data (CV) [10]. We use leave-one-out CV and
denote CV rate as one minus the CV error.
For each subject, we define CVd(ti) as the CV rate considering a clas-
sifier trained on the i-th task-pair in day d. Further, we will use t∗d to
denote the optimal task-pair for a specific day d, i.e. the task-pair that
gives the highest CV rate.
Finally, we will use Wilcoxon statistical tests [28] to assess statistical
significance between different performances. We consider significance level
of α = 0.05.
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5.3 Results
In this section we first analyze the potential improvement that can be
expected at the population level from selecting the subject-dependent op-
timal task-pair. Then we consider the optimality of a task-pair across
different days of recordings and study how task learning from the subject
side can influence the task selection step.
5.3.1 Task optimization significantly improves BCI control
We consider imagery movement based BCI using the dataset A, which
consists of three tasks and a large number of subjects. To quantify the
potential improvement that can be achieved selecting the optimal task-
pair for each BCI user, we compare the probability distributions of the
CV rates for each task-pair independently against the CV rate that is
obtained with the best task-pair for each user.
Figure 5.1 shows histograms (left) and the corresponding cumulative
distribution functions (right). These probability distributions show the
large variance associated to the subject heterogeneity. Notice that left
versus right hand imagery movement task (LH vs RH, top-left panel) is
the task-pair that globally results in the worst performance with approx-
imately 30% of the users performing at around random guess. The task-
pairs involving foot imagery have very similar probability distributions.
The mean task-pair CV rates across subjects were 0.64, 0.81, and 0.80
for LH vs RH, LH vs F and RH vs F, respectively. In contrast, selecting
subject dependent optimal task-pairs resulted in a mean value of 0.88, a
significant improvement in performance with respect to any of the fixed
task-pair choices. If we consider the proportion of users providing task-
pairs with CV rates within the range 80% − 90%, a remarkable improve-
ment of approximately 20% is observed.
These results clearly show that merely user-specific task selection re-
sults in a dramatic increase on the number of BCI users potentially able
to provide highly discriminative brain features. Although this is a remark-
able improvement, its generalization to an on line feedback setting has to
be done with caution. In the presence of strong nonstationarities, a pro-
portion of users may fail to achieve effective control in testing/feedback
sessions despite being able to provide discriminative features during train-
ing [16, 51].
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Figure 5.1: Effect of task selection in binary imaginary movement BCI control: data
corresponding to 109 subjects and three different task-pairs (Dataset A). Left: his-
tograms of the CV rates for the three different task-pairs and the one obtained using
the subject dependent optimal task-pair (bin size = 0.025). Right: estimated cumula-
tive distribution function of the CV rates for each task-pair together with the results
selecting the optimal task-pairs (curve with asterisks). Significant improvements are
obtained using task selection (p-value < 10−10 in all three tests between each task-pair
against the best task-pair across subjects).
However, in Figure 5.2 we provide further evidence on the close rela-
tionship between the quality of a task pair and its expected generalization
ability. We consider dataset B, which consists of six different task-pairs
and nine subjects recorded each in two different days. We compare the CV
rates calculated using data from the first day on all the task-pairs CV1(ti),
i = 1 . . . 6 against the Test rates, which we define as the classification accu-
racy obtained by training a classifier using first days data and testing it on
seconds day data for each subject and task-pair independently. Figure 5.2
(left) shows a scatter plot with this comparison. Each dot corresponds to
one subject and one task-pair. For illustration we also fit a linear model
(dashed line). We observe a strong correlation between both measures,
suggesting that in this dataset the CV rates computed using the data of
one day could be used to predict the performance in following days.
To determine how reliable is this relation, we focus on those task-pairs
with CV rates higher than 0.7 and group them in three groups according
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Figure 5.2: Predictive power of cross validation classification (CV) rates: Left : CV
rates on day 1 versus Test rates on different days. Each dot corresponds to one subject
and one task-pair. Discontinuous line shows the linear regression (r = 0.83). Verti-
cal lines show 2 times the standard deviation for three ranges: CV rates in (0.7, 0.8],
(0.8, 0.9] and (0, 9, 1]. Center : histograms of the Test rates for each group. Right : cu-
mulative distribution function of the Test rates for each group (bin size equal to 0.025).
to the CV rates in the ranges (0.7, 0.8], (0.8, 0.9] and (0, 9, 1]. The vertical
lines in the left panel represent two times the standard deviation of the
testing classification rate for each of the ranges. We observe that the
uncertainty decreases as a function of the CV rate. This is best illustrated
in the middle panels of Figure 5.2, with histograms for each of the different
ranges. Figure 5.2 (right) shows the cumulative distribution function for
each group. Note that most samples in the second and third ranges reach
a testing performances above 0.7. From this analysis we can conclude that
in this dataset, for a given subject and task, the performance in one day
is highly correlated with the Test rate of another day and its predictive
power is more reliable the better the subject’s performance is. Therefore,
selecting the best task-pair for a given subject is convenient in the sense
that will tend to favour the best generalization ability.
5.3.2 Generalization of the optimal task-pair across days
So far we have seen that selecting a subject dependent optimal task-pair
may result in a dramatic improvement in BCI control performance. How-
ever, partly due to the non-stationary character of the EEG signal [100, 66],
there is no guarantee that the optimal task-pair in one day remains opti-
mal also for subsequent sessions or days. If that is not the case, how big
is the performance loss if we select the suboptimal task-pair? Is signifi-
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Figure 5.3: Dataset B: frequency (number of subjects) of the optimal task-pair for
each of the 6 possible task-pairs on each day of recordings.
cantly better to choose the task-pair with best performance in the past, or
does not make any difference when compared, for instance, with random
task-pair selection?
To answer these questions, we first characterize the optimal task-pair in
different days. Figure 5.3 shows histograms corresponding to the two days
of dataset B. They show large variability across subjects. Interestingly, the
task left/right hand (LH-RH) is never optimal. This result is in agreement
with the conclusion previously reported for dataset A. We also observe that
tongue imagery movement task (T) appears frequently in the optimal task-
pair, indicating a high discriminative power. This is interesting because T
is not usually considered in binary motor imagery BCI systems.
We now consider both B and C datasets (with eleven subjects in total)
and compare, for each subject individually, the performances of each task-
pair i between the first day of recordings CV1(ti) and a posterior day
of recordings CVk(ti), k > 1. Figure 5.4 shows this comparison with a
different panel for each case. Each dot indicates a task-pair. In total,
the optimal task-pair on the first day remains optimal on a subsequent
day/session in nine out of the eighteen cases. These are marked with a
cross in the optimal task-pair.
Four out of ten subjects participating in just two days of recordings
present a constant optimal task-pair with respect to the first day. Consid-
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Figure 5.4: Generalization of optimal task-pairs. Each panel corresponds to one
subject and shows a comparison between the performance on each task-pair i between
the first day of recordings CV1(ti) (x-axis) and a posterior day k > 1, CVk(ti) (y-axis).
Subject number is preceded by dataset name. Inset diff := CVk(t
∗
k) − CVk(t
∗
1) denotes
the loss incurred when the optimal task-pair of the first day t∗1 is selected instead of
the unknown optimal one t∗k. The value between brackets indicates the loss incurred
if the task-pair is selected randomly and is computed as 1
6
∑
6
i=1
CVk(t
∗
k) − CVk(ti).
Inset learn := 1
6
∑
6
i=1
CVk(ti)−CV1(ti) represents the learning from the user to better
execute the task from day 1 to day k.
ering the subject participating in several days (C-S2), the optimal task-pair
changes over days (third row, column 5 and bottom row of Figure 5.4) and
also within the sessions in a single day (C-S2b, third row, columns 1 and
2).
Globally, we observe that users tend to learn to better execute the
tasks [26, 116]. This effect is likely to be present when most of the dots
fall above the diagonal. We quantify such learning effect by taking the
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average of the differences in performance of each task. This value is shown
in the inset as learn (a positive value indicates learning). We observe
that there is a general improvement if we globally compare all differences
in performance (p-value < 10−4). It is interesting to notice the ability
of some subjects to improve on task-pairs that were clearly suboptimal
during the first day, e.g. subjects B-S4, B-S5, B-S7, B-S9. Further, in
most cases the variance across task-pairs is also reduced (compare the
sides of the gray areas). These facts suggest that learning from the user
side could have a strong effect in the selection of a task-pair using data
from a previous recording day.
How bad is the performance on a day k if the optimal task-pair on the
first day t∗1 is selected instead of the unknown optimal one of the actual
day t∗k? Using our notation, this difference is CVk(t
∗
k) − CVk(t
∗
1), where
k > 1 indicates the day of interest. We show this quantity in the inset
of each panel as the diff value. A value of diff = 0 implies no change in
optimal task-pair between the two considered days.
The mean of this value across all subjects is 2.2%, statistically dif-
ferent from zero (p-value = 0.038) indicating a significant loss. Note,
however, that this is a worst case scenario, since the optimal task t∗k for
day k is unknown a priori. A more realistic scenario is to compare the dif-
ference in performance between selecting t∗1 and a task-pair without any
prior information. In this case, the benefit of task selection is significant
(p-value < 0.003). Selecting the task-pair without considering prior per-
formance results in a mean loss value of 4.8%, which doubles the loss of
selecting t∗1.
It is interesting to relate these results with the effect of subject learn-
ing previously described. Since learning might occur for all tasks, one
would expect that the benefit of choosing t∗1 on a following day would be
attenuated with respect to random task-pair selection. Remarkably, we
observe the opposite effect: for subjects with negative learning, e.g. B-S2
and B-S8, choosing t∗1 also results in no improvement compared to ran-
dom task-pair selection. In contrast, for those subjects with large learning
values, e.g. subjects B-S4 and B-S9, the diff value attains high values
compared to random task-pair selection (9% and four times better, re-
spectively).
Further, in some cases where learning is negative we observe a global
decrease in performance, e.g. subjects C-S1 and C-S2 (day 3), which
by having similar influence over all the task-pairs does not influence the
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optimality of t∗1. Such a non task related decrease of the signal to noise
ratio could be attributed to the presence of stronger non stationarities in
the subsequent day.
For subject C-S2, we compare the performances on the first day against
each of the seven following days, resulting in six comparisons (right panel
in third row and bottom panels of Figure 5.4). The learning of this subject
is remarkable (circles lay above the diagonal in most of the panels). The
optimal task-pair changes only in two days (days 4 and 6). Using t∗1 as
task-pair is generally convenient in this case.
Finally, we consider subject B-S5 for being the subject with worst
performance and for which satisfactory BCI control would not be possible.
In this case a clearly suboptimal task-pair became the optimal on the
second day. For this kind of users, a task-pair selection step might be
necessary on every single day, although not always sufficient for direct
control.
From these results we conclude that the best task-pair selected from
the first recording day of a given subject is generally a good task-pair on
subsequent days. In general, task learning from the user side has a positive
influence. However, special attention should be given to unexperienced
subjects.
5.4 Discussion
We have analyzed the benefits of task selection for BCI on a large-scale ba-
sis (109 subjects) and have showed evidence that a significant proportion
of users can potentially gain BCI control if the mental task is properly se-
lected. Our results only consider three different tasks and better improve-
ments can be expected for a larger number of motor tasks [30], or tasks
that involve non-motor aspects [43]. Combining motor and non-motor
strategies should allow some users unable to control motor imagery based
BCIs to control binary devices. The on line validation of these results
is part of current research. However, such non-motor imagery strategies
might feel less natural for control and the subject learning process could
still be hard [32].
Task selection is a key step towards BCI development, but is also a
time consuming process. We have addressed some questions regarding the
generalization of the optimal task-pair across days. Our initial results sug-
gest that the loss of performance when optimal tasks are not individually
82
selected in every session varies across subjects and is influenced by task
learning from the subject side. Interestingly, we observed that the ability
of the subject to learn tasks tends to minimize the expected loss when
transferring optimal task-pairs from previous sessions.
Since the task selection method used in this work relies on the CV
classification rate of an entire session and considers all combinations of
task-pairs, it may be impractical in a real BCI setting, specially for a
large number of tasks. Further, we have shown that the interplay between
task learning from the user side and optimal task selection from the BCI
side can be complex and consequently, task selection may require the use
of exploration on every single day. The development of scalable adaptive
methods that perform automatic task selection in a similar way as recently
proposed [44] is the focus of current research. By focusing on the most
promising tasks, these algorithms result in a faster task selection and a
more efficient use of the BCI training session. Our results show that one
can transfer information from previous days to such algorithms but special
care should be given to unexperienced subjects; previously suboptimal
task-pairs can sometimes significantly improve its performance. Training
strategies across days should be designed to estimate the subject learning
curve as well as number of degrees of freedom each subject can control.
The implementation of such protocols is the subject of current research.
In on line experiments, the use of adaptive methods is required [46,
108, 117, 94, 73, 2]. Such adaptation strategies have been shown to be
efficient when transferring classifiers across days or sessions for a fixed
subject [67, 117]. The use of these adaptive techniques have also shown
that some subjects can learn to generate the adequate brain patterns after
several sessions [116, 118, 119]. Adaptive methods allow for an improved
feedback which certainly influences and helps the subject learning process
[8]. Even though the step from off line to on line is a complex process and
many factors might influence the subject ability to control a final appli-
cation [16, 51], task selection makes the process simpler and consequently
more satisfactory for the subject. Further research directed towards task
validation, evaluation and selection is necessary.
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Chapter 6
General Conclusion
Independently of the feature space considered, the BCI classification prob-
lem is mostly considered linear [84]. Under the general assumption of
Gaussian distributed class conditional features, a generative (i.e. Bayes
classifier) or a discriminative model (i.e. LDA) can be equally used for
classification. Both might need to be regularized. The value of the regu-
larization parameter can be found using cross validation but generally a
closed form solution as suggested in [96] provides a near optimal solution.
This observation is in agreement with [15].
Regarding the feature space dynamics, shifts are common between the
means of the class conditional training and testing feature distributions.
Even more, in many cases, a change in their covariance matrices is also
present. For easy problems (i.e. enough discrimination between classes
and little non-stationary changes), and both, generative and discriminative
models, there exists Expectation Maximization-based (EM) unsupervised
adaptation strategies (for the means and/or covariance matrix) [53, 20]
that should be sufficient (batch or sequential mode). However this is not
the case in many BCI problems. The reason for the sometimes subopti-
mal performance of these kind of adaptive models is mostly a wrong ini-
tialization caused by strong non-stationary changes. Clearly not enough
discrimination between classes is the other possible reason.
A better approach for binary BCI adaptation is the LDA with Pmean
adaptation [116]. The idea is totally different. Assuming balanced classes,
this algorithm can adapt the LDA discriminant function for a common shift
occurring between the class conditional training and testing feature distri-
butions; however, it is not able to adapt for harder non-stationary changes.
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In [73] we proposed an algorithm that allows Pmean to, in addition, slowly
adapt the hyperplane direction, CMAC. An interesting strategy that is
currently being investigated suggests that ’centering the boundary’ using
Pmean allows a (later) better initialization of the EM-based unsupervised
adaptive methods. Note that this process is possible to perform by consid-
ering the CMAC derivation (section 3.3.2) to recover the individual class
conditional means after the Pmean updates.
We showed [73] that including a reliable reinforcement signal into any
of the usual binary adaptive classification algorithms used for BCI can
significantly improve the adaptation quality with respect to the unsuper-
vised adaptation of that same model. If the reinforcement signal is efficient
learning is easy. A somewhat disappointing fact not presented in this thesis
showed us that only 2 out of 5 subjects provided high IErrP classification
performance when considering EEG recordings [126]. As such, including
IErrP as a reinforcement signal on a EEG based adaptive BCI is not an
optimal adaptive strategy for many subjects.
In [74] we provided a novel multiclass adaptive classifier which out-
performs state-of-the-art multiclass adaptive methods: MPMLDA. This
algorithm is a multiclass version of the binary Pmean.
When considering the adaptation of the feature space itself and not of
any classifier parameter we would like to mention the recently proposed
Data Space Adaptation (DSA) [2]. An interesting characteristic of DSA
is that it performs the adaptation directly in the testing data. This fact
allows its use as a standard preprocessing step previous to any feature ex-
traction procedure. Using DSA adaptation and TSM as multiclass feature
extractor provided satisfying results. However, in the considered datasets
DSA was not able to outperform MPMLDA. Ongoing work considers the
classifier adaptation on DSA transformed testing data.
The results reported in this thesis as well as in the literature show that
adaptive methods provide a general improvement with respect to static
models, but can in themselves not solve the BCI illiteracy problem. For
some subjects, even training data class conditional feature distributions
can have too much overlap to provide any proper discriminative model
(even independently of the feature extraction considered). A partial so-
lution for the problem is task selection [30, 31]. Selecting a proper sub-
ject dependent task pair for discrimination allows subjects to reach much
higher binary classification performance. This fact has very important
consequences from the user point of view since it allows many more people
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to control simple devices [75], but interestingly also from the researcher’s
point of view regarding expectations over the adaptation processes. The
task optimization increases the class signal to noise ratio and as such adap-
tation methods can be expected to perform satisfactorily.
A final remark about the adaptive classification algorithms involves
obviously the magnitude of the learning rates. For a given fixed feature
space we observed that such parameters can in general be approximated
from other recordings and we conjecture that the increased class signal
to noise ratio expected when performing previous task selection will help
to obtain even better estimates. Consequently, automatic learning rate
adaptation strategies [57, 58] could be used reliably.
In conclusion, we have shown that current Induced Modulations EEG
based BCI technology is developing fast and will soon be ready for simple
mainstream applications.
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Summary
During the last 4 years I have focused my research on the machine learning
side of the BCI cycle. This part can be considered the most relevant part
of any BCI since it is responsible for decoding measured brain activity
into feedback delivered to the user. Technically speaking, I dealt with
the feature extraction, classification and adaptation processes from high
dimensional non stationary time series (e.g. EEG), with special focus on
the development of adaptive classification models.
In this thesis we report that binary and multiclass adaptation on EEG
based BCI devices can significantly benefit from unsupervised adaptation.
Such adaptation can be attained well by learning an adaptive filter for
the testing data or through the adaptation of the classifier. The classifier
adaptation strategies however are more flexible and powerful. These meth-
ods can adapt safely the bias of the discriminant function but require in
general little non-stationary change or a reliable reinforcement signal to be
able to adapt for hard class dependent non-stationarities. We also report
that most subjects can be expected to be able to control an Induced Mod-
ulations binary BCI device when including task selection in the training
process. This result should open the doors to commercial BCI applica-
tions and also allow the extra development and optimization of adaptive
tools for BCI applications. Efficient adaptive task selection algorithms will
speed BCI research and as such it is focus of future research.
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Samenvatting
Gedurende de afgelopen vier jaar heb ik mijn onderzoek gericht op de ma-
chine learning aspecten van de Brain Computer Interface (BCI) cyclus.
Dit kan beschouwd worden als e´e´n van de meest relevante aspecten van
BCI omdat dit de mogelijkheid biedt om gemeten hersenactiviteit te in-
terpreteren en terug te koppelen naar de gebruiker. Ik heb mij daarom
specifiek bezig gehouden met feature extraction, classificatie, en adaptatie
van hoog dimensionale niet stationaire processen zoals bijvoorbeeld EEG
gegevens. Hierbij heb ik mij in het bijzonder gericht op het ontwikkelen
van adaptieve classificatie modellen. In dit proefschrift tonen we aan dat
classificatie van op EEG gebaseerde BCI methoden significant kan wor-
den verbeterd met unsupervised adaptatie. Dit soort adaptatie kan goed
verkregen worden door een adaptief filter te trainen met de test gegevens.
Een accurater resultaat kan echter verkregen worden door de classificatie
methode zelf adaptief te maken. Strategi/”en om de classificatie meth-
ode zelf adaptief te maken zijn flexibler en krachtiger. Deze methoden
zijn in staat om de bias van de discriminant functie veilig aan te passen,
maar vereisen dan ofwel een kleine, niet stationaire veranderering, ofwel
een betrouwbaar reinforcement signal, om in staat gesteld te worden zich
aan te passen aan sterke, klasse afhankelijke veranderingen. Ook wordt
in dit proefschrift aangetoond dat naar alle waarschijnlijkheid de meeste
individuen in staat zijn om een induced-modulations binary BCI systeem
aan te sturen als daaraan voorafgaand taken selectie wordt gebruikt in
het trainingsproces. Met dit resultaat zijn we een stap dichter bij de
commercie¨le toepassing van BCI gekomen. Tevens kunnen toekomstige
ontwikkelingen op het gebied van adaptieve toepassingen hiervan baat on-
dervinden. Efficie¨nte adaptieve taken selectie algoritmen zullen BCI onder-
zoek bespoedigen en zullen derhalve onderwerp van toekomstig onderzoek
zijn.
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