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Stochastic incompressible Euler equations in a
two-dimensional domain
Hakima Bessaih∗
Abstract
The aim of these notes is to give an overview of the current results
about existence and uniqueness of solutions for the stochastic Euler
equation driven by a Brownian noise in a two-dimensional bounded
domain.
1 Introduction
We are concerned with the following system of Euler equations
∂u
∂t
+ u · ∇u+∇p = f +G(u)∂W
∂t
,
∇ · u = 0,
u · n|∂D = 0,
u(x, 0) = u0.
(1)
Here D is a regular open domain of R2 with boundary ∂D, n is the exterior
normal to ∂D, u = (u1, u2) is the velocity field of the fluid, p is the pressure
field, u0 is the initial velocity field, f is the body force field, W is a Brownian
motion and G is an operator acting on the solution.
The deterministic case (when G(u) = 0) has been extensively studied and
we refer to the book of P. L. Lions [16] for a concise and complete analysis.
Moreover, the book has a very nice introduction to the fundamental equations
for newtonian fluids for which the Euler equation is an approximation. The
above boundary condition is called the slip boundary condition, and is very
different from the no-slip condition satisfied by the classical Navier-Stokes
equations.
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A few papers have been dealing with the two-dimensional stochastic Eu-
ler equation. Among them [3] and [13] for pathwise global weak solutions,
[4] for martingale global solutions in Hilbert spaces and [7] for martingale
global solution in some Banach spaces of Lq-type and [11] for some smooth
solutions. For the whole space Rd, smooth local solutions have been studied
in [17] for d = 2, 3 and [14] for d = 3. Let us mention that in the three-
dimensional case only local solutions can be proven, see [17, 14, 11]. The
longtime behavior of a modified version of these equations have been studied
in [5, 6] through their stochastic attractors and stationary solutions. In par-
ticular, a linear dissipation was added. We don’t know any result concerning
invariant measures or stationary solutions for the system (1) without adding
a dissipation. This problem seems to be related to the topic of turbulence
theory and the dissipation of energy and/or enstrophy.
These notes are devoted to the study of the Euler equations in a bounded
two-dimensional domain. The study is focused on the pathwise and martin-
gale global weak solutions, that is, solutions with values inW 1,2 orW 1,q-type.
In Section 3 the stochastic Euler equation is driven by an additive noise.
We are able to prove existence and uniqueness of solutions. The approach
that we have chosen is a little bit long but relies only on elementary facts
and is essentially self-contained. The uniqueness is based on a method of Yu-
dovich (which requires proper modifications in the stochastic case) revisited
by [1] and [12].
Section 4 is devoted to system (1) with a fully multiplicative noise. In this
section, we chose a different approach with respect to previous one. This is an
approach that uses deep regularity properties of a Stokes operator associated
to equation (1). We prove the existence of global W 1,2-valued martingale
solutions by means of a compactness argument. In this case, the uniqueness
is an open problem.
Section 5 is devoted to system (1) with a multiplicative noise in some
Banach spaces. The existence of global W 1,q, (q ≥ 2)-valued martingale
solutions are proved by means a compactness argument. This result is due
to [7].
2 Preliminaries and notations.
Let V be the space of infinitely differentiable vector field u onD with compact
support strictly contained in D, satisfying ∇·u = 0. We introduce the space
H of all measurable vector fields u : D −→ R2 which are square integrable,
divergence free, and tangent to the boundary
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H =
{
u ∈
[
L2(D)
]2
; ∇ · u = 0 in D, u · n = 0 on ∂D
}
;
the meaning of the condition u·n = 0 on ∂D for such vector fields is explained
for instance in [18]. The space H is a separable Hilbert space with inner
product of [L2(D)]
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, denoted in the sequel by < ., . > (norm |.|). Let V be
the following subspace of H ;
V =
{
u ∈
[
H1(D)
]2
; ∇ · u = 0 in D, u · n = 0 on ∂D
}
;
The space V is a separable Hilbert space with inner product of [H1(D)]
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(norm ‖ . ‖). Identifying H with its dual space H ′, and H ′ with the corre-
sponding natural subspace of the dual space V ′, we have the standard triple
V ⊂ H ⊂ V ′ with continuous dense injections. We denote the dual pairing
between V and V ′ by the inner product of H .
Let H be a separable Hilbert space. Given p > 1 and γ ∈ (0, 1), let
W γ,2(0, T ;H) be the Sobolev space of all u ∈ Lp(0, T ;H) such that∫ T
0
∫ T
0
|u(t)− u(s)|p
|t− s|1+γp
dtds <∞
endowed with the norm
‖ u ‖pW γ,2(0,T ;H)=
∫ T
0
|u(t)|pdt+
∫ T
0
∫ T
0
|u(t)− u(s)|p
|t− s|1+γp
dtds.
For q ∈ (1,∞), let us set H1,q := H ∩W 1,q. Let K another Hilbert space.
Let us denote by L2(K,H) the set of Hilbert-Schmidt operators from K to
H and by R(K,W 1,q) the space of all γ-radonifying mappings from K into
W 1,q, we refer to [7] for a detailed introduction to these spaces.
In the sequel, for a vector field u = (u1, u2) and (x1, x2) ∈ D, we will
denote the rotational of u by
∇∧ u :=
∂u2
∂x1
−
∂u1
∂x2
.
3 The stochastic Euler equation with addi-
tive noise
The results of this section can be found in [3]. Similar results using different
techniques can also be found in [13].
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3.1 Functional setting, assumptions and main results
∂u
∂t
+ (u · ∇)u+∇p = f + ∂W
∂t
, in (0, T )×D
∇ · u = 0, in (0, T )×D
u · n = 0, on (0, T )× ∂D
u|t=0 = u0. in D
(2)
Here, W = W (t, ω), t ≥ 0, ω ∈ Ω is an H-valued stochastic process on
the probability space (Ω,F , P ) (for instance a Wiener process), subject to
the following regularity in space: for P -a..e. ω ∈ Ω,
W ∈ C
(
[0, T ];
[
H4(D)
]2
∩ V
)
(3)
with the mapping ω →W (·, ω) measurable in this topology, and
∇∧W = 0 on (0, T )× ∂D. (4)
To simplify the expression (even if some partial results require less assump-
tions), we impose throughout the paper the following conditions on f and
u0
u0 ∈ V, f ∈ L
2(0, T ;V ). (5)
Here are the main results of this section:
Theorem 1. Under the assumptions (3), (4) and (5), there exists (at least)
an adapted process u(t, ω) solution of (2) in the sense that for P -a.e. ω ∈ Ω
u(., ω) ∈ C(0, T ;H) ∩ L2([0, T ];V )
and
< u(t), φ > +
∫ t
0
< (u(s) · ∇)u(s), φ > ds =< u0, φ >
+
∫ t
0
< f(s), φ > ds+ < W (t), φ >, (6)
for every t ∈ [0, T ] and every φ ∈ V
Theorem 2. If in addition ∇ ∧ u0 ∈ L
∞(D), ∇ ∧ f ∈ L∞([0, T ] × D) and
(∆∇ ∧W ) ∈ L∞([0, T ]×D), the solution of problem (2) is unique.
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3.2 Approximating Navier-Stokes equations.
The main effort to prove the previous theorems consists in the analysis of
the following equation. For every ν > 0 we consider the equation of Navier-
Stokes type
∂u
∂t
+ (u · ∇)u+∇p = ν∆u + f + ∂W
∂t
, in (0, T )×D
∇ · u = 0, in (0, T )×D
∇∧ u = 0, on (0, T )× ∂D
u · n = 0, on (0, T )× ∂D
u|t=0 = u0, in D
(7)
where
∇ ∧ u =
∂u2
∂x1
−
∂u1
∂x2
is the vorticity. Due to the boundary condition ∇ ∧ u = 0, this is not the
classical equation for a viscous fluid in a boundary domain, but it can be
studied in a similar way as we shall show below.
Let us consider in each point σ0 ∈ ∂D the reference frame composed
by the exterior normal n and the tangent τ . Let (xτ , xN ) the components
of points of R2 and (uτ , uN) the components of a vector with respect to
this reference. If (nτ , nN) are the components of the exterior normal n, the
curvature of ∂D at the point σ0 is given by the relation
k(σ0) = −
∂nτ
∂xτ
. (8)
On the other hand, the rotational of a field u will be written in the reference(τ, n)
∇∧ u =
∂uN
∂xτ
−
∂uτ
∂xN
. (9)
The relation
a(u, v) =
∫
D
∇u · ∇v −
∫
∂D
k(σ)u(σ) · v(σ)dσ,
defines a continuous and coercive bilinear form on V and
b(u, v, w) =
∫
D
(u · ∇)v · w,
defines a continuous trilinear form on V . The following properties on a and
b will be used
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For arbitrary ǫ > 0 (see [15])∫
∂D
k(σ)|u(σ)|2dσ ≤ ǫ|∇u|2 + C(ǫ)|u|2.
and for all u, v, w ∈ V
b(u, v, w) = −b(u, w, v) and b(u, v, v) = 0.
Definition 1. We say that a stochastic process u(t, ω) is a weak solution for
(7) if
u(., ω) ∈ C([0, T ];H) ∩ L2(0, T ;V )
for P -a.e. ω ∈ Ω, such that for every t ∈ [0, T ] and every φ ∈ V , it satisfies
P -a.e. the equation
< u(t), φ > +
∫ t
0
a(u(s), φ)ds+
∫ t
0
b(u(s), u(s), φ)ds =
< u0, φ > +
∫ t
0
< f(s), φ > ds+ < W (t), φ > . (10)
Proposition 3. There exists a unique weak solution u(., ω) of the previous
Navier-Stokes equations. Moreover, for every function
ϕ(.) ∈ C([0, T ];H) ∩ L2(0, T ;V ) ∩H1(0, T ;V ′)
such that
ϕ(T ) = 0,
we have ∫ T
0
〈
u(s),
∂ϕ
∂s
(s) + (u(s) · ∇)ϕ(s)
〉
ds−
∫ T
0
a(u(s), ϕ(s))ds =
− < u0, ϕ(0) > −
∫ T
0
< f(s), ϕ(s) > ds+
∫ T
0
〈
W (s),
∂ϕ
∂s
(s)
〉
. (11)
Proof. The proof of the proposition above is based on a pathwise argument
through the change of variable z = u −W . Fix ω ∈ Ω, then the equation
(10) becomes{
< z˙, φ > +a(z, φ) + b(z +W, z +W,φ) =< f, φ > −a(W,φ),
z(0) = u0.
(12)
In particular, the proof will be based on the following steps:
6
1. An approximate solution zm of (12) will be constructed for example
through Faedo-Galerkin method. In particular, zm is uniquely deter-
mined.
2. Some a priori estimates will be performed on zm in L
2([0, T ];V )
⋂
W 1,2([0, T ];V ′).
3. The passage to the limit on m will be performed using classical com-
pactness arguments, see the appendix.
4. All the statements of the previous steps have been made for any given
ω. In this way, we know that the solution u corresponding to a given ω
is the limit (in the appropriate sense) of the entire sequence of Galerkin
approximation (thus we don’t need to work with subsequences depend-
ing on ω). Since these approximations are measurable in ω, the limit
function ω → u is also measurable.
5. The adaptedness of u is being obtained by a limiting procedure over
successive approximations that are adapted at each step (in particular
zm is an adapted process).
Proposition 4. Let β = ∇ ∧ u, where u is the solution of the previous
Navier-Stokes equations (hence in particular β ∈ L2((0, T )×D)). For every
function
ψ(.) ∈ C([0, T ];H10(D)) ∩ L
2(0, T ;H2(D)) ∩H1(0, T ;L2(D))
such that
ψ(T ) = 0,
we have∫ T
0
〈
β(s),
∂ψ
∂s
(s) + ∆ψ(s) + (u(s) · ∇)ψ(s)
〉
ds = − < ∇∧ u0, ψ(0) >
−
∫ T
0
< ∇∧ f(s), ψ > ds+
∫ T
0
〈
∇∧W (s),
∂ψ
∂s
(s)
〉
. (13)
Proof. We plug in particular ϕ = ∇⊥ψ, where ∇⊥ = (D2,−D1) in (11); we
obtain
∫ T
0
< u,
∂∇⊥ψ
∂s
> +
∫ T
0
< u, u · ∇∇⊥ψ > −
∫ T
0
a(u,∇⊥ψ) =
− < u0,∇
⊥ψ0 > −
∫ T
0
< f,∇⊥ψ > +
∫ T
0
< W,
∂∇⊥ψ
∂s
> . (14)
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Using the fact ψ|∂D = 0 and the integration by part for the first term on the
left hand side of the above inequality we obtain
< u,
∂∇⊥ψ
∂s
>= − < ∇∧ u,
∂ψ
∂s
> .
We apply an integration by part for the second term on the left hand side of
(14); we have
< u, u · ∇∇⊥ψ > =
∫
D
uiujDj(∇
⊥ψ)i
=
∫
D
uiujDjD
⊥
i ψ
= −
∫
D
D⊥i (uiuj)Djψ +
∫
∂D
uiujDjψn
⊥
i
= −
∫
D
(D⊥i ui)ujDjψ −
∫
D
ui(D
⊥
j ujDjψ
+
∫
∂D
uiuj)Djψn
⊥
i (15)
Another integration by part for the second term on the right hand side of
(15) yields that
∫
D
ui(D
⊥
j uj)Djψ = −
∫
D
Dj(ui(D
⊥
i uj))ψ +
∫
∂D
ui(D
⊥
i uj)ψnj
= −
∫
D
Djui(D
⊥
i uj)ψ −
∫
D
ui(DjD
⊥
i uj)ψ
+
∫
∂D
ui(D
⊥
i uj)ψnj . (16)
Because of
∇.u = 0,
the first and the second term on the right hand side of (16) are equal to zero
and we obtain ∫
D
ui(D
⊥
j uj)Djψ =
∫
∂D
ui(D
⊥
i uj)ψnj.
So that
< u, u · ∇∇⊥ψ >= − < β, u · ∇ψ > −
∫
∂D
(
ui(D
⊥
i uj)ψnj − uiujDjD
⊥
i ψn
⊥
i
)
.
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Since we have the following hypothesis on the boudary ∂D
u · n|∂D = 0, and ∇
⊥ψ · n|∂D = 0,
we have∫
∂D
(
ui(D
⊥
i uj)ψnj − uiujDjD
⊥
i ψn
⊥
i
)
=
∫
∂D
u · n (u1D2ψ −D1ψu2) = 0,
which implies that
< u, u · ∇∇⊥ψ >= − < β, u · ∇ψ > .
We apply the integration by part twice for the third term on the left hand
side of (14), we get
a(u,∇⊥ψ) =
∫
D
DiujDiD
⊥
j ψ −
∫
∂D
ku · ∇⊥ψ
= −
∫
D
ujD
2
iD
⊥
j ψ +
∫
∂D
(
ujDiD
⊥
j ψni − ku · ∇
⊥ψ
)
=
∫
D
D⊥j ujD
2
iψ
+
∫
∂D
(
ujDiD
⊥
j ψni − ujD
2
i ψn
⊥
j − kujD
⊥
j ψ
)
. (17)
Since u · n = 0 on ∂D, we have:
∂
∂xτ
(nτuτ + nNuN) = 0.
We have also
(DNψ)nτ − (Dτψ)nN = 0.
Using (8) and the above boundary conditions, the last boundary integral in
(17) is equal to zero.
It remains to apply the integration by part for the integrals in the right hand
side of (14) to have the result.
Remark 1. When a function β ∈ L2(0, T )×D) satisfies the previous varia-
tional equation given in Proposition 4, then we call it a generalized solution
of the following equations
∂β
∂t
+ (u · ∇)β = ν∆β +∇∧ f + ∂∇∧W
∂t
, in (0, T )×D
β = 0, on (0, T )× ∂D
β|t=0 = ∇ ∧ u0, in D
(18)
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In particular in (18), β = ∇ ∧ u. Now, let us state the uniqueness of
generalized solutions of (18)
Proposition 5. There exists a unique generalized solution β ∈ L2 ((0, T )×D)
of the previous equation (18).
Proof. Assume that β ′ and β ′′ are generalized solutions, and set β = β ′−β ′′.
Then β is a generalized solution with data equal to zero, i.e. it satisfies∫ T
0
〈
β(s),
∂ψ
∂s
(s) + ν∆ψ(s) + (u(s) · ∇)ψ(s)
〉
ds = 0,
for all ψ(.) as in Proposition 4. Now using Lemma 18, when ψ(.) varies,
the expression ∂ψ
∂s
(s) + ν∆ψ(s) + (u(s) · ∇)ψ(s) describes a dense set in
L2((0, T )×D) (in fact the whole space). Hence,∫ T
0
〈
β(s), ψ˜(s)
〉
ds = 0,
for an arbitrary ψ˜ ∈ L2((0, T )×D) which implies that β = 0.
Proposition 6. The solution β given by Proposition 4 satisfies
β ∈ C
(
[0, T ];L2(D)
)
∩ L2
(
0, T ;H10(D)
)
.
Moreover, it satisfies
‖ β ‖C([0,T ];L2(D))≤ C, (19)
where the constant is independent of ν (it depends on W and u0).
Proof. We prove that there exists a solution β of equation (18) with such
regularity. Since it is automatically a generalized solution (as it can be
verified as Proposition 4), it coincides with the generalized solution given by
Proposition 5.
Setting formally z = β −∇ ∧W we get the equation
∂z
∂t
+ (u · ∇)z = ν∆z + g, in (0, T )×D
z = 0, on (0, T )× ∂D
z|t=0 = v0, in D
(20)
where
g = ∇∧ f − (u · ∇)(∇∧W ) + ν∆(∇ ∧W ).
Since ∇ ∧ u0 ∈ L
2(D) and g ∈ L2(0, T ;H−1(D)), there exists a unique
solution
z ∈ C
(
[0, T ];L2(D)
)
∩ L2
(
0, T ;H10(D)
)
∩H1
(
0, T ;H−10 (D)
)
.
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By Lemma 18, it is strightforward to see that β := z +∇ ∧W is a solution
of the first equation of (44) and has the regularity required by the previous
proposition. Moreover, since
∫
D
((u · ∇)z)z = 0
1
2
d
dt
|z|2L2(D) =
∫
D
(ν∆z + g − (u · ∇)z)∆z
= −ν|z|2H1(D) + C|z|L2(D)|g|L2(D).
Hence for all t ∈ [0, T ],
|z(t)|2L2(D) ≤ |∇ ∧ u0|
2
L2(D) + C(
∫ T
0
|z(s)|2L2(D)ds+
∫ T
0
(|∇ ∧ f(s)|2L2(D)
+ |∇∇ ∧W (s)|L∞(D)|u(s)|L2(D) + |∆∇∧W (s)|
2
L2(D))ds).
Using Gronwall’s Lemma and some previous estimates completes the proof.
Proposition 7. The solution u given by proposition 3 satisfies
u ∈ C
(
[0, T ];H1(D)
)
∩ L2
(
0, T ;H2(D)
)
.
Moreover, it satisfies
‖ u ‖C([0,T ];H1(D))≤ C
where the constant is independent of ν.
Proof. Observe that since ∇ · u = 0, u satisfies the following elliptic system
∆u = −∇⊥β,
β|∂D = 0,
u · n|∂D = 0.
(21)
We multiply the first equation of (21) by u and integrate over D. Since
β|∂D = 0, we obtain
|∇u|2L2(D) =
∫
∂D
∇u · u · n+ < β,∇∧ u > . (22)
For an arbitrary ǫ > 0 we have (see [15])∫
∂D
∇u · u · n ≤ ǫ|∇u|2L2(D) + C(ǫ)|u|
2
L2(D),
Which yields that
|∇u|2L2(D) ≤ C
(
|β|2L2(D) + |u|
2
L2(D)
)
. (23)
The result follows from Proposition 3, (19) and (23).
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3.3 Proof of the main results
We are now able to proof the main results of the previous section
3.3.1 Proof of Theorem 1 (Existence)
Let us emphasize again that the path of the Brownian motionW is given and
that our arguments are ω-wise (hence purely deterministic). In particular,
our statements about uniform boundedness have to be understood ω-wise.
From Proposition 7, we have that uν weak solution of Navier Stokes equa-
tions (7) is uniformly bounded in L∞(0, T ; [H1(D)]2) so in L∞(0, T ;V ). This
implies in particular that
lim
ν→0
a(uν , φ) = 0, ∀φ ∈ V. (24)
Since uν satisfies (10), uν remains bounded in L
2(0, T ;V ′). The embedding
V ⊂ H being compact, this implies that we can extract from uν a subse-
quence (also called uν) which converge weakly in L
2(0, T ;V ) and strongly in
(L2([0, T ]×D))
2
(use Lemma 16). On the other hand u′ν converge weakly in
L2(0, T ;V ); we deduce that u ∈ C([0, T ];H) (see [18]) and verifies that
u(0) = u0. (25)
From strong convergence of uν in L
2([0, T ]×D) we deduce that
lim
ν→0
< (uν · ∇)uν , φ >=< (u · ∇)u, φ > ∀φ ∈ V. (26)
It follows from (24), (25) and (26) that the limit u is solution of (6).
The measurability of u follows from using Lemma 19 with the choice of
X =
{
x ∈ C
(
[0, T ];
[
H4(D)
]2
∩ V
)
, ∇∧ x = 0 on(0, T )× ∂D
}
and
Y = C([0, T ];H) ∩ L2([0, T ];V ).
Finally, the adaptedness of the process u follows from a limiting procedure
of adapted processes.
3.3.2 Proof of Theorem 2 (Uniqueness)
Let us set Q = [0, T ]×D. Then, we have the following Lemma
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Lemma 8. Under the assumptions of Theorem 2, uν and its limit u are
in Xp = L
∞(0, T ; (W 1,p(D))2) (1 ≤ p < ∞). Besides uν and u satisfy the
following inequality
|u|Xp ≤ Cp(|∇ ∧ u0|L∞(D) + |u0|L∞(0,T ;V ) + |∇ ∧ f |L∞(Q)
+ |∆∇∧W |L∞(Q) + |f |L∞(0,T ;V )). (27)
Proof. uν ∈ L
∞(0, T ;V ) (Proposition 7). Using an embedding theorem, uν
remains bounded in L∞(0, T ; [L4(D)]2). On the other hand zν = βν −∇∧W
is solution of (20), where βν = ∇∧uν . We multiply the first equation of (20)
by |zν |
2zν and integrate over D we obtain
1
4
d
dt
∫
D
|zν |
4 + ν
∫
D
(∇zν)
2|zν |
2 =
∫
D
(∇∧ f)|zν |
2zν + ν
∫
D
(∆∇ ∧W )|zν |
2zν
+
∫
D
(uν · ∇)zν |zν |
2zν −
∫
D
(uν · ∇)(∇∧W )|zν |
2zν (28)
Using Ho¨lder’s inequality for the terms in the right hand side of (28) and
then the Gronwall’s Lemma we obtain that
sup
0<t<T
|zν(t)|
4
L4(D) ≤ (|z0|
4
L4(D)
+
∫ T
0
(
|∇ ∧ f |4L4(D) + |∆∇ ∧W |
4
L4(D) + |∇∇ ∧W |
4
L∞(D)|uν|
4
L4(D)
)
)eT .
Under the hypothesis of the Lemma, it yields that βν ∈ L
∞(0, T ;L4(D)).
Using the system (21) which is elliptic, we deduce that uν ∈ L
∞(0, T ;W 1,4(D))
which implies by Sobolev theorem that uν ∈ L
∞(Q). Now we apply the max-
imum principle for zν solution of (20); we get
|zν |L∞(Q) ≤ C(|∇ ∧ u0|L∞(D) + |∇ ∧ f |L∞(Q)
+|∆∇∧W |L∞(Q) + |(uν · ∇)∇ ∧W |L∞(Q)). (29)
As in [1], using the system (21) and in virtue of (29), we obtain the following
estimate
|uν|Xp ≤ Cp(|∇ ∧ u0|L∞(D) + |∇ ∧ f |L∞(Q) + |∆∇∧W |L∞(Q)
+|(uν · ∇)∇∧W |L∞(Q) + |uν|[Lp(Q)]2), (30)
where C is a constant independent of ν. According to the hypothesis of the
Lemma and following the argument of [1], we obtain (27) for uν . Passing to
the limit on ν, we obtain the same estimate for u.
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Lemma 9. We have
|v|Lp(D) ≤ Cp
1/2|v|H1(D), for 2 ≤ p <∞, v ∈ H
1(D). (31)
Proof: See [12]
Let us assume that u′ and u′′ are generalized solutions of (2) with the
same initial data and the same external body force and set u = u′−u′′, then
u is a generalized solution with data equal to zero i.e. it satisfies{
< u′, ϕ > + < (u. · ∇)u, ϕ >= 0, ∀ϕ ∈ V
u(0) = 0.
(32)
In particular for ϕ = u, we have
d
dt
|u|2[L2(D)]2 = −2 < (u. · ∇)u, u >
= < (u. · ∇)u′, ϕ >
= −2
∫
D
(u. · ∇)u · u.
By Ho¨lder’s inequality we have
d
dt
|u|2[L2(D)]2 ≤ 2|∇u
′|[Lp(D)]2 |u|
2
[L2p′(D)]2
,
1
p
+
1
p′
= 1.
Using the estimate (27), we obtain
d
dt
|u|2[L2(D)]2 ≤ Cp|u|
2
[L2p′(D)]2
.
Now using an interpolation result we obtain
|u|[L2p′(D)]2 ≤ |u|
1−λ
[L2(D)]2 |u|
λ
[Lp(D)]2 , λ =
1
p− 2
≤ 1, 3 ≤ p <∞.
Hence, we have
d
dt
|u|2λ[L2(D)]2 = λ|u|
2λ−2
[L2(D)]2
d
dt
|u|2[L2(D)]2
≤ λ|u|2λ−2[L2(D)]2Cp|u|
2
[L2p′(D)]2
≤ λCp|u|2λ[Lp(D)]2 . (33)
Using Lemma 9 and λ = 1
p−2
and u(0) = 0, then the integration of (33) leads
to the estimate
|u(t)|[L2(D)]2 ≤ (Ct)
p−2
2 (
p
p− 2
)
p−2
2 (Cp)
1
2 . (34)
Suppose now that t is so small that Ct < 1. If we let p → ∞, then
(Ct)
p−2
2 (Cp)
1
2 → 0 while ( p
p−2
)
p−2
2 remains bounded. Hence u(t) = 0 if
Ct < 1. We repeat the argument in order to cover the whole interval [0, T ]
so that the uniqueness is proved. This completes the proof of Theorem 2.
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4 The stochastic Euler equation with multi-
plicative noise
All the results of this section can be found in [4].
4.1 Preliminaries
Let H, V the spaces previously defined. Let K be another separable Hilbert
space and let W (t) be a cylindrical Wiener process with values in K, defined
on the stochastic basis (Ω,F , {Ft}t≥0 , P ) (with the expectation E). Let
a(·, ·) and b(·, ·, ·) the bilinear and trilinear forms previously defined.
Let us set
D(A) =
{
u ∈ V ∩ (H2(D))2,∇∧ u = 0
}
,
and define the linear operator A : D(A) −→ H , as < Au, v >= a(u, v). We
define the bilinear operator B(u, v) : V × V −→ V ′, as < B(u, v), z >=
b(u, v.z) for all z ∈ V . By the incompressibility condition we have
< B(u, v), v >= 0, < B(u, v), z >= − < B(u, z), v > .
B can be extended to a continuous operator
B : H ×H −→ D(A−α)
for certain α > 1.
In place of equations (1) we will consider the abstract stochastic evolution
equation {
du(t) +B(u(t), u(t))dt = f(t)dt+G(u)dW
u(0) = u0,
(35)
for t ∈ [0, T ].
4.2 Assumptions and main results
Let assume that
(H) u0 ∈ V and f ∈ L
∞([0, T ], V ),
and
G(u)dW (x, t) =
∞∑
i=1
C iu(x, t)
dβi(t)
dt
,
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where {βi} are independent Brownian motions, {C i} ⊂ L(V,H) are linear
operators satisfying for some positive real numbers λ0, λ1, λ2, C
∞ scalar
fields {ci} and {bi} in D¯
(G1)

C iu(x, t) = ci(x)u(x, t) + bi(x),∑∞
i=1 |C
iu|2 ≤ λ0(|u|
2 + 1),∑∞
i=1 |∇ ∧ (C
iu)|2 ≤ λ1|∇ ∧ u|
2 + λ2(|u|
2 + 1).
For simplicity of computations, instead of (G1), we will consider the operator
C iu(x, t) = ci(x)u(x, t) and the condition (G1) becomes
(G1)′
{ ∑∞
i=1 |C
iu|2 ≤ λ0|u|
2,∑∞
i=1 |∇ ∧ (C
iu)|2 ≤ λ1|∇ ∧ u|
2 + λ2|u|
2.
Definition 2. Let u0 ∈ V . We say that there exists a martingale solution
of the equation (35) if there exists a stochastic basis (Ω,F , {F}t∈[0,T ] , P ), a
cylindrical Wiener process W on the space K and a progressively measurable
process u : [0, T ]× Ω→ H, with P -a. s. paths
u(., ω) ∈ C([0, T ], D(A−α)) ∩ L∞(0, T ;H) ∩ L2(0, T ;V )
such that P -a.s. the identity
< u(t), v > +
∫ t
0
< B(u(s), u(s)), v > ds =< u0, v >
+
∫ t
0
< f(s), v > ds+ <
∫ t
0
G(u(s))dW (s), v >
holds true for all t ∈ [0, T ] and all v ∈ D(Aα).
Theorem 10. Under the assumption (H) and (G1), there exists a martin-
gale solution to the equation (1).
4.3 Proof of Theorem 10
The proof of Theorem 10 will be achieved following two steps. First, for a
fixed ν > 0, we introduce an approximating system (the modified Navier-
Stokes system). Then, through some uniform estimates in ν, we pass to
the limit getting a weak solution in a probabilistic sense. This is achieved by
means of the Prokhorov and Skorohod Theorems followed by a representation
theorem for martingales.
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4.3.1 Navier-Stokes equations and a priori estimates
Let us consider for ν > 0 the system{
du(t) + νAu +B(u(t), u(t))dt = f(t)dt+G(u)dW
u(0) = u0,
(36)
for t ∈ [0, T ]. Under the assumptions (H) and (G1), system (36) has a
strong solution uν ∈ L
2(Ω;C([0, T ];V )) see [8]
Lemma 11. There exists a positive constant C(p) independent of ν such that
for each p ≥ 2
E( sup
0≤s≤t
|uν(s)|
p) ≤ C(p), (37)
Proof. By Itoˆ formula, for p ≥ 2 we have
d|uν(t)|
p ≤ p |uν(t)|
p−2 < uν, duν >
+ (1/2)p(p− 1)|uν(t)|
p−2
∞∑
i=1
|C iuν |
2dt.
Since < B(uν, uν), uν >= 0 and using the hypothesis (G1)’ we have
d|uν(t)|
p + νp|uν(t)|
p−2|∇uν|
2 ≤ νp|uν(t)|
p−2(
∫
∂D
k|uν |
2)dt
+ p|uν(t)|
p−2 < f, uν > dt+ (1/2)λ0p(p− 1)|uν(t)|
pdt
+ p|uν(t)|
p−2
∞∑
i=1
< C iuν , uν > dβ
i(t).
On the other hand, for an arbitrary ǫ > 0∫
∂D
|uν |
2 ≤ ǫ|∇uν|
2 + C(ǫ)|uν|
2,
and by Ho¨der inequality, for an arbitrary ǫ1 > 0
|uν(t)|
p−2 < f, uν > ≤ |uν(t)|
p−2|f ||uν|
≤ |uν(t)|
p−2(
1
2
|f |2 +
1
2
|uν|
2)
≤
1
2
|uν(t)|
p +
1
2
|uν(t)|
p−2|f |2
≤
1
2
(1 + ǫ1(p− 2)/p) |uν(t)|
p +
1
pǫ
(p−2)/2
1
|f |p.
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Thus,
d|uν(t)|
p + νp(1− ǫ)|uν(t)|
p−2|∇uν |
2dt ≤
1
pǫ
(p−2)
2
1
|f |p
+
(
νpCǫ +
p
2
(
1 +
ǫ1(p− 2)
p
))
|uν(t)|
pdt
+ p|uν(t)|
p−2
∞∑
i=1
< C iuν , uν > dβ
i(t).
Now we integrate between 0 and t and take the supremum on t and integrate
over Ω, we obtain
E( sup
0≤s≤t
|uν(t)|
p) ≤ C
∫ t
0
E( sup
0≤s≤r
|uν(s)|
p)dr
+ C
∫ t
0
E|f |pds+
∞∑
i=1
pE
(
sup
0≤s≤t
∫ s
0
|uν(r)|
p−2 < C iuν , uν > dβ
i(r)
)
.
By Burkho¨lder-Davis-Gundy inequality, for some constant C we have
∞∑
i=1
E
(
sup
0≤s≤t
∫ s
0
|uν(r)|
p−2 < C iuν , uν > dβ
i(r)
)
≤
CE
(∫ t
0
|uν(r)|
2p−2
∞∑
i=1
|C iuν |
2dr
)1/2 ≤
CE
(
sup
0≤s≤t
|uν(s)|
p/2
(∫ t
0
λ0|uν(r)|
pdr
)1/2)
.
By Gronwall Lemma we get (37).
Lemma 12. There exists a positive constant C independent of ν such that
E
(
sup
0≤s≤t
‖ uν(s) ‖
p
)
≤ C, (38)
Proof. Since ξν = ∇∧uν . We apply the curl to the equation (36), we get for
t ∈ [0, T ]
dξν + νAξνdt+∇∧ B(uν , uν)dt = ∇∧ fdt+
∞∑
i=1
∇∧ (C iuν)dβ
i(t). (39)
Now, similar computations using the Itoˆ formula and then the elliptic
system (21) yields the required estimate.
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4.3.2 Tightness and the limit problem
Proposition 13. The family {L(uν)}ν is tight in L
2(0, T ;H)∩C([0, T ];D(A−σ/2)),
for some σ > 1.
Proof. We decompose uν as
uν(t) = Pnu0 − ν
∫ t
0
Auν(s)−
∫ t
0
B(uν(s), uν(s))
+
∫ t
0
f(s) +
∞∑
i=1
∫ t
0
C iuν(s)dβ
i(s)
= J1 + ... + J5. (40)
In the sequel, C denotes and arbitrary positive constant independent of ν.
We have
E|J1|
2 ≤ C.
From (38)
E ‖ J2 ‖
2
W 1,2(0,T ;V ′)≤ C,
E ‖ J4 ‖
2
W 1,2(0,T ;V ′)≤ C.
Using Lemma 15, assumption (G1)’ and the estimate (37) we have
E ‖ J5 ‖
2
W γ,2(0,T ;H)≤ C
for γ ∈ (0, 1/2).
Since α > 1, D(Aα/2) ⊂ (L∞(D))2 so that
| < B(u, u), v > | ≤ C|u| ‖ u ‖ |Aα/2v|, u ∈ V, v ∈ D(Aα/2)
for some constant C > 0. Hence, we have
‖ J3 ‖
2
W 1,2(0,T ;D(A−α/2))≤ C sup
0≤t≤T
|uν(t)|
2
∫ T
0
‖ uν(s) ‖
2 ds.
In virtue of (37) and (38), we obtain that
E ‖ J3 ‖
2
W 1,2(0,T ;D(A−α/2))≤ C.
Clearly for γ ∈ (0, 1/2), W 1,2(0, T ;D(A−α/2)) ⊂ W γ,2(0, T ;D(A−α/2)). Col-
lecting all the previous inequalities we get that
E ‖ uν ‖W γ,2(0,T ;D(A−α/2))≤ C, (41)
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for γ ∈ (0, 1/2) and α > 1.
By (38) and (41), we have that the laws of uν denoted by L(uν) are
bounded in probability in
L2(0, T ;V ) ∩W γ,2(0, T ;D(A−α/2)).
Using Lemmas 16 and 17, we deduce that {L(uν)} is tight in L
2(0, T ;H) ∩
C([0, T ];D(A−σ/2)) for σ > α.
We conclude the existence of martingale solutions for system (35) by using
the Skorohod theorem and a representation theorem for martingales.
5 Stochastic Euler equation with multiplica-
tive noise in Banach spaces
The results of this section are due to [7] where the techniques used are similar
to Section 4. For simplicity, we will assume that f = 0. Let us assume
through this section that G is a continuous mapping from H1,2 ∩ H1,q into
L2(K;W
1,2) ∩ R(K;W 1,q) such that
‖G(u)‖L2(K;W 1,2) ≤ C(1 + ‖u‖) (42)
and
‖G(u)‖R(K;W 1,q) ≤ C(1 + ‖u‖H1,q). (43)
Definition 3. Assume that u0 ∈ H
1,2 ∩H1,q for q ∈ [2,∞) and that G is
a continuous mapping from H1,2 ∩H1,q into L2(K;W
1,2) ∩R(K;W 1,q).
A martingale H1,2 ∩H1,q-valued solution to the stochastic Euler equation
(1) is a triple consisting of a filtered probability space (Ω,F , {F}t∈[0,T ] , P ),
and Ft-adapted cylindrical Wiener process W (t), t ≥ 0 on K and an Ft-
adapted measurable H1,2 ∩H1,q-valued process u(t), t ≥ 0 such that
1. for every p ∈ [1,∞), u ∈ Lp(Ω;L∞(0, T ;H1,2 ∩H1,q)),
2. for all φ ∈ D(A) and t ∈ [0, T ], one has a.s.
< u(t), φ >=< u0, φ > +
∫ t
0
< u(s)·∇φ, u(s) > ds+
∫ t
0
< G(u(s))dW, φ > .
Theorem 14. Let q ∈ [2,∞) and assume that the mapping G defined previ-
ously satisfies the assumption (42) and (43). Then for any u0 ∈ H
1,2 ∩H1,q
there exists a martingale H1,2 ∩H1,q-valued solution to the system (1).
Proof. See [7].
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6 Appendix
For any Progressively measurable process f ∈ L2(Ω×[0, T ];L2(K,H)) denote
by I(f) the Ito integral defined as
I(f)(t) =
∫ t
0
f(s)dw(s), t ∈ [0, T ].
I(f) is a progressively measurable process in L2(Ω× [0, T ];H).
Lemma 15. Let p ≥ 2 and γ < 1/2 be given. Then for any progressively
measurable process f ∈ L2(Ω× [0, T ];L2(K,H)), we have
I(f) ∈ Lp(Ω;W γ,2(0, T ;H))
and there exists a constant C(p, γ) > 0 independent of f such that
E ‖ I(f) ‖pW γ,2(0,T ;H)≤ C(p, γ)E
∫ T
0
‖ f ‖pL2(K;H) dt.
Proof. see [10].
Theorem 16. Let B0 ⊂ B ⊂ B1 be Banach spaces, B0 and B1 reflexive with
compact embedding of B0 in B1. Let p ∈ (1,∞) and γ ∈ (0, 1) be given. Let
X be the space
X = Lp(0, T ;B0) ∩W
γ,2(0, T ;B1)
endowed with the natural norm. Then the embedding of X in Lp(0, T ;B0) is
compact.
Proof. [10].
Theorem 17. Let B1 and B˜ two Banach spaces such that B1 ⊂ B˜ with
compact embedding. If the real numbers γ ∈ (0, 1) and p > 1 satisfy
γp > 1
then the space W γ,2(0, T ;B1) is compactly embedded into C([0, T ]; B˜).
Proof. [10].
Lemma 18. Let v0 ∈ H
1
0 (D) and g ∈ L
2 ((0, T )×D) and assume that u is
given such that u ∈ L2(0, T ; [H1(D)]2). Then the following equation
∂v
∂t
+ (u · ∇)v = ν∆v + g, in (0, T )×D
v = 0, on (0, T )× ∂D
v|t=0 = v0, in D
(44)
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has a unique solution
v ∈ C([0, T ];H10(D)) ∩ L
2(0, T ;H2(D)) ∩H1(0, T ;L2(D)).
Assuming only v0 ∈ L
2(D) and g ∈ L2(0, T ;H−1(D)), it has a unique solu-
tion
v ∈ C([0, T ];L2(D)) ∩ L2(0, T ;H10(D)) ∩H
1(0, T ;H−1(D)).
Proof. Step 1. We have the following a priori estimates:
1
2
d
dt
|v|2L2(D) =
∫
D
(ν∆v + g − (u · ∇)v)v
≤ −ν|v|2H1(D) +
ν
4
|v|2H1(D) + C0|g|
2
H−1(D)
+C1|v|H1(D)|v|L4(D)|u|[L4(D)]2
and
|v|H1(D)|v|L4(D)|u|[L4(D)]2 ≤
ν
4
|v|2H1(D)
+C2|v|L2(D)|v|H1(D)|u|[L2(D)]2 |u|[H1(D)]2
≤
ν
2
|v|2H1(D) + C3|v|
2
L2(D)|u|[L2(D)]2 |u|[H1(D)]2
so that
1
2
d
dt
|v|2L2(D) −
ν
4
|v|2H1(D) ≤ C0|g|
2
H−1(D) + C4|v|
2
L2(D)|u|[L2(D)]2 |u|[H1(D)]2 .
Whence (by Gronwall lemma and again by the same inequality, using the
regularity of u which implies that |u|[L2(D)]2 |u|[H1(D)]2 ∈ L
1(0, T ))
sup
t∈[0,T ]
|v(t)|2L2(D) <∞,
∫ T
0
|v(s)|2H1(D)ds <∞.
Proving these estimates for classical Galerkin approximation and passing
to the limit in the classical way, we prove that there exists a solution
v ∈ C([0, T ];L2(D)) ∩ L2(0, T ;H10(D)) ∩H
1(0, T ;H−1(D)).
The uniqueness is proved by the very similar estimates.
Step 2. We have the following additional a priori estimate
1
2
d
dt
|∇v|2L2(D) = −
∫
D
(ν∆v + g − (u · ∇)v)∆v
≤ −ν|∆v|2L2(D) +
ν
4
|∆v|2L2(D) + C5|g|
2
L2(D)
+ C6|∆v|L2(D)|v|W 1,4(D)|u|[L4(D)]2
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and
|∆v||v|W 1,4(D)|u|[L4(D)]2 ≤
ν
4
|∆v|2L2(D)
+ C7|v|H1(D)|v|H2(D)|u|[L2(D)]2 |u|[H1(D)]2
≤
ν
2
|∆v|2L2(D) + C8|v|H1(D)|u|[L2(D)]2 |u|[H1(D)]2
so that
1
2
d
dt
|∇v|2L2(D) −
ν
4
|∆v|2L2(D) ≤ C5|g|
2
L2(D) + C9|∇v|L2(D)|u|[L2(D)]2 |u|[H1(D)]2 .
Whence (as in step 1)
sup
[0,T ]
|∇v|2[L2(D)]2 <∞,
∫ T
0
|∆v|2L2(D)ds <∞.
Proving these estimates for classical Galerkin approximations and passing to
the limit in the classical way, we prove that the solution of step 1 satisfies
the regularity required by the lemma.
Lemma 19. Let X and Y be two separable Banach spaces and Λ a multiple-
valued mapping from X to the set of nonempty closed subsets of Y , the graph
of Λ being closed.
Then Λ admits a universally Radon measurable section, i.e., there exists a
mapping L from X to Y , such that
L(x) ∈ Λ(x) ∀x ∈ X,
and L is measurable for any Radon measure defined on the Borel sets of X.
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