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PIECEWISE SMOOTH STATIONARY EULER FLOWS WITH
COMPACT SUPPORT VIA OVERDETERMINED BOUNDARY
PROBLEMS
MIGUEL DOMI´NGUEZ-VA´ZQUEZ, ALBERTO ENCISO, AND DANIEL PERALTA-SALAS
Abstract. We construct new stationary weak solutions of the 3D Euler equa-
tion with compact support. The solutions, which are piecewise smooth and
discontinuous across a surface, are axisymmetric with swirl. The range of
solutions we find is different from, and larger than, the family of smooth sta-
tionary solutions recently obtained by Gavrilov and Constantin–La–Vicol; in
particular, these solutions are not localizable. A key step in the proof is the
construction of solutions to an overdetermined elliptic boundary value problem
where one prescribes both Dirichlet and (nonconstant) Neumann data.
1. Introduction
In two dimensions, it is easy to construct stationary solutions with compact
support to the incompressible Euler equation
(1.1) ∂tu+ u · ∇u+∇p = 0 , div u = 0 .
For instance, an explicit C∞ stationary Euler flow supported in the unit disk D is
given by the stream function ψ := e1/(|x|
2−1) 1D(x), which determines the velocity
field as u = ∇⊥ψ.
The question of whether there are stationary Euler flows of compact support in
three dimensions is much harder, and has attracted much recent attention. In the
important particular case that the stationary Euler flow is a generalized Beltrami
field, Nadirashvili [9] and Chae–Constantin [1] have shown that no compactly sup-
ported solutions exist, and that in fact there are not even any generalized Beltrami
fields with finite energy. It is also known that axisymmetric stationary Euler flows
of compact support without swirl do not exist [8]. In contrast, it has long been
known that there exist C1,α stationary Euler flows whose vorticity is compactly
supported [6]. Weak stationary Euler flows in L∞ of compact support can also be
constructed with the convex integration technique developed in [2].
A major recent breakthrough was Gavrilov’s construction of compactly sup-
ported stationary Euler flows in three dimensions [7], which are axisymmetric and
of class C∞. More concretely, these solutions are of the form
(1.2) u = G(pR)uR , p =
∫ pR
0
G(q)2 dq ,
where (uR, pR) are certain concrete functions depending on a positive parameter R
that solve the stationary Euler equation in a toroidal domain, and G is an essentially
arbitrary function of one variable (compactly supported). Slightly more general
solutions can be constructed using the same method.
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These solutions have been revisited and put in a broader context using the per-
spective of the Grad–Shafranov equation by Constantin, La and Vicol [3], which
allowed them to develop nontrivial applications to other equations of fluid mechan-
ics as well. As stressed by these authors, the key property of these solutions is that
they are localizable, meaning that the pressure is constant along the stream lines
of the flow: uR · ∇pR = 0 (which in turn implies that u · ∇p = 0).
Our objective in this paper is to derive a different approach to the construction
of stationary Euler flows with compact support. The solutions we construct are
very different from those obtained by Gavrilov and Constantin–La–Vicol: they are
piecewise smooth stationary weak solutions with axial symmetry, and they are not
localizable. Each stationary solution we construct is bounded (with bounded vor-
ticity) and supported on a toroidal domain with a smooth boundary; the flow is
smooth in the interior of this domain (up to the boundary) and possibly discontin-
uous across the boundary. As we will make precise below, this approach yields a
wide range of axisymmetric Euler flows of compact support.
Our construction of stationary Euler flows with compact support is based on
showing the existence of nontrivial solutions to a boundary value problem for an
elliptic equation where both Dirichlet and Neumann data are prescribed. This kind
of boundary problems are usually called overdetermined .
To see how overdetermined boundary problems appear in this context, let us start
by recalling the Grad–Shafranov formulation of the axisymmetric Euler equation
in three dimensions. This consists in writing an axisymmetric solution to the Euler
equation in cylindrical coordinates (in terms of the orthonormal basis {ez, er, eϕ})
as
(1.3) u =
1
r
[∂rψ ez − ∂zψ er + F (ψ) eϕ] ,
where the function ψ(r, z) satisfies the equation
(1.4) Lψ = r2H ′(ψ)− 1
2
(F 2)′(ψ)
for some function H . The pressure is then given by
(1.5) p = H(ψ)− 1
2r2
[|∇ψ|2 + F (ψ)2]
and we have set
(1.6) Lψ := ∂rrψ + ∂zzψ − 1
r
∂rψ .
The functions F and H can be picked freely.
The first observation of this paper, which explains why we are interested in
overdetermined boundary problems in this context, is the following:
Lemma 1.1. Let Ω be a C2 bounded domain whose closure is contained in the half-
space {(r, z) ∈ R2 : r > 0}. Suppose that there is a function ψ ∈ C2(Ω) satisfying
Equation (1.4) in Ω and the boundary conditions
ψ|∂Ω = 0 ,(1.7)
(∂νψ)
2 + F (0)2
r2
∣∣∣∣
∂Ω
= c ,(1.8)
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where c is a constant, and ν is a unit normal field on ∂Ω. Then the vector field u
defined by (1.3) inside Ω and as u := 0 outside Ω is a weak solution of the Eu-
ler equation, the pressure being given by (1.5) inside Ω and by p := H(0) − c/2
outside Ω.
Therefore, the key step of our construction of stationary Euler flows with compact
support is to show the existence of nontrivial solutions to a (non-standard) overde-
termined boundary problem for a certain semilinear elliptic equation in two vari-
ables. While the investigation of overdetermined boundary value problems traces
back to Serrin’s seminal paper [11] in 1971, until very recently the literature on
overdetermined boundary problems was essentially limited to proofs that solutions
need to be radial in cases that could be handled using the method of moving planes.
However, in two surprising papers, Pacard and Sicbaldi [10] and Delay and
Sicbaldi [4] proved the existence of extremal domains with small volume for the
first eigenvalue λ1 of the Laplacian in any compact Riemannian manifold, which
guarantees the existence of solutions to a certain overdetermined problem for the
linear elliptic operator ∆ + λ1 in a domain with both zero Dirichlet data and con-
stant Neumann data. Very recently we managed to show the existence of nontrivial
solutions, still with the same Dirichlet and Neumann data, for fairly general semi-
linear elliptic equations of second order with possibly nonconstant coefficients [5].
Our strategy here is to start by tweaking the proof of this result to accomodate to
the non-standard boundary condition we must impose.
The main difficulty to solve Equation (1.4) with the overdetermined boundary
conditions (1.7) and (1.8) is that the Neumann data depend on the point of the
boundary ∂Ω, a situation that was not considered in our paper [5]. The technique
used there is based on a variational technique that relates the existence of overde-
termined solutions with the critical points of certain functional, a strategy that is
successful only for constant boundary data. Roughly speaking, the gist of the ar-
gument is that the overdetermined condition with constant data is connected with
the local extrema for a natural energy functional, restricted to a specific class of
functions labeled by points in the physical space. This fact ultimately permits to
derive the existence of solutions from the fact that a continuous function attains
its maximum on a compact manifold. We do not know of an analog of this fact for
the nonconstant boundary conditions considered in this paper. Instead, we rely on
a new, hands-on approach to the problem that results in a flexible, very explicit
existence theorem:
Theorem 1.2. Consider any functions F˜ ,H ∈ Cs((−1, 0]) satisfying
F˜ (0) = 0 , F˜ ′(0) < 0 , H ′(0) > 0 ,
where s > 2 is not an integer. Then the following statements hold:
(i) For each small enough ε > 0 and any large enough R > 0, there exists
a nontrivial, piecewise Cs, axisymmetric stationary Euler flow of compact
support u of the form described in Lemma 1.1 for a suitable Cs+1 planar
domain ΩR,ε.
(ii) The domain ΩR,ε is a small deformation of a disk of radius ε centered at
the point (R, 0) of the (r, z)-plane.
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(iii) The functions that define the solution are
(1.9) F (ψ) := [ε2FR + F˜ (ψ)]
1/2
and H(ψ), where FR is a positive constant depending on R.
(iv) The function ψ, which is of class Cs+1 in ΩR,ε up to the boundary, is
approximately radial. Moreover, ε2FR + F˜ ◦ ψ > 0, F ◦ ψ > 0 and H ◦ ψ
are of class Cs in ΩR,ε.
Remark 1.3. In fact, the value of the constants and the structure of the solutions
is completely explicit:
(i) R must be larger than [− 32 F˜ ′(0)/H ′(0)]1/2.
(ii) The boundary of ∂ΩR,ε is the curve defined by an equation of the form
z2 + (r −R)2 − ε2 = O(ε3).
(iii) The constant FR is
FR :=
1
16
[
H ′(0)R2 − 1
2
F˜ ′(0)
] [
H ′(0)R2 +
3
2
F˜ ′(0)
]
> 0 ,
and the constant c in the Neumann condition is of the form
c =
ε2
16R2
[
H ′(0)R2 − 1
2
F˜ ′(0)
] [
5H ′(0)R2 − 1
2
F˜ ′(0)
]
+O(ε3) .
(iv) The function ψ is of the form
ψ =
1
4
[
H ′(0)R2 − 1
2
F˜ ′(0)
] [
(r −R)2 + z2 − ε2]+O(ε3) .
(v) The vorticity,
ω =
F ′(ψ)
r
(∂rψ ez − ∂zψ er) +
[
−rH ′(ψ) + (F
2)′(ψ)
2r
]
eϕ ,
is also of class Cs−1 up to the boundary.
Several comments are in order. First, let us emphasize that the solutions we
construct are piecewise smooth but discontinuous across a smooth surface; hence,
from the point of view of their regularity, they stand between the smooth solutions
of [7, 3] and the rough weak solutions of [2]. Concerning the flexibility of the
construction, it is apparent that the range of solutions we obtain is much larger
than that of [7, 3]. Indeed, our solutions are not localizable in general and are of
class Cs in the toroidal domain of R3 defined by the planar domain Ω. In contrast,
the basic vector field uR that appears in (1.2) is not defined at an inside point (“the
origin”), so the function G in that equation is chosen so that it vanishes to infinite
order there; in fact, the supports of the solutions constructed so far are toroidal
shells instead of solid tori. Actually, the functions H and F in [7, 3] defining
the vector field uR are precisely H(ψ) = aψ and a certain function of the form
F (ψ) = Rb
√
ψ [1 +O(ψ)], where again the positive constants a and b are fixed.
It should be noted that the philosophy that underlies the proof of Theorem 1.2
has, in fact, a wider range of applicability. To illustrate this fact, we include in
Section 7 a brief discussion on the existence of compactly supported solutions for
a class of functions F and H different from that considered above.
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The paper is organized as follows. In Section 2 we will prove Lemma 1.1 as a
corollary of a more general result about piecewise smooth weak solutions to the sta-
tionary Euler equation. The rest of the paper is devoted to the proof of Theorem 1.2.
In Section 3 we construct solutions to the Dirichlet problem for the Equation (1.4),
and subsequently compute their asymptotic expansion in the parameter ε (Sec-
tion 4). The way these solutions change when the domain is perturbed a little is
discussed in Section 5. This is key for the proof that there exists a domain which is
ε2-close to a disk of radius ε where the Dirichlet solution also satisfies the additional
Neumann condition (1.8). This result, which we prove in Section 6, allows us to
complete the proof of Theorem 1.2. To conclude, in Section 7 we briefly discuss the
existence of compactly supported solutions defined by functions F and H different
from those considered in Theorem 1.2.
2. Stationary Euler flows via an overdetermined boundary problem
In this short section we prove that if one has a stationary Euler flow on a bounded
domain Ω which is tangent to the boundary and whose pressure is constant on ∂Ω,
then one can trivially extend it to a stationary Euler flow on the whole space with
compact support. In the particular case when the initial flow is axisymmetric, and
hence described by the Grad–Shafranov formulation (Equation (1.3)), this reduces
to Lemma 1.1 stated in the Introduction.
Let us start by recalling the definition of a weak stationary Euler flow. We say
that a pair (u, p) of class, say, L2loc(R
3) is a weak solution to the stationary Euler
equation if ∫
R3
[(u⊗ u) · ∇w + p divw] dx = 0 and
∫
R3
u · ∇φdx = 0
for any vector field w ∈ C∞c (R3) and any scalar function φ ∈ C∞c (R3). Of course,
if u and p are smooth enough, this is equivalent to saying that they satisfy Equa-
tion (1.1) in R3.
Lemma 2.1. Given a bounded domain Ω in R3 with a C2 boundary, suppose that
v ∈ C1(Ω)∩L2(Ω) is a solution to the stationary Euler equation in Ω with pressure
p˜ ∈ C1(Ω) ∩ L1(Ω). Assume that ν · v|∂Ω = 0 and p˜|∂Ω = c, where c is a constant.
Then
u(x) :=
{
v(x) if x ∈ Ω ,
0 if x 6∈ Ω ,
is a weak solution of the stationary Euler equation on R3 with pressure
p(x) :=
{
p˜(x) if x ∈ Ω ,
c if x 6∈ Ω .
Proof. We start by noticing that, for all φ ∈ C∞c (R3),∫
R3
u · ∇φdx =
∫
Ω
v · ∇φdx = −
∫
Ω
φ div v dx+
∫
∂Ω
φ ν · v dS = 0 ,
where we have used that div v = 0 in Ω and ν · v = 0 on ∂Ω. Hence div u = 0 in
the sense of distributions.
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Let us now take an arbitrary vector field w ∈ C∞c (R3). As
∫
R3
divw dx = 0, we
can write∫
R3
[(u⊗ u) · ∇w + p divw] dx =
∫
Ω
(u⊗ u) · ∇w dx+
∫
R3
(p− c) divw dx
=
∫
Ω
[(v ⊗ v) · ∇w − w · ∇p˜] dx+
∫
∂Ω
(p˜− c)w · ν dS
= −
∫
Ω
[div(v ⊗ v) +∇p˜] · w dx+
∫
∂Ω
[(v · w)(v · ν) + (p˜− c)w · ν] dS .
The volume integral is zero because v satisfies the stationary Euler equation in Ω.
Since v · ν = p˜− c = 0 on ∂Ω, the surface integral vanishes too. It then follows that
u is a weak solution of the Euler equation in R3, as claimed. 
Remark 2.2. With u given by (1.3), and using the notation in Lemma 1.1, the
conditions that u be tangent to the axisymmetric domain defined by Ω and that
the pressure (1.5) be constant on the boundary amount to saying that ψ takes a
constant value c0 on ∂Ω and that [(∂νψ)
2 + F (c0)
2]/r2 is also constant on ∂Ω.
Setting c0 := 0 without loss of generality, Lemma 2.1 results in the statement of
Lemma 1.1.
3. Solutions to the Dirichlet boundary problem
Let us take any R > 0 that will be fixed during the whole construction and
introduce suitably translated and rescaled variables (x, y) ∈ R2 as
r =: R+ εx , z =: εy .
Throughout, ε > 0 denotes a small parameter. We will also consider the polar
coordinates (ρ, θ) ∈ (0,∞) × T, where T := R/2piZ, that are defined in terms of
(x, y) through the formulas
x = ρ cos θ , y = ρ sin θ .
In these variables, the Grad–Shafranov equation (1.4) reads as
(3.1) ∆ψ − ε
R+ εx
∂xψ = ε
2(R+ εx)2H ′(ψ)− 1
2
ε2(F 2)′(ψ) ,
where F and H are of the form described in Theorem 1.2.
We look for solutions to Equation (3.1) in domains of the form
ΩεB := {ρ < 1 + εB(θ)}
for some function B ∈ Cs+1(T); notice that ΩεB only depends on the product εB
and not on ε and B separately. To keep track of the size of ψ, we will set
ψ =: ε2φ .
For ε 6= 0, Equation (3.1) can be written in terms of φ as
(3.2) ∆φ − ε
R+ εx
∂xφ = aR
2 + b+ 2aRεx+R(x, φ) ,
where we have defined the positive constants
a := H ′(0) b := −1
2
F˜ ′(0) ,
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and where
R(x, φ) := ε2ax2 + (R + εx)2H ′1(ε2φ)−
1
2
F˜ ′1(ε
2φ) .
Here
H1(ψ) := H(ψ)− aψ −H(0) , F˜1(ψ) := F˜ (ψ) + 2bψ
are functions that vanish to second order at ψ = 0, so we have the obvious bound
sup
‖φ‖
Cs−1(Ω)<C
‖R‖Cs−1(Ω) 6 C′ε2 .
The Dirichlet boundary condition ψ = 0 on ∂ΩεB can then be rewritten in terms
of φ(ρ, θ) as
(3.3) φ(1 + εB(θ), θ) = 0 .
Henceforth we will say that a function f(ρ, θ) is even if
f(ρ, θ) = f(ρ,−θ) ,
and similarly for a function g(θ). Equivalently, a function is even if it is invariant
under the reflection y 7→ −y.
Since the function
φ0 :=
(aR2 + b)(ρ2 − 1)
4
satisfies Equation (3.2) and the Dirichlet condition (3.3) when ε = 0, it is straight-
forward to show that there are solutions to the problem for small ε using the implicit
function theorem in Banach spaces:
Proposition 3.1. For any small enough ε and any function B with ‖B‖Cs+1 < 1
there is a unique function φ = φε,B in a small neighborhood of φ0 in C
s+1(ΩεB) that
satisfies Equation (3.2) and the Dirichlet boundary condition (3.3). Furthermore,
φε,B < 0 in ΩεB and φε,B is even if B is.
Proof. For small enough ε 6= 0 and ‖B‖Cs+1 < 1, let χεB : D → ΩεB be the
diffeomorphism defined in polar coordinates as
(ρ, θ) 7→ ([1 + εχ(ρ)B(θ)]ρ, θ) ,
where χ(ρ) is a smooth cutoff function that is zero for ρ < 1/4 and 1 for ρ > 1/2,
and where D := {ρ < 1} is the unit disk . Then one can define a map
H : (−ε0, ε0)× Cs+1Dir (D)→ Cs−1(D)
as
H(ε, φ¯) :=
[
∆(φ¯ ◦ χ−1εB)−
ε
R+ εx
∂x(φ¯ ◦ χ−1εB)
− [aR2 + b+ 2aRεx+R(x, φ¯ ◦ χ−1εB)
]
◦ χεB .
Here
Cs+1Dir (D) := {φ¯ ∈ Cs+1(D) : φ¯|∂D = 0} .
Notice that φ := φ¯ ◦ χ−1εB ∈ Cs+1(ΩεB) and φ = 0 on ∂ΩεB. It is obvious that if φ
solves H(ε, φ¯) = 0, then φ is a solution to the Dirichlet problem (3.2)–(3.3).
Since H(0, φ0) = 0 and the Fre´chet derivative
Dφ¯H(0, φ0) = ∆
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is an invertible mapping Cs+1Dir (D)→ Cs−1(D), it follows from the implicit function
theorem that for any small enough ε and B there is a unique solution φ¯ε,B to the
equationH(ε, φ¯ε,B) = 0 in a neighborhood of φ0. As B only appears in the problem
through the product εB, this is equivalent to the first part of the statement. Also,
this uniqueness property immediately implies that φε,B := φ¯ε,B◦χ−1εB is even when B
is. The property that φε,B < 0 in ΩεB follows from Equation (3.2), i.e.,
∆φε,B = aR
2 + b+O(ε) > 0 ,
via the maximum principle. 
4. Analysis of the solution
In the following proposition we compute an asymptotic expansion for the func-
tion φε,B for small ε. The constants A0 and A1 appearing in this expansion, which
depend on R but not on ε, will play a major role in the rest of the paper.
Throughout, we will denote by PεB the Poisson integral operator of the do-
main ΩεB in the coordinates (ρ, θ). That is, v(ρ, θ) := PεBf denotes the only
harmonic function in ΩεB satisfying the boundary condition
v(1 + εB(θ), θ) = f(θ) .
Note that PεB only depends on the product εB, not on ε and B separately. It is
standard that PεB defines a map C
s+1(T) → Cs+1(ΩεB). A convenient explicit
formula for the Poisson operator in the case of the disk is
P0f(ρ, θ) :=
∑
n∈Z
fn ρ
|n| einθ if f(θ) =
∑
n∈Z
fn e
inθ .
Proposition 4.1. For small enough ε, the function φε,B has the asymptotic form
φε,B = A0(ρ
2 − 1) + ε[A1(ρ3 − ρ) cos θ − 2A0 PεBB] +O(ε2) ,
with the constants
A0 :=
aR2 + b
4
, A1 :=
5aR2 + b
16R
.
Proof. As it is clear that φ0 := A0(ρ
2 − 1) is the solution to the boundary value
problem under consideration when ε = 0, let us assume ε is nonzero. Note that the
equation for φ = φε,B is of the form
∆φ− ε
R
∂xφ− (aR2 + b+ 2aRεx) = O(ε2) , φ(1 + εB(θ), θ) = 0 .
One can then set φ1 := (φ− φ0)/ε and arrive at the equation
∆φ1 = 8A1x+O(ε) , φ1(1 + εB(θ), θ) = −2A0B(θ) +O(ε) .
A short computation then shows that h := φ1 − 43A1x3 satisfies
∆h = O(ε) , h(1 + εB(θ), θ) = −2A0B(θ) − 4
3
A1 cos
3 θ +O(ε) .
Hence
h = −2A0PεBB − 4
3
A1PεB(cos
3 θ) +O(ε)
= −2A0PεBB − 4
3
A1P0(cos
3 θ) +O(ε) .
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As cos3 θ = 14 cos 3θ +
3
4 cos θ, we then have
φ1 = −2A0PεBB + 4A1
3
[
ρ3 cos3 θ − P0(cos3 θ)
]
+O(ε)
= −2A0PεBB + A1
3
[
ρ3(cos 3θ + 3 cos θ)− (ρ3 cos 3θ + 3ρ cos θ)] +O(ε)
= −2A0PεBB +A1(ρ3 − ρ) cos θ +O(ε) .
This is the desired expression for φ. 
Remark 4.2. Note that we cannot replace PεB by P0 in the formula presented in
Proposition 4.1 because, generally, P0B would only be defined on the unit disk, not
on the possibly larger domain {ρ < 1 + εB(θ)}.
For future reference, we record some formulas that stem from Proposition 4.1
and will be useful later on:
∇φε,B = [2A0ρ+ εA1(3ρ2 − 1) cos θ] eρ − 2A0ε∇PεBB
+ εA1(ρ
3 − ρ)∇ cos θ +O(ε2) ,(4.1a)
|∇φε,B |2 = 4A20ρ2 + 4εA0[A1(3ρ3 − ρ) cos θ − 2A0ρ ∂ρPεBB] +O(ε2) .(4.1b)
Here eρ := (x/ρ, y/ρ) is the unit vector field in the radial direction and we have
used that eρ · ∇ cos θ = 0.
Eventually we will need to evaluate the above formulas on the boundary of the
domain, that is, at ρ = 1 + εB(θ). In this direction, recall that the Dirichlet–
Neumann map of the disk, defined as
Λ0f(θ) = ∂ρP0f(1, θ) ,
is the operator Cs+1(T)→ Cs(T) given by
Λ0f(θ) :=
∑
n∈Z
fn |n| einθ if f(θ) =
∑
n∈Z
fn e
inθ .
Also, note that the Dirichlet–Neumann map of the domain ΩεB is an elliptic pseu-
dodifferential operator of first order of the form
(4.1c) ΛεBf := ∂ρPεBf |ρ=1+εB = Λ0f +O(ε) ,
where the above notation can be taken to mean that the Cs norm of the error is
bounded by Cε‖f‖Cs+1.
5. Computing the variations with respect to the domain
Our next objective is to compute how φ changes as we change the domain by
perturbing the function B. More precisely, we aim to compute the derivative of φ
with respect to B, which we will denote as
Φε,B,B :=
∂
∂t
∣∣∣∣
t=0
φε,B+tB ,
where B(θ) is a function defined on T. In this section, we are mainly interested in
the derivative at B = 0, Φε,0,B.
10 MIGUEL DOMI´NGUEZ-VA´ZQUEZ, ALBERTO ENCISO, AND DANIEL PERALTA-SALAS
In the statement of the next proposition, we will need the operator T : Cs+1(T)→
Cs+1(D) defined as
Tf(ρ, θ) :=
∑
n∈Z\{0}
fn (ρ
|n|−1 − ρ|n|+1) ei[n−sign(n)]θ
for f(θ) =
∑
n∈Z fn e
inθ. Here and in what follows, sign(n) := n/|n| is the sign of
the nonzero integer n.
Proposition 5.1. For B ∈ Cs+1(T) and any small enough ε,
Φε,0,B = −2εA0 P0B+ ε2
[
A0
2R
TB− 2A1 P0(cos θB)
]
+ O(ε3) .
Proof. Differentiating Equation (3.2) with respect to B at B = 0, we obtain that
Φ ≡ Φε,0,B satisfies the equation
(5.1) ∆Φ− ε
R+ εx
∂xΦ = ε
2
[
(R + εx)2H ′′1 (ε
2φε,0)− ε
2
2
F˜ ′′1 (ε
2φε,0)
]
Φ
in D. Likewise, differentiating the boundary condition (3.3) we obtain that
Φ(1, θ) = −ε∂ρφε,0(1, θ)B(θ) .
In view of the asymptotics for φε,0 computed in Proposition 4.1, this boundary
condition can be rewritten as
Φ(1, θ) = −2εA0B(θ) − 2ε2A1B(θ) cos θ +O(ε3) ,
and Φ has the expression
Φ = −2εA0P0B+O(ε2) .
Equation (5.1) is then of the form
∆Φ− ε
R
∂xΦ = O(ε
2)Φ +O(ε2)∂xΦ = O(ε
3) .
Assuming that ε 6= 0 (since otherwise Φ = 0), let us set
Φ1 := (Φ− εΦ0)/ε2 ,
with Φ0 := −2A0P0B. A short calculation shows that Φ1 must solve the equation
∆Φ1 =
1
R
∂xΦ0 +O(ε)
with the boundary condition
Φ1(1, θ) = −2A1B(θ) cos θ +O(ε) .
Since
∂x = cos θ ∂ρ − 1
ρ
sin θ ∂θ =
1
2
eiθ
(
∂ρ +
i
ρ
∂θ
)
+
1
2
e−iθ
(
∂ρ − i
ρ
∂θ
)
,
one readily finds that
∂xΦ0 = −2A0
∑
n∈Z\{0}
|n|Bn ρ|n|−1ei[n−sign(n)]θ ,
if B =
∑
n∈ZBn e
inθ. Let us now note that if we set
Φ2 := −A0
2R
∑
n∈Z\{0}
Bnρ
|n|+1ei[n−sign(n)]θ ,
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then ∆Φ2 =
∂xΦ0
R . Consequently, the function Φ3 := Φ1−Φ2 satisfies the equation
∆Φ3 = O(ε)
and the boundary condition
Φ3(1, θ) = −2A1B(θ) cos θ − Φ2(1, θ) +O(ε)
= −2A1B(θ) cos θ + A0
2R
∑
n∈Z\{0}
Bne
i[n−sign(n)]θ +O(ε) .
This shows that
Φ3 = −2A1P0(B cos θ) + A0
2R
∑
n∈Z\{0}
BnP0(e
i[n−sign(n)]θ) +O(ε)
= −2A1P0(B cos θ) + A0
2R
∑
n∈Z\{0}
Bnρ
|n|−1ei[n−sign(n)]θ +O(ε) ,
which results in
Φ1 = Φ2 +Φ3 =
A0
2R
TB− 2A1 P0(cos θB) +O(ε) ,
as claimed. 
As a consequence of Proposition 5.1, we record that
∂ρΦε,0,B|ρ=1 = −2εA0Λ0B− 2ε2
[
A0
R
T ′B+A1 Λ0(cos θB)
]
+O(ε3) ,(5.2)
where T ′ : Cs+1(T)→ Cs+1(T) is the operator defined as
(5.3) T ′f(θ) :=
1
2
∑
n∈Z\{0}
fn e
i[n−sign(n)]θ
for f(θ) =
∑
n∈Z fn e
inθ.
6. Analysis of the Neumann condition and conclusion of the proof
Let us now set
(6.1) F(ε,B)(θ) := |∇φε,B(1 + εB(θ), θ)|2 − cε,B [R+ ε(1 + εB(θ)) cos θ]2 ,
where the constant cε,B will be defined later. In view of the definition of the
function F (Equation (1.9)), one should notice that the Neumann condition (1.8)
holds with a constant c = ε2cε,B if and only if F(ε,B) + FR is the zero function.
Next we pick the constant cε,B so that F(ε,B) is L2-orthogonal to cos θ. The
reason for which we do so will be clear later. This amounts to setting
(6.2) cε,B :=
∫ 2pi
0
|∇φε,B(1 + εB(θ), θ)|2 cos θ dθ∫ 2pi
0
[R+ ε(1 + εB(θ)) cos θ]2 cos θ dθ
.
The following result guarantees that this choice of cε,B makes sense for all small
enough ε, including ε = 0, and shows that F(0, B) is in fact the constant
κ := 4A0(A0 −A1R) ,
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which depends on R but not on B. In what follows, we employ the notation
〈f, g〉 :=
∫ 2pi
0
f(θ) g(θ) dθ
for the L2 product on T.
Proposition 6.1. For small enough ε and any B,
cε,B =
4A0A1
R
+O(ε) ,
F(ε,B) = κ+O(ε) ,
F(ε, 0) = κ+O(ε2) .
Proof. Let us assume that ε 6= 0. In view of Equation (6.2), let us write cε,B =
c1/c2, with
c1 :=
∫ 2pi
0
|∇φε,B(1 + εB(θ), θ)|2 cos θ dθ ,(6.3a)
c2 :=
∫ 2pi
0
[R+ ε(1 + εB(θ)) cos θ]2 cos θ dθ .(6.3b)
It follows from the formula for |∇φε,B |2 derived in (4.1) that
c1 =
∫ 2pi
0
[
4A20 + 8A0ε
(
A0(B − Λ0B) +A1 cos θ
)]
cos θ dθ +O(ε2)
= 8εA20〈B − Λ0B, cos θ〉+ 8εA0A1
∫ 2pi
0
cos2 θ dθ +O(ε2)
= 8piεA0A1 +O(ε
2) ,(6.4)
where we have used that
〈B − Λ0B, cos θ〉 = 〈B, (1− Λ0) cos θ〉 = 0
for any B because Λ0 is self-adjoint and Λ0(cos θ) = cos θ.
The computation of c2 is straightforward:
(6.5) c2 =
∫ 2pi
0
[R2 + 2εR cos θ] cos θ dθ +O(ε2) = 2piεR+O(ε2) .
This readily implies that cε,B can be defined at ε = 0 by continuity and yields the
formula for cε,B presented in the statement. Also, the above formulas immediately
imply that
F(ε,B) = |∇φε,B(1 + εB(θ), θ)|2 − cε,B[R + ε(1 + εB(θ)) cos θ]2
= 4A0(A0 −A1R) +O(ε) ,
as claimed.
To prove that F(ε, 0) = κ+O(ε2), it is convenient to define the (R-dependent)
constant
c3 := lim
ε→0
cε,0 − 4A0A1R
ε
.
A straightforward computation using Equations (4.1) and (6.1) shows that
F(ε, 0) = κ−R2c3ε+O(ε2) .
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We claim that c3 = 0. Indeed, noticing that the previous results imply that
(6.6) 2piεRcε,0 =
∫ 2pi
0
|∇φε,0(1, θ)|2 cos θ dθ = 8piεA0A1 + 2piε2Rc3 +O(ε3) ,
to compute c3 it is enough to obtain the ε
2-term of |∇φε,0(1, θ)|2. Recall that
the function φε,0 is the solution to the Equation (3.2) with Dirichlet boundary
condition φε,0(1, θ) = 0. According to Proposition 4.1, it is easy to check that the
(ε-dependent) function φ2 defined as
φε,0 =: A0(ρ
2 − 1) + εA1(ρ2 − 1)ρ cos θ + ε2φ2 ,
satisfies the boundary value problem
∆φ2 = A2 +A3x
2 +A4y
2 +O(ε) , φ2(1, θ) = 0 ,
for some explicit constants A2, A3, A4 (depending on R but not on ε) that are not
be relevant for our purposes. The solution to this problem is therefore of the form
φ2 =
A2
4
(ρ2 − 1) + A3 +A4
32
(ρ4 − 1) + A3 −A4
24
ρ2(ρ2 − 1) cos 2θ +O(ε) .
Using again Equation (4.1) we obtain that
|∇φε,0(1, θ)|2 = 4A20 + 8εA0A1 cos θ + 4ε2[A21 cos2 θ + A0∇φ2(1, θ) · eρ] +O(ε3) ,
where the scalar product ∇φ2(1, θ) · eρ is given by
∇φ2(1, θ) · eρ = 4A2 +A3 +A4
8
+
A3 − A4
12
cos 2θ +O(ε) .
It is then immediate that the ε2-term of |∇φε,0(1, θ)|2 does not contribute to the
integral in Equation (6.6), thus proving that c3 = 0 as claimed. 
It stems from Proposition 6.1 that the function
(6.7) G(ε,B) := 1
ε
[F(ε,B)− κ]
can be defined at ε = 0 by continuity, so that G(0, 0) = 0, resulting in a map
defined for all |ε| < ε0, where ε0 is some positive constant. A more convenient way
of looking at this map, however, is by restricting our attention to those variations
of the domain that are even and orthogonal to cos θ. Hence, let us now define, for
each non-integer s > 2, the space
Xs := {f ∈ Cs(T) : f(θ) = f(−θ) , 〈f, cos θ〉 = 0} ,
and its ball of radius 1,
X1s := {f ∈ Cs(T) : ‖f‖Cs < 1, f(θ) = f(−θ) , 〈f, cos θ〉 = 0} .
As 〈F(ε,B), cos θ〉 = 0 by the definition of cε,B , and φε,B is an even function if B
is (cf. Proposition 3.1), our previous results then immediately imply the following:
Proposition 6.2. Given any R > 0, there is some ε0 > 0 such that the for-
mula (6.7) defines a map
G : (−ε0, ε0)×X1s+1 → Xs .
In the following theorem we derive the key property of the map G: as its domain
consists of the even functions orthogonal to cos θ, we can show that its derivative
with respect to B at certain points is an invertible map:
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Theorem 6.3. For any R > 0 such that aR2 − 3b 6= 0, the Fre´chet derivative
DBG(0, 0) : Xs+1 → Xs
is one-to-one.
Proof. It follows from the definition of F (Equation (6.1)) and of Φε,B,B that
DBF(ε, 0)B = (2∇φε,0 · ∇Φε,0,B + εB ∂ρ|∇φε,0|2)|ρ=1
− Cε,B(R+ ε cos θ)2 − 2cε,0ε2(R+ ε cos θ)B cos θ ,
where the constant Cε,B is given by the derivative
Cε,B := ∂
∂t
∣∣∣∣
t=0
cε,tB .
We readily obtain from formulas (4.1) and (5.2) that
(6.8) (2∇φε,0 · ∇Φε,0,B + εB∂ρ|∇φε,0|2)|ρ=1 = 8εA20(B− Λ0B)
+ 8ε2A0
[
4A1B cos θ −A1 cos θΛ0B−A1Λ0(B cos θ)− A0
R
T ′B
]
+O(ε3) .
Since Cε,B is obviously of order O(ε), cf. Proposition 6.1, it suffices to employ the
leading order terms of this expression to arrive at
DBF(ε, 0)B = 8εA20(B− Λ0B)− Cε,BR2 +O(ε2) .
Hence, in order to compute this derivative modulo an error of order ε2 we only
need to derive asymptotics for Cε,B. To do so, we write
cε,tB = c1/c2
as in (6.3) (where now B := tB) and compute
Cj := ∂
∂t
∣∣∣∣
t=0
cj .
Notice that, as we showed in the proof of Proposition 6.1 that cj = O(ε), we will
need to compute Cj to order O(ε2).
Let us start with C2. Since c2 := 〈[R + ε(1 + tεB) cos θ]2, cos θ〉, it is immediate
that
C2 = 2ε2R〈B, cos2 θ〉+O(ε3) .
To compute C1, we again employ the formula (6.8), now to second order:
C1 =
∫ 2pi
0
(
2∇φε,0 · ∇Φε,0,B + εB∂ρ|∇φε,0|2
)∣∣
ρ=1
cos θ dθ
= 8εA20〈B− Λ0B, cos θ〉+ 8ε2A0
[
4A1〈B, cos2 θ〉
−A1〈Λ0B, cos2 θ〉 −A1〈Λ0(B cos θ), cos θ〉 − A0
R
〈T ′B, cos θ〉
]
+O(ε3)
= 8ε2A0
(
3A1〈B, cos2 θ〉 −A1〈Λ0B, cos2 θ〉 − A0
R
〈T ′B, cos θ〉
)
+O(ε3) .
Here we have used that Λ0 is self-adjoint and that Λ0(cos θ) = cos θ.
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Now we need to compute the scalar products appearing in the two previous
formulas in terms of the Fourier coefficients Bn (note that B−n = Bn because B
is even):
〈B, cos2 θ〉 = 1
4
〈B, e2iθ + e−2iθ + 2〉 = pi(B2 +B0) ,
〈Λ0B, cos2 θ〉 = 1
4
〈B,Λ0(e2iθ + e−2iθ + 2)〉 = 2piB2 ,
〈T ′B, cos θ〉 = 1
4
∑
n∈Z\{0}
〈
Bn e
i[n−sign(n)]θ, eiθ + e−iθ
〉
= piB2 .
Using the formulas for c1 and c2 derived in the proof of Proposition 6.1, this im-
mediately yields
Cε,B = C1
c2
− cε,B C2
c2
= −ε8A
2
0
R2
(
1
2
B2 − A1R
A0
B0
)
+O(ε2) ,
which results in
DBF(ε, 0)B = 8εA20
(
B− Λ0B+ 1
2
B2 − A1R
A0
B0
)
+O(ε2) .
We are now ready to analyze the differential of G, which we have shown to be
given by the formula
DBG(0, 0)B = 8A20
(
B− Λ0B+ 1
2
B2 − A1R
A0
B0
)
,
understood as a mapXs+1 → Xs. We recall that, asB is an even function ortogonal
to cos θ, the Fourier series B =
∑
n∈Z Bne
inθ can be equivalently written as
B(θ) = B0 + 2
∞∑
n=2
Bn cosnθ .
Therefore, the action of the linear elliptic operator DBG(0, 0) is given by
DBG(0, 0)B = 8A20
[(
1− A1R
A0
)
B0 +
1
2
B2 − 2
∞∑
n=2
(n− 1)Bn cosnθ
]
.
Note that A1R 6= A0 for all a, b, R > 0 such that aR2 − 3b 6= 0 because
A0 −A1R = 3b− aR
2
16
.
This implies that the kernel of the map DBG(0, 0) : Xs+1 → Xs is trivial, and that
its range is the whole space Xs, as claimed. 
In the following corollary we show that, by the implicit function theorem for
Banach spaces, Theorem 6.3 yields the existence of solutions to the overdetermined
boundary value problem (1.4)–(1.8) for all small enough ε and all R such that
aR2 − 3b > 0. In turn, these define piecewise smooth stationary Euler flows of
compact support via Lemma 1.1, thereby completing the proof of the main result
of the paper (Theorem 1.2). Recall that the constant FR appears in the definition
of the function F , cf. Equation (1.9).
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Corollary 6.4. Fix any R > 0 such that aR2 − 3b > 0. Then, for any small
enough ε there is a unique B ∈ Xs+1 in a Cs+1 neighborhood of 0 such that ψ :=
ε2φε,B satisfies Equation (1.4) in ΩR,ε := ΩεB and the overdetermined boundary
conditions (1.7)-(1.8) with FR := −κ > 0 and c = ε2cε,B.
Proof. Since G(0, 0) = 0, in view of Theorem 6.3, the implicit function theorem
guarantees that if |ε| is small enough, there is a unique function B in a small
neighborhood of 0 in X1s+1 such that
G(ε,B) = 0 .
This is equivalent to saying that
|∇ψ|2 − ε2cε,Br2 − ε2κ = 0
on ∂ΩεB , with ψ := ε
2φε,B . The assumption that F
2(0) = ε2FR = −ε2κ then
ensures that we have a solution to the overdetermined boundary problem (1.4)–
(1.8), as claimed. Observe that the condition aR2 − 3b > 0 implies that
κ =
(aR2 + b)(3b− aR2)
16
< 0
and hence FR > 0. Accordingly, the function F (ψ) is well defined:
F (ψ) =
(
ε2FR − 2bψ +O(ψ2)
)1/2
because ψ = O(ε2) and ψ < 0 in ΩεB (cf. Proposition 3.1). 
7. Different choices for the functions F and H
As we mentioned in the Introduction, for the sake of concreteness we have cho-
sen the functions H and F as described in Theorem 1.2. However, the method
introduced in this paper is flexible enough to construct compactly supported sta-
tionary Euler flows with other choices for the functions H and F . To illustrate this
additional flexibility, in this section we show how a straightforward modification of
the previous computations allows us to prove the following:
Theorem 7.1. Take any non-integer s > 2 and any functions F˜ ,H ∈ Cs((−1, 0])
with
F˜ (0) = F˜ ′(0) = 0 , H ′(0) > 0 .
Then the following statements hold:
(i) For each small enough ε > 0 and any R > 0, there exists a nontrivial,
piecewise Cs, axisymmetric stationary Euler flow of compact support u of
the form described in Lemma 1.1 for a suitable Cs+1 planar domain ΩR,ε.
(ii) The boundary of ΩR,ε is a small deformation of a disk of radius ε, given
by an equation of the form z2 + (r −R)2 − ε2 = O(ε3).
(iii) The functions that define the solution are
F (ψ) := εFR + F˜ (ψ)
and H(ψ), where FR is the positive constant
(7.1) FR :=
R2H ′(0)
4
.
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(iv) The function ψ is of class Cs+1 in ΩR,ε up to the boundary, and has the
form
ψ =
1
4
H ′(0)R2
[
(r −R)2 + z2 − ε2
]
+O(ε3) .
Moreover, F ◦ψ > 0 and H ◦ψ are of class Cs in ΩR,ε. In particular, the
vorticity is of class Cs−1 up the boundary.
Proof. Indeed, using the same notation as in Section 3, and noticing that
(F 2)′(ψ) = εO(ψ) ,
Equation (3.2) takes the form
∆φ− ε
R+ εx
∂xφ = aR
2 + 2aRεx+O(ε2) ,
where we have defined the constant a := H ′(0). Notice that this is exactly the
same as Equation (3.2) with b = 0. Repeating all the arguments in Sections 3–
6, we obtain the same equations and results as in these sections with b = 0. In
particular, the constant κ in Proposition 6.1 is given by
κ = −a
2R4
16
< 0 ,
F(ε, 0) = κ+O(ε2), and the invertibility condition in Theorem 6.3 is simply a 6= 0.
The Neumann boundary condition is then satisfied taking F (0) = εFR, with FR
as in Equation (7.1). Notice that F (ψ) = εFR + O(ψ
2) = εFR + O(ε
4) > 0 in
ΩR,ε. 
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