ABSTRACT. Given N points on a unit sphere in k + 1 dimensional Euclidean space, we obtain an upper bound for the sum of all the distances they determine which improves upon earlier work by K. B. Stolarsky when k is even. We use his method, but derive a variant of W. M. Schmidt's esults for the discrepancy of spherical caps which is more suited to the pesent application.
only on the function f used to measure the distances, and the dimension m of the space. The sum of distances is lhus maximised by a well distributed set of points.
By examining carefully the estimation of the discrepancy of the point distribution we shall obtain results which, in certain cases, are very near to being best possible. The best possible result in this context is that the maximum sum of distances between N points is c(f,m)N 2 h(f,m)N l-I/(m-l).
We now introduce some notation following [3] Let o(U) denote the surface area of U Write do(ql,q2) for the great circle metric and dl(ql,q2) for the great circle metric defined by (3) It is shown in [3] that dl(ql,q2) <__ do(ql,q2) Henceforth d(ql,q2) will be the usual Euclidean metric. Our main result is as follows:
For k even and e > 0 we have
For the right hand sides of (4) and (5) Stolarsky gives
respectively. For k odd the only improvement we can offer is the replacement of N e by a power of log N.
"
The main result of Stolarsky's paper which we use is THEOREM 2 (Stolarsky) . We have
Here f(M ,T,X) is the number of points of M in the spherical ap: [3] (section 4) we let be the nornalized Lebesgue measure on U (so (u) =i). We write C(r,p) for the spherical cap of all points on U whose spherical distance from p e U is no more than r. Put (C(r,p)) for the number of points of M in C(r,p) and D(r,p) N(C(r,p)) (C(r,p)). 
The main result of this section THEOREM 3. We have, for N >_ k even, that 0 (log(N k) + log(6/r)) E(r,r)dr >> N l-I/k 6k (8) We note here that all the results in [i] may be improved by the replacing of (Nk) e with log(N6 k), or (log(N6 k))1/2 That these results are very ncar to being best possible is shown in [3] .
The idea of Schmidt's method as we use it here is to show that for 0 < < i,
((l-e)-l+log(6/r)) E(r,r)dr >> r E(r,r)dr (9) follows from (ii), (12) and (13), and the proof of the theorem is complete.
3.

PROOF OF THEOREM i
The lower bounds in (4) and (5) are established in [3] ; we have included them here for completeness.
(i) Proof of (4). We have (15) With (14) and (6) this proves Theorem 1 for this case.
(ii) Proof of (5) In this case we have (see 4.7 of [3] ), 
Combining (15), (16) Studentship.
