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sampling, we conduct metadynamics simulations to obtain the free energies of dissociation
and intramolecular proton transfer of glyphosate.
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CHAPTER I
BACKGROUND

1.1

Herbicide Background

Throughout human history, we have had to contend with the effects of weed propagation on our crop yields. Weeds compete with crops for water, nutrients, and light and can
also harbor plant disease and detrimental insects. Prior to the advent of commercial herbicide, the most effective means of controlling weed proliferation included hoeing, tilling,
and burning the land. Despite this, weeds still manage to be a major nuisance.
Weeds can be generalized into three broad categories: annual, biennial, and perennial.
Annual weeds are propagated by an abundant supply of seed and die after, having a full
life cycle of one year. Biennial weeds spend their first year growing, and produce fruit
and die in their second year of life. In contrast of the two previously described weeds,
perennial weeds have the ability to grow year after year and can be propagated by a variety
of sources: seeds, rootstocks, tubers, crown buds and stems, and rhizomes that grow underground or along the top of the soil. The root-rhizome system is primarily how the plant
proliferates.[19] They are especially resistant to primitive means of control, especially tilling, which ironically aids in their dispersal. Prior to the 1970s research into herbicide
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development targeting annual weeds was widely successful, which ultimately resulted in a
lack of competition and caused a rapid spread of perennial weeds.[19]
Herbicides are chemicals designed to kill weeds, specifically narrow or broad leafed
plants. There are two types of herbicides in use: pre-emergence and post-emergence herbicide. Pre-emergence herbicides are applied to naked soil and kill plants as they germinate
or grow. Post-emergence herbicides are applied directly to the plant and can be further
classified into two general types: contact and systematic herbicides. Contact herbicides
eliminate only those parts of the plant directly sprayed and have prompt, visible results of
decay. Systematic herbicides are slow in action. They are absorbed by the vascular system of the plant which transports the herbicide to grow points above and below ground.
The primary difference between the two is that contact herbicides are not effective against
perennial weeds, whereas systematic herbicides are.
Each of the herbicides studied in this work represent a member of a distinct family of
herbicide, with each exhibiting different mechanisms of action designed to eliminate the
perennial class of weed. S-metolachlor resides in the chloroacetanilide family, which restrict plant growth by inhibiting mitosis. A member of the triazine family of herbicides,
atrazine inhibits photosynthesis and stops CO2 fixation as well as production of ATP and
NADPH2 , which are vital for plant growth. Glyphosate is a member of the organophosphorous family of herbicides which disrupt the production of critical amino acids. A schematic
of the starting structures used for the ab initio molecular dynamics simulations of this work
are shown in Figure 1.1.

2

Figure 1.1

Depiction of the starting structures used in Ab Initio Molecular Dynamics: a) Atrazine b)
aS-1R Metolachlor c) Glyphosate

While each of these herbicides are quite effective, evidence suggests that they have the
potential to end up in local water sources with implications for aquatic flora and fauna, as
well as humans. Therefore, a primary goal of this work is to understand the dynamics of
each herbicide in aqueous solution. The reasoning behind this resides in the notion that if
we understand how each herbicide behaves in water, efficient separation processes can then
be designed to extract these herbicides from local waterways and consequently mitigate the
environmental impact. Further discussion on each herbicide is provided in the following
subsections.

1.1.1

Glyphosate

Glyphosate, or N-phosphonomethylglycine, is an broad-spectrum, systemic herbicide
created by Monsanto in 1970 and sold under the commercial name “Roundup.” Celebrated
3

as a “once-in-a-century” herbicide[17], glyphosate has seen use across the world in settings
ranging from croplands to residential neighborhoods. Residing within the organophosphorus family of herbicides, it is well established that glyphosate inhibits EPSP (enolpyruvoylshikimate 3-phosphate) synthase,[64] which is a key enzyme involved in the biosynthesis
of aromatic amino acids, such as phenylalanine, tyrosine, and tryptophan.[19]
Because most plants are incapable of degrading glyphosate, it is deemed a “nonselective” herbicide and used in situations requiring total control of weeds. Typically,
glyphosate is sprayed onto the plant where it is then absorbed and transported by the vascular system to locations in the plant associated with new growth (meristematic regions).
Although atypically slow in action compared to most herbicides, phytotoxic symptoms
consistently occur and include leaf wrinkling and necrosis of meristems including rhizomes and stolons of perennial plants. [19]
Despite its popularity, glyphosate has attracted significant attention in recent years
due to its environmental fate. Several studies show that glyphosate binds to both organic material [2, 27] as well as minerals found in soil,[56, 34, 48] and it has been suggested that this binding mechanism ultimately leads to reduced soil mobility and herbicidal
efficiency.[70, 16]
On the other hand, glyphosate’s affinity of forming complexes with alkali metal cations
has been found to increase it’s solubility and mobility in soil [62], (perhaps) contributing to
the recent rise of both ground and surface water contamination.[5, 62, 69] Another negative
impact of its complexation with alkali earth and other heavy metal cations is that the result-
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ing structure is generally outside traditional enviornmental degradation routes, prolonging
in its longevity in the soil. [32]
Once present in water sources, glyphosate has been shown to negatively impact aquatic
species[8, 36]. Additionally, various studies offer conflicting results in regards to the potential for human exposure[11, 50]
From an electronic structure perspective, glyphosate has an interesting structural character resulting from its strong intramolecular interactions. Glyphosate contains carboxyl
and phosphonate groups that can be ionized while also having an amine group that can be
protonated. These functionals groups also contribute to the molecule’s polar character.
Although having a net charge of zero, the charge imbalance on these functional groups
suggest this molecule has high potential for existing in a zwitterion configuration, as is
common in some amino acids such as glycine. Furthermore, strong intramolecular hydrogen bonding can create metastable states in aqeuous solution dependent upon pH.[19] In
this regard, work by Peixoto et al utilizes the polarizable continuum method to replicate
pKa values of the stepwise deprotonation reaction of glyphosate in aqueous solution to
identify the most abundant species and their conformations.[53]
A primary goal of this work is to develop an understanding of glyphosate’s condensed
phases properties when solvated with water to aid the development of seperation processes.
As theoretical work glyphosate explicitly solvated by water is extremely limited that that
of, we anticipate this work will add significantly to the body of knowledge already compiled on glyphosate.
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1.1.2

Metolachlor and Atrazine

Metolachlor and atrazine represent two distinct classes of herbicide widely used throughout the world.
The family of chloroacetamide herbicides are collectively used as both herbicides and
fungicides, and are consequently used to control annual grasses, broadleaf weeds, and
fungi.[41] Having the CH2 Cl substituent, metolachlor falls in the herbicide category and
has found use throughout the United States.[21] The functionalization structure gives rise
to atropisomerism which is ultimately a direct consequence of a sterically hindered C-N
chiral axis.[63, 20] Additionally, metolachlor has a stereogenic center ultimately resulting
in four stereoisomers.
Originally sold as a racemic mixture, it was later found that the two 1’S diastereomers
accounted for 95% of herbicidal activity.[51] Applying this finding, the herbicide Dual
Magnum containing 90% active 1’S stereoisomers lead to the same herbicidal effect at 65%
use rate.[6] Furthermore, upon the introduction of enantiomerically pure metolachlor, a
study determining the enantiomer excess (EE) of surface waters found a definitive excess of
the 1’S isomers resulting from the introduction of the nonracemic product,[10] suggesting
structural stability of the stereoisomers.
From the existence of sulfonated metabolites of metolachlor in soil, it has been hypothesized that glutathione conjugation leads to biological dechlorination resulting in the
formation of ethanesulfonic acid and oxanilic acid derivatives.[18] A recent study shows
that these metabolites were present roughly 20 times more frequently than the parent com-
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pound, metolachlor, in local surface and groundwater [40] making metolachlor and its
byproducts sources of environmental and water contamination.[61, 3]
The s-triazine family of herbicides are characterized by a heterocyclic ring composed
of alternating Nitrogen and Carbon atoms whose electronic structure is such that the π
electrons are localized in the vicinity of the nitrogen atoms, rather than an even distribution found in molecules such as benzene. This restructuring of the electron distribution
leaves the carbon sites open to nucleophilic attack, which is further facilitated when electron withdrawing substituents such as chlorine atoms are substituted and hindered when
electron donating groups such as amino groups are added.
Having an established record of interfering with a plant’s normal mechanism for photosynthesis,[66,
14, 28, 38, 58], atrazine (2-chloro-4-ethylamino-6-isopropylamino-1,3,5-triazine) is a prominent member of the s-triazine family that has found status as an effective, low-cost herbicide used widely across the world. Application of atrazine typically requires the soil to
be wet, and when combined with both its moderate solubility in aqueous environments[41]
and low soil adsorption, the potential for run off or groundwater contamination is significant.[12]
Once present, atrazine has been shown to negatively impact aquatic wildlife. [30, 29] In addition, it has been found that its degradation products, deethylatrazine, deisopropylatrazine,
dealkylatrazine, and hydroxyatrazine, also pose significant contamination risk[79, 73]
Despite their monumental effectiveness as herbicides, an emerging body of work suggests that use of both atrazine and metolachlor coincides with the undesirable side effect of
surface runoff from soil thereby contaminating surface waters. [73, 55] As a result, recent
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work focuses on mechanisms exploiting both Fenton chemistry and photodegradation with
the goal of expediting the degradation process of these herbicides.[59, 13, 57, 9]
A primary goal of this work is to acquire a better understanding of both herbicides’
behavior in aqueous solution, as theoretic insight is not present in the literature to our
knowledge. Utilization of this knowledge is of paramount importance, especially in the
design and implementation of separation processes.

1.2

Foundational Information

Prior to discussing the procedures followed in constructing this thesis, it is necessary
to give a full account of relevant background and the several types of approximations in
order to fully understand and appreciate the foundations on which this work was built.

1.2.1

Relevant Concepts

The primary endeavor of the fields of statistical mechanics is to predict macroscopic
quantities using a molecular approach. In order to tackle this monumental task, several
concepts must first be introduced to connect the minuscule world with its macroscopic
counterpart. One such concept is an ensemble of systems, which is simply “a (mental)
collection of a very large number of systems, with each being constructed to be a replica
on a thermodynamic, or macroscopic level, of the actual thermodynamic system whose
properties we are investigating.”[35] Although each member of the ensemble, denoted by
A, is thermodynamically identical, this is not always the case on a molecular level. In fact,
8

any given thermodynamic state corresponds to a gargantuan number of quantum energy
eigenstates. In order to find any mechanical property of the system, we must then take an
average of all the instantaneous values found in each member of the ensemble.
This procedure of relating a macroscopic observable to an average of a multitude of
members of an ensemble necessitates the introduction of two fundamental postulates, the
validity of which rests on agreement between experiment and deductions originating from
these postulates. The first postulate of statistical mechanics is “the long time average of a
mechanical variable M in the thermodynamics system of interest is equal to the ensemble
average of M, in the limit as A → ∞, provided that the systems of the ensemble replicate
the thermodynamic state and environment of the actual system of interest.” [35] Put another
way, the time independent ensemble average is equal to macroscopic time average of the
thermodynamic variable we are studying. The second postulate, also frequently called
the principle of equal a priori probabilities, is:“in an ensemble representative of an isolated
thermodynamic system, the systems of the ensemble are distributed uniformally, with equal
probability, over the possible quantum states consistent with the specified values of N,
V, and E.”[35] In other words, if a member of the ensemble is selected at random, the
probability that it will be found to be in a particular quantum state is the same across all
possible quantum states. Combining these two postulates and applying them on the actual
isolated system of interest implies that the system spends equal amounts of time in each
available quantum state. We call such systems ergodic.
In an attempt to describe the quantum analog to macroscopic objects obeying Netwon’s
equations of motion, we must introduce the concept of a wavefunction. In order to quantify
9

the state of the system, we must postulate the existence of a function, ψ, of the particle’s
coordinates called the wave function.[45] In addition to being a function of spatial coordinates, ψ is also a function of time. Thus, in order to adequately describe all possible
information regarding the system, one must specify its coordinates at a particular moment
in time.
The purpose of solving Newton’s equations of motion is to predict a particle’s position
at some later point in time, given initial position. The quantum analog to this is to solve
Schrödinger’s equations, which for a one particle, one dimensional system looks like
−

h̄2 ∂ 2 Ψ(x, t)
h̄ ∂Ψ(x, y)
=−
+ V (x, t)Ψ(x, t)
i
∂t
2m ∂x2

(1.1)

Using the wavefunction, we can compute:
|Ψ(x, t)|2 dx

(1.2)

which gives us a probability of finding a particle at time t in the region of the x axis
between x and x+dx. Consequently, quantum mechanics is inherently statistical in nature.
Although Schrödinger’s equation appears difficult to solve, many applications in quantum
chemistry[45] focus solely on solving its time-independent counterpart given, in this case,
by
−

h̄2 d2 ψ(x)
+ V (x)ψ(x) = Eψ(x)
2m dx2

(1.3)

where the external potential, V , depends only on x.
The project considered here involves solving the Schrodinger equation in order to find
the potential energy surface of the established herbicide molecules of interest.
10

1.2.2

Born-Oppenheimer Approximation

The central problem in quantum chemistry lies in the solution of the electronic structure problem, which describes the motion of electrons in the field of fixed nuclear point
charges.[71] In describing this problem, we illustrate the Born-Oppenheimer approximation. Ultimately, our objective is in solving the non-relativistic, time-independent Schrodinger
equation. The Hamiltonian of this system is of the form:
H =−

N
X
1
i=1

2

52i −

M
X

N

M

N

N

M

M

X X ZA ZB
X X ZA X X 1
1
52A −
+
+
(1.4)
2M
r
r
R
A
iA
ij
AB
i=1 j>i
i=1 A=1
A=1
A=1 B>A

where i, j, A, B refer to molecular coordinates of electrons and nuclei respectively, MA is
the ratio of the mass of nucleus A to the mass of an electron, and ZA is the atomic number
of nucleus A, and the Hamiltonian is expressed in atomic units for notation purposes.[71]
The first and second terms are the kinetic energies for the electrons and nuclei, respectively, while the third term represent the coulomb attraction between electrons and nuclei,
and the fourth and fifth terms represent the repulsion between electrons and between nuclei, respectively. Since nuclei are much heavier and consequently move more slowly, a
reasonable approximation to this Hamiltonian is the assumption that the electrons move in
a field of fixed nuclei and so the repulsion between the nuclei can be taken to be constant.
Any constant added to an operator simply shifts the eigenvalues and has no effect on the
eigenfunctions.[71] Using this approximation, the resulting Hamilitonian is significantly
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reduced in complexity and describes the electrons as moving in a field of fixed nuclear
charge, given by
Helec = −

N
X
1
i=1

2

52i −

N X
M
X
ZA
i=1

riA
A=1

+

N X
N
X
1
r
i=1 j>i ij

(1.5)

We call this the electronic Hamiltonian and its solution to the Schrodinger equation is the
electronic wave function Φelec = Φelec (ri ; RA ) which depends explicitly on electronic coordinates and parametrically on the nuclear coordinates, as does the corresponding electronic
energy Eelec = Eelec ({RA }).[71] Consequently, the energy can be expressed as
Etot

M X
M
X
ZA ZB
= Eelec +
RAB
A=1 B>A

(1.6)

which constitutes the electronic structure problem we are interested in solving.
Once this has been accomplished, we can use the same assumptions as described to
solve for the motion of the nuclei by replacing the electronic coordinates in Eq 1.4 by
their averaged values since the electrons move much faster than nuclei. The corresponding
nuclear Hamiltonian can be seen by
Hnucl

 X

M
N M
M X
N
N
N
X
ZA ZB
1 2 X X ZA X X 1
1
2
5i −
5A +
+ −
+
=−
2M
R
2
r
r
A
AB
iA
i=1 A=1
i=1
i=1 j>i ij
A=1
A=1 B>A
M
X

(1.7)
This can be reduced to
Hnucl = −

M
X

1
52A +Etot ({RA })
2M
A
A=1

(1.8)

where Etot replaces the averaged electronic energy added with the constant nuclear nuclear repulsion term and can be thought of as a potential energy surface that the nuclei
move in. Of course, solutions to the nuclear Schrodinger equation obey the typical form
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Hnucl Φnucl = E Ψnucl , the eigenfunctions of which describe the vibration, rotation, and
translation of a molecule and the eigenvalue, E , is the Born-Oppenheimer appromiation to
the total energy..

1.2.3

Density Functional Theory

There was been significant interest in expressing everything in terms of a ground state
electron probability density ρ0 (x, y, z), which is dependent upon only three variables and
therefore easier to conceptualize from a physical perspective.
Let’s reformulate our Hamiltonian as follows
n

n

i>j

X 1
1X 2 X
H =−
∇i +
v(ri ) +
2 i=1
rij
i=1
j
where v(ri ) = −

P Zα
α

riα

(1.9)

is the potential energy of interaction between electron i and nuclei

α. However, since the nuclei are fixed under the Born-Oppenheimer approximation, the
nuclear coordinates are not variables of the electronic Schrodinger equation and so v(r) is
frequently called the external potential.

1.2.3.1

The Hohenberg-Kohn Theorems

The first Hohenber-Kohn theorem legitimizes the use of electron density, ρ(r), as a
basic variable since it states that the external potential, v(r), is determined modulo an
additive constant by the electron density. [52] Of course, this is a broad statement to make
and so we will detail Hohenberg and Kohn’s proof by contradiction.
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Consider the electron density, ρ(r), of a nondegenerate ground state N-electron system
where N can be found by the quadrature

R

ρ(r)dr = N . Further consider two external

potentials, v and v 0 , different by a constant but yield the same ρ for its ground state. Consequently, it would seem we have two Hamiltonians, H and H 0 , representing the same
ground state density despite having different normalized wave functions, Ψ and Ψ0 . If we
take Ψ0 as a trial function for H ,
E0 < hΨ0 |H |Ψ0 i = hΨ0 |H 0 |Ψ0 i + hΨ0 |H − H 0 |Ψ0 i

(1.10)

where we have not added any additional insight with the restructuring of the right hand
side since we are essentially adding and then subtracting the same term hΨ0 |H 0 |Ψ0 i. We
can then proceed to simplify the right hand side of Eq 1.10 by
hΨ |H |Ψ i + hΨ |H − H |Ψ i =
0

0

0

0

0

0

E00

Z
+



0
ρ(r) v(r) − v (r) dr

(1.11)

where E0 and E00 are the ground state energies for H and H 0 respectively. If we also take
Ψ to be a trial function for H 0 we see that
E00 < hΨ|H 0 |Ψi = hΨ|H |Ψi + hΨ|H 0 − H |Ψi

(1.12)

and using similar logic as in Eq 1.11 we can rewrite 1.12 as
hΨ|H |Ψi + hΨ|H − H |Ψi = E0 −
0

Z



0
ρ(r) v(r) − v (r) dr

(1.13)

However, we note that if we add 1.11 and 1.13 and 1.10 with 1.12 and combine the result,
we arrive at the contradiction that
E0 + E00 < E0 + E00
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(1.14)

which implies that there can not be two different external potentials that give the same
density for their ground state. [52] Consequently, we can conclude that specifying ρ gives
us both N and a unique v which implies we can obtain all other properties of the ground
state.
Thus, instead of using a traditional wave function to find the ground state energy, it is
equally valid to use the ground state density. Therefore, we want to find
E0 = Ev [ρ0 ] = T [ρ0 ] + VN E [ρ0 ] + Vee [ρ0 ]

(1.15)

where we have simplified the energy expressions dependence on the kinetic, nuclei-electron,
and electron-electron energies, but where the brackets denote what is known as a functional
which takes in a function - in this case the ground state density - and returns a scalar value.
We immediately note that
VN E [ρ0 ] = hΨ0 |

n
X

Z
v(ri )|Ψ0 i =

ρ0 (r)v(r)dr

(1.16)

i=1

but the other terms in are more difficult to treat since the nabla operator between the wave
functions of the kinetic energy prevents us from from putting it into density form and
the internal potential energy depends on two particle locations which prevents us from
integrating out the density. Since these two terms are also independent, we group them
together such that
E = T [ρ] + U [ρ] + VN E [ρ] = F [ρ] + VN E [ρ]

(1.17)

The second theorem proven by Hohenberg and Kohn shows that for every trial density
function ρtrial (r) that satistfies

R

ρtrial (r)dr = N and ρtrial (r) ≥ 0 for all r, then
E0 ≤ Ev [ρtrial ]
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(1.18)

Using this variational principle, and assuming differentiability of Ev [ρ], we require the
ground state density satisfy the stationary principle
!

Z
δ Ev [ρ] − µ

ρ(r)dr − N

=0

(1.19)

which yields the Euler-lagrange equation

µ=

δEv [ρ]
δFHK [ρ]
= v(r) +
δρ(r)
δρ(r)

(1.20)

From the Hohenberg-Kohn theorems, we recognize that if we know the ground-state
electron density, ρ(r), we can in principle calculate all other ground state molecular properties without having to find the molecular wave function.[45] However, the theorems are
not complete in a practical sense, since it does not tell us how to find ρ0 without first finding
the wave function or how to calculate E0 from ρ0 .
Kohn and Sham resolved this by considering a fictitious reference system of N noninteracting electrons, with each experiencing the same external potential, vs (ri ). This external
potential is chosen to to make the ground state probability density, ρs (r), equivalent to the
ground state electron density,ρ0 (r), of the system we are interested in, or ρs (r) = ρ0 (r).
From the Hohenberg-Kohn theorems, we recognize that once we find ρs (r) we uniquely
define the external potential vs (ri ). We can write the Hamiltonian of this reference system
as
Hs =

N 
X
i=1

 X
N
1 2
hKS
− ∇i + vs (ri ) ≡
i
2
i=1
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(1.21)

where we have defined the Kohn-Sham one electron Hamiltonian operator as hKS
i . Using
a perturbation treatment, we can relate the fictitious system to the real system by writing
the Hamiltonian as
Hλ = T +

X

vλ (ri ) + λVee

(1.22)

i=1

where λ ranges from 0, which corresponds to our fictitious system of no interacting electrons, to 1, which corresponds to the real system, and vλ is the external potential that will
make the ground state density of Hλ correspond to the real system’s ground state.
Kohn and Sham restructure such that the kinetic energy
∆T [ρ] ≡ T [ρ] − Ts [ρ]

(1.23)

where ∆T is the difference in the average ground state electronic kinetic energy between
the real system and the reference system off N noninteracting electrons with electron density equal to that in the real system. Additionally, the interelectronic repulsion was defined
as
1
∆Vee [ρ] = Vee [ρ] −
2

Z Z

ρ(r1 )ρ(r2 )
dr1 dr2
r12

(1.24)

After careful manipulation, we find that
Z
Ev [ρ] =

1
ρ(r)v(r)dr + Ts [ρ] +
2

Z Z

ρ(r1 )ρ(r2 )
dr1 dr2 + ∆T [ρ] + Vee [ρ]
r12

(1.25)

From this we define the exchange-correlation energy functional Exc [ρ] as
Exc [ρ] = ∆T [ρ] + ∆Vee [ρ]
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(1.26)

since these are the two terms that are unknown. We can therefore write the energy in terms
of Exc such that
Z
E0 = Ev [ρ] =

1
ρ(r)v(r)dr + Ts [ρ] +
2

Z Z

ρ(r1 )ρ(r2 )
dr1 dr2 + Exc [ρ]
r12

(1.27)

The motivation behind writing the energy in this form is due to the fact that the first three
terms can be properly evaluated and encapsulate the majority of the energy which are
then added to a fourth term, Exc , which is not easy to find but nevertheless contributes a
minimal, but not negligible, amount to the energy. Written in this manner, the goal to an
accurate calculation is to get a good approximation for Exc .
In conclusion, Kohn and Sham laid the early foundations for a currently hot field in
electronic structure method. As opposed to wavefunction methods, Density Functional
Theory solves the electronic structure problem in terms of the density and results in a
comparibly cheap computation. The utility of this theory is apparent if one acknowledges
its applications on system sizes ranging from 128 water molecules to macromolecules.

1.2.4

Pseudopotentials and Choice of Basis Set

In this work, we will explore complex chemical phenomena involving atoms beyond
the second row of the Periodic Table. The system, a herbicide molecule solvated with
128 water molecules, is large in the sense that we have a significant amount of electrons
to account for in addition to potential hydrogen bonding and dispersion effects. Consequently, if we were to use an all electron description inherent to pure Slater or Gaussian
type orbitals, the computational expense would be significant.
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A valid resolution to this is by using a pseudopotential to describe the chemically inert
core, and a molecule optimized basis set to describe valence electrons that are chemically
active. In this work, we use a combination of the Goedecker, Teter, and Hutter (GTH)
Pseudopotential and the Molecule Optimized (MOLOPT) basis set to describe the electrons
in our system.
The GTH Pseudopotential is dual space in the sense that it has an analytic definition
in Fourier as well as real space. This result finds utility for plane wave methods which
necessarily require pseudopotentials as expansion of the density or wavefunction in terms
of plane waves are inefficient from a computational perspective. Furthermore, the use of
Gaussian functions in real and Fourier space exhibits good convergence behavior.
The MOLOPT basis set has been optimized for density functional theory calculations
of condensed phase systems and for use alongside the GTH psuedopotential. MOLOPT
uses contracted Gaussian functions which include diffuse primitives and is designed to
yield good performance for total energies, geometries, and hydrogen bonding energies.
Describing hydrogen bonding requires additional finesse, since these effects are sensitive to Basis Set Superposition Error (BSSE). To describe the origin of BSSE, we illustrate
an example involving the interaction energy of two molecular fragment, A and B, which
can be defined to be ∆EAB = EAB − EA − EB where EAB is the energy of the system and
EA and EB is the energy of the fragments. The origin of BSSE arises if we note that in the
energy calculation of the system, the description of fragment A is improved by basis functions centered on B and vice versa. Since this is equivalent to the introduction of additional
degrees of freedom, the energy of AB will be lowered. Meanwhile, individual calculations
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on A and B will not exhibit this effect. In this instance, the BSSE is an attractive contribution on the interaction energy that arises from the improved description of the fragments
in the combined basis rather than from a physical interaction between fragments. [31]

1.2.5

Canonical and Isothermal-Isobaric Ensembles

We have previously introduced the methods and concepts relevant in solving the electronic structure method. In this sub section we will introduce the type of simulation environment we work in and their relationship to standard thermodynamic examples.
Consider an ensemble of systems, each with fixed values of number of particles (N),
volume (V), and temperature (T). We constrain each system to have walls that are heat
conducting but do not allow molecules to pass through. Imagine that we take the ensemble
and place it in a heat bath at temperature T and wait until thermal equilibrium is achieved.
At this point, we have ensured that each member of the ensemble has the same values of
N, V, and T. We then construct thermal insulation around the perimeter of the ensemble,
effectively making it an isolated system; or one that does not allow energy or matter to
escape.
However, despite each of the individual members of the ensemble having a constant
temperature, the energy of each system is allowed to fluctuate. Thus, we must take into
consideration the set of all possible Ej (N, V ), remembering that each has the potential to
be repeated according to its degeneracy, Ω(Ej ). We can specify the state of the ensemble
by saying that aj of the systems are in state j having energy equal to Ej , where j is an
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element of the natural numbers. The complete set of aj , each called an occupation number,
is also called a distribution often seen as a.[49] This set must satisfy two constraints:
X

aj = A

j

X

aj Ej = E

(1.28)

j

where the sum of the occupation numbers must equal the number of systems in the ensemble, A , and the total ensemble has some fixed energy, E , since it is an isolated system.
We then apply the principle of equal a priori probabilities of the ensemble such that every
distribution of occupation numbers is equally probable and therefore given equal weight
when performing ensemble averages. [49] From this point, we refer the interested reader
to an excellent summary of the derivation of relevant mechanical properties to the books
of McQuarrie and Tuckerman[49, 74]
However, we do wish to highlight the connection of mechanical properties to their
non-mechanical counterparts in the canonical ensemble by first mentioning the first law of
thermodynamics, written as
dE = T dS − pdV

(1.29)

We note that each member of the ensemble is representative of a closed system, whereby
the number of particles does not change but energy is allowed to fluctuate. Thus, it would
be useful to take the differential of our expression for Ē, holding the number of particles
constant. This can be written as

dĒ =

X

Ej dPj +

j

X
j
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Pj dEj

(1.30)

Using clever manipulation found in[49], we can rewrite this such that
X

dĒ = −kT d
Pj lnPj − p̄dV

(1.31)

j

Relating this back to our earlier thermodynamic equation seen in Eq 1.29, we come to the
startling realization that the entropy must be related in such a way that
S = −k

X

 
Pj ln Pj

(1.32)

j

From here, we can insert our established relation for probability into the above, rearrange
terms, and come to the final conclusion that


Ē − T S = A(N, V, T ) = −kT ln Q(N, V, T )

(1.33)

where the Helmholtz free energy, A, is called the characteristic function for the canonical
ensemble, and Q(N, V, T ) =

e−βEj
P −βEj
je

and is referred to as the partition function. From

this point, we can use the method of Legendre Transform to find any property of interest,
such as pressure, entropy, and chemical potential. [74]
Using the aforementioned logic, it is possible to derive expressions detailing an ensemble of systems having heat conducting and flexible walls such that each system of the
ensemble is describe by N , T , and p; referred to as the isothermal-isobaric ensemble. [49]
In order to equilibrate pressure, the volume must be allowed to fluctuate. Therefore, we
can imagine the system as being coupled to an isotropic piston that compresses or expands
in response to instantaneous internal pressure fluctuations, such that the internal pressure is
equal to the external applied pressure.[74] Similarly, our system must exchange heat with
a thermal reservoir to maintain a constant temperature.
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Of course, by using a barostat we can fundamentally reproduce both the isothermalisobaric ensemble as well as the isoenthalpic-isobaric ensemble. Beginning from the microcanonical ensemble (N,V,E constant), we can utilize the Legendre transform to obtain the isoenthalpic-isobaric ensemble, the properties of which can be transferred to the
isothermal-isobaric ensemble used in this work.
In the microcanonical ensemble, the energy is constant and a function of N, V, and the
entropy S, written as
E = E(N, V, S)

(1.34)

We wish to use the external pressure in place of the volume V. Therefore, we perform a
Legendre transform on E with respect to the volume V, where the new energy formula, Ẽ,
is expressed as
Ẽ(N, p, S) = E(N, V (p), S) −

∂E
V (p)
∂V

(1.35)

Using the idea that p = −∂E/∂V , this can be rewritten as

Ẽ = E + pV (p)

(1.36)

which we recognize is just the expression for the enthalpy

H(N, p, S) = E(N, V (p), S) + pV (p)

(1.37)

If we increment the enthalpy’s variables by infinitesimal amounts, we can express the
change in enthalpy as

dH =

∂H 
∂H 
∂H 
dN
+
dp
+
dS
∂N p,S
∂p N,S
∂S N,p
23

(1.38)

Furthermore, we can use H = E + pV and the first law of thermodynamics to express
the infinitesimal change in enthalpy as
dH = dE +pdV +V dp = T dS −pdV +µdN +pdV +V dp = T dS +V dp+µdN (1.39)
Comparing Eq 1.38 and 1.39 leads us to the conclusion that µ = ∂H/∂N , hV i =
∂H/∂p and T = ∂H/∂S, where hV i is a result of instantaneous volume fluctuations.
This conclusion also establishes the primary thermodynamic relations in the isoenthalpicisobaric ensemble. [74]
Using this same reasoning, we can perform a Legendre transform on the canonical
(N,V,T) ensemble, where the volume in the Helmholtz free energy, A(N,V,T), is transformed into the external pressure, p, yielding the Gibbs free energy expressed as
G(N, p, T ) = A(N, V (p), T ) − V (p)

∂A
∂V

(1.40)

Again, we use the relation p = −∂A/∂V in the above to yield
G(N, p, T ) = A(N, V (p), T ) + pV (p)

(1.41)

Furthermore, we can change the Gibbs free energy by infintesimal amounts using the thermodynamic expression
dG =

∂G 
∂G 
∂G 
dN
+
dp
+
dT
∂N p,T
∂p N,T
∂T N,p

(1.42)

Using the thermodynamic expression for Gibbs free energy (G = A + pV ) we can
make infinitesimal adjustments so that
dG = dA+pdV +V dP = −pdV +µdN −SdT +pdV +V dp = µdN +V dp−SdT (1.43)
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We arrive at the thermodynamic relations of the isotherm-isobaric ensemble expressed as
µ=

∂G
,T,
∂N p



∂G
,
∂p N,T



and S = −

∂G
.
∂T N,p



From a macroscopic perspective, when experimentalist take measurements, they may
find that the value of what they are measuring fluctuates about an average value. Similarly,
the ensembles that we have illustrated provide a mechanism to find the probability distribution over which these averages are taken. We find that the average is actually the first
moment, with the variance said to be the second moment (x − x̄)2 . Typically, we use the
standard deviation, or the square root of the variance, to measure the spread of the distribution relative to the mean. Thus, the fluctuations about the average that the experimentalist
might measure is referred to as the standard deviation. Of course, if the experimentalist
took measurements frequently and over an extended period of time they would find that the
probability of observing a value other than the mean is extremely remote. This idea is also
transferable to statistical mechanics and is in fact, a corollary to the idea that all ensembles
are equivalent for all practical purposes.[49]
The equivalence between ensembles is of profound importance. Just as an example: in
this work we will use Density Functional Theory to solve the electronic structure problem
in our molecular dynamics simulations. Some of our recent work suggest that the predicted
density of these simulations vary according to the density functional used.[25, 24, 23]
Thus, we equilibrate the system in the NpT ensemble to find an average density and then
use the average density and corresponding configuration as initial conditions for our NVT
ensemble from which we take all relevant structural properties.
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In this work, we try to find the Gibbs free energy of an intramolecular proton transfer in glyphosate. The Gibbs free energy is the characteristic function of the isothermalisobaric(NpT) ensemble. Yet, as we have just stated, we equilibrate first in NpT ensemble,
but then take all relevant properties from the NVT ensemble. However, because all ensembles are equivalent[49], it does not matter which ensemble we use to determine free
energies, as from a statistical mechanics perspective, they are all equal.

1.3

Molecular Simulation
This section details the overall procedure followed in order to obtain the results de-

scribed in the next chapter. As the workhorse of this work is essentially based on the results of ab initio Molecular Dynamics (AIMD), the speed at which results can be obtained
is limited to computational resources and time. Therefore, we first describe a procedure –
geometry optimization of each structure in the vapor phase and classical molecular dynamics to obtain a better starting configuration – meant to reduce the time necessary for our
AIMD simulations to reach equilibration. After, we note that each density functional used
within our AIMD construct predicts densities that vary significantly. As we can not predict a priori which density functional will predict what density, we must take our starting
configuration and equilibrate it in the NpT ensemble in order to obtain what that density
functional predicts to be an reasonable density. We then use that information, as well as
an equilibrated configuration, to run a NVT simulation in order to explore the dynamics of
each herbicide in aqueous solution as well as to obtain IR spectra. We also employ meta-
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dynamics to explore the energy barriers seperating different enantiomers of metolachlor,
and the barrier seperating the zwitterion-netural form of glyphosate.

1.3.1

Geometry Optimization

The Gaussian 09 software[1] was used to perform an initial geometry optimization individually on each herbicide molecule in the vapor phase. The geometry was optimized using
the M062x density functional[82] and 6-31G** basis set. GaussView was used to create
different conformational isomers of each herbicide in order to see which structure was
lowest in energy. This lowest energy structure was then solvated with 128 water molecules
using the PACKMOL software [46].

1.3.2

Classical Molecular Dynamics

The resulting configuration was then used in an input configuration to the Gromacs
software[33] in order to perform a classical molecular dynamics simulation. The OPLS
forcefield[39] was used to generate the bond bending, bond stretching, dihedral, and Lennard
Jones parameters.
As per the literature, OPLS defines the bond stretching term to be

Ebond =

X

Kr (r − req )2

bonds
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(1.44)

where Kr is the spring constant and req is the equilibrium bond distance. The angle bending
term is defined as
Eangle =

X

Kθ (θ − θeq )2

(1.45)

angles

where Kθ is the force constant and θeq is the equilibrium angle. The torsion terms are
defined to be






V2
V3
V1
1+cos(φ+f 1) +
1−cos(2φ+f 2) +
1+cos(3φ+f 3) (1.46)
E(φ) =
2
2
2
where the set of Vi are the coefficients of fit. The non-bonded parameters arise from
coulomb and lennard-jones type interactions and are found to be

Eab =

ona X
onb 
X
qi qj e2
i

j

rij

+ 4ij

 σ 12
ij
12
riJ


σij6 
− 6
fij
rij

(1.47)

where fij = 0.5 if i, j are a 1,4 interaction and fij = 1.0 otherwise.
On occasion, the force field parameters were either not present or exceedingly hard
to find from previous literature. Therefore, Gaussian 09 was used to bolster forcefield
construction. For example, if bond bending force constants were missing, Gaussian 09 was
used to perform geometry optimizations at different angles. A program was constructed
that fit a quadratic function to a plot of energy vs angle. Similarly, Gaussian 09 was used to
scan dihedral angles, the output of which was analyze by a program and the expression for
torsion was fit to a plot of energy vs dihedral angle to obtain these forcefield parameters. A
PM5 calculation was used to obtain missing charges. Equilibrium bond length and angles
were taken from the result of the aforementioned geometry optimization. The LennardJones σ and  parameters were chosen by making reasonable guesses.
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We began by performing an energy minimization of the structure in Gromacs to ensure
Packmol did not pack the molecules too tightly, resulting in particle overlap and high repulsive energy. We followed this by an NVT simulation, then an NpT simulation in order
to obtain a decent starting configuration for our ab initio simulation which followed. The
purpose of performing the classical simulation beforehand was to quickly generate a reasonable starting configuration for our ab initio simulations which take significantly more
time to equilibrate.

1.3.3

Ab initio Molecular Dynamics

We first performed NpT ensemble simulations using the CP2K software suite[37] to
equilibrate the density, as our previous work suggests a correlation between functional and
predicted density.[25, 24, 23] We initially started running all simulations using the PBE
functional[54] with Grimme’s dispersion correction DFT-D3. [26]
For clarity, the primary goal was to find an equilibrated density for each herbicide solvated in water. The initial run lasted for 50ps for atrazine and metolachlor. An equilibrated
structure was found, and used as a starting point for and NVT simulation which ran for 30
ps. The first few ps were considered as an “equilibration” period and subsequently cut out
of the trajectory when performing the final analysis.
For glyphosate, it was noticed that a hydroxyl group donated a proton at 20 ps. In
order to further explore this situation, we consequently extended the total simulation time
to 55 ps. It was found that at the end of this simulation, the water shuttled the proton to
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the amine group which became doubly protonated. An illustration of this situation is seen
in Figure 1.2

Figure 1.2

Separate structures associated with the ground state of glyphosate. The left hand side
structure corresponds to the zwitterion form while the right hand structure corresponds to
the nonzwitterion structure

Previous work by Tuckerman et al. suggests the charge transfer mechanism involves
structural diffusion (Grotthuss’ mechanism) of the entire charged complex through a hydrogen bond network.[75] Another prominent interaction of this proton relocation process
involves induced dipole-induced dipole (van der Waals) type interactions. This inherently
involves nonlocal correlation, which is an effect that GGA functionals have trouble modeling as they lack a rigorous formulism at accounting for long range electron correlation.[43]
Nevertheless, work by Zhao et al. [81] suggests the PBE functional adequately accounts for
hydrogen bonding. To gain further perspective on this complex phenomena, we also em-
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ployed the optB88-vdW[15] and optPBE-vdW functionals [42] to study glyphosate which
reportedly excel at accounting for van der Waals forces present in water.[80, 22]
Using the 55ps simulation using the PBE-d3 functional as a reference, an ’equilibrated’
structure was found and used as an initial configuration in the NpT simulations using the
optB88-vdW and optPBE-vdW functionals that ran for 30 ps. Equilibrated configurations
corresponding to the non-zwitterion form of glyphosate were used in a metadynamics simulation (discussed in the next section) to determine which structure of glyphosate is minimal in energy. A configuration corresponding to the results of this simulation was used
as an initial input into a final NVT simulation that lasted for 30ps to obtain structural,
vibrational, and condensed phase properties. The first 5ps of each NVT run was discarded
as equilibration with the remainder used for analysis purposes.

1.3.4

Metadynamics

As we have previously discussed, ensuring the system of interest is ergodic - in other
words, we have sampled all energetically relevant configurations - is a necessary and sufficient condition for equilibration. Unfortunately, the timescales that we deal with in Ab
Initio Molecular Dynamics Simulations (AIMD) are on the order of picoseconds due to the
large computational cost. As an example, if our system has a large free energy barrier that
separates different conformations, or the system diffuses slowly in configuration space, we
might not be able to witness these rare events within the available timeframe.[4] Consequently, it may be impractical to guarantee our system has explored all configurations.
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Metadynamics resolves this issue by introducing a biasing potential along a predefined
number of collective variables in order to reconstruct the free energy surface. The idea
is that a typical simulation uses a timestep on the order of femptoseconds in order to encapsulate the fastest degrees of freedom for the system - typically bond stretching and
bond bending - and adequately solve the equations of motion. Frequently, most interesting
events happen on the order of 10−4 seconds [4] and would require 1011 MD steps to witness. In other words, these events require the system to surpass a energy barrier in order to
proceed, with a minimal likelihood of spontaneously happening on normal timescales.
In Metadynamics, we define relevant parameters, called Collective Variables (CVs) s,
on which the Free Energy Surface (FES), F (s), depends. The exploration of the FES
is then guided by the forces, Fit = −∂F /∂sti . We then add to the Lagrangean a term
Pn

i=1

λi (si − sti ) where the i is a sum over all defined CV, si = sti at initial time t, and

λi are the Lagrange multipliers. Coarse grained dynamics are defined, in the form of a
steepest descent equation, from the discretized evolution equation
σit+1 = σit = δσ

φti
|φt |

(1.48)

where Laio et al. defines a scaled variable, σit = sti /∆i , scaled forces, φti = Fit ∆si ,
where ∆si is the size of the FES well in the direction si , |φt | is the modulus of the n-th
dimensional vector φti and δσ is a dimensionaless stepping parameter.[44]
Efficient exploration of the FES is achievable is we replace the forces in Eq 1.48 with
a history dependent term
X Y |σi −σit0 |2
∂
φi → φi −
W
e 2δσ2
∂σi t0 ≤t i
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(1.49)

where the height and width of the Gaussians are W and δσ, respectively. [44]
In summary, MD simulations face a typical problem of being ‘stuck’ in a potential energy well. In order to speed up the sampling of different regions of configuration space,
we define relevant collective variables. Using these collective variables, we note that the
component of the forces coming from the deposited Gaussians of the form Eq 1.49 discourages exploration of similar regions of configuration space and ensures exploration of
the FES is possible. These time-dependent potentials accumulate, filling the FES well and
allowing the system to explore different regions of the FES. In fact, it can be verified that
for t → ∞ and for a small Gaussian width with respect to well variation [44]
−

X

W e−

|σ−σt0 |2
2δσ 2

→ V (s)

(1.50)

t0 ≤t

or the obtained FES approximates the Potential Energy Surface (PES) modulus a constant.
In this work, metadynamics simulations were used to study the free energy landscape
of both glyphosate and metolachlor in solution. As metalochlor exists as a series of enantiomers, shown in Figure 1.3, with different degrees of herbicidal activity, we used metadynamics to explore the free energy of dihedral rotation separating the different conformers
of the aR metolachlor. Taking a equilibrated structure of aR-1S metolachlor from the NpT
simulation, we ran a 5ps trial run in the NVT ensemble which was continued as a metadynamics simulation to explore the dihedral profile. The collective variable dihedral is shown
in Figure 1.3
Because of glyphosate’s unique electronic structure, we employed metadynamics simulations to study the free energy seperating the zwitterion from the nonpolar structure. We
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Figure 1.3

Depiction of the various stereoisomers of metolachlor. a) and b) show the structure of the
herbicidally active aS, 1’S-metolachlor and aR,1’S-metolachlor, respectively. c) and d)
shown the herbically inactive aR, 1’R-metolachlor and aS,1’R-metolachlor, respectively

took a structure corresponding to the equilibrium density prior to the deprotonation witnessed in the NpT simulation. We then ran for 7.5 ps in the NVT ensemble, which the
metadynamics simulation continued in. This process involves a proton transfers from a
phosphonate hydroxl group to the amine group; a schematic is shown in Figure 1.2. As
our collective variables, we chose the coordination number of oxygens as they relate to
hydrogen on the phosphonate group, as well as the coordination number of the nitrogen
atom as it relates to all hydrogen atoms.
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This was initially explored using the pbe-d3 functional, but we included the optB88vdW and optPBE-vdW functionals to gain further perspective of the free energy transfer
and to ellucidate the ground state structure in solution. The simulations employing these
functionals were set up to correspond to the pbe-d3 simulation.
Upon the conclusive realization that the zwitterion structure is the lowest energy structure in solution, we explored two dihedral profiles around the active nitrogen site using
the PBE-d3 functional, yielding a Ramachandran plot. Because fully exploring the FES
requires > 140ps of simulation time, we only ran this simulation using the pbe-d3 functional.
As explained earlier, to run a metadynamics simulation, we need to define four things
(outside that needed to run a standard NVT simulation): 1) Collective Variable, 2) Gaussian height, 3) Gaussian width, 4) frequency with which we deposit the Gaussians. For
all metadynamics simulations, we chose a Gaussian height of 0.5 kcal/mol (metolachlor
height of 0.313 kcal/mol), having a width of 0.2, and the time between successive Gaussian
deposits was every 100 fs. These parameters were chosen based on available literature and
extensive experiementation. We will later define the relevant dihedrals probed for aR-1S’
metolachlor and glyphosate. For the intramolecular H+ transfer for glyphosate, our collective variables were the coordination number between the oxygen and hydrogen atoms
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(CNOH ) attached to the phosphonate group and the coordInation number of the hydrogen
and nitrogen atoms (CNHN ). The respective, formal definitions are

CNOH

rij
Ro

3 392 1 −
1 XX
=
 12
NO i j
rij
O
H 1 −
Ro

and

CNHN

6

rij
Ro

(1.51)

6

392 1 1 −
1 XX
=
 12
NH i j
rij
H
N 1 −
Ro

(1.52)

with rij being the distance between atoms i and j, Ro being the bond breaking cutoff
distance defined to be 1.2 and 1.35 for the OH and NH bonds, respectively. The exponents
were chosen based on previous literature.[76, 77] From these formal definitions, we expect
the metadynamics simulations to probe CNOH on the interval (1/3, 2/3) and CNN H on
the interval (1, 2).
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CHAPTER II
LIQUID STRUCTURE

The following chapter is dedicated to the results obtained thus far. It should be noted
that much of the work is pending. Consequently, we present what is immediately available,
and briefly discuss what work is currently outstanding. As we have already established,
the choice of ensemble is entirely up to the researcher and is made according to convenience. As some of our previous work[23, 24, 25] suggests there is a density dependence
on the functional used, we believe it is a necessary first step to equilibrate the systems
in the isothermal-isobaric (NpT) ensemble to find the density determined from the density
functional. In this way, we explore all properties entirely in terms of the density functional.
Once this is done, we use a configuration representative of the equilibrated density as an
initial configuration in the canonical (NVT) ensemble to determined condensed phase and
vibrational properties.

2.1

Density

Using the PBE functional with Grimme’s dispersion term added, we present the following plots of density shown in Figure 2.2. It should be noted that we originally ran
atrazine, aR,1’S metolachlor, and glyphosate for a minimum of 50 ps. The criteria for den37

sity equilibration was defined as follows: we focused on the trajectory corresponding to
the final 20-25 ps of the total trajectory. From there, we broke this production run evenly
into quarters and found the average box length of each quarter. If the density fluctuated appropriately around the mean, then we declared the simulation to be equilibrated. We then
took a simple average and standard deviation of the production box length, from which we
were able to calculate density and compare with the actual density. Finding the standard
deviation of the density required propagating errors arising from averaging the box length.
In order to study the remaining enantiomers of metolachlor in aqueous solution, we
found a structure of aR,1’S metolachlor corresponding to an ‘equilibrated’ box length of
16.069Å on the interval between 5-15 ps. From this starting structure, we simply rotated
the benzene ring 180 degree or swapped the functional groups attached to the chiral carbon
to achieve the various enantiomers. The idea behind this is that we already have a decent
starting structure from the aR, 1’S metolachlor trajectory, and modifying the metolachlor
geometry has a negligible impact on the overall electronic structure. Consequently, we
reduce the amount of time needed to run aS, 1’S, aR, 1’R, and aS, 1’R metolachlor to
equilibration and consequently reduce the amount of computational resources necessary.
The density results of aR, 1’R and aS, 1’R metolachlor are still pending but we have provided results for the active components of the metolachlor herbicide as well as atrazine and
glyphosate, seen in Table 2.1.
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Figure 2.1

Relevant Atom Labeling for a) Atrazine, b) Metolachlor, and c) Glyphosate. Atom labels
are ordered according to their atom type, and their corresponding RDF position. Right
hand structures correspond to the final structure within the NVT formulism.
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Figure 2.2

Density Plot as a function of time in fs of a) Atrazine, b) aR-1’S Metolachlor, c) aS-1’S
Metolachlor, d) PBE-d3 Glyphosate, e) opt-B88 Glyphosate, f) opt-PBE Glyphosate. Red
line denotes the starting point considered for equilibration.
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Table 2.1

Density Predictions according to Density Functional Used. Density values in

g
cc

Glyphosate Atrazine aR, 1’S Metolachlor aS, 1’S Metolachlor
Functional

Density

Density

Density

Density

pbe-d3

1.017(8)

1.022(8)

1.039(8)

1.014(7)

opt-pbe

1.069(7)

-

-

-

opt-B88

1.148(7)

-

-

-

Additionally, it was noticed that after 20 ps a hydroxl group on the phosphonate part
of the glyphosate molecule deprotonated. We therefore ran this simulation beyond 50 ps
to gain additional perspective. In fact, we note that once this has occurred, the amine
group promptly becomes double protonated thereby maintaining a overall charge of zero.
Therefore, we decided to study this system using additional functionals, notably opt-B88
and opt-PBE, as literature suggests they give good water structure. [22] In order to do this,
we chose a configuration at 10.9 ps of the PBE-d3 simulation as an initial configuration
to the opt-B88 and opt-PBE NpT simulations. Again, the idea is to reduce computational
time since we are taking a more realistic starting configuration.
We have compiled a table of equilibrated densities in Table 2.1. From this we note that
overall, the PBE-d3 functional gives good agreement of density values as the predicted
density is close to water we might expect of bulk water. However, the opt-B88 and opt-
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PBE functionals predict a liquid structure that is too dense. Therefore we can conclude
that the predicted density of our AIMD simulations is entirely dependent upon the user’s
choice in density functional.

2.2

Radial Distribution Function (RDF)

The Radial Distribution Function(RDF) is a common tool used to determine the average
distance between reference and observed particle and can be used to elucidate how local
structure around a reference particle fluctuates. An RDF value greater than 1 indicates
that there is a higher probability of finding a particle at that particular location relative to
“uniform bulk density” typically seen more than half a box length away from the reference
particle. In the current case, the RDF will describe intermolecular distances between a
reference atom in the relevant herbicide molecule and an observed atom found in water.
As there is no discernible difference between either hydrogen atom in a water molecule,
we averaged these RDFs. Another valuable consequence of analyzing these RDFs is the
potential for seeing and defining viable hydrogen bonding pairs.

2.2.1

Atrazine and Metolachlor

The RDFs for atrazine and aR, 1’S metolachlor are shown in Fig. 2.3 and 2.4 respectively. Beginning with atrazine, we expect most activity to occur in close proximity to the
triazine ring. Referring to the appropriate labeling, shown in Figure 2.1, we see that the
first peaks for both N2/N3/N5-H plots occur at ∼1.9 Å , promptly decay to zero by ∼2.25
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Å , and fit the criteria for a hydrogen bond. Both N1/N2-H have secondary peaks located at
4 Åwith the latter being more intense and N5-H does not exhibit any significant secondary
peak. This difference in intensity could be due to steric effects of the neighboring isopropyl
group on the N1 side of the molecule (refer to 2.1) excluding space for a water molecule
to occupy in the second solvation shell.
The presence of a peak for the N1/N2/N5-O at 2.9 Å suggest that the water molecule
associated with the hydrogen bond between N1/N2-H aligns itself such that the oxygen
atom in on the line connecting the hydrogen bond. We propose this idea due to the fact that
the peak location difference between the N1/N2/N5-H and N1/N2/N5-O peaks are similar
to the OH bond length of a water molecule.
This same reasoning can be applied the second peak location of the N2-O plot located
at ∼5 Å since this peak location is ∼1 Å away from the second peak location for the
N2-H plot. Curiously, only N1-H show the evidence of a third solvation shell at ∼ 6.9
Å . Despite the N2-O plot showing significant second and third peaks at ∼ 4 and ∼ 7
Å neither N1/N5-O plots show significant coordination. The C1/C2/C3-H plots all show
(small) peaks at ∼3 Å , suggesting these carbon atoms on the ring “see” the hydrogen
bonds forming between the water and nitrogen atoms of the triazine ring. The sharp C3-H
peak and weaker C2-H peak at ∼4.2 Å could be due to this atom “seeing” the hydrogen
atom being hydrogen bonded to the N2/N5 atoms. The difference in intensity is most likely
a result of the isopropyl group hindering available space on the C2 side of the molecule.
To reiterate, the C2-H plot shows second and third minor peaks on the interval ∼3.4 Å
to ∼4.2 Å suggesting that if the hydrogen atom hydrogen bonded to N1 can only exist in
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unexcluded space, it goes to reason that the attached oxygen atom only has a set amount of
available space also. This phenomena is also seen in the C2-O plot showing two successive
peaks on the interval 3-4 Å , reaffirming this idea.
Both C1/C3-O plots show peaks close to ∼ 3.9 Å , although the former is far larger.
Regarding C2-O, the lack of existence of one, sharp peak as seen in the C3-O plot can be
explained again to the steric effects of the isopropyl group excluding viable space.
Curiously, the first peak location for the CL1-H and CL1-O come very close to aligning
at 3.8 Å although the CL1-O peak is significantly large.
Regarding the right hand side functional group attached to the triazine ring in Fig 2.1,
the C8-O plot exhibits a significant first peak at ∼3.7 Å with a weaker first peak at roughly
the same position for the C8-H plot. The C5-O plot has its first peak at ∼4.95 Å , with a
weaker first peak of C5-O at ∼4.2 Å .
Moving to the left hand side functional group attached to the triazine ring, we notice
that the C4-O/H plot each has a sharp first peak at ∼4.9 Å , with each peak largely overlapping. This ultimately means that the probabilities associated with find a hydrogen and
oxygen atom at ∼4.9 Å are largely the same, with a slight preference to finding a oxygen atom due to the slightly larger peak. The C6-O/H plots largely mirror this conclusion
with first peak locations at ∼4 Å and ∼3.9 Å respectively. In contrast, the C7-O plot
shows a sharper first peak at ∼3.8 Å and weaker second peak at ∼6 Å with no significant
coordination seen from the C7-H plot.
Now observing aR, 1S’ metolachlor, we focus on the right hand side of the functional
group attached to the chiral nitrogen atom as seen in Fig 2.1. Residing at the terminal point,
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the C14-O plots shows significant peak at ∼3.8 Å with a weaker peak at roughly the same
location for the C14-H plot. This trend is continued with the terminal C12-H/O first peak
at ∼3.8 Å , with the latter again being larger in magnitude. The O1-H plot shows a small
peak at ∼1.9 Å that decays quickly, indicating a potential hydrogen bond site. However,
beyond this the RDF indicates largely unordered structure with the exception of a slight
secondary O1-H peak at 4.5 Å . The O1-O plot exhibits a first peak, of equal height as
the O1-H first peak, at ∼2.8 Å . Furthermore, its secondary peak is in the same location
as the secondary peak of O1-O. Referring to the left hand side of the functional group
attached to the nitrogen atom, we note first peak locations of the CL-H/O to be at ∼ 3.6∼3.7 Å , although the latter is larger. A significant, sharp first peak at ∼1.95 Å for O2-H
suggest this exhibiting a hydrogen bond is highly likely. Beyond this point, no local order
is immediately apparent. Regarding the O2-O plot, the primary peak located at ∼3.9 Å has
comparable height to the O2-H plot. Similar positioning exists for the first peak location
of the C2-H/O plot at ∼3.7 Å although the latter is larger. Narrow, weak first and second
peaks at ∼ 3.7 and ∼ 5.5 Å are present for the C3-O plot. Moving to the benzene ring, no
local structure is evident from the C10-H plot. However, a sharp peak is present at ∼3.9 Å
for C10-O. A less sharp peak at ∼3.5 Å is present for the C9-O plot. The attached methyl
functional group shows minimal local order, with a weak first peak at ∼3.8 Å for C13-H
and a slightly stronger second peak at ∼5.1 Å . The terminal carbon on the attached ethyl
group shows the C15-O plot to have a broad first peak at ∼4 Å . The secondary C8 carbon
shows a minimal first C8-H peak at ∼4.8 Å , while the C8-O plot shows a comparitevly
stronger first peak shifted slightly to the right at ∼5.1 Å .
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2.2.2

Glyphosate

The RDF for the zwitterion glyphosate structure, with appropriate atom label given in
Fig 2.1, can be seen in Fig 2.5. Beginning with the carboxlyic acid side of the molecule,
we notice that the O5-H RDF has a peak at ∼1.95 Å , with the end of the first solvation
shell being 2.5 Å which has the potential to satisfy hydrogen bonding criteria. In order to
properly analyze the O4 and H6 RDFs with water, we find it prudent to first discuss the
O4-H6 RDF. We note that the maximum of this peak is ∼1.1 Å and the width extends to
∼2 Å which is outside the standard range of a “typical” O-H bond distance of ∼0.9 Å .
We further note the sharp O4-O peak at 2.5 Å , ending at ∼2.8 Å . The lack of width of
this peak indicates a low uncertainty associated with the position of a nearby oxygen atom
of a water molecule. In addition, another peak located at ∼3.1 Å is indicative of a second
solvation shell surrounding this O4 atom. A plot of the H6-O RDF has a first peak at ∼1.1
Å then has a much larger peak at ∼1.5 Å that promptly decays to zero by 2 Å . A third,
wider peak is also present at ∼3.4 Å . Both the first and the second peaks are indicative of
hydrogen bonding present between the H6 atom and oxygen of water. It is also significant
to point out that the location of the first peak coincides with the location of the first peak
location for the O4-H6 RDF. This is significant because this represents a configuration
where the H6 atom is equal distances away from the O4 atom of glyphosate and oxygen
atom present in water. Of course, the much larger second peak at ∼1.5 Å indicates this
distance separating the H6-O pair is most probable. The H6-H peak at ∼2 Å suggests an
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alignment of the nearest water molecule’s hydrogen locations along a plane of the H6-O
interaction, facing away.
Shifting our focus to the amine group, we note that despite the peripheral results for the
N1-H RDF the N1-O plot shows a sharp peak centered at ∼2.8 Å that ends at ∼3.4 Å . The
presence of second and third peaks, located at ∼4 Å and ∼6 Å respectively, suggest three
solvation shells surrounding the nitrogen atom. Consequently, we should expect that the
attached H4/H5 atoms should reflect the results seen for the nitrogen atom. In particular,
both H4/H5-O plots exhibit a peak at ∼1.8 Å , fitting the criteria for a hydrogen bond. Furthermore, both H4/H5-O plots show the existence of three solvation shells. Additionally,
it would appear that once the oxygen atoms become situated around the H4/H5 atom, the
relevant hydrogen atoms align themselves facing away from the glyphosate structure, as
indicated by the three peaks show in the H4/H5-H plot at ∼2.1-2.5, 4.1-3.5, and 6.1-5.6 Å
respectively.
Our final focus is on the phosphonate group of glyphosate. Beginning with the P1
atom, we see that the P1-H plot shows a signifcant peak located at ∼3.6 Å indicating
the consistent presence of a nearby oxygen/water molecule. Additionally, the P1-O peak
located at ∼2.9 Å also suggest the proximity of a nearby hydrogen. Delving deeper, both
O2/O3-H plots have a significant peak located at ∼1.7 Å fitting the criteria for a hydrogen
bond. Furthermore, the O2/O3-O plots show slightly less significant, sharp peaks at ∼2.6 Å
. This suggests that the a nearby each O2/O3 atom hydrogen bonds with a hydrogen atom in
water. Due to the small width of the O2/O3-O peak, the oxygen atom of the relevant water
molecule adopts a narrow range of configurations. The difference between the first peak
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locations of the O2/O3-H and O2/O3-O (∼ 0.9 Å) suggest that the oxygen in the hydrogen
bonded water molecule aligns itself on the line connecting the O2/O3 and their hydrogen
bonded hydrogen. Focusing on the attached hydroxyl group, we find that the sharp, yet
swiftly decaying H1-O peak located at ∼1.55 Å and fits that criteria of a hydrogen bond.
We also note the first peak location of the H1-H plot at ∼2 Å which indicates that once the
H1-O hydrogen bond forms, the attached hydrogen atoms of the relevant water molecule
prefer to be fixed along the antiparallel plane.

2.3

Hydrogen Bond Analysis
We can refer to the previous section regarding RDFs to see classic signatures of hydro-

gen bonding (peaks centered at less than 3 Å ) . Once we concluded a hydrogen bond exists,
we found the start and first minimum locations which corresponds to our defined minimum
and maximum donor-acceptor distance criteria. Unless otherwise stated the angle criteria
between donor-atom “bonded” to donor-acceptor must be between 0 and 120◦ .
To produce this analysis, we used the TRAVIS[7] program to generate, based on our
aforementioned distance and angle criteria, the (continuous) Hydrogen Bond Autocorrelation Function (HB-ACF) which determines the lifetime of an aggregated species. Essentially, we can define the HB-ACF to be equal to one when the established criteria is met
between particles i and j, and when the criteria is no longer met the HB-ACF becomes
0 for all time irrespective of whether or not the same particles satisfy that criteria again
at some later time. Because we are interested in the total HB-ACF, we are interested in
the average HB-ACF over all pairs i, j which equals 1 when the given time, τ , is 0 and
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tends to 0 as τ increases. Thus, performing the DACF(τ ) is equivalent to assuming the
criteria was fulfilled at time 0 and then finding the probability the criteria was still satisfied
at some later time.[7] The area under the resulting plot multiplied by 2 is the equivalent in
this context to the lifetime of the hydrogen bond. TRAVIS fit the HB-ACF by performing
a nonlinear fit on 1-4 exponential functions, where the fit with the highest “goodness of fit”
value was chosen to yield the hydrogen bond lifetime. Refer to Figure 2.1 for appropriate
atom labeling.

2.3.1

Atrazine and Metolachlor

For atrazine, all mentioned hydrogen bond conditions satisfy a N*-H distance of 1.32.5 Å . The corresponding lifetimes for the N5-H, N1-H, and N2-H hydrogen bonds were
48.6551, 21.8009, and 19.1568 ps respectively. Given the nucelophilic nature of the nitrogens in a triazine ring, we expect that if the structure is symmetrical all nitrogen atoms
should have comparable hydrogen bond lifetimes as the electron density should be evenly
distributed amongst the nitrogen centers. However, the structure of this molecule is such
that N5 atom is relatively unhindered in its creation of hydrogen bonds, whereas the N1
atom must contend with excluded space created by the isopropyl group, N2 must deal with
the excluded space created by the the hydrogen attached to N4, and both N1/N2 are in
range of the highly electronegative CL1 atom.
Regarding aR-1S’ metolachlor, we note from the O2/O1-H RDF that the donor-acceptor
distance criteria must satisfy a O2-H distance of 1.4-3.0 Å while the O1-H bond distance
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must satisfy the distance criteria of 1.4-2.5 Å . Using this set of criteria, we found the
O2/O1-H hydrogen bond lifetime to be 13.7704 and 7.93381 ps, respectively. Both of
these sites could be classified as moderately strong hydrogen bond sites, with the carboxyl
group having a stronger preference. Referring to Figure 2.1b), the right hand image representing the average structure of the NVT simulation for aR-1’S metolachlor shows that
the O2 atom is practically unobstructed, whereas the O1 atom must deal with both the excluded space created by the neighboring methyl sites and frequent torsional changes that
often occur along carbon-based backbones. These dihedral changes in particular have the
attribute that they typically have low rotational energy barriers (∼ 3 kcal/mol for ethane,
meaning ethane has freely rotating dihedrals at room temperature), which could result in
the breaking of a weak(er) hydrogen bond.

2.3.2

Glyphosate

We can immediately note that the slow decay of the H1/H6-O HB-ACFs suggest these
two atoms exhibit strong hydrogen bonds. Each has a similar lifetime, where H1-O has a
lifetime of 55.9144 ps whereas the H6-O hydrogen bond lifetime is 56.504 ps. The distance
criteria was given to be 1.10-2.20Å and 0.9-2.0 Å for H1-O and H6-O respectively. To be
clear, these strong hydrogen bonds exists on opposite sites of the molecule; H1 attached to
the carboxyl group and H6 to the phosphonate group.
The amine group has two potential hydrogen bond donors in the H4/H5 atoms. Despite expecting the H4 HB-ACF to show comparatively minimal hydrogen bonding since
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its RDF (not include in this work) showed no local structure, we include its HB-ACF for
brevity. We used the distance criteria of H5, 1.1-2.4 Å , for the criteria of H4 since its RDF
yielded nothing tangible. From an electronic structure perspective, there should be no difference between these atoms. However, we find that the H4-O hydrogen bond lifetime is
only 1.49961 ps compared to a H5-O hydrogen bond lifetime of 23.3972 ps - evidence
of a moderately strong hydrogen bond. This could be an artifact of the original proton
transfer seen in the first NpT simulation of glyphosate; the H5 is most probably the proton
that migrated from the phosphonate to amine group. Because this is a moderately strong
hydrogen bond, its possible that the electron density is shifted from the N1-H5 bond closer
the nitrogen center as the H5 atom interacts with the oxygen in water. This effectively reduces the net charge on nitrogen from +1 to something closer to 0, effectively discouraging
hydrogen bond interactions of the H4 atom. Of course, if the simulation time extends to
infinity, we should expect perfect symmetry between both atoms in regards to hydrogen
bonding.
Regarding the oxygens on the phosphonate group, their respective RDFs suggest the
O2/O3-H distance criteria to be 1.2-2.5 Å . These atoms have similar hydrogen bond lifetimes, with O2-H having a lifetime of 10.0866 ps while O3-H has a lifetime of 11.2431 ps.
After deprotonation, these oxygens maintain a resonance structure where electron density
is “evenly” distributed between the two of them, so it makes sense these numbers are similar. Out of all relevant hydrogen bond sites tested in glyphosate, the O2/O3-H hydrogen
bond is the weakest.
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2.4

Infrared (IR) Spectra

The vibrational spectra of a bulk system containing solute and solvent molecules allow
us the opportunity to link characteristic vibrations to the unique functional groups that
compose the system of interest. In particular, the Infrared Spectra (IR) is of particular
interest in the present work as it necessitates the absorption of infrared radiation, occurring
based on the presence of particular functional groups of the system and resulting in bond
bending and stretching. Using the Ab Initio Molecular Dynamics (AIMD) construct which
explicitly account for anharmonic effects, we reconstruct the potential energy surface on
which these vibrational modes reside. This allows us to explicitly account for hydrogen
bonding between the solute and solvent, which is of direct relevance to this work.
In order to determine IR spectra, we must ultimately obtain the derivative of the dipole
moment. To start, the dipole moment was calculated by using the maximally localized
Wannier function[47, 68, 67], calculated every 2.5 ps, which applies a unitary transformation to the Kohn-Sham orbitals to localize the orbitals such that the expectation value of
position are the locations of electron pairs.[72] In place of taking the derivative, the application of a Fourier transform on the time-correlation function resulting from the excitation
of all vibration normal modes at once yields the spectra.[72] Consequently, there is a direct correlation between peak height and the amplitude with which the correlation function
oscillates.
Because hydrogen bonds are sensitive to vibration, the IR spectrum gives us a unique
mechanism of describing the change in frequency associated with the bond adjacent to
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the hydrogen bond of interest. Involving the donor-H-acceptor (D-H-A) hydrogen bonded
aggregate, the primary vibrational modes of interest are asymmetric D-H stretches (25003500cm−1 ), D-H in-plane bend (1000-1700cm−1 ), D-H out-of-plane bend (300-900cm−1 ),
H-A stretch (100-250cm−1 ), and H-A bend (below 200−1 ).[78] There are two main classification of hydrogen bonding as it relates to IR spectra: weak and normal hydrogen
bonds and strong hydrogen bonds. Weak/normal hydrogen bonds can potentially impact
the spectra by either increasing or decreasing the D-H stretching frequency, or increasing
the band width and band intensity of the D-H stretch frequency. Strong hydrogen bonds
are characterized by strong bond enthalpies, small separation, and an asymmetric, double
minima potential well separated by an energy barrier (with D-H and H-A representing each
minima.) which vanishes in the event of H+ transfer.
The calculated spectra are shown in Figure 2.7. For the plot depicting atrazine, a strong,
narrow peak at ∼ 760cm−1 corresponds to C-Cl vibrations. A sharp, secondary peak exists
at ∼ 750cm−1 , showing the vibrations of the triazine ring. Additionally, the peak at ∼
1600cm−1 shows N-H bending of the amine groups.
Regarding aR-1’S metolachlor, the strong, narrow peak at ∼ 760cm−1 corresponds to
C-Cl vibrations. peak at 700cm−1 benzene ring. Peaks on the interval of 1300-1800cm−1
are a combination of C-N, and carbonyl (O2) vibrations.
Two structurally significant peaks, indicative of strong hydrogen bonds, are prominent
in the IR spectra of glyphosate. The ABC peak on the interval of 3000-3500cm−1 can be
traced to NH2 , CH2 , and POO groups of the molecule and are impacted by the formation
of hydrogen bonds with neighborning water molecules.[78] This type of structure has also
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been witnessed in the IR spectra of other phosphorous containing compounds, notably
phosphinic acid. [60] The sharp, second peak resides at 1600 cm−1 and is also indicative of
O-H stretching, but this time from the carboxylic acid group. Beyond these peaks, several
small peaks on the 800-1200cm−1 correspond to the phosphonate group’s P-O symmetric
and antisymmetric vibrations. The small peaks on the 1200-1400cm−1 interval correspond
to the various motions of the carbon backbone coupled with C-O and P-O stretches, also
seen in Sheals et. al work.[65] The intermediate peaks on the 2000-3000cm−1 interval
correspond to the C-H vibrations.
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Figure 2.3

Radial Distribution Function of Atrazine
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Figure 2.4

Radial Distribution Function of aR-1’S Metolachlor
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Figure 2.5

Radial Distribution Function of Glyphosate. a) and b) pertained to the phosphonate group,
c) refers to the amino group, and d)-f) refer to the carboxyl group
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Figure 2.6

Depiction of the Hydrogen Bond Autocorrelation Function (HB-ACF) for a) Atrazine b)
aR-1S’ Metolachlor and c) Glyphosate
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Figure 2.7

IR spectra for a) Atrazine b) aR-1S’ Metolachlor c) Glyphosate
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CHAPTER III
COMPLEX SPECIATION AND CONFORMATIONAL FLEXIBILITY

As described in previous chapters, the unperturbed dihedral analysis was obtain taking
a NVT trajectory (30 ps for aR-1S’ metolachlor and 55 ps for glyphosate), discarding the
first 10 ps, and using the remaining trajectory for analysis. Unless otherwise noted, all
simulations discuss were performed in the NVT ensemble using the PBE-d3 functional.

3.1

Dihedral Profile for Glyphosate at Ambient Conditions

Figure 3.2 shows a Combined Distribution Function (CDF) plot which allows us to
combine two Dihedral Distribution Functions (DDF) involving the C1-N1-C3-C2 and H2C1-N1-C3 dihedrals (see Figure 3.1) to observe a histogram of higher dimensionality. The
primary intent of this plot is to analyze the combinations of each dihedral that are seen
most frequently during a simulation at equilibrium conditions.
As we can see from the plot, over the course of the simulation, the H2-C1-N1-C3
dihedral can potentially access any dihedral on the interval of ∼ -99◦ to ∼ -19◦ . The
regions in bright pink denote a larger fraction of configurations out of the entire trajectory
fall into the included regime. Thus, we expect that the most likely H2-C1-N1-C3 dihedral
conformation to be somewhere between ∼ -59◦ to ∼ -53◦ .
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Figure 3.1

Dihedral Labeling for a) Glyphosate and b) aR-1’S Metolachlor

From Figure 3.1, we see that the C1-N1-C3-C2 dihedral is along the backbone of the
glyphosate molecule, so we expect this to be more resistant to perturbation as compared to
the H2-C1-N1-C3 dihedral. Indeed, this dihedral has access to configurations representing
an angular interval of ∼ 135◦ to ∼ 180◦ and ∼ -180◦ to ∼ -150◦ . However, the most likely
dihedral angle exists on an even narrow interval of ∼ 178◦ to ∼ 180◦ and ∼ -175◦ to ∼
-180◦ . It should be noted that the seemingly sudden transition from ± 180◦ is an artifact
of the nature of a rotation along a circle. The rotations of the dihedral are normalized such
that rotations below -180◦ and above +180◦ are projected back on the interval of [-180,
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180] degrees. Consequently, a rotation of -1◦ added to a rotation of -180◦ is equal to a total
rotation of -181◦ which, in this formalism, is equivalent to 179◦ .

Figure 3.2

Realm of dihedral stability for Glyphosate using the PBE-d3 functional. Relevant
dihedrals are chosen to include the active Nitrogen site.
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3.2

Dihedral Profile of aR-1S’ Metolachlor at Ambient Conditiions

Figure 3.3 depicts the Dihedral Distribution function of the C5-C1-N4-C4 dihedral of
aR-1S’ Metolachlor. From this plot, we note that the unperturbed dihedral exists on the
interval ∼ -105

◦

to ∼ -55◦ . The only peak, representing the most likely dihedral angle,

is located at -78.81◦ and has a standard deviation of ± 6.88◦ . As discussed in previous
chapters, literature suggest the energy barrier of this dihedral definitively separates the
active/active and inactive/inactive conformers of metolachlor. On a simulation timescale
of 30 ps, there exists no indication of spontaneous isomerization of aR-1S’ metolachlor
into aS, 1’S metolachlor.

3.3

Metadynamics: A Study of Speciation and Structure of Glyphosate
In order to explored the free energy surface associated with the dihedrals surrounding

the active nitrogen site as well as the intramolecular H+ transfer, we provide metadynamics
simulations exploring these phenomena.

3.3.1

Ramachandran Analysis

A Ramachandran plot was generated by performing a metadynamics simulation involving the H2-C1-N1-C3 and C1-N1-C3-C2 dihedrals as CV and is shown in Figure 3.5.
The plot is the result of ∼ 140 ps of trajectory and from the plot’s appearance, we note
the simulation is not complete in the sense that we have not explored the entire free energy
surface. In addition, we immediately notice that the minima associated with the most likely
orientation of dihedrals in the CDF of Figure 3.2 are not present in the contours of this plot.
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Figure 3.3

Realm of dihedral stability for aR-1S’ Metolachlor using the PBE-d3 functional. Relevant
dihedrals are chosen around the chiral Nitrogen site.

Additionally, it was noticed that within the first ps of the metadynamics simulation, the
carboxlic acid deprotonates. Therefore, the initial explanation to the discrepancy between
Figure 3.5 and Figure 3.2 is that the due to the proton loss in the metadynamics simulation,
it is not appropriate to compare dissimilar structures.
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To test this idea, Figure 3.4 shows relevant time-dependent RDF and DDF analysis
over the first 12 ps of the metadynamics trajectory. This analysis was done to see approximately when the deprotonation event occurs and what this phenomena’s relationship to
the perturbed dihedrals are. If, for example, deprotonation occurs immediately after the
first Gaussian is depositing, then the proposed explanation is enough and we can move
on. From Figure 3.4 a), we note the RDF does not show signatures of carboxylic acid
deprotonation until roughly 7.5-10.0ps. To verify our metadynamics simulation began in
the correct dihedral minimum, we present b) and c) of Figure 3.4. We note that the DDF
for the C1-N1-C3-C2 dihedral is appropriately partitioned along the -/+ 180◦ axis. Additionally, the DDF for the H2-C1-N1-C3 dihedral shows good agreement with the average
of the dihedral angle value seen by the purple straight line.
Therefore, this analysis really does not explain the current discrepancy. We note from
Figure 3.2 that the H2-C1-N1-C3 dihedral is bounded on the -100 to -10◦ (-1.7 to -.17
radians)interval. Similarly, the C1-N1-C3-C2 dihedral exists on two separate intervals: 130
to 180◦ (2.26 to 3.14 radians) and -150 to -180 (-2.61 to -3.14 radians). When producing
the plot of the free energy surface, we have the ability to find all minima using the cp2k
customized executable; the results of which found 38 minima in total. Table 3.1 shows all
minima that (liberally) fit within the above criteria and their corresponding energy.
Assuming our simulations were set up correctly - and nothing at this point suggests
that is not the case - we have found dihedral minima other than those seen most frequently
- namely -0.95 radians for H2-C1-N1-C3 dihedral and +/- 3.14 radians for the C1-N1C3-C2 dihedral - in our standard NVT simulation. This is counterintuitive as we should
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expect that the set of dihedral configurations seen most frequently correspond to a minima
in the potential energy surface, which our metadynamics simulation does not conclusively
reflect. This suggests that the most likely orientation for the neutral glyphosate structure
represents a small well on the free energy surface that our metadynamics simulation does
not have the resolution to observe. This explains why we miss the minima associated with
the most likely dihedrals in our Ramachandran plot.
Table 3.1

Table of minima from Glyphosate metadynamics simulation that satisfy dihedral angle
range of Figure 3.2.
H2-C1-N1-C3 dihedral (rad) C1-N1-C3-C2 dihedral (rad) Energy (kcal/mol)
-1.850540

2.834761

-3.98029

-1.624001

-2.908269

-7.05759

-0.944382

2.381364

-7.91979

-0.264763

-2.908269

-1.70682

-0.189249

2.683629

-6.48468

3.3.2

Intramolecular H+ Transfer
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The next metadynamics simulation involves a proton transfer between the phosphonate
group and the amine group. Since we found that the PBE-d3 functional predicts the amine
group of glyphosate being double protonated as a stable configuration in an unperturbed
aqueous solution, we provided metadynamics simulations to explore the free energy associated with this intramolecular H+ transfer. To obtain a more holistic understanding of
the energetics involved in this process, we also ran these simulations using the functionals opt-B88 and opt-PBE. In this situation, our collective variables were defined as the
coordination number of the oxygens attached to the phosphonate and their corresponding
hydrogens as well as the coordination number of the amine group with its hydrogen(s).
After significant testing, we found that a cutoff of 1.2 Å and 1.35 Å was most appropriate
for the hydroxl and amino cutoff values, respectively. We initially ran these simulations
using a Gaussian height of 1.0 kcal/mol and width of 0.2 Å depositing the Gaussians every 25 fs. Although these parameters resulted in the anticipated behavior of glyphosate namely that the amino group becomes double protonated - we noticed that the temperature
rose significantly during these simulation. As we were running NVT simulations - where
temperature is supposed to fluctuated closely around a constant - this implied that we were
depositing Gaussians too frequently. This is embodied by the fact that depositing Gaussian
along a set of collective variables is equivalent to adding energy to the system. Thus, it
makes sense that if we add energy too quickly, the system cannot normalize fast enough
and there will be a corresponding increase in temperature. To correct this anomaly, we
revised our parameters such that the Gaussian height was 0.5 kcal/mol, and the Gaussians
were deposited every 100 fs. This has also been previously described in metadynamics
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section of Chapter 2, along with the proper definition of our choice in the Coordination
Number as our CV.
The results for the PBE-d3 and optB88-vdW functionals are shown in Figure 3.7. We
immediately notice from the location of the two minima that each functional predicts
slightly different OH and NH coordination numbers. Due to the asymptotic functional
form used in the definition of coordination number, we do not expect a perfect coordination of 1 or 2 for nitrogen-hydrogen in the nonzwitterion/zwitterion state of glyphosate
(1/3 to 2/3 for OH coordination).
To ensure the metadynamics simulations were complete, we monitored the energy difference between the two minima; once this energy stopped changing, we consider the
simulation “converged.” Visualization in VMD confirmed that the H+ moved successfully
from phosphonate-hydroxyl group to the amine group.
Figure Figure 3.7 c) shows a tabulated result of the minimum energy pathway to get
from the minima associated with the nonzwitterion form (minima A) to the minima associated with the zwitterion form of glyphosate (minima B). The justification for using
arbitrary unit on the x axis denoting the points associated with moving from minima A to
minima B is that energy is a state function (ie energy is independent of the path taken).
Thus, “point 1” on this axis refers to minima A and “point 8” refers to minima B. The y
axis shows the change in the free energy, which was found by adding the modulus of the
lowest energy to each energy point. Thus, “point 8”, representing the zwitterion form of
glyphosate, is lowest in energy.
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Although the energy of the nonzwitterion form (“point 1”) predicted by optB88-vdw
and PBE-d3 is different by ∼ 5 kcal/mol, each functional predicts the transition state at
“point 4” to be ∼ 2 kcal/mol larger than the nonzwitterion state. In spite of this, optB88vdW shows the zwitterion form to be ∼ 7 kcal/mol lower in energy whereas PBE-d3 shows
the zwitterion form to be ∼ 2 kcal/mol lower in energy with respect to the nonzwitterion
form.
Chemical agreement with respect to accuracy, frequently defined to be ∼ 1 kcal/mol, is
achieved for both functionals in describing the energy difference between the nonzwitterion
and transition state forms. Using the Boltzmann population relation, we can deduce that
the PBE-d3 functional predicts the zwitterion state has a ∼ 97.8 % probability of being
occupied while the optB88-vdW functional predicts the zwitterion state has virtually a 100
% probability of being occupied.

3.4

Metadynamics to Study Atropisomers of Metolachlor

Seen in Figure 3.7, we note that our metadynamics simulation has made the transition from aR-1’S metolachlor to aS, 1’S metolachlor by the appearance of the secondary
crevass at ∼ 3 radians. Thusfar, this simulation has completed 60 ps. Furthermore, the
metadynamics simulation predicts a minima of depth -40.995790479 kcal/mol and location -1.473704 radians (-84.437019452 degrees). The minima location aligns nicely with
the results seen in Figure 3.3.

69

Figure 3.4

Depiction of a) Time-Dependent RDF analysis over intervals of 2.5ps b) Time-Dependent
DDF analysis of the C1-N1-C3-C2 dihedral over intervals of 2.5ps c) Time-Dependent
DDF analysis of the H2-C1-N1-C3 dihedral over intervals of 2.5 ps. Vertical line marks
the average of unperturbed NVT simulation
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Figure 3.5

Ramachandran plot of glyphosate dihedrals (H2-C1-N1-C3 and C1-N1-C3-C2) around
the active nitrogen site of Glyphosate. Energy scale is in kcal/mol
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Figure 3.6

Free Energy as a function of the coordination numbers, nOH and nN H for a) PBE-d3 and
b) optB88-vdW. c) Comparison of Relative Energy Difference as a function of Minimum
Energy Path (MEP), where point “1” denotes the minima associated with the
nonzwitterionic form and point “8” represents the minima associated with the zwitterionic
form
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Figure 3.7

Free Energy as a function of the chiral dihedral angle of aR-1S’ metolachlor
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CHAPTER IV
CONCLUSIONS

In this work, we have studied the liquid structure of the atrazine, aR-1’S metolachlor,
and glyphosate herbicides as well as the speciation and conformational flexibility of the
later two. Working in reverse order, we have established through two metadynamics simulations of the H+ transfer reaction that the zwitterion form of glyphosate is most stable in
solution. Additionally, we have explored a vast array of dihedral configurations around the
active nitrogen site in order to find minimum on the potential energy surface. These results
have potential ramifications especially in the bio field, as most of the relevant simulations
do not allow bond breaking; we have established a list of viable dihedral conformations
in solution, which avoids unnecessary simulation time exploring the configurational space.
Furthermore, we have used metadynamics simulations to see the energy barrier separating
the active isomers of metolachlor. We have compared and verified these results with CDF
and DDF analysis applied on the standard NVT simulations.
Our results regarding the liquid structure analysis coincide with what we could expect.
We used RDF information to classify and define hydrogen bonding sites. In this regarding,
we note that atrazine shows weak evidence of hydrogen bonding at the N1/N2 sites and
evidence of moderately strong hydrogen bonding at the N5 site. Analysis of the aR-1’S
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metolachlor RDF showed potential for weak hydrogen bonding at the O1 site and comparatively stronger potential for hydrogen bonding at the O2 site. Glyphosate showed evidence
of significant hydrogen bonding at H6/H1 sites. Moderate strength hydrogen bond sites include H5, O2, and O3 sites. The remaining H4 atom on the amine site showed evidence of
weak hydrogen bond formation. We have also provided a plot of DDF and RDF to explore
the relationship between the strongly hydrogen bonded H6 atom with respect to dihedral
perturbation. Finally, we have provided IR spectra results of each molecule in solution.
In the future, I would like the work to be continued by adding an additional glyphosate
metadynamics simulation using the new QTP class of functionals which are designed from
a theoretical perspective to give the right results for the right reasons. It would add more
information, as discrepancies exist between the determine FES surface predicted by the
PBE-d3 and optB88-vdW functionals in regards to the intramolecular H+ transfer.
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