Abstract. We study the properties of quantum entropy and χ-capacity (regarded as a function of sets of quantum states) in the infinite-dimensional case. We obtain conditions for the boundedness and continuity of the restriction of the entropy to a subset of quantum states, as well as conditions for the existence of the state with maximal entropy in certain subsets. The notion of χ-capacity is considered for an arbitrary subset of states. The existence of an optimal average is proved for an arbitrary subset with finite χ-capacity. We obtain a sufficient condition for the existence of an optimal measure and prove a generalized maximal distance property. § 1. Introduction This paper is devoted to the study of the properties of quantum entropy and χ-capacity 1 (regarded as a function of sets of quantum states) in the infinitedimensional case.
This paper is devoted to the study of the properties of quantum entropy and χ-capacity 1 (regarded as a function of sets of quantum states) in the infinitedimensional case.
Quantum entropy is a concave lower semicontinuous function with range [0, +∞] on the set of all quantum states. It has bounded and even continuous restrictions to some non-trivial closed subsets of states [10] , [20] . The problem of characterizing such subsets arises in many applications, in particular, in the condition for the existence of an optimal measure for constrained quantum channels [19] . Another interesting question is that of finding conditions for the existence of the state with maximal entropy in a given set of quantum states with bounded entropy. In this paper we consider these and other problems related to quantum entropy.
By the Holevo-Schumacher-Westmoreland theorem [13] , [17] , the χ-capacity of a set of states determines the maximal rate of transmission of classical information that can be achieved by using this set as an alphabet and applying a non-entangled encoding in the transmitter followed by an entangled measurement-decoding procedure in the receiver. The notion of χ-capacity is usually related to that of quantum channel. But it is easy to see that the χ-capacity of a channel is uniquely determined by its output set. So we may regard χ-capacity as a function of sets of states [14] . This approach is convenient because of its flexibility: we may speak about the χ-capacity of an arbitrary set of states, which need not be the output set
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of a channel. From this point of view, χ-capacity is a non-additive function of sets ("non-additive measure"). It possesses many interesting properties, whose detailed investigation seems to be useful in the development of quantum information theory. In § 3 we consider conditions for the boundedness and continuity of the restriction of the quantum entropy to sets of quantum states as well as conditions for the existence of the state with maximal entropy in such sets (Propositions 1, 3, 4, 6 and Corollaries 1-3). It is shown that the quantum entropy is continuous at some state (with respect to the convergence defined by the relative entropy) if and only if the eigenvalues of this state have a sufficiently large rate of decay (Proposition 2). We consider the relations between some properties of sets of states and the corresponding properties of their so-called "classical projections" (Proposition 5). In particular, the results obtained show that discontinuity and unboundedness of the quantum entropy are of a purely classical nature (see Remark 5) .
In § 4 we consider the definition of χ-capacity for any set of quantum states. In § 4.1 we introduce the notion of an optimal average state as a unique state inheriting the most important properties of the average state of an optimal ensemble for a set of states in a finite-dimensional Hilbert space (Theorem 1 and Corollary 4). Properties of the optimal average state enable us to show that every set of finite χ-capacity is relatively compact (Corollary 5) and contained in the maximal set of the same χ-capacity. This observation yields the following result related to quantum channels. If the χ-capacity of an infinite-dimensional channel constrained by some set is finite, then the image of this set under this channel is relatively compact. In particular, every unconstrained channel of finite χ-capacity has a relatively compact output (Corollary 6). Our results on χ-capacity also enable us to make an important observation concerning general properties of quantum entropy (Corollary 7). In § 4.2 we introduce the notion of an optimal measure of a set of states and generalize the "maximal distance property" [14] to the infinite-dimensional case (Proposition 7). This yields a necessary condition for the existence of an optimal measure (Corollary 8). We also obtain a sufficient condition for the existence of an optimal measure (Theorem 2). § 2. Preliminaries Let H be a separable Hilbert space, B(H) the algebra of all bounded operators on H and T(H) the Banach space of all trace-class operators with the trace norm · 1 . We will use the term state for a positive trace-class operator ρ on H with trace 1: ρ 0, Tr ρ = 1. B(H) is often called the algebra of observables of a quantum system. Every state ρ determines an expectation functional A → Tr ρA, A ∈ B(H), which is a normal state in the language of the theory of operator algebras [1] . The set S(H) of all states is a closed convex subset of T(H) and is a complete separable metric space with metric defined by the trace norm. We note that the convergence of a sequence of states to a state in the weak operator topology is equivalent to the convergence of that sequence to this state in the trace norm [2] . We will use the following compactness criterion for sets of states: a closed set K of states is compact if and only if for every ε > 0 there is a finite-dimensional projector P ε such that Tr ρP ε 1 − ε for all ρ ∈ K [12] , [19] .
Let A and B be positive operators in T(H). The von Neumann entropy of A and the relative entropy of A and B are defined by the formulae
where |i is a basis of eigenvectors of A (see [8] , [20] ). The entropy (resp. relative entropy) is a concave (resp. convex) lower semicontinuous function of its arguments with range [0, +∞] [8] , [20] . We shall use the inequality
which holds for arbitrary states ρ and σ in S(H) [10] . The relative entropy H(ρ σ) of states ρ and σ can be regarded as a measure of divergence of these states. (Its classical analogue is called the Kullback-Leibler distance.) Although this measure is not a metric (it is not symmetric and does not satisfy the triangle inequality), one can introduce a notion of convergence of a sequence {ρ n } of states to a state ρ * . This is defined by the condition lim n→+∞ H(ρ n ρ * ) = 0. The topology on the set of states associated with this convergence is studied in the classical case in [5] , where it is called the strong information topology. This type of convergence plays an important role in this paper; it will be called H-convergence.
By inequality (1), H-convergence is stronger than the convergence defined by the trace norm.
For an arbitrary set A, let co(A) and co(A) be its convex hull and convex closure respectively. Let Ext(A) be the set of all extreme points of A [6] .
When speaking about the continuity of a particular function on some set of states, we mean the continuity of the restriction of this function to this set.
A finite set {ρ i } of states with a corresponding set of probabilities {π i } is called a (finite) ensemble and is denoted by {π i , ρ i }. The stateρ = i π i ρ i is called the average of this ensemble. In [19] , the notion of a generalized ensemble is introduced as an arbitrary Borel probability measure µ on S(H). The average of a generalized ensemble (measure) µ is the state 2 defined by the Bochner integral
Ordinary ensembles correspond to finitely supported measures. Given an arbitrary closed subset A of S(H), we denote by P(A) the set of all probability measures supported by A [11] .
In what follows we regard all ensembles {π i , ρ i } as particular cases of probability measures. In particular, a convex combination of ensembles is defined as the convex combination of the corresponding probability measures.
Consider the functionals
As shown in [19] (Proposition 1 and proof of the theorem), these functionals are well defined and lower semicontinuous on P S(H) , and we have
for every measure µ with H ρ(µ) < +∞.
We will use Donald's identity [3] , [10] ,
which holds for any ensemble {π i , ρ i } of n states with averageρ and for any stateρ. We will also use the generalized integral version of Donald's identity [19] ,
which holds for any probability measure µ with barycentreρ(µ) and for any stateρ and yields the following property of the functional χ(µ).
be a finite set of probability measures on S(H) and let {λ k } m k=1 be a probability distribution. Then
. If m = 2, then the following inequality holds for every λ ∈ [0, 1]:
Applying (4) to every integral on the right-hand side, we obtain the identity in the lemma.
To prove the inequality for m = 2, we estimate the last term in the identity in the lemma by applying inequality (1):
Note that Lemma 1 yields the inequality
which holds for all states ρ 1 and ρ 2 . To prove this, it suffices to regard the spectral decompositions of these states as probability measures on S(H) and apply Lemma 1. § 3. Properties of the quantum entropy
In this section we study the properties of the restrictions of the quantum entropy to sets of quantum states.
Let A be a set of quantum states with sup ρ∈A H(ρ) < +∞. If this supremum is attained at some state, then that state is called the maximal entropy state of A, and we denote it by Γ(A). Using inequality (5), we make the following simple observation.
Lemma 2. Let A be a closed convex set of states with sup ρ∈A H(ρ) < +∞ and let {ρ n } be any sequence of states in A such that
Then {ρ n } converges 3 to a uniquely determined state ρ * (A) in A. If the maximal entropy state Γ(A) exists, then it coincides with ρ * (A), and the restriction of the entropy to A is continuous at Γ(A).
Proof. By hypothesis, for every ε > 0 there is an N ε such that H(ρ n ) > sup ρ∈A H(ρ) − ε for all n N ε . Using inequality (5) with λ = 1/2, we get
Hence ρ n2 − ρ n1 1 < √ 8ε for all n 1 N ε and n 2 N ε . Thus {ρ n } is a Cauchy sequence and so converges to some state ρ * in A. It is easy to see that ρ * does not depend on the choice of the sequence {ρ n }, and so it is determined by A alone. We denote this state by ρ * (A).
If the maximal entropy state Γ(A) exists, then it coincides with ρ * (A) by the observation above. The assertion on continuity follows from the definition of Γ(A) and the lower semicontinuity of the entropy. The lemma is proved.
Since the entropy is lower semicontinuous, we have 3 Using Proposition 1 of [16] and Lemma 1 of [16] for the identical channel Φ, one can obtain a stronger version of Lemma 2, which asserts the H-convergence of {ρn} to ρ * (A) = Ω(Φ, A). This observation and Proposition 2 below imply that ρ * (A) = Γ(A) if there is a λ < 1 such that Tr`ρ * (A)´λ < +∞. and the maximal entropy state exists if and only if this is an equation. Propositions 1 and 3 give examples of sets for which equality does not hold. The possible breach of equality and its corollaries in the classical case are considered in [4] , where it is called the effect of "entropy loss".
Following [19] , we use the term H-operator for an unbounded positive operator H on H with discrete spectrum of finite multiplicity. Let Q n be the spectral projector of H corresponding to the lowest n eigenvalues. In accordance with [18] , we put
where the sequence on the right-hand side is non-decreasing. As shown in [18] , [19] , any compact set K of states is contained in the convex compact set K H,h = ρ ∈ S(H) | Tr ρH h determined by an H-operator H and a positive number h. Let h m (H) be the minimal eigenvalue of H and let H m (H) be the corresponding (finite-dimensional) eigenspace.
Note
The following proposition shows that the properties of the restriction of the quantum entropy to K H,h are determined by the growth coefficient g(H) of the H-operator H, which is defined by
Here we assume that g(H) = +∞ if Tr exp(−λH) = +∞ for all λ > 0.
It is known [10] , [20] that if g(H) = 0, then the entropy is continuous on the compact set K H,h and attains its (finite) maximum at the state Γ(K H,h ) of the form Tr exp(−λH) −1 exp(−λH). The following proposition generalizes this observation. It also provides a necessary and sufficient condition for the existence of the maximal entropy state of
if Tr exp −g(H)H < +∞ and h * (H) = +∞ otherwise. Proposition 1. Let H be an H-operator on a Hilbert space H, and let h be a positive number such that h > h m (H).
1) The entropy is bounded on K H,h if and only if g(H) < +∞.
2) The entropy is continuous on K H,h if and only if g(H) = 0.
is uniquely determined by the equation
and the maximal entropy state
exists. If h > h * (H), then sup ρ∈K H,h H(ρ) = g(H)h + log Tr exp −g(H)H , and the maximal entropy state of K H,h does not exist. In both cases, sup ρ∈K H,h H(ρ) = inf λ∈(g(H),+∞) λh + log Tr exp(−λH) .
The function F H (h) = sup ρ∈K H,h H(ρ) has the following properties.
i) It is a continuous increasing function on
ii) It has a continuous derivative on (h m , +∞):
iii) It is strictly concave on h m (H), h * (H) and linear on h
The results of numerical calculations of sup ρ∈K H,h H(ρ) as a function of h = c for the H-operator H = − log σ with finite h * (H) are shown among other characteristics in Fig. 2 of part II of this paper, which will be published in the next issue of this journal.
Proof. Write H = +∞ k=1 h k |k k|, where |k k∈N is an orthonormal basis of H and {h k } is a non-decreasing sequence of positive numbers converging to +∞.
is a basis of the subspace H m (H).
Let us prove assertion 1) of the proposition. Suppose that g(H) < +∞. Then there is λ > 0 such that
is a state. Since the relative entropy is non-negative, we see from the definition of K H,h that
Hence the entropy is bounded on K H,h . Suppose that sup ρ∈K H,h H(ρ) < +∞. We claim that the equation
has a unique positive solution λ n for all sufficiently large n and that the sequence {λ n } is increasing. Indeed, (7) is equivalent to the equation f n (λ) = 0, where
the function f n (λ) is strictly decreasing on [0, +∞). It is easy to see that
Since the sequence {h k } is non-decreasing and unbounded, we have n k=1 h k > nh for all sufficiently large n. Thus the observation above yields the existence of a unique positive solution λ n of the equation f n (λ) = 0. To prove that λ n+1 > λ n , it suffices to note that f n+1 (λ) > f n (λ) for all λ in [0, +∞) and all n such that h n > h.
For every sufficiently large n, we consider the state .) Indeed, since the relative entropy is non-negative, we easily see from the definition of ρ n that
Moreover, this inequality is an equation if and only if ρ = ρ n . Using this observation and the monotonicity of the logarithm, we obtain
Since h > h m , the assumption sup ρ∈K H,h H(ρ) < +∞ guarantees that the sequence {λ n } is bounded. As mentioned above, this sequence is also monotone. Hence, lim n→+∞ λ n = λ * < +∞ exists. Since λ n λ * for all n, equality in (9) implies that
for all n and, therefore,
This proves that g(H) λ * < +∞.
, the lower semicontinuity of the entropy yields that
By Lemma 2, the sequence {ρ n } of states converges to the state ρ * (K H,h ). Since lim n→+∞ λ n = λ * , the sequence
operators in T(H) converges in the weak operator topology to the operator
. Combining these observations, we easily see that
Using (9) and (12), we obtain
The lower semicontinuity of the entropy implies that
It follows from (14) that this inequality is equivalent to the inequality
If these inequalities become equations, then ρ * (K H,h ) = Γ(K H,h ). Conversely, if the maximal entropy state Γ(K H,h ) exists, then it coincides with ρ * (K H,h ) by Lemma 2, and hence equality holds in (15) . Thus the maximal entropy state Γ(K H,h ) exists if and only if we have equality in (15) . To complete the proof of assertion 1) of the proposition, it suffices to show that the inequality h h * (H) is equivalent to equality in (15) . First, we claim that the inequality λ * > g(H) yields equality in (15) . Indeed, consider the function
Since the series +∞ k=1 h p k exp(−λh k ) converges uniformly on g(H) + ε, +∞ for any p ∈ N and ε > 0, the function f (λ) has a continuous derivative
we have f (λ n ) > f n (λ n ) = 0 for all sufficiently large n. Thus the continuity of f (λ) at the point λ * ∈ g(H), +∞ implies that f (λ * ) 0. Since (15) is equivalent to the reverse inequality, we get f (λ * ) = 0, which means that equality holds in (15) . If h < h * (H), then f g(H) > 0 (admitting the case f g(H) = +∞). Since (15) implies that f (λ * ) 0, we have λ * > g(H) and, by the observation above,
, then the observation above shows that f (λ * ) = 0 = f g(H) , contrary to the fact that f (λ) is strictly decreasing.
If h > h * (H), then f g(H) < 0. Since the function f (λ) is decreasing, we have f (λ * ) < 0 and, therefore, strict inequality holds in (15) . Let us prove assertion 2) of the proposition. If g(H) = 0, then the entropy is continuous on K H,h by an observation in [20] . This also follows from the implication (i) ⇒ (ii) in Proposition 4 below.
To prove the converse assertion, consider the sequence of states
where {q n } is the sequence of positive numbers
, which obviously converges to zero. Here we assume that n is so large that q n 1.
Since the sequence {σ n } is contained in K H,h and converges to the pure state |1 1|, continuity of the entropy on K H,h implies that the following sequence of positive numbers converges to zero:
The obvious estimate n
−1 n+1
k=2 h k h n+1 shows that the sequence {ν n = h −1 n+1 log n} converges to zero. Therefore, for arbitrary λ > 0, we have
Hence g(H) = 0.
The general expression for sup ρ∈K H,h H(ρ) can be deduced from the previous observation by noting that the infimum in this expression is attained at λ = λ * if h h * (H), and at λ = g(H) if h h * (H).
The proofs of the properties of the function F H (ρ) are based on the implicit function theorem and are given in § 5.
Let σ be an arbitrary state. In what follows we use the coefficient d(σ) of decrease of the state σ, which is defined by
If σ is a full rank state, then − log σ is an H-operator and d(σ) = g(− log σ).
It is easy to see that if d(σ) < 1, then H(σ) < +∞. However, there are states σ with finite entropy such that d(σ) = 1 (for example, the state with spectrum
, where a is a coefficient). The special role of these states is shown by the following proposition, which is a non-commutative generalization of Theorem 21 in [5] , where a classical state (a probability distribution) σ is said to be hyperbolic if d(σ) = 1, and power dominated if d(σ) < 1.
Proposition 2. Let σ be a state with finite entropy.
for every sequence of states {ρ n } that H-converges 4 to σ. 2) If d(σ) = 1, then for every h H(σ) there is a sequence {ρ n } of finite-rank states that H-converges to σ and satisfies
Remark 1. Proposition 2 shows that the convex set σ ∈ S(H) | d(σ) < 1 is the maximal set of continuity of the entropy with respect to H-convergence.
The proof of Proposition 2 is based on the following lemma.
Lemma 3. Let σ be a state with d(σ) < 1. Then the entropy H(ρ) is finite for every state ρ with H(ρ σ) < +∞, and the following identity holds for every λ > d(σ):
If Tr σ d(σ) < +∞, then this identity also holds for λ = d(σ).
Proof. Let {P n } be the increasing sequence of spectral projectors of the state σ. For every n, the positive trace-class operators A n = P n ρP n and B n = P n σ satisfy
for all λ > d(σ). Passing to the limit as n → +∞ in the previous equality, we get
Thus the finiteness of H(ρ σ) implies that H(ρ) and H(ρ σ λ ) are finite for all λ > d(σ). Noting that
we obtain the identity in the lemma.
Proof of Proposition
for all λ > d(σ). Suppose that lim inf n→+∞ H(ρ n ) − H(σ) = ∆ > 0. Since the first term on the right-hand side of (16) tends to H(σ) as λ → 1, there is a λ < 1 such that the right-hand of (16) is less than −∆/2 for λ = λ and all sufficiently large n. On the other hand, since the relative entropy is non-negative, we see that the left-hand side of (16) , which tends to zero as n → +∞.
Suppose that d(σ) = 1 and h > H(σ). Without loss of generality, we may assume that σ is a full-rank state, − log σ is an H-operator with g(− log σ) = d(σ) = 1 and h * (− log σ) = H(σ) < +∞. By Proposition 1, sup ρ∈K − log σ,h H(ρ) = h for all h > h * (− log σ). For any given h > h * (− log σ), the proof of Proposition 1 yields a sequence {ρ n } of states defined by formula (8) and converging to the state ρ * (K − log σ,h ) = σ, which is defined by (13) . By construction,
The proposition is proved.
We consider the set V σ,c = ρ ∈ S(H) | H(ρ σ) c , which is determined by a state σ and a non-negative number c. The properties of the relative entropy imply that V σ,c is a non-empty, closed, convex subset of S(H) for all σ and c. We may regard V σ,c as a c-pseudoneighbourhood of σ with respect to the pseudometric defined by the relative entropy. In the next section, we will see that this set plays a special role related to the notion of χ-capacity of a set of states.
We put c
< +∞, and c * (σ) = +∞ otherwise. The following proposition describes some properties of the restriction of the entropy to V σ,c and gives necessary and sufficient conditions for the existence of the maximal entropy state of V σ,c . Proposition 3. Let σ be any state in S(H) and let c be a positive number.
1) The set V σ,c is a compact convex subset of S(H).
2) The entropy is bounded on V σ,c if and only if d(σ) < 1.
3) The entropy is continuous on V σ,c if and only if d(σ) = 0. If
1−d(σ)
and the maximal entropy state of V σ,c does not exist. The following equation holds in both cases if d(σ) < 1:
The results of numerical calculations of sup ρ∈Vσ,c H(ρ) as a function of c for states σ with d(σ) < 1 and c * (σ) < +∞ are shown among other characteristics in Fig. 2 of part II of this paper.
Proof. Without loss of generality, we may assume that σ is a full-rank state and − log σ is an H-operator. 1) The proof of the assertion on compactness is based on the compactness criterion described in § 2 and the inequality H(ρ σ) H(P ρP P σP ) Tr(P ρ) log Tr(P ρ)
which holds for any states ρ, σ and any projector P . This inequality follows from Lemma 3 of [8] and the monotonicity property of the relative entropy [9] applied to the trace-preserving completely positive map Φ(A) = (Tr A)τ , where τ is an arbitrary state. For a given σ, let {P n } be a sequence of finite-rank projectors such that Tr P n σ > 1 − n −1 . Suppose that V σ,c is non-compact. By the compactness criterion, for every n there is a state ρ n in V σ,c such that Tr(I H − P n )ρ n > ε for some positive ε. Using inequality (17) with P = I H − P n , we get
for all sufficiently large n. Hence H(ρ n σ) tends to +∞ as n → +∞. This contradicts the definition of V σ,c .
2) If d(σ) = 1, then the entropy is unbounded on V σ,c by assertion 2) of Proposition 2.
If d(σ) < 1, then Lemma 3 implies that
for all λ in d(σ), 1 and all ρ in V σ,c . Therefore sup ρ∈Vσ,c H(ρ) < +∞.
3) If d(σ) > 0, then Proposition 1 shows that the entropy is discontinuous on the set K − log σ,c , which is contained in V σ,c .
If d(σ) = 0, then sup ρ∈Vσ,c H(ρ) = d < +∞ by the observation above. Hence the set V σ,c is contained in K − log σ,c+d . By Proposition 1, the entropy is continuous on K − log σ,c+d . 4) We denote the state (Tr σ λ ) −1 σ λ by σ λ and note that the continuous function f (λ) = H(σ λ σ) is decreasing on the interval d(σ), 1 . Indeed, it is easy to see that this function has derivative
for every λ in d(σ), 1 . We also note that
Suppose that c c * . Then the observation above implies that there is a unique solution λ * of the equation f (λ) = c. Thus H(σ λ * σ) = c and, therefore,
Inequality (18) implies that H(ρ) H(σ λ * ) for all ρ in V σ,c . Suppose that c * < +∞ and c > c * . Then 
Using Lemma 3, we get
Thus for every m there is an N (m) such that ρ m n belongs to V σ,c for all n N (m). Using this and (19), we see that the family {ρ m n } n,m contains a sequence {ρ n } n of states in V σ,c such that {ρ n } n converges to σ d(σ) and lim n→+∞ H(ρ n ) = h. Therefore sup ρ∈Vσ,c H(ρ) h. Since the reverse inequality follows from (18), we have sup ρ∈Vσ,c H(ρ) = h > H(σ d(σ) ). By Lemma 2, the set V σ,c contains no maximal entropy state in this case.
The general expression for sup ρ∈Vσ,c H(ρ) can be deduced from the previous observations by observing that the infimum in this expression is attained at λ = λ * if c c * (σ), and at λ = d(σ) if c c * (σ).
The following proposition concerns the question of continuity of the entropy on arbitrary sets of states. Proposition 4. Let A be an arbitrary closed subset of S(H). Then the following properties are equivalent.
(i) A ⊆ K H,h for some H-operator H with g(H) = 0 and some positive number h.
(ii) The entropy is continuous on A and there is a state σ in S(H) such that the relative entropy H(ρ σ) is continuous and bounded on A.
(iii) There is an H-operator H with g( H) < +∞ such that the linear function Tr ρ H is continuous and bounded on A.
If A possesses the equivalent properties (i)-(iii), then the H-operators H, H and the state σ can be chosen in such a way that Tr σH < +∞, H = − log σ and H(σ) < +∞.
Remark 2. The last assertion of Proposition 4 implies that if properties (i)-(iii)
hold for A, then they hold for the set co{A, σ}.
Proof of Proposition 4. (ii) ⇒ (iii). Since the entropy is finite on A by (ii), we have
By Proposition 3, A is compact. Therefore the entropy is bounded on A. Hence (ii) and (20) imply that the function Tr ρ(− log σ) is continuous and bounded on A. Thus (iii) holds with H = − log σ. (i) ⇒ (iii). Let H = k h k |k k|, where {|k } is an orthonormal basis of H. By assumption, we have k exp(−λh k ) < +∞ for all λ > 0 and, therefore, k h k exp(−λh k ) < +∞ for all λ > 0. Hence there is a sequence {λ k } of positive numbers converging monotonically to zero and satisfying k h k exp(−λ k h k ) < +∞. This sequence can be constructed as follows. For every positive integer m, let N (m) be the minimal positive integer such that
It is easy to see that the sequence
satisfies the desired condition. Since Tr ρH = k h k k|ρ|k h for all ρ in A, the series k λ k h k k|ρ|k converges uniformly on A. This yields the continuity on A of the function Tr ρ(− log σ), where
Note that the condition k h k exp(−λ k h k ) < +∞ implies that Tr σH < +∞ and H(σ) < +∞. Thus (iii) holds with H = − log σ.
(iii) ⇒ (i). Let H = kh k |k k|, where |k is an orthonormal basis in H. Since (iii) is equivalent to (ii), Proposition 3 shows that A is compact. By the assumption (iii), the series kh k k|ρ|k converges on the compact set A to the continuous function Tr ρ H. By Dini's lemma, it converges uniformly on A. This yields the existence of a sequence {λ k } of positive numbers that converges monotonically to +∞ and satisfies k λ khk k|ρ|k h < +∞ for all ρ in A. It is easy to see that (i) holds with H = k λ khk |k k|.
The last assertion of the proposition follows from the construction above.
The following observation is a corollary of Propositions 1 and 4.
Corollary 1.
If H is an H-operator with g(H) = 0, then one can find a state σ in S(H) and an H-operator H with g( H) < +∞ such that the relative entropy H(ρ σ) and the linear function Tr ρ H are continuous on K H,h .
Since the set K H,h is convex, Propositions 1 and 4 yield the following result.
Corollary 2.
If the entropy is continuous on the closed set A and there is a state σ in S(H) such that the relative entropy H(ρ σ) is continuous and bounded on A, then the entropy is continuous on co(A).
Remark 3. The assumption on the existence of σ is essential in assertion (ii) of Proposition 4 and in Corollary 2. Indeed, let A be the closed set of all pure states in S(H). Then the entropy is equal to zero (and hence is continuous) on A, but is not continuous on co(A) = S(H).
There is a compact set A of pure states (a convergent sequence) such that the entropy is unbounded on co(A) (see Example 1 in part II of this paper).
Proposition 4 and Corollary 2 enable us to show that the entropy is continuous on some non-trivial sets of states. The following result will be used in part II of this paper.
Corollary 3. Let {U λ } λ∈Λ be a closed family of unitary (anti-unitary ) operators on H and let ω be a state in S(H) such that U λ ωU * λ = ω for all λ ∈ Λ. Then the functions H(ρ) and H(ρ ω) are continuous on the set co {U λ σU * λ } λ∈Λ for any state σ with Tr σ(− log ω) < +∞.
Given an arbitrary orthonormal basis |k ⊂ H, we consider the trace-preserving completely positive map
The set of output states of the map Π {|k } can be regarded as the set of all classical states (probability distributions). Hence the set Π {|k } (A) may be called the classical projection of A with respect to the basis |k .
The following proposition shows that some properties of sets of quantum states are closely related to properties of the classical projections of these sets.
Proposition 5. Let A be an arbitrary closed subset of S(H).
1) The set A is compact if Π {|k } (A) is compact for at least one basis {|k }.
2) If A is compact, then Π {|k } (A) is compact for any basis {|k }.
3) The entropy is bounded on A if it is bounded on Π {|k } (A) for at least one basis |k . 4) If A is convex and the entropy is bounded on A, then it is bounded on Π {|k } (A) for at least one basis |k .
5) The entropy is continuous on A if it is continuous on Π {|k } (A) for at least one basis |k . 6) If the entropy is continuous on A and there is a state σ in S(H) such that the relative entropy H(ρ σ) is continuous and bounded on A, then the entropy is continuous on Π {|k } (A) for at least one basis |k .
Proof. Suppose that Π {|k } (A) is compact. By the compactness criterion for sets of classical states, for every ε > 0 there is an N ε such that
where P ε = Nε k=1 |k k| is a finite-rank projector. By the compactness criterion for subsets of S(H), it follows that A is compact.
If A is compact and |k is any basis, then Π {|k } (A) is compact, being the image of a compact set under a continuous map.
To prove the remaining assertions, we use the identity
which holds for any state ρ with H Π {|k } (ρ) < +∞. If the entropy is bounded on Π {|k } (A), then it is bounded on A. Indeed, since the relative entropy is non-negative, we see from (21) that H(ρ) H Π {|k } (ρ) for any ρ in A.
If the entropy is bounded on the convex set A, then Corollary 7 below shows that A is contained in K H,h for some H-operator H with g(H) < +∞. Let |k be a basis of eigenvectors of the H-operator H. Then Π {|k } (A) is also contained in K H,h and, therefore, the entropy is bounded on Π {|k } (A) by Proposition 1.
Suppose that the entropy is bounded on Π {|k } (A). Then it is finite on this set. By (21), it is finite on A. Let ρ 0 be a state in A and let {ρ n } be a sequence of states in A converging to ρ 0 . Since the entropy is continuous on Π {|k } (A) (by assumption) and the relative entropy is lower semicontinuous, we see from (21) that
This inequality and lower semicontinuity of the entropy imply that
If the entropy is continuous on A and there is a state σ in S(H) such that the relative entropy H(ρ σ) is continuous and bounded on A, then Proposition 4 shows that A is contained in K H,h for some H-operator H with g(H) = 0. Let |k be a basis of eigenvectors of H. Then Π {|k } (A) is also contained in K H,h and hence the entropy is continuous on Π {|k } (A) by Proposition 1.
Remark 4. In contrast to assertion 2), one cannot replace the expression "for at least one" by "for any" in assertions 4) and 6) of Proposition 5. Indeed, for every pure state ρ there is a basis |k such that H Π {|k } (ρ) = +∞.
Let σ be a state with basis of eigenvectors |k . We consider the set Π −1 {|k } (σ) of all states whose diagonal entries in the basis |k coincide with those of σ. The set Π −1 {|k } (σ) is called the layer 7 corresponding to σ and is denoted by L(σ). In a sense, one can regard layers as the simplest purely quantum sets of states.
By (21), we have
Hence the entropy is bounded on the layer corresponding to σ if and only if H(σ) < +∞. The following proposition shows that boundedness of the entropy on a layer guarantees its continuity.
Proposition 6. Let σ be an arbitrary state in S(H).
1) The set L(σ) is a compact convex subset of S(H).
2) The entropy
Proof. Assertions 1) and 2) follow from assertions 1) and 5) (respectively) of Proposition 5 because Π {|k } L(σ) = {σ} if |k is a basis of eigenvectors of σ.
The expression for the relative entropy in the case H(σ) < +∞ is a restatement of the identity (21).
Suppose that H(σ) = +∞ and ρ is an arbitrary pure state in L(σ). We consider the sequences of states σ n = (Tr P n σ) −1 P n σ and ρ n = (Tr P n ρ) −1 P n ρP n , where P n is the spectral projector of σ that corresponds to its n maximal eigenvalues.
Since the pure state ρ n lies in L(σ n ) for every n, we see from (21) that
By Lemma 4 of [8] , the left-and right-hand sides of this equation tend to H(ρ σ) and H(σ) = +∞ (respectively) as n → +∞.
Remark 5. Propositions 5 and 6 enable us to make the following observation: discontinuity and unboundedness of the quantum entropy in the infinite-dimensional case are of a purely classical nature. Indeed, the set of all quantum states may be regarded as the union of the layers corresponding to all states that are diagonalizable in some basis. The set of these states can be identified with the set of all classical states, and every layer can be identified with a set of purely quantum states. Proposition 6 shows that the entropy is continuous on the whole layer if it is finite on the corresponding classical state. By Proposition 5, the possible discontinuity of the quantum entropy is connected with transitions between layers corresponding to a set of classical states on which the entropy is discontinuous. 7 If σ has distinct eigenvalues, then the basis˘|k ¯i s essentially unique, and the set L(σ) depends only on σ. If σ has multiple eigenvalues, then L(σ) depends on the choice of the basis˘|k ¯.
In the latter case, all the "variants" of the set L(σ) are isomorphic to each other, and so we shall assume that one of them has been chosen. § 4. χ-capacity 4.1. The optimal average state. Let A be an arbitrary subset of S(H). The χ-capacity of A is defined by
where the supremum is taken over all ensembles {π i , ρ i } of states in A.
If the entropy is bounded on the set co(A), then
But boundedness of the entropy is not necessary for finiteness of the χ-capacity. This is shown by examples in part II of this paper.
Let {π n i , ρ n i } n be a sequence of ensembles of states in A such that
In accordance with [15] , such a sequence is called an approximating sequence for A. If A is a set of states (density operators) in a finite-dimensional Hilbert space, then the supremum in definition (23) of χ-capacity is attained at some ensemble {π i , ρ i } (the optimal ensemble for A), whose average state possesses some special properties [14] . If A is a set of states (density operators) in an infinite-dimensional Hilbert space, then the optimal ensemble generally does not exist. However, one can prove the existence of a unique state that possesses the properties of the average state of the optimal ensemble in the finite-dimensional case. Theorem 1. Let A be a set with finite χ-capacity C(A).
1) There is a unique state Ω(A) in S(H) such that
The state Ω(A) belongs to co(A). If {π n i , ρ n i } n is any approximating sequence for A, then the corresponding sequence {ρ n } of average states H-converges 8 to the state Ω(A).
2) The χ-capacity of A satisfies
where the first two equalities remain valid in the case C(A) = +∞.
be any approximating sequence of ensembles for A. We claim that the corresponding sequence {ρ n } of average states converges to some state in S(H). Indeed, by the definition of an approximating sequence, for every ε > 0 there is an N ε such that χ(µ n ) > C(A) − ε for all n N ε . By Lemma 1 with m = 2 and λ = 1/2, we have
whence ρ n2 −ρ n1 1 < √ 8ε for all n 1 N ε and n 2 N ε . Therefore {ρ n } is a Cauchy sequence. Thus it converges to some state ρ * in S(H).
Let σ be an arbitrary state in A. Given any positive integer n and any η in [0, 1], we consider the ensemble 9 µ η n that consists of states ρ n 1 , . . . , ρ n N (n) , σ with corresponding probability distribution (1 − η)π n 1 , . . . , (1 − η)π n N (n) , η . We obtain the sequence of ensembles {µ η n } with corresponding sequence of average states ρ η n = (1 − η)ρ n + ησ n that converges to the stateρ η = (1 − η)ρ * + ησ as n → +∞.
For any positive integer n, we have
Both summands on the right-hand side of (25) are finite because C(A) is finite by hypothesis. Applying Donald's identity (3) to the first of them, we get
Substituting this expression in (25), we obtain
Since the relative entropy is non-negative, it follows that
By the definition of an approximating sequence, we have
for all n and η > 0. It follows that lim inf
Since the relative entropy is lower semicontinuous, inequalities (26)-(28) imply that
Thus we have proved that
Let {λ n j , σ n j } n be an arbitrary approximating sequence of ensembles. By inequality (29), we have
Applying Donald's identity (3), we obtain
The last two expressions show that
By the approximating property of the sequence {λ n j , σ n j } n , the right-hand side of this inequality tends to zero as n → +∞. Hence the sequence {σ n } n H-converges to ρ * and, therefore, converges to this state in the trace-norm topology. Thus the state ρ * is independent of the choice of the approximating sequence and is determined by A alone. We denote this state by Ω(A). The observation above implies that ρ * = Ω(A) is the unique state in S(H) such that inequality (29) holds.
2) To prove (24), we start by showing that inequality (29) is actually an equation. Indeed, since (30) holds for any approximating sequence {λ n j , σ n j } n and the relative entropy is non-negative, we see that
By the approximating property of the sequence {λ n j , σ n j } n , the left-hand side of this inequality tends to C(A) as n → +∞. This proves that (29) is an equation.
Consider the function F (σ) = sup ρ∈A H(ρ σ) on S(H). Equality in (29) means that F Ω(A) = C(A). Hence the state Ω(A) is the unique minimum point of the function F (σ) on S(H). Indeed, let σ 0 be a state in S(H) such that
By assertion 1) of the theorem, it follows that σ 0 = Ω(A).
If C(A) = +∞, then the right-hand side of (24) also equals +∞. Indeed, let σ 0 be a state in S(H) such that sup ρ∈A H(ρ σ 0 ) = c < +∞. Using Donald's identity and the fact that the relative entropy is non-negative, we get
for an arbitrary ensemble {π i , ρ i } of states in A. Hence C(A) c < +∞. Definition 1. The state Ω(A) introduced in Theorem 1 is called the optimal average state of the set A.
Using Theorem 1, Donald's identity (3) and inequality (1), we get the following useful inequality.
Corollary 4. Let A be a set with finite χ-capacity. The following inequality holds for any ensemble {π i , ρ i } of states in A with average stateρ:
. Theorem 1 and Proposition 3 yield the following important result.
Corollary 5. Any set of states with finite χ-capacity is relatively compact.
We note that the converse does not hold. There are compact sets of infinite χ-capacity (for example, convergent sequences of states; see § 3 in part II of this paper).
Corollary 5 enables us to make an important observation related to the χ-capacity of constrained quantum channels [18] , [19] , [15] .
Corollary 6. Let Φ : S(H) → S(H ) be an arbitrary quantum channel and let A be a subset of S(H). If C(Φ, A) < +∞, then Φ(A) is a relatively compact subset of S(H ).
Proof. It is easy to see from the definitions that
The corollary is proved.
This observation shows that the χ-capacity of an unconstrained quantum channel can be finite only if the output set of the channel is relatively compact.
Theorem 1 and Proposition 1 enable us to make the following observation on properties of the entropy.
Corollary 7.
The entropy is bounded on a convex set A if and only if A is relatively compact and is contained in K H,h for some H-operator H with g(H) < +∞ and some positive h.
Proof. If A is contained in K H,h with g(H) < +∞, then we have sup ρ∈A H(ρ) < +∞ by Proposition 1.
If sup ρ∈A H(ρ) < +∞, then C(A) < +∞. By Theorem 1, we have
for all ρ in A. It follows that
for all ρ in A. Hence we have A ⊆ K H,h , where H = − log Ω(A) and h = C(A) + sup ρ∈A H(ρ).
By Corollary 7, boundedness of the entropy on a convex set A means that A is contained in K H,h for some H-operator H with finite g(H). By Theorem 1, finiteness of the χ-capacity of an arbitrary set A means that A is contained in the set V Ω(A),C(A) , which has the same χ-capacity and the same optimal average state.
Optimal measures.
Let A be a closed set with finite χ-capacity. By Corollary 5, A is compact. Hence the set P(A) of all probability measures supported by A is compact in the topology of weak convergence (the Prokhorov topology) [11] . Since an arbitrary measure in P(A) can be weakly approximated by a sequence of finitely supported measures and the functional χ(µ) is lower semicontinuous, it follows that
In other words, the supremum over all measures in P(A) coincides with the supremum over all finitely supported measures.
Definition 2.
A measure µ * in P(A) such that
is called an optimal measure for the set A.
Using Theorem 1 and the generalized Donald's identity (4), we easily obtain the following generalization of Corollary 4. If A is an arbitrary closed set with finite χ-capacity and µ is an arbitrary measure in P(A), then
Using this inequality and Theorem 1, we can generalize the "maximal distance property" of optimal ensembles [14] to the infinite-dimensional case.
Proposition 7. Let µ * be an optimal measure for a closed set A with finite χ-capacity. Then its barycentreρ(µ * ) coincides with the optimal average state Ω(A), and we have H ρ Ω(A) = C(A) for µ * -almost all ρ.
In particular, if the infimum in the definition (23) of χ-capacity is attained on some finite or countable ensemble {π i , ρ i } (an optimal ensemble for A), then its average stateρ coincides with the optimal average state Ω(A) and we have H ρ i Ω(A) = C(A) for all i such that π i > 0.
Corollary 8. Let A be a closed set with finite χ-capacity. Then the existence of an optimal measure for A implies that C(A) H Ω(A) .
Proof. It suffices to consider the case when H Ω(A) < +∞. Using (2), the definition of an optimal measure µ * and Proposition 7, we get
Since the relative entropy is non-negative, we see from the generalized Donald identity (4) that
Since lim n→+∞ χ(µ n ) = C(A), the last two expressions imply that χ(µ * ) = C(A).
Hence the measure µ * is optimal.
Remark 6. The conditions of Theorem 2 are essential, although not necessary. There are sets with finite χ-capacity that have no optimal measures. This may happen even for a countable closed set (a converging sequence of states) with finite χ-capacity. There are also sets with finite χ-capacity that possess an optimal measure but do not satisfy the conditions of Theorem 2. All the appropriate examples will be given in § 3 of part II of this paper. § 5. Appendix
Here we give a detailed proof of the properties described in Proposition 1 of the function F H (h) = sup ρ∈K H,h H(ρ).
First of all, the lower semicontinuity of the entropy implies that The theorem on series depending on a parameter [7] yields that this function is differentiable at every point (λ, h) with λ > g(H), and
exp(−λh k ). (32) As shown in the proof of Proposition 1, for every h in h m (H), h * (H) there is a unique λ * = λ * (h) > g(H) such that g λ * (h), h = 0. It follows from (32) that ∂g(λ, h) ∂λ
By the implicit function theorem, the function λ * (h) is differentiable on the interval h m (H), h * (H) and dλ * (h) dh = − ∂g(λ, h) ∂λ
Formula (14) 
is a linear function and dF H (h) dh = g(H).
If h = h * (H), then λ * (h) = g(H) by the observation in the proof of Proposition 1. Hence the representations (34) and (36) coincide in this case.
To prove that F H (h) is smooth at the point h * (H), we note that λ * (h) → g(H) as h → h * (H) − 0. Indeed, the function λ * (h) is decreasing on h m (H), h * (H) by (33), and for every λ > g(H) there is an 
Indeed, the function λ * (h) decreases on h m (H), h * (H) by (33). Hence λ m = lim h→hm(H)+0 λ * (h) exists. If λ m < +∞, then we pass to the limit as h → h m (H)+0 in the identity
which holds for all h in h m (H), h * (H) . We get an obvious contradiction.
Let d = dim H m (H). It is easy to see that This is a contradiction. It is easy to see that
and, therefore,
Integrating (41), we obtain
Thus (40) follows from the existence of the limits lim h →hm(H)+0 Q(h ) = log d and lim h →hm(H)+0 λ * (h ) h − h m (H) = C < +∞.
It follows from the previous observation that
Using (38), we get dF H (h) dh h=hm(H)+0
= +∞. The author is grateful to A. S. Holevo for his help in preparing this paper.
