Abstract. Let L be a finite relational language and α = (α R : R ∈ L) a tuple with 0 < α R ≤ 1 for each R ∈ L. Consider a dimension function
Introduction
Given a linear dimension function with real parameters α = (α R : R ∈ L), the amalgamation class K α of finite relational structures whose dimension is hereditarily non-negative has been investigated by a number of authors.
Laskowski [6] gave an AE-axiomatization of the theory of the generic structure of K α when the α R for R ∈ L and 1 are linearly independent over Q. His aim was to give an AE-axiomatization of the Shelah-Spencer almost sure theories of sparse random graphs. Baldwin and Shi [2] had already proved that the generic model of K α for any α satisfies the axioms given by Laskowski. On the other hand, when L consists of only one relation symbol R with α = α R = 1, the generic model of K 1 has been discussed in various papers of Poizat while the same AE-axiomatization for its theory was discussed by Peatfield and Zilber [7] . We give a new proof of their result that also handles other rational values of α.
We introduce a property called the approximating extension property (AEP) which is similar to Proposition 4.2 in [6] . Then we show that K α satisfies AEP. In order to prove this, we introduce a notion of s-component with 0 ≤ s < 2. We establish AEP for symmetric graphs and then with Lemma 3.6 we extend this result to arbitrary finite, relational languages. With AEP, we show that the AE-axioms are complete. In the final section, we also discuss subclasses of K α whose generic model has a theory with analogous AE-axiomatizations.
We thank the referee for informing us of the relation of our work with previous work.
Preliminaries
The following definitions appear in [1] , [2] , [6] , and [9] . Let L be a finite relational language and α = (α R : R ∈ L) a tuple with 0 < α R ≤ 1 for each R ∈ L. We assume that each R ∈ L is a relation symbol with arity at least two. We consider a dimension function δ(A) = δ α (A) = |A| − R∈L α R e R (A) for a finite L-structure A, where |A| denotes the cardinality of A and e R (A) denotes either the number of tuples or subsets (hyperedges) realizing relation R. When L = {R}, we consider α = α R as a single real number. We often write δ for δ α .
When e R (A) denotes the number of tuples realizing relation R for each R ∈ L, let K α be the class of all finite L-structures A such that δ α (A ) ≥ 0 for any substructure A of A.
If X is a set, [X] n denotes the collection of n-element subsets of X. Let G be an L-structure. A relation R ∈ L of arity n is called symmetric on G if for every (a 1 , . . . , a n ) ∈ G n , G |= R(a 1 , . . . , a n ) implies G |= R(a σ(1) , . . . , a σ(n) ) for every permutation σ of {1, . . . , n}. A relation R ∈ L of arity n is called irreflexive on G if for every (a 1 , . . . , a n ) ∈ G n , G |= R(a 1 , . . . , a n ) implies that a 1 , . . . , a n are pairwise distinct. G is called symmetric if every relation R ∈ L is symmetric on G. G is called irreflexive if every relation R ∈ L is irreflexive on G. If G is symmetric and irreflexive then the set of realizations of R ∈ L of arity n can be represented by a subset of [G] n . In this case, e R (G) denotes the cardinality of {{a 1 , . . . , a n } ∈ [G] n : G |= R(a 1 , . . . , a n )}. Let G α be the class of all finite symmetric, irreflexive structures G such that δ α (G ) ≥ 0 for any substructure G of G.
We assume that the empty structure belongs to both K α and G α . If L consists of a single binary relation, G α will be written BG α . BG α is a class of binary graphs. Note that α is a single real number in this case.
Let M be an L-structure.
A is a subset of (the domain of) M , we write M |A for the substructure of M with domain A. We often write simply A for M |A. If A, B are subsets of M , we write AB for A ∪ B. We write simply a for a singleton {a}, and ab for a doubleton {a, b}. We write A ⊆ fin B when A is a finite subset of B.
Suppose A, B, C are substructures of a common L-structure and B ∩ C = A. We call BC a free amalgam of B and C over A if R(BC) = R(B) ∪ R(C) for any relation R in L. More generally, suppose that A, B, C are structures such that
is the free amalgam of f 1 (B) and f 2 (C) over f 1 (A) in the sense defined above, then we also call f 1 (B)f 2 (C) a free amalgam of B and C over A and write B ⊕ A C for it. Note that δ = δ α satisfies the following modular equation:
Suppose A is a finite substructure of an L-structure M . For a finite subset X of M , let δ(X/A) = δ(XA) − δ(A). We say that A is a strong substructure of M , written A ≤ M , if δ(X/A) ≥ 0 for all finite X ⊆ M . We also say that A is closed in M if A ≤ M . If A is finite and A ≤ M then A ∩ X ≤ X for any finite substructure X ⊆ M . Hence, for any substructure A of M , we write
By [1] , [2] , [6] , and [9] , K = K α or G α satisfies the following:
FAP1. Whenever A, B, C are members of K, A ≤ B, and A ≤ C then B ⊕ A C is a member of K. FAP2. Whenever A, B, C are members of K, A ≤ B, and A ⊆ C then B ⊕ A C is a member of K.
Note that a subclass of K α or G α also satisfies S1-S7 if it is closed under substructures (S6).
FAP1 is called the free amalgamation property and FAP2 is called the full amalgamation property in [2] and they are studied extensively there. FAP2 implies FAP1. If A ≤ B and A ⊆ C then C ≤ B ⊕ A C by [2] . We often use this fact.
then it can be extended to a strong L-embedding f : B → M ; and (3) M has finite closures, i.e., for any finite A ⊆ M there is a finite B ≤ M with A ⊆ B.
By [1] , [2] , [6] , and [9] , we have the following fact:
Fact 2.2. Suppose K is a subclass of K α or G α satisfying S6 and FAP2. Then a countable generic model M of K exists and M satisfies the following two axioms:
The generic model satisfies Axiom 2 by Lemma 4.4 in [2] . Note that the set of sentences describing Axioms 1 and 2 is the same as Laskowski's theory S α defined in [6] . He showed that Axioms 1 and 2 are complete when the members of α = (α R : R ∈ L) together with 1 are linearly independent over Q.
We are going to show that Axioms 1 and 2 are complete for any α = (α R : R ∈ L) with 0 < α R ≤ 1 for each R ∈ L. (2) is a generalization of FAP2.
The Approximating Extension Property
In order to show that Axioms 1 and 2 are complete for K = K α or G α , we introduce a property called the approximating extension property, which is similar to Proposition 4.2 in [6] .
Definition 3.1. We write A ≤ n B if for any finite subset X of B, |X| ≤ n implies δ(X/A) ≥ 0. Definition 3.2. Suppose K is a subclass of K α or G α . We say that K has the approximating extension property (AEP) if the following holds:
AEP. If A and B are members of K and A ≤ B then for any real number ε > 0 and for any natural number n > 0 there is C ∈ K such that B ≤ n C, A ≤ C and δ(C/A) < ε.
We are going to show that K α and G α have AEP. Assuming K has AEP, we later show that Axioms 1 and 2 are complete. Now, we construct special kind of structures which will be used to prove that K α and G α satisfy AEP.
and the following hold:
For any non-empty substructure X of E,
We also say that E is an s-component with joints a and b, or just E is an scomponent. Note that ∅ ≤ E. Therefore, every s-component belongs to K α if it exists. x ≤ E {a} for each point x ∈ E {a} and x ≤ E {b} for each point
Our first aim is to show that there are n-strong s-components in K α and G α with s close to 1 and n arbitrarily large. The precise statements are Propositions 3.7 and 3.8 below.
Lemma 3.4. Assume L is finite and let K = K α or G α .
(1) Suppose 1 ≤ s, t ≤ 2 and
. If r = r 1 + r 2 + · · · + r k − m and 1 ≤ r < 2 with an integer m then there is a proper r-component in K.
Proof.
(1) We first check condition (1) for an (s + t − 1)-component. Note that 1 ≤ s, t. Since b ≤ A and b ≤ B, we have A ≤ C and B ≤ C. Hence, x ≤ C for each x ∈ C. Now we check condition (2) for an (
, and hence
Properness is immediate by the definition of a free amalgam. Suppose further that ab ≤ n A and δ(A|ab) = 2. Let X ⊆ A ⊕ b B be such that a, c ∈ X and |X| ≤ n + 1.
Suppose
(2) We first check condition (1) for an (s + t − 2)-component. Since C {a} = (A {a}) ⊕ b (B {a}), we have A {a} ≤ C {a} and B {a} ≤ C {a} by the assumption. Hence, x ≤ C {a} for each x ∈ C {a}. Similarly, x ≤ C {b} for each x ∈ C {b}. Now, we check condition (2) for an (
n-strongness of C is immediate from the n-strongness of A and B.
(3) We prove the statement by induction on k. Suppose k = 1. Since 1 ≤ r 1 , r < 2 and r 1 − r = m is an integer, we have r = r 1 . Hence, a proper r-component exists by the assumption.
Suppose k > 1. If r 1 + r 2 < 3 then let r = r 1 + r 2 − 1. We have 1 ≤ r < 2 and thus there is a proper r -component in K by (1) . Since r = r +r 3 +· · ·+r k −(m−1), there is a proper r-component in K by the induction hypothesis.
If r 1 + r 2 ≥ 3 then let r = r 1 + r 2 − 2. We have 1 ≤ r < 2 and thus there is a proper r -component in K by (2) . Since r = r + r 3 + · · · + r k − (m − 2), there is a proper r-component in K by the induction hypothesis.
Lemma 3.5. Suppose L consists of a single binary relation R and consider BG α = G α with α = α R a single real number such that 0 < α ≤ 1.
(1) BG α has a proper s-component with 1 ≤ s < 2. If α is rational then s can be chosen rational and if α is irrational then s can be chosen irrational. (2) If α is rational then there is an n-strong proper 1-component in BG α for any natural number n.
for any natural number n.
(1) First, we show that G α has an s-component for some real number s such that 1 ≤ s < 3/2. Then we get a proper s -component with 1 ≤ s = 2s − 1 < 2 by Lemma 3.4 (1). Suppose 1/2 < α ≤ 1. Then the graph with 2 points and 1 edge is a (2 − α)-component with 1 ≤ 2 − α < 3/2. The two points are joints.
Suppose α = 1/2. Then the graph with 4 points and 6 edges (the complete graph with 4 points) is a 1-component. Any two points serve as joints.
Suppose 0 < α < 1/2. Let V m be a set with m points. Consider a complete graph
Starting from K k , remove 1 edge at a time. Then the δ-value of the graph increases by α each time. Repeat this process until the δ-value of the graph exceeds 1. Let G = (V k
( Proof. Suppose β = α R with R ∈ L having arity n. Suppose G = (A, E) is a proper s-component in BG β with |A| > 2n where
n be a one-to-one map such that x, y ∈ f ({x, y}) for any {x, y} ∈ [A] 2 . We can choose such an f because |A| > 2n. Let S = f (E). Let H be an L-structure with domain A such that R(H) = S and
If f ({x, y}) ∈ S X with {x, y} ∈ E then x, y ∈ X since x, y ∈ f ({x, y}). Hence, {x, y} ∈ E X . Since f is one-to-one, |S X | ≤ |E X |. Therefore, δ β (G|X) = |X| − β|E X | ≤ |X| − β|S X | = δ α (H|X). We see that H is an scomponent in G α by the definition of an s-component. By modifying the structure H in an obvious way, we also get an s-component in K α . Proposition 3.7. Assume L is finite and let K = K α or G α . Suppose α consists of rational numbers only. Let t be the least positive rational number that is a Zlinear combination of α ∪ {1}. Then there is a (1 − t)-component in K and an n-strong 1-component in K for any natural number n.
Proof. Suppose L = {R 1 , . . . , R l } and let α i = α Ri for i = 1, . . . , l. By Lemmas 3.5 (2) and 3.6, there is a proper 1-component in K. Therefore, there is an n-strong proper 1-component in K for any n by Proposition 3.8. Assume L is finite and let K = K α or G α . Suppose α contains an irrational number. Then for any real number ε > 0 and for any natural number n, there is an n-strong proper t-component in K and a proper t -component in K with 1 − ε < t < 1 < t < 1 + ε.
Proof. Suppose α R for some R ∈ L is irrational. Then there is a proper scomponent in BG α R with irrational number s such that 1 < s < 2 by Lemma 3.5 (1). With the following claim, we can prove the statement. The detail will be left to the reader. Now, we are going to show that K α and G α have AEP. To make life easier, we restrict K α so that there is no one-element structure with some relation on it. Therefore, we can always amalgamate two structures over one point. We will discuss how to treat the whole K α in Remark 3.13 below. Proof. Suppose X is a non-empty subset of C A. Assume a ∈ X. Then AX = (AX ∩ B) ⊕ (X ∩ E). If X ∩ E is empty, then X is a non-empty subset of B A.
Assume a ∈ X. Then AX = (AX ∩ B) ⊕ a (X ∩ E), X ∩ B is a non-empty subset of B A and X ∩ E is a non-empty subset of E.
Proposition 3.11. Let K = K α or G α with α consisting of rational numbers only. We assume that every one-point structure in K α has no relation from L on it. Then K has AEP. In fact, K satisfies the following: For any structures A, B in K with A ≤ B, and for any positive integer n, there is an L-structure C in K such that B ⊆ C, B ≤ n C, A ≤ C and δ(C) = δ(A).
Proof. Let t be the smallest positive rational number generated by members of α. By Proposition 3.7, there is an n-strong proper 1-component in K for any positive integer n, and there is a proper (1 − t)-component in K.
Let C 0 = B 0 ⊕ b E, where (E, b, a 0 ) is an n-strong 1-component in K and b ∈ B 0 A. Since b ≤ E, we have B 0 ≤ C 0 , and thus δ(X/A) ≥ δ(X ∩ B 0 /A) ≥ s for any non-empty subset X of C 0 A.
Since ∅ ≤ C k and F ⊆ C k , we have ∅ ≤ F , and hence b ≤ n E ⊕ a0 F by Lemma 3.9. Therefore,
With Proposition 3.8, we also get the following proposition by modifying the proof above.
Proposition 3.12. Let K = K α or G α . Suppose there is an irrational number in α. We assume that every one-point structure in K α has no relation from L on it. Then K has AEP. Remark 3.13. We assumed that any one point structure has no relation on it in the above statements. This is not valid for K α . But the assumption is for the sake of a simpler presentation. K α is closed under the asymmetric amalgam defined below:
Let B and C be L-structures, and let A = B ∩ C as a set. B ⊕ A C is a structure with universe B ∪ C and for each relation R in L, R(B ⊕ A C) = R(B) ∪ [R(C) R(C|A)]. The structure on A is inherited from B. We call structure B ⊕ A C a free asymmetric amalgam of B and C over A. If B|A and C|A are the same as L-structures then B ⊕ A C is the free amalgam of B and C over A in the usual sense. Actually, we only need a free asymmetric amalgam over a one point structure for our argument. Note that δ defined for K α also satisfies the modular equation for the free asymmetric amalgam: δ(B ⊕ A C) = δ(B) + δ(C) − δ(C|A).
Completeness
In this section, we show that Axioms 1 and 2 are complete for K = K α or G α . We start with a few lemmas. ( (
(2) For any substructure A of M , there is a substructure A of M such that A is the smallest substructure among X such that A ⊆ X ≤ M . If A is countable then so is A. We call A a closure of A.
(1) Suppose not. Then there are finite sets X ⊆ M N and A 0 ⊆ N such that δ(X/A 0 ) < −r for some positive real number r. Since N ≺ M , we can find a finite subset X 0 of N such that
In the same way, we can find a finite subset
Repeating this "pumping argument," for any positive integer m, there are
(2) Let M be a model of Axiom 1. It is easy to show that if X i ≤ M for i ∈ I then i∈I X i ≤ M . If A is a countable subset of M then so is A by (1). Proof. Let ε = inf{δ(X) : A ⊆ X ⊆ fin A * }. Then ε is a non-negative real number. By the choice of ε, there is a finite set B ⊃ A such that δ(B) ≤ ε + 1/n. B has the required condition.
Lemma 4.5. Let K be a subclass of K α or G α satisfying S6. Suppose K has AEP and let M be an ℵ 1 -saturated model of Axioms 1 and 2. If A and B are countable models of Axiom 1 such that A ≤ B and f : A → M is a strong L-embedding then f can be extended to a strong L-embedding f : B → M .
Proof. By saturation, it is sufficient to show the statement when B + = B A is finite. Using Lemma 4.4, choose an increasing sequence {A n } n<ω such that (1) A = n<ω A n , and
Let X be a finite subset of M with |X| ≤ n, X + = X C n , and
by the monotonicity of δ. We also have
by (5'). On the other hand,
We have X + C n ≥ (X + C n ) ∩ A by M ≥ A , and also δ((X + C n ) ∩ A /A n ) ≥ −1/2n by the choice of A n . Hence, (8) δ(X + C n /A n ) ≥ −1/2n. More generally, if K is a subclass of K α or G α satisfying S6, FAP2, and AEP then Axioms 1 and 2 axiomatize the theory of the generic model of K.
Proof. By Fact 2.2, the generic model of K satisfies Axioms 1 and 2. We show that the set of Axioms 1 and 2 is complete. Let M and N be models of Axioms 1 and 2. We can assume that M and N are uncountably saturated. A standard back and forth argument using Lemmas 4.3 (2) and 4.5 shows that there are countable elementary substructures M 0 ≺ M and N 0 ≺ N such that M 0 ∼ = N 0 . Therefore, M ≡ N .
Subclasses with AEP
In this section, we show that there are many subclasses K of K α and G α such that Axioms 1 and 2 axiomatize the theory of the generic model of K.
(3) K A satisfies S6. (4) If E ∈ K is a t-component with t > δ(A) then E ∈ K A . (5) If E ∈ K is a t-component with t = δ(A) and E ∼ = A then E ∈ K A . (6) If E is an n-strong t-component with n ≥ |A| then E ∈ K A .
Proof. (1) Let a ∈ A and s = δ(A|a). Then s ≤ 1 by the definition of δ. Suppose a ∈ X ⊆ A implies δ(X) ≥ s. Then {a} ≤ A which contradicts (2) in the definition of being reduced. Therefore, there is a subset X of A such that a ∈ X and δ(X) < s ≤ 1. We can assume that δ(X) is minimal and thus X ≤ A. Therefore, X = A. Proof. Assume that an irrational number is a member of α. We can assume that any one point structure in K has no relation on it. By Proposition 3.8 and Lemma 3.4, we can choose a subset {A i : i < ω} of K such that for each i ≥ 1, A i is an |A i−1 |-strong proper t i -component with 0 < t i−1 < t i < 1. We can also assume that each A i is a minimal t i -component. By Lemma 5.4 (4)-(6), for any i, j < ω, i = j implies A i cannot be embedded in A j as an L-structure.
For each non-empty proper subset w of ω, let K w = {B ∈ K : A i cannot be L-embedded in B for each i ∈ w}.
By Lemma 5.4 and Proposition 3.8, each K w satisfies the hypotheses of Proposition 3.12, and thus has AEP. K w satisfies S6 also. Therefore, the theory of the generic model of K w is axiomatized by Axioms 1 and 2 by Theorem 4.6. In the case that a rational number is a member of α, we have an n-strong proper 0-component for each n by Lemma 3.4 (2) with two copies of an n-strong proper 1-component. By modifying the proof for the above case, we can prove the theorem for this case.
