ABSTRACT Compared with previous video streaming technologies, 360 video streaming is an emerging technology in commercial platforms that promise greater immersive video service. The use of 360 video streaming requires larger bandwidth and rapid responsiveness to users. In addition, mobile virtual-reality (VR) devices locally process video decoding, post-processing, and rendering. However, its performance is insufficient to stream high-resolution videos such as 4k-8k. Therefore, we propose an adaptive computing offloading scheme using millimeter wave (mmWave) communication. This offloading scheme helps mobile device sharing video decoding tasks to a powerful GPU-based PC. It allows the mobile VR device enhancing the capability of playing high-resolution videos. The mmWave 802.11ad wireless technology promises the use of high-bandwidth wireless communication to improve the capacity of multimedia systems. However, the current studies on video transmission over 802.11ad mmWave are specifically focused on supporting the outdoor environment. Furthermore, synchronization is an essential issue for ensuring the quality of service (QoS) of 360 video transmission. Thus, the proposed scheme concentrates on two parts: 1) 360 video streaming in an indoor environment, and offloading mechanism using mmWave 802.11ad 60-GHz wireless communication to offload video coding tasks and 2) adaptive video synchronization mechanisms, and high-efficiency video coding (HEVC) using scalable HEVC extension for 360 videos with equirectangular projection. The experiments prove that the proposed scheme provides high performance 360 video streaming in QoS-sensitive video streaming applications.
I. INTRODUCTION
Currently, 360 video VR is the most interesting streaming service offered by video streaming systems. The compressed video transmission through 2.4/5 GHz wireless networks might not be reasonable for certain latency sensitive applications such as high-resolution video service or wireless VR. This is particularly challenging to ensure QoS can play highresolution real-time video. Since 4K-8K video streaming services require much larger network capacity than previous high-definition video services did, so it increases the complexity of the transmission system to maintain the quality of the 360 video stream. Due to the varying requirements of the large spectrum of multimedia services, mmWave wireless technology is the most relevant technology for fulfilling the current specifications for the high-speed multimedia system. Recently, mmWave 802.11ad 60GHz has attracted attention as it can provide adjacent bandwidth up to 7GHz. Therefore, it has great capability for meeting the fast growing demand for the capacity of 5G network systems.
Recently, video streaming systems utilize an effective video coding technology, which was proposed standard in JCT-VC [1] , and its standard name is HEVC. HEVC coding technology produces twice as much bandwidth as H.264/AVC coding technology. Otherwise stated, HEVC video coding can double the capacity of bandwidth to transmit the video content at the same data rate when compared to H.264/AVC. Figure 1 illustrates the conceptual architecture of our proposed system. The proposed system includes a 360 video server, powerful PC, and mobile VR based head-mounted device (HMD). The mobile VR device supports 4K HEVC software/hardware decoders. In an effort to enhance video streaming services, our goal was to make 360 video VR look even more reasonable in highbandwidth mmWave network systems.
Current studies on video transmission through mmWave link are primarily focused on supporting the outdoor environment. The support for the mmWave indoor environment has not been properly considered yet. Additionally, the use of SHVC coding also has not been addressed accordingly its necessity for 360 video VR on the mobile device. Moreover, mobile device VRs can handle local video coding and postprocessing tasks, but its performance is insufficient to stream 4K-8K resolution videos. Thus, this article presents a more appropriate scheme to handle 360-degree video streams on mobile VR using 802.11ad 60GHz wireless communication. In order to perform 360 video streaming, we design a practical system based on the proposed scheme and demonstrate how to deploy computing offloading scheme. Our contribution consists of ideas as follows:
• Use of experimental tests of mmWave 802.11ad 60GHz wireless communication in an indoor environment to get optimal parameters for 360 video streaming.
• Verification of 360 videos streaming on mobile VR device using scalable video coding.
• Use of computing offloading scheme via a mmWave 802.11ad 60GHz wireless link in order to share video coding task.
• Use of synchronization mechanisms to handle real-time video transmission without packet lost. The rest of the paper is organized as follows: section II describes current studies that related to aspects of proposed scheme. Section III addresses the challenges in 360 video streaming at high-resolution, and presents the computing offloading scheme in detail. Section IV provides the testbest and experimental scenarios and section V shows the performance evaluation. Finally, section VI presents conclusion related to proposed scheme and our future work.
II. RELATED WORK A. PREVIOUS WORK FOR VIDEO STREAMING SYSTEM
The main objective of the Gachon University merciless video processing (MVP) project is to contribute the high-quality video service that can be approached in a limited performance of mobile VR. Figure 2 illustrates the architecture of the MVP. The region of interesting (ROI) is decoded using parallel processing according to mobile asymmetric big/little cores [2] . Viewport extraction and motion-constrained tile for mobile VR streaming were detailed as in [3] . The implementation of the proposed system is part of the MVP project and it is applicable to mobile VR as an extended version of the project in [4] and [5] .
B. 802.11AD MILLIMETERWAVE FOR INDOOR ENVIRONMENTS
Nowadays, wireless networks are facing high demand for interacting data as customers progressively utilize mobile phone, tablet, and other smart devices to share high-definition multimedia content. In recent times, the use of high frequency higher up 24 GHz, also known as millimeter wave bands, mmWave is emergence as a key factor for enhancing communication in 5G wireless networks. The analyzed details of mmWave can be reviewed in [6] . Firstly, our goal is to verify the real-world efficiency of an indoor environment on the deployment of mmWave communication technology. While state-of-the-art studies have not yet directly addressed this issue, there have been various related papers [7] - [10] , that have provided us with sufficient details to draw significant conclusions. These researches encourage us to focus the efforts on the deployment of indoor mmWave networks. The results in [11] and [12] provide useful data regarding object blockage that affects to the performance of mmWave link, and peer-to-peer indoor mmWave communication scenarios. These researches also verify which features are fundamental for the network designer to consider based on their intended clients.
Although there have been important insights gleaned regarding the impact of the affected factors, there is still little understanding of the operation of the 802.11ad 60GHz device in real-world situations. Therefore, a testbed for mmWave systems is provided for large indoor environments using 802.11ad mmWave products obtained from Dongle MLWGU3V2-D [13] and Tensorcom 3.0 TC60G-USB3.0 EVK [14] . Table 1 shows the basic specifications of the antenna of the Dongle MLWGU3V2-D device. 
C. VIDEO CODING WITH HEVC-SHVC
Recently, HEVC (H.265 / MPEG-H part2) is an emerging technology in the video coding field. Therefore, in order to support HEVC, video service platforms are upgrading to support HEVC coding. The first version of HEVC achieved an approximately 50% bitrate reduction compared to its predecessor H.264 AVC with equivalent subjective quality [15] . The second version of the HEVC [16] includes the SHVC extension, format range extension, and multi-view extensions. The specifications of HEVC and SHVC extension was analyzed in [17] and [18] . The SHVC extension brings a choice of various resolution levels of decoded videos within unique input encoded bitstream. In an effort to improve streaming capabilities, [19] - [21] proposed advanced solutions. Based on these solutions, our work also looks at the factors that affect the quality of 360 videos streaming to mobile devices.
As shown in Figure 3 , SHVC provides an adaptive scheme to support video encoding in multiple layers. Where each layer represents a different quality representation of the same video scene. Base-layer (BL) is of the lowest quality representation, and one enhancement-layer (EL) can be encoded by referencing to the lower layers to produce one encoded bitstream. In other words, client-side can receives various resolutions of decoded video from an input SHVC bitstream. Therefore, to improve video transmission capability, instead of using a single HEVC coder, the proposed scheme utilizes the SHVC coder as illustrated in Figure 4 .
D. ENTROPY CODING
In the field of video technology, video data compression is one of the most important steps toward reducing the size of video content. In the area of data compression, the entropy coding stage is generally the last stage of an algorithm where the benefits from the model are actualized. Currently, in order to solve the Shannon limit [22] in video coding area, based on prior research [23] , we have a new trend for improving data compression using asymmetric numeral systems (ANS) theory [24] . The currently implemented version of ANS achieves approximately 50% faster decoding than the Huffman version and achieves rates similar to those in arithmetic encoding. This optimized entropy coder is called the Finite State Entropy (FSE) coder. In the proposed system, we applied an advanced version of the FSE coder, which was implemented by Facebook. Table 2 shows the benchmarking results for the FSE coder of Facebook (zstd) [25] , a standard FSE coder and Huffman entropy coder (zlibh) on a platform Core i7-7700K 4.2GHz processor and Linux Ubuntu 64-bits gcc 6.3 OS using the lzbench tool [26] .
III. 360 VIDEO STREAMING OVER mmWave -COMPUTING OFFLOADING
For the purpose of enhancing 360 video streaming on a mobile VR device, we firstly implemented computing offloading using an 802.11ac wireless communication. However, the throughput of a connected link was just around 70-80 Mbps. Therefore, our first target is to evolve to improve the bandwidth of network communication. Recently, various studies have analyzed the capacity of 802.11ad 60Ghz communication. Thus, we launched the offloading project with mmWave products, which are available on the commercial market now.
In order to facilitate high-resolution video streaming in indoor environments, the 802.11ad 60GHz device was considered to provide high-bandwidth video transmission. Additionally, effective synchronization mechanisms are necessary to adapt the real-time issue in high-bandwidth video transmission. Moreover, in video server-client models, mobile VR devices always encounters certain problems, including overflow or high-power consumption, when 66578 VOLUME 6, 2018 they play high-resolution video content. Specifically, mobile phones utilizing next-generation video technologies, such as AR/VR or 360 videos, typically encounter poor performance. Therefore, in this section, we propose an offloading scheme and other essential mechanisms in order to ensure QoS for high-resolution video streaming.
According to the idea above, an implementation of the proposed system is essential for demonstrating how to deploy the proposed scheme in fact. The conceptual architecture of the proposed system was designed as shown in Figure 5 . We focus on computing offload and synchronization between mobile device and PC based on the quality of a selected video stream. The low-quality video is encoded as base layer video and the high-quality video is encoded as an enhancement layer video. These layers are represented as HEVC tiles in the viewport. Motion constraint tile sets (MCTS) [27] , [28] coding is also an objective topic in the field of video coding. In order to enhance the proposed system, powerful PC and video server are grouped into a single entity. This grouping was considered to be the best choice for the purposes of our implementation and experimental tests.
A. DATA PACKET STRUCTURE
As shown in Figure 6 , in order to ensure data transmission via a mmWave link, the packet structure of video streaming applications had to be re-designed at the application layer. The designed data packet consists of 'app index' and 'Pkt index' fields to handle packet loss issue and real-time transmission through the use of synchronization mechanisms. The 'Pkt length' is the optimal value following the packet size and video resolution. Payload field contains the raw data of video. The last 'offset' 4 bytes is for ensuring communication between a streaming application and mmWave device. The 'reserved' portion includes reserved bytes to improve mmWave communication. In some cases, we use more bytes from the 'reserved' part to expand other fields based on certain aims. For example, we can add 4 bytes to the 'Pkt index' field, and the new 'Pkt index' field with 8 bytes can index 2 64 packets compared to 2 32 packets when it is of a size of 4 bytes. Furthermore, we also utilize this packet structure to build the acknowledgment (ACK) packet, which was applicable in synchronization mechanisms. The necessity for the new format arises from some issues of USB connection between hosts and commercial 802.11ad devices as follows:
• Mobile VR device and PC exchange packets to the mmWave device through USB ports. Currently, streaming application cannot deeply access to the firmware of 802.11ad 60GHz device in order to modify its internal functionalities.
• Streaming application can send control packets to the mmWave device so as to configure mmWave firmware within a given parameter set. Furthermore, we can get reply packets from firmware back to the hosts. These reply packets are particularly useful for confirmation or collecting statistical details such as SNR, PER, and packet loss.
B. COMPUTING OFFLOADING SCHEME
In the current streaming system, mobile device gets full SHVC coded sequence from the video server, then it locally proceeds video tasks (such as video decoding, postprocessing and rendering). Mobile devices require a lot of resources to perform properly high-resolution video processing. In order to face this challenge, our target is offloading its decoding and post-processing stages to PC. Hence, the mobile device only produces rendering output decoded video on HMD. However, this offloading requires larger bandwidth than the 2.4GHz/5GHz wireless networks can provide. As mentioned above, we verified offloading using the 802.11ac wireless network, but it only provides offload transmission at low datarate approximate 80 Mbps. Thus, we implemented offloading over 802.11ad 60Ghz communication to adapt to high-bandwidth demand. Moreover, the bitstream separation was proposed for enhancing the flexibility of mobile VR device in playing various resolution videos. The proposed scheme includes an offloading mechanism to share enhancement layer video decoding between mobile VR and PC as shown in Figure 7 . Furthermore, the ''option'' part is an as an extended part for loading encoded video from the mobile device to PC. In other words, the ''option'' part allows mobile device can transfer the enhancement-layer video bitstream to PC through 802.11ad 60GHz communication. If the PC cannot receive the enhancement-layer bitstream from the video server, it can get this sequence from the mobile device.
The offloading procedure can be described as follows: (1) The video server processes input SHVC encoded sequence into two or more new encoded sequences. Then, video server sends low-quality video sequence (BL bitstream) to mobile VR device. After that, the mobile device locally processes BL bitstream, consists of video decoding, post-processing and reconstructing. These stages require lowloading, and the rest of the resources is the idle resource that can be saved for other tasks; (2) The high-quality video sequences (enhancement-layer bitstreams) are sent to the PC to decode and pass post-processing. Then, the output video will be transferred to mobile device via 802.11ad 60GHz communication. Because PC handles a large amount of data such as 4K-8K video data, its tasks incur a high-load, leaving the mobile device free to perform other tasks. Then we need a powerful PC that can process the high-load of ELs decoding tasks. This work of powerful PC is commonly referred to as computing offloading. Thus, the mobile device only launches video rendering task. We can confirm that computing offloading can support mobile device enhancing the capability of playing 4K or higher resolution videos. Additionally, the FSE entropy coder is also embedded in the system for decreasing the size of raw EL video. The compression of raw video may result in a maximum gain of approximately 40% bandwidth capacity for the offloading process.
C. SYNCHRONIZATION MECHANISMS
In order to ensure the QoS of video content delivery, especially in mmWave systems, the synchronization mechanism is the most important component. In our system, we provide two synchronization mechanisms so as to ensure performance based on pre-determined requirements. This is because of the features of commercial mmWave products of Dongle or Tensorcom, which only provide a UDP connection. As shown in algorithms 1 and 2, synchronization mechanisms were combined with computing offloading in order to support video transmission according to various strategies. Figure 8 presents the first synchronization mechanism, which can be detailed as follows:
1) FIRST SYNCHRONIZATION MECHANISM
1) Every data packet accommodates an indexing number to identify different packet. 2) Mobile VR device sequentially receives data packets from PC via wireless 802.11ad communication. 3) Mobile VR device builds ACK packet according to indexing number from the data packet. Then, it replies ACK packet back to the PC. 4) After PC received ACK packet, it processes 'pkt_index' confirmation of the ACK packet. Then PC decides to forward next packet to mobile VR device based on the status of confirmation ''success''. Otherwise, PC will re-send the current packet until it succeeds.
2) SECOND SYNCHRONIZATION MECHANISM Figure 9 presents the second synchronization mechanism as follows: 1) Every data packet accommodates an indexing number for identification. 
. if (sizeof(DB) > MAXB or sizeof(DPB) > MAXB) then
Release packet data n 0 to n i from DB and DPB; else Move to next picture n i+1 ; end end Result: Decoded Video 4) After confirmation of the ACK by PC, PC will resend lost packets to mobile VR device. 5) Mobile VR device receives the packets from a TCP socket and inserts them correctly into the buffer; 6) Although stages 1-5 are all processing stages, the UDP connection always exchanges raw video data from PC to mobile VR device.
IV. SETTING UP A TESTBED A. SETTING UP HARDWARE AND SOFTWARE
The proposed system may significantly demonstrate real performance when transmitting video content, compared to mmWave network in simulations. In order to analyze the offloading scheme, we set up a testbed as illustrated in Figure 10 . Additionally, we also made a real-world demo of the proposed system as in [29] . We set up a PC with a Core i7-7700 4.2GHz processor, GPU Nvidia GeForce 1080, 
. if (sizeof(DB) > MAXB or sizeof(DPB) > MAXB) then
Release packet data n 0 to n i from DB and DPB; else Move to next picture n i+1 ; end end Second loop: while TCP socket thread running do 10. TCP socket listen for ACK from mobile VR; 11. Get the ACK packet with index m from mobile VR, then check ''pkt index m''; 12. Access to file buffer, get data packet within index m and resend data packet m over 802.11ac network; end Result: Decoded Video and 32 GB of memory with Linux Ubuntu 64-bits gcc 6.3 OS. Mobile VR device was set up to consists of Samsung Gear VR and a Samsung Galaxy S7 phone. Additionally, we installed an 802.11 access point, which was used to handle synchronization in some of our configurations. We also configure out the powerful PC as a fully functional video server. Two Dongle MLWGU3V2-D devices were used to set up 802.11ad 60GHz communication. Table 3 provides the basic parameters of a testing system. Table 4 provides in detail the standard 4K 360 video test sequences by JCT-VC as shown in Figure 11 .
Regarding software, we used HM software with 360 libraries [30] as a video encoder and openHEVC software [31] as a video decoder. The entropy coder was the Facebook FSE coder. Besides that, FFmpeg [32] and equirectangular projection Peak Signal-to-Noise Ratio (PSNR) software [33] were used as evaluation tools. In order to produce BL and EL bitstreams, HM and its scalable extension were applied to process a spherical 360 video with the equirectangular projection (ERP) [34] . The ERP projection in detail was described in table 5. Additionally, coding configurations of BL and EL bitstream are also detailed in table 6 and 7.
360 videos allow the user to leave the fixed center position in the view space displayed in the HMD [35] . Unlike conventional video, the commonly used format of input 360 videos converted to HMD is an equirectangular plane that mapped from the sphere. Instead of calculating the PSNR in the rectangular plane to perform the quality of 360 videos, we can compute the distortion in the sphere to properly respond to the way we watch 360 videos. In here, we used a method called weighted in sphere PSNR (WS-PSNR) [35] . WS-PSNR is a weighted metric to compute distortion of reconstructed 360 videos in the spherical domain to show the difference between reconstructed video and original 360 videos. ERP WS-PSNR software [33] supports WS-PSNR computation for full ERP and windowed ERP (a part of ERP) as shown in Figure 12 . The deformation of each frame is the error accumulation of all pixels. Errors at each pixel location on the projection format are calculated according to the spherical area corresponding to the function of the mapping between the format and the sphere. The weighted metric on position (i: longitude coordinate, j: latitude coordinate) for full ERP is calculated as:
where N is the height of full ERP. For windowed ERP, the weights equal to the weights of the corresponding location on full ERP.
B. TESTBED SCENARIO
The experiments of the proposed system focused on EL video bitstreams. This means the testbed focus on the decoding original SHVC bitstream and video post-processing on PC. Then, output video in YUV format (4:2:0) was sent to 
V. PERFORMANCE EVALUATION
In order to evaluate the performance of the proposed system, experiments was performed various scenarios to verify some aspects. All tools and software for video coding were used to evaluate performance according to [30] - [33] .
A. UDP 802.11AD ONLY
As shown in table 8, based on the distance between mobile device and PC, end-to-end throughput of the mmWave UDP connection varied from 500 Mbps to 930 Mbps. The experiments proved that the throughput decreased to near zero at distances over10 m. Thus, the adaptive distance for 360 video streaming was set in the range of zero to three meters for several reasons: 1) A mobile VR device can change the location as around the PC or just change the viewing direction. 2) This range yields the highest and stable throughput.
3) This range is a satisfactory distance from the human's face and PC in an indoor environment. In distances from 3 meters to10 meters, the throughput of mmWave link seriously decreased. Figure 13 shows the effect of different obstacles when they are located between mobile VR and PC. Additionally, this experiment confirms that if the obstacle is in a fixed position, the throughput will drop to near zero. At the moment 10 seconds the human's head moves through the LOS area, this leads to throughput rapidly drop to zero. Therefore, we set up obstacles that only move through the video streaming area in a short time. The recovery from obstacle issue will be an engaging research of mmWave communication in the future. The results of the experiments show that packet loss of the UDP mmWave link varies from 10% to 25%. This suggests that more effort is needed to address both bandwidth and packet loss through the use of advanced synchronization mechanisms.
To verify the support for the movement of mobile device, we perform experiments as shown in Figure 14 . Table 9 proved that the 802.11ad wireless link as in Figure 14 (a) provides a high throughput in most cases. However, when α i was in a range of 25 • to 35 • , end-to-end throughput rapidly drops. Especially, at location 30 • , endto-end throughput approached zero. An applicable mechanism of sector switching should be implemented in order to address this problem. Additionally, Figure 15 presents results, where the mobile VR device was in a fixed position. The human's head only changes viewing direction from (0 • ) lightof-sight to 90 • (byβ i ) offset as illustrated in Figure 14 (b). We indicated that 75 • is the threshold to maintain the quality of 802.11ad wireless communication at any sector 0-15. Therefore, we set up the mmWave communication for 360 videos streaming in range of LOS to 70 • , and 802.11ad wireless link can work in a stable manner.
B. UDP 802.11AD AND FIRST SYNCHRONIZATION MECHANISM
Next, we tried to apply the first synchronization mechanism. The results are presented in Figure 16 , which shows that the end-to-end throughput for both 2K and 4K video is approximately 280 Mbps. The latency time is caused by around three seconds of delays for pre-loading rendered video on mobile VR device. This latency results in the number of ACK packets increasing significantly based on the number of data packets while playing 4K-8K video. We then applied the FSE coder in order to reduce the size of the raw video data. This allowed us to gain more bandwidth, and the video data was VOLUME 6, 2018 transmitted faster than it was before applying the FSE coder, as shown in figure 17 . Additionally, the problem of packet loss is overcome by using an ACK exchanging mechanism. By applying adaptive synchronization mechanism, all lost packets are retransmitted over the 802.11ad wireless link. In other words, mobile devices always get all the data without losing any packets. As shown in table 10, the packet loss rate for 2K and 4K videos are 18.64% and 22.45%, and the number of retransmitted packets are 4.76% and 9.84%, respectively. 
C. UDP 802.11AD AND SECOND SYNCHRONIZATION MECHANISM
In order to enhance the performance of 360 video streaming, we considered using TCP over the 802.11ac wireless network for packet retransmission using the second synchronization mechanism. Therefore, any packet loss resulting from UDP mmWave communication can be recovered by the second synchronization mechanism, and the throughput of video data transmission can be improved in order to handle the large data size of 4K or 8K video. As shown in Figure 18 , the throughput, in this case, was improved to over 500 Mbps, meaning the proposed system could transfer 4K raw YUV 4:2:0 pictures (size of one picture: (3/2) × (3840 × 2048) × 8 bits = 94.37 Mbits) at a rate of five pictures per second, while VOLUME 6, 2018 the mmWave ACK system could only transfer three such pictures per second. However, the 802.11ac link provides just 30-40 Mbps throughput on average for both ACK message exchange and the retransmission of data packets. Therefore, packet retransmission over the 802.11ac network increases the processing time at the mobile VR device. This means that the mobile VR device requires a video pre-loading time of around five seconds in order to ensure the QoS of the 4K video display. Therefore, the deployment of 802.11ad networks must also cover existing 802.11ac wireless networks.
D. PERFORMANCE COMPARISON
As shown in table 11 and table 12 the Structural Similarity (SSIM) and PSNR values were obtained through a comparison between the original YUV video [1] and the decoded YUV video, which was rendered on mobile VR device. In order to evaluate the quality of the decoded video, WS-PSNR has been shown to perform poorly compared to other quality metrics when it comes to estimating the quality of images and videos in particular, as realized by humans. Since PSNR values are higher than 38dB, we can determine that the quality of 360 video stream is reasonable to feel fully immersed in 360 videos on mobile VR device. In order to The quality of DrivingIncity 4K 360 video sequence was performed in the real-world experiment as shown in Figure 19 . Additionally, the latency of video transmission is accepted to be QoS-sensitive as in the demonstration [29] . Additionally, Table 13 presents the performance comparison between the streaming system using an 802.11ac wireless network (SS802.11ac) and our proposed system. In the SS802.11ac, the mobile VR device gets an SHVC bitstream 66586 VOLUME 6, 2018 from the video server, then it handles locally this bitstream by itself. In order to evaluate streaming systems, we performed 4K_30fps_300frames_8bit_420_erp_27qp (quantization parameter of 27) test sequences as shown in table 4 for tile partitioning. The openHEVC software was used as a video decoder to decode 360 videos. The experiments prove that the proposed scheme can enhance the overall performance of the system while streaming 360 videos. Especially, its offloading mechanism can help speed up the system in video decoding task up to 67.4%.
Through implementation and demonstration, we confirmed that these commercial 802.11ad 60GHz devices are currently under development. Thus, a few components are not as advanced as we expected. Dongle MLWGU3V2-D and Tensorcom 3.0 TC60G-USB3.0 EVK devices have some disadvantageous points as follows:
• They only operate well in the case using peer-to-peer mode. This means that it can only be active with one connected-pair. These devices also give the network mode option, but this option cannot work properly. Although we put a lot of effort into fixing bugs, it has not been completely activated. This problem should be solved by manufacturers.
• The information regarding mmWave devices is not detailed, especially that about the MAC layer and the Physical layer. This is an inconvenience for implementing internal protocols or analyzing it in detail.
The demonstration [29] was performed in a real-world environment. There are many papers that have been published related to the research area of mmWave. However, the proposed approaches in these articles show the experimental results from simulation software or other hardware platforms, which are only specified to research at the MAC layer or the Physical layer. Support for applications using mmWave, however, is little explored. Thus, in this paper, we focused on a real-world scenario with mmWave communication in order to answer how mmWave is possible for high-quality video streaming with the constrained resource of the mobile VR device. All of these experiments encouraged us to implement advanced strategies to facilitate 360 video VR system in the future.
VI. CONCLUSION
We designed and implemented a 360 video transmission system using SHVC video coding, FSE coder and computing offloading over mmWave communication. We determined that 802.11ad wireless communication can improve the overall performance of 360 videos streaming in the indoor environment. Moreover, our adaptive proposed scheme also indicates that 802.11ad wireless communication can facilitate 4K-8K video transmission in real-time through the application of optimization mechanisms.
In future work, we will consider implementing relay prototypes in order to support blockage cases. Another future research direction is to design a new, more reliable communication technique for our system based on 802.11ad devices in order to improve the QoS and quality of experience (QoE) VOLUME 6, 2018 of 360 video streaming. Furthermore, a sector switching mechanism to ensure QoE of the user is also a delightful topic of our research in the future. Regarding the real-time issue, more handshake policies can be improved efficiently to enhance 360 video streaming.
