Abstract. We are concerned with the existence and asymptotic properties of solutions to the following fourth-order Schrödinger equation
under the normalized constraint
where N ≥ 2, a > 0, µ > 0, 2 + 
Introduction and Main Result
This paper concerns the existence of solutions (λ, u) ∈ R × H 2 (R N ) to the following fourth-order Schrödinger equation We call u a normalized solution to (1.1), since (1.2) imposes a normalization on its L 2 -mass. This fact implies that λ cannot be determined a priori, but is part of the unknown.
Problem (1.1)-(1.2) arises from seeking standing waves for the following fourth-order Schrödinger equation
A standing wave of (1.3) is a solution having the form ψ(t, x) = e −iλt u(x) for some λ ∈ R and u solving (1.1). So (1.1) is the stationary equation of the time-dependent equation (1.3) .
Dating back to [16] , V. I. Karpman introduced the following equation
with the corresponding stationary equation
where γ > 0 and µ = −1. It is well known that two quantities are conserved in time along trajectories of (1.4): the energy E µ,γ (u) = γ 2 ||∆u|| In nonlinear optics, equation (1.6) (with p = 4, N = 2) is derived from the scalar nonlinear Helmhotz equation through the paraxial approximation. Physicists use (1.6) to describe the canonical model for propagation of intense laser beams in a bulk medium with Kerr nonlinearity, see [3, 11] . The results in [10, 29, 32] showed that: (i) if 2 < p < , then finite time blow-up may occur and the standing waves of (1.6) become unstable.
In order to regularize and stabilize the solutions to (1.6), V. I. Karpman [16] added a fourth-order dispersion term to equation (1.6 ) and studied equation (1.4) with γ > 0 and µ = −1. It is known that the Cauchy problem (1.4) is locally well-posed in H 2 (R N ) provided 2 < p < 4 * (See [24, 1, 18] ). One can refer to [24, 25, 26, 28, 1, 14, 23] for well-posedness and scattering, and [6] concerning finite-time blow up. We also mention that the one-dimensional stationary mixed dispersion NLS arises in the theory of water waves(See [8, 9] ). From [16, 17, 20, 19] , we concluded that: when 2 < p < Recently, more and more attention are paid to the existence of normalized solutions to (1.5), especially for ground states, see [3, 22, 4] . We say that u ∈ S a is a ground state of (1.5) on S a if d E µ,γ | Sa (u) = 0 and E µ,γ (u) = inf E µ,γ (w) : d E µ,γ | Sa (w) = 0 and w ∈ S a , where
In [3] , D. Bonheure et al. studied ground state of (1.5) on S a with γ > 0, µ ≤ 0 and 2
by utilising the constrained minimization method since inf u∈Sa E µ,γ (u) > −∞. They focused on the existence results, qualitative properties, exponential decay and orbital stability. Fruitful achievements have been made in their work.
In [22] , T. Luo et al. considered (1.5) with γ = 1, µ ∈ R and 2 < p ≤ 8 N + 2.
They studied the minimization problem
by using the profile decomposition of bounded sequences in H 2 established in [33] . T. Luo et al. showed that m(a, µ) is achieved provided one of the following holds:
(1) a > 0, 2 < p < 2 + 4 N and ∀µ ∈ (−∞, 0); In this case, it is no more possible to obtain a critical point of E µ,γ restricted to S a as a global minimizer. Fortunately, D. Bonheure et al. in [4] discovered that E µ,γ restricted to S a possesses a natural constraint, namely a set, that contains all the critical points of E µ,γ restricted to S a . Therefore, they concerned the existence of minimizers associated to Γ(c) := inf u∈M(c) E µ,γ (u) where
. They proved that Γ(c) := inf u∈M(c) E µ,γ (u) is attained provided a 0 < a < a N,p for some a 0 and a N,p satisfing a N,p > a 0 > 0 and the minimizers are ground states of (1.5) on S a . In addition, they proved the existence of infinitely many radial normalized solutions to (1.5).
As in [3, 22, 4] , by the L 2 -norm preserving dilations u t (x) = t N 2 u(tx) with t > 0, it is easy to know thatp :
To our best knowledge, the existing results on normalized solutions to (1.5) can be summarized in the following Table ( with additional conditions on the parameters): γ µ p Number and type of solutions References
Unknown Unknown
In this paper, we consider the existence and asymptotic properties of normalized solutions to (1.5) with γ > 0, µ > 0 andp < p ≤ 4 * .
For the sake of convenience, we take γ = 1 since the coefficient γ > 0 in (1.5) can be scaled out. In fact, setting v(x) = u(γ 
Our main results are as follows.
Theorem 1.1. Let N ≥ 2, p < p < 4 * and a, µ > 0. There exists a constant ρ > 0(independent of a and µ) such that if max{µ 2 a 2 , µ pγp−2 a p−2 } < ρ, then
(1) E µ |S a has a critical pointũ µ at a negative level m(a, µ) < 0, which is an interior local minimizer of E µ on the set
Moreover,ũ µ is a ground state of (1.1) on S a , and any other ground state is a local minimizer of E µ on A R 0 .
(2) E µ |S a has a second critical point of mountain pass typeû µ at a positive level σ(a, µ) > 0.
(3) Bothũ µ andû µ are real-valued radial solutions to (1.1) for suitableλ,λ < − ; Suppose in addition that N < 8 and p <
, thenũ µ andû µ are sign-changing. (4) m(a, µ) → 0 − , and any ground stateũ µ ∈ S a for E µ | Sa satisfies ||∆ũ µ || 2 → 0 as µ → 0 + . (5) σ(a, µ) converge to some c ∈ 0,m(a, 0) andû µ converge to someû strongly in H 2 as µ → 0 + , wherem(a, 0) = E 0 (u 0 ) with u 0 is a radial mountain pass solution to (1.1) obtained for µ = 0. Suppose in addition that p 2 ∈ N, then σ(a, µ) → m(a, 0) andû is a ground state to the related limiting equation.
* and a, µ > 0. There exists a constantρ > 0(independent of a and µ) such that if a, µ <ρ, then (1) E µ |S a has a critical pointũ µ at a negative level m(a, µ) < 0, which is an interior local minimizer of E µ on the set A R 0 := {u ∈ S a : ||∆u|| 2 < R 0 } for a suitable R 0 = R 0 (a, µ) > 0. Moreover,ũ µ is a ground state of (1.1) on S a , and any other ground state is a local minimizer of E µ on A R 0 . (2)ũ µ is real-valued radial solutions to (1.1) for suitableλ < 0. (3) m(a, µ) → 0 − , and any ground stateũ µ ∈ S a for E µ | Sa satisfies ||∆ũ µ || 2 → 0 as µ → 0 + . ∈ N) of the related limiting equation
2 is the first result on the existence of normalized solutions to fourth-order Schrödinger equations with Sobolev critical exponents. For p = 4 * and µ ≤ 0, the related Pohozaev identity implies that (1.1) does not have any nontrivial solutions. When it comes to µ > 0, we obtain at least one ground state to (1.1), which vanishes gradually as µ → 0 + . These show that the sign of the second-order dispersion term has crucial effect on the structure of the energy functional E µ and makes the solution set to (1.1) much richer.
In order to compare the main results in this present paper with the existing ones in the literature, we make the following Table: γ µ p Number and type of solutions References [3, 4] , which deal with (1.1), from µ ≤ 0 to the case of µ > 0, and the results in [22] , which deal with (1.1), from L 2 -subcritical and
Remark 1.4. In the case of p = 4 * , since E µ |S a is unbounded from below, it could be natural to expect that there exists a second real valued and radial critical point on S a , which is an excited state as in the case of p < p < 4 * in Theorem 1.1. Indeed, we can prove the existence of a Palais-Smale sequence for E µ |S a at a mountain pass level σ(a, µ) > m(a, µ), but the convergence of such sequence is a very delicate problem, which at the moment we could not solve.
Before closing our introduction, we underline some of the difficulties that arise in the proof of Theorems 1.1-1.2. Firstly, since inf u∈Sa E µ (u) = −∞ forp < p ≤ 4 * , the constrained minimization method used in [3] and [22] does not work any more. Naturally, we would hope to overcome this difficulty by using the Derrick-Pohozaev constraint used in [4] , [30] and [31] . However, the compactness of a Palais-Smale sequence is a highly nontrivial issue for µ > 0. In fact, see the forthcoming Section 4, let {u n } ⊂ S a be a Palais-Smale sequence for E µ |S a at level c = 0 with
We can prove that the corresponding Lagrange multiplier λ < 0 and
, but we are in the setting µ > 0. This is also quiet different from N. Soave [30] dealing with the following nonlinear Schrödinger equation
where N ≥ 1, µ ∈ R, q = p and 2 < q ≤
for some λ < 0, then the compactness of the Palais-Smale sequence follows immediately. Obviously, we can not proceed as N. Soave in [30] does.
Secondly, the Sobolev critical exponent p = 4 * makes it more difficult to obtain the compactness of a Palais-Smale sequence. In [31] , N. Soave studied the existence of normalized solutions (λ, u) for the Sobolev critical nonlinear Schrödinger equation
where N ≥ 3, µ ∈ R and 2 < q < 2 * =
2N
(N −2) + . Their compactness arguments(see Section 3 in [31] ) is very illuminating. Following their compactness arguments(see Section 4), let {u n } ⊂ S a,r = S a ∩ H 
We can prove that the Lagrange multipliers λ n → λ and
.
. Letting n → +∞, up to a subsequence we infer that
The Sobolev inequality and interpolation inequality give d ≥ Sd
which does not have explicit nontrivial solutions. In N. Soave's arguments [31] , the corresponding inequality, which is a special case of (1.9), which has explicit solutions. Obviously, N. Soave's methods [31] cannot be directly applied to our problems. Thirdly, the existing rearrangement techniques do not work. The readers may notice that we do not obtain any stable or unstable results on the related standing waves, one reason is that neither the symmetric decreasing rearrangement nor the coupled rearrangement used in [30] is applicable to the biharmonic equation, another reason is that the Fourier rearrangement used in [3] to deal with (1.1) with µ ≤ 0 does not work when µ > 0. In fact, as Proposition 3.6 in [3] , for any u ∈ L 2 R N we set its Fourier rearrangement by u
where F stands for the Fourier transform and f * denotes the symmetric-decreasing rearrangement of a measurable function f : R N → R that vanishes at infinity, then we have
∈ N. We avoid using the rearrangement techniques by replacing the working
. Even so, we could not prove the stability of the ground states, since the concentration-compactness argument does not work when µ > 0.
In view of the above difficulties, we now propose the corresponding solutions(see Section 4 for details). We focus on solving the first difficulty and the second difficulty. For the first difficulty, we can assume that ||∆(u n − u)|| 2 2 ≥ δ and ||u n − u|| 2 2 ≥ δ for some δ > 0 in (1.8), otherwise compactness holds. Therefore, we have
It results that
To get compactness, one possible way is to obtain a negative upper bound of λ, i.e.
for some constant C > 0. Then, (1.11) contradicts with (1.10) and we deduce that
→ 0, and ||u n − u|| 2 2 → 0 as n → +∞. To this end, we also observe that the lower bound of ||∆u n || 2 determines the upper bound of λ, and therefore the sign of the energy level c plays an important role in the analysis. In the case of c > 0, we obtain a strict positive lower bound of ||∆u n || 2 . However, if c = m(a, µ) < 0, we can only obtain an upper bound of ||∆u n || 2 . It seems that we can not expect a positive lower bound of ||∆u n || 2 since m(a, µ) is a local minimizer of E µ |S a . Fortunately, Lemma 2.8 implies that m(a, µ) is a strict interior minimizer of E µ |S a , thus ρ < ||∆u n || 2 < R 0 − ρ for some ρ > 0 sufficiently small. So we derive that λ ≤ −C. For the second difficulty, we try to prove that d 1 = 0 in (1.9), then we can proceed exactly as Section 3 of [31] . This paper is organized as follows, in Section 2, we give some preliminary results. In Section 3, we give the compactness analysis of Palais-Smale sequences. In Section 4, we prove Theorems 1.1-1.2.
is the Lebesgue space with the standard norm ||u|| p =
with the equivalent norm (||u||
. We use " → " and " ⇀ " to denote the strong and weak convergence in the related function spaces respectively. C and C i will denote positive constants. ·, · denote the dual pair for any Banach space and its dual space. N = {1, 2, · · · } is the set of natural numbers. R and C denote the sets of real and complex numbers respectively. Ω denotes the closure of Ω.
Preliminaries
In this section, we give some preliminary results. Recalling the Sobolev inequality(see (1.8) 
and the Gagliardo-Nirenberg inequality, for 2
where
and
is a positive constant. If u = W p , then equality in (2.2) holds. Here W p is a groud state solution of
One can refers to (1.6) in [6] , (1.4) in [4] , or Proposition 2.3 in [22] . Also, we shall often use the interpolation inequality
Then, for any µ ≥ 0, we can derive that
which indicates that inf u∈Sa E µ (u) > −∞ for 2 < p <p, see [3, 22] . However, by the L 2 -norm preserving dilations u t (x) = t N 2 u(tx) with t > 0, we deduce that inf u∈Sa E µ (u) = −∞ forp < p ≤ 4 * . The constrained minimization method used in [3, 22] does not work any more. Naturally, we would hope to overcome this difficulty by using the Derrick-Pohozaev constraint used in [4, 30, 31] . In the proof of our main results, we need to introduce the Pohozaev set:
P a,µ = {u ∈ S a : P µ (u) = 0} (2.4) where
It is well known that any critical point of E µ |S a stays in P a,µ , as a consequence of the Pohozaev identity:
where µ ∈ R, λ < 0 are constants, then v satisfies
Proof. For the case of 2 < p < 4 * , it follows immediately from Lemma 2.1 in [5] . When p = 4 * , the regularity of solutions to (2.6) was proved in Proposition 7.15 of [12] . The proof relies on the method introduced by Luckhaus [21] . Then, we can proceed as the proof of Theorem 7.27 in [12] and get P µ (v) = 0.
The properties of P a,µ are related to the minimax structure of E µ |S a , and in particular to the behavior of E µ with respect to dilations preserving the L 2 -norm. To be more precise, for u ∈ S a and s ∈ R, let
It results that s ⋆ u ∈ S a , and hence it is natural to study the fiber maps
We shall see that critical points of Ψ µ u (s) allow to project a function on P a,µ . Thus, monotonicity and convexity properties of Ψ µ u (s) strongly affects the structure of P a,µ (and in turn the geometry of E µ |S a ), and also have a strong impact on properties of the the time-dependent equation (1.1). In this direction, let us consider the decomposition of P a,µ into the disjoint union P a,µ = P a,µ
where P µ is defined by (2.5). From (2.9), we can see immediately that:
Corollary 2.2. Let u ∈ S a . Then: s ∈ R is a critical point for Ψ µ u if and only if s⋆u ∈ P a,µ . In particular, u ∈ P a,µ if and only if 0 is a critical point of Ψ µ u . For future convenience, we also recall that the map (s,
We now study the structure of the Pohozaev manifold P a,µ . Let us introduce two frequently used constants:
Recalling the decomposition of P a,µ = P a,µ
− , we have:
= ∅, and P a,µ is a smooth manifold of codimension 2 in H 2 (R N ). The conclusion still holds if N ≥ 5, p = 4 * , a > 0, µ > 0 and µa <C(N, 4 * ).
Proof. Firstly, we claim that P a,µ 0 = ∅. Let us assume that there exists u ∈ P a,µ
This leads to
which contradicts with µ pγp−2 a p−2 <C(N, p). Next we check that P a,µ is a smooth manifold of codimension 2 in H 2 (R N ). We note that
. Thus, we have to show that the differential (dG(u), dP µ (u)) :
is surjective, for every u ∈ P a,µ . We need a claim: ∀u ∈ P a,µ , there exists ϕ ∈ T u S a such that dP µ (u)[ϕ] = 0. Once that the existence of ϕ is established, the system
is solvable with respect to α, β, for every (x, y) ∈ R 2 , and hence the surjectivity is proved. Now, suppose by contradiction that ∃u ∈ P a,µ such that dP µ (u)[ϕ] = 0 for any ϕ ∈ T u S a .
Then u is a constrained critical point for the functional P µ on S a , and hence by the Lagrange multipliers rule there exists ν ∈ R such that
But, by the Pohozaev identity, this implies that
The manifold P a,µ is then divided into its two components P a,µ + and P a,µ − , having disjoint closure. We can prove that P a,µ is a natural constraint, in the following sense:
* , a > 0, µ > 0 and µ pγp−2 a p−2 <C(N, p). If u ∈ P a,µ is a critical point for E µ |P a,µ , then u is a critical point for E µ |S a . The conclusion still holds if N ≥ 5, p = 4 * , a > 0, µ > 0 and µa <C(N, 4 * ).
Proof. We recall that by Lemma 2.3, P a,µ is a smooth manifold of codimension 2 in H 2 , and its subset P a,µ 0 is empty. If u ∈ P a,µ is a critical point for E µ | Pa,µ , then by the Lagrange multipliers rule there exists λ, ν ∈ R such that
But the term inside the bracket cannot be 0, since u / ∈ P a,µ 0 , and then necessarily ν = 0.
Next, we study the fiber maps Ψ µ u (s) and determine the location and types of critical points for E µ | Sa . Let us consider the constrained functional E µ |S a . From (2.3), we have
Therefore, to understand the geometry of the functional E µ |S a it is useful to consider the function h : R + → R:
Since µ > 0 and pγ p > 2, we have that h(0
Notice that γ 4 * = 1, so we can rewrite C N,4 * = S − 1 2 and h * (t) = h(t).
Lemma 2.5. Let N ≥ 2, p < p < 4 * , a > 0, µ > 0 and µ pγp−2 a p−2 <C(N, p). Then the function h has a local strict minimum at negative level and a global strict maximum at positive level. Moreover, there exist 0 < R 0 < R 1 , both depending on a and µ, such that h(R 0 ) = 0 = h(R 1 ) and h(t) > 0 iff t ∈ (R 0 , R 1 ). The conclusion still holds if N ≥ 5, p = 4 * , a > 0, µ > 0 and µa <C(N, 4 * ).
Proof. For t > 0, we have h(t) > 0 if and only if
It is easy to check that ϕ has a unique critical point on (0, +∞), which is a global maximum point at positive level, int
and the maximum level is
Therefore, h is positive on an open interval (R 0 , R 1 ) iff µ pγp−2 a p−2 <C(N, p). It follows immediately that h has a global maximum at positive level in (R 0 , R 1 ). Moreover, since h(0 + ) = 0 − , there exists a local minimum point at negative level in (0, R 0 ). The fact that h has no other critical points can be verified observing that h ′ (t) = 0 iff
Clearly ψ has only one critical point at
which is a strict maximum and
Moreover, we have
From pγ p < 2 pγp−1 and µ pγp−2 a p−2 <C(N, p), we can check that (2.10) holds.
Lemma 2.6. Let N ≥ 2, p < p < 4 * , a > 0, µ > 0 and µ pγp−2 a p−2 <C(N, p). For every u ∈ S a , the function Ψ µ u has exactly two critical points s u < t u ∈ R and two zeros c u < d u ∈ R, with s u < c u < t u < d u . Moreover: (1) s u ⋆ u ∈ P a,µ + and t u ⋆ u ∈ P a,µ − , and if s ⋆ u ∈ P a,µ , then either s = s u or s = t u ; (2) ||∆(s ⋆ u)|| 2 ≤ R 0 for every s ≤ c u , and
: s ∈ R} > 0, and Ψ µ u is strictly decreasing and concave on (t u , +∞). (4) The maps u ∈ S a → s u ∈ R and u ∈ S a → t u ∈ R are of class C 1 . The conclusion still holds if N ≥ 5, p = 4 * , a > 0, µ > 0 and µa <C(N, 4 * ).
Proof. Let u ∈ S a , as observed in Corollary 2.2, s ⋆ u ∈ P a,µ if and only if (Ψ µ u ) ′ (s) = 0. Thus, we first show that Ψ µ u has at least two critical points. To this end, we recall that by
Thus, the C 2 function Ψ µ u is positive on By the Gagliardo-Nirenberg inequality and µ pγp−2 a p−2 <C(N, p), we deduce that
That is ϕ(s) > µ||∇u||| 2 2 , so Ψ µ u has exactly two critical points. By Corollary 2.2, we have s u ⋆ u, t u ⋆ u ∈ P a,µ , s ⋆ u ∈ P a,µ implies s ∈ {s u , t u }. By minimality (Ψ µ su⋆u )
′′ (s u ) ≥ 0, and in fact strict inequality must hold, since P a,µ 0 = ∅; namely s u ⋆u ∈ P a,µ + . In the same way t u ⋆ u ∈ P a,µ − . By monotonicity and recalling the behavior at infinity, Ψ µ u has moreover exactly two zeros c u < d u , with s u < c u < t u < d u ; and, being a C 2 function, Ψ µ u has at least two inflection points. Arguing as before, we can easily check that actually Ψ µ u has exactly two inflection points. In particular, Ψ µ u is concave on [t u , +∞). It remains to show that u → s u and u → t u are of class C 1 ; to this end, we apply the implicit function theorem on the
′′ (s u ) < 0, and the fact that it is not possible to pass with continuity from P a,µ + to P a,µ − (since P a,µ 0 = ∅). The same argument proves that u → t u is C 1 .
For k > 0, let us set A k := {u ∈ S a : ||∆u|| 2 < k} , and m(a, µ) := inf
Corollary 2.7. Let N ≥ 2, p < p < 4 * , a > 0, µ > 0 and µ pγp−2 a p−2 <C(N, p). Then the set P a,µ + is contained in A R 0 = {u ∈ S a : ||∆u|| 2 < R 0 }, and sup P
The conclusion still holds if N ≥ 5, p = 4 * , a > 0, µ > 0 and µa <C(N, 4 * ).
Proof. It is a direct conclusion of Lemma 2.6. Indeed, ∀u ∈ P a,µ + , Lemma 2.6 implies that s u = 0, E µ (u) ≤ 0 and ||∆u|| 2 < R 0 . Similarly, u ∈ P a,µ − implies that t u = 0 and E µ (u) ≥ 0. 
Moreover, there exists a constant ρ > 0 (independent of a and µ) small enough such that
and hence m(a, µ) > −∞. Moreover, for any u ∈ S a we have ||∆(s ⋆ u)|| 2 < R 0 and E µ (s ⋆ u) < 0 for s ≪ −1, and hence m(a, µ) < 0. By Corollary 2.7, we have m(a, µ)
which implies that inf P a,µ + E µ ≤ m(a, µ). To prove that inf P a,µ + E µ = inf Pa,µ E µ , it is sufficient to recall that E µ ≥ 0 on P a,µ − , see Corollary 2.7. Finally, by continuity of h there exists ρ > 0 (independent of a and µ) such that m(a, µ) . Then the value t u defined by Lemma 2.6 is negative.
Proof. We consider again the function Ψ µ u , and we consider s u < c u < t u < d u as in Lemma 2.6. If d u ≤ 0, then t u < 0, and hence we can assume by contradiction that d u > 0. If 0 ∈ (c u , d u ), then E µ (u) = Ψ µ u (0) > 0, which is not possible since E µ (u) < m(a, µ) < 0. Therefore c u > 0, and by Lemma 2.6-(2)
which is again a contradiction.
Proof. Let t max denote the strict maximum of the function h at positive level, see Lemma 2.5. For every u ∈ P a,µ − , there exists τ u ∈ R such that ||∆ (τ u ⋆ u) || 2 = t max . Moreover, since u ∈ P a,µ − we also have by Lemma 2.6 that the value 0 is the unique strict maximum of the function Ψ µ u . Therefore
− was arbitrarily chosen, we deduce that inf P a,µ − E µ ≥ max R h > 0, as desired.
Compactness of Palais-Smale sequences
In this section, we give the compactness analysis of Palais-Smale sequences. This is a highly nontrivial issue for µ > 0. Let {u n } ⊂ S a be a Palais-Smale sequence for E µ |S a at level c = 0 with P µ (u n ) = o(1) and u n ⇀ u ≡ 0 in H 2 (R N ). We can prove that the corresponding Lagrange multiplier λ < 0 and
However, we can not obtain ∇u n → ∇u in 
λ ≤ −C < − µ 2 4 for some constant C > 0. Then, the contradiction implies that ||∆(u n − u)|| 2 2 → 0, and ||u n − u|| 2 2 → 0 as n → +∞. To this end, we also observe that the lower bound of ||∆u n || 2 determines the upper bound of λ, and therefore the sign of the energy level c plays an important role in the analysis. In the case of c > 0, we obtain a strict positive lower bound of ||∆u n || 2 . However, if c = m(a, µ) < 0, we can only obtain an upper bound of ||∆u n || 2 . It seems that we can not expect a positive lower bound of ||∆u n || 2 since m(a, µ) is a local minimizer of E µ |S a . Fortunately, Lemma 2.8 implies that m(a, µ) is a strict interior minimizer of E µ |S a , thus ρ < ||∆u n || 2 < R 0 − ρ for some ρ > 0 sufficiently small. So we derive that λ ≤ −C.
Let {u n } ⊂ S a,r be a Palais-Smale sequence for E µ | Sa at level c > 0 with P µ (u n ) → 0 as n → ∞. Then up to a subsequence u n → u strongly in H 2 , and u ∈ S a is a real-valued radial solution to (1.1) for some λ < −
Proof. The proof is divided into five main steps.
We proved that ||∆u n || 2 is bounded. So {u n } is bounded in H 2 since ||u n || 2 = a.
Since N ≥ 2, the embedding
is compact for r ∈ (2, 4 * ), and we deduce that there exists u ∈ H 2 rad such that, up to a subsequence, u n ⇀ u weakly in H 2 , u n → u strongly in L r R N for r ∈ (2, 4 * ), and a.e. in R N . Now, since {u n } is a Palais-Smale sequence of E µ | Sa , by the Lagrange multipliers rule there exists λ n ∈ R such that
for every φ ∈ H 2 , where o(1) → 0 as n → ∞. In particular, take ϕ = u n , then
. and the boundedness of {u n } in H 2 ∩ L p implies that {λ n } is bounded as well; thus, up to a subsequence λ n → λ ∈ R. (3) We claim that λ < 0.
Recalling that P µ (u n ) → 0, we have
. Since µ > 0 and 0 < γ p < 1, we deduce that λ ≤ 0. If λ n → 0, we have
which leads to lim n→+∞ ||∇u n || 2 2 = 0 = lim n→+∞ ||u n || p p . Using again P µ (u n ) → 0, we have
A contradiction with E µ (u n ) → c = 0 and thus λ n → λ < 0. (4) Lower bound of ||∆u|| 2 . Formula (3.3) implies that u is a weak radial (and real) solution to
By the Pohozaev identity, we infer that P µ (u) = 0, i.e.
Thus we obtain a positive lower bound of ||∆u|| 2 by
(5) We claim that u n → u strongly in H 2 . By the convergence of u n ⇀ u weakly in H 2 and (3.3), we have
, and subtracting, we obtain
Using the strong L p convergence of {u n }, we infer that
However, we can not obtain ∇u n → ∇u in
So we can assume that ||∆(u n − u)|| 2 2 ≥ δ and ||u n − u|| 2 2 ≥ δ for some δ > 0, otherwise compactness holds. It results that
Case (i): and P µ (u n ) → 0 as n → ∞, where S denotes the best constant in the Sobolev inequality (2.1). Then one of the following alternatives holds: (i) either up to a subsequence u n ⇀ u weakly in H 2 (R N ) but not strongly, where u ≡ 0 is a solution to (1.1) for some λ < 0, and
ii) or up to a subsequence u n → u strongly in H 2 (R N ), E µ (u) = c, and u solves (1.1)-(1.2) for some λ < 0.
Notice that N ≥ 5, the embedding H 2 rad R N ֒→ L r R N is compact for r ∈ (2, 4 * ), and we deduce that there exists u ∈ H 2 rad such that, up to a subsequence, u n ⇀ u weakly in H 2 , u n → u strongly in L r R N for r ∈ (2, 4 * ), and a.e. in R N . Now, since {u n } is a Palais-Smale sequence of E µ | Sa , by the Lagrange multipliers rule there exists λ n ∈ R such that
for every φ ∈ H 2 , where o(1) → 0 as n → ∞. Formula (3.8) implies that u is a weak radial (and real) solution to
(3.9) By the Pohozaev identity, we infer that P µ (u) = 0, i.e.
In particular, take ϕ = u n in (3.8), then
and the boundedness of {u n } in H 2 implies that {λ n } is bounded as well; thus, up to a subsequence λ n → λ ∈ R. (3) We check that λ < 0.
By using P µ (u n ) → 0 and P µ (u) = 0, we have 
we have ℓ = 0 and ℓ ≥ S . This leads to
and this contradicts our assumptions c < Denote v n = u n − u, then v n ⇀ 0 in H 2 R N and therefore
. By the Brézis-Lieb lemma [7] , we have
Letting n → +∞, up to a subsequence we infer that
The Sobolev inequality and interpolation inequality give d ≥ Sd 2
The fact that d ≥ Sd 2
If d 1 > 0, we can take aρ > 0 sufficiently small and let 0 < a <ρ and 0 < µ <ρ, then
and this contradicts (3.10). Therefore, we have
whence alternative (i) in the thesis of the lemma follows.
. In order to prove that u n → u strongly in L 2 R N , we test (3.8) with ϕ = u n − u, test (3.9) with u n − u, and subtract, obtaining
and we deduce that u n → u strongly in H 2 (R N ). Therefore, alternative (ii) in the thesis of the lemma holds.
Remark 3.4. We assume that: (1) 0 < a, µ <ρ for someρ > 0 sufficiently small; (2) µa <C(N, 4 * ) in Lemma 3.3. Assumptions (1) and (2) play different roles in the proof of Lemma 3.3. Assumption (2) determines the geometry of the constrained functional E µ |S a . Assumption (1) is an essential ingredient in the compactness argument. Although assumption (1) implies assumption (2), we list these conditions one by one to make the Lemma clear and complete. The proof of existence results in Theorem 1.1 is divided into two parts. Firstly, we prove the existence of a local minimizer for E µ | Sa . Secondly, we construct a mountain pass type critical point for E µ | Sa . The later relies heavily on a refined version of the min-max principle by N. Ghoussoub [13] , and is already applied in [30] and [31] .
Definition 4.1. Let B be a closed subset of X. We shall say that a class F of compact subsets of X is a homotopy-stable family with extended boundary B if for any set A in F and any η ∈ C([0, 1] × X; X) satisfying η(t, x) = x for all (t, 1 -functional on a complete connected C 1 -Finsler manifold X and consider a homotopy-stable family F with an extended closed boundary B. Set c = c(ϕ, F ) and let F be a closed subset of X satisfying
Then, for any sequence of sets (A n ) n in F such that lim n sup An ϕ = c, there exists a sequence (x n ) n in X such that
Proof of Theorem 1.1- (1), (2), (3):
First of all, we restrict ourselves in a radial setting, working in S a,r = H 2 rad ∩S a . Since the functional E µ is invariant under rotation, a critical point (resp. a Palais-Smale sequence) for E µ | Sa,r yields a real-valued radial critical point (resp. Palais-Smale sequence) for E µ | Sa . (i) Existence of a local minimizer.
Let us consider a minimizing sequence {v n } for E µ | A R 0 . For every n we can take s vn ⋆v n ∈ P a,µ + , observing that then by Lemma 2.6 and Corollary 2.7 ||∆ (s vn ⋆ v n ) || 2 < R 0 and
in this way we obtain a new minimizing sequence {w n = s vn ⋆ v n }, with w n ∈ S a,r ∩ P a,µ + and P µ (w n ) = 0 for every n. By Lemma 2.8, ρ < ||∆w n || 2 < R 0 − ρ for every n, and hence the Ekelands variational principle yields in a standard way the existence of a new minimizing sequence {u n } ⊂ A R 0 for m(a, µ) < 0, with the property that ||u n − w n || H 2 → 0 as n → +∞, which is also a Palais-Smale sequence for E µ on S a,r . The condition ||u n − w n || H 2 → 0 implies ρ < ||∆u n || 2 < R 0 − ρ and P µ (u n ) → 0 as n → ∞ and hence {u n } satisfies all the assumptions of Lemma 3.2. Consequently, up to a subsequence u n →ũ µ strongly in H 2 ,ũ µ is an interior local minimizer for E µ | A R 0 , and solves (1.1)
. Since any critical point of E µ | Sa lies in P a,µ and m(a, µ) = inf Pa,µ E µ ( see Lemma 2.8), we see thatũ µ is a ground state for E µ | Sa .
(ii) Existence of a Mountain pass type solution.
We focus now on the existence of a second critical point for E µ | Sa . In the following proof we write E c µ for the closed sublevel set {u ∈ S a : E µ (u) ≤ c}. We introduce the minimax class
The family Γ is not empty since, for every u ∈ S a,r , we have s u ⋆ u ∈ P a,µ + , E µ (s ⋆ u) → −∞ as s → ∞, and s → s ⋆ u is continuous. Thus, the minimax value
is a real number. We claim that
and P a,µ
Indeed, since γ(0) ∈ P a,µ + we have t γ(0) > s γ(0) = 0 (see Corollary 2.2 and Lemma 2.6); since E µ (γ(1)) ≤ 2m(a, µ), we have t γ(1) < 0 (see Lemma 2.9); and moreover the map t γ(τ ) is continuous in τ (we refer again to Lemma 2.6). It follows that for every γ ∈ Γ there exists τ γ ∈ (0, 1) such that t γ(τγ ) = 0, that is γ (τ γ ) ∈ P 
is a path in Γ (recall that s ∈ R → s ⋆ u ∈ S a,r is continuous); thus, using that t u = 0 is a global maximum point for Ψ µ u (by Lemma 2.6), we deduce that
whence the inequality inf P a,µ − ∩Sa,r E µ ≥ σ(a, µ) follows. This, Corollary 2.7 and Lemma 2.10 imply that inf
Let then γ n be a minimizing sequence for σ(a, µ), with γ n (τ ) ∈ S r for every τ ∈ [0, 1] and for every n. Take X = S r , F = Γ, B = P a,µ
For every γ ∈ Γ, since γ(0) ∈ P a,µ + and γ(1) ∈ E 2m(a,µ µ ), we have γ(0), γ(1) ∈ B. Then for any set A in F and any η ∈ C([0, 1] × X; X) satisfying η(t, x) = x for all (t, x) ∈ ({0} × X) ∪ ([0, 1] × B), it holds that η(1, γ(0)) = γ(0), η(1, γ(1)) = γ(1).
So we have
η({1} × A) ∈ F .
We have checked that Γ is a homotopy stable family of compact subsets of S a,r with extended closed boundary P a,µ
, and that P a,µ − is a dual set for Γ, in the sense that assumptions (1) and (2) in Lemma 4.2 are satisfied (Indeed, (4.1) and (4.2) ⇒ (1), (4.3) ⇒ (2)). Consequently, there exists a Palais-Smale sequence {u n } for E µ |S a,r at level σ(a, µ) > 0 such that
(4.4)
The first limit yields P µ (u n ) → 0, so that all the assumptions of Lemma 3.1 are satisfied, and we deduce that up to a subsequence u n →û µ strongly in H 2 , withû µ ∈ S a,r real-valued radial solution to (1.1) for someλ < − . It only remains to prove that any ground state of E µ | Sa is a local minimizer of E µ in
+ . Then, by Corollary 2.7, it results that ||∆u|| 2 < R 0 , and as a consequence u is a local minimizer for E µ on A R 0 .
Suppose in addition that N < 8 and p <
, then we deduce fromλ,λ < − µ 2 4 thatũ µ andû µ are sign-changing by Theorem 3.7 in [3] , which is also used in [4] to obtain radial sign-changing normalized solutions to (1.1) with µ < 0.
Proof of Theorem 1.2-(1),(2):
Let us consider a minimizing sequence {v n } for E µ | A R 0 . For every n we can take s vn ⋆ v n ∈ P a,µ + , observing that then by Lemma 2.6 and Corollary 2.7 ||∆ (s vn ⋆ v n ) || 2 < R 0 and
in this way we obtain a new minimizing sequence {w n = s vn ⋆ v n }, with w n ∈ S a,r ∩ P a,µ + and P µ (w n ) = 0 for every n. By Lemma 2.8, ||∆w n || 2 < R 0 − ρ for every n, and hence the Ekelands variational principle yields in a standard way the existence of a new minimizing sequence {u n } ⊂ A R 0 for m(a, µ) < 0, with the property that ||u n − w n || H 2 → 0 as n → +∞, which is also a Palais-Smale sequence for E µ on S a,r . The condition ||u n − w n || H 2 → 0 implies ||∆u n || 2 < R 0 − ρ and P µ (u n ) → 0 as n → ∞ and hence {u n } satisfies all the assumptions of Lemma 3.3. Hence one of the alternatives in Lemma 3.3 holds. We wish to show that necessarily the second alternative occurs.
Assume then by contradiction that up to a subsequence u n ⇀ũ µ weakly in H 2 (R N ) but not strongly, whereũ µ ≡ 0 is a solution to (1.1) for some λ < 0, and
Sinceũ µ solves (1.1), by the Pohozaev identity P µ (ũ µ ) = 0. Consequently, 8 · (4 * − 2) · 4 * . We assume that 0 < a, µ <ρ for someρ > 0 sufficiently small in Lemma 3.3, and this assumption make sure that µa <C(N, 4 * ) and Consequently, up to a subsequence u n →ũ µ strongly in H 2 ,ũ µ is an interior local minimizer for E µ | A R 0 , and solves (1.1) for someλ < 0. Since any critical point of E µ | Sa lies in P a,µ and m(a, µ) = inf Pa,µ E µ ( see Lemma 2.8), we see thatũ µ is a ground state for E µ | Sa .
It only remains to prove that any ground state of E µ | Sa is a local minimizer of E µ in A R 0 . Let then u be a critical point of E µ | Sa with E µ (u) = m(a, µ) = inf Pa,µ E µ . Since E µ (u) < 0 < inf P a,µ − E µ , necessarily u ∈ P a,µ + . Then, by Corollary 2.7, it results that ||∆u|| 2 < R 0 , and as a consequence u is a local minimizer for E µ on A R 0 .
To obtain the asymptotic property of m(a, µ) and σ(a, µ) as µ → 0 + , we need to study equation (1.1) with µ = 0. We consider once again the Pohozaev manifold P a,µ , defined in Section 2 and the decomposition P a,µ = P = ∅, and P a,µ is a smooth manifold of codimension 2 in H 2 (R N ).
Lemma 4.4. Let N ≥ 2, p < p < 4 * , a > 0 and µ = 0. For every u ∈ S a , there exists a unique t u ∈ R such that t u ⋆ u ∈ P a,µ . t u is the unique critical point of the function Ψ µ u , and is a strict maximum point at positive level. Moreover: ∈ N and µ = 0, the Fourier rearrangement (see [6] ) works in getting a ground state of E 0 on S a , so the argument in section 6 in [30] can be used directly. where ρ was defined in Theorem 1.1.
Proof. From (4.3), we have σ(a, µ) = inf P a,µ − ∩Sa,r E µ = E µ (û µ ). Then, by Lemma 2.6, σ(a, µ) = E µ (û µ ) = max s∈R E µ (s ⋆û µ ) ≥ inf u∈Sa,r max s∈R E µ (s ⋆ u).
On the other hand, for any u ∈ S a,r we have t u,µ ⋆ u ∈ P a,µ − , and hence max s∈R E µ (s ⋆ u) = E µ (t u,µ ⋆ u) ≥ σ(a, µ). i.e.
||∆ (û µ −û) || Consequently, E 0 (û) = lim µ→0 + σ(a, µ) = m(a, 0) andû is a ground state to (4.9).
Proof of Theorem 1.2-(3):
For a > 0 fixed, we know that R 0 (a, µ) → 0 for µ → 0 + , and hence ||∆ũ µ || 2 < R 0 (a, µ) → 0 as well. Moreover 0 > m(a, µ) = E µ (ũ µ ) ≥ 1 2 ||∆ũ µ || 
