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Re´sume´
Cette the`se, est consacre´e a` l’e´tude d’effet pratique de deux nouvelles
techniques pour la compression et le de´bruitage d’images. On commence par
un survol sur la the´orie des signaux, ou` on rappelle l’analyse de Fourier et la
transforme´e en ondelettes. Ensuite, on de´montre par une e´tude the´orique ap-
profondie et de´taille´e sur l’analyse multire´solution, que l’on peut construire
des varie´te´s des bases orthonorme´es d’ondelettes telles que : la base d’on-
delette de Haar, la base d’ondelettes de Daubechies, la base d’ondelettes de
Coifman, la base d’ondelettes biorthogonales et la base de paquets d’onde-
lettes, on de´montre e´galement, que cette e´tude se prolonge au cas multidi-
mensionnel. Puis, on propose une nouvelle me´thode (HDS), permet d’obtenir
une base orthonorme´e d’ondelettes caracte´rise´e par des avantages par rap-
port aux autres bases d’ondelettes. Apre`s cela, on propose aussi une nouvelle
me´thode pour la compression et le de´bruitage d’images base´e sur une nouvelle
fonction de seuillage des coefficients d’ondelettes.
Finalement, on compare par des crite`res informatiques d’une part, la per-
formance pratique des techniques de compression d’images telles que : JPEG
2000 et HDS. D’une autre part, l’efficacite´ de la me´thode propose´e et les
me´thodes classiques de seuillage.
Mots-cle´s : Analyse de Fourier, ondelettes, analyse multire´solution, hy-
bridation de l’espace de de´tail, Seuillage dur et doux, compression et de´bruitage
d’images.
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Abstract
This thesis is devoted to the study of the practical effect of two new tech-
niques for images compression and denoising. We begin with an overview of
the signal theory, where we recall the Fourier analysis and the wavelet trans-
form. Next, we demonstrate through a theoretically and detailed study on
the multiresolution analysis, that we can build from it varieties of orthonor-
mal wavelet bases such as : the Haar wavelet basis, the Daubechies wavelet
basis, the Coifman wavelet basis, the biorthogonal wavelet basis and the wa-
velet packets basis, we also prove that this study can be extended to the
multidimensional case. Then, we propose a new method (HDS), permits to
obtain an orthonormal wavelet basis characterised by advantages compared
to others wavelet bases. After that, we also propose a new image compression
and denoising method based on a novel wavelet thresholding function.
Finally, we compare by informatics criteria firstly, the practical perfor-
mance of image compression techniques such as : JPEG 2000 and HDS. Se-
condly, the effectiveness of the proposed method and the classic thresholding
methods.
Keywords : Fourier analysis, wavelets, multiresolution analysis, hybri-
dization of detail space, Hard and Soft thresholding, images compression and
denoising.
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Introduction
Les techniques de compression et de de´bruitage d’images sont un sujet
de recherche tre`s important aujourd’hui, en ce qu’elles suppriment le bruit
et re´duisent le poids des images volumineuses pour e´conomiser de l’espace
du stockage et acce´le´rer la communication entre les eˆtres humains via Inter-
net. Les me´thodes de compression et de de´bruitage par transformation sont
classe´es parmi des techniques irre´versibles, qui sont largement utilise´es ces
dernie`res anne´es. Ces me´thodes de´composent l’image dans une base ortho-
norme´e d’une fac¸on a` nous pouvons de mettre a` ze´ro une grande quantite´
des coefficients de de´composition sans alte´rer de manie`re significative l’as-
pect visuel de l’image originale. En fait, les ondelettes ont donne´ beaucoup
des contributions dans le domaine de compression du signal et de l’image
depuis 1985, telles qu’on peut construire des diverses bases orthonorme´es
d’ondelettes a` l’aide d’une analyse multire´solution, ces bases se diffe´rencient
selon leur compe´tence, en ce qu’elles peuvent de mettre le plus grand nombre
de coefficients d’ondelettes a` ze´ro en respectant l’aspect visuel significatif de
l’image originale, citons les ondelettes de Daubechies [18] et celles de Coifman
[16]. Ensuite, il n’y a qu’un petit nombre des coefficients pour repre´senter les
informations ne´cessaires de l’image. La compe´tence de base d’ondelettes re-
vient a` quelques proprie´te´s sur les ondelettes, telles que : la compacite´ du
support, le nombre des moments nuls et la re´gularite´. Mais, si l’image a
une grande singularite´, alors nous serons oblige´s d’augmenter le nombre de
coefficients non nuls d’ondelettes pour reconstruire cette image. En re´alite´,
cette situation a conduit a` l’e´mergence de l’ondelette non stationnaire [9] et
paquets d’ondelettes [12].
D’autre part, tous les diffe´rents types d’ondelettes sont lie´s aux pro-
prie´te´s pre´ce´dentes d’ondelettes , d’ou` la re´duction du nombre des coefficients
d’ondelettes de´pend de la singularite´ de l’image. En outre, dans le cas ou` la
singularite´ est assez grande, nous aurons un grand nombre de grands coeffi-
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cients d’ondelettes ne´cessaires a` la repre´sentation d’image. Par conse´quent,
ces ondelettes ne sont pas suffisantes pour re´soudre le proble`me de compres-
sion. Pour cela, notre but de´pend de re´ponse a` une des questions suivantes :
1. Y a-t-il des bases d’ondelettes dont on peut re´duire le nombre de coef-
ficients d’ondelettes inde´pendamment de la singularite´ de l’image ?
2. Y a-t-elle une fonction de seuillage des coefficients d’ondelettes peut
donner une meilleure performance par rapport aux seuillages dur et doux ?
En effet, l’hybridation de l’espace de de´tail ou en anglais HDS (Hybridi-
zation of Detail Space), c’est une nouvelle me´thode vise´e a` re´duire le nombre
de coefficients d’ondelettes inde´pendamment de la singularite´ du signal ou de
l’image. Son principe est de choisir des matrices orthogonales suivent d’un
nombre quelconque des nombres premiers, pour construire des nouvelles bases
d’ondelettes ve´rifiant notre but.
D’une autre part, la fonction du seuillage qui utilise la fonction d’erreur de
Gauss et le parame`tre de forme dans sa expression mathe´matique, c’est une
nouvelle technique du seuillage des coefficients d’ondelettes. Cette technique
donne une meilleure performance par rapport aux seuillages dur et doux.
Cette the`se est structure´e comme suit :
Dans le premier chapitre, on rappelle quelques notions de base sur la
the´orie des signaux, puis on introduit deux techniques de traitement du signal
telles que, l’analyse de Fourier et la transforme´e en ondelettes.
Dans le deuxie`me chapitre, on e´tudie le concept the´orique de l’analyse
multire´solution et les proprie´te´s principales de sa fonction d’e´chelle, ensuite
on de´montre la me´thode de construction d’une base orthonorme´e d’ondelettes
a` partir d’une analyse multire´solution.
Le troisie`me chapitre contient d’une part, des diffe´rentes ondelettes cou-
ramment utilise´es dans la pratique telles que, l’ondelette de Haar, les onde-
lettes de Daubechies, Les ondelettes de Coifman, les ondelettes biorthogo-
nales et les paquets d’ondelettes. Et d’une autre part, une justification du
choix des ondelettes.
Dans le quatrie`me chapitre, dans un premier temps on ge´ne´ralise la de´f-
inition d’analyse multire´solution et ses proprie´te´s au cas multidimensionnel,
et dans un deuxie`me temps on de´crit l’algorithme de Mallat pour un signal
de dimension deux.
Dans le cinquie`me chapitre, on pre´sente une nouvelle me´thode de construc-
tion des bases adaptatives d’ondelettes (HDS), caracte´rise´e par son algo-
rithme de compression. Les re´sultats de la simulation sous Matlab ont prouve´
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la surperformance de cette me´thode par rapport aux autres me´thodes.
Dans le sixie`me chapitre, on propose une nouvelle fonction de seuillage
caracte´rise´e par un parame`tre de forme et des proprie´te´s mathe´matiques.
D’ape`s ces caracte´ristiques, cette fonction peut ve´rifier un compromis entre
le seuillage dur et doux. Les re´sultats expe´rimentaux ont justifie´ la meilleure
performance de ce nouveau seuillage.
Le dernier chapitre, de´bute par la de´finition d’une image nume´rique et
ses diffe´rents types et diffe´rents formats, ensuite on de´finit la compression
d’images et quelques crite`res de la performance de ses techniques, de plus
on cite des techniques de compression et de de´bruitage d’images fixes telles
que, JPEG, JPEG 2000, HDS et la nouvelle fonction de seuillage, enfin on
compare premie`rement les techniques JPEG 2000 et HDS en utilisant une
expe´rimentation sur une image contenant des singularite´s. Deuxie`ment, on
compare la performance de seuillage propose´ avec le seuillage dur et doux.
Finalement, on comple`te cette the`se par une conclusion ge´ne´rale et des
re´fe´rences principales.
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Chapitre 1
Ge´ne´ralite´s sur la the´orie des
signaux
Puisque la repre´sentation des re´sultats mesure´s de n’importe quel phe´nom-
e`ne s’interpre`te comme un signal, la the´orie des signaux englobe l’ensemble
des e´tudes sur le signal dans nombreuses disciplines comme la physique,
l’e´lectronique, l’informatique, les mathe´matiques applique´es, ... en vue d’at-
teindre un objectif. Le traitement du signal et des images est l’une de ces
e´tudes, en ceci qu’il se concentre sur les me´thodes qui permettent d’extraire
et d’analyser les informations contenues dans le signal, afin que nous puis-
sions de le de´bruiter et de le reconstituer. L’analyse d’un signal ou d’une
image fait l’appel a` un espace vectoriel caracte´rise´ par une base orthonorme´e
dont le signal est vu comme une superposition d’e´le´ments de sa base. Parmi
les me´thodes a` cet e´gard, citons d’une part celles de Fourier qui sont DFT,
DCT, elles permettent de repre´senter un signal en composantes fre´quentielles.
D’autre part, c’est l’autre d’ondelette, qui est base´e sur le parame`tre de la
translation et celui de la dilatation pour de´composer ce signal.
1.1 De´finitions et quelques notions de base
On introduit dans cette section les de´finitions principales et des notions de
base concernant les signaux, et pour plus de detail et d’une e´tude approfondie
sur les signaux, on peut consulter [25] .
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1.1.1 Signal unidimensionnel
De´finition 1.1 : On appelle signal unidimensionnel, toute fonction s a` une
seule variable de E vers C,
s : E −→ C
t 7−→ s(t) (1.1)
ou` E est une partie non vide de R.
Exemple 1.2 : Dans notre vie quotidienne, les exemples sont nombreux
et varie´s comme : un courant, une tension, une tempe´rature, un son, ...
Les signaux unidimensionnels se classent en quatre types :
1. Le signal analogique : Si E est un intervalle, le signal est dit analogique
ou continu.
Figure 1.1 – Signal analogique
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2. Le signal discret : Si E = Z, le signal est dit discret ou nume´rique.
Figure 1.2 – Signal discret
3. Le signal e´chantionne´ : Si E = {t1, t2, ..., tn} , le signal est appele´
e´chantionne´
Figure 1.3 – Signal e´chantionne´
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4. Le signal causal : Si E = R et s(t) = 0 pour t < 0, on dira que le signal
est causal.
Figure 1.4 – Signal causal
1.1.2 Signal multidimensionnel
De´finition 1.3 : On appelle signal multidimensionnel, toute fonction s a` n
variable (n ≥ 2) de E vers C,
s : E −→ C
t 7−→ s(t) (1.2)
ou` E est une partie non vide de Rn.
Exemple 1.4 : Un cas le plus simple pour n = 2, c’est l’image nume´rique
au niveau de gris de´finie de I × J vers l’intervalle [0, 255] , ou` I et J sont
les dimensions de cette image.
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Figure 1.5 – Image nume´rique
1.2 Quelques techniques pour le traitement
du signal
Les importantes techniques de traitement du signal sont celles qui sont
base´es sur deux e´tapes (l’analyse et la reconstruction). Dans l’analyse, on
de´compose le signal sous forme d’une somme (finie ou infinie) de fonctions
e´le´mentaires, qui constituent une base orthonorme´e de l’espace d’approxi-
mation. Dans la reconstruction, on retrouve ce signal d’apre`s un seuillage de
coefficients de l’analyse. Cette section pre´sente deux techniques de traitement
du signal, l’analyse de Fourier et la transformation en ondelettes.
1.2.1 Analyse de Fourier
L’analyse de Fourier c’est le premier outil de traitement d’un signal, en
ceci qu’elle permet de repre´senter d’un signal comme une superposition des
signaux simples (fonctions en cosinus et sinus), ou` si le signal est pe´riodique,
on parle d’une se´rie de Fourier, dans l’autre cas pour un signal non pe´riodique,
on parle de la transforme´e de Fourier.
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1.2.1.1 Se´rie de Fourier
Les se´ries de Fourier ont e´te´ introduites par Joseph Fourier en 1822. Il
a de´montre´ qu’une fonction pe´riodique peut eˆtre de´compose´e sous forme de
se´rie trigonome´trique, chaque terme est une fonction de fre´quence multiple
d’une fre´quence fondamentale.
De´finition 1.5 : Soient f une fonction de R dans C et P un re´el srictement
positif, on dit que f est P -pe´riodique, si et seulement si :
∀x ∈ R, f(x+ P ) = f(x) (1.3)
ou` P est le plus petit nombre ve´rifie (1.3) .
Figure 1.6 – Une fonction pe´riodique
Exemple 1.6 : Les fonctions sinuso¨ıdales, x 7−→ cos(2pi n
T
x) et x 7−→
sin(2pi n
T
x) sont pe´riodiques d’une pe´riode P = T
n
.
De´finition 1.7 : La se´rie de Fourier d’une fonction pe´riodique sur le segment
[−L,L] , est une se´rie trigonome´trique de la forme :
+∞∑
n=−∞
cn(f)e
in pi
L
x (1.4)
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ou` les coefficients cn(f) appele´s coefficients de Fourier de f, de´finis par
cn(f) =
1
2L
L∫
−L
f(t)e−in
pi
L
tdt (1.5)
The´ore`me 1.8 : L’ensemble
{
ein
pi
L
x, n ∈ Z} constitue une base orthonorme´e
de L2pe´r [−L,L] , ainsi toute fonction f ∈ L2 [−L,L] et 2L−pe´riodique peut
s’e´crire au sens de L2 comme :
f =
+∞∑
n=−∞
cn(f)e
in pi
L
x (1.6)
Remarque 1.9 : Si la fonction f a` valeurs re´ells, alors sa se´rie de Fourier
de´finie dans (1.4)devient comme suit :
a0
2
+
+∞∑
n=1
an cos(n
pi
L
x) + bn sin(n
pi
L
x) (1.7)
avec
an =
1
L
L∫
−L
f(y) cos(n
pi
L
y)dy, n ≥ 0 (1.8)
et
bn =
1
L
L∫
−L
f(y) sin(n
pi
L
y)dy, n ≥ 1 (1.9)
1.2.1.2 Transforme´e de Fourier
La transforme´e de Fourier est une extension pour les fonctions non pe´riodi-
ques, elle s’exprime comme une somme infinie des fonctions trigonome´triques
de toutes fre´quences. Une telle sommation se pre´sente sous forme d’inte´grale.
En ce qui suit, on va pre´senter la de´finition et des proprie´te´s de la transforme´e
de Fourier.
De´finition 1.10 : Pour toute fonction f ∈ L1 (R) , sa transforme´e de Fourier
fˆ est de´finie par :
∀ω ∈ R, Ff(ω) = fˆ(ω) =
∫
R
f(x)e−iωxdx (1.10)
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Remarque 1.11 : La transforme´e de Fourier se prolonge a` L2 (R) par la
densite´ de l’espace de Schwartz S (R) dans L2 (R) .
Rappelons qu’une fonction f ∈ S (R) , si et seulement s’elle est inde´finime-
nt de´rivable et a` de´croissance rapide, c’est-a`-dire elle ve´rifie la relation sui-
vante :
∀n ∈ N, xlim−→∞
f(x)
1 + |x|n = 0 (1.11)
Remarque 1.12 : Certains scientifiques utilisent d’autre fac¸on pour de´finir
la transforme´e de Fourier, on trouve parfois l’expression :
fˆ(ω) =
1√
2pi
∫
R
f(x)e−iωxdx ou fˆ(ω) =
∫
R
f(x)e−i2piωxdx (1.12)
Remarque 1.13 : La transforme´e de Fourier se ge´ne´ralise pour les fonctions
de L1 (Rn) , par la formule suivante :
fˆ(ω) =
∫
Rn
f(x)e−i〈ω,x〉dx (1.13)
ou` 〈., .〉 de´signe le produit scalaire canonique dans Rn.
Exemple 1.14 : En traitement d’images, on conside`re la transforme´e de
Fourier a` deux dimensions, telle que :
fˆ(ω1, ω2) =
∫∫
R2
f(x, y)e−i(ω1x+ω2y)dxdy
Proposition 1.15 : Soient f et g deux fonctions de L1 (R) ∩ L2 (R) , on a
la formule de Parseval :
〈f, g〉 = 1
2pi
〈Ff,Fg〉 (1.14)
d’ou` en particulier, ‖f‖2L2(R) = 12pi
∥∥∥fˆ∥∥∥2
L2(R)
.
Proposition 1.16 : Si f ∈ L1 (Rn) et fˆ ∈ L1 (Rn) , on a la formule d’inver-
sion suivante :
f(x) =
1
(2pi)n
∫
Rn
fˆ(ω)ei〈x,ω〉dω (1.15)
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Le the´ore`me suivant relie entre deux sommes infinies, la premie`re construi-
te par une fonction et la deuxie`me par sa transforme´e de Fourier. Ce the´ore`me
pre´sente une formule appele´e formule sommatoire de Poisson.
The´ore`me 1.17 : Soient a un re´el strictement positif et ω0 =
2pi
a
. Si f est une
fonction continue de R dans C et inte´grable telle que :
∃C > 0, ∃α > 1, ∀x ∈ R |f(x)| ≤ C
(1 + |x|)α
et
+∞∑
m=−∞
∣∣∣fˆ (mω0)∣∣∣ <∞,
alors, on a la formule sommatoire de Poisson suivante
+∞∑
n=−∞
f (x+ na) =
1
a
+∞∑
m=−∞
fˆ (mω0) e
imω0x (1.16)
Avant aller a` la proposition suivante, on a le besoin de rappeler la de´finition
suivante.
De´finition 1.18 : Soient f et g deux fonctions de R vers C, la convolution de
f par g quand elle existe, est de´finie par :
(f ∗ g)(x) =
∫
R
f(x− t)g(t)dt =
∫
R
f(u)g(x− u)du (1.17)
si l’on prend f et g de L1 (R) ou de L2 (R) , la convolution est de´finie.
Proposition 1.19 : Soient f et g deux fonctions de L1 (R) , alors la fonction h
de´finie par :
h = f ∗ g (1.18)
appartient a` L1 (R) et on a
hˆ = fˆ gˆ (1.19)
Des proprie´te´s supplementaires et des de´monstrations concernant la trans-
forme´e de Fourier se trouvent dans [24] .
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1.2.2 Standards algorithmes utilise´s au traitement du
signal
Dans la pratique, on a deux standards algorithmes utilisent les re´sultats
de l’analyse de Fourier : Le premier c’est DFT (Discrete Fourier Transform),
le deuxie`me est DCT (Discrete Cosine Transform). Ces algorithmes sont
prouve´s n’importe quelle la dimension du signal.
1.2.2.1 Pour un signal f unidimensionnel a` N valeurs
Me´thode de DFT :
Formule de de´composition :
F (k) =
N−1∑
n=0
f(n)e−2pii
kn
N , k = 0, ..., N − 1 (1.20)
Formule de la reconstruction :
f(n) =
1
N
N−1∑
k=0
F (k)e2pii
kn
N , n = 0, ..., N − 1 (1.21)
Me´thode de DCT :
Puisque la DFT contient des coefficients complexes, on pre´fe`re la trans-
forme´e en cosinus discre`te DCT dont les coefficients sont re´els.
Formule de de´composition :
F (k) = ω(k)
N−1∑
n=0
f(n) cos(
pi (2n+ 1) k
2N
), k = 0, ..., N − 1 (1.22)
ou`
ω(k) =
{ 1√
N
si k = 0√
2
N
si 1 ≤ k ≤ N − 1
Formule de la reconstruction :
f(n) =
N−1∑
k=0
ω(k)F (k) cos(
pi (2n+ 1) k
2N
), n = 0, ..., N − 1 (1.23)
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1.2.2.2 Pour une image a` M lignes et N colonnes
Me´thode de DFT :
Formule de de´composition :
F (u, v) =
1
MN
M−1∑
m=0
N−1∑
n=0
f(m,n)e−2pii(
mu
M
+nv
N
), (1.24)
ou` u = 0, ...,M − 1, v = 0, ..., N − 1
Formule de la reconstruction :
f(m,n) =
M−1∑
u=0
N−1∑
v=0
F (u, v)e2pii(
mu
M
+nv
N
), (1.25)
ou` m = 0, ...,M − 1, n = 0, ..., N − 1
Me´thode de DCT : Cette me´thode est le principe de la norme JPEG
(Joint Photographic Experts Group) pour la compression d’images fixes, une
telle norme a e´te´ adopte´e en 1992 et repose sur la DCT applique´e a` chaque
bloc carre´ de dimension 8×8 pixels dans l’image originale.
Formule de de´composition :
F (p, q) = αpαq
M−1∑
m=0
N−1∑
n=0
f(m,n) cos
(
pi (2m+ 1) p
2M
)
cos
(
pi (2n+ 1) q
2N
)
,
(1.26)
ou` 0 ≤ p ≤M − 1, 0 ≤ q ≤ N − 1 et
αp =
{ 1√
M
si p = 0√
2
M
si 1 ≤ p ≤M − 1 , αq =
{ 1√
N
si q = 0√
2
N
si 1 ≤ q ≤ N − 1
Formule de la reconstruction :
f(m,n) =
M−1∑
p=0
N−1∑
q=0
αpαqF (p, q) cos
(
pi (2m+ 1) p
2M
)
cos
(
pi (2n+ 1) q
2N
)
,
(1.27)
ou` 0 ≤ m ≤M − 1, 0 ≤ n ≤ N − 1
Remarque 1.20 : En pratique, l’algorithme DFT se calcule a` l’aide d’un al-
gorithme rapide appele´ FFT (Fast Fourier Transform), ou` pour un signal de
N points, la complexite´ de calcul pour DFT est de O (N2) , alors que celle de
FFT est de O (N logN) .
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1.2.3 La transformation en ondelettes
Bien que la transforme´e de Fourier ait obtenu un grand succe`s tout au
long du xixe sie`cle dans le domaine du traitement du signal, elle ne donne que
des informations fre´quentielles sur le signal, ou` on a la ne´cessite´ d’une analyse
en temps et en fre´quence. Pour cet effet, la transforme´e d’ondelette est conc¸ue
pour eˆtre adaptative, elle permet d’analyser un signal a` l’aide d’une fonction
(petite onde) bien localise´e appele´e ondelette, que l’on peut translater sur
tout le signal et que l’on peut dilater. En fait, cette ondelette est apparue en
1909 par Alfre´d Haar, qui l’a de´finie comme une fonction a` deux courtes im-
pulsions alternatives, et avec les travaux de Jean Morlet et Alex Grossmann
en 1984, le mot (ondelette) est devenue des de´finitions mathe´matiques et la
transforme´e d’ondelette a e´te´ adopte´e comme une nouvelle transformation
d’analyse des signaux.
1.2.3.1 De´finitions et quelques exemples sur les ondelettes
De´finition 1.21 : Une ondelette ψ est une fonction de L2 (R) ve´rifie la rela-
tion suivante : ∫
R
ψ(x)dx = 0 (1.28)
De´finition 1.22 : Une ondelette ψ ∈ L1 (R) ∩ L2 (R) ve´rifie la condition
d’admissibilite´, si et seulement si : .
Cψ =
+∞∫
0
∣∣∣ψˆ (ω)∣∣∣2
ω
dω < +∞ (1.29)
De´finition 1.23 : On dit qu’une ondelette ψ a N moments nuls si et seule-
ment si : ∫
R
x`ψ (x) dx = 0, ∀` = 0, ..., N − 1 (1.30)
ce qui e´quivant dans l’espace de Fourier a` :
ψˆ(`) (0) = 0,∀` = 0, ..., N − 1 (1.31)
15
De´finition 1.24 : Soit f une fonction de L2 (R) , la transforme´e continue en
ondelette associe´e a` f est de´finie comme suit :
∀x ∈ R, ∀a > 0, Wf (x, a) =
∫
R
f(t)
1√
a
ψ
(
t− x
a
)
dt (1.32)
ou` x est le parame`tre de la translation et a est le parame`tre de la dilatation.
Exemple 1.25 : L’ondelette de Haar, c’est la premie`re et la plus simple des
ondelette de´finie comme suit :
ψ (x) =

1 si x ∈ [0, 1
2
[
−1 si x ∈ [1
2
, 1
[
0 si x < 0 ou x ≥ 1
Figure 1.7 – L’ondelette de Haar
Exemple 1.26 : Soit une gaussienne G (x) = e−pix
2
, ses de´rive´es G(n)
(n ≥ 1) sont des ondelettes a` n moments nuls.
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Figure 1.8 – La premie´re de´rive´e de G
1.2.3.2 Proprie´te´s
Proposition 1.27 : Soit ψ une ondelette de L1 (R)∩L2 (R) , alors la condi-
tion : ∫
R
ψ (x) dx = 0 et
∫
R
|xψ (x)| dx < +∞ (1.33)
e´quivant a`
Cψ < +∞ (1.34)
Proposition 1.28 : Conside´rons une ondelette ψ ∈ L2 (R) . Alors pour toute
f ∈ L2 (R) , on a :
- La formule de conservation d’e´nergie :∫
R
|f (x)|2 dx = 1
Cψ
+∞∫
0
+∞∫
−∞
|Wf (x, a)|2 dxda
a2
(1.35)
- La formule d’inversion :
f(x) =
1
Cψ
+∞∫
0
+∞∫
−∞
Wf (y, a)
1√
a
ψ
(
x− y
a
)
dy
da
a2
(1.36)
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cette e´galite´ est dans L2 (R) .
Plus de de´tail et des proprie´te´s sur la transforme´e continue en ondelette,
on peut les trouver dans [18]
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Chapitre 2
Analyse multire´solution de
L2 (R)
L’analyse multire´solution (AMR) est une notion mathe´matique apparue
depuis 1985 par Ste´phane Mallat et Yves Meyer. Cette notion a e´te´ conside´re´
comme un outil a` extraire des bases orthonorme´es d’ondelettes, dont le signal
peut eˆtre repre´sente´ par une limite de ses approximations a` diffe´rents niveaux
ou a` des e´chelles successives. En effet, l’analyse multire´solution a donne´ le
soutien au de´veloppement de the´orie des signaux tel que, la plupart des
algorithmes de traitement du signal et de l’image se basent basiquement sur
la de´composition en ondelettes, citons par exemple l’algorithme de Mallat
pour la compression d’un signal (voir [36]), et celui de Donoho (voir [13]).
Dans ce chapitre, nous allons savoir le concept et les proprie´te´s principales
de l’analyse multire´solution.
2.1 De´finitions et des exemples
Commenc¸ons par des de´finitions, puis on cite des exemples bien connus.
De´finition 2.1 : Une analyse multire´solution est une famille croissante de
sous-espaces vectoriels ferme´s de L2 (R) note´e (Vj)j∈Z , qui ont les proprie´te´s
suivantes :
(a)
⋂
j∈Z
Vj = {0} et
⋃
j∈Z
Vj est dense dans L
2 (R) .
(b) Pour tout f ∈ V0 et k ∈ Z, on a f (.− k) ∈ V0.
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(c) Pour tout j ∈ Z, on a f ∈ Vj si et seulement si D2f ∈ Vj+1; ou` on a
pose´ Daf (x) = f (ax) .
(d) Il existe une fonction θ ∈ V0, telle que la suite {θ (.− k)}k∈Z est une base
de Riesz de V0.
Rappelons la de´finition de la base de Riesz.
De´finition 2.2 : Une suite {ek}k∈Z d’e´le´ments inde´pendants d’un espace de
Hilbert H , constituent une base de Riesz de H, si les proprie´te´s suivantes sont
satisfaites :
i) L’ensemble de combinaisons line´aires finies de {ek}k∈Z est dense dans H.
i.e. {∑
k∈K
αkek, |K| < +∞ et αk ∈ C
}
(2.1)
est dense dans H.
ii) Il existe deux constantes A et B avec B > A > 0, telle que :
Pour toute suite finie {αk}k∈K , on a ;
A
(∑
k∈K
|αk|2
) 1
2
≤
∥∥∥∥∥∑
k∈K
αkek
∥∥∥∥∥
H
≤ B
(∑
k∈K
|αk|2
) 1
2
(2.2)
De´finition 2.3 : Une analyse multire´solution est dite r−re´gulie`re (r ∈ N) ,
si l’on peut choisir la fonction θ soit r−re´gulie`re. i.e.
∀m ∈ N, ∃Cm > 0; ∀0 ≤ k ≤ r, ∀x ∈ R∣∣θ(k) (x)∣∣ ≤ Cm (1 + |x|)−m (2.3)
Dans toute la suite, on utilise l’expression (une analyse multire´solution re´gulie`re)
au lieu de l’analyse multire´solution 0−re´gulie`re.
Remarque 2.4 : La condition (d) exprime qu’il existe un isomorphisme
continu entre V0 et `
2 (Z) .
Exemple 2.5 : La fonction θ = 1[0,1[ et ses translate´es entie`res engendrent
l’analyse multire´solution de´finie par :
Vj =
{
f ∈ L2 (R) , ∀k ∈ Z f/[ k
2j
, k+1
2j
[ = c
te
}
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Exemple 2.6 : La fonction θ de´finie par :
θ (x) =

0 si x ≤ 0
x si 0 ≤ x ≤ 1
2− x si 1 ≤ x ≤ 2
0 si x ≥ 2
et ses translate´es entie`res engendrent l’analyse multire´solution de´finie par :
Vj =
{
f ∈ L2 (R) ∩ C0 (R) , ∀k ∈ Z f/[ k
2j
, k+1
2j
[ = Pk
ou` Pkest un polynoˆme de degre´ 1
}
Exemple 2.7 : (Spline d’ordre m) La fonction θ de´finie par :
θ = 1[0,1[ ∗ 1[0,1[ ∗ ........ ∗ 1[0,1[ ( (m+ 1) convolutions)
et ses translate´es entie`res engendrent l’analyse multire´solution de´finie par :
Vj =
{
f ∈ L2 (R) ∩ Cm−1 (R) , ∀k ∈ Z f/[ k
2j
, k+1
2j
[ = Pm
ou` Pmest un polynoˆme de degre´ m
}
2.2 La fonction d’e´chelle et la base ortho-
norme´e
Dans cette section, nous allons de´finir la fonction d’e´chelle et de´crire une
me´thode pour trouver les bases orthonorme´es.
De´finition 2.8 : Etant donne´e une analyse multire´solution (Vj)j∈Z et une
fonction ϕ de V0, on dit que ϕ est une fonction d’e´chelle associe´e a` (Vj)j∈Z,
si et seulement si l’ensemble {ϕ (.− k)}k∈Z est une base orthonorme´e de V0.
D’une analyse multire´solution, on peut construire une fonction d’e´chelle
a` partir du the´ore`me ci-dessous.
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The´ore`me 2.9 : Soit (Vj)j∈Z une analyse multire´solution re´gulie`re de L
2 (R) .
Alors, il existe deux constantes C1 et C2 avec C2 ≥ C1 > 0, telle que :
C1 ≤
∑
k∈Z
∣∣∣θˆ (ω + 2kpi)∣∣∣2 ≤ C2 ∀ω ∈ R (2.4)
ou` θˆ est la transforme´e de Fourier de θ.
Supposons que θˆ ∈ L1 (R) et on de´finit ensuite ϕ ∈ L2 (R) par :
ϕˆ (ω) = θˆ (ω)
(∑
k∈Z
∣∣∣θˆ (ω + 2kpi)∣∣∣2)− 12 , (2.5)
alors la suite {ϕ (.− k)}k∈Z est une base orthonorme´e de V0.
Si ϑ est une autre fonction de V0 telle que la suite {ϑ (.− k)}k∈Z est une base
orthonorme´e de V0, alors la relation qui existe entre ϕˆ et ϑˆ est :
ϑˆ (ω) = Θ (ω) ϕˆ (ω) , (2.6)
pour tout ω ∈ R, ou` Θ ∈ L∞ (R) est 2pi−pe´riodique et |Θ (ω)| = 1.
Pour de´montrer ce the´ore`me on a besoin de lemmes suivants :
Lemme 2.10 : Soit υ une fonction de L2 (R) ∩ L1 (R) .
Alors, la suite {υ (.− k)}k∈Z est orthonorme´e si et seulement si :∑
k∈Z
|υˆ (ω + 2kpi)|2 = 1 ∀ω ∈ R (2.7)
Lemme 2.11 : Soit θ une fonction re´gulie`re, alors la se´rie :
∑
k∈Z
∣∣∣θˆ (ω + 2kpi)∣∣∣2
de classe C∞ sur [0, 2pi] et on a :
d`
dω`
∑
k∈Z
∣∣∣θˆ (ω + 2kpi)∣∣∣2 = ∑
k∈Z
d`
dω`
∣∣∣θˆ (ω + 2kpi)∣∣∣2 , ∀ω ∈ [0, 2pi] (2.8)
et
sup
ω∈[0,2pi]
∑
k∈Z
∣∣∣θˆ (ω + 2kpi)∣∣∣2 <∞
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De´monstration du lemme 2.10 : Remarquons d’abord que :
Pour tout k, ` ∈ Z, on a :∫
R
υ (x− k) υ (x− `) dx = δk,` ⇔ ∀k,
∫
R
υ (x) υ (x− k) dx = δ0,k
d’ou` ∫
R
υ (x− k) υ (x− `) dx = δk,` ⇔ q (k) = δ0,k;
ou` q = υ ∗ υ˜, υ˜ (x) = υ (−x) .
D’apre`s la formule de sommation de Poisson, les coefficients de Fourier de la
se´rie
∑
k∈Z
qˆ (ω + 2kpi) sont {q (−k)}k∈Z , ainsi : {υ (.− k)}k∈Z est orthonorme´e
si et seulement si ∑
k∈Z
|υˆ (ω + 2kpi)|2 = 1 ∀ω ∈ R
De´monstration du the´ore`me 2.9 :
Soit fn ∈ V0 telle que
fn =
n∑
k=−n
αkθ (.− k) , n ∈ N et αk ∈ C
La transforme´e de Fourier de fn sera donne´e par :
fˆn (ω) = Mn (ω) θˆ (ω) , ∀ω ∈ R (2.9)
ou` Mn (ω) =
n∑
k=−n
αke
−ikω.
D’apre`s (2.9) , la formule : ‖fn‖2L2(R) =
1
2pi
∥∥∥fˆn∥∥∥2
L2(R)
devient :
‖fn‖2L2(R) =
1
2pi
∫
R
|Mn (ω)|2
∣∣∣θˆ (ω)∣∣∣2 dω
=
1
2pi
∑
k∈Z
∫ (2k+2)pi
2kpi
|Mn (ω)|2
∣∣∣θˆ (ω)∣∣∣2 dω
=
1
2pi
∑
k∈Z
∫ 2pi
0
|Mn (ω)|2
∣∣∣θˆ (ω + 2kpi)∣∣∣2 dω
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Si on a pose´ :
Sm (ω) =
m∑
k=−m
|Mn (ω)|2
∣∣∣θˆ (ω + 2kpi)∣∣∣2
On a :
|Sm (ω)| ≤ |Mn (ω)|2
∑
k∈Z
∣∣∣θˆ (ω + 2kpi)∣∣∣2
d’apre`s le lemme 2.11 :
|Sm (ω)| ≤ C |Mn (ω)|2
ou` C = sup
ω∈[0,2pi]
∑
k∈Z
∣∣∣θˆ (ω + 2kpi)∣∣∣2 .
Comme
∫ 2pi
0
|Mn (ω)|2 dω <∞, le the´ore`me de la convergence domine´e montre
que
‖fn‖2L2(R) =
1
2pi
∫ 2pi
0
|Mn (ω)|2
∑
k∈Z
∣∣∣θˆ (ω + 2kpi)∣∣∣2 dω
Supposons que Mn tend vers M dans L
2
pe´r ([0, 2pi]) tel que :
M (ω) =
∑
k∈Z
αke
−ikω
on a : |Mn (ω)|2 ≤
∑
k∈Z
|αk|2 <∞.
D’apre`s le the´ore`me de la convergence domine´e,
lim
n→∞
∫ 2pi
0
|Mn (ω)|2
∑
k∈Z
∣∣∣θˆ (ω + 2kpi)∣∣∣2 dω = ∫ 2pi
0
|M (ω)|2
∑
k∈Z
∣∣∣θˆ (ω + 2kpi)∣∣∣2 dω
donc, pour tout f ∈ V0, telle que
f =
∑
k∈Z
αkθ (.− k)
on a :
‖f‖2L2(R) =
1
2pi
∫ 2pi
0
|M (ω)|2
∑
k∈Z
∣∣∣θˆ (ω + 2kpi)∣∣∣2 dω
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Graˆce a` l’e´quivalence entre V0 et `
2 (Z) , on trouve que
A2
∫ 2pi
0
|M (ω)|2 dω ≤
∫ 2pi
0
|M (ω)|2
∑
k∈Z
∣∣∣θˆ (ω + 2kpi)∣∣∣2 dω ≤ B2 ∫ 2pi
0
|M (ω)|2 dω
(2.10)
D’autre part, supposons qu’il existe ω0 ∈ R, tel que
B2 <
∑
k∈Z
∣∣∣θˆ (ω0 + 2kpi)∣∣∣2 (2.11)
dans ce cas, soit E le plus grand ensemble des e´le´ments de R qui ve´rifie (2.11)
et l’on de´finit M ∈ L2pe´r ([0, 2pi]) par :
M (ω) = χE (ω) , ∀ω ∈ R
alors, d’apre`s (2.11) , on a :
B2 |M (ω)|2 ≤ |M (ω)|2
∑
k∈Z
∣∣∣θˆ (ω + 2kpi)∣∣∣2 , ∀ω ∈ R (2.12)
Comme,
∫ 2pi
0
|M (ω)|2 ∑
k∈Z
∣∣∣θˆ (ω + 2kpi)∣∣∣2 dω = ∫[0,2pi]∩E ∑
k∈Z
∣∣∣θˆ (ω + 2kpi)∣∣∣2 dω et
B2
∫ 2pi
0
|M (ω)|2 dω = B2 ∫
[0,2pi]∩E dω, alors l’ine´galite´ (2.12) devient :
B2
∫ 2pi
0
|M (ω)|2 dω <
∫ 2pi
0
|M (ω)|2
∑
k∈Z
∣∣∣θˆ (ω + 2kpi)∣∣∣2 dω (2.13)
Comparons les deux ine´galite´s (2.13) et (2.10) , on trouve que B2 < B2 (c’est
une contradiction).
donc, ∑
k∈Z
∣∣∣θˆ (ω + 2kpi)∣∣∣2 ≤ B2, ∀ω ∈ R
de manie`re similaire, on peut montrer que :
A2 ≤
∑
k∈Z
∣∣∣θˆ (ω + 2kpi)∣∣∣2 , ∀ω ∈ R
Par conse´quent,
C1 = A
2 ≤
∑
k∈Z
∣∣∣θˆ (ω + 2kpi)∣∣∣2 ≤ C2 = B2, ∀ω ∈ R
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Maintenant on va montrer que la suite {ϕ (.− k)}k∈Z est une base ortho-
norme´e de V0.
d’apre`s cette dernie`re ine´galite´, la fonction
√∑
k∈Z
∣∣∣θˆ (ω + 2kpi)∣∣∣2 de L2pe´r ([0, 2pi]) ,
il vient : √∑
k∈Z
∣∣∣θˆ (ω + 2kpi)∣∣∣2 = ∑
`∈Z
β`e
−i`ω
alors, on a besoin de de´montrer que |β`| = O (1 + `2)−1 .
β` =
1
2pi
∫ 2pi
0
√∑
k∈Z
∣∣∣θˆ (ζ + 2kpi)∣∣∣2ei`ζ
en vertue du lemme 2.11, β` peut s’e´crire :
β` =
−1
2pi`2
∫ 2pi
0
ei`ζ
d2
dζ2
√∑
k∈Z
∣∣∣θˆ (ζ + 2kpi)∣∣∣2dζ, ∀` 6= 0.
ce qui prouve que |β`| = O (1 + `2)−1 .
Ainsi, d’apre`s (2.5) ,
θ (x) =
∑
`∈Z
β`ϕ (x− `) , ∀x ∈ R
remarquons aussi que∑
k∈Z
|ϕˆ (ω + 2kpi)|2 = 1 ∀ω ∈ R (2.14)
Par conse´qent, {ϕ (.− k)}k∈Z est une base orthonorme´e de V0.
. Soit ϑ une autre fonction telle que, la suite {ϑ (.− k)}k∈Z est une base or-
thonorme´e de V0,
ϑ =
∑
k∈Z
βkϕ (.− k) , {βk}k∈Z ∈ `2 (Z) . (2.15)
En prenant la transforme´e de Fourier de (2.15), on a
ϑˆ (ω) = Θ (ω) ϕˆ (ω) , (2.16)
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pour tout ω ∈ R, ou` Θ (ω) = ∑
k∈Z
βke
−ikω.
D’apre`s a` l’orthonormalite´ de {ϕ (.− k)}k∈Z et {ϑ (.− k)}k∈Z , on obtient :
1 =
∑
k∈Z
∣∣∣ϑˆ (ω + 2kpi)∣∣∣2
= |Θ (ω)|2
∑
k∈Z
|ϕˆ (ω + 2kpi)|2
= |Θ (ω)|2
Enfin, Θ ∈ L∞ (R) est 2pi−pe´riodique et |Θ (ω)| = 1.
Exemples 2.12 :
1. La fonction θ de´finie dans l’exemple (2.5) est une base orthonorme´e de V0
car :
Pour tout f ∈ V0, on a
f =
∑
k∈Z
f (k)χ[k,k+1[
et
ϕˆ (ω) =
{
i
ω
(e−iω − 1) si ω 6= 0
1 si ω = 0
2. Dans l’exemple (2.6) la fonction θ est une base de Riesz de V0 mais elle
n’est pas une base orthonorme´e.
Pour tout k ∈ Z, on a
θ (k) =
{
0 si k 6= 1
1 si k = 1
,
en suite :
Pour tout f ∈ V0, f s’e´crit de manie`re unique sous la forme :
f =
∑
k∈Z
f (k + 1) θ (.− k) , ponctuellement.
Sur [k, k + 1] , on a
f = f (k) θ (.− (k − 1)) + f (k + 1) θ (.− k)
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et ∫ k+1
k
θ2 (x− (k − 1)) dx =
∫ 1
0
(1− x)2 dx = 1
3
.∫ k+1
k
θ (x− (k − 1)) θ (x− k) dx =
∫ 1
0
(1− x)xdx = 1
6∫ k+1
k
θ2 (x− k) dx =
∫ 1
0
x2dx =
1
3
Donc,
‖f‖2L2(R) =
∑
k∈Z
∫ k+1
k
|f (k) θ (x− (k − 1)) + f (k + 1) θ (x− k)|2 dx
En utilisant les e´galite´s pre´ce´dentes, on obtient :
‖f‖2L2(R) =
1
6
∑
k∈Z
(|f (k)|2 + |f (k + 1)|2 + |f (k) + f (k + 1)|2)
Puisque
|f (k) + f (k + 1)|2 ≤ 2 (|f (k)|2 + |f (k + 1)|2)
on en de´duit que
1
3
∑
k∈Z
|f (k + 1)|2 = 1
6
∑
k∈Z
(|f (k)|2 + |f (k + 1)|2) ≤ ‖f‖2L2(R) ≤∑
k∈Z
|f (k + 1)|2
Ce qui montre que {θ (.− k)}k∈Z est une base de Riesz de V0.
D’autre part,
θˆ (ω) =
{ −1
ω2
(e−iω − 1)2 si ω 6= 0
1 si ω = 0
et ∣∣∣θˆ (ω)∣∣∣ = 4 sin2 ω2
ω2
Par suite,
∑
k∈Z
∣∣∣θˆ (ω + 2kpi)∣∣∣2 = 1+2 cos2 ω23 6= 1
Proposition 2.13 : Soit ϕ une fonction d’e´chelle de Cr (R) a` support com-
pact. Alors, ϕ est r−re´gulie`re.
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De´monstration de la proposition 2.13 : Posons
suppϕ ⊂ [−K,K] , K > 0 et∥∥ϕ(k)∥∥
L∞(R) = Mk, ∀0 ≤ k ≤ r
il vient : ∣∣ϕ(k) (x)∣∣ ≤ Cm,k (1 + |x|)−m ∀m ∈ N ∀0 ≤ k ≤ r
ou` Cm,k = Mk (1 +K)
m .
Si on a pose´ Cm = sup
0≤k≤r
Cm,k, on trouve que∣∣ϕ(k) (x)∣∣ ≤ Cm (1 + |x|)−m ∀m ∈ N ∀0 ≤ k ≤ r
et pour tout x ∈ R.
La proposition suivante montre qu’on peut obtenir une base orthonorme´e
de Vj a` partir d’une fonction d’e´chelle.
Proposition 2.14 : Soit (Vj)j∈Z une analyse multire´solution et ϕ une fonc-
tion d’e´chelle associe´e a` (Vj)j∈Z .
Alors, la suite {ϕj,k}k∈Z est une base orthonorme´e de Vj, ou`
ϕj,k (x) = 2
j
2ϕ
(
2jx− k) (2.17)
De´monstration de la proposition 2.14 :
Pour tout k,m ∈ Z, on a
〈ϕj,k, ϕj,m〉 =
∫
R
2jϕ
(
2jx− k)ϕ (2jx−m)dx
En faisant le changement de variable (y = 2jx) , il vient :
〈ϕj,k, ϕj,m〉 = 〈ϕ0,k, ϕ0,m〉
= δk,m
d’ou` {ϕj,k}k∈Z sont e´le´ments orthonorme´es de Vj.
D’autre part,
Pour tout f ∈ Vj, la fonction D2−jf ∈ V0 et :
D2−jf =
∑
k∈Z
(∫
R
f
(
2−jx
)
ϕ (x− k)dx
)
ϕ (.− k) ,
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d’ou`
D2jD2−jf =
∑
k∈Z
〈f, ϕj,k〉ϕj,k = f,
donc, {ϕj,k}k∈Z engendre Vj.
Par conse´quent, la suite {ϕj,k}k∈Z est une base orthonorme´e de Vj.
Remarque 2.15 : L’approximation d’une fonction f ∈ L2 (R) au niveau j
est obtenue par la projection orthogonale de f sur Vj.
Ceci peut s’e´crire sous la forme suivante :
Pjf =
∑
k∈Z
〈f, ϕj,k〉ϕj,k (2.18)
Corollaire 2.16 : Soit ϕ une fonction d’e´chelle associe´e a` une analyse mul-
tire´solution (Vj)j∈Z .
Alors, il existe une suite des coefficients {hk}k∈Z appele´es re´ponses impul-
sionnelles, telle que
ϕ (x) =
∑
k∈Z
hk
√
2ϕ (2x− k) (2.19)
De´monstration du corollaire 2.16 :
On a d’abord, V0 ⊂ V1.
D’apre`s la proposition pre´ce´dente,
ϕ (x) =
∑
k∈Z
〈ϕ, ϕ1,k〉
√
2ϕ (2x− k) ,∀x ∈ R
Donc, il suffit de prendre
hk = 〈ϕ, ϕ1,k〉 , ∀k ∈ Z
Exemple 2.17 : Dans l’exemple (2.5) , la fonction ϕ est une fonction d’e´chelle
dont les coefficients {hk}k∈Z sont :
hk =
{ 1√
2
si k = 0, 1
0 si k 6= 0, 1
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La proposition suivante caracte´rise la de´croissance des re´ponses impul-
sionnelles a` partir d’une fonction d’e´chelle re´gulie`re.
Proposition 2.18 : Soit (Vj)j∈Z une analyse multire´solution re´gulie`re, alors
les re´ponses impulsionnelles {hk}k∈Z ve´rifiants :
∀m ∈ N, ∃Cm > 0 ∀k ∈ Z
|hk| ≤ Cm (1 + |k|)−m (2.20)
De´monstration de la proposition 2.18 : Remarquons d’abord que,
pour toutm ∈ N, on a (1 + |x|)m ϕ (x) ∈ L2 (R) , il vient :
Pour tout A > 0,∫
|x|>A
|ϕ (x)|2 dx =
∫
|x|>A
(1 + |x|)−2m (1 + |x|)2m |ϕ (x)|2 dx
d’ou` ∫
|x|>A
|ϕ (x)|2 dx ≤ Cm (1 + A)−2m (2.21)
D’autre part, on a
hk =
1√
2
∫
R
ϕ
(x
2
)
ϕ (x− k)dx
et pour tout k 6= 0,
|hk| ≤ C1
(∫
|x|> |k|
4
|ϕ (x)|2 dx
) 1
2
+ C2
(∫
|x|< |k|
2
|ϕ (x− k)|2 dx
) 1
2
D’apre`s l’ine´galite´ (2.21), on trouve que(∫
|x|> |k|
4
|ϕ (x)|2 dx
) 1
2
≤ Cm (1 + |k|)−m
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D’ailleurs,∫
|x|< |k|
2
|ϕ (x− k)|2 dx ≤ Cm
∫
|x|< |k|
2
(1 + |x− k|)−2m dx
≤ Cm
∫
|x|< |k|
2
(1 + ||x| − |k||)−2m dx
≤ Cm
∫ |k|
2
0
(1− x+ |k|)−2m dx
≤ Cm (1 + |k|)−2m+2
Donc, (∫
|x|< |k|
2
|ϕ (x− k)|2 dx
) 1
2
≤ Cm (1 + |k|)−m+1 ∀m ≥ 1,
il vient :
|hk| ≤ Cm (1 + |k|)−m ∀m ∈ N.
Si k = 0, on a
|h0|2 ≤
∑
k∈Z
|hk|2 = 1,
on en de´duit que,
|h0| ≤ 1
Par conse´quent,
|hk| ≤ Cm (1 + |k|)−m
pour tout k ∈ Z.
2.3 Proprie´te´s fre´quentielles de la fonction d’-
e´chelle
Le the´ore`me ci-dessous caracte´rise la fonction d’e´chelle par sa transforme´e
de Fourier :
The´ore`me 2.19 : Etant donne´e une analyse multire´solution (Vj)j∈Z re´gulie`re
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et une fonction d’e´chelle ϕ associe´e a` (Vj)j∈Z .
Alors, il existe une fonction H de L2pe´r ([0, 2pi]) s’appelle filtre d’e´chelle, telle
que
Pour tout ω ∈ R, on a
ϕˆ (ω) = H
(ω
2
)
ϕˆ
(ω
2
)
(2.22)
Pour de´montrer ce the´ore`me, on a le besoin d’introduire le lemme suivant :
Lemme 2.20 : Soient h et g deux fonctions de L1 (R)∩L2 (R) et g ∈ L∞ (R) ,
telle que
h (x) =
∑
k∈Z
αkg (x− k) dans L2 (R) (2.23)
Supposons aussi que
|αk| = O
(
1 + k2
)−1
, ∀k ∈ Z (2.24)
Alors, ∫
R
h (x) dx =
∑
k∈Z
αk
∫
R
g (x− k) dx (2.25)
De´monstration du lemme 2.20 :
Tout d’abord, on va appliquer le the´ore`me de convergence domine´e.
De´finissons la somme partielle Sn, telle que
Sn (x) =
n∑
k=−n
αkg (x− k)
Remarquons que,
|Sn (x)| ≤
∑
k∈Z
|αk| |g (x− k)|
et ∫
R
∑
k∈Z
|αk| |g (x− k)| dx ≤ ‖g‖L1(R)
∑
k∈Z
|αk| < +∞, (lemme de Fatou).
Donc, le the´ore`me de Lebesgue montre que,∫
R
h (x) dx =
∑
k∈Z
αk
∫
R
g (x− k) dx
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De´monstration du the´ore`me 2.19 :
D’apre`s la relation (2.19), on a
ϕ (x) =
∑
k∈Z
hk
√
2ϕ (2x− k)
En prenant la transforme´e de cette e´galite´ et en tenant compte du lemme
pre´ce´dent, on obtient :
ϕˆ (ω) =
(
1√
2
∑
k∈Z
hke
−ik ω
2
)
ϕˆ
(ω
2
)
,
pour tout ω ∈ R.
Donc, il suffit de prendre
H (ω) =
1√
2
∑
k∈Z
hke
−ikω
Exemple 2.21 : Dans l’exemple (2.5), on a
ϕˆ (ω) =
{
1 si ω = 0
i
ω
(e−iω − 1) si ω 6= 0
et
H (ω) =
1
2
(
e−iω + 1
)
Conside´rons une suite d’espaces de Hilbert (Vj)j∈Z ve´rifie les conditions (b,c,d)
de la de´finition (2.1), telle que la fonction θ est re´gulie`re
Sous quelles conditions a-t-on Vj ⊂ Vj+1 ∀j ∈ Z ?
La re´ponse est donne´e par la proposition suivante :
Proposition 2.22 : Sous les conditions ci-dessus, on suppose qu’il existe une
fonction 2pi− pe´riodique de L2 ([0, 2pi]) note´e H et re´gulie`re (ses coefficients
de Fourier ve´rifient (2.20)), telle que
θˆ (ω) = H
(ω
2
)
θˆ
(ω
2
)
, ∀ω ∈ R. (2.26)
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Alors, pour tout j ∈ Z, Vj ⊂ Vj+1.
De´monstration de la proposition 2.22 : Il suffit en fait de prouver la pro-
position pour j = 0 car V0 ⊂ V1 ⇒ ∀j ∈ Z, Vj ⊂ Vj+1.
On suppose qu’il existe une fonction H ∈ L2pe´r ([0, 2pi]) re´gulie`re, telle que la
relation (2.26) est ve´rifie´e.
Alors, il existe une suite {αk}k∈Z ∈ `2 (Z), telle que
H (ω) =
1√
2
∑
k∈Z
αke
−ikω,
par suite,
θˆ (ω) =
(
1√
2
∑
k∈Z
αke
−ik ω
2
)
θˆ
(ω
2
)
En prenant la transforme´e de Fourier inverse de cette e´galite´, on obtient
θ (x) =
∑
k∈Z
αk
√
2θ (2x− k) ,
d’ou` V0 ⊂ V1.
Exemple 2.23 : Dans l’exemple (2.6), on a
θˆ (ω) =
{
1 si ω = 0
− 1
ω2
(e−iω − 1)2 si ω 6= 0
et
H (ω) = 1
4
+ 1
2
e−iω + 1
4
e−2iω
ou` les conditions de la proposition (2.22) sont ve´rifie´es.
En admettant les hypothe`ses de la proposition (2.22) , sous quelles conditions⋃
j∈Z
Vj est-elle dense dans L
2 (R)?
La proposition ci-dessous peut re´pondre a` notre question :
Proposition 2.24 : Sous les conditions de la proposition (2.22), on a⋃
j∈Z
Vj = L
2 (R) (2.27)
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si et seulement si
|ϕˆ (0)| = 1 (2.28)
ou` ϕˆ est de´finie par (2.5).
Commenc¸ons par les lemmes suivants :
Lemme 2.25 : Etant donne´e une fonction re´gulie`re θ ∈ L2 (R) , on de´finit
une autre fonction A, telle que
A (x, y) =
∑
k∈Z
θ (x− k) θ (y − k), (2.29)
Alors, A ve´rifie :
|A (x, y)| ≤ C (1 + |x− y|)−2 , ∀x, y ∈ R (2.30)
Lemme 2.26 : Sous les hypothe`ses du lemme pre´ce´dent, les proprie´te´s sui-
vantes sont e´quivalentes :
i) ∫
R
A (x, y) dy = 1, ∀x ∈ R (2.31)
ii) Pour tout f ∈ L2 (R) , la suite {Tjf}j∈Z tend vers f dans L2 (R) , ou` Tjf
de´finie par :
Tjf (x) =
∫
R
2jf (y)A
(
2jx, 2jy
)
dy (2.32)
De´monstration de la proposition 2.24 :
On sait que dans le cas orthonormal (θ = ϕ), on a Tjf = Pjf.
Par ailleurs, ⋃
j∈Z
Vj = L
2 (R)
si et seulement si
lim
j→+∞
‖f − Pjf‖L2(R) = 0,
pour tout f ∈ L2 (R) .
Ce qui est aussi e´quivalent a`∫
R
∑
k∈Z
ϕ (x− k)ϕ (y − k)dy = 1,
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pour tout x ∈ R.
Cette e´galite´ entraˆıne ∑
k∈Z
ϕ (x− k)
∫
R
ϕ (y) dy = 1,
pour tout x ∈ R.
Il vient : ∫ 1
0
∑
k∈Z
ϕ (x− k) dx
∫
R
ϕ (y) dy = |ϕˆ (0)|2 = 1,
d’ou` |ϕˆ (0)| = 1.
Re´ciproquement :
si |ϕˆ (0)| = 1, d’apre`s le lemme 2.10, on a
ϕˆ (2`pi) = 0, ∀` ∈ Z∗
Par ailleurs, ∑
k∈Z
ϕ (x− k) =
∑
`∈Z
ϕˆ (2pi`) e2pii`x = ϕˆ (0) ,
Multiplions par
∫
R ϕ (y) dy, on a∫
R
∑
k∈Z
ϕ (x− k)ϕ (y − k)dy = 1
Corollaire 2.27 : Si la fonction d’e´chelle ϕ est re´gulie`re. Alors nous avons :
ϕˆ (2kpi) = 0, ∀k ∈ Z∗ (2.33)
De´monstration du corollaire 2.27 : Comme la famille {ϕ (.− k)}k∈Z est
orthonormale et en vertue du lemme (2.10), on a∑
k∈Z
|ϕˆ (ω + 2kpi)|2 = 1,
et pour ω = 0, on a
1 =
∑
k∈Z
|ϕˆ (2kpi)|2
=
∑
k∈Z∗
|ϕˆ (2kpi)|2 + 1
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On de´duit que
ϕˆ (2kpi) = 0, pour k ∈ Z∗
The´ore`me 2.28 : Le filtre d’e´chelle H satisfait les deux relations :
H (0) = 1 (2.34)
|H (ω)|2 + |H (ω + pi)|2 = 1 ∀ω ∈ R (2.35)
De´monstration du the´ore`me 2.28 :
1. D’apre`s la relation (2.19) et la proposition pre´ce´dente, on a∫
R
ϕ (x) dx = H (0)
∫
R
ϕ (x) dx,
et ∫
R
ϕ (x) dx 6= 0.
Par conse´quent, H (0) = 1.
2. D’apre`s la relation (2.22), on obtient :
|ϕˆ (2ω + 2kpi)|2 = |H (ω + kpi)|2 |ϕˆ (ω + kpi)|2
En appliquant le lemme (2.10), il vient :
1 =
∑
k∈Z
|H (ω + 2kpi)|2 |ϕˆ (ω + 2kpi)|2
+
∑
k∈Z
|H (ω + pi + 2kpi)|2 |ϕˆ (ω + pi + 2kpi)|2
= |H (ω)|2
∑
k∈Z
|ϕˆ (ω + 2kpi)|2 + |H (ω + pi)|2
∑
k∈Z
|ϕˆ (ω + pi + 2kpi)|2
D’ou`
|H (ω)|2 + |H (ω + pi)|2 = 1 ∀ω ∈ R
Corollaire 2.29 : La fonction H est nulle aux points {(2k + 1) pi, k ∈ Z} .
De´monstration du corollaire 2.29 : il suffit d’appliquer la relation (2.35)
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et la pe´riodicite´ de H.
Remarque 2.30 : En ge´neral, les conditions (2.34) et (2.35) ne sont pas
suffisantes pour obtenir une analyse multire´solution. En effet, pour
H (ω) = cos
(
3ω
2
)
dont :
ϕˆ (ζ) =
+∞∏
j=1
H
(
ζ
2j
)
=
+∞∏
j=1
cos
3
2
ζ
2j
=
sin 3
2
ζ
3
2
ζ
Par conse´quent,
ϕ (x) =

1
3
si −3
2
< x ≤ 3
2
0 si x /∈
]
−3
2
,
3
2
]
ve´rifie les conditions (2.34) et (2.35), mais ϕ n’engendre pas une famille
orthonormale.
On peut re´e´crire les proprie´te´s pre´ce´dentes en fonctions de la suite {hk}k∈Z .
The´ore`me 2.31 : Soit (Vj)j∈Z une analyse multire´solution re´gulie`re.
Alors, les re´ponses impulsionnelles {hk}k∈Z ve´rifient :∑
k∈Z
|hk|2 = 1 (2.36)
∑
k∈Z
hk =
√
2 (2.37)
∑
k∈Z
hkhk−2n = δ0,n ∀n ∈ Z (2.38)
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De´monstration du the´ore`me 2.31 :
1. On a d’abord la formule :
‖ϕ‖L2(R) =
∑
k∈Z
|hk|2 ,
il vient : ∑
k∈Z
|hk|2 = 1.
2. D’apre`s la de´finition de H, on a
H (0) =
1√
2
∑
k∈Z
hk
= 1
On de´duit que ∑
k∈Z
hk =
√
2
3. D’apre`s l’orthonormalite´ de {ϕ0,n}n∈Z et {ϕ1,n}n∈Z ,
δ0,n =
∫
R
ϕ (x)ϕ (x− n)dx
=
∫
R
( ∑
k,m∈Z
hkhmϕ1,k (x)ϕ1,m (x− n)
)
dx
=
∑
k,m∈Z
hkhmδk,2n+m =
∑
k∈Z
hkhk−2n
Un grand proble`me, souleve´ par S. Mallat [36], A.Cohen [4] , est alors le
suivant :
Soit H une fonction 2pi−pe´riodique et re´gulie`re ve´rifiant (2.34) et (2.35) .
L’e´galite´ ϕˆ (ω) =
+∞∏
j=1
H (2−jω) nous permet-elle de reconstituer une analyse
multire´solution ?
En ge´ne´ral, la re´ponse est non ; un contre exemple a e´te´ exhibe´, le the´ore`me
suivant donne des conditions ne´cessaires et suffisantes.
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The´ore`me 2.32 : Une fonction H engendre une analyse multire´solution
re´gulie`re si et seulement si elle ve´rifie les proprie´te´s suivantes :
P1) H est 2pi−pe´riodique et re´gulie`re.
P2) H (0) = 1.
P3) |H (ω)|2 + |H (ω + pi)|2 = 1, ∀ω ∈ R
P4) Il existe un compact K congru a` P = [−pi, pi] , 0 ∈ inte´rieure (K) , tel
que
∀ω ∈ K, ∀j ≥ 1; H (2−jω) 6= 0.
De´finition 2.33 : Un compact est dit congru a` P = [−pi, pi] modulo 2pi si et
seulement si
∀ω ∈ P, ∃!ζ ∈ K, tel que : (ω − ζ) ∈ 2piZ
Une proprie´te´ imme´diate de K est alors le fait que si f est dans L1loc et
2pi−pe´riodique, alors ∫
K
f =
∫
P
f .
La de´monstration de ce the´ore`me ne´cessite le lemme suivant :
Lemme 2.34 : Sous les hypothe`ses du the´ore`me ci-dessus et nous posons :
hk (ω) =
k∏
j=1
H
(
2−jω
)
χ2kK
et
Mk (ω) =

0 si |ω| > 2kpi
k∏
j=1
M (2−jω) si |ω| ≤ 2kpi
ou` M (ω) = |H (ω)|2 .
Alors, ∀k ∈ N∗ :
Ink =
∫
R
|hk (ω)|2 einωdω =
∫
R
Mk (ω) e
inωdω =
{
2pi si n = 0
0 si n 6= 0
2.4 Construction d’une base d’ondelette
Le the´ore`me suivant assure l’existence d’une base orthonorme´e d’onde-
lette a` l’aide d’une analyse multire´solution.
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The´ore`me 2.35 :(Mallat, Meyer) Etant donne´e une analyse multire´soluti-
on re´gulie`re.
Alors, il existe une ondelette ψ ∈ L2 (R) telle que si l’on introduit les fonc-
tions ψj,k de´finie par :
ψj,k (x) = 2
j
2ψ
(
2jx− k) , j, k ∈ Z, (2.39)
la famille {ψj,k, j, k ∈ Z} est une base orthonorme´e de L2 (R) .
Par conse´quent, pour tout f ∈ L2 (R) , il existe une unique de´composition :
f =
∑
j∈Z
∑
k∈Z
dj,kψj,k (2.40)
ou` dj,k = 〈f, ψj,k〉
Donnons d’abord les deux lemmes suivants :
Lemme 2.36 : Soit (Vj)j∈Z une analyse multire´solution.
Alors, on a les proprie´te´s suivantes :
i) Pour tout j ∈ Z, il existe un sous-espace de Vj+1 note´e Wj, tel que
Vj+1 = Vj
⊕
Wj
ii) L2 (R) =
⊕
k∈Z
Wk.
iii) Pour tout j ∈ Z, on a f ∈ Wj si et seulement si D2f ∈ Wj+1.
iv) Pour tout f ∈ W0 et k ∈ Z, on a f (.− k) ∈ W0.
Lemme 2.37 : Soit (Vj)j∈Z une analyse multire´solution re´gulie`re.
On de´finit ψ ∈ L2 (R) par :
ψ (x) =
∑
k∈Z
gk
√
2ϕ (2x− k) , gk = (−1)k h1−k. (2.41)
Alors, la suite {ψ (.− k)}k∈Z est une base orthonorme´e de W0.
42
De´monstration du lemme 2.36 :
i) Pour tout j ∈ Z, il existe d’apre`s le the´ore`me de la projection un sous-
espace vectoriel ferme´ note´ Wj tel que,
Vj+1 = Vj
⊕
Wj,
ou` on a pose´ Wj = V
⊥
j .
ii)Il est tout d’abord clair que les Wj sont deux a` deux orthogonaux, on a
alors Vj =
⊕
k≤j−1
Wk car si f ∈ Vj est orthogonale a` tous les Wk pour k ≤ j−1,
on a f ∈ Vk.
Donc, f ∈ ⋂
k≤j−1
Vk = {0} .
Par conse´quent, L2 (R) =
⊕
k∈Z
Wk.
iii)
Condition ne´cessaire : Pour tout f ∈ Wj, on a
f ∈ Vj+1 et f ⊥ ϕj,k, ∀k ∈ Z
On sait que si f ∈ Vj+1, D2f ∈ Vj+2 et
〈D2f, ϕj+1,k〉 = 1√
2
〈f, ϕj,k〉 = 0
Donc, D2f ∈ Wj+1.
Condition suffisante : Supposons que D2f ∈ Wj+1, alors
D2f ∈ Vj+2 et D2f ⊥ Vj+1
D’apre`s la condition (c) de de´finition 2.1, f ∈ Vj+1.
Aussi
〈f, ϕj,k〉 =
√
2 〈D2f, ϕj+1,k〉 = 0, ∀k ∈ Z
Par conse´quent, f ∈ Wj.
iv) Pour tout f ∈ W0, on a
f ∈ V1 et f ⊥ ϕ (.− `) , ∀` ∈ Z
Connaissons que si f ∈ V1, f (.− k) ∈ V1 et
〈f (.− k) , ϕ (.− `)〉 = 〈f, ϕ (., `− k)〉 = 0
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Donc, f (.− k) ∈ W0.
De´monstration du lemme 2.37 :
On a tout d’abord,
ψ (x) =
∑
k∈Z
gk
√
2ϕ (2x− k) ,
pour tout x ∈ R.
En prenant la transforme´e de Fourier de cette e´galite´ et en tenant compte
du lemme 2.20, on obtient :
ψˆ (ω) = G
(ω
2
)
ϕˆ
(ω
2
)
, ∀ω ∈ R
En calculant G :
G (ω) =
1√
2
∑
k∈Z
(−1)k h1−ke−ikω
=
1√
2
∑
k∈Z
(−1)1−k hke−i(1−k)ω
=
1√
2
∑
k∈Z
hke
i(pi−ω)e−ik(pi−ω)
Donc, G (ω) = ei(pi−ω)H (pi − ω) .
Par suite on a besoin de de´montrer des points :
1. {ψ0,k}k∈Z est orthonorme´e :∑
k∈Z
∣∣∣ψˆ (2ω + 2kpi)∣∣∣2 = ∑
k∈Z
|G (ω + kpi)|2 |ϕˆ (ω + kpi)|2
=
∑
k∈Z
|H (pi − ω − 2kpi)|2 |ϕˆ (ω + 2kpi)|2
+
∑
k∈Z
|H (pi − ω − pi − 2kpi)|2 |ϕˆ (ω + pi + 2kpi)|2
= |H (pi − ω)|2 + |H (−ω)|2
= 1.
D’apre`s le lemme 2.10, la famille {ψ0,k}k∈Z est orthonorme´e.
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2. {ψ0,k}k∈Z est orthogonale a` {ϕ0,k}k∈Z :
Remarquons d’abord qu’il suffit de prouver
∀k ∈ Z, 〈ϕ, ψ0,k〉 = 0,
par ailleurs,
〈ϕ, ψ0,k〉 = 0⇔ Φ (k) = 0,
ou` Φ = ϕ ∗ ψ˜ et ψ˜ (x) = ψ (−x) .
Soit S (ω) =
∑
k∈Z
Φˆ (2ω + 2kpi) , alors d’apre`s la formule de sommation de
Poisson les coefficients de Fourier de S sont {Φ (−k)}k∈Z .
En calculant S :
S (ω) =
∑
k∈Z
Φˆ (2ω + 2kpi)
=
∑
k∈Z
ϕˆ (2ω + 2kpi) ψˆ (2ω + 2kpi)
=
∑
k∈Z
|ϕˆ (ω + kpi)|2H (ω + kpi)H (pi − ω − kpi)e−i(pi−ω−kpi)
=
∑
k∈Z
|ϕˆ (ω + pi + 2kpi)|2H (ω + pi + 2kpi)H (−ω − 2kpi)e−i(−ω−2kpi)
+
∑
k∈Z
|ϕˆ (ω + 2kpi)|2H (ω + 2kpi)H (pi − ω − 2kpi)e−i(pi−ω−2kpi)
= eiωH (−ω)H (ω + pi)− eiωH (ω)H (pi − ω)
= 0
D’ou`, Φ (k) = 0, ∀k ∈ Z.
3. Toute fonction f ∈ V1 a unique repre´sentation de la forme :
f =
∑
k∈Z
αkϕ0,k +
∑
k∈Z
βkψ0,k.
On a d’abord,
fˆ (ω) =
(
1√
2
∑
k∈Z
〈f, ϕ1,k〉 e−ik ω2
)
ϕˆ
(ω
2
)
. (2.42)
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et
ϕˆ
(ω
2
)
= ϕˆ
(ω
2
)[
H
(
−ω
2
)
H
(
−ω
2
)
+G
(ω
2
)
G
(ω
2
)]
.
Remplac¸ons H
(
−ω
2
)
par H
(ω
2
)
, il vient :
ϕˆ
(ω
2
)
= ϕˆ (ω)H
(
−ω
2
)
+ ψˆ (ω)G
(ω
2
)
. (2.43)
Remplac¸ons ϕˆ
(
ω
2
)
de (2.42) par (2.43) et en prenant la transforme´e de Fourier
inverse de l’e´galite´ (2.42), on a
f =
∑
k∈Z
〈f, ϕ0,k〉ϕ0,k +
∑
k∈Z
〈f, ψ0,k〉ψ0,k.
De´monstration du the´ore`me 2.35 : D’apre`s le lemme 2.37 {ψ0,k}k∈Z est
une base orthonorme´e de W0, ensuite nous utilisons le lemme 2.36, on trouve
que la suite {ψj,k}j,k∈Z est une base orthonorme´e de L2 (R) .
Notons que ψ n’est pas unique, il existe une autre ondelette ψ0 associe´e
a` (Vj)j∈Z de´finie par :
ψ0 (x) =
∑
k∈Z
(−1)1−k h1−k
√
2ϕ (2x− k)
dont, ψˆ0 (ω) = G0
(ω
2
)
ϕˆ
(ω
2
)
ou` G0 (ω) = e
−iωH (ω + pi). Cette ondelette se
trouve dans [36] et utilise´e beaucoup dans la pratique.
The´ore`me 2.38 : Soit (Vj)j∈Z une analyse multire´solution re´gulie`re.
Alors, les e´le´ments {gk}k∈Z ve´rifient :∑
k∈Z
|gk|2 = 1 (2.44)
∑
k∈Z
gk = 0 (2.45)
∑
k∈Z
gkgk−2n = δ0,n ∀n ∈ Z (2.46)
46
De´monstration du the´ore`me 2.38 :
1. En effet : ∑
k∈Z
|gk|2 =
∑
k∈Z
∣∣∣(−1)k h1−k∣∣∣2
=
∑
k∈Z
|hk|2
D’apre`s (2.36), il vient : ∑
k∈Z
|gk|2 = 1
2. D’apre`s la de´finition de gk, on a∑
k∈Z
gk =
∑
k∈Z
(−1)k h1−k
= −
√
2H (pi)
D’apre`s le corollaire 2.29, on obtient :∑
k∈Z
gk = 0.
3. Tout d’abord,∑
k∈Z
gkgk−2n =
∑
k∈Z
(−1)k h1−k (−1)k h1−(k−2n)
=
∑
k∈Z
h1−kh1−k+2n
=
∑
k∈Z
hkhk+2n
D’apre`s (2.38), on a ∑
k∈Z
gkgk−2n = δ0,n
The´ore`me 2.39 : Soit (Vj)j∈Z une analyse multire´solution et ϕ, ψ la fonc-
tion d’e´chelle et l’ondelette associe´es.
On pose :
cj,k = 〈f, ϕj,k〉 , dj,k = 〈f, ψj,k〉
ak = h−k, bk = (−1)k hk+1
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pour tout j, k ∈ Z et f ∈ L2 (R) .
On a les e´galite´s suivantes :
cj,k =
∑
`∈Z
h`−2kcj+1,` (2.47)
dj,k =
∑
`∈Z
(−1)` h1−`+2kcj+1,` (2.48)
cj,k =
∑
`∈Z
a2`−kcj−1,` + b2`−kdj−1,` (2.49)
De´monstration du the´ore`me 2.39 :
En effet,
ϕ (x) =
∑
`∈Z
h`
√
2ϕ (2x− `) ,
d’ou`
ϕj,k (x) =
∑
`∈Z
h`2
j+1
2 ϕ
(
2j+1x− (2k + `))
=
∑
`∈Z
h`−2kϕj+1,` (x) .
Par conse´quent,
cj,k =
∑
`∈Z
h`−2kcj+1,`.
De meˆme,
dj,k =
∑
`∈Z
(−1)k h1−`+2kcj+1,`
D’autre part,
ϕj,k =
∑
`∈Z
a2`−kϕj−1,` + b2`−kψj−1,`,
donc
cj,k =
∑
`∈Z
a2`−kcj−1,` + b2`−kdj−1,`
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... dj−k+1,. ... dj−2,.
↖ ↖ ↖ ↖ ↖
... ←− cj−k+1 ←− ... ←− cj−2,. ←− cj−1,. ←− cj,.
Figure 2.1 – Sche´ma d’algorithme de de´composition
dj,. dj+1,. ... dj+k−1,.
↘ ↘ ↘ ↘
cj,. → cj+1,. → ... cj+k−1 → cj+k,. →
Figure 2.2 – Sche´ma d’algorithme de reconstruction
Pour que la de´croissance des coefficients des ondelettes soit rapide, il faut
d’ajouter quelques proprie´te´s sur les fonctions ϕ et ψ.
The´ore`me 2.40 : Soit ψ une ondelette a N moments nuls telle que suppψ ⊂
I, I est un intervalle.
Pour tout f ∈ CN (R) , il existe une constante C > 0 telle que
|dj,k| ≤ C2−j(N+ 12), dj,k = 〈f, ψj,k〉 (2.50)
pour tout j, k ∈ Z.
De´monstration du the´ore`me 2.40 : Pour montrer cette majoration il
nous suffit d’appliquer la formule de Taylor a` la fonction f autour du centre
de l’ondelette ψj,k.
Si on a pose´ x0 =
k
2j
, on trouve que
f (x) =
N−1∑
`=0
1
`!
f (`)
(
k
2j
)(
x− k
2j
)`
+
1
N !
f (N) (y0)
(
x− k
2j
)N
=
N−1∑
`=0
1
`!2j`
f (`)
(
k
2j
)(
2jx− k)` + 1
N !2jN
f (N) (y0)
(
2jx− k)N .
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Quand on a fait le produit scalaire de f avec ψj,k, la somme de termes po-
lynoˆmiaux disparaˆıt, et il ne reste que
〈f, ψj,k〉 = 1
N !2jN
∫
R
f (N) (y0)
(
2jx− k)N 2 j2ψ (2jx− k) dx
En faisant le changement de variable (y = 2jx− k) , on obtient :
〈f, ψj,k〉 = 1
N !2j(N+
1
2)
∫
I
f (N) (y1) y
Nψ (y) dy.
Si on a pose´ : I = [−K,K] K > 0, on a∣∣∣∣∫
I
f (N) (y1) y
Nψ (y) dy
∣∣∣∣ ≤ sup
x∈I
∣∣f (N) (x)∣∣ ∫
I
|y|N |ψ (y)| dy
≤ sup
x∈I
∣∣f (N) (x)∣∣ ‖ψ‖L2(R) KN√2K
Par conse´quent,
|dj,k| ≤ C2−j(N+ 12),
ou` C = K
N
√
2K
N !
sup
x∈I
∣∣f (N) (x)∣∣ .
The´ore`me 2.41 : Etant donne´e une analyse multire´solution re´gulie`re et ψ
l’ondelette associe´e.
Alors, les trois propositions suivantes sont e´quivalentes :
i) L’ondelette ψ a N moment nuls.
ii) ψˆ(`) (0) = 0, ∀` = 0, ......, N − 1.
iii) H(`) (pi) = 0, ∀` = 0, ......, N − 1.
De´monstration du the´ore`me 2.41 :
i)⇒ ii) Supposons que∫
R
x`ψ (x) dx = 0, ∀` = 0, ......, N − 1.
D’apre`s la formule :
ψˆ(`) (ω) = (−i)`
∫
R
x`ψ (x) e−iωxdx, ∀` = 0, ......, N − 1.
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Il vient :
ψˆ(`) (0) = (−i)`
∫
R
x`ψ (x) dx
= 0, ∀` = 0, ......, N − 1
ii)⇒ iii) Par re´curence :
Pour n = 0, H (pi) = 0, ve´rifie´e.
Pour n = 1, on a
ψˆ(1) (0) =
1
2
ϕˆ (0)H(1) (pi) +
[(
ei(pi−
ω
2 )ϕˆ
(ω
2
))(1)]
ω=0
H (pi) = 0.
Donc, H(1) (pi) = 0.
On suppose que la relation est ve´rifie´e pour 0, 1, ....., n − 1. (n ≤ N − 1) et
on la prouvera pour n.
Pour tout ω ∈ R, on a
ψˆ(n) (ω) =
n∑
`=0
(
n
`
)(
H
(
pi − ω
2
))(`) (
ei(pi−
ω
2 )ϕˆ
(ω
2
))(n−`)
=
n−1∑
`=0
(
n
`
)(
H
(
pi − ω
2
))(`) (
ei(pi−
ω
2 )ϕˆ
(ω
2
))(n−`)
+
(
H
(
pi − ω
2
))(n)
ei(pi−
ω
2 )ϕˆ
(ω
2
)
.
Pour ω = 0, d’apre`s l’hypothe`se de re´curence la somme disparaˆıt et il ne
reste que
0 = ψˆ(n) (0) = −
(
−1
2
)n
H(n) (pi) ϕˆ (0) .
Il vient :
H(n) (pi) = 0.
On en de´duit que,
H(`) (pi) = 0, ∀` = 0, ......, N − 1.
Re´ciproquement, pour de´montrer que iii) implique ii) et ii) implique i) il
suffit d’utiliser les expression de ψˆ(`) et H(`).
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Corollaire 2.42 : Sous les conditions du the´ore`me pre´ce´dent, on suppose
que ψ a N moments nuls.
Alors, la fonction d’e´chelle ϕ ve´rifie la condition de Strang-Fix :
ϕˆ(`) (2kpi) = 0, ∀` = 0, ......, N − 1et k ∈ Z∗. (2.51)
De´monstration du corollaire 2.42 : D’apre`s la dernie`re proprie´te´ :
H(`) (pi) = 0, ∀` = 0, ......, N − 1.
La fonction H peut s’e´crire :
H (ω) =
(
1 + e−iω
2
)N
R (ω) , ∀ω ∈ R
ou` R (ω) =
∑
k∈Z
fke
−ikω.
Ce qui entraˆıne, pour tout m ≥ 1 :
ϕˆ (ω) = ϕˆ
( ω
2m
) m∏
j=1
H
(
2−jω
)
= ϕˆ
( ω
2m
) m∏
j=1
(
1 + e−i2
−jω
2
)N m∏
j=1
R
(
2−jω
)
Connaˆıssons que
∀k ∈ Z∗, ∃n ∈ N, ∃p (impair) : |k| = 2np.
Si l’on pose, m = n + 1, Clairement, ϕˆ(`) est nulles aux points ω = 2kpi,
k ∈ Z∗, pour tout ` = 0, ......, N − 1.
The´ore`me 2.43 : Soit (Vj)j une analyse multire´solution re´gulie`re. On sup-
pose que la condition de Strang-Fix ve´rifie´e, alors∑
k∈Z
k`ϕ (x− k) = q` (x) , ∀` = 0, ......, N − 1, (2.52)
ou` q` est polynoˆme de degre´ exactement `.
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On a besoin du lemme :
Lemme 2.44 : Sous les conditions du the´ore`me ci-dessus, on a l’e´galite´
suivante :∑
k∈Z
(x− k)` ϕ (x− k) = M` =
∫
R
x`ϕ (x) dx. ∀` = 0, ......, N − 1. (2.53)
De´monstration du lemme 2.44 : On pose
θ (x) =
∑
k∈Z
(x− k)` ϕ (x− k) .
La fonction θ est 1-pe´riodique, on peut la developper en se´rie de Fourier sous
la forme :
θ (x) =
∑
n∈Z
cne
2piinx.
Calculons {cn}n∈Z :
cn =
∫ 1
0
θ (x) e−2piinxdx
=
∑
k∈Z
∫ 1
0
(x− k)` ϕ (x− k) e−2piinxdx
=
∑
k∈Z
∫ −k+1
−k
y`ϕ (y) e−2piinydy
= i`ϕˆ(`) (2npi) .
D’apre`s la condition de Strang-Fix, on obtient
cn =
{
0 si n 6= 0
M` si n = 0
De´monstration du the´ore`me 2.43 : on a∑
k∈Z
k`ϕ (x− k) =
∑
k∈Z
(−1)` (x− k − x)` ϕ (x− k)
=
∑`
j=0
(
`
j
)
(−1)j x`−j
∑
k∈Z
(x− k)j ϕ (x− k)
53
En utilisant la relation (2.53) , on a
∑
k∈Z
k`ϕ (x− k) =
∑`
j=0
(
`
j
)
(−1)jMjx`−j
= M0x
` +
∑`
j=1
(
`
j
)
(−1)jMjx`−j.
Il suffit de prendre :
q` (x) = M0x
` +
∑`
j=1
Cj` (−1)jMjx`−j,
Comme M0 6= 0, alors q` est un polynoˆme de degre´ exactement `.
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Annexe 2.A
De´monstration du lemme 2.11
Avant de de´montrer le lemme 2.11, on a besoin du the´ore`me suivant :
The´ore`me A.1 : Soit (fn)n une suite de fonctions de classe C1 sur un
intervalle I = [a, b] et g une fonction continue sur I telle que :
i) fn converge simplement vers f sur I.
ii)
dfn
dω
converge uniforme´ment sur tout compact de I vers g.
Alors, f est de classe C1 sur I et df
dω
= g. Autrement dit,
lim
n→+∞
dfn
dω
=
df
dω
De´monstration du lemme 2.11 :
Tout d’abord, d’apre`s la re´gularite´ de θ et la formule :
(1 + |x|)m θ (x) ∈ L2 (R)⇔ θˆ ∈ Hm (R) , ∀m ∈ N
On a :
∀k ∈ Z,
∣∣∣θˆ (ω + 2kpi)∣∣∣2 de classe C∞ sur R (A.1)
et
d`
dω`
∣∣∣θˆ (ω + 2kpi)∣∣∣2 ∈ L1 (R) ,∀` ∈ N (A.2)
Maintenant on va montrer ce lemme par re´curence sur `.
Pour ` = 1, on de´finit une suite fn par :
fn (ω) =
n∑
k=−n
∣∣∣θˆ (ω + 2kpi)∣∣∣2 , ω ∈ [0, 2pi]
Comme
∣∣∣θˆ (ω + 2kpi)∣∣∣2 ∈ L1 (R) , alors la formule de sommation de Poisson
montre que fn converge simplement vers f telle que :
f (ω) =
∑
k∈Z
∣∣∣θˆ (ω + 2kpi)∣∣∣2
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de plus, d’apre`s (A.1) , fn est de classe C1 sur [0, 2pi] et on a :
dfn
dω
=
n∑
k=−n
d
dω
∣∣∣θˆ (ω + 2kpi)∣∣∣2
D’ailleurs, Soit K un compact quelconque de [0, 2pi] , la fonction∣∣∣∣ ddω ∣∣∣θˆ (ω + 2kpi)∣∣∣2
∣∣∣∣
est continue sur K, alors le the´ore`me de Heine prouve qu’il existe ω0 ∈ K tel
que :
sup
ω∈K
∣∣∣∣ ddω ∣∣∣θˆ (ω + 2kpi)∣∣∣2
∣∣∣∣ = limω→ω0
∣∣∣∣ ddω ∣∣∣θˆ (ω + 2kpi)∣∣∣2
∣∣∣∣ ∈ L1 (R)
ainsi, graˆce a` la formule de sommation de Poisson ;∑
k∈Z
lim
ω→ω0
∣∣∣∣ ddω ∣∣∣θˆ (ω + 2kpi)∣∣∣2
∣∣∣∣ = ∑
k∈Z
sup
ω∈K
∣∣∣∣ ddω ∣∣∣θˆ (ω + 2kpi)∣∣∣2
∣∣∣∣ < +∞.
Ce qui de´duit la convergence uniforme de
dfn
dω
surK vers
∑
k∈Z
d
dω
∣∣∣θˆ (ω + 2kpi)∣∣∣2 .
Enfin, fn ve´rifie les conditions du the´ore`me A.1 et l’e´galite´ est juste pour
` = 1.
Supposons maintenant que la proprie´te´ est ve´rifie´e pour tout ` ≤ N, et on la
montrera pour ` = N + 1.
Conside´rons fn comme :
fn (ω) =
n∑
k=−n
dN
dωN
∣∣∣θˆ (ω + 2kpi)∣∣∣2 , ω ∈ [0, 2pi]
La fonction fn est de classe C1 sur I = [0, 2pi] et d’apre`s l’hypothe`se de
re´curence, elle converge simplement vers f telle que :
f (ω) =
dN
dωN
∑
k∈Z
∣∣∣θˆ (ω + 2kpi)∣∣∣2
De plus,
dfn
dω
=
n∑
k=−n
dN+1
dωN+1
∣∣∣θˆ (ω + 2kpi)∣∣∣2
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La relation (A.2) et le the´ore`me de Heine montrent que
dfn
dω
converge uni-
forme´ment sur tout compact de [0, 2pi] vers g telle que :
g (ω) =
∑
k∈Z
dN+1
dωN+1
∣∣∣θˆ (ω + 2kpi)∣∣∣2
Par conse´quent,
df
dω
=
dN+1
dωN+1
∑
k∈Z
∣∣∣θˆ (ω + 2kpi)∣∣∣2 = g (ω)
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Annexe 2.B
De´monstration du lemme 2.25
On a d’abord,
A (x, y) =
∑
k∈Z
θ (x− k) θ (y − k),
d’apre`s la re´gularite´ de θ, on a
|A (x, y)| ≤ Cm
∑
k∈Z
1
(1 + |x− k|)m (1 + |y − k|)m , ∀m > 3.
on va montrer que
∑
k∈Z
(1 + |x− y|)2
(1 + |x− k|)m (1 + |y − k|)m ≤ C.
remarquons que
|x− y| ≤ |x− k|+ |y − k|+ |x− k| |y − k|
il vient :
(1 + |x− y|)2 ≤ (1 + |x− k|)2 (1 + |y − k|)2
donc, ∀m > 3
(1 + |x− y|)2
(1 + |x− k|)m (1 + |y − k|)m ≤
1
(1 + |x− k|)m−2 (1 + |y − k|)m−2 ,
aussi on a, ∀m > 3∑
k∈Z
1
(1 + |x− k|)m−2 (1 + |y − k|)m−2 ≤
∑
k∈Z
1
(1 + |x− k|)m−2 ,
parailleurs ; ∀m > 3
∑
k∈Z
1
(1 + |x− k|)m−2 =
[x]∑
k=−∞
1
(1 + x− k)m−2 +
+∞∑
k=[x]+1
1
(1 + k − x)m−2 ,
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Maintenant, on va montrer que
sup
x∈R
∑
k∈Z
1
(1 + |x− k|)m−2 <∞, ∀m > 3.
De´finissons alors deux fonctions f, g par :
f (z) =
1
(1 + x− z)m−2 , z ≤ [x]
et
g (z) =
1
(1 + z − x)m−2 , z ≥ [x] + 1
La fonction f est croissante et on a :
f (n) ≤ f (z) < f (n+ 1) , ∀z ∈ [n, n+ 1[ , n ≤ [x]− 1
par integration,
f (n) ≤
∫ n+1
n
f (z) dz < f (n+ 1)
par sommation,
[x]−1∑
n=−∞
f (n) ≤
∫ [x]
−∞
f (z) dz <
[x]−1∑
n=−∞
f (n+ 1)
Cette ine´galite´ montre que
[x]∑
k=−∞
1
(1 + x− k)m−2 ≤
1
(m− 3) (1 + x− [x])m−3 +
1
(1 + x− [x])m−2
de manie`re similaire, g est de´croissante et on a ;
g (n+ 1) < g (z) ≤ g (n) , ∀z ∈ [n, n+ 1[ , n ≥ [x] + 1
par integration,
g (n+ 1) <
∫ n+1
n
g (z) dz ≤ g (n)
par sommation,
+∞∑
n=[x]+1
g (n+ 1) <
∫ +∞
[x]+1
g (z) dz ≤
+∞∑
n=[x]+1
g (n)
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Cette ine´galite´ montre que ∀m > 3
+∞∑
k=[x]+1
1
(1 + k − x)m−2 <
1
(m− 3) (1 + [x] + 1− x)m−3 +
1
(1 + [x] + 1− x)m−2 ,
donc,
∑
k∈Z
1
(1 + |x− k|)m−2 ≤
2
(m− 3) + 2, ∀m > 3
Par conse´quent ;
|A (x, y)| ≤ Cm
(
2
(m− 3) + 2
)
(1 + |x− y|)−2 , ∀m > 3,∀x, y ∈ R
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Annexe 2.C
De´monstration du lemme 2.26
Condition ne´cessaire : d’apre`s (2.29) , on a
Tjf (x) =
∫
R
(∑
k∈Z
2jf (y) θ
(
2jx− k) θ (2jy − k)) dy
Si on a pose´ :
Sn (y) =
n∑
k=−n
2jf (y) θ
(
2jx− k) θ (2jy − k)
alors,
|Sn (y)| ≤ C2j |f (y)|
(
1 + 2j |x− y|)−2 , C > 0.
De plus,∫
R
|f (y)| (1 + 2j |x− y|)−2 dy ≤ ‖f‖L2(R) ∫
R
1
(1 + 2j |x− y|)2dy <∞
donc, d’apre`s le the´ore`me de la convergence domine´e, Tjf peut s’e´crire :
Tjf (x) =
∑
k∈Z
〈f, θj,k〉 θj,k (x)
comme θj,k est dans L
2 (R) , Tjf soit alors dans L2 (R) .
Maintenant, pour de´montrer que
∀f ∈ L2 (R) lim
j→+∞
‖f − Tjf‖L2(R) = 0 (C.1)
il suffit de conside´rer pour les fonctions indicatrices des intervalle car les com-
binaisons line´aires finies des ces e´le´ments sont denses dans L2 (R) .
Soit f de´finie par :
f (x) =
{
1 si x ∈ [a, b]
0 si x /∈ [a, b]
On a,
Tjf (x) =
∫ b
a
2jA
(
2jx, 2jy
)
dy (C.2)
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L’ine´galite´ (2.30) implique
|Tjf (x)| ≤ C
∫ b
a
2j
(
1 + 2j |x− y|)−2 dy (C.3)
Si x /∈ [a, b] , alors on peut distinguer deux cas :
1. x > b∫ b
a
2j
(
1 + 2j |x− y|)−2 dy = ∫ b
a
2j
(
1 + 2j (x− y))−2 dy
=
(
1 + 2j (x− b))−1 − (1 + 2j (x− a))−1
Il vient : ∫ b
a
2j
(
1 + 2j |x− y|)−2 dy ≤ (1 + 2j(x− b))−1 (C.4)
2. x < a∫ b
a
2j
(
1 + 2j |x− y|)−2 dy = ∫ b
a
2j
(
1− 2j (x− y))−2 dy
=
(
1 + 2j (a− x))−1 − (1 + 2j (b− x))−1
Il vient : ∫ b
a
2j
(
1 + 2j |x− y|)−2 dy ≤ (1 + 2j (a− x))−1 (C.5)
On en de´duit que,
lim
j→+∞
Tjf (x) = 0
Si x ∈ ]a, b[ , alors on va montrer que
lim
j→+∞
Tjf (x) = 1
Remarquons que la formule
Tjf (x) =
∫ 2jb
2ja
A
(
2jx, y
)
dy
entraˆıne
Tjf (x) = 1−
∫ 2ja
−∞
A
(
2jx, y
)
dy −
∫ +∞
2jb
A
(
2jx, y
)
dy.
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Comme x ∈ ]a, b[ , 2ja < 2jx < 2jb, ensuite∣∣∣∣∣
∫ 2ja
−∞
A
(
2jx, y
)
dy
∣∣∣∣∣ ≤ C1
∫ 2ja
−∞
(
1 +
∣∣2jx− y∣∣)−2 dy
et ∫ 2ja
−∞
(
1 +
∣∣2jx− y∣∣)−2 dy = ∫ 2ja
−∞
(
1 + 2jx− y)−2 dy
donc ∫ 2ja
−∞
(
1 +
∣∣2jx− y∣∣)−2 dy = (1 + 2j (x− a))−1 (C.6)
D’ou`
lim
j→+∞
∫ 2ja
−∞
A
(
2jx, y
)
dy = 0
De meˆme ∣∣∣∣∫ +∞
2jb
A
(
2jx, y
)
dy
∣∣∣∣ ≤ C2 ∫ +∞
2jb
(
1 +
∣∣2jx− y∣∣)−2 dy
et ∫ +∞
2jb
(
1 +
∣∣2jx− y∣∣)−2 dy = ∫ +∞
2jb
(
1− (2jx− y))−2 dy
donc ∫ +∞
2jb
(
1 +
∣∣2jx− y∣∣)−2 dy = (1 + 2j (b− x))−1 (C.7)
D’ou`
lim
j→+∞
∫ +∞
2jb
A
(
2jx, y
)
dy = 0
On de´duit que
lim
j→+∞
Tjf (x) = 1
Par suite,
‖f − Tjf‖2L2(R) =
∫ b
a
|1− Tjf (x)|2 dx+
∫ a
−∞
|Tjf (x)|2 dx+
∫ +∞
b
|Tjf (x)|2 dx
D’apre`s les e´galite´s (C.6) et (C.7), on trouve que
|1− Tjf (x)|2 ≤ C.
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Alors, le the´ore`me de convergence domine´e montre que
lim
j→+∞
∫ b
a
|1− Tjf (x)|2 dx = 0
D’ailleurs, en utilisant les ine´galite´s (C.4) et (C.5), on obtient :
∀x < a, |Tjf (x)|2 ≤ C
(
1 + 2j (a− x))−2 ≤ C (1 + a− x)−2
et
∀x > b, |Tjf (x)|2 ≤ C
(
1 + 2j (x− b))−2 ≤ C (1− b+ x)−2
De plus,∫ a
−∞
(1 + a− x)−2 dx < +∞ et
∫ +∞
b
(1− b+ x)−2 dx < +∞
Alors, le the´ore`me de Lebesgue prouve que
lim
j→+∞
∫
x/∈[a,b]
|Tjf (x)|2 dx = 0
Par conse´quent,
lim
j→+∞
‖f − Tjf (x)‖L2(R) = 0
Condition suffisante :
Posons
α (x) =
∫
R
A (x, y) dy,
alors, la fonction α est 1−pe´riodique et elle est dans L∞ (R) .
Soit f = χ[−1,1], Tjf tend vers f dans L2 (R),
ensuite, pour tout 0 < r < 1 et x ∈ [−r, r]
Tjf (x) =
∫
R
A
(
2jx, y
)
dy −
∫ −2j
−∞
A
(
2jx, y
)
dy −
∫ +∞
2j
A
(
2jx, y
)
dy
= α
(
2jx
)
+ ε
(
2−j
)
La fonction D2jα est 2
−j−pe´riodique et elle tend vers 1 dans L2 ([−r, r]) .
On en de´duit que α (x) = 1 ∀ω ∈ R.
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Annexe 2.D
De´monstration du lemme 2.34
Pour tout n ∈ N et k ∈ N∗, on a :
Ink =
∫
R
|hk (ω)|2 einωdω =
∫
2kK
k∏
j=1
∣∣H (2−jω)∣∣2 einωdω
En faisant le changement de variable :
(
ω = 2kζ
)
, on obtient :
Ink = 2
k
∫
K
k−1∏
j=0
∣∣H (2jζ)∣∣2 ein2kζdζ
= 2k
∫
P
k−1∏
j=0
∣∣H (2jζ)∣∣2 ein2kζdζ
=
∫
2kP
k∏
j=1
∣∣H (2−jω)∣∣2 einωdω
=
∫
R
Mk (ω) e
inωdω
Donc ;
Ink =
∫ 2kpi
−2kpi
Mk (ω) e
inωdω =
∫ 0
−2kpi
Mk (ω) e
inωdω +
∫ 2kpi
0
Mk (ω) e
inωdω
Comme
M
(
2−jω + 2k−jpi
)
= M
(
2−jω
) ∀0 ≤ j ≤ k − 1
et
M
(
2−kω
)
+M
(
2−kω + pi
)
= 1
on obtient :∫ 0
−2kpi
Mk (ω) e
inωdω =
∫ 0
−2kpi
Mk−1 (ω) einωdω
−
∫ 0
−2kpi
Mk−1 (ω)M
(
2−kω + pi
)
einωdω
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D’autre part,∫ 0
−2kpi
Mk−1 (ω)M
(
2−kω + pi
)
einωdω =
∫ 0
−2kpi
k∏
j=1
M
(
2−j
(
ω + 2kpi
))
einωdω
=
∫ 2kpi
0
Mk (ω) e
inωdω, ζ = ω + 2kpi
donc
Ink =
∫ 0
−2kpi
Mk−1 (ω) einωdω =
∫ 2k−1pi
−2k−1pi
Mk−1 (ω) einωdω,
par suite, Ink = I
n
k−1 = ...... = I
n
1 et
In1 =
∫ 2pi
−2pi
(
1
2
∑
k∈Z
|hk|2 + 1
2
∑
k 6=m
hkhme
i(m−k)ω
2
)
einωdω =
{
2pi si n = 0
0 si n 6= 0
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Annexe 2.E
De´monstration du the´ore`me 2.32
Condition suffisante :
Posons
PN (ω) =
N∏
j=1
H
(
2−jω
)
, ω ∈ R
Le produit converge dans C si et seulement si :
lim
(N,M)→+∞
|PM (ω)− PN (ω)| = 0, ∀ω ∈ R
|PM (ω)− PN (ω)| =
∣∣∣∣∣
N∏
j=1
H
(
2−jω
)∣∣∣∣∣
∣∣∣∣∣
M∏
j=N+1
H
(
2−jω
)− 1∣∣∣∣∣ ∀M > N
D’apre`s (2.35) , |H (ω)| ≤ 1 ∀ω ∈ R et on a :
|PM (ω)− PN (ω)| ≤
∣∣∣∣∣
M∏
j=N+1
H
(
2−jω
)− 1∣∣∣∣∣
En utilisant La formule :
z1z2......zL − 1 =
L−1∑
i=1
(zi − 1) zi+1......zL + (zL − 1)
on trouve que,
|PM (ω)− PN (ω)| ≤
∣∣∣∣∣
M−1∑
j=N+1
(
H
(
2−jω
)− 1)H (2−(j+1)ω) .......H (2−M)∣∣∣∣∣
+
∣∣H (2−Mω)− 1∣∣
≤
M∑
j=N+1
∣∣H (2−jω)− 1∣∣
Remarquons aussi que,∣∣H (2−jω)− 1∣∣ = ∣∣H (2−jω)−H (0)∣∣ ≤ C2−j |ω| , C > 0
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Il vient ;
|PM (ω)− PN (ω)| ≤ C |ω|
2N
→ 0, quand N,M → +∞
Par conse´quent, PN converge simplement dans C.
Si on a pose´ :
hk (ω) =
k∏
j=1
H
(
2−jω
)
χ2kK
et en tenant compte que 0 ∈ inte´rieure (K) , alors hk converge aussi vers la
meˆme limite de PN . Ce qui nous permet d’e´crire :
lim
N→+∞
|PN (ω)|2 = lim
k→+∞
|hk (ω)|2 = |h∞ (ω)|2
d’apre`s le lemme de Fatou,∫
R
|h∞ (ω)|2 dω ≤ lim
k→+∞
∫
R
|hk (ω)|2 dω = 2pi.
Il vient : ϕˆ ∈ L2 (R) .
D’ailleurs, la continuite´ de H implique que |h∞|2 est continue,
soit ω ∈ R tel que ω ∈ K, alors d’apre`s le fait que
∀j ≥ 1 H (2−jω) 6= 0 et
lim
ω→0
|h∞ (ω)|2 6= 0
Il vient :
∃C > 0, ∀ω ∈ K; |h∞ (ω)|2 ≥ C
Si ω ∈ 2kK, alors
|h∞ (ω)|2 = |hk (ω)|2
∣∣∣h∞ ( ω
2k
)∣∣∣2 ,
ce qui entraˆıne
|hk (ω)|2 ≤ 1
C
|h∞ (ω)|2 .
Cette ine´galite´ est ve´rifie´e pour tout ω ∈ R, puisque
|hk (ω)|2 = 0 si ω /∈ 2kK
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D’apre`s le the´ore`me de convergence domine´e, on trouve que
lim
k→+∞
∫
R
|hk (ω)|2 dω =
∫
R
|h∞ (ω)|2 dω = 2pi.
et
‖ϕ‖L2(R) = 1
Aussi
〈ϕ, ϕ0,k〉 = 1
2pi
∫
R
|h∞ (ω)|2 eikωdω = δ0,k
Parailleurs, si on de´finit la suite (Vj)j∈Z comme :
Vj =
{∑
k∈K
αj,kϕj,k |K| <∞
}
Alors, (Vj)j∈Z est une analyse multire´solution re´gulie`re de L
2 (R) . En effet,
la re´gularite´ de ϕ se de´duit d’apre`s le fait que ϕˆ ∈ Hm (R) , ∀m ∈ N (voir
Cohen [4] ).
Condition ne´cessaire :
Soit une analyse multire´solution re´gulie`re, nous savons de´ja` a` propos de
la fonction H, que les proprie´te´s P1), P2), P3) sont re´alise´es. Il nous reste a`
trouver que P4) est ve´rifie´e. Ceci s’ave`re eˆtre une conse´quence des proprie´te´s
ϕˆ ∈ Hm (R) ,∀m ∈ N et ∑
k∈Z
|ϕˆ (ω + 2kpi)|2 = 1.
Comme
∑
k∈Z
|ϕˆ (ω + 2kpi)|2 converge uniforme´ment sur [−pi, pi] , alors on
peut e´crire :
∀ε > 0, ∃N (ε) ∈ N∗ ; ∀n ≥ N (ε) , ∀ω ∈ [−pi, pi]∣∣∣∣∣
n∑
k=−n
|ϕˆ (ω + 2kpi)|2 − 1
∣∣∣∣∣ < ε
et pour ε =
1
2
, on a
∀ω ∈ [−pi, pi] ,
∑
|k|≤N( 12)
|ϕˆ (ω + 2kpi)|2 > 1
2
69
il vient aussi,
∀ω ∈ [−pi, pi] ,
∑
|ω+2kpi|≤pi(2N( 12)+1)
|ϕˆ (ω + 2kpi)|2 > 1
2
Cette ine´galite´ montre que, pour tout ω ∈ [−pi, pi] ,
il existe ζ = ω + 2kωpi dans B
(
0, pi
(
2N
(
1
2
)
+ 1
))
tel que,
|ϕˆ (ω + 2kωpi)| ≥ C > 0
Cette ine´galite´ reste vraie dans un voisinage ouvert Uω de ω, puisque ϕˆ est
continue.
Comme ϕˆ (0) = 1, on peut choisir k0 = 0. Recouvrons maintenant P =
[−pi, pi] de manie`re suivante ; P ⊂ ⋃
ω∈P
Uω ce qui entraˆıne que P =
L⋃
i=0
(Uωi ∩ P ) .
a` partir de ce recouvrement {Uωi ∩ P}Li=0 , nous pouvons extraire une
partition de [−pi, pi] quand on l’a de´fini par :
R0 = U0 ∩ P
Rj =
(
Uωj ∩ P
)− j−1⋃
`=0
R`
un re´sultat imme´diat que, pour tout ω dans Rj on a ; |ϕˆ (ω + 2kjpi)| ≥ C > 0,
ou` kj = kωj .
la proprie´te´ P4 est par conse´quent mise en e´vidence en de´finissant le
compact K par : K =
L⋃
j=0
(Rj + 2kjpi). En effet, 0 ∈ int (U0 ∩ P ) ⊂ int (K)
et pour tout j ≥ 1 et tout ζ dans K, |H (2−jζ)| ≥ |ϕˆ (ζ)| ≥ C > 0.
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Chapitre 3
Familles des ondelettes
fre´quemment utilise´es
Il existe des familles des ondelettes orthogonales fre´quemment utilise´es
dans la pratique. Les plus connues sont les ondelettes a` support compact
comme (Ondelette de Haar, ondelettes de Daubechies, ondelettes de Coif-
man), les ondelettes biorthogonales et paquets d’ondelettes.
3.1 Ondelettes a` support compact
3.1.1 Ondelette de Haar
C’est la premie`re ondelette, qui a e´te´ utilise´e par les chercheurs pour le
traitement du signal a` cause de son inte´reˆt dans la simplicite´ du filtre et de
l’algorithme de calcul. Sa forme est e´crite comme suit :
ψ (x) =

1 si x ∈ [0, 1
2
[
−1 si x ∈ [1
2
, 1
[
0 si x < 0 ou x ≥ 1
3.1.2 Ondelettes de Daubechies
Elles ont e´te´ construites par Ingrid Daubechies en 1988 de telle sorte
qu’elles aient le support le plus petit pour un nombre de moments nuls
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N (N ≥ 1) et elles sont note´es D2N , dans ce cas les fonctions ϕ et ψ sont
ve´rifiant : ∫
R
x`ψ (x) dx = 0, ∀` = 0, ......, N − 1 (3.1)
suppϕ ⊂ [0, 2N − 1] (3.2)
suppψ ⊂ [−N + 1, N ] (3.3)
Cette ondelette est vue comme une ge´ne´ralisation de l’ondelette de Haar
(N = 1) , telle que sa construction (ondelettes de Daubechies) se fait a` par-
tir du filtre H en vertu du the´ore`me (2.32) , ou` le the´ore`me suivant montre
l’existence de telles ondelettes.
The´ore`me 3.1 (Daubechies) : Un filtre discret H a N ze´ros a` ω = pi et
a` coefficients re´els, posse`de au moins 2N coefficients non nuls. Les filtres de
Daubechies ont exactement 2N coefficients non nuls.
La de´monstration de ce the´ore`me ne´cessite les the´ore`mes suivants.
The´ore`me 3.2 : La fonction d’e´chelle ϕ a un support compact si et seule-
ment si le support de H est compact.
Dans ce cas, leurs supports seront les meˆmes. Si le support de H et ϕ est
[N1, N2] alors le support de ψ est :[
N1 −N2 + 1
2
,
N2 −N1 + 1
2
]
The´ore`me 3.3 (Bezout) : Soit Q1 et Q2 deux polynoˆmes de degre´s n1 et
n2 qui ont des ze´ros diffe´rents, il existe alors deux polynoˆmes uniques P1 et
P2 de degre´s n1 − 1 et n2 − 1 tel que
P1 (y)Q1 (y) + P2 (y)Q2 (y) = 1 (3.4)
De´monstration du the´ore`me 3.1 :
On pose
H (ω) =
1√
2
L−1∑
k=0
hke
−ikω
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Pour assurer que H a N ze´ros a` ω = pi, il doit satisfaire :
H (ω) =
(
1 + e−iω
2
)N
R
(
e−iω
)
Lorsque {hk}L−1k=0 sont re´els, |H (ω)|2 est une fonction paire, elle peut eˆtre
de´compose´e en se´rie de cosω.
Ainsi, R est un polynoˆme en cosω qui peut e´galement eˆtre e´crit comme un
polynoˆme P
(
sin2 ω
2
)
:
|H (ω)|2 = cos2N ω
2
P
(
sin2
ω
2
)
Dans ce cas, la condition de quadrature (2.35) devient :
(1− y)N P (y) + yNP (1− y) = 1,
pour tout y = sin2 ω
2
∈ [0, 1] .
Pour minimiser le nombre des coefficients non nuls de H (ω) , il faut trou-
ver la solution P (y) > 0 de degre´ minimal. D’apre`s le the´ore`me de Bezout
(3.3) et en posant :
Q1 (y) = (1− y)N et Q2 (y) = yN , alors ces deux polynoˆmes ont N ze´ros
diffe´rents et il existe deux polynoˆmes P1 et P2 telle que :
(1− y)N P1 (y) + yNP2 (y) = 1
ou` P2 (y) = P1 (1− y) = P (1− y) avec
P (y) =
N−1∑
k=0
(
N − 1 + k
k
)
yk
Il faut maintenant construire le polynoˆme de degre´ minimal
R
(
e−iω
)
=
m∑
k=0
rke
−ikω = r0
m∏
k=0
(
1− ake−iω
)
tel que |R (e−iω)|2 = P (sin2 ω
2
)
.
Lorsque les coefficients sont re´els, R¯ (e−iω) = R (eiω) , on peut e´crire :∣∣R (e−iω)∣∣2 = R (e−iω)R (eiω) = P (2− eiω − e−iω
4
)
= Q
(
e−iω
)
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Cette factorisation est re´solue par la ge´ne´ralisation de cette relation dans
tout le plan complexe, avec la variable z = e−iω :
R (z)R
(
z−1
)
= r20
m∏
k=0
(1− akz)
(
1− akz−1
)
= Q (z) = P
(
2− z − z−1
4
)
Le calcul de R revient a` calculer les racines ck de Q (z) . Comme les
coefficients de Q (z) sont re´els et comme Q (z) est une fonction de z + z−1,(
ck,
1
ck
et 1
ck
)
sont aussi les racines de Q (z) . Pour construire R (z) , chaque
racines ak de R (z) sera soit ck, soit
1
ck
.
Cette proce´dure fournit un polynoˆme de degre´ m = N − 1 avec r20 =
Q (0) = P
(
1
2
)
= 2N−1. Le filtre correspondant H de taille minimale et il a
L = N +m+ 1 = 2N coefficients non nuls.
3.1.3 Ondelettes de Coifman (coiflets)
Les coiflets sont un cas particulier d’ondelettes de Daubechies, elles ont e´te´
construites par Coifman, telle que la fonction d’e´chelle elle ait aussi des mo-
ments nuls : on a de`s lors la relation (3.1) ve´rifie´e pour ψ, et la fonction
d’e´chelle ve´rifie : ∫
R
ϕ (x) dx = 1 (3.5)∫
R
x`ϕ (x) dx = 0, ∀` = 1, ..., N − 1 (3.6)
Dans ce cas, Tian and Wells Jr en 1997 ont de´montre´ le the´ore`me sui-
vant.
The´ore`me 3.4 : Soient ϕ la fonction d’e´chelle de Coifman posse`de N mo-
ments nuls et f une fonction de CN (R) a` support compact, on de´finit :
Sjf(x) = 2
− j
2
∑
k∈Z
f
(
k
2j
)
ϕj,k (x) , ∀j ∈ Z (3.7)
alors,
‖f − Sjf‖L2(R) ≤ C2−jN (3.8)
ou` la constante C depend seulement de f et ϕ.
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De´monstration du the´ore`me 3.4 :
Tout d’abord, le de´veloppement de Taylor correspondant a` f au point x
produit,
f(y) =
N−1∑
`=0
f (`) (x)
`!
(y − x)` + f
(N) (θ)
N !
(y − x)N
et pour y = k
2j
, on a
f(
k
2j
) =
N−1∑
`=0
f (`) (x)
`!
(
k
2j
− x)` + f
(N) (θk)
N !
(
k
2j
− x
)N
en multipliant par ϕj,k (x) , on trouve
f(
k
2j
)ϕj,k (x) =
N−1∑
`=0
f (`) (x)
`!
(
k
2j
− x)`ϕj,k (x) + f
(N) (θk)
N !
(
k
2j
− x
)N
ϕj,k (x)
=
N−1∑
`=0
f (`) (x)
`!
(−1)`
2j(`−
1
2
)
(2jx− k)`ϕ (2jx− k)
+
f (N) (θk)
N !
(
k
2j
− x
)N
ϕj,k (x)
d’ou` ∑
k∈Z
f(
k
2j
)ϕj,k (x) =
N−1∑
`=0
f (`) (x)
`!
(−1)`
2j(`−
1
2
)
∑
k∈Z
(2jx− k)`ϕ (2jx− k)
+
∑
k∈Z
f (N) (θk)
N !
(
k
2j
− x
)N
ϕj,k (x)
d’apre`s la relation (2.53) , on obtient∑
k∈Z
f(
k
2j
)ϕj,k (x) =
N−1∑
`=0
f (`) (x)
`!
(−1)`
2j(`−
1
2
)
∫
R
x`ϕ (x) dx
+
∑
k∈Z
f (N) (θk)
N !
(
k
2j
− x
)N
ϕj,k (x)
= 2
j
2f(x) +
∑
k∈Z
f (N) (θk)
N !
(
k
2j
− x
)N
ϕj,k (x)
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donc, Sjf(x) s’exprime par
Sjf(x) = f(x) + 2
− j
2
∑
k∈Z
f (N) (θk)
N !
(
k
2j
− x
)N
ϕj,k (x)
ce qui permet d’e´crire
‖f(x)− Sjf(x)‖L2(R) =
2−j(
1
2
+N)
N !
∥∥∥∥∥∑
k∈Z
f (N) (θk)
(
2jx− k)N ϕj,k (x)
∥∥∥∥∥
L2(R)
D’autre part, supposons que suppf et suppϕ ⊂ [−K,K] , tel que K ∈ N,
alors∥∥∥∥∑
k∈Z
f (N) (θ) (2jx− k)N ϕj,k (x)
∥∥∥∥2
L2(R)
=
∑
|k|, |k´|≤(1+2j)K
∫
R
(
f (N) (θk) f
(N) (θk´) (2
jx− k)N ϕj,k(x)
(
2jx− k´
)N
ϕj,k´(x)
)
dx
≤ ∑
|k|, |k´|≤(1+2j)K
∫
R
(∣∣f (N) (αk) f (N) (βk´)∣∣ g(y, k)g(y, k´)) dy
ou` g(y, z) = (1 + |y − z|)N |ϕ0,z(y)|
en vertu de la re´gularite´ de ϕ, il vient∥∥∥∥∥∑
k∈Z
f (N) (θ)
(
2jx− k)N ϕj,k (x)
∥∥∥∥∥
2
L2(R)
≤
∑
|k|, |k´|≤(1+2j)K
C1
≤ C22j
En conse´quence,
‖f(x)− Sjf(x)‖L2(R) ≤ C2−jN
3.2 Ondelettes biorthogonales
E´tant donne´es (Vj)j∈Z ,
(
V˜j
)
j∈Z
deux analyses multire´solutions re´gulie`res ca-
racte´rise´es par leurs fonctions d’e´chelles ϕ, ϕ˜ respectivement, ve´rifient la
condition de la biorthogonalite´ :
〈ϕ0,k, ϕ˜0,`〉 = δk,` ∀k, ` ∈ Z (3.9)
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alors, les fonctions ψ, ψ˜ de´finies par :
ψ (x) =
∑
k∈Z
g˜k
√
2ϕ (2x− k) (3.10)
ψ˜ (x) =
∑
k∈Z
gk
√
2ϕ˜ (2x− k) (3.11)
ou` gk = (−1)k h1−k et g˜k = (−1)k h˜1−k.
engendrent par translation des bases orthonorme´es de W0, W˜0. Les ondelettes
ψ, ψ˜ sont appelle´es ondelette primale, duale respectivement.
D’apre`s ces relations, on peut de´duire le the´ore`me ci-dessous.
The´ore`me 3.5 : (Cohen, Daubechies, Feauveau)
On dispose deux AMR re´gulie`res (Vj)j∈Z ,
(
V˜j
)
j∈Z
et biorthogonales, on a :
1. Les coefficients des filtres ve´rifient entre eux :∑
`∈Z
h2n+`h˜` = δ0,n ∀n ∈ Z (3.12)
2. Les filtres d’ondelettes ve´rifient aussi :∑
`∈Z
g˜2n+`g` = δ0,n ∀n ∈ Z (3.13)
3. Les ondelettes ψ, ψ˜ sont biorthogonales.
4. Pour tout j ∈ Z, on a, Wj ⊥ V˜j, W˜j ⊥ Vj, Wj ⊥ W˜k ∀k 6= j.
5. Pour tout f ∈ L2 (R) , on a
f =
∑
j∈Z
∑
k∈Z
〈
f, ψ˜j,k
〉
ψj,k =
∑
j∈Z
∑
k∈Z
〈f, ψj,k〉 ψ˜j,k (3.14)
3.3 Paquets d’ondelettes
Les paquets d’ondelettes ont e´te´ construites par Coifman, Meyer et Wicke-
rhauser, qui sont conside´re´es comme une ge´ne´ralisation des autres ondelettes,
l’avantage principal des paquets d’ondelettes est qu’on a la liberte´ du choix
de la base de la de´composition du signal, le the´ore`me suivant pre´sente les
paquets d’ondelettes a` partir du filtre H.
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The´ore`me 3.6 (Coifman, Meyer et Wickerhauser) :
Soit {θ (x− k) , k ∈ Z} une base orthonorme´e d’un espace vectoriel U de
L2 (R) et H est un polynoˆme trigonome´trique ve´rifiant :
|H (ω)|2 + |H (ω + pi)|2 = 1 (3.15)
on de´finit :
uˆ (ω) = H
(ω
2
)
θˆ
(ω
2
)
, (3.16)
vˆ (ω) = e−i
ω
2H
(ω
2
+ pi
)
θˆ
(ω
2
)
(3.17)
alors, {u−1,k, k ∈ Z}∪{v−1,k, k ∈ Z} constitue une base orthonorme´e de U.
Pour bien de de´tail sur les paquets d’ondelettes, on peut revenir a` la
re´fe´rence [12] .
3.4 Justification du choix des ondelettes
Dans la compression et le de´bruitage d’un signal, notre but est de repre´se-
nter ce signal dans une base d’ondelette avec les moins de coefficients pos-
sibles. En effet, il existe des proprie´te´s spe´cifiques des ondelettes, qui per-
mettent de re´duire du nombre des coefficients des ondelettes et de la`, il ne
reste qu’un nombre petit de ces coefficients ne´cessaire a` la reconstruction,
citons : La localisation, l’oscillation et la re´gularite´. On va les e´tudier dans
cette section pour un signal 1-D, et pour le cas d’une image (signal 2-D s’en
de´duit) facilement.
-La localisation : Elle permet en ge´ne´ral, d’e´viter du proble`me de la
singularite´, qui peut se traduire en terme mathe´matique a` la taille du support
de la fonction d’e´chelle et a` celle de l’ondelette. En fait, si la taille est petite,
alors le nombre des points de la singularite´ soit faible.
-L’oscillation : Ceci se traduit graphiquement par plusieurs passages par
ze´ro de l’ondelette, elle peut s’exprimer en terme de nombre de moments nuls
N de la fonction ψ. Si l’on conside`re une fonction re´gulie`re, les coefficients
d’ondelettes dj,k ve´rifiant :
|dj,k| ≤ C2−j(N+ 12)
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Cette relation montre qu’on peut mettre a` ze´ro une grande quantite´ des
coefficients d’ondelettes pour reconstruire le signal.
-La re´gularite´ : Elle peut se pre´senter dans la re´gularite´ de la fonction
d’e´chelle est la meˆme que celle de l’ondelette associe´e. Cette proprie´te´ est utile
lors de la reconstruction comme dans l’utilisation des ondelettes biorthogo-
nales, en ce qu’elle permet d’obtenir des coefficients d’ondelettes plus petits.
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Chapitre 4
Analyse multire´solution de
L2 (Rn)
La notion d’analyse multire´solution de L2 (R) se prolonge d’une manie`re
analogue a` L2 (Rn) , telle que l’e´nonce Y. Meyer (voir [41]).
4.1 De´finitions et proprie´te´s
De´finition 4.1 : On appelle analyse multire´solution de L2 (Rn) , une suite
croissante (Vj)j∈Z de sous-espaces vectoriels ferme´s de L
2 (Rn) ayant les pro-
prie´te´s suivantes :
(a)
⋂
j∈Z
Vj = {0} et
⋃
j∈Z
Vj est dense dans L
2 (Rn) .
(b) Pour tout f ∈ V0 et k ∈ Zn, on a f (.− k) ∈ V0.
(c) Pour tout j ∈ Z, on a f ∈ Vj si et seulement si D2f ∈ Vj+1.
(d) Il existe une fonction θ ∈ V0, telle que la suite {θ (.− k)}k∈Zn est une
base de Riesz de V0.
De´finition 4.2 : Une analyse multire´solution (Vj)j∈Z de L
2 (Rn) est r−re´gul-
ie`re (r ∈ N) , si la fonction θ de la de´finition ci-dessus satisfait :
∀m ∈ N, ∃Cm > 0, ∀α = (α1, α2, ......, αn) ∈ Nnet |α| ≤ r
|∂αθ (x)| ≤ Cm (1 + |x|)−m , (4.1)
pour tout x ∈ Rn.
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Le the´ore`me suivant montre l’existence d’une analyse multire´solution (Vj)j∈Z
de L2 (Rn) a` partir d’une analyse multire´solution re´gulie`re
(
V 1j
)
j∈Z de L
2 (R)
.
The´ore`me 4.3 : Etant donne´e une analyse multire´solution re´gulie`re
(
V 1j
)
j∈Z
de L2 (R) , caracte´rise´e par sa fonction d’e´chelle ϕ.
On de´finit une suite (Vj)j∈Z de manie`re suivante :
Pour tout j ∈ Z,
Vj = V
1
j
⊗
V 1j
⊗
.........
⊗
V 1j (n fois) (4.2)
Alors, (Vj)j∈Z est une analyse multire´solution re´gulie`re de L
2 (Rn) caracte´rise´e
par sa fonction d’e´chelle φ, telle que :
∀x = (x1, x2, ......, xn) ∈ Rn, φ (x) = ϕ (x1)ϕ (x2) ......ϕ (xn) . (4.3)
De´monstration du the´ore`me 4.3 : On a d’abord (Vj)j∈Z est une suite
croissante de sous-espaces ferme´s de L2 (Rn) .
Par suite, on va montrer les proprie´te´s de la de´finition ge´ne´rale :
(a) En effet, La densite´ se de´duit d’apre`s la formule :∣∣∣φˆ (0)∣∣∣ = 1, (voir [4] )
et ⋂
j∈Z
Vj = 0, toujours ve´rifie´e.
(b) Pour tout f ∈ V0 et k = (k1, k2, ......, kn) ∈ Zn, il existe une suite {fi}ni=1 ∈
V 10 telle que :
pour tout x = (x1, x2, ......, xn) ∈ Rn, on a
f (x− k) = f1 (x1 − k1) f2 (x2 − k2) ......fn (xn − kn) .
comme chaque fi (.− ki) , i = 1, ......, n appartient a` V 10 , on a f (.− k) ∈
V0.
(c) Pour tout j ∈ Z, on a
f ∈ Vj ⇔ ∃{fi}ni=1 ∈ V 1j ; f = f1f2......fn
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Nous avons de´ja` su que,
pour tout i = 1, ......, n, fi ∈ V 1j si et seulement siD2fi ∈ V 1j+1.
Ce qui signifie que,
f ∈ Vj ⇔ D2f ∈ Vj+1
(d) Pour tout f ∈ V0, il existe une suite des fonctions {fi}ni=1 ∈ V 10 telle que,
f = f1f2......fn,
d’ou`
f =
∑
(k1,k2,......,kn)∈Zn
α1,k1α2,k2 ......αn,knϕ (.− k1)ϕ (.− k2) ......ϕ (.− kn) ,
d’apre`s la de´finition de φ, on trouve que la suite {φ (.− k)}k∈Zn engendre
V0.
Maintenant, on va montrer l’orthonormalite´.
Pour tout k,m ∈ Zn, on a
〈φ0,k, φ0,m〉 =
∫
Rn
φ (x− k)φ (x−m)dx
=
n∏
i=1
〈ϕ0,ki , ϕ0,mi〉
= δk,m
On en de´duit que {φ (.− k)}k∈Zn est une base orthonorme´e de V0.
The´ore`me 4.4 : Soit (Vj)j∈Z une analyse multire´solution re´gulie`re de L
2 (Rn)
telle que sa fonction d’e´chelle φ donne´e par la relation (4.3).
Alors, pour tout j ∈ Z, la suite de fonctions {φj,k}k∈Zn ou`
φj,k (x) = 2
n j
2φ
(
2jx− k) (4.4)
est une base orthonorme´e de Vj.
De´monstration du the´ore`me 4.4 : Pour tout f ∈ Vj, la fonction D2−jf ∈
V0 et
D2−jf =
∑
k∈Zn
∫
Rn
f
(
2−jx
)
φ (x− k)dxφ0,k,
82
en faisant le changement de variable y = 2−jx, on obtient :
f =
∑
k∈Zn
〈f, φj,k〉φj,k,
D’ailleurs, pour tout k,m ∈ Zn, on a
〈φj,k, φj,m〉 =
∫
Rn
2njφ
(
2jx− k)φ (2jx−m)dx
=
n∏
i=1
〈ϕj,ki , ϕj,mi〉
= δk,m
Par conse´quent, {φj,k}k∈Zn est une base orthonorme´e de Vj.
Soit (Vj)j∈Z une analyse multire´solution de L
2 (Rn) , si l’on note Wj le
comple´montaire orthogonal de Vj dans Vj+1, on a en terme ensembliste
Vj+1 = Vj
⊕
Wj
ce qui peut se traduire sur les ope´rateurs par la relation :
Pj+1 = Pj +Qj,
ou`Qj est l’ope´rateur de projection orthogonale de L
2 (Rn) surWj.
De la de´finition de l’analyse multire´solution, on a
L2 (Rn) =
⊕
j∈Z
Wj,
ce qui signifie qu’une base de L2 (Rn) peut eˆtre constitue´e des bases des
diffe´rents sous-espaces Wj.
Dans un cadre assez ge´ne´ral, Y. Meyer [41] a de´montre´ l’existence d’une base
orthonormale d’ondelettes.
Notons qu’il s’agit en fait d’un cas particulier, mais tre`s important obtenue
par produit tensoriel, c’est d’ailleurs le cas le plus souvent utilise´ dans la
pratique.
Nous allons rappeler ici le the´ore`me d’existence :
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The´ore`me 4.5 : Soit (Vj)j∈Z une analyse multire´solution re´gulie`re de L
2 (Rn)
telle que sa fonction d’e´chelle est donne´e par la relation (4.3) .
Alors, il existe q = 2n− 1 fonctions ψ(1), ψ(2), ......, ψ(2n−1) appartient a` V1 et
ayant les proprie´te´s suivante :
(i) les fonctions
{
ψ(`) (.− k) , 1 ≤ ` ≤ q, k ∈ Zn} forment une base ortho-
norme´e de W0.
(ii) Les fonctions
{
ψ
(`)
j,k, 1 ≤ ` ≤ q, k ∈ Zn, j ∈ Z
}
forment une base ortho-
norme´e de L2 (Rn) .
De´monstration du the´ore`me 4.5 :
(i) Pour tout j ∈ Z, on a
Vj+1 = V
1
j+1
⊗
V 1j+1
⊗
.........
⊗
V 1j+1 (n fois)
=
(
V 1j
⊕
W 1j
)⊗(
V 1j
⊕
W 1j
)⊗
.........
⊗(
V 1j
⊕
W 1j
)
(n fois)
= Vj
⊕
Wj
ou`Wj est le comple´montaire orthogonal de Vj dans Vj+1.
Si on de´finit la famille
{
ψ(`)
}2n−1
`=1
comme suit :
ψ(`) (x1, x2, ......, xn) =
n∏
j=1
ψεj,` (xj)
{εj,`}nj=1 ∈ {0, 1}n − {0}n
ψ0 = ϕ
ψ1 = ψ
La suite
{
ψ(`) (.− k)}2n−1
`=1
est une base orthonorme´e deW0.
Par suite,
{
ψ
(`)
j,k, k ∈ Zn, ` = 1, ......, 2n − 1
}
est une base orthonorme´e de
Wj, puisque on a les meˆme re´sultats en dimension n, sur la base d’onde-
lettes.
(ii) D’apre`s la relation :
L2 (Rn) =
⊕
j∈Z
Wj
on trouve que la suite
{
ψ
(`)
j,k, j ∈ Z, k ∈ Zn, ` = 1, ......, 2n − 1
}
est une base
orthonorme´e de L2 (Rn) .
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En dimension 2, une construction peut se faire par le the´ore`me suivant :
The´ore`me 4.6 : Soit (Vj)j∈Z une analyse multire´solution re´gulie`re de L
2 (R2) .
Soit φ (x, y) = ϕ (x)ϕ (y) la fonction d’e´chelle 2-D associe´e et ψ l’onde-
lette 1-D associe´e a` ϕ.
On peut alors construire les trois ondelettes suivantes :
ψ(1) (x, y) = ϕ (x)ψ (y) (4.5)
ψ(2) (x, y) = ψ (x)ϕ (y) (4.6)
ψ(3) (x, y) = ψ (x)ψ (y) (4.7)
Pour tout j, n,m ∈ Z, on a le syste`me :{
ψ
(1)
j,(n,m), ψ
(2)
j,(n,m), ψ
(3)
j,(n,m)
}
(n,m)∈Z2
qui forme une base orthonorme´e de Wj.
De plus, le syste`me :{
ψ
(1)
j,(n,m), ψ
(2)
j,(n,m), ψ
(3)
j,(n,m)
}
(j,n,m)∈Z3
qui constitue une base orthonorme´e de L2 (R2) .
De´monstration du the´ore`me 4.6 :
Pour tout j ∈ Z, on a
Vj+1 = V
1
j+1
⊗
V 1j+1
=
(
V 1j
⊕
W 1j
)⊗(
V 1j
⊕
W 1j
)
=
(
V 1j
⊗
V 1j
)⊕(
V 1j
⊗
W 1j
)⊕(
W 1j
⊗
V 1j
)
⊕(
W 1j
⊗
W 1j
)
d’ou`
Wj =
(
V 1j
⊗
W 1j
)⊕(
W 1j
⊗
V 1j
)⊕(
W 1j
⊗
W 1j
)
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ce qui montre que la suite{
ψ
(1)
j,(n,m), ψ
(2)
j,(n,m), ψ
(2)
j,(n,m)
}
(n,m)∈Z2
est une base orthonorme´e de Wj.
Par conse´quent, {
ψ
(1)
j,(n,m), ψ
(2)
j,(n,m), ψ
(3)
j,(n,m)
}
(j,n,m)∈Z3
est une base orthonorme´e de L2 (R2) .
4.2 Algorithmes de Mallat pour (n = 2)
Nous de´crivons ici l’algorithme de S. Mallat, pour une analyse multire´solu-
tion de L2 (R2) .
On conside`re une fonction f ∈ L2 (R2) et Pj (resp. Qj) la projection de
f dans Vj (resp. Wj) , alors :
Pjf =
∑
n,m∈Z
〈
f, φj,(n,m)
〉
φj,(n,m) (4.8)
et on de´signe par AIjf =
{〈
f, φj,(n,m)
〉}
(n,m)∈Z2 :l’approximation de f a` la
re´solution 2−j, on trouve que :〈
f, φj,(n,m)
〉
=
∫
R2
f (x, y) 2jφ
(
2jx− n, 2jy −m) dxdy
=
∫
R2
f (x, y) 2jφ
[−2j ((2−jn, 2−jm)− (x, y))] dxdy
= f ∗ φ2j
(
2−jn, 2−jm
)
ou` on a pose´ φa (x, y) = aφ (−ax,−ay) .
L’approximation de f a` la re´solution 2−j peut donc eˆtre obtenue comme pro-
duit de convolution.
De meˆme, la projection de f dansWj se de´compose en :
-Projection dans V 1j
⊗
W 1j :
Q
(1)
j f =
∑
n,m∈Z
〈
f, ψ
(1)
j,(n,m)
〉
ψ
(1)
j,(n,m) (4.9)
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-Projection dans W 1j
⊗
V 1j :
Q
(2)
j f =
∑
n,m∈Z
〈
f, ψ
(2)
j,(n,m)
〉
ψ
(2)
j,(n,m) (4.10)
-Projection dans W 1j
⊗
W 1j :
Q
(3)
j f =
∑
n,m∈Z
〈
f, ψ
(3)
j,(n,m)
〉
ψ
(3)
j,(n,m) (4.11)
Ces projections se caracte´risent par les coefficients qui peuvent s’e´crire de la
meˆme manie`re que
〈
f, φj,(n,m)
〉
.
-Formule de la de´composition :
Comme Vj ⊂ Vj+1, il vient
φj,(n,m) =
∑
k,`∈Z
〈
φj,(n,m), φj+1,(k,`)
〉
φj+1,(k,`) (4.12)
d’ou` 〈
f, φj,(n,m)
〉
=
∑
k,`Z
〈
φj,(n,m), φj+1,(k,`)
〉 〈
f, φj+1,(k,`)
〉
(4.13)
D’autre part,〈
φj,(n,m), φj+1,(k,`)
〉
=
∫
R2 2
2j+1φ (2jx− n, 2jy −m)φ (2j+1x− k, 2j+1y − `) dxdy
En faisant le changement de variable,
X = 2j+1x− k, Y = 2j+1y − `
on obtient, 〈
φj,(n,m), φj+1,(k,`)
〉
= φ ∗ φ2−1 (2n− k, 2m− `) ,
(4.13) devient,
AIj,(n,m)f =
∑
k,`∈Z
φ ∗ φ2−1 (2n− k, 2m− `)AIj+1,(k,`)f (4.14)
On montre aussi que si l’on note DI
(1)
j , DI
(2)
j et DI
(3)
j les coefficients
des projections de la fonction f respectivement dans : V 1j
⊗
W 1j , W
1
j
⊗
V 1j ,
W 1j
⊗
W 1j , alors on a les e´quations suivantes :
DI
(1)
j,(n,m)f =
∑
k,`∈Z
φ ∗ ψ(1)2−1 (2n− k, 2m− `)AIj+1,(k,`)f (4.15)
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DI
(2)
j,(n,m)f =
∑
k,`∈Z
φ ∗ ψ(2)2−1 (2n− k, 2m− `)AIj+1,(k,`)f (4.16)
DI
(3)
j,(n,m)f =
∑
k,`∈Z
φ ∗ ψ(3)2−1 (2n− k, 2m− `)AIj+1,(k,`)f (4.17)
Le sche´ma d’algorithme de Mallat associe´ a` cette de´composition est repre´sente´
dans la Figure 4.1 :
Lignes Colonnes
G˜ 1↓2 DI
(3)
j f
G˜ 2↓1
H˜ 1↓2 DI
(2)
j f
AIj+1f →
G˜ 1↓2 DI
(1)
j f
H˜ 2↓1
H˜ 1↓2 AIjf
X : Convolution (lignes ou colonnes) avec le filtre X
1 ↓ 2 : Conserver une ligne sur deux
2 ↓ 1 : Conserver une colonne sur deux
Figure 4.1 – Sche´ma de de´composition
-Formule de la reconstruction : En fait, l’espaceVj+1 peut s’exprimer
comme une somme directe de Vj et Wj, on trouve alors,
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φj+1,(n,m) =
∑
k,`∈Z
〈
φj+1,(n,m), φj,(k,`)
〉
φj,(k,`)
+
∑
k,`∈Z
〈
φj+1,(n,m), ψ
(1)
j,(k,`)
〉
ψ
(1)
j,(k,`)
+
∑
k,`∈Z
〈
φj+1,(n,m), ψ
(2)
j,(k,`)
〉
ψ
(2)
j,(k,`)
+
∑
k,`∈Z
〈
φj+1,(n,m), ψ
(3)
j,(k,`)
〉
ψ
(3)
j,(k,`)
= Pjφj+1,(n,m) +Q
(1)
j φj+1,(n,m) +Q
(2)
j φj+1,(n,m) +Q
(3)
j φj+1,(n,m)
d’ou` 〈
f, φj+1,(n,m)
〉
=
∑
k,`∈Z
〈
φj+1,(n,m), φj,(k,`)
〉 〈
f, φj,(k,`)
〉
+
∑
k,`∈Z
〈
φj+1,(n,m), ψ
(1)
j,(k,`)
〉〈
f, ψ
(1)
j,(k,`)
〉
+
∑
k,`∈Z
〈
φj+1,(n,m), ψ
(2)
j,(k,`)
〉〈
f, ψ
(2)
j,(k,`)
〉
+
∑
k,`∈Z
〈
φj+1,(n,m), ψ
(3)
j,(k,`)
〉〈
f, ψ
(3)
j,(k,`)
〉
Ce qui peut s’e´crire :
AIj+1,(n,m)f =
∑
k,`∈Z
φ ∗ φ2−1 (2k − n, 2`−m)AIj,(k,`)f
+
∑
k,`∈Z
φ ∗ ψ(1)2−1 (2k − n, 2`−m)DI(1)j,(k,`)
+
∑
k,`∈Z
φ ∗ ψ(2)2−1 (2k − n, 2`−m)DI(2)j,(k,`)
+
∑
k,`∈Z
φ ∗ ψ(3)2−1 (2k − n, 2`−m)DI(3)j,(k,`)
Le sche´ma d’algorithme de Mallat associe´ a` cette reconstruction est repre´sente´
dans la Figure 4.2 :
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Lignes Colonnes
DI
(3)
j f 2↑1 G
1↑2 G
DI
(2)
j f 2↑1 H
→ ×4→ AIj+1f
DI
(1)
j f 2↑1 G
1↑2 H
AIjf 2↑1 H
X : Convolution (lignes ou colonnes) avec le filtre X
2 ↑ 1 : Inse´rer une colonnes de ze´ros entre 2 colonnes
1 ↑ 2 : Inse´rer une ligne de ze´ros entre 2 lignes
×4 : Multiplier par 4
Figure 4.2 – Sche´ma de reconstruction
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Chapitre 5
Nouvelles bases adaptatives des
ondelettes
L’hybridation d’espace de de´tail en anglais HDS (hybridization of detail
space) est une nouvelle me´thode construite en 2016 pour e´viter du proble`me
de singularite´ des signaux (voir [7]), elle est base´e sur la construction d’une
nouvelle base de chaque espace de de´tail, dont on peut re´duire le nombre des
coefficients d’ondelettes inde´pendamment de la singularite´ du signal. Dans
ce chapitre, on va donner une e´tude approfondie sur cette nouvelle me´thode.
5.1 L’espace de de´tail hybride
De´finition 5.1 : Soit (Vj)j∈Z une analyse multire´solution r−re´gulie`re de
L2 (R) caracte´rise´e par sa fonction d’ondelette ψ, l’espace de de´tail hybride
est un sous-espace de Wj note´
(
WHj
)
de´fini comme suit :
WHj = span
{
Ψ
(i)
j,p; 1 ≤ i ≤ Nj,p, p est un nombre premier
}
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tel que 
Ψ
(1)
j,p
Ψ
(2)
j,p
..
Ψ
(k)
j,p
..
Ψ
(Nj,p)
j,p

= Aj,p

ψj,p
ψj,2p
..
ψj,2k−1p
..
ψj,2Nj,p−1p
 (5.1)
ou` Aj,p est une matrice orthogonale de MNj,p (R) et Nj,p est nombre en-
tier.
Remarque 5.2 : D’apre`s la formule (5.1), on peut e´crire les e´le´ments
{
Ψ
(i)
j,p
}Nj,p
i=1
de manie`re suivante :
Ψ
(i)
j,p =
Nj,p∑
k=1
r
(i)
(j,p) (k)ψj,2k−1p; 1 ≤ i ≤ Nj,p (5.2)
The´ore`me 5.3 : La famille
{
Ψ
(i)
j,p; 1 ≤ i ≤ Nj,p, p est un nombre premier
}
de´finie dans (5.1) constitue une base orthonorme´e de WHj .
De´monstration du the´ore`me 5.3 : Il suffit de prouver l’orthonormalite´
entre les vecteurs
{
Ψ
(i)
j,p
}
. Soient
p et q deux nombres premiers et pour i, % tel que 1 ≤ i ≤ Nj,p, 1 ≤ % ≤ Nj,q,
on a
〈
Ψ
(i)
j,p,Ψ
(%)
j,q
〉
=
Nj,p,Nj,q∑
k,l=1
r
(i)
(j,p) (k) r
(%)
(j,q) (l)
〈
ψj,2k−1p, ψj,2l−1q
〉
=
Nj,p,Nj,q∑
k,l=1
r
(i)
(j,p) (k) r
(%)
(j,q) (l) δ2k−1p,2l−1q
On veut prouver que 2k−1p = 2l−1q si et seulement si k = l et p = q, pour
tout k, l, p, q. Pour cela, on suppose que 2k−1p = 2l−1q et k 6= l, dans ce cas, le
nombre premier p ou q divisera l’autre premier nombre. Par conse´quent, cela
est une contradiction avec le fait que p et q sont des nombres premiers. On ob-
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tient alors,
〈
Ψ
(i)
j,p,Ψ
(%)
j,q
〉
=
Nj,p,Nj,q∑
k,l=1
r
(i)
(j,p) (k) r
(%)
(j,q) (l) δk,lδp,q
=
Nj,p,Nj,q∑
k,l=1
r
(i)
(j,p) (k) r
(%)
(j,q) (l) δk,lδp,q
= δp,qδi,%
Enfin, la famille
{
Ψ
(i)
j,p; 1 ≤ i ≤ Nj,p, p est un nombre premier
}
est une base
orthonorme´e de WHj .
The´ore`me 5.4 : Soit WHj un hybride espace de de´tail de Wj, alors
Wj = W
H
j
⊕(
WHj
)⊥
(5.3)
ou`
(
WHj
)⊥
= span
{
ψj,l; l /∈
{
2k−1p, 1 ≤ k ≤ Nj,p et
p est un nombre premier
}}
Ainsi, la famille
{
Ψ
(i)
j,p; 1 ≤ i ≤ Nj,p, p est un nombre premier
}
∪{
ψj,l; l /∈
{
2k−1p, 1 ≤ k ≤ Nj,p et
p est un nombre premier
}}
est une base orthonorme´e de Wj.
De´monstration du the´ore`me 5.4 : Puisque WHj est un espace ferme´
d’un espace d’Hilbert Wj, alors selon le the´ore`me de la projection ortho-
gonale, on obtient la relation(5.3). D’autre part, la formule (5.1) donne
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
ψj,p
ψj,2p
..
ψj,2k−1p
..
ψj,2Nj,p−1p
 = A
−1
j,p

Ψ
(1)
j,p
Ψ
(2)
j,p
..
Ψ
(k)
j,p
..
Ψ
(Nj,p)
j,p

ceci implique que tout e´le´ment de la famille{
ψj,2k−1p; 1 ≤ k ≤ Nj,p, p est un nombre premier
}
peut eˆtre e´crit sous
forme de combinaisons line´aires de vecteurs,{
Ψ
(i)
j,p; 1 ≤ i ≤ Nj,p, p est un nombre premier
}
.
De plus, pour l /∈
{
2k−1p, 1 ≤ k ≤ Nj,p et
p est un nombre premier
}
et 1 ≤ i ≤ Nj,q, q est
un nombre premier, on a 〈
Ψ
(i)
j,q, ψj,l
〉
= 0
Ainsi la famille{
Ψ
(i)
j,p; 1 ≤ i ≤ Nj,p, p est un nombre premier
}
∪{
ψj,l; l /∈
{
2k−1p, 1 ≤ k ≤ Nj,p et
p est un nombre premier
}}
est une base orthonorme´e de Wj.
Graˆce a` ce the´ore`me, nous observons que la projection orthogonale de tout
signal de L2 (R) surWj peut eˆtre exprime´e comme une somme de deux projec-
tions orthogonales surWHj et
(
WHj
)⊥
.
Corollaire 5.5 : Soit
(
WHj
)
j≥0 une suite d’hybride d’espace de de´tail de
L2 (R) , alors on peut de´composer L2 (R) comme :
L2 (R) = V0
⊕(⊕
j≥0
(
WHj
⊕(
WHj
)⊥))
(5.4)
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Ainsi, pour toute fonction f ∈ L2 (R) , on a
f = PV0f +
∑
j≥0
p est un nombre premier
l /∈{2k−1p, 1≤k≤Nj,p }
dj,lψj,l +
∑
j≥0
p est un nombre premier
1≤i≤Nj,p
D
(i)
j,pΨ
(i)
j,p (5.5)
ou` PV0f est la projection orthogonale de f sur V0, dj,k =
∫
R
f(x)ψj,k (x) dx et
D
(i)
j,p =
∫
R
f(x)Ψ
(i)
j,p (x) dx.
De´monstration du corollaire 5.5 : Si l’on applique le the´ore`me pre´ce´dent
et en tenant compte du fait que L2 (R) = V0
⊕(⊕
j≥0
Wj
)
, ce corollaire sera
imme´diat.
Remarque 5.6 : On peut de´finir WHj pour un nombre fini de nombres pre-
miers comme :
WHj = span
{
Ψ
(i)
j,p; 1 ≤ i ≤ Nj,p, p est un nombre premier tel que N1 ≤ p ≤ N2
}
Le the´ore`me suivant caracte´rise l’espace de de´tail hybride.
The´ore`me 5.7 : Soit WHj un espace de de´tail hybride de Wj et α ∈ R∗,
alors pour tout nombre premier p, elle existe une matrice orthogonale Aj,p,α
deMNj,p (R) ve´rifie :
Aj,p,α

dj,p
dj,2p
....
....
dj,2Nj,p−1p
 =

D
(1)
j,p
D
(2)
j,p
....
....
D
(Nj,p)
j,p
 =

D
(1)
j,p
0
....
....
0

La preuve de ce the´ore`me a besoin d’introduire le lemme suivant.
Lemme 5.8 : Soit U = (u1, u2, ........, uN)
T un vecteur de MN,1 (R) − {0}
et α ∈ R∗, alors elle existe une matrice orthogonale Aα de MN (R) ve´rifie :
AαU = Vα
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ou` Vα = (vα,1, vα,2, ........, vα,N)
T est un vecteur de MN,1 (R) tel que vα,1 6= 0
et vα,i = 0 pour tout i = 2, ........, N
De´monstration du Lemme 5.8 :
Soit X = (x1, x2, ........, xN)
T un vecteur de MN,1 (R) tel que x1 = α et
xi = 0 pour tout i = 2, ..., N.
On pose B = XUT ∈MN (R) , on a alors
B =

αu1 αu2 ... αuN
0 0 ... 0
... ... ... ...
0 ... ... 0

D’apre`s la de´composition en valeurs singulie`res, B peut s’e´crire comme :
B = PQRT
ou` P, R sont les matrices orthogonales et Q est la matrice diagonale de
MN (R) telles que les N−1 dernie`res colonnes de R sont obtenues de manie`re
suivante :
BTBYi = 0, ∀i = 2, ..., N
parce que rg(B) = rg(BTB) = rg(BBT ) = 1.
D’autre part, on a
BTB = α2

u21 u1u2 ... u1uN
u2u1 u
2
2 ... u2uN
... ... ... ...
uNu1 ... ... u
2
N

Si on a pose´ Yi = (β
i
1, β
i
2, ..., β
i
N) , ∀i = 2, ..., N, on va obtenir
BTBYi = α
2

u1
N∑
k=1
ukβ
i
k
...
...
uN
N∑
k=1
ukβ
i
k
 = 0, ∀i = 2, ..., N
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Comme U 6= 0, alors il existe uj0 6= 0 tel que :
uj0
N∑
k=1
ukβ
i
k = 0 pour tout i = 2, ..., N
D’ou`
N∑
k=1
ukβ
i
k = 0, ∀i = 2, ..., N
Par conse´quent, si on a pris Aα = R
T , on obtient vα,i = 0 pour tout
i = 2, ..., N et vα,1 6= 0 car ‖AαU‖ = ‖U‖ 6= 0.
De´monstration du the´ore`me 5.7 :
Pour U =
(
dj,p, dj,2p, ........, dj,2Nj,p−1p
)T
, on suppose que U 6= 0. Graˆce au
lemme pre´ce´dent le the´ore`me est ve´rifie´.
Dans le cas ou` U = 0, toutes les matrices orthogonales ve´rifient :
Aj,p,αU = 0
Donc, le the´ore`me est ve´rifie´ pour tout U ∈ R.
5.1.1 Les avantages de la technique HDS
La me´thode (HDS) posse`de des avantages par rapport a` la me´thode de
la transforme´e discre`te en ondelettes ou en anglais DWT (Discrete Wavelet
Transform), qui sont :
1. En choisissant une matrice orthogonale approprie´e pour chaque nombre
premier comme dans le the´ore`me (5.7), la me´thode de l’hybridation
de l’espace de de´tail peut mettre un grand nombre d’hybrides coeffi-
cients d’ondelettes sont e´gals a` ze´ro dans la de´composition du signal
inde´pendamment de la singularite´ de ce signal, alors que la me´thode
(DWT) ne peut pas mettre a` ze´ro les coefficients d’ondelettes qui sont
lie´s aux zones ou` le signal a des grandes singularite´s.
2. La me´thode (HDS) peut calculer le nombre de non nuls hybrides co-
efficients d’ondelettes en choisissant le nombre des nombres premiers
comme dans la remarque (5.6) , mais la me´thode (DWT) n’a pas cette
proprie´te´ pour ses coefficients d’ondelettes.
97
5.2 De´composition dans le cas bidimension-
nel
Avant de pre´senter la nouvelle de´composition d’un signal dans le cas bidi-
mensionnel, on a le besoin du the´ore`me suivant.
The´ore`me 5.9 : Soit
(
V 1j
)
j∈Z une analyse multire´solution r−re´gulie`re de
L2 (R) caracte´rise´e par ses fonction d’e´chelle et celle d’ondelette ϕ, respecti-
vement ψ. On conside`re le se´parable analyse multiresolution de L2 (R2) as-
socie´e a`
(
V 1j
)
j∈Z , alors la famille{
ϕj,k(x)Ψ
(i)
j,p(y); 1 ≤ i ≤ Nj,p, p est un nombre premier, k ∈ Z
}
∪{
ϕj,k(x)ψj,l(y); l /∈
{
2n−1p, 1 ≤ n ≤ Nj,p et
p est un nombre premier
}
, k ∈ Z
}
∪{
Ψ
(i)
j,p(x)ϕj,k(y); 1 ≤ i ≤ Nj,p, p est un nombre premier, k ∈ Z
}
∪{
ψj,l(x)ϕj,k(y); l /∈
{
2n−1p, 1 ≤ n ≤ Nj,p et
p est un nombre premier
}
, k ∈ Z
}
∪{
ψj,k(x)Ψ
(i)
j,p(y); 1 ≤ i ≤ Nj,p, p est un nombre premier, k ∈ Z
}
∪{
ψj,k(x)ψj,l(y); l /∈
{
2n−1p, 1 ≤ n ≤ Nj,p et
p est un nombre premier
}
, k ∈ Z
}
est une base orthonorme´e de Wj .
De´monstration du the´ore`me 5.9 : Il est bien connu que de [41], tous les
espaces de de´tail dans le cas bidimensionnel pour une se´parable analyse mul-
tire´solution de L2 (R2) sont de´compose´s comme :
Wj =
(
V 1j
⊗
W 1j
)⊕(
W 1j
⊗
V 1j
)⊕(
W 1j
⊗
W 1j
)
En outre, apre`s les de´compositions suivantes :
V 1j
⊗
W 1j = V
1
j
⊗(
W 1Hj
⊕(
W 1Hj
)⊥)
=
(
V 1j
⊗
W 1Hj
)⊕(
V 1j
⊗(
W 1Hj
)⊥)
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W 1j
⊗
V 1j =
(
W 1Hj
⊕(
W 1Hj
)⊥)⊗
V 1j
=
(
W 1Hj
⊗
V 1j
)⊕((
W 1Hj
)⊥⊗
V 1j
)
W 1j
⊗
W 1j = W
1
j
⊗(
W 1Hj
⊕(
W 1Hj
)⊥)
=
(
W 1j
⊗
W 1Hj
)⊕(
W 1j
⊗(
W 1Hj
)⊥)
le the´ore`me est satisfait.
Corollaire 5.10 : La projection orthogonale d’un signal f ∈ L2 (R2) sur Vj
est exprime´e par la formule de de´composition suivante :
PVjf = PVj−1f + PV 1j−1
⊗
W 1Hj−1
f + P
V 1j−1
⊗
(W 1Hj−1)
⊥f + PW 1Hj−1
⊗
V 1j−1
f
+P
(W 1Hj−1)
⊥⊗
V 1j−1
f + PW 1j−1
⊗
W 1Hj−1
f + P
W 1j−1
⊗
(W 1Hj−1)
⊥f (5.6)
Le sche´ma de de´composition correspondant a` la me´thode d’hybridation
d’espace de de´tail au niveau j est repre´sente´ ci-dessous dans la Figure 5.1 :
Vj−1 W 1Hj−1
⊗
V 1j−1
(
W 1Hj−1
)⊥⊗
V 1j−1
V 1j−1
⊗
W 1Hj−1 V
1
j−1
⊗(
W 1Hj−1
)⊥
W 1j−1
⊗
W 1Hj−1 W
1
j−1
⊗(
W 1Hj−1
)⊥
Figure 5.1 – Sche´ma de de´composition au niveau j avec la me´thode (HDS)
5.3 Algorithme de compression base´ sur la
me´thode (HDS)
Cette section illustre le travail de l’algorithme de la me´thode (HDS).
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5.3.1 Caracte´risation des hybrides coefficients d’onde-
lettes
Dans cette sous-section, on caracte´rise les hybrides coefficients d’onde-
lettes pour un signal f ∈ L2 (R2) en les de´composant dans les coefficients
d’ondelettes classiques.
Soient DI
(1)
j , DI
(2)
j , DI
(3)
j les classiques coefficients d’ondelettes des es-
pace de de´tail, respectivement : V 1j
⊗
W 1j , W
1
j
⊗
V 1j , W
1
j
⊗
W 1j tels que :
DI
(1)
j,(n,m) =
∫∫
R2
f(x, y)ϕj,n(x)ψj,m(y)dxdy
DI
(2)
j,(n,m) =
∫∫
R2
f(x, y)ψj,n(x)ϕj,m(y)dxdy
DI
(3)
j,(n,m) =
∫∫
R2
f(x, y)ψj,n(x)ψj,m(y)dxdy
alors les hybrides coefficients d’ondelettes, DH
(i,1)
j , DH
(i,2)
j , DH
(i,3)
j respec-
tivement de V 1j
⊗
W 1Hj , W
1H
j
⊗
V 1j , W
1
j
⊗
W 1Hj peuvent eˆtre e´crits comme
suit :
DH
(i,1)
j,(k,p) =
∫∫
R2
f(x, y)ϕj,k(x)Ψ
(i)
j,p(y)dxdy =
Nj,p∑
n=1
r
(i)
j,p(n)DI
(1)
j,(k,2n−1p) (5.7)
DH
(i,2)
j,(k,p) =
∫∫
R2
f(x, y)Ψ
(i)
j,p(x)ϕj,k(y)dxdy =
Nj,p∑
n=1
s
(i)
j,p(n)DI
(2)
j,(2n−1p,k) (5.8)
DH
(i,3)
j,(k,p) =
∫∫
R2
f(x, y)ψj,k(x)Ψ
(i)
j,p(y)dxdy =
Nj,p∑
n=1
t
(i)
j,p(n)DI
(3)
j,(k,2n−1p) (5.9)
ou` le hybride espace de de´tail W 1Hj est change´ dans chaque espace de de´tail,
qui sont : V 1j
⊗
W 1j , W
1
j
⊗
V 1j , W
1
j
⊗
W 1j pour atteindre la re´duction des
hybrides coefficients d’ondelettes. Cela signifie que, pour un nombre entier
choisi k0, en appliquant le the´ore`me (5.7), les coefficients{
DH
(i,1)
j,(k0,p)
, DH
(i,2)
j,(k0,p)
, DH
(i,3)
j,(k0,p)
; 1 ≤ i ≤ Nj,p
}
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seront re´duits a`
{
DH
(1,1)
j,(k0,p)
, DH
(1,2)
j,(k0,p)
, DH
(1,3)
j,(k0,p)
}
.
D’apre`s les relations (5.7), (5.8), (5.9), il semble que, chaque nombre
premier p est caracte´rise´ par ses matrices des hybrides coefficients ondelettes :
M
(1)
j,p , M
(2)
j,p , M
(3)
j,p , respectivement dans V
1
j
⊗
W 1Hj , W
1H
j
⊗
V 1j , W
1
j
⊗
W 1Hj
tel que :
M
(1)
j,p (i, k) = DH
(i,1)
j,(k,p); 1 ≤ i ≤ Nj,p
M
(2)
j,p (i, k) = DH
(i,2)
j,(k,p); 1 ≤ i ≤ Nj,p
M
(3)
j,p (i, k) = DH
(i,3)
j,(k,p); 1 ≤ i ≤ Nj,p
d’ou`, les matricesM
(1)
j,p , M
(2)
j,p , M
(3)
j,p peuvent eˆtre e´crites comme :
M
(1)
j,p = Aj,pL
(1)
j,p
M
(2)
j,p = Bj,pL
(2)
j,p
M
(3)
j,p = Cj,pL
(3)
j,p
ou` Aj,p, Bj,p, Cj,p sont les diffe´rentes orthogonales matrices associe´es a` W
1H
j ,
respectivement dans : V 1j
⊗
W 1j , W
1
j
⊗
V 1j , W
1
j
⊗
W 1j et L
(1)
j,p , L
(2)
j,p , L
(3)
j,p sont
les matrices des classiques coefficients d’ondelettes respectivement dans :
V 1j
⊗
W 1j , W
1
j
⊗
V 1j , W
1
j
⊗
W 1j tel que leurs colonnes sont respectivement :
DI
(1)
j,(k,p)
DI
(1)
j,(k,2p)
..
..
..
DI
(1)
j,(k,2Nj,p−1p)

,

DI
(2)
j,(p,k)
DI
(2)
j,(2p,k)
..
..
..
DI
(2)
j,(2Nj,p−1p,k)

,

DI
(3)
j,(k,p)
DI
(3)
j,(k,2p)
..
..
..
DI
(3)
j,(k,2Nj,p−1p)

Notant que, les matrices orthogonales Aj,p, Bj,p, Cj,p sont construites d’une
manie`re de re´aliser la re´duction des hybrides coefficients d’ondelettes. Cette
re´duction est obtenue en appliquant le the´ore`me (5.7) sur une seule co-
lonne dans L
(1)
j,p , L
(2)
j,p et L
(3)
j,p . En plus de cette note, les coefficients d’on-
delettes de V 1j
⊗(
W 1Hj
)⊥
,
(
W 1Hj
)⊥⊗
V 1j , W
1
j
⊗(
W 1Hj
)⊥
sont respecti-
vement arrange´s dans les matrices : DI
(1)
j L
(1)
j,p , DI
(2)
j L
(2)
j,p , DI
(3)
j L
(3)
j,p .
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5.3.2 Les e´tapes de l’algorithme et le diagramme as-
socie´
Cette sous-section donne les e´tapes de´taille´es de l’algorithme de (HDS)
avec le diagramme correspondant.
E´tape 1 : Chargement de l’image.
E´tape 2 : De´composition de l’image avec (DWT) au niveau j produit
les matrices : DI
(1)
j , DI
(2)
j , DI
(3)
j .
E´tape 3 : Cette e´tape se compose de cinq sous e´tapes comme suit :
- Pre´sentation des nombres premiers et les rangs Nj,p des correspondantes
matrices orthogonales.
- De l’e´tape 2, on extrait les matrices : L
(1)
j,p , L
(2)
j,p , L
(3)
j,p , pour chaque nombre
premier p.
- Pour chaque nombre premier p, nous trouvons les matrices orthogonales
associe´es : Aj,p, Bj,p, Cj,p en appliquant le the´ore`me (5.7) sur la premie`re
colonne qui a la plus grande norme de `1 par rapport a` d’autres colonnes,
respectivement de L
(1)
j,p , L
(2)
j,p , L
(3)
j,p .
- Pour chaque nombre premier p, nous composons les matrices : M
(1)
j,p ,
M
(2)
j,p , M
(3)
j,p .
- Nous arrangeons tous les coefficients d’ondelettes, qui sont contenus
dans M
(1)
j,p , M
(2)
j,p , M
(3)
j,p , DI
(1)
j L
(1)
j,p , DI
(2)
j L
(2)
j,p , DI
(3)
j L
(3)
j,p .
E´tape 4 : Le seuillage T (, x) est applique´ a` tous les coefficients d’on-
delettes tels que les coefficients qui leurs valeurs absolues sont infe´rieurs a` 
seront e´gaux a` ze´ro, sinon il n’y a pas de changement.
E´tape 5 : Reconstruire l’image graˆce a` des nouveaux coefficients d’on-
delettes, qui sont produits du seuillage.
E´tape 6 : Le codeur entropique utilise une technique pour de´terminer
la probabilite´ pour chaque valeur de l’image reconstruite, il produit un code
base´ sur ces probabilite´s comme le codeur de Huffman, ou` les symboles les
plus courants sont ge´ne´ralement repre´sente´s en utilisant moins de bits que
les symboles moins fre´quents
E´tape 7 : Dans cette e´tape, on obtient l’image compresse´e pour la trans-
mission ou le stockage.
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Figure 5.2 – Le diagramme correspondant a` l’algorithme de (HDS)
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Chapitre 6
Nouvelle technique pour le
seuillage des coefficients
d’ondelettes
Dans une approche par ondelettes, le seuillage des coefficients d’ondelettes
est une basique e´tape pour l’algorithme de la compression et du de´bruitage.
La proce´dure du seuillage s’applique directement aux coefficients d’onde-
lettes a` l’aide d’une fonction η qui doit eˆtre caracte´rise´e par le parame`tre
du seuillage λ et deux proprie´te´s fondamentales telles que, l’e´limination
des petits coefficients d’ondelettes et la re´duction de l’effet des gros coef-
ficients. Donoho et Johnstone [13] ont introduit les deux premie`res me´thodes
du seuillage, qui sont le seuillage dur et le seuillage doux. La fonction du
seuillage dur est discontinue et celle du seuillage doux est continue avec une
de´rive´e constante et discontinue. En raison de ces caracte´ristiques, chaque
me´thode souffrit de quelques inconve´nients au niveau de l’image comprime´e
ou de´bruite´e. Dans ce chapitre nous proposons une alternative technique pour
la compression et le de´bruitage d’images base´e sur une nouvelle fonction du
seuillage η, dont nous pouvons e´viter les de´fauts de me´thodes pre´ce´dentes.
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6.1 Principe du de´bruitage d’images par seuillage
des coefficients d’ondelettes
Conside´rons une image originale f de tailleN×M pixels, qui sera re´cupe´re´e.
Supposons que cette image est bruite´e par un bruit blanc gaussien n qui a
une moyenne 0 et de variance note´e σ2. L’image observe´e g sera donne´e par
la relation suivante :
g(i, j) = f(i, j) + n(i, j), i = 1, ..., N, j = 1, ...,M (6.1)
L’objectif du de´bruitage est de supprimer le bruit contenu dans g en
estimant f˜ , qui minimise l’erreur moyenne quadratique ou en anglais Mean
Square Error (MSE) de´finie comme suit :
MSE =
1
N ×M
N∑
i=1
M∑
j=1
(
f˜(i, j)− f(i, j)
)2
(6.2)
Dans le domaine d’ondelettes, le de´bruitage traite chaque coefficient d’on-
delettes des espaces de detail LH, HL, HH a` l’aide de la fonction du seuillage
η pour obtenir g¯. Ainsi, l’image de´bruite´e f˜ sera l’inverse de la transformation
en ondelette discre`te de g¯. i.e, f˜ = IDWT (g¯).
6.2 Rappel sur les traditionnelles techniques
de seuillage
Il existe plusieurs types des seuillages. Nous pouvons d’abord distinguer
les seuillage dur et seuillage doux.
6.2.1 Seuillage dur (Hard Thresholding)
Le seuillage dur est celui qui est le plus intuitif. On se fixe un seuil λ > 0.
On ne conserve que les coefficients d’ondelettes supe´rieurs a` λ et on met a`
ze´ro les autres, sa fonction η est donne´e par :
ηH (x, λ) =
{
x if |x| > λ
0 if |x| ≤ λ (6.3)
En raison de la discontinuite´ de cette fonction, l’image de´bruite´e sera
motive´e par des artefacts.
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6.2.2 Seuillage doux (Soft Thresholding)
Dans le cas du seuillage dur, on met toujours a` ze´ro les coefficients
infe´rieurs a` un seuil λ. Par contre, pour ceux supe´rieurs a` λ, on atte´nue
l’amplitude des coefficients par la valeur du seuil afin de s’assurer d’avoir en-
lever l’effet du bruit meˆme pour les forts coefficients, la fonction du seuillage
ici est exprime´e par :
ηS (x, λ) =

x− λ if x > λ
0 if |x| ≤ λ
x+ λ if x < −λ
(6.4)
Dans ce cas, la fonction du seuillage est continue et le coefficient seuille´
sera donc plus petit que le coefficient du signal. Ce type de seuillage garan-
tit que le signal obtenu sera toujours plus re´gulier que le signal de de´part.
Notant que la valeur du parame`tre de seuillage est soumise aux re`gles du
seuillage. Donoho et Johnstone [13] ont propose´ la re`gle Visu Shrink, ou` la
valeur de seuillage est de´finie comme suit :
λ = σ
√
2 log(N ×M) (6.5)
ou` N × M repre´sente la taille de l’image et σ est l’e´cart type corres-
pond au bruit. De plus, le niveau du bruit σ peut eˆtre estime´ selon cette
formule :
σˆ =
Median( |yi,j| )
0.6745
, yi,j ∈ sous-bande (HH1) (6.6)
6.3 Nouvelle fonction de seuillage des coeffi-
cients d’ondelettes
La nouvelle fonction de seuillage que nous avons propose´ dans [8] se ca-
racte´rise par un parame`tre de forme α (α > 0) et elle est construite pour
eˆtre continue et graphiquement situe´e entre les traditionnelles fonctions de
seuillage (dur et doux). Cette fonction ve´rifie un compromis entre le seuillage
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dur et le seuillage doux, ou` sa expression mathe´matique est donne´e par :
ηNew,α (x, λ) =

x− λ+ 2λ√
pi
α(x−λλ )∫
0
e−t
2
dt if x > λ
0 if |x| ≤ λ
x+ λ− 2λ√
pi
0∫
α(x+λλ )
e−t
2
dt if x < −λ
(6.7)
Figure 6.1 – Graphe de fonctions de seuillage dur, doux, Garrote et la
nouvelle fonction pour λ = 10 et avec α = 0.05, α = 0.2, α = 0.3.
D’apre`s (6.7) , quand α −→ 0, la fonction ηNew,α (., λ) −→ ηS (., λ) et
quand α −→ +∞, la fonction ηNew,α (., λ) −→ ηH (., λ) .Cette proprie´te´
montre qu’on peut acce´der au seuillage dur et doux par un simple ajus-
tement du parame`tre de forme α. De plus, la fonction ηNew,α (., λ) posse`de
les proprie´te´s suivantes :
The´ore`me 6.1 : La fonction ηNew,α (., λ) est graphiquement situe´e entre les
traditionnelles fonctions de seuillage (dur et doux ).
De´monstration du the´ore`me 6.1 :
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Pour tout x, on pose
f(x) =
2√
pi
x∫
0
e−t
2
dt
remarquons que f est croissante sur R et elle a les proprie´te´s suivantes :
0 ≤ f(x) ≤ 1, ∀x ≥ 0
−1 ≤ f(x) ≤ 0, ∀x ≤ 0
f(−x) = −f(x), ∀x > 0
alors, pour x > λ on a,
0 ≤ f(α
(
x− λ
λ
)
) ≤ 1
d’ou`
x− λ ≤ ηNew,α (x, λ) ≤ x
Pour x < −λ, on a
α
(
x+ λ
λ
)
< 0
et
−2√
pi
0∫
α(x+λλ )
e−t
2
dt = f(α
(
x+ λ
λ
)
) = −f(−α
(
x+ λ
λ
)
)
d’ou`
−1 ≤ −2√
pi
0∫
α(x+λλ )
e−t
2
dt ≤ 0
par conse´quent,
x ≤ ηNew,α (x, λ) ≤ x+ λ
Pour |x| = λ, toutes les fonctions ηNew,α (., λ) , ηH (., λ) et ηS (., λ) sont
e´gales a` ze´ro.
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The´ore`me 6.2 : La fonction ηNew,α (., λ) est continue, croissante sur R et
infiniment differentiable sur ]−∞,−λ[ ∪ ]λ,+∞[ .
De´monstration du the´ore`me 6.2 :
Comme la fonction ηNew,α (., λ) est continue aux points |x| = λ, alors elle
est continue sur R. D’autre part, pour x < −λ on a
η
′
New,α (x, λ) = 1 +
2α√
pi
e−α
2(x+λλ )
2
> 0
et pour x > λ on a aussi
η
′
New,α (x, λ) = 1 +
2α√
pi
e−α
2(x−λλ )
2
> 0
Donc, ηNew,α (., λ) est croissante sur R.
D’ailleurs, d’apre`s les formules de η
′
New,α (x, λ) pour x < −λ et x > λ, la
fonction ηNew,α (., λ) est infiniment differentiable sur ]−∞,−λ[ ∪ ]λ,+∞[ .
The´ore`me 6.3 (Estimation d’erreur d’approximation) : Soit (Vj)j∈Z
une analyse multire´solution re´gulie`re de L2 (R) et ψ l’ondelette associe´e.
Pour toute f ∈ L2 (R) et J ∈ N∗, on de´finit
PHardVJ f = PV0f +
J−1∑
j=0
QHardj f
P SoftVJ f = PV0f +
J−1∑
j=0
QSoftj f
PNewVJ f = PV0f +
J−1∑
j=0
QNewj f
ou` PV0f est la projection orthogonale de f sur V0 et Q
Hard
j f, Q
Soft
j f et Q
New
j f
sont la projection orthogonale de f sur Wj en utilisant le seuillage dur,
doux et nouveau seuillage respectivement. Alors on a l’estimation d’erreur
suivante :∥∥f − PNewVJ f∥∥2L2(R) < ∥∥∥f − P SoftVJ f∥∥∥2L2(R) = CJ,λ (f)λ2 + ∥∥f − PHardVJ f∥∥2L2(R)
(6.8)
109
ou`
CJ,λ (f) = card {(j, k), j = 0, ..., J − 1, k ∈ Z, |dj,k| > λ} (6.9)
De´monstration du the´ore`me 6.3 :
Tout d’abord, on sait que toute fonction f ∈ L2 (R) peut se de´compose
sous la forme
f = PV0f +
+∞∑
j=0
∑
k∈Z
dj,kψj,k
d’une autre part, on a aussi
PHardVJ f = PV0f +
J−1∑
j=0
∑
k∈Z
ηH (dj,k, λ)ψj,k
P SoftVJ f = PV0f +
J−1∑
j=0
∑
k∈Z
ηS (dj,k, λ)ψj,k
et
PNewVJ f = PV0f +
J−1∑
j=0
∑
k∈Z
ηNew,α (dj,k, λ)ψj,k
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d’ou`
∥∥f − PNewVJ f∥∥2L2(R) =
∥∥∥∥∥
J−1∑
j=0
∑
k∈Z
(dj,k − ηNew,α (dj,k, λ))ψj,k +
+∞∑
j=J
∑
k∈Z
dj,kψj,k
∥∥∥∥∥
2
L2(R)
=
J−1∑
j=0
∑
k∈Z
|dj,k − ηNew,α (dj,k, λ)|2 +
+∞∑
j=J
∑
k∈Z
|dj,k|2
=
∑
j=0,...,J−1, k∈Z
dj,k<−λ
λ2
1− 2√pi
0∫
α
(
dj,k+λ
λ
) e
−t2dt

2
+
∑
j=0,...,J−1, k∈Z
dj,k>λ
λ2
1− 2√pi
α
(
dj,k−λ
λ
)∫
0
e−t
2
dt

2
+
∑
j=0,...,J−1, k∈Z
|dj,k|≤λ
|dj,k|2 +
+∞∑
j=J
∑
k∈Z
|dj,k|2
<
∑
j=0,...,J−1, k∈Z
dj,k<−λ
λ2 +
∑
j=0,...,J−1, k∈Z
dj,k>λ
λ2
+
∑
j=0,...,J−1, k∈Z
|dj,k|≤λ
|dj,k|2 +
+∞∑
j=J
∑
k∈Z
|dj,k|2
Le coˆte´ droit de dernie`re ine´galite´ est e´gal a`
∥∥∥f − P SoftVJ f∥∥∥2L2(R) , de plus
comme
∥∥f − PHardVJ f∥∥2L2(R) = ∑
j=0,...,J−1, k∈Z
|dj,k|≤λ
|dj,k|2 +
+∞∑
j=J
∑
k∈Z
|dj,k|2
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on trouve que
∥∥∥f − P SoftVJ f∥∥∥2L2(R) =
 ∑
j=0,...,J−1, k∈Z
|dj,k|>λ
λ2 + ∥∥f − PHardVJ f∥∥2L2(R)
= CJ,λ (f)λ
2 +
∥∥f − PHardVJ f∥∥2L2(R)
donc∥∥f − PNewVJ f∥∥2L2(R) < ∥∥∥f − P SoftVJ f∥∥∥2L2(R) = CJ,λ (f)λ2 + ∥∥f − PHardVJ f∥∥2L2(R)
Dans ce qui suit, on va introduire les e´tapes de l’algorithme correspondant
a` la nouvelle technique de seuillage.
E´tape 1 : Charger l’image.
E´tape 2 : De´composer l’image avec (DWT) au niveau j produit les
sous-bandes : LL, LH, HL, HH.
E´tape 3 : Estimer le niveau du bruit σ en utilisant (6.6) .
E´tape 4 : Appliquer la re`gle du choix de parame`tre de seuillage aux
coefficients d’ondelettes avec la nouvelle fonction de seuillage ηNew,α (., λ) .
E´tape 5 : Reconstruire l’image en applicant (IDWT) pour les nouveaux
coefficients d’ondelettes.
E´tape 6 : Obtenir l’image de´bruite´e.
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Figure 6.2 – Le diagramme correspondant a` l’algorithme de de´bruitage
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Chapitre 7
Application au traitement des
images nume´riques
L’image nume´rique est un moyen plus important pour la communication
entre les personnes, quelqu’un peut la de´bruiter, l’autre peut la comprimer
ou de´comprimer. Toutes ces ope´rations sont classe´es dans le domaine du
traitement d’images. En effet, le traitement d’images nume´riques est une dis-
cipline tre`s vaste de la the´orie des signaux, elle de´termine l’ensemble des tech-
niques et des me´thodes qui permettent d’ope´rer sur l’image nume´rique pour
d’ame´liorer l’aspect visuel de celle-ci, la compresser, et d’en extraire des in-
formations. Dans ce chapitre, on s’inte´resse a` la compression et le de´bruitage
d’images.
7.1 Notions sur les images nume´riques
Pour comprendre bien l’image nume´rique, nous devons donner quelques
notions principales comme sa de´finition, ses diffe´rents types et ses diffe´rents
formats.
7.1.1 De´finition d’une image nume´rique
L’image nume´rique est une grille constitue´e d’un nombre fini de points
(x, y) appele´s pixels (Abre´viation de Picture Element). Le pixel ici est le
plus petit e´le´ment constitue l’image nume´rique, et repre´sente une couleur
de´termine´e.
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7.1.2 Diffe´rents types d’images
Il existe plusieurs types des images selon la me´thode du codage de chaque
pixel, on cite l’image en mode monochrome, l’image en mode niveaux de gris,
et l’image en mode couleur.
7.1.2.1 Le mode monochrome
Avec ce mode, chaque pixel est code´ par 1 bit (0 ou 1), ainsi la couleur
associe´e soit blanche, soit noire. Figure 7.1 :
Figure 7.1 – Image monochromatique
7.1.2.2 Le mode niveaux de gris
Dans ce cas, chaque pixel est code´ par 8 bits et il prend une valeur entie`re
de 0 jusqu’a` 255, chacune des valeurs repre´sente une couleur au niveau du
gris, ou` la valeur 0 repre´sente la couleur noire et 255 repre´sente la couleur
blanche. Figure 7.2 :
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Figure 7.2 – Image aux niveaux de gris
7.1.2.3 Le mode couleur
Le pixel ici est code´ par 24 bits, il a trois composantes de niveau de gris :
R (le rouge), V (le vert) et B (le bleu), ainsi la couleur de chaque pixel est
un me´lange des trois couleurs pre´ce´dentes. Ce mode est nomme´e RVB ou en
anglais RGB (Red, Green, Blue). Figure 7.3 :
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Figure 7.3 – Image couleur
Notons qu’il existe un autre type des images en mode couleur comme : le
mode TSV (Teinte, Saturation, Valeur) ou en anglais HSV (Hue, Saturation,
Value).
7.1.3 Diffe´rents formats d’images
On cite ici les diffe´rents formats d’images les plus utilise´s, qui sont : BMP,
TIFF, JPEG ou JPG, GIF et PNG.
7.1.3.1 Format BMP
Le format BMP ou Bitmap est un format d’image de´veloppe´ par Microsoft
et IBM (International Business Machines), il est utilise´ pour la programma-
tion, ou` la plupart des interfaces graphiques utilisent ce dernier format en
fonctionnement.
7.1.3.2 Format TIFF
Le format TIFF (Tagged Image File Format) a e´te´ mis au point en 1987
par la socie´te´ Adobe, son principe est a` faire des balises dont on peut extraire
les caracte´ristiques de l’image.
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7.1.3.3 Format JPEG
Le format JPEG (Joint Photographic Experts Group) est une norme d’en-
registrement des images fixes a` l’aide de l’algorithme de compression d’images
(DCT).
7.1.3.4 Format GIF
Le format GIF (Graphics Interchange Format) utilise la compression sans
perte et permet d’utiliser les couleurs transparentes. De plus, il contient une
technique d’animation des images, ce qui le rend fre´quemment utilise´ sur
l’internet.
7.1.3.5 Format PNG
Le format PNG (Portable Network Graphics) (PNG) a e´te´ construit pour
remplacer le format GIF, il permet d’enregistrer les images avec diffe´rentes
couleurs de 2 jusqu’a` 281 474 976 710 656 couleurs.
7.2 Compression d’images
La compression d’images est un processus permet de re´duire la quantite´ de
me´moire ne´cessaire a` la repre´sentation de l’image pour le stockage ou la trans-
mission de celle-ci. Cette compression peut se classer en deux groupes selon
la qualite´ de l’image reconstruite (conforme a` l’image originale ou non). Le
premier groupe contient des techniques de compression sans perte (dites aussi
re´versibles), qui agissent directement sur la codification de chaque pixel, ainsi
l’aspect visuel de l’image compresse´e est identique a` celui de l’image originale,
citons par exemple des algorithmes du codage : RLE, LZW, Shannon-Fano,
Huffman et codage arithme´tique. Le deuxie`me groupe englobe des techniques
de compression avec perte (dites aussi irre´versibles), leur principe est d’aug-
menter la fre´quence des valeurs associe´es aux pixels sans de´grader l’aspect
visuel de l’image reconstruite, citons quelques me´thodes : JPEG, JEPG 2000.
D’autre part, il est e´vident de re´fle´chir a` des crite`res qui peuvent mesurer
la performance des groupes de compression pre´ce´dents. En effet, on a des
crite`res spe´cifiques, qui sont le crite`re d’e´valuation de la qualite´ de l’image
comprime´e et celui d’e´valuation de la me´thode de compression. Dans cette
section, nous allons expliquer tout ce qui pre´ce`de.
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7.2.1 Quelques crite`res de la performance des tech-
niques de compression
7.2.1.1 Taux de compression
Le taux de compression τ ou en anglais (compression ratio) est un crite`re
permet de mesurer la compe´tence d’une me´thode de compression par rapport
aux plusieurs me´thodes, en comparant la taille de l’image compresse´e a` la
taille de l’image originale, ou` le plus grand τ signifie que la taille de l’image
compresse´e est plus moins de celle de l’image originale, ainsi la meilleure
me´thode.
τ =
Nombre de bits de l’image originale
Nombre de bits de l’image compresse´e
(7.1)
7.2.1.2 Le rapport signal sur bruit
Le rapport signal sur bruit PSNR ou en anglais (peak signal to noise
ratio) est un indicateur de la qualite´ de l’image reconstruite, il
s’exprime en de´cibels (dB) et de´fini comme suit :
PSNR = 10 log10
(dynamique de l’image)2
MSE
(dB) (7.2)
ou` pour une image de niveau de gris, sa dynamique est 255, d’ou` la relation
(7.2) devient :
PSNR = 10 log10
2552
MSE
(dB) (7.3)
et MSE c’est l’erreur moyenne quadratique entre l’image originale f et
l’image reconstruite f˜ ou en anglais (mean squared error), qui est de´finie
comme :
MSE =
1
N ×M
N∑
i=1
M∑
j=1
(
f (i, j)− f˜ (i, j)
)2
(7.4)
tel que, le plus e´leve´ (PSNR) produit ge´ne´ralement la meilleure qualite´ de
l’image reconstruite avec le plus moins (MSE).
7.2.2 Diffe´rents types de la compression
Dans le domaine de la compression d’images, on a deux types diffe´rents
de compression : Sans perte et avec perte.
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7.2.2.1 Compression sans perte
Tous les algorithmes de la compression d’images sans perte produisent
une image identique a` l’originale d’un terme de visualisation. On s’inte´resse
ici par les algorithmes du codage statistique, ou` leur but est la re´duction
de nombre de bits pour les caracte`res les plus fre´quents. Il existe plusieurs
algorithmes quant a` ce codage comme : Shanno-Fano, Huffman, arithme´tique,
LZ77, LZ78, LZW... Rappelons la me´thode de construction du codage de
Huffman :
En 1952, Huffman a construit son code structure´ en arbre pour un alpha-
bet de taille finie, tel que le code est de´code´ par une seule fac¸on. L’algorithme
associe´ a` ce codage conside`re d’abord un alphabet A = {a1, a2, ...., an} , ou`
ses symboles ai sont arrange´s en ordre de´croissant de fre´quence, c¸a signifie
que
P (a1) ≥ P (a2) ≥ ... ≥ P (an)
telle que les longueurs associe´es ve´rifient
L (a1) ≤ L (a2) ≤ ... ≤ L (an)
ensuite, il pose les e´tapes suivantes :
- On prend les deux noeuds de plus faible fre´quence et cre´er un nœud
parent pour ces deux nœuds.
- On effectue la somme des deux fre´quences au nœud parent.
- On effectue les codes 0, 1 respectivement aux deux branches de l’arbre.
- On re´pe`te l’e´tape 2 jusqu’a` ce qu’il ne reste qu’un seul noeud de proba-
bilite´ 1.
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Exemple sur le codage de Huffman :
Figure 7.4 – Sche´ma du codage de Huffman pour cet exemple.
7.2.2.2 Compression avec perte
Dans ce type de compression, l’image reconstruite est diffe´rente de l’image
originale a` cause des modifications faibles, citons les techniques de compres-
sion par transformation comme : DCT, Ondelettes, ... Ces techniques s’ap-
pliquent sur l’image dans son domaine transforme´, ou` les informations de
l’image sont contenues dans les coefficients de fre´quence spatiale. Pour cela,
le principe de telles techniques est de de´composer l’image dans une base or-
thogonale, dont les coefficients sont de´corre´le´s, ainsi on peut mettre a` ze´ro
une grande quantite´ des coefficients sans nuire de manie`re significative l’as-
pect visuel de l’image reconstruite.
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7.3 Quelques techniques de compression et
de´bruitage d’images
Nous allons pre´senter ici quelques techniques de compression et de´bruitage
d’images par transformation.
7.3.1 Technique JPEG
JPEG en anglais (Joint Photographic Experts Group) est une norme de
compression et de de´bruitage d’images fixes, qui est introduite et adopte´e en
1992 par de groupe d’experts internationaux. Elle est base´e sur l’algorithme
de DCT en l’appliquant sur des blocs de taille 8×8 pixels, ainsi on en de´duit
des caracte´ristiques inte´ressantes. En fait, la technique JPEG perd la qualite´
exacte de l’image originale et souvent pre´sente un zigzag sur l’entourage des
blocs. Par contre, elle donne un taux de compression raisonnable, dont la
taille de l’image compresse´e est petite, ce qui la rend couramment utilise´e
sur l’internet.
7.3.2 Technique JPEG 2000
JPEG 2000 en anglais est une norme de compression et de de´bruitage
d’images fixes produite durant l’anne´e 2000 par le meˆme groupe de la tech-
nique JPEG, elle utilise la technique de la transforme´e en ondelettes discre`te
ou en anglais DWT (Discrete Wavelet Transform). Cette technique produit
un taux de compression supe´rieur a` celui de la technique JPEG, ce qui per-
met d’obtenir une image compresse´e d’un poids infe´rieur a` celui pour la
technique JPEG. En outre, la qualite´ de l’image compresse´e par la technique
JPEG 2000 est plus nette que celle par JPEG. En revanche, la technique
JPEG 2000 s’influence par les grandes singularite´s de l’image.
7.3.3 Technique HDS
L’HDS est une nouvelle technique de compression et de de´bruitage par
transformation d’images fixes comme JPEG et JPEG 2000, son principe est
de traiter l’inconve´nient de la technique JPEG 2000 (proble`me de singula-
rite´) par construire une nouvelle base pour chaque espace de de´tail, dont on
peut mettre a` ze´ro une grande quantite´ des coefficients inde´pendamment de
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singularite´ de l’image. De plus, la technique HDS produit un taux de com-
pression plus e´leve´ par rapport a` celui de JPEG 2000, meˆme la qualite´ de
l’image compresse´e est meilleure que celle produite par JPEG 2000.
7.3.4 Technique de seuillage avec une nouvelle fonction
La nouvelle technique de compression et de de´bruitage d’images qui est
pre´sente´e ici, c’est une technique utilise la fonction ηNew,α (., λ) au lieu des
fonction de seuillage dur et doux pour compresser et de´bruiter a` la fois
l’image. Les proprie´te´s mathe´matiques de cette fonction telles que la conti-
nuite´, la monotonie, la diffe´rentiabilite´ et le parame`tre de forme peuvent
mettre un compromis entre le seuillage dur et doux.
7.4 Re´sultats expe´rimentaux et discussion
7.4.1 Comparaison de JPEG 2000 par HDS
Dans cette sous-section, on va comparer la compe´tence de deux techniques
de compression d’images fixes : JPEG 2000 et HDS par une e´valuation de leur
performance. Pour cela, on choisit l’image aux niveaux de gris (’barbara.png’)
de taille 73.8 KB, et de 240×240 pixels. Ou`, on conside`re que les algorithmes
s’effectuent sous MATLAB a` la re´solution j = 1 avec de l’ondelette de Haar,
en prenant tous les nombres premiers p ve´rifiants l’ine´galite´ suivante :
2N0,p−1p ≤ 240
ou` N0,p est le rang de la matrice orthogonale A0,p associe´e a` p. Ce rang a
e´te´ choisi de manie`re a` ce qu’il est le plus grand nombre ve´rifie l’ine´galite´
pre´ce´dente.
Les re´sultats de compression avec JPEG 2000 et HDS sont arrange´s res-
pectivement dans le tableau 7.1, le tableau 7.2 :
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Seuillage PSNR (dB) La taille de l’image compresse´e (KB) CR
 = 20 27.61 9.09 8.12 :1
 = 30 31.20 8.55 8.63 :1
 = 40 35.94 8.25 8.95 :1
 = 50 42.70 8.15 9.06 :1
 = 60 53.62 8.13 9.08 :1
Table 7.1 – Re´sultats de compression avec JPEG 2000
Seuillage PSNR (dB) La taille de l’image compresse´e (KB) CR
 = 20 30.96 8.81 8.38 :1
 = 30 35.66 8.35 8.84 :1
 = 40 40.39 8.19 9.01 :1
 = 50 49.09 8.13 9.08 :1
 = 60 56.88 8.12 9.09 :1
Table 7.2 – Re´sultats de compression avec HDS
A` partir des re´sultats pre´sente´s a` ces tableaux, on remarque d’abord que,
la croissance successive des valeurs du seuillage a mene´ a` une croissance
similaire aux PSNR et CR pour chaque technique, ou` pour chaque seuil,
le PSNR et le CR correspondant a` la technique HDS, sont supe´rieurs aux
autres pour la technique JPEG 2000, dont on constate une monotonie po-
sitive (respectivement ne´gative) a` la qualite´ (respectivement a` la taille) de
l’image reconstruite jusqu’au dernier seuil, ou` le CR ici pour la technique
HDS est e´gal a` 9.09. Cette grande valeur (CR), signifie que l’image com-
presse´e avec la technique HDS occupe seulement 11% de l’espace du stockage
de l’image originale. D’autre part, l’excellence de la technique HDS par rap-
port a` JPEG 2000 est repre´sente´e au seuil  = 30, telle que la figures 7.7
et la figure 7.8 repre´sentent respectivement les images reconstruites et les
images diffe´rence a` ce seuil, dont les singularite´s contenues dans l’image ori-
ginale ont e´te´ interpre´te´es a` un nuage des points blancs accumule´s dans les
images reconstruites et les images diffe´rence, ou` ce nuage des points semble
moins dense et moins clair pour les images correspondant a` la technique HDS.
Par conse´quent, la technique HDS est plus adaptative et plus re´sistante aux
singularite´s des images.
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Figure 7.5 – Image originale
Figure 7.6 – De´composition de l’image originale au niveau j = 1
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Figure 7.7 – Images reconstruites, (a) avec HDS et (b) avec JPEG 2000
Figure 7.8 – Images diffe´rence, (c) avec HDS et (d) avec JPEG 2000
7.4.2 Comparaison de seuillage dur et doux par la nou-
velle technique de seuillage
Afin de ve´rifier l’efficacite´ de notre me´thode de la compression et de
de´bruitage, nous comparons cette nouvelle me´thode avec les me´thodes de
seuillage classiques telles que Hard, Soft et Garrote a` l’aide de la re`gle Visu
Shrink. Ces me´thodes de seuillage sont applique´es aux diverses images de
test de taille 512 × 512 pixels, qui sont bruite´es par un bruit gaussien avec
diffe´rents niveaux de bruit. L’ondelette utilise´e dans toutes les me´thodes est
l’ondelette de Haar au niveau de de´composition J = 1, ou` le parame`tre de
forme est de´termine´ par une me´thode d’approximation stochastique (algo-
rithme de Robbins-Monro). Alors, les re´sultats de simulation en utilisant
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Matlab sont pre´sente´s dans le tableau 7.3 :
Images σ Hard Soft Garrote Me´thode propose´e α
10 28.0440 27.7677 27.7094 28.1019 0.009
15 24.6469 24.6132 24.5666 25.2104 0.01
Barbara 20 22.3580 22.4018 22.5437 22.6088 0.05
25 20.0717 19.6226 20.1902 20.4312 0.1
30 18.1999 18.1438 18.3651 18.5197 1
10 25.7620 27.7896 27.3350 27.8906 0.009
15 24.6985 24.2036 24.7721 25.0008 0.15
Boat 20 21.8492 22.1981 21.4785 22.2295 0.15
25 19.9245 20.0176 20.1240 20.4384 1
30 18.0349 18.6323 18.5476 18.7409 0.05
10 27.8897 28.1068 28.0274 28.1492 0.09
15 22.9283 22.4868 22.8450 23.1930 0.9
Cameraman 20 19.2072 18.9017 18.8856 19.2539 0.09
25 16.1831 16.0629 15.7873 16.2988 0.25
30 13.5814 13.2885 13.4052 13.6726 1
Table 7.3 – Comparaison de resultats de PSNR (dB) entre les me´thodes
classiques et la me´thode propose´e
Apparemment, les re´sultats expe´rimentaux montrent qu’a` chaque niveau
de bruit, le PSNR qui correspond a` notre me´thode propose´e est le plus e´leve´
par rapport a` toutes les autres me´thodes pour chaque image. En outre, la
performance de la me´thode de Garrote pour chaque image par rapport a`
la me´thode Hard et Soft apparait aux niveaux e´leve´s de bruit. Alors que,
notre me´thode propose´e e´vite ce proble`me en raison de l’existence du pa-
rame`tre de forme. Ainsi, notre me´thode de la compression et de de´bruitage
est supe´rieure a` toutes les autres me´thodes en termes de qualite´ visuelle de
l’image de´bruite´e.
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Figure 7.9 – Originale and image bruite´e correspondant a` Barbara pour
σ = 20.
Figure 7.10 – Images de´bruite´es, (a), (b), (c), (d) en utilisant dur, doux,
Garrote et me´thode propose´e respectivement pour σ = 20.
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Conclusion
Dans cette the`se, nous avons pre´sente´ d’une part, une e´tude approfondie
et de´taille´e sur les techniques classiques de compression d’images fixes telles
que, JPEG et JPEG 2000. D’une autre part, deux nouvelles techniques de
compression et de de´bruitage d’images, ou` la premie`re est base´e sur l’hybri-
dation de l’espace de de´tail et caracte´rise´e par des avantages par rapport aux
me´thodes classiques. A` partir de ces avantages, les re´sultats expe´rimentaux
ont justifie´ la meilleure performance de celle-ci telle que, les taux de com-
pression sont tre`s e´leve´s sans d’une de´gradation remarquable pour la qualite´
de l’image compresse´e. La deuxie`me me´thode propose une nouvelle fonc-
tion de seuillage caracte´rise´e par un parame`tre de forme et quelques pro-
prie´te´s mathe´matiques par rapport aux seuillage dur et doux, les re´sultats
expe´rimentaux ont de´montre´ l’efficacite´ de cette dernie`re en termes de qua-
lite´ visuelle de l’image de´bruite´e. En conse´quence, nous pouvons adopter ces
deux nouvelles techniques pour la compression et le de´bruitage d’images.
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