ABSTRACT Topology control is one of the significant research topics in traditional wireless networks. The primary purpose of topology control ensures the connectivity of wireless nodes participated in the network. Low-power Internet of Things communication networks look like wireless network environments in which the main communication devices are wireless devices with limited energy like battery. In this paper, we propose a distributed topology control algorithm by merging the combinatorial block design from a design theory with the multiples of 2. The proposed technique especially focuses on asynchronous and asymmetric neighbor discovery. The concept of block design is used to generate the neighbor discovery schedule when a target duty cycle is given. In addition, the multiples of 2 are applied to overcome the challenge of the block design and support asymmetric operation. We analyze the worst case discovery latency and energy consumption numerically by calculating the total number of slots and wake-up slots based on the given duty cycle. It shows that our proposed method has the smallest total number of slots and wake-up slots among existing representative neighbor discovery protocols. The numerical analysis represents the proposed technique find neighbors quickly with minimum battery power compared with other protocols for distributed topology control. For future research direction, we could perform a simulation study or real experiment to investigate the best parameter for choosing the multiple of a certain number.
I. INTRODUCTION
One of the most important features of topology control is connectivity between nodes in general network environments [1] . Especially, Internet of Things (IoT) communication networks intrinsically have heterogeneity in the composition of physical devices [2] - [4] . Furthermore, low-power IoT communications require an energy-efficient solution.
IoT communication networks primarily consist of Machine to Machine (M2M) communication. The M2M communication is likely to the communication of wireless sensors in sensor networks. Usually, the sensor network assumes that wireless devices are stationary during their lifetime in the network, but this assumption might not work in low-power IoT communication networks. Frequently, nodes join into the network and leave at any time in IoT networks. In this situation, the management of network topology is slightly more difficult than that of a static network topology. To make matters worse, each node only has limited battery power in low-power networks. Therefore, a network topology mechanism should deal with the energy constraints efficiently.
When physical devices join the network, one of the first job they perform might find their neighboring machines to make a connection between them. We traditionally call this process neighbor discovery. In low-power communication networks, all of the nodes have restricted energy. Therefore, they have their own power-saving mechanism. Generally accepted battery-saving technique is to turn off a radio interface because transmission and idle listening consume most of the energy instead of sensing and computation [5] , [6] . If nodes cannot find their neighbors within a certain amount of time then the communication channel of nodes cannot be established properly and the topology control management may not be successful. Non-power-saving mechanism could be used for fast neighbor discovery, but physical devices could be died before they find their neighbors, or they could survive at a shot time only. Therefore, this simple solution does not work in low-power IoT communication networks because each node is an energy-constraint device. Consequently, the entire network may be disconnected and useless at a worst case.
One of the key challenges of topology control in lowpower IoT platforms is to manage limited energy efficiently in a distributed manner. There are a variety of ways to overcome this obstacle in previous neighbor discovery research [7] - [17] . One fundamental feature of the previous works is asynchronous neighbor discovery. As mentioned before, data exchange is one of the expensive activities in low-power network environments. Traditional neighbor discovery used time synchronization between nodes. However, the exchange of periodic control packets leads to the waste of limited energy. Therefore, asynchronous methods have been introduced to reduce energy consumption. The other aspect is to support asymmetric operation. In asymmetric situation, two nodes perform neighbor discovery with different cycles. Here a cycle represents a time duration which each node conducts neighbor discovery and a duty cycle indicates how many times a node wakes up within a cycle. The asymmetric duty cycle makes the neighbor discovery problem harder, but it is more practical in a distributed network environment.
Enlightened by the combinatorial block designs from design theory, we proposed a distributed neighbor discovery algorithm for topology control in low-power IoT communication networks. The main idea of our solution is to combine the concept of the combinatorial block design and the multiples of 2 for the purpose of the fast neighbor discovery and energy efficiency. Under our neighbor discovery, nodes wake up and sleep continuously according to the given discovery schedule. If a certain node cannot find its neighbor with the first cycle then the proposed mechanism wakes up the radio interface using the multiples of 2. Consequently, the proposed scheme try to support both asynchronous neighbor discovery and asymmetric duty cycles. Based on the result of our numerical analysis, our solution achieved neighbor discovery asynchronously and asymmetric operation efficiently. The combinatorial block design has the minimum value of cycle when the same duty cycle is given among existing neighbor discovery protocols. In addition, the combination of block designs and multiples of 2 guarantee the minimum wake-up slots when various asymmetric cases are presented. We need to confirm that the result of numerical analysis corresponds with a simulation study or an actual experiment in the near future. In addition, we could choose and apply the multiples of other numbers to asynchronous and asymmetric neighbor discovery for further energy consumption. Consequently, we can find the best parameter of the multiples for both fast neighbor discovery and minimum energy consumption. This paper is organized as follows. Section 2 reviews relevant literature regarding neighbor discovery for distributed network topology management. We describe the background and main idea of our proposed algorithm and explain how to accomplish fast neighbor discovery and energy efficiency in detail in section 3. Next, section 4 shows our numerical analysis to compare representative discovery schemes with the proposed technique based on discovery latency and energy consumption. The last section provides the conclusions of the paper and guides the future research direction.
II. RELATED WORK
There have been a number of research works of neighbor discovery since a neighbor discovery problem was introduced. In mobile network environments, the topology of networks keep changing. Frequent node join and leave happens during network lifetime. Therefore, continuous node discovery is crucial in order to manage network topology successfully. In this section, we present the literature review of representative neighbor discovery protocols.
The Birthday protocol [8] was proposed for neighbor discovery in static ad hoc networks. The main idea of Birthday is to use a probabilistic method in order to reduce the energy of wireless nodes. With different probabilities, nodes wake up, listen, transmit, or sleep within their neighbor discovery schedule. However, the probabilistic method itself is nondeterministic, so it might impossible to find neighbors within a certain amount of time. This feature could not guarantee the rendezvous of nodes for a long time at the worst case. Asynchronous neighbor discovery should provide a deterministic meeting time with minimum energy consumption.
Tseng et al. [9] and Jiang et al. [10] proposed a Quorum-based neighbor discovery protocol for multi-hop ad hoc networks. Given a two dimensional array m × m, a wireless node can choose one row and one column randomly and wake up all of the slots of the chosen row and column. Thus, 2m−1 is selected for wake-up slots in given m×marray. The advantage of Quorum is to make two different nodes meet quickly when two different schedules overlap frequently based on the selection of a certain row and column. However, this aspect might be a shortcoming of Quorum because it depends on which row and column are selected. Random selection of row and column directly affects the performance of Quorum.
Disco [11] adopted two prime numbers in order to solve neighbor discovery problems. Nodes become awake its slot number is equal to the multiples of these two different prime numbers. Otherwise, they stay in sleep modes. There is at least one wake-up slot between two nodes at the time of the multiplication of these prime numbers. Even if two nodes use different duty cycles, they can meet each other after a certain amount of time using two prime numbers. In the paper, authors emphasized on the selection of proper prime numbers for a good result. The authors suggested the use of balanced primes (the difference between two prime numbers of each node is minimal) for symmetric neighbor discovery and unbalanced primes (the difference between two prime numbers of each node is maximal) for asymmetric case.
However, finding proper two prime numbers may be a time consuming work because there is no perfect guideline for choosing two numbers. If the algorithm chooses unbalanced prime numbers in in asymmetric operation then Disco cannot show a good performance.
U-Connect [12] used one prime number instead of choosing two prime numbers. To compensate the disadvantage of using a single prime number, it wakes up some number of slots at the beginning of discovery schedule. For example, given a prime number p, U-Connect makes p+1 2 consecutive slots awake per total p 2 slots. One primary advantage of U-Connect is to find neighbors faster than Disco if two nodes start neighbor discovery at a similar time. However, U-Connect also has the unbalanced distribution of wake-up slots because the beginning of schedule has a lot of wake-up slots. If two nodes with different duty cycles begin neighbor discovery at a different time, the worst case discovery latency increases greatly.
Zheng et al. [13] borrowed the concept of a combinatorial block design from design theory and applied it to neighbor discovery. This mechanism showed the best performance of discovery latency and energy consumption based on the power-latency product made by U-Connect. Compared to other existing discovery protocols, the discovery schedule constructed by the block design has the smallest total and wake-up slots. Given the same duty cycle, the combinatorial method finds neighbors quickly with minimum batter power. However, this method cannot support asymmetric duty cycles. There is no guarantee that there is at least one wake-up slot between two nodes operated by two different duty cycles. In addition, we cannot apply the block design to neighbor discovery because the combinatorial scheme does not have a unified block construction mechanism for generating neighbor discovery schedules. This indicates that there is no proper block design when a certain duty cycle is presented.
One of the simplest and intuitive solution to achieve neighbor discovery is to keep slots alive until two nodes find each other, but this consumes a lot of energy in low-power network environments. An alternative way is to make wakeup slots half of the total slots in each duty cycle. However, this approach is also wasting lots of energy. Ironically, the neighbor discovery study of Searchlight [14] starts from the straightforward observation we introduced. In Searchlight, there are two wake-up slots in each cycle, one static slot (the anchor slot) in the beginning of the cycle and one floating slot (the probe slot) searching for the anchor slots of the other node. The authors proved that searching for a full cycle guarantees two overlaps. The concept of probe slots can reduce duty cycle dramatically compared to other neighbor discovery protocols. However, if the size of total cycles gets increased then the cost of extended discovery time might be a burden.
BlindDate [15] maintains multiple probe slots with opposite directions in order to increase the chances of the overlaps between two probe slots. This idea can reduce the time of discovery latency. The researchers showed that BlindDate protocol reduced the worst case discovery latency and accomplished a better average performance compared with other primary discovery protocols. However, BlindDate has a similar problem Searchlight has.
III. DISTRIBUTED TOPOLOGY CONTROL ALGORITHM
One of the most significant tasks for topology control in a traditional wireless network environment maintains network connectivity among a number of wireless devices. If networked devices lose their connection between their neighboring nodes then it might affect the performance and throughput of the entire network. In the worst case, most of the communications in the network may be broken. Consequently, it is impossible to sustain network life cycle.
It is well known that wireless nodes frequently join and leave the network in a mobile computing environment. In addition, the nodes cannot survive for a long time in the network because of battery constraint. Therefore, one of the primary responsibilities of topology control is finding the colleagues of networked devices and connecting them each other in a distributed manner. Fining neighboring nodes is an active research area in mobile and wireless networks. Furthermore, low-power IoT communication networks could have the problem of energy consumption and frequent node movement we discussed in this section.
A. NEIGHBOR DISCOVERY
As we mentioned above, wireless nodes continuously find their nearby neighboring nodes in order to maintain network connectivity because each node has battery constraint and the node joins and leaves the network frequently. In other words, a network environment keeps changing. Hence, we need a well-defined network topology mechanism. First of all, we introduce what neighbor discovery is in this section.
Most wireless devices perform their task with limited battery power. Therefore, an energy-efficient battery control technique is required. IEEE 802.11 and 802.15.4 standards provide a power-saving (PS) mode for wireless network environments. The main idea of PS mode is to turn off the radio interface of networked devices when there is no communication. One study [5] discovered that wireless communication (sending and receiving packets) spends a lot of battery compared to other activities. As a result, there are two conditions like 'on' and 'off' in the PS mechanism. In this paper, we call 'on' a wake-up mode and 'off' a sleep mode. That is, a wireless node can send or receive data packets in a wake-up mode and it cannot communicate with its neighbors in a sleep mode. With binary numbers zero and one, a number one can illustrate the wake-up mode and a number zero can denote the sleep mode.
Definition 1: A wake-up mode represents a wireless device turns on its radio interface to communicate with its neighbors. A sleep mode denotes a networked device turns off its radio interface to save its battery power.
However, wireless nodes cannot remain in a sleep mode most of their lifetime for saving their energy. VOLUME 4, 2016 Periodically, they need to wake up and listen to the message from their neighboring nodes even if they do not have data packets to send in order to maintain network connectivity. Otherwise, the network is useless. Therefore, nodes keep changing their PS mode from wake-up to sleep, and vice versa during their lifetime in the network. Additionally, changing the PS mode requires a certain of periodic pattern for efficient communication. We call this pattern a wake-up schedule (WS) in this paper and it is defined as follows:
Definition 2: A wake-up schedule is an enumeration consisting of a wake-up mode and a sleep mode.
Definition 3: A slot is a time interval from the beginning to the end of a wake-up or sleep mode.
Based on the definitions 2 and 3, we can say that WS is a sequence of zero and one illustrating the wake-up and sleep mode. Each PS mode (wake-up and sleep) has its defined time interval called slot. The slot size might be different under diverse network situations. Every wireless node follows their predefined WS during their network lifetime to achieve network connectivity. If two nodes stay in a wake-up mode at the same time and they are in the same communication range then they discover their neighbor each other. This process is defined as neighbor discovery.
A certain network condition where node join and leave happens frequently may require a fast neighbor discovery process because a network topology keeps changing. On the other hand, a stable network environment relatively needs a normal discovery procedure. When making a WS, we need to decide how many wake-up mode and sleep mode are composed of the WS. The former case wants more wakeup mode in a given WS in order to find neighboring nodes quickly. Before designing a WS, we decide the number of wake-up and sleep modes in a WS.
Definition 4: A duty cycle is the percentage of the ratio of the number of wake-up modes over the total number of wake-up and sleep modes per a given wake-up schedule. As a formula, a duty cycle DC can be expressed as:
where A is the number of wake-up modes and T is the total number of wake-up and sleep modes in a given wake-up schedule.
B. ASYNCHRONOUS NEIGHBOR DISCOVERY MECHANISM
How can a wireless device find their neighbors? As we pointed out previously, neighbor discovery occurs when two nodes stay in a wake-up mode at the same time. Only in this mode, they can send or receive data packets. However, the problem is that they do not know when they wake up and sleep. One of the straightforward techniques is time synchronization. Periodically, each node broadcasts a hello message. It might possible for its neighbors to listen to and respond this message when they are located in the communication range of the sender. The time synchronization technique is intuitive and simple. However, the biggest disadvantage of this mechanism is sending a repeated hello message. If we get rid of control messages during neighbor discovery process, more energy could be used for real data exchange. Recently, most neighbor discovery study focuses on asynchronous methods. There are many different approaches for asynchronous neighbor discovery in the world. It is considered that the combinatorial methodology using design theory is an optimal solution [12] , [13] . The main feature of asynchronous neighbor discovery finds neighboring nodes without time synchronization. First, let us introduce how the combinatorial method discovers neighbors without a hello message.
1) COMBINATORIAL NEIGHBOR DISCOVERY
The combinatorial neighbor discovery borrows the concept of a symmetric (v, k, λ)-design. The symmetric design is defined in the book of design theory [18] - [20] :
Definition 5: A symmetric (v, k, λ)-design is a pair (X , A) such that the following properties are satisfied:
(1) X is a set of elements and |X | = v.
(2) A is a collection of nonempty subsets of X called blocks.
Each block contains exactly k elements. (4) Every pair of distinct elements is contained in exactly λ blocks. The theory of a symmetric deign can be applied to the asynchronous neighbor discovery problem. The authors of [13] first proposed the solution of asynchronous neighbor discovery using a symmetric design. We proved that there is at least one rendezvous wake-up slot between two WSs if the WS of nodes follows the properties of a symmetric design [21] . A (7, 3, 1)-design is one of the popular symmetric designs in case of λ = 1. In the (7, 3, 1)-design, we could express X and A as follows: In addition, we can illustrate the set of blocks A with binary numbers zero and one as shown in Figure 1 . In this figure, each block can be used as a WS for wireless nodes. For example, the first block 124 indicates that two consecutive slots show wake-up modes, the third represents a sleep mode, and so on. Additionally, any two arbitrary blocks contain at least one rendezvous wake-up slot in the (7, 3, 1)-design. If we apply this design to the neighbor discovery problem then periodic hello messages for time synchronization is not necessary. Each node simply follows the schedule provided by the symmetric design in order to discover their neighbors. The duty cycle of the (7, 3, 1)-design is approximately (3/7) × 100% ≈ 43%. Unfortunately, this approach has two following drawbacks:
(1) It does not guarantee the existence of a symmetric design for a target neighbor discovery schedule. [13] . (2) A symmetric design only works for a symmetric duty cycle. It might impossible to apply a symmetric design to neighbor discovery because there is a possibility that a proper symmetric design does not exist based on the first disadvantage. The second explains that a symmetric design cannot be applicable to the situation where all of the nodes in the network do not follow the same duty cycle. It is natural and usual to think that all nodes do not have the same duty cycle in the network. In other words, the duty cycle of wireless nodes can be different in the network.
2) BLOCK COMBINATION TECHNIQUE
We have already proposed the technique of combining two blocks from symmetric designs [21] to solve the first limitation we discussed before. The proposed block combination technique is simple and easy to implement. The key advantage of this technique is that it is possible to make any desired neighbor discovery schedules. Let us illustrate how to combine two symmetric designs and produce a new WS with the following symmetric designs: First of all, the block combination technique shows how to combine a (13, 4, 1)-design and a (3, 2, 1)-design shown in Figures 2 and 3 . The combination process consists of three steps. First, it chooses two target symmetric designs. There is no limitation to choose two designs in the first step. Here (13, 4, 1) and (3, 2, 1)-designs are selected to combine. Note that the (3, 2, 1)-design does not exist, but it was only created for the purpose of simulation of block combination. The second procedure replaces each wake-up slot of one symmetric design (we call this a base design) by the other design (we call this a replacement design). Finally, the last step generates a new combined design for neighbor discovery. Figure 4 describes a new design generated by the block combination technique.
As shown in Figure 4 , block combination constructs a totally new design. The duty cycle of the design is about 21%. The duty cycle of a (13, 4, 1)-design is roughly 31% and that of a (3, 2, 1)-design is approximately 67%. Combining these two designs can create the neighbor discovery schedule of 20% duty cycle. Therefore, the block combination technique guarantees that it is likely to produce a desired WS. It is difficult to create a target discovery schedule by just borrowing well-known symmetric designs as we examined before.
There are three following benefits of the block combination technique: (1) it can easily construct a new desired design with a target duty cycle, (2) the technique is easy to implement, and (3) block combination method can be used repeatedly. If the combination process cannot create a desired design at first trial then it can be continuously applied until the goal duty cycle is obtained.
Does a new generated design have the same property that general symmetric designs have? Our proof [21] showed that the property of new designs is slightly different from the one of symmetric designs, but there is no problem to apply the concept of new designs to the neighbor discovery problem. The new property contains the fundamental aspects for neighbor discovery. Note that those who want to know the concept of new constructed designs in detail, refer to [21] in the reference list of the article.
C. ASYMMETRIC BLOCK DESIGN-BASED NEIGHBOR DISCOVERY SCHEME
Previously we paid attention to the situation where all of nodes in the network find their neighbors with the same duty cycle. However, it is not natural to accept this inflexible assumption in a real network setting. It is more acceptable that the duty cycles of nodes can be different (asymmetric operation). Unfortunately, both the combinatorial and block combination technique cannot support asymmetric operation because the feature of symmetric designs only follows the symmetric scenario.
We have proposed one solution to deal with asymmetric operation using the block combination technique in [22] . Before addressing the proposed asymmetric block designbased neighbor discovery scheme, let us discuss what the asymmetric operation means first. Assume that there are two symmetric designs, (7, 3, 1) and (21, 5, 1)-designs for simulating asymmetric operation. Figure 5 represents two blocks extracted by (7, 3, 1) and (21, 5, 1)-designs respectively. There are two findings from Figure 5 . First, the duty cycle of the first block is about 43% and that of the second one is roughly 24%, with means these two duty cycles are different. This is one of the typical examples of asymmetric operation. Second, there is no rendezvous slot between these blocks, so two nodes that use these blocks respectively as their WS cannot find the other node forever.
The asymmetric block design-based neighbor discovery we proposed simply borrowed the block combination technique to solve the asymmetric neighbor discovery problem. Our proposed approach is a centralized algorithm. Assume that we have two nodes, u and v in the network. The WS of u is WS u and that of v is WS v . WS u comes from one symmetric design A and WS v is made from the other design C. It is likely to make u and v meet each other after a certain amount of time even if u and v use asymmetric duty cycles, where A = C. We could generate C by combining two symmetric designs B and A using the block combination technique, which means C = B ⊕ A (the symbol ⊕ is used for representing the operation of block combination). By [22, Th. 3] , there is at least one common active slot between A and C. Therefore, u and v can find each other.
There is a practical challenge of the asymmetric block design-based method. As we mentioned before, this approach adopted a centralized manner. The centralized algorithm artificially creates a WS by combining two symmetric designs and assigns it to proper wireless nodes individually. It is commonly accepted that wireless communication network is normally controlled by a variety of distributed management protocols. It is abnormal to deal with asymmetric neighbor discovery by the centralized scheme. In addition, the centralized mechanism implies that the overhead of preprocessing and management for node discovery should be expensive.
D. DISTRIBUTED ASYMMETRIC NEIGHBOR DISCOVERY ALGORITHM
An ideal asynchronous and asymmetric neighbor discovery solution should take care of creating flexible discovery schedules and discovering wireless nodes in a distributed manner. As we mentioned before, the combinatorial neighbor discovery has been considered as an optimal solution, but the problem is that it cannot support asymmetric operation. In addition, we cannot guarantee that a certain symmetric design exists for constructing a WS. The latter problem can be easily solved by the proposed block combination technique. In this section, we focus on how to maintain the former problem.
We propose a new distributed asymmetric neighbor discovery algorithm for topology control in IoT communication networks. The primary idea of the solution is to integrate a symmetric design with the multiples of 2 (M2). M2 is introduced to the new algorithm in order to deal with the problem of asymmetric neighbor discovery. If a slot number is equal to M2 starting from the beginning of the schedule then the new algorithm wakes that slot up and make it find its neighbors. That is, M2 synchronizes the wake-up time of two nodes working with asymmetric duty cycles and make them meet each other at a certain amount of time. The rendezvous process is illustrated graphically in Figure 6 .
Assume that we have the following asymmetric neighbor discovery schedules. One from a (7, 3, 1)-design and the other from a (21, 5, 1)-design. As seen from Figure 5 , there is no rendezvous slot between these two schedules. Hence, we can apply M2 to this asymmetric operation. First, the node which uses a (7, 3, 1)-design (we call this node x) can realize that it cannot find neighbors within the first duty cycle. From the second cycle, the M2 mechanism can be activated. In Figure 6 , the schedule of x has three wake-up slots, 1, 2, and 4. Slot numbers 2 and 4 are already active, so the M2 mechanism only wakes up a slot number 6. From the second cycle, the M2 mechanism begins. After two cycles of x elapse, two nodes cannot find each other. However, the node which borrows a (21, 5, 1)-design (we call this node y) also recognizes that it cannot meet its neighbors within the first duty cycle of y. From the second cycle, y eventually starts the M2 mechanism. Figure 7 represents the beginning of the M2 mechanism of node y from its second cycle. The yellow color in Figure 6 and 7 depicts newly activated wake-up slots by the M2 mechanism. For example, in the second and third cycle of x, the slot number 6 is awake in Figure 6 . In addition, the second cycle of y, the slot number 2 is also up in Figure 7 . Finally, both x and y meet each other three times in the 4 th cycle of x and the 2 nd cycle of y respectively in Figure 7 . Three bold boxes indicate rendezvous points of the schedules of x and y. After they find each other, the M2 mechanism is not needed any more, so it stops the finding process. In this concrete example, the multiples of 2 work as the reference points of time synchronization for rendezvous. Figure 8 illustrates our proposed distributed asymmetric neighbor discovery algorithm. The time complexity of this algorithm depends on the bigger cycle of given block designs at the worst case. Therefore, the time complexity of the algorithm is O(v 1 ), where v 1 > v 2 .
IV. NUMERICAL ANALYSIS
The main goal of topology control is to keep networked nodes connected and communicate with each other during their lifetime. To achieve this goal, fast discovery of neighboring nodes with minimum energy is one of the significant requirements in the study of topology control. We compare and analyze between some major existing neighbor discovery schemes and our proposed technique numerically in this section. There are following fundamental questions for numerical analysis:
(1) How many time slots are required for neighbor discovery at a worst-case scenario? (2) How many wake-up slots are used for neighbor discovery in asymmetric operation? The first question is important because it indicates the worst-cast neighbor discovery latency. In addition, the second question is also crucial because it implies the energy usage of each node under asymmetric operation in the network. Before the process of analysis, we first define what discovery latency and energy consumption are.
Definition 6: Discovery Latency (L) is a total amount of time used by each node until it finds its neighbor(s) during neighbor discovery.
Definition 7: Energy Consumption (E) is a total amount of energy spent by each node until it finds its neighbor(s) during neighbor discovery.
A. DISCOVERY LATENCY
Once the target duty cycle is given, it is slightly easy to calculate the worst-case discovery latency. It definitely depends on the number of total slots of a lower duty cycle node between two asymmetric duty cycles. In asymmetric scenarios, the duty cycles of two nodes are different. At a worst case, the lower duty cycle node finally can find its neighbors when its duty cycle reaches the total number of slots. That's why the worst case discovery latency depends on the total number of slots of the lower duty cycle node. For the analysis of discovery latency, we first examine a main parameter, duty cycle, discovery latency, and the number of wake-up slots from major existing neighbor discovery algorithms. Table 1 shows the comparison of the neighbor discovery algorithms. Next, we find a proper parameter for each algorithm in order to apply the parameters we found to the calculation of the worst case discovery latency. Table 2 illustrates the parameter settings for calculating the discovery latency of each algorithm based on different duty cycle settings. Finally, table 3 denotes the result of the worst case discovery latency. As seen from Table 3 , the worst case latency of our proposed technique has the smallest number among the given techniques. This fact implies that two nodes using our technique might find their neighbors faster than those using other schemes when the same asymmetric case is given. Figure 9 clearly states the number of total slots of different discovery algorithms.
B. ENERGY CONSUMPTION
We have learned that the number of wake-up slots directly affects energy consumption of wireless nodes from our previous study of neighbor discovery [21] , [22] . From this perspective, the energy consumption analysis mainly focuses on the calculation of the number of wake-up slots on the following neighbor discovery mechanisms. Table 1 indicates how many wake-up slots are required on each discovery algorithm based on each parameter setting. Our algorithm cannot decide the number of wake-up slots because the wake-up slot number may different among different duty cycles. A variable α is used in Table 1 because of this reason. According to different duty cycles such as 10%, 5%, 2%, and 1%, we calculate the number of wake-up slots of every technique.
For the analysis of energy consumption, we assume the following scenario: the higher duty cycle node cannot find its neighbor within one cycle. For instance, a certain node A uses 10 % duty cycle and the other B uses 5% duty cycle. A cannot find B within the first 10% duty cycle. Next, we calculate the total number of wake-up slots among four algorithms. Quorum cannot support asymmetric operation, so we omit the calculation of Quorum. Figure 10 represents the number of wake-up slots on four different techniques. Overall, asymmetric cases with 1% duty cycle need bigger number of wakeup slots than other cases. Disco, U-Connect, and Searchlight have a similar regular waking-up pattern. For example, both Disco and U-Connect use a prime number to make wakeup slots. They wake up each slot using the multiples of the given prime number. If the given prime number is big for a low duty cycle like 1%, the gap between one wake-up slot and the other is also big. Therefore, the asymmetric case of (10%, 1%) shows slightly bigger than the cases of (10%, 5%) and (10%, 2%) in Figure 10 . However, our technique shows a totally opposite consequence because the waking-up pattern is irregular. In general, the wake-up slot numbers of our proposed scheme is the lowest than that of other protocols. Therefore, our method can find neighbors faster than others with minimum energy.
V. CONCLUSIONS
We propose a new distributed topology control algorithm for low-power IoT communications. IoT communication networks consist of a variety type of physical communication and sensing devices. These devices try to connect with each other and finally establish a network. Originally, the characteristic of IoT is based on device to device communication in a distributed manner. This communication network especially resembles the wireless sensor network environment. In this paper, we concentrate on developing asynchronous and asymmetric neighbor discovery by mixing the concept of the combinatorial block design and the multiples of 2. One of the biggest challenges of the block design cannot guarantee proper generation of neighbor discovery schedules when a desired duty cycle is presented. In order to overcome this shortcoming, we suggest the block combination scheme by combing two block designs. The other challenge of the block design cannot support asymmetric operation in distributed network environments. In order to solve this obstacle, we introduce the use of the multiples of 2 to make nodes turn on their radio interface for fast neighbor discovery.
By calculating the total number of slots and wake-up slots, we analyze the performance of existing typical neighbor discovery protocols numerically by comparing with that of the proposed scheme. The numerical analysis illustrates the proposed algorithm has minimum number of total and wakeup slots. This implies that our protocol finds neighboring nodes faster and spends less energy resource than others.
Future research directions should focus on a simulation study or real experiment with some physical devices. This study can give us more realistic performance result. In addition, choosing the best parameter of multiples might depend on the experiment with a variety of parameter settings.
