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8 Hochschild and Simplicial Cohomology
Jerry Lodder∗
Abstract. We study a naturally occurring E∞-subalgebra of the full E2-
Hochschild cochain complex arising from coherent cochains. For group rings
and certain category algebras, these cochains detect H∗(BC), the simplicial
cohomology of the classifying space of the underlying group or category, C. In
this setting the simplicial cup product of cochains on BC agrees with the Ger-
stenhaber product and Steenrod’s cup-one product of cochains agrees with
the pre-Lie product. We extend the idea of coherent cochains to algebras
more general than category algebras and dub the resulting cochains autopoi-
etic. Coefficients are from a commutative ring k with unit, not necessarily a
field.
Key Words: Hochschild cohomology, Autopoietic cochains, Poset algebras,
Category algebras
MSC Classification: 16E40, 18H15, 55R40
1 Introduction
In this paper we extend Gerstenhaber’s idea of coherent Hochschild cochains
[7] to algebras A with a free k-module basis
B = {ϕω | ω ∈ Ω},
where Ω is an arbitrary index set, and the product on A is induced from a
product among the ϕs with
ϕαϕβ = µα,β ϕm,
∗Mathematical Sciences; Dept. 3MB, Box 30001; New Mexico State University; Las
Cruces, NM 88003; jlodder@nmsu.edu.
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where ϕm ∈ B, µα,β ∈ k. Here k is a commutative ring with unit, not
necessarily a field, and A is unital as well. We call the resulting cochains f ∈
Homk(A
⊗n, A) autopoietic (self-generating), and they satisfy the condition
f(ϕ1 ⊗ ϕ2 ⊗ . . . ⊗ ϕn) = λϕ1, ... ,ϕn(ϕ1 · ϕ2 · . . . · ϕn),
where λϕ1, ... ,ϕn is an element of k depending on (ϕ1, ϕ2, . . . , ϕn). For group
rings, poset algebras and certain category algebras, the autopoietic cochains
detect H∗(BC), the simplicial (singular) cohomology of the classifying space
of the underlying group or category, C, expressed as a direct summand of
HH∗(k[C]; k[C]), the Hochschild cohomology of the category algebra k[C].
When the elements µα,β ∈ k are idempotents (as for group rings or category
algebras), the autopoietic cochains form an E∞-subalgebra of the full E2-
Hochschild cochain complex with the Gerstenhaber product agreeing with the
simplicial cup product of cochains on BC and the pre-Lie product agreeing
with Steenrod’s cup-one product of cochains on BC. We believe the result
for E∞-algebras is new and the autopoietic cochains provide a common and
direct setting for separate calculations appearing in [12, 13].
Hochschild cohomology, HH∗, is a topic of current research as a target
for topological quantum field theories [3, 10] with the Gerstenhaber product
in HH∗ corresponding to the corbordism between two disjoint copies of the
unit circle, S1, and one copy of S1. The product on HH∗ is known to be
graded commutative via two possible cochain homotopies, namely the pre-Lie
products [4]. These two homotopies are themselves not cochain homotopic,
forming the structure of an E2-algebra on Hochschild cochains. The action
of E2-operads on the Hochschild cochain complex that are themselves homo-
topic to the little disk operad, i.e., a solution to the Deligne conjecture, has
been a topic research studied in [8, 9, 14, 18, 19]. In this paper, however,
we study a subcomplex of Hochschild cochains that carries an E∞-algebra
structure, namely the subcomplex of autopoietic cochains. For a group ring,
k[G], the Frobenius algebra structure on k[G], Equation (2.1), can be used
to identify Hochschild cochains that are dual to the constant loops on BG,
which yields Lemma (2.3). The construction detecting the constant loops on
BG generalizes to algebras that do not necessarily carry the structure of a
Frobenius algebra, such as poset algebras and category algebras. For a poset
with a finite number of objects, the autopoietic cochains on the poset algebra
k[C] compute
HH∗(k[C]; k[C]) ≃ H∗(BC),
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where C is the category associated to a poset (see §2).
The idempotent condition, µ2 = µ, is needed to map cochains on the bar
construction to Hochschild cochains. It is also needed to compare Steenrod’s
cup-one product with Gerstenhaber’s pre-Lie product. The subcomplex of
autopoietic Hochschild cochains, however, can be defined without the idem-
potent condition, and is of independent interest. Section 2 of the paper con-
tains the specifics for group rings and poset algebras. Section 3 provides the
general definition of autopoietic cochains, and establishes when they form an
E∞-subalgebra of the full Hochschild cochain complex. Section 4 contains an
application of autopoietic cochains to compute HH∗(k[C]; k[C]), where C is a
certain type of endomorphism-isomorphism category formed by an amalgam
of groups and a poset, which extends results in [20], where only field coeffi-
cients are used. Our results also apply to infinite, discrete groups. Finally
we identify a topological space whose simplicial cohomology is isomorphic to
HH∗(k[C]; k[C]), where C is an amalgam of groups and a poset.
2 Group Rings and Poset Algebras
In this section we discuss a common setting for both group rings and poset
algebras for constructing certain Hochschild cochains that detect H∗(BC),
the simplicial cohomology of the classifying space of the underlying group
or category. Let G be a discrete group, finite or infinite, considered as a
category C with one object and morphisms given by the elements of G. The
classifying space BG can be identified with BC and the group ring k[G] can
be identified with the category algebra k[C]. Here k is a commutative ring
with unit 1 ∈ k.
The Hochschild homology HH∗(k[G]; k[G]) can be computed from the
complex
k[G]
b
←− k[G]⊗2
b
←− . . .
b
←− k[G]⊗n
b
←− k[G]⊗(n+1)
b
←− . . . ,
where for z = g0 ⊗ g1 ⊗ . . .⊗ gn ∈ k[G]
⊗(n+1),
b(z) =
n−1∑
i=0
(−1)i g0 ⊗ g1 ⊗ . . .⊗ gigi+1 ⊗ . . .⊗ gn
+ (−1)ngng0 ⊗ g1 ⊗ g2 ⊗ . . .⊗ gn−1.
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This is the homology of a simplicial set known as the cyclic bar construction
[11, 7.3.10], denoted in this paper as N cy∗ (G), with N
cy
n (G) = G
n+1, n ≥ 0. It
is known [11, 7.4.5] that H∗(BG) is a direct summand of HH∗(k[G]; k[G]).
Moreover, H∗(BG; k) can be computed from the subcomplex k[N
cy
∗ (G, e)]
of Hochschild chains, where
N cy∗ (G, e) = {(g0, g1, . . . , gn) ∈ G
n+1 | g0g1 . . . gn = e}.
Here e is the identity element of G. Let B∗(G) be the simplicial bar construc-
tion on G, where Bn(G) = G
n, n ≥ 0, with the standard face and degeneracy
maps [11, B.12, Example 1]. There is a well-known chain isomorphism
k[B∗(G)] −→ k[N
cy
∗ (G, e)]
induced by the map of simplicial sets
ι : Bn(G)→ N
cy
n (G), ι : G
n → Gn+1,
ι(g1, g2, . . . , gn) =
(
(g1g2 . . . gn)
−1, g1, g2, . . . , gn
)
.
The inverse chain map is induced by another map of simplicial sets
pi : N cyn (G)→ Bn(G), pi : G
n+1 → Gn,
pi(g0, g1, g2, . . . , gn) = (g1, g2, . . . , gn).
Let (HH∗(k[G]), b∗) denote the cohomology of the Homk-dual of the b-
complex. Specifically, (HH∗(k[G]), b∗) is the cohomology of the following
with n ≥ 1:
. . .
b∗
−→ Homk(k[G]
⊗n, k)
b∗
−→ Homk(k[G]
⊗(n+1), k)
b∗
−→ . . . .
Clearly, H∗(BG; k) is a direct summand of (HH∗(k[G]), b∗), G finite or
infinite.
Let (Homk(k[G]
⊗∗, k[G]), δ) be the standard complex (3.1) for computing
Hochschild cohomology, HH∗(k[G]; k[G]). Define an inner product
〈 , 〉 : k[G]⊗ k[G]→ k (2.1)
given on group elements g, h ∈ G by
〈g, h〉 =
{
1, h = g−1
0, h 6= g−1.
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Then extend 〈 , 〉 to be linear on the tensor product k[G]⊗ k[G]. There is a
cochain map [12]
Φn : (Homk(k[G]
⊗n, k[G]), δ)→ (Homk(k[G]
⊗(n+1), k), b∗), n ≥ 0,
given by
Φn(f)(g0 ⊗ g1 ⊗ . . .⊗ gn) = 〈g0, f(g1 ⊗ g2 ⊗ . . .⊗ gn)〉,
where f : k[G]⊗n → k[G] is a k-linear map and each gi ∈ G. Let Φ =
{Φn}n≥0. For G finite, Φ is an isomorphism of cochain complexes. For G in-
finite, Φ is only injective on cochains. Nonetheless, HH∗(k[G]; k[G]) contains
a copy of H∗(BG; k), G finite or infinite [1, 2.11.2], and HH∗(k[G]; k[G])
splits as the direct sum ofH∗(BG; k) and a complementary submodule. This
achieved in this paper by writing Homk(k[G]
⊗∗, k[G]) as the direct sum of
two cochain complexes, one being the autopoietic cochains and the other the
non-autopoietic cochains.
Definition 2.1. For n ≥ 1, f ∈ Homk(k[G]
⊗n, k[G]) is autopoietic if for all
(g1, g2, . . . , gn) ∈ G
n, we have
f(g1 ⊗ g2 ⊗ . . .⊗ gn) = λg1,...,gn(g1g2 . . . gn)
for some λg1,...,gn ∈ k, depending on (g1, g2, . . . , gn).
Definition 2.2. For n ≥ 0, f ∈ Homk(k[G]
⊗n, k[G]) is strictly autopoietic
if f is autopoietic and additionally for n = 0 and f ∈ Homk(k, k[G]), we
have f(1) = λe for some λ ∈ k.
Let AP (k[G]⊗n) denote the k-submodule of Homk(k[G]
⊗n, k[G]) consist-
ing of (strictly) autopoietic cochains. It is shown in the next section that
AP (k[G]⊗∗) =
∑
n≥0
AP (k[G]⊗n)
is a subcomplex of
(
Homk(k[G]
⊗∗, k[G]), δ
)
.
Lemma 2.3. There is a natural isomorphism
H∗(AP (k[G]⊗∗)) ≃ H∗(BG; k),
where G is a finite or an infinite group.
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Proof. For n ≥ 0, we show that
AP (k[G]⊗n) ≃ Homk(k[N
cy
n (G, e)], k).
First, let f ∈ AP (k[G]⊗n) and (g0, g1, . . . , gn) ∈ N
cy
n (G, e). Then g
−1
0 =
(g1g2 . . . gn) and
Φ(f)(g0 ⊗ g1 ⊗ . . .⊗ gn) = 〈g0, f(g1 ⊗ . . .⊗ gn)〉
= 〈g0, λg1,...,gn(g1g2 . . . gn)〉
= λg1,...,gn.
For h0, h1, . . ., hn ∈ G with h
−1
0 6= (h1h2 . . . h3) and f autopoietic, Φ(f)(h0⊗
h1 ⊗ . . .⊗ hn) = 0. Thus,
Φ : AP (k[G]⊗n)→ Homk(k[N
cy
n (G, e)], k).
Conversely, given α ∈ Homk(k[N
cy
n (G, e)], k), then α(g0⊗g1⊗ . . .⊗gn) ∈
k for all (g0, g1, . . . , gn) ∈ G
n+1 with g−10 = (g1g2 . . . gn). Thus α depends
only on (g1, g2, . . . , gn). Set
α(g0 ⊗ g1 ⊗ . . .⊗ gn) = λg1,...,gn.
Define Ψ(α) ∈ AP (k[G]⊗n) by
Ψ(α)(g1 ⊗ g2 ⊗ . . .⊗ gn) = λg1,...,gn(g1g2 . . . gn).
It follows quickly that
Ψ : Homk(k[N
cy
n (G, e)], k)→ AP (k[G]
⊗∗)
is a cochain map with Φ◦Ψ = 1 and Ψ◦Φ = 1. In the next section we prove
that in a more general setting Ψ is a cochain map. Since the cohomology
of Homk(k[N
cy
n (G, e)], k) can be canonically identified with H
∗(BG; k), the
lemma follows.
Geometrically, the autopoietic cochains are dual to the constant loops on
BG, which can be seen from the geometric realization
|N cy∗ (G)| ≃ Maps(S
1, BG).
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The space Maps(S1, BG) is commonly referred to as the free loop space on
BG. The non-autopoietic cochains are defined to mirror the quotient
Homk(k[G]
⊗n, k[G])/AP (k[G]⊗n).
For g ∈ G, define projection maps
pig : k[G]→ k
as follows. Let z =
∑
h∈G chh ∈ k[G]. For G infinite, only finitely many of
chs are non-zero. Let pig(z) = cg, i.e., the coefficient of g.
Definition 2.4. A cochain f ∈ Homk(k[G]
⊗n, k[G]) is non-autopoietic if
for all (g1, g2, . . . , gn) ∈ G
n, we have
pih(f(g1 ⊗ g2 ⊗ . . .⊗ gn)) = 0, h = g1g2 . . . gn.
For n = 0, f ∈ Homk(k, k[G]) is non-autopoietic if for f(1) =
∑
g∈G cg g, we
have ce = 0, i.e., the coefficient on e is zero.
Let NP (k[G]⊗n) denote the submodule of non-autopoietic cochains in
Homk(k[G]
⊗n, k[G]).
Lemma 2.5. The submodule NP (k[G]⊗∗) =
∑
n≥0NP (k[G]
⊗n) forms a sub-
complex of (
Homk(k[G]
⊗∗, k[G]), δ
)
.
Proof. Let ϕ ∈ NP (k[G]⊗n). Then
(δϕ)(g1 ⊗ g2 ⊗ . . .⊗ gn+1) = g1ϕ(g2 ⊗ . . .⊗ gn+1)+( n∑
i=1
(−1)iϕ(g1 ⊗ . . .⊗ gigi+1 ⊗ . . .⊗ gn+1)
)
+ (−1)n+1ϕ(g1 ⊗ . . .⊗ gn)gn+1.
If g1ϕ(g2⊗. . .⊗gn+1) contains a non-zero summand of the from λ(g1g2 . . . gn+1),
then
ϕ(g2 ⊗ . . .⊗ gn+1) = g
−1
1 g1ϕ(g2 ⊗ . . .⊗ gn+1)
would contain a non-zero summand of the form λ(g2g3 . . . gn+1), contradicting
that ϕ ∈ NP (k[G]⊗n). Clearly
pihϕ(g1 ⊗ . . .⊗ gigi+1 ⊗ . . .⊗ gn+1) = 0, h = (g1g2 . . . gn+1).
Also, by multiplication on the right by g−1n+1, we see that ϕ(g1⊗ . . .⊗ gn)gn+1
cannot contain a non-zero summand of the form λ(g1g2 . . . gn+1). Thus, δϕ ∈
NP (k[G]⊗(n+1)).
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Lemma 2.6. There is a direct sum splitting of cochain complexes
Homk(k[G]
⊗∗, k[G]) ≃ AP (k[G]⊗∗)⊕NP (k[G]⊗∗),
where in dimension zero, cochains in AP ∗ are considered to be strictly au-
topoietic.
Proof. Let f ∈ Homk(k[G]
⊗n, k[G]). Define
pi : Homk(k[G]
⊗n, k[G])→ AP (k[G]⊗n)
pi(f)(g1 ⊗ g2 ⊗ . . .⊗ gn) = pih
(
f(g1 ⊗ . . .⊗ gn)
)
(g1g2 . . . gn),
h = g1g2 . . . gn for n > 0, h = e for n = 0.
Let f1 = pi(f) and f2 = f − f1. Then f2 ∈ NP (k[G]
⊗n) and f 7→ f1 ⊕ f2
establishes the splitting
Homk(k[G]
⊗∗, k[G]) ≃ AP (k[G]⊗∗)⊕NP (k[G]⊗∗).
In the next section we study AP (k[G]⊗∗) as an E∞-subalgebra of
Homk(k[G]
⊗∗, k[G]).
In general, however, NP (k[G]⊗∗) is not closed under the Gerstenhaber prod-
uct. We note in passing that the cochain map
Φ : Homk(k[G]
⊗n, k[G])→ (Homk(k[G]
⊗(n+1), k)
can be used to induce a different product structure on NP (k[G]⊗∗), namely
the simplicial cup product inherited from the cup product on the cochain
complex Homk(k[G]
⊗+1, k) as described in [12]. The simplicial cup product
exploits the simplicial structure from the cyclic bar construction. In fact,
NP (k[G]⊗∗) inherits an action of the cup-i products via Φ [12].
We briefly describe a class of algebras whose Hochschild cohomology is
completely determined by autopoietic cochains, namely poset algebras. Let
P = {i, j, . . . } be a finite poset of cardinality N containing no cycles and
partial order denoted 4. Let k be a commutative ring with unit 1 ∈ k, and
let A be the poset algebra of upper triangular matrices with k-module basis
given by eij , i 4 j, subject to the relations
eijekℓ = eiℓ, j = k, eijekℓ = 0, j 6= k.
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Note that A can be considered as a category algebra k[C], where C is the
category with objects given by the elements of P and morphisms given by
Mor(i, j) =
{
eij i 4 j
∅ otherwise.
Composition of morphisms (from left to right) agrees with the product above.
Note that k[C] contains a separable subalgebra
E = 〈e11, e22, . . . , eNN 〉,
namely the k-module generated by the elements eii, i = 1, 2, . . . , N . It is
well known [5, 6] that HH∗(k[C]; k[C]) can be computed from a subcomplex
of Homk(k[C]
⊗n, k[C]) given by E-relative cochains. Specifically, a cochain
f ∈ Homk(k[C]
⊗n, k[C]), n ≥ 1, is E-relative if for composable (from left to
right) morphisms ei0i1, ei1i2 , . . . , ein−1in , i0 4 i1 4 i2 4 . . . 4 in, we have
f(ei0i1 ⊗ ei1i2 ⊗ . . .⊗ ein−1in = (λi0,i1,... ,in)ei0in,
where λi0,i1,... ,in ∈ k. Moreover, for morphisms m1, m2, . . . , mn if mi is not
composable with mi+1, then
f(m1 ⊗m2 ⊗ . . .⊗mn) = 0.
Note that in k[C], ei0i1 · ei1i2 · . . . · ein−1in = ei0in and m1 ·m2 · . . . ·mn = 0 (mi
not composable with mi+1). Thus, an E-relative cochain f : k[C]
⊗n → k[C]
satisfies the condition to be autopoietic, Definition (3.1), although not strictly
autopoietic (3.2), since for n = 0, the complex Homk(k, k[C]) is replaced with
Homk(k, k[Obj(C)]),
where Obj(C) denotes the objects of the category C.
3 Autopoietic Cochains
Let A be an associative algebra with unit e ∈ A over a commutative ring k
with unit 1 ∈ k. Recall that the Hochschild cohomology of A with coefficients
in A, HH∗(A; A), can be computed from the standard A ⊗ Aop resolution
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of the multiplication map µ : A ⊗ A → A [2, IX.6]. The resulting cochain
complex is:
Homk(k, A)
δ
−→ Homk(A, A)
δ
−→ . . . (3.1)
. . .
δ
−→ Homk(A
⊗n, A)
δ
−→ Homk(A
⊗(n+1), A)
δ
−→ . . . , (3.2)
where, for a k-linear map f : A⊗n → A, δf : A⊗(n+1) → A is given by
(δf)(a1, a2, . . . , an+1) = a1f(a2, . . . , an+1) +( n∑
i=1
(−1)if(a1, a2, . . . , aiai+1, . . . , an)
)
+ (−1)n+1f(a1, a2, . . . , an)an+1.
For the special case of n = 0 and f ∈ Homk(k, A), (δf)(a1) = a1f(1)−f(1)a1.
Now suppose that A is a free k-module with k-module basis given by
B = {ϕω | ω ∈ Ω},
where Ω is an arbitrary index set. Furthermore, suppose that the product in
A is induced by a product among the ϕωs with
ϕαϕβ = µα,β ϕm,
where ϕm ∈ B, µα,β ∈ k, and µα,β is an idempotent, i.e., µ
2
α,β = µα,β. For
some α and β, it could happen that µα,β = 0.
Definition 3.1. For n ≥ 1, a cochain f ∈ Homk(A
⊗n, A) is autopoietic if
for all ϕi ∈ B, we have
f(ϕ1 ⊗ ϕ2 ⊗ . . .⊗ ϕn) = λϕ1,...,ϕn(ϕ1ϕ2 . . . ϕn),
where λϕ1,...,ϕn is an element of k depending on (ϕ1, ϕ2, . . . , ϕn).
Definition 3.2. For n ≥ 0, a cochain f ∈ Homk(A
⊗n, A) is strictly autopoi-
etic if f is autopoietic and for f ∈ Homk(k, A), we have f(1) = λe for some
λ ∈ k.
Lemma 3.3. The autopoietic cochains (and strictly autopoietic cochains)
form a subcomplex of Homk(A
⊗∗, A).
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Proof. Let f ∈ Homk(A
⊗n, A) be (strictly) autopoietic. For ϕi, ϕi+1 ∈ B,
let ϕiϕi+1 = µi · ϕmi . Then
(δf)(ϕ1 ⊗ ϕ2 ⊗ . . .⊗ ϕn+1) = ϕ1 · f(ϕ2 ⊗ . . .⊗ ϕn+1)
+
( n∑
i=1
(−1)if(ϕ1 ⊗ . . .⊗ ϕiϕi+1 ⊗ . . .⊗ ϕn+1)
)
+ (−1)n+1f(ϕ1 ⊗ . . .⊗ ϕn) · ϕn+1
= λϕ2,...,ϕn+1(ϕ1ϕ2 . . . ϕn+1)
+
n∑
i=1
(−1)iλϕ1,...,ϕmi ,...,ϕn+1(ϕ1ϕ2 . . . ϕiϕi+1 . . . ϕn+1)
+ (−1)n+1λϕ1,...,ϕn(ϕ1 . . . ϕnϕn+1)
= λϕ1,ϕ2,...,ϕn+1(ϕ1ϕ2 . . . ϕn+1)
for some λϕ1,ϕ2,...,ϕn+1 ∈ k.
Lemma 3.4. The complex of (strictly) autopoietic cochains is closed under
the Gerstenhaber product and the pre-Lie product.
Proof. Let f ∈ Homk(A
⊗p, A) and g ∈ Homk(A
⊗q, A) be (strictly) autopoi-
etic. Then the Gerstenhaber product f ·
G
g ∈ Homk(A
⊗(p+q), A) is determined
by
(f ·
G
g)(ϕ1 ⊗ . . .⊗ ϕp ⊗ ϕp+1 ⊗ . . .⊗ ϕp+q)
= f(ϕ1 ⊗ . . .⊗ ϕp) · g(ϕp+1 ⊗ . . .⊗ ϕp+q)
= (λϕ1,...,ϕn)(λϕp+1,...,ϕp+q)(ϕ1 . . . ϕp)(ϕp+1 . . . ϕp+q)
= (λϕ1,...,ϕp+q)(ϕ1ϕ2 . . . ϕp+q)
for some λϕ1,...,ϕp+q ∈ k. Thus, f ·
G
g is (strictly) autopoietic.
For j = 0, 1, 2, . . . , p− 1, the jth partial composition
f ◦
(j)
g ∈ Homk(A
⊗(p+q−1), A)
is determined by
f ◦
(j)
g(ϕ1 ⊗ ϕ2 ⊗ . . .⊗ ϕp+q−1)
= f(ϕ1 ⊗ . . .⊗ ϕj ⊗ g(ϕj+1 ⊗ . . .⊗ ϕj+q)⊗ ϕj+q+1 ⊗ . . . ϕp+q−1)
= (λϕj+1,...,ϕj+q)f(ϕ1 ⊗ . . .⊗ ϕj ⊗ (ϕj+1 . . . ϕj+q)⊗ ϕj+q+1 ⊗ . . .⊗ ϕp+q−1)
= λϕ1,...,ϕp+q−1(ϕ1ϕ2 . . . ϕp+q−1)
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for some λϕ1,...,ϕp+q−1 ∈ k. Since each partial composition f ◦
(j)
g is autopoietic,
it follows that the pre Lie-product
f ◦ g =
p−1∑
j=0
(−1)(p−1−j)(q−1)f ◦
(j)
g (3.3)
is autopoietic (with any sign convention).
Thus, the autopoietic cochains are closed under the Gerstenhaber prod-
uct and the partial compositions of the endomorphism operad as well. Us-
ing McClure and Smith’s [14] description of the sequence operad, it follows
quickly that the autopoietic cochains are closed under the E2-operad given
by sequences of complexity less than or equal to two. We, however, study an
E∞-structure on autopoietic cochains arising from Steenrod’s cup-i products.
Let {A⊗n} be the bar construction on A with face maps di : A
⊗n →
A⊗(n−1), n ≥ 2, i = 0, 1, . . . , n, given by
di(a1⊗a2⊗. . .⊗an) =


a2 ⊗ a3 ⊗ . . .⊗ an, i = 0,
a1 ⊗ . . .⊗ aiai+1 ⊗ . . .⊗ an, 1 ≤ i ≤ n− 1,
a1 ⊗ a2 ⊗ . . .⊗ an−1, i = n.
(3.4)
At present we do not require that d0, d1 : A → k be given, but these will
be included when they exist (such as for group rings or category algebras).
Let d : A⊗n → A⊗(n−1) be the boundary operator d =
∑n
i=0(−1)
idi. The
coboundary map
d∗ : Homk(A
⊗(n−1), k)→ Homk(A
⊗n, k)
is given by the Hom-k dual of d.
Consider A as a free k-module with basis B = {ϕω | ω ∈ Ω} as above.
Let AP (A⊗∗, A) denote the subcomplex of (strictly) autopoietic Hochschild
cochains. There is k-module map
Ψ : Homk(A
⊗n, k)→ AP (A⊗n, A)
induced by
Ψ(α)(ϕ1 ⊗ ϕ2 ⊗ . . .⊗ ϕn) = α(ϕ1 ⊗ . . .⊗ ϕn) · (ϕ1ϕ2 . . . ϕn),
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where α ∈ Homk(A
⊗n, k). There is also a k-module map
Φ : AP (A⊗n, A)→ Homk(A
⊗n, k)
induced by
Φ(f)(ϕ1 ⊗ ϕ2 ⊗ . . .⊗ ϕn) =
{
λϕ1,...,ϕn, ϕ1ϕ2 . . . ϕn 6= 0
0, ϕ1ϕ2 . . . ϕn = 0,
where f ∈ AP (A⊗n, A) and f(ϕ1 ⊗ ϕ2 ⊗ . . . ⊗ ϕn) = λϕ1,...,ϕn(ϕ1ϕ2 . . . ϕn).
When A is a group ring or a polynomial algebra, Ψ and Φ are k-module
isomorphisms.
Lemma 3.5. For n ≥ 1, we have a commutative diagram
AP (A⊗n, A)
δ
−−−→ AP (A⊗(n+1), A)
Ψ
x xΨ
Homk(A
⊗n, k)
d∗
−−−→ Homk(A
⊗(n+1), k).
Proof. Let α ∈ Homk(A
⊗n, k). For ease of notation, set ϕiϕi+1 = µi ϕmi ,
where µi ∈ k and µ
2
i = µi. Then
(δ ◦Ψ)(α)(ϕ1 ⊗ ϕ2 ⊗ . . .⊗ ϕn+1)
= ϕ1Ψ(α)(ϕ2 ⊗ . . .⊗ ϕn+1)
+
n∑
i=1
(−1)iΨ(α)(ϕ1 ⊗ . . .⊗ ϕiϕi+1 ⊗ . . .⊗ ϕn+1)
+ (−1)n+1Ψ(α)(ϕ1 ⊗ . . .⊗ ϕn)ϕn+1
= α(ϕ2 ⊗ . . .⊗ ϕn+1)ϕ1ϕ2 . . . ϕn+1
+
n∑
i=1
(−1)iµiα(ϕ1 ⊗ . . .⊗ ϕmi ⊗ . . . ϕn+1)ϕ1ϕ2 . . . ϕmi . . . ϕn+1
+ (−1)n+1α(ϕ1 ⊗ . . .⊗ ϕn)ϕ1ϕ2 . . . ϕn+1
= (C1 + C2 + C3)ϕ1ϕ2 . . . ϕiϕi+1 . . . ϕn+1, where
C1 = α(ϕ2 ⊗ . . .⊗ ϕn+1), C3 = (−1)
n+1α(ϕ1 ⊗ . . .⊗ ϕn),
C2 =
n∑
i=1
(−1)iα(ϕ1 ⊗ . . .⊗ ϕiϕi+1 ⊗ . . .⊗ ϕn+1).
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On the other hand,
(Ψ ◦ d∗)(α)(ϕ1 ⊗ ϕ2 ⊗ . . .⊗ ϕn+1)
= Ψ
(
d∗(α)
)
(ϕ1 ⊗ ϕ2 ⊗ . . .⊗ ϕn+1)
= d∗(α)(ϕ1 ⊗ ϕ2 ⊗ . . .⊗ ϕn+1)ϕ1ϕ2 . . . ϕn+1
= (C1 + C2 + C3)ϕ1ϕ2 . . . ϕn+1.
Note that for strictly autopoietic cochains and {A⊗n}n≥0 a simplicial k-
module with d0 = d1 : A→ k, the following commutes
AP (k, A)
δ
−−−→ AP (A, A)
Ψ
x xΨ
Homk(k, k)
d∗
−−−→ Homk(A, k).
This follows since d∗ = 0 and δ = 0 in the above special case.
Using the simplicial structure of A⊗∗, the simplicial cup product can be
defined on cochains Homk(A
⊗∗, k). Let α ∈ Homk(A
⊗p, k), β ∈ Homk(A
⊗q, k),
and
σ = ϕ1 ⊗ ϕ2 ⊗ . . .⊗ ϕp+q ∈ A
⊗(p+q).
Then α ·
S
β ∈ Homk(A
⊗(p+q), k) is given by
(α ·
S
β)(σ) = α(
(
fp(σ)
)
β
(
bq(σ)
)
,
where fp(σ) denotes the front p-face of σ and bq(σ) denotes the back q-face
of σ. Specifically,
(α ·
S
β)(σ) = α(ϕ1 ⊗ . . .⊗ ϕp)β(ϕp+1 ⊗ . . .⊗ ϕp+q) ∈ k.
Lemma 3.6. The cochain map Ψ : Homk(A
⊗∗, k) → AP (A⊗∗, A) is a map
of (differential graded) algebras, i.e.,
Ψ(α ·
S
β) = Ψ(α) ·
G
Ψ(β).
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Proof. We have
Ψ(α ·
S
β)(σ) = (α ·
S
β)(σ)ϕ1ϕ2 . . . ϕp+q
= α(ϕ1 ⊗ . . .⊗ ϕp)β(ϕp+1 ⊗ . . .⊗ ϕp+q)ϕ1ϕ2 . . . ϕp+q.
On the other hand,
Ψ(α) ·
G
Ψ(β)(σ)
= Ψ(α)(ϕ1 ⊗ . . .⊗ ϕp) Ψ(β)(ϕp+1 ⊗ . . .⊗ ϕp+q)
= α(ϕ1 ⊗ . . .⊗ ϕp) β(ϕp+1 ⊗ . . .⊗ ϕp+q)ϕ1ϕ2 . . . ϕp+q.
Recall that Homk(A
⊗∗, k) is a graded homotopy commutative algebra
with the chain homotopy between α ·
S
β and β ·
S
α given in term of Steenrod’s
cup-one product [15]. Of course, Homk(A
⊗∗, k) is an E∞-algebra with the
higher homotopies given by the cup-i products [15]. We choose the following
sign convention for the cup-one product
α ·
1, S
β ∈ Homk(A
⊗(p+q−1), k).
Let σ = ϕ1 ⊗ ϕ2 ⊗ . . .⊗ ϕp+q−1 ∈ A
⊗(p+q−1). Set
(α ·
1, S
β)j(σ) = Aj Bj ,
Aj = α((dj+1dj+2 . . . dj+q−1)(σ)),
Bj = β((d0d1 . . . dj−1 dj+q+1dj+q+2 . . . dp+q−1)(σ)),
(α ·
1, S
β)(σ) =
p−1∑
j=0
(−1)(p−1−j)(q−1) (α ·
1, S
β)j(σ).
Theorem 3.7. The cochain map Ψ : Homk(A
⊗∗, k)→ AP (A⊗∗, A) is a map
of graded homotopy commutative algebras, i.e., Ψ(α ·
1, S
β) = Ψ(α) ◦Ψ(β).
Proof. We show that for j = 0, 1, 2, . . . , p−1, Ψ(α ·
1, S
β)j(σ) = Ψ(α) ◦
(j)
Ψ(β).
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We have
Ψ((α ·
1, S
β)j)(σ)
= (α ·
1, S
β)j(σ)ϕ1ϕ2 . . . ϕp+q−1
= AjBj ϕ1ϕ2 . . . ϕp+q−1, where
Aj = α
(
ϕ1 ⊗ ϕ2 . . .⊗ (ϕj+1ϕj+2 . . . ϕj+q)⊗ ϕj+q+1 ⊗ . . .⊗ ϕp+q−1
)
∈ k,
Bj = β(ϕj+1 ⊗ ϕj+2 ⊗ . . .⊗ ϕj+q) ∈ k.
On the other hand,
Ψ(α) ◦
(j)
Ψ(β)(σ)
= Ψ(α)(ϕ1 ⊗ ϕ2 ⊗ . . .⊗ C ⊗ ϕj+q+1 ⊗ . . .⊗ ϕp+q−1),
C = Ψ(β)(ϕj+1 ⊗ ϕj+2 ⊗ . . .⊗ ϕj+q) = Bj ϕj+1ϕj+2 . . . ϕj+q.
Let ϕj+1ϕj+2 . . . ϕj+q = µϕm, where µ ∈ k. Then µ
2 = µ and
Ψ(α) ◦
(j)
Ψ(β)(σ)
= BjµΨ(ϕ1 ⊗ ϕ2 ⊗ . . .⊗ ϕm ⊗ . . .⊗ ϕp+q−1)
= Bjµ
2 α(ϕ1 ⊗ ϕ2 ⊗ . . .⊗ ϕm ⊗ . . .⊗ ϕp+q−1) · ϕ1ϕ2 . . . ϕm . . . ϕp+q−1
= AjBj ϕ1ϕ2 . . . ϕj+1ϕj+2 . . . ϕj+q . . . ϕp+q−1
= Ψ((α ·
1, S
β)j)(σ).
Lemma 3.8. For n ≥ 1, we have a commutative diagram
AP (A⊗n, A)
δ
−−−→ AP (A⊗(n+1), A)
Φ
y yΦ
Homk(A
⊗n, k)
d∗
−−−→ Homk(A
⊗(n+1), k).
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Proof. Let f ∈ AP (A⊗n, A) and set ϕiϕi+1 = µiϕmi . Then µ
2
i = µi. Thus,
(δf)(ϕ1 ⊗ ϕ2 ⊗ . . .⊗ ϕn+1) = λϕ2,...,ϕn+1(ϕ1ϕ2 . . . ϕn+1)
+
n∑
i=1
(−1)iµiλϕ1,ϕ2,...,ϕmi ,...,ϕn+1(ϕ1ϕ2 . . . ϕmi . . . ϕn+1)
+ (−1)n+1λϕ1,ϕ2,...,ϕn(ϕ1ϕ2 . . . ϕn+1)
=
(
λϕ2,...,ϕn+1 + (−1)
n+1λϕ1,ϕ2,...,ϕn
)
(ϕ1ϕ2 . . . ϕn+1)
+
n∑
i=1
(−1)iµiλϕ1,ϕ2,...,ϕmi ,...,ϕn+1µi(ϕ1ϕ2 . . . ϕmi . . . ϕn+1)
= (C1 + C2 + C3)(ϕ1ϕ2 . . . ϕiϕi+1 . . . ϕn+1), where
C1 = λϕ2,...,ϕn+1, C2 =
n∑
i=1
(−1)iµiλϕ1,ϕ2,...,ϕmi ,...,ϕn+1,
C3 = (−1)
n+1λϕ1,ϕ2,...,ϕn .
Thus, Φ(δf)(ϕ1 ⊗ ϕ2 ⊗ . . .⊗ ϕn+1) = C1 + C2 + C3. On the other hand,
d∗(Φ(f))(ϕ1 ⊗ ϕ2 ⊗ . . .⊗ ϕn+1)
= Φ(f)(d(ϕ1 ⊗ ϕ2 ⊗ . . .⊗ ϕn+1)) = C1 + C2 + C3.
Given α ∈ Homk(A
⊗p, k) and β ∈ Homk(A
⊗q, k), the (simplicial) cup-i
product α ·
i, S
β ∈ Homk(A
⊗(p+q−i), k), i ≥ 0, [15, 17]. We choose the following
sign convention:
d∗(α ·
i, S
β) = d∗(α) ·
i, S
β + (−1)p−1α ·
i, S
d∗(β)
+ (−1)p[(−1)(i−1)(p+q+1)α ·
i−1, S
β − (−1)pqβ ·
i−1, S
α].
An action of the cup-i products can be defined on autopoietic cochains via
pull-back from Homk(A
⊗∗, k).
Definition 3.9. Let f ∈ AP (A⊗p, A) and g ∈ AP (A⊗q, A). Then f ·
i, S
g ∈
AP (A⊗(p+q−i), A) is defined by
f ·
i, S
g = Ψ
(
Φ(f) ·
i, S
Φ(g)
)
.
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Since Φ and Ψ are maps of cochain complexes, it follows that
δ(f ·
i, S
g) = δ(f) ·
i, S
g + (−1)p−1f ·
i, S
δ(g)
+ (−1)p[(−1)(i−1)(p+q+1)f ·
i−1, S
g − (−1)pqg ·
i−1, S
f ].
Thus, the autopoietic cochains AP (A⊗∗, A) inherit an E∞-algebra structure
via the cup-i products.
4 Endomrophism-Isomorphism Categories
Let P = {i, j, . . . } be a finite poset of cardinality N containing no cycles
and partial order denoted 4 as in §2. Consider the category C with objects
given by the elements of P and two types of morphisms:
Mor (i, j) =
{
eij, i 4 j, i 6= j,
∅, i  j,
Mor (i, i) = Gi,
where Gi is a discrete group, trivial, finite or infinite. The identity of Gi is
denoted eii. Composition of morphisms is from left to right. Thus,
eij ekl =
{
eil, j = k,
∅, j 6= k.
For g ∈ Gi, geij = eij , i 6= j. For h ∈ Gj, eijh = eij , i 6= j. We call the
category C an amalgam of groups and a poset, which is a special case of an
endomorphism-isomorphism category [20], although the set of morphisms is
not necessarily finite. In any event, the morphisms of C form a free k-module
basis for the category algebra k[C].
Lemma 4.1. Let i, j ∈ Obj(C) with i 4 j and i 6= j. Then there is a unique
morphism eij ∈ Mor(i, j) with domain i and codomain j.
Proof. Let i = i0  i1  i2  . . .  ik = j in the partial order on the objects
of C. The symbol i  j denotes that i 4 j and i 6= j. Let gi ∈ Gi. Then
gi0 ei0i1 gi1 ei1i2 gi2 . . . gik−1 eik−1ik gik
= ei0i1 ei1i2 . . . eik−1ik
= eij.
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The k-module E = 〈e11, e22, . . . , eNN〉 is a separable subalgebra of the
category algebra k[C]. Thus, a k[C] ⊗ k[C]op-projective, acyclic resolution of
the multiplication map k[C]⊗
k
k[C]
b′
−→ k[C], b′(a0 ⊗ a1) = a0a1 is given by
k[C]
b′
←− k[C]⊗
E
k[C]
b′
←− . . .
b′
←− k[C]⊗E n
b′
←− k[C]⊗E(n+1)
b′
←−
b′(a0 ⊗ a1 ⊗ . . . an) =
n−1∑
i=0
(−1)ia0 ⊗ . . .⊗ aiai+1 ⊗ . . .⊗ an.
The reader can check that a contracting chain homotopy ϕ : k[C]⊗E(n+1) →
k[C]⊗E(n+2) of the b′-complex is given by
ϕ(a0 ⊗ a1 ⊗ . . .⊗ an) = e⊗ a0 ⊗ a1 ⊗ . . .⊗ an,
where e =
∑N
i=1 eii is the identity element of k[C].
The Hochschild cohomology groups HH∗(k[C]; k[C]) can be computed
from the cochain complex
C0
δ
−→ C1
δ
−→ C2
δ
−→ . . .
δ
−→ Cn
δ
−→ Cn+1
δ
−→ . . . , (4.1)
where Cn = Homk[C]⊗k[C]op(k[C]
⊗E(n+2), k[C]). It follows quickly that as k-
modules
C0 ≃
N∑
i=1
Homk(ki, k[Gi]),
where ki = k[eii] is the free k-module on one element eii, which is isomorphic
to the free k-module on the object i in C. For n ≥ 1, an element f ∈ Cn is
determined by a k-linear map f : k[C]⊗En → k[C] with the property that
f(αi1i2 ⊗ αi2i3 ⊗ . . .⊗ αinin+1) ∈ k[Mor(i1, in+1)],
where i1 4 i2 4 i3 4 . . . 4 in+1 and αij ∈ Mor(i, j). For n ≥ 1 and i1 6= in+1,
such a cochain f ∈ Cn is necessarily autopoietic by lemma (4.1). Also for
n ≥ 1, the coboundary δf : Cn → Cn+1 supports a formulation as
(δf)(αi1i2 ⊗ αi2i3 ⊗ . . .⊗ αin+1in+2) = αi1i2f(αi2i3 ⊗ . . .⊗ αin+1in+2)
+
n∑
j=1
(−1)jf(αi1i2 ⊗ . . .⊗ αijij+1αij+1ij+2 ⊗ . . .⊗ αin+1in+2)
+ (−1)n+1f(αi1i2 ⊗ . . .⊗ αinin+1)αin+1in+2
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For n = 0, (δf)(αi1i2) = αi1i2f(ei2i2)− f(ei1i1)αi1i2.
Let BC denote the classifying space of the category C [16]. Thus, BC is
the geometric realization of the simplicial set B∗(C), also called the nerve of
C, where B0(C) = Obj(C), B1(C) = Mor(C). For αij ∈ Mor(i, j), n > 1, we
have
Bn(C) = {(αi0i1 , αi1i2, . . . , αin−1in) | i0 4 i1 4 . . . 4 in}.
The face maps d0, d1 : B1(C)→ B0(C) are given by d0(αij) = j and d1(αij) =
i. The degeneracy s0 : B0(C) → B1(C) is simply s0(i) = eii. The face
maps di : Bn(C) → Bn−1(C), i = 0, 1, 2, . . . , n, and the degeneracies
si : Bn(C) → Bn+1(C), i = 0, 1, 2, . . . , n, are the same as those in the
bar construction [16]. Let Bn = Bn(C). The simplicial homology groups,
H∗(BC; k), are computed from the complex
k[B0]
d
←− k[B1]
d
←− . . .
d
←− k[Bn−1]
d
←− k[Bn]
d
←− . . . ,
where d : k[Bn] → k[Bn−1] is given by d =
∑n
i=0(−1)
idi. The simplicial
cohomology groups, H∗(BC; k), are computed from the Homk-dual of the
k[B∗]-complex. Let B
n = Homk(k[Bn], k). Define
Ψ : B0 → C0 =
N∑
i=1
Homk(ki, k[Gi])
by Ψ(γ)(eii) = γ(i) eii. For n ≥ 1, define Ψ : B
n → AP (k[C]⊗En, k[C]) by
Ψ(γ)(αi1i2 ⊗ αi2i3 ⊗ . . .⊗ αin−1in)
= γ(αi1i2 ⊗ αi2i3 . . .⊗ αin−1in)(αi1i2 αi2i3 . . . αin−1in),
where i1 4 i2 4 . . . 4 in. Then Ψ : B
∗ → C∗ is a cochain map with image
being the autopoietic cochains, but not always strictly so.
Lemma 4.2. There is a k-module isomorphism
AP (k[C]⊗n, k[C]) ≃ AP (k[C]⊗En, k[C]).
Proof. The proof follows essentially from Lemma (4.1). Also, for morphisms
αj of C and
α1 ⊗ . . . αi ⊗ αi+1 ⊗ . . .⊗ αn ∈ k[C]
⊗n,
if αi and αi+1 are not composable, then α1 ⊗ . . . αi ⊗ αi+1 ⊗ . . .⊗ αn = 0 in
k[C]⊗En. For f ∈ AP (k[C]⊗n, k[C]), we have
f(α1 ⊗ . . . αi ⊗ αi+1 ⊗ . . .⊗ αn) = λ(α1 . . . αiαi+1 . . . αn) = 0.
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For n ≥ 1, the non-autopoietic cochains in Homk(k[C]
⊗n, k[C]) can be
identified with
∑N
i=1NP (k[Gi]
⊗n, k[Gi]) studied in §2. Of course, for ∗ ≥ 0,
NP (k[Gi]
⊗∗, k[Gi]) forms a subcomplex of Homk(k[Gi]
⊗∗, k[Gi]).
Theorem 4.3. Let k be a commutative ring with unit and let C be a category
formed by an amalgam of groups and a poset as defined above. For the
category algebra k[C], there is an isomorphism of k-modules
HH∗(k[C]; k[C]) ≃ H∗(BC)⊕
( N∑
i=1
HH∗(k[Gi]; k[Gi])/H
∗(BGi)
)
,
where H∗(BGi) is identified with H
∗(AP (k[Gi]
⊗∗)). Note that H∗(BC) is a
subalgebra of HH∗(k[C]; k[C]), realized by the E∞-subalgebra of autopoietic
Hochschild cochains.
Proof. The image Ψ[B0] =
∑N
i=1AP (k, k[Gi]). The cokernel C
0/Ψ[B0] can
be identified with the non-autopoietic cochains
∑n
k=1NP (k, k[Gi]). We have
Ψ[Bn] = AP (k[C]⊗En, k[C]), n ≥ 1.
If f : k[C]⊗En → k[C] is not autopoietic, then f ∈
∑N
i=1NP (k[Gi]
⊗n, k[Gi]).
Now,
∑N
i=1NP (k[Gi]
⊗∗, k[Gi]), ∗ ≥ 0, is a subcomplex of {C
∗} defined in
(4.1). The terms
∑N
i=1HH
∗(k[Gi]; k[Gi])/H
∗(BGi) then follow from Lemma
(2.6).
Corollary 4.4. Let X be the wedge X = BC ∨
(
∨Ni=1Maps(S
1, BGi)/BGi
)
,
where BGi is the subspace of constant loops in Maps(S
1, BGi). Then
HH∗(k[C]; k[C]) ≃ H∗(X ; k).
The above k-module isomorphism can be used to induce a simplicial cup prod-
uct on HH∗(k[C]; k[C]) that agrees with the Gerstenhaber product on autopoi-
etic cochains.
The corresponding author states that there is no conflict of interest.
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