Introduction
This paper is inspired by artides of Chow [Ch] and Nualart-Zakai [NZ] ' in which certain (linear) stochastic heat equations are treated within the framework of generalized Brownian functionals. In particular, in [Ch] a stochastic heat equation with a gradient-coupled noise (namely, the noise associated with a Wiener integral with respect to Brownian motion) is proposed as a model for the transport of a substance in a turbulent medium. The present artide extends the work in [DP, P2] (and also [CLP] ) in several ways: most notably, to the non-linear case and to very general noise terms which may depend Ort space and time.
We , and 0 denotes the Wiek product; -for a more precise formulation of the problem we refer to Seetion 2.2. We prove existence and~niqueness results for these Cauchy problems under various conditions of (global and local) Lipschitz type on the non-linearities F, G, and for various typesof noise. (This is for example motivated by the works [L0UI, 2] in which positive noise of exponential type has been employed.) Our method is an extension ofthe ideas in [DP, PI, P2] (cf. also [CLP, CP] ), namely of the combination of the S-transform with dassical fixed point theorems and so-caIled characterization theorems (e.g., [HKPS, KLPSW, KLS, Ou, PS] and references quoted there), which serve to reverse the S-transform. The basic reason for this procedure is the fact that the S-tdnsform turns the Ho I integral and its generalizations (i.e., the Skorokhod and Hitsuda-Skorokhod integrals, and even more generaIly, integrals of Wiek produc~s of random variables 1 and noise terms) into a usual Lebesgue integral. Hence, -after the S-transform is carried out on the above Cauchy problem, it is amenable to a more or less st.andard contraction method. On a more technicallevel:
due to the non -linearities one has to work with Banach's contraction mapping theorem on various spaces of so-called U -functionals (which are images of generalized random variables under the S-transform).
In order to cover a large dass of Cauchy problems we make use as weil of the Hida tri pIe of random variables as of the Kondratiev tripIes (cf. Section 2.1). We also apply our methods to anticipating stochastic differential equations and stochastic Volterra equations.
We combine our machinery with the Wick calculus (e.g., [KLS] ) in order to produce a number of examples as illustrations of our results. Among others, we consider: stochastic reaction-diffusion equations, stochastic Burgers equations and an equation modelling population growth in a random medium (all in Wick form). In this context we also want to mention the works [H0UZ, HL0UZ2, HL0UZ3, L0Ul, L0U2] . In the linear case (and for space-time white noise), one finds in [PW] an approach via the Feynman-Kac and Cameron-MartinGirsanov-Maruyama formulae. Our artide is organized as follows. Section 2 provides some mathematical background from white noise analysis, a precise formulation of the Cauchy problem and the not ion of solution to be used. In Section 3 the necessary Banach spaces of U -functionals are introduced. In Sections 4 and 5 we prove existence and uniqueness of solutions of the Cauchy problem under certain global (Section 4), resp. local (Section 5) Lipschitz~onditions on the coefficients Fand G. Moreover, a number of examples are considered there. Finally, as a byproduct of our method we treat in SectioI1 6 non-linear anticipating stochastic differential equations and stochastic Volterra equations, and give again several examples.
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Mathematieal Preliminaries

Some Elements
From White Noise Analysis
For kEIN, denote the space of Schwartz functions by S( JRk) and its dual by
S(JR k ).
We havc the well-known family cf semi-norms on S(JR
where a = (al", ., The eomplexifieation of the Sehwartz spaee and its dual will be denoted by SC(JRk) and S/r:(JR k ), respeetively. The notation for the eorresponding families of semi-norms and norms stays unehanged.
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We shall make use of the probability spaee (S'(JRk),B, Jl), where B is the Borel (j-algebra indueed by the weak topology and J-l is the measure with eharacteristie functional exp(-~I.llo)' For eaeh~E S(JR k ) the dual pairing with
there is associated a function on S( JRk), ealled the S-tdnsform of X: 
n=O
I
Denote by (S)=: the dual. The spaee (S)ß is defined as the projeetive limit (w.r.t. p) of the spaees (S)~. Its dual is the induetive limit of (S)=:, and is denoted (S)-ß. For ß = 0, the spaees (S)O and (S)-O will frequently be denoted (S) and (S)* respectively. The following ehain of inclusiors holds: 0< ß < 1, 
In the following we shall be concernedl with elements of (S)-ß parametrized 
where A, f{q > 0 are suitable constants, and the gradient, is taken either w.r.t.
the x or the Y variable (see, e.g. [Fr] , [LSU] 
We consider the stochastic Cauchy problem
The corresponding integral formulation of (5) leads (after an integration by parts) to: (t,x;s,y 
Ja J m d
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In this paper, we study problem (6) for fand g satisfying a uniform or local Lipschitz condition. We refer to Section 4 and 5 fora precislon of the conditions . on fand g. In case. that fand g are uniform Lipschitz, we will distinguish between two types of noise N(t, x): If n = SN grows like a polynomial in leI.
i.e, for a a > 0
In(t,x;e)1~/{n(l + lel~,p)
we call N polynomial noise, otherwise nonpolynomial noise.
Banach Spaces of U-Functionals
In this section we introduce function spaces which will become useful for our treatment of (5). We remark that similar spaces can be found in [CLP, CP] . We make th~following assumptions:
(ii) (Measurability) For every {, 'Tl E V, there exists an qpen set Ve,'1 c<17 such that the following mapping is Borel-measurable:
Denote by Ü the space of all such functions u. Introduce the norm
lIull:= sup{lu(t,xje)lw(t;{); (t,x,e)
E DT x V}, where the weight function w is given by
The functions R, L :
measurable and bounded on every compact subset K c Ve,'1 for fixed e, 'Tl E V .
Proposition 3 (U, 11.11) is a Banach space.
Proof
The proof follows the arguments given in [CLP] : To show that U is complete, let (Un)~=1 be a Cauchy sequence in U.
Denoting by 1.100 the supremum-notm On DT we obtain,
By completeness of the space (Cb (DT), I ' 1(0)' there exists 'u(" '; 0 E .Cb( DT ) such that un (-, .;0 -> u(-, .;~) in I ,Ioo-norm. I.e., for a given £ > 0 sup{lun (t,x;O-u(t,x;~) Since (u n )~=1 is Cauchy in U, there exists N > 0 such that
By the triangle inequality we get
lu(t, x;~) -un(t, x;~)IW(ti~) lun(t, Xi~) -um(t, x;~)Iw(t;~)
loo-norm, we let m tend to 00 arid obtain:
This yie1ds Ilu -unll~£ for all n~N, i.e., Un -> u w.r.t. the II.II:-norm. It remains to show conditions (ii) and (iii): Since by assumption
is measurable for every n, the same holds for the limit (t,
We show analyticity(iii): 
S4J(t, x )(e) = u(t, x; e).
For u E U 1 ,p we correspondingly obtain 4J E Cb(DT; (S)-l) such that
S4J(t,x)(5) = u(t,x;e), e E Vp(6).
The Uniform Lipschitz Case
In this section we are going to work with the spaces Üe, Ü/ and (Uß,p, 1I.IIß,p).
The treatment of polynomial and non-polynomial noise. is separated into two sections. In Section 4.1 the case ofpolynomialnoise is considered, for ß E [0,1).
The non-polynomial case is treated for ß = 1 in Section 4.2. 
KJ,g(l+I~I~~ß)-, lu(t,x;~)-v(t,x;~)I.
Also, fand gare of polynomial growth Banach's fixed point theorem now implies the second claim.
• By the remark at the end of Section 3, there exists a unique </J E Cb(DT; (S)-ß) such that for the fixed point u we have S</J(t, x)(e) = u (t, x;e) . To show that </J is a solution of (6), we must prove that the inverse S-transform commutes with the integrals in (7) Hence, cP is a solution of (6). We summarize:
Theorem 6 Under conditions (A)-(C) and for ß E [0,1), there exists a unique solution cP E Cb(DT; (S)-ß) of (6).
The Case Of Nonpolynomial Noise
Consider again r introduced in (12). In this section r will be studied on 
..•fu(t, x; e + Z1J) is analytic on
VC'I' fu is bounded in the 11.lll,p-norm, whenever u E Ul,p, and from the choice of C, f is strictly contraetive in the norm 11. Ill,p' By Banach's fixed point theorem the second claim folIows.
•
From the remark at the end ofSeetion 3, there exists eb E Cb(DT; (S)-l) so that
SI/>(t,x)(e) = u(t,x;e), e E Vp(6).
By estimating the funetion I/>(s, y; e) defined in (18) like in the preceding section,
we get from Theorem 6 in [KLSJ that the inverse S-transform commutes with integration. Hence I/> is a solution of (6).
Theorem 8 Undtr conditions (Al)-(Cl), there exists a unique solution I/> E
Cb(DT; (S)-l) 0/ (6). Ni(t, x,w) N (t,x,w) r 1/Ji(t, Wt,y(w) 
Examples Assurne G(I/»(t, x) = I/>(t,x) and F(I/»(t, x) = I/>(t,x) 0 N(t, x), with N E
C(DT; (S)-ß). Hence, the equation under consideration is
GI/> . -[jt(t, x) -AI/>(t, x) = I/>(t,x) 0 N(t, x) + VI/>(t, x) 0 N(t, x). (19)
The corresponding S-transforms will be
SNi(t, x, .)(~) SN(t, x, ;)(~)
Since p is bounded, we get for large enough I
ISN(t, x, ')(~)I < r Ip(t, x -y)II~(t, y)1 dy ::; Kp r I~(t, y)1 dy 1JRd 1JRd
We argue in the same way for SNi. Moreover, since p E C~,l(DT), Vp(6) .
{) 1 {)p -{) SN(t, x, .)(~) = -{) (t, x -y)e(t, y) dy,
Similarly, by changing p if necessary, we ean bound the space derivative of SN;. It is easily seen that conditions (B1), (Cl) hold, so we have a solution </J E
Cb(DT; (S)-l)
for (19), whenever S</J = Uo satisfies (Al). The same argument shows that also the normalized exponential of regularized noise (smeared in space or in time-spaee) gives a solution in Cb(DT; (S)-l). (20)). We remark that the idea to our approach is taken [rom [Sm] .
The Local Lipschitz Case
Existence And Uniqueness Of Solution
For the operator r in (12), we assurne (Al) and (Cl) of Seetion 4.2, pEIN a fixed and 0 > O. In addition fand g will satisfy a modifieation of (BI):
such that (h stands for 1 and g) 
Ih(u)(t,x;Oh(v)(t,x;~)I:S Kj,gju(t,x;Ov(t,x;OI.
Let IUaloo := sup{lua(x;~)1 : (x,~) E IR d x Vp(o)},
Ih(u)(t,x;~)-h(v)(t,x;~)I:S Kj,glu(t,x;~)-v(t,x;~)I.
The function j := 1-g. m (m is as in Section 4) satisfies (BI') and is uniform 
B1,p(ta).
Proof Let u E B 1 , p(to) and t.~to. We estimate, using (Al), (BI') From this it is easy to see that for t~to
We therefore obtain that (21) thus fu E B 1 ,p(to).
For u E B1,p(to), the arguments in Seetion 4.1 with the modifications made in Section 4.2 show that fu(t, Xj e) possesses the correet continuity, measurability and analyticity properties.
If u, v E B 1 ,p(to), we show that f is strictly contractive in the 1I.llto-norm:
Ifu(t,xje)-fv(t,x;e)1
< t f Iq(t,x;s,y)I'll(u)(s,y;e)-i(v)(s,Yje)ldyds 10~d
.
+ t f lY'yq(t,xjs,y)I.!n(s,Yje)I'lg(u)(s,Yje)-g(v)(s,y;e)ldyds.
10 1m d
, we obtain the second claim from .Banach's fixed point theorem.
There exists 4J E Cb(D to ; (S)-l)
so that S4J(t, x, .)(e) = u(t, x;e), for e E Vp(8).
Moreover, by arguments similar to those in Sections 4.1 and 4.2, 4J solves (6).
Theorem 10 Under conditions (Al), (Bl') and (Cl) there exists to > 0 such that problem (6) has a solution <p E Cb( Dta; (S) -1).
Remark The solution cP above is unique in the sense that it is the only solution of (6) for whieh the S-transform is an element of B1,p(tO)'
Examples
We shall eoneentrate on examples produeed by the so-ealled Wiek ealeulus (see [KLS] ): Let h(z) be an entire function with Taylor 
In view of Theorem 10 we obtain a loeal solutioiI cP E Cb(Dta; (S)-l), whenever ScPo = uo satisfies (Al). We remark that the seeond equation possesses aglobai solution, i.e. to = T, if uo is just a function of x, and if f1iillT~el~12,p,for same P, e > O. This ean be seen as folIows. For lu(t, x,OI., Iv(t, 
Of course, we can also let G(4)) = hO (4)) for any entire function h. In any case, we obtain local solutions for this type of equations by Theorem 10. We remark that the following Burgers equation with gradient coupled noise can also be studied in our framework:
Although this equation is not representable by (5), it is not hard to see that with minor modifications of our approach a local solution can be established. The Burgers equation with nori-linearity in Wiek form (and additive noise) has also been considered in [HL0UZ2, HL0UZ3] .
Other Applications
In this last seetion we shalllook at ordinary (anticipating) stochastic difl"erential equations and stochastic Volterra equations within our framework. For earlier work in this direction, we me nt ion [KP) X o , band (J' can all be anticipating. The last integral above is the Skorokhod integral (see e.g. [NZ) ), which is a generalization of the Ito integral. It is wellknown that the Skorokhod integral coincides with the Hitsuda-Skorokhod integral (cf. [HKPS), [L0U2J, [BI) ) in the case of Skorokhod integrable processes Fs, i.e.
Anticipating Stochastic Differential Equations
Consider the stochastic differential equation
The conditions on Xo, band IJ" will be imposed below. Take the S-transform of (22) 
From the arguments in Seetion 5 and with the choice to := (2I<f )-1, we find that r is astriet contraction on B1,p(to). By Banach's fixed point theorem and inverse S-transformation the proposition folIows.
• Remark The solution X t is unique in the sense that it is the only solution of (22) 
By the integrability condition in (b3), r is a well-defined operator on Uß,p' The proof of the proposition follows the arguments from Section 4.1, with the obvious modifications due to the different form of L(~). We here just show that r is strictly contractive in the 11 . IIß,p-norm with the above choice of C: 
