In this study, we apply a derivative-free optimization algorithm to estimate porosity and permeability from time-lapse seismic data and production data from a real reservoir (Norne field). In some circumstances, obtaining gradient information (exact and/or approximate) can be problematic e.g. derivatives are not available from a commercial simulator, or results are needed within a very short time frame. Derivative-free optimization approaches can be very time consuming because they often require many simulations. Typically, one iteration roughly needs as many simulations as the number of optimization variables. In this work, we propose two ways to significantly increase the efficiency of an optimization methodology in model inversion problems. First, by principal component analysis we decrease the number of optimization variables while keeping geostatistical consistency, and second, noticing that some optimization methods are very amenable to being parallelized, we apply them within a distributed computing framework. If we combine all this, the model inversion approach can be robust, fairly efficient and very simple to implement. In this paper, we apply the methodology to two cases: a semi-synthetic model with noisy data, and a case based entirely on field data. The results show that the derivative-free approach presented is robust against noise in the data. 
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Introduction
One of the most important issues in parameter estimation is to devise efficient and robust optimization techniques. Derivative-free optimization methods (Conn et al 2009) represent a promising way for dealing with this issue. While gradient-based methods can be efficient, they are not robust against noise, and in many cases gradients may not be available. The derivative-free method used in this work, Hooke-Jeeves direct search (Hooke and Jeeves 1961) , belongs to the direct search family (Kolda et al 2003) . Though this method has been applied in other fields, it is however a relatively unknown optimizer in the oil industry. In 1971, Hartsock applied this technique in scheduling the development drilling of an oil field, and concluded that this optimization method was efficient. Later, in 1972 he used Hooke-Jeeves direct search to solve a steam injection problem. It appears that this method was not used for a while until Leitao and Schiozer in 1999 considered the use of direct search methods for the history matching problem and noticed their robustness and efficiency. Maschio et al (2008) investigated the application of a genetic algorithm and a direct search method to integrate history matching and geostatistical modelling.
In our previous studies (Dadashpour et al 2006) , we tried to estimate fluid saturation and pore pressure from timelapse seismic data using a gradient-based method (GaussNewton), and derivatives were estimated numerically. Later, we improved the technique for the estimation of porosity and permeability by using 4D seismic data (Dadashpour et al 2007a (Dadashpour et al , 2007b . A framework for using principal component analysis (PCA) (Shah et al 1978, Scheevel and Payrazyan 2001) in a distributed environment to speed up the optimization has been developed (Dadashpour et al 2009) .
This paper is an improvement from those previous studies. The objective of this work is to demonstrate the effectiveness of Hooke-Jeeves direct search in reservoir parameter estimation using production data and time-lapse seismic data, when compared with the Gauss-Newton method. A semi-synthetic model developed from a real reservoir has been considered first with this purpose. Eventually, the method is applied for updating part of a model for a real reservoir (Norne field). In the following sections, we first present the methodology adopted. Next, we introduce the synthetic problem, and apply the derivative-free algorithm to this data. Finally, the approach proposed here is tested on a real data set. In the appendix we describe in detail the Gauss-Newton method, Hooke-Jeeves direct search and PCA.
Parameter estimation problem
Parameter estimation is also known in the oil industry context as history matching. It is crucial for modelling a real reservoir so that the simulator predicts the fluid outputs and the well's pressure of the reservoir as accurately as possible. History matching can be formulated as an inverse problem for some parameters in the corresponding partial differential equation, and, as most inverse problems, it is not usually well posed.
An automated history matching implementation requires the definition of the following three concepts.
(1) A mathematical model (2) The objective function (3) A minimization algorithm.
A mathematical model
The mathematical model is a set of equations which relates, in our application, reservoir parameters to the seismic and production responses. These equations are solved in two different stages. First, reservoir parameters such as porosity and permeability are related to the saturation and pressure changes which provide fluid production data for the reservoir. This step is performed by using a (commercial, in our case) reservoir simulator (ECLIPSE 100) which uses a black-oil three-phase model. In the second stage, saturation and pressure changes are related to seismic elastic parameters by using a petro-elastic model (PEM), and then seismic amplitudes are generated by a forward seismic model.
Variations in acoustic properties are a function of temperature, compaction, fluid saturation and reservoir pressure (the effects of temperature and compaction are neglected in this study). The Gassmann equation (Gassmann 1951 ) and the Hertz-Mindlin contact theory (Mindlin 1949) are used to estimate seismic parameter changes caused by fluid saturation and reservoir pressure changes, respectively. The Hertz-Mindlin model is used to describe the dry elastic moduli as a function of porosity and the moduli changes caused by pressure changes. The effective bulk modulus and shear modulus of a dry random identical sphere packing are given by
where k ma and μ ma are matrix bulk and shear moduli, respectively, k HM and μ HM are the bulk and shear moduli at critical porosity, respectively, and P eff is the effective pressure, which is the difference between the lithostatic pressure P ext and the hydrostatic pressure P (Christensen and Wang 1985) . In the semi-synthetic model, initial (P i ) and lithostatic pressures are set to 200 bar and 380 bar, respectively. In the real model, the initial pressure is set to 270 bar and the lithostatic pressure depends on the true vertical depth (TVD) as follows:
The Hertz-Mindlin theory assumes that the exponent n in equation (1) is 6, while some laboratory measurements on samples suggest other values. In this work we take n equal to 5. The Gassmann equation (Gassmann 1951) can be written as follows:
where k ma is the bulk modulus of the solid and ϕ is the effective porosity of the medium. The bulk modulus of the pore fluid (water, oil and gas) k f is estimated by Wood's law given as (Reuss 1929 )
where S o , S w and S g are oil, water and gas saturation, respectively, and k o , k w and k g are the bulk moduli for oil, water and gas, respectively. The conversion of reservoir properties to seismic amplitudes is done in two steps. First, reservoir parameters are converted to seismic elastic properties by using a petrophysical model (rock-physics relation). Then, seismic amplitudes are calculated based on the matrix propagation technique developed by Stovas and Arntsen (2006) . We have used the Ricker wavelet with a central frequency of 30 Hz. Tables 1 and 2 illustrate the input parameters for the PEM for the semi-synthetic and real cases, respectively.
The objective function
The objective function used in this work is
where α is the vector of unknown reservoir model parameters, M P (α) and M S (α) are the vectors of simulated reservoir production history and time-lapse seismic differences, respectively, and M P (α * ) and M S (α * ) are the vectors of observed production data and time-lapse seismic data, respectively. In this equation variables are normalized and equal weights are set between the seismic and production parts. 
A minimization algorithm
The main purpose of the minimization algorithm is to adjust unknown parameters to reduce the objective function. Two different types of minimization techniques have been used in this work: the Gauss-Newton method and Hooke-Jeeves direct search. The former is a gradient-based algorithm while the latter is a derivative-free scheme. Both are described in detail in the appendix.
Case I: synthetic case
The methodology proposed here has been applied to the parameter estimation of a two-dimensional vertical reservoir section. The reservoir 'true' properties, including porosity and permeability, were based on a real North Sea reservoir, the Norne field (see section 4.1). The semi-synthetic reservoir is discretized by a 31 × 26 simulation grid with 739 active cells. The reservoir model is subdivided into four different formations from top to base: Garn, Ile, Tofte and Tilje. The hydrocarbons in this reservoir are located in the lower-to middle-Jurassic sandstones. Different geological conditions and environments during the deposition of sands originated nine different rock types. The reference ('true') porosity and permeability fields (figure 1) are generated using a flow simulation model used for the real field (see section 4). The model has one water injector and one producer (situated at the right and left sides, respectively; see figure 1), and they are perforated in all the layers. Water injection starts and production starts at the same time above the bubble point pressure.
As mentioned before, the historical data are divided into two different categories: production and time-lapse seismic data. Production data are measurements of bottom hole pressure for the producer and the injector (WBHPP and WBHPI, respectively) and water and oil production rates (WWPR and WOPR, respectively). The total simulation time is 30 years. The first 20 years are taken as history to match, and the last 10 years are used for checking the prediction. For simplicity, we have considered an isotropic permeability tensor.
The time-lapse seismic data are generated by using reference values for P-and S-wave velocities and densities from reservoir simulation and seismic forward modelling. They are taken as zero offset amplitudes and amplitude versus offset (AVO) gradients (see figure 2 ). In the first place, we do not consider noise in the synthetic seismic data.
The optimization problem is challenging as it deals with 1478 model parameters (porosity and permeability in each active cell). These model parameters are really not independent because they have to honour some geologic spatial correlation. PCA has been used to reduce the number of unknowns, as well as to incorporate geostatistical consistency in the optimization (Jolliffe 2002 , Sarma et al 2006 , Echeverria Ciaurri et al 2008 , Dadashpour et al 2009 . See the appendix for a brief description of PCA. Porosity variograms are estimated from well data, and 1000 porosity realizations, conditioned to these local well data and variograms, are generated by sequential Gaussian simulation (SGSIM) (Remy et al 2009) . The corresponding one thousand permeability realizations are obtained by empirical knowledge of the different rock types (relation between porosity and permeability). Four realizations for porosity and permeability are shown in figure 3. All the realizations are then used to compute the principal components using an eigenvalue decomposition of a covariance matrix (Jolliffe 2002) . The number of principal components retained is such that 95% of the total variance is kept. This results in reducing the number of optimization variables from 1478 to 200 (100 for porosity and 100 for permeability).
The two optimization algorithms proposed in section 2 are tested to check their efficiency and robustness. In each of these cases two different starting points are considered: a random one and the average of all the realizations. In 'GN-RN' we use the Gauss-Newton optimization algorithm with a random initial guess, while in 'GN-AR' we use the same algorithm but with the average of the realizations as the starting point. The perturbation value corresponding to the derivative estimation for each parameter is taken as 1% of that parameter value. In the same manner, 'HJ-RN' and 'HJ-AR' take a random vector and the average of realizations, respectively, as the starting point for Hooke-Jeeves direct search.
Parameter estimation from 4D seismic and production data without measurement noise
In the first part of this study we estimate the unknown parameters using noise-free synthetic data. Figure 4 illustrates the objective function with respect to the number of simulations for the four settings mentioned above. It is clear that in all cases the cost function value associated with the initial guess has been reduced significantly. In this research Hooke-Jeeves direction search seems to perform faster than the Gauss-Newton algorithm in this study. Here it appears that the average of the realizations as the starting point yields better results than using a random guess. HJ-AR requires only Figures 5 and 6 show the discrepancy between observed historical and estimated data after history matching. Figure 5 refers to production data (bottom hole pressure and fluid rates), and figure 6 illustrates the time-lapse seismic mismatch functions (zero offset amplitudes and AVO gradients) for HJ-AR. The normalized root mean square (NRMS) error between the observed and estimated zero offset amplitude and AVO gradients was reduced with HJ-AR from 120 to 20% and 10%, respectively (NRMS is used to quantify the difference between the historical and estimated data, and is not used as a repeatability metric in this study).
The combination HJ-AR, which uses the average of realizations as the starting point, yields the best porosity and permeability estimations and the most accurate oil production forecast (see figure 7 and table 3 ). In this case, the average error in the estimation of porosity decreases from 3.35 to 2.21% (the standard deviation decreases from 2.3 to 2.06%), and in the estimation of permeability, the average error decreases from 655.29 mD to 220.58 mD (the standard deviation decreases from 543.7 mD to 260.48 mD).
The average errors in the estimation of porosity and permeability for all the methods considered are summarized in table 3. Figure 8 illustrates the reference ('true') and the estimated porosity and permeability models for HJ-AR.
Parameter estimation from noisy data
The robustness of the estimation algorithm is further checked by adding noise to the production and 4D seismic data (see figure 9) . The noise for the seismic data is in both amplitude and time shift with a signal-to-noise ratio equal to 1.0, and is based on the noise spectrum from the real seismic survey. The amplitude spectrum was computed for several seismic traces from the Norne field. The separation between the signal and the noise spectrum was performed by estimating noise by performing the following operation: r j (t) = r j (t) − (r j −1 (t) + r j +1 (t))/2. Then we compute N j (ω) = FT (r j (t)). The amplitude spectra for the noise are averaged along traces and plotted in figure 9 . The noise for the production data is Gaussian, with zero mean and a standard deviation of 3 bar for well bottom hole pressures, and 0.01 sm 3 /day for flowing oil and water rates. Because of the medium-high level of noise in the data, the cost function obtained after optimization is significantly larger than the one obtained in the absence of noise (compare figures 10 and 4). However, as can be seen in figures 11-14 the quality of the inversion is satisfactory. We notice that the schemes with the average of realizations as initial guess appear to get close to the solution after only about 200 simulations, while the methods starting from a random vector take about 800 simulations to reach a similar point.
As in the noise-free case, the scheme HJ-AR yields the best porosity and permeability estimation and the most accurate forecast (see figure 13 and table 4). For this method the average error in the estimation of porosity decreases from 3.35 to 1.54% (the standard deviation decreases from 2.3 to 1.59%), and in the estimation of permeability the error decreases from 655.29 mD to 248.00 mD (the standard deviation decreases from 543.7 mD to 287.97 mD).
The average errors for all algorithms in the estimation of porosity and permeability with noisy data are summarized in table 4. Figure 14 illustrates the porosity and permeability estimated by HJ-AR. These parameters again look very similar to the reference ('true') distribution. This suggests that the methodology presented is fairly efficient and robust in the situations studied.
Case II: real field case
The field considered is an oil reservoir in the North Sea, called the Norne field. It was discovered in 1991, and oil production started in 1997. It is situated in blocks 6608/10 and 6508/1 in the southern part of the Nordland II area of the Norwegian Sea, and produces from a Floating Production, Storage and Offloading vessel (FPSO) tied to six subsea templates.
General field information
The Norne field consists of two separate oil compartments, the Norne Main Structure (Norne C-, D-and E-Segments) and the Northeast Segment (Norne G-Segment). The Norne Main Structure was discovered in December 1991 and includes 97% of the oil in place. The reservoir sandstones in the formations Tilje, Tofte, Ile and Garn are dominated by fine-grained and well to very well sorted sub-arkosic arenites. The sandstones are buried at a depth of 2500-2700 m and are affected by diagenetic processes.
The hydrocarbon-bearing column is 135 m in the Lower and Middle Jurassic age rocks. The column consists of a 110 m thick oil leg, with an overlying gas cap situated mainly in the Ile and Tofte formations.
Mechanical compaction is the most important action that reduces reservoir quality. Still, most of the sandstones are reservoir rocks of high quality. The porosity is in the range of 0.25-0.30, while the permeability varies from 20 to 2500 mD.
The Norne Main Structure is relatively flat, with a generally gas-filled Garn formation and with the gas-oil contact in the vicinity of the clay stone Not formation. The northern flank dips towards north-northwest direction and presents an oil leg in the Garn formation. Reservoir monitoring. The initial seismic survey ST9203 was conducted in 1992 using a dual source and three streamers Well E-1H. Well E-1H is the fourteenth development well and ninth oil producer to be drilled on the Norne field. The well was planned as a horizontal well within the central and bottom Ile formation to drain oil from the southern part of the E-segment.
Well E-2H. Well E-2H is the sixteenth development well and tenth oil producer to be drilled on the Norne field. The well was planned as a horizontal well within the central and bottom Ile formation to drain oil from the southern part of the Esegment. The reservoir section of the well was drilled in one horizontal section at 2604 TVD MSL. Well E-2AH. The initial plan for well E-2AH was to drain the remaining recoverable oil reserves in the E-segment. The well was planned to be drilled as 5-3/4 through tubing sidetrack with one horizontal section located below the top Ile formation using geosteering.
Well E-3H. Well E-3H is the eighth Norne development well and the first predication well to be drilled in the northerly E-segment of the main field. The well was drilled with an inclination of 16
• through the Garn, Not, Ile, Tofte andÅre reservoir intervals to drain the central part of the E-segment.
Well E-3CH. Well E-3CH is located in the E-segment. Geological and petrophysical reports advised to produce oil from the Garn formation. The well was planned and drilled with one horizontal section, located 5 m TVD below the top Garn formation. Figure 15 shows its location and a 4D seismic line along this well.
Case description
The (two-dimensional) section along well E-3CH is discretized by a 26 × 22 grid. Since there are 543 active cells, this optimization problem has a total of 1086 parameters for estimation. The forward model requires running the Full Field model, which contains 44 431 active cells and 22 wells (15 producers and 8 injectors). The observation data considered for parameter estimation are those from the vicinity of the area under study. These wells (E-1H, E-2H, E-3AH and E-3H) have already been introduced in the previous subsection.
The fluid flow simulation associated with this model is time consuming. A distributed computing environment of 20 processors is used for speeding up the parameter estimation process. The simulations are performed on an IBM P690, 32 CPU (Power 4X) with 32GB RAM under AIX, version 5.3. In addition and as in the synthetic case, PCA is used to reduce the number of parameters, as well as to endow the model with prior knowledge of geological consistency. SGSIM was used to generate 1000 Gaussian random realizations of normalized porosity conditioned to local well data (E-2H, E-2AH and E-3CH) and variograms. Related variograms used are shown in figure 16 . The actual porosity fields were obtained by back transformation from normal scores, since SGSIM is performed in the normal score space. A corresponding 1000 horizontal permeability K h realizations were created by an empirical porosity-permeability relation estimated from the well data (table 5) Table 5 . Relationship between the porosity ϕ and the permeability K h estimated from the well data.
Layer number Relation ϕ-K h
Layer number Relation ϕ -K h 1 (Garn III) log 10 (K h ) = 7.24ϕ + 0.64 12-15 (Tofte II) log 10 (K h ) = 18.44ϕ − 2.44 2 (Garn II) log 10 (K h ) = 31.36ϕ − 2.96 15-18 (Tofte I) log 10 (K h ) = 16.28ϕ − 1.28 3 (Garn I) log 10 (K h ) = 23.51ϕ − 3.60 19 (Tilje IV) log 10 (K h ) = 21.69ϕ − 2.07 5-8 (Ile II) log 10 (K h ) = 12.03ϕ − 0.95 20 (Tilje III) log 10 (K h ) = 15.08ϕ − 1.09 9-11 (Ile I) log 10 (K h ) = 25.56ϕ − 4.03 21-22 (Tilje (II&I)) log 10 (K h ) = 23.98ϕ − 2.60 layers are given in table 6). We illustrate some of these realizations in the figures. By PCA based on the previous conditional realizations (Dadashpour et al 2009) , the number of parameters for estimation is reduced from 1086 to 200 (100 parameters for porosity, and 100 parameters for permeability). This results in 85% of the total variance being kept.
Hooke-Jeeves direct search, with the average of the realizations (see figure 18 ) as the starting point. As before, we denote this scheme as 'HJ-AR'.
The historical data are again divided into two different categories: production and time-lapse seismic data. Production data are measurements of water cut (WCUT), gas oil ratio (WGOR) and oil production rate (WOPR) for wells E-1H, E-2H, E-3H and E-3AH. These wells started 
Results
By Hooke-Jeeves direct search the objective function is reduced from 5.66 to 2.69 after around 2500 simulation runs (figure 20). The production (seismic) mismatch is reduced to 39.9 (54.3)%. The cost function is reduced more (in relative terms) than in the noisy synthetic case (see figure 10) . Based on that, we can conclude that if the inversion was acceptable in that noisy synthetic case then it could also be satisfactory in the real case. However the cost function obtained in the real case is a bit higher than in the noisy synthetic case, so the quality of the solution may now be a bit lower than in the noisy synthetic case. In figure 21 we give more details concerning the cost function reduction. The water cut for well E-2H presents the highest improvement (94.4%), while the gas oil ratio for E-2H and oil production rates for wells E-2H and E-3H do not show noticeable changes. Figure 22 represents the initial and final 4D seismic mismatch. It is clear that the initial misfit is considerably reduced. The fact that the generated time-lapse seismic data after parameter reduction (see figure 23 ) do not coincide with the observed data (figure 19) could be explained, to a large extent, by the existence of noise in the data. The main features in the data (e.g. water-oil contact at 2500 ms) have been preserved. In figure 24 we show the initial and final production data match.
The estimated porosity and permeability fields obtained by Hooke-Jeeves direct search can be seen in figure 25.
Discussion
In simulation-based optimization it is not always possible to obtain exact gradients efficiently (for example by an adjoint procedure), since most of the techniques for doing that are invasive regarding the source code, and in many situations we do not have detailed knowledge and/or access to that source code (e.g. when commercial software is used). Estimating gradients numerically can be computationally expensive, and moreover, the selection of the perturbation size in the numerical gradient and the settings (tolerance) in the simulator are often problematic. Additionally, gradient-
Figure 24. Initial and final production data match: (a) oil production rate for well E-1H, (b) water cut for well E-1H, (c) water cut for well E-2H, (d) water cut for well E-3H, (e) gas oil ratio for well E-1H and (f ) gas oil ratio for well E-3H.
based methods are especially sensitive to noise in the misfit function, (introduced via the measurements) and hence, the local solutions obtained can, in some cases, be inaccessible in practice. Hooke-Jeeves direct search (as many other direct search techniques) starts the optimization with a (rough) global search stage that helps to move closer to local optima of better quality (in terms of the misfit function). This global exploration step can also be seen as a means to deal with noisy misfit functions, and with a bad selection of the initial guess. Direct search algorithms are supported by mathematical sound convergence theory (Kolda et al 2003) .
Numerical gradients are expensive to compute, and in the absence of distributed computing resources, have been observed to perform much slower than Hooke-Jeeves direct search. When massive distributed computing resources are available, numerical gradient-based algorithms and direct search methods are not expected to perform differently in terms of the convergence rate (it should be noticed that with an inadequate perturbation size, schemes using numerical gradients may yield worse solutions, in terms of the misfit function, than those obtained with direct search techniques). 
Conclusions
In this work, a gradient-based (Gauss-Newton) and a derivative-free (Hooke-Jeeves direct search) optimizer are considered to estimate porosity and permeability using production and time-lapse seismic data in a two-dimensional semi-synthetic model. These approaches are tested with both clean and noisy data. Principal component analyses (PCA) together with a parallel computing implementation of the reservoir simulator are used to speed up the optimization routine. Two different types of initial guesses are used, and results show that the average of the conditional PCA realizations is in this example case the best choice. These results also indicate that Hooke-Jeeves direct search is more efficient and robust than the Gauss-Newton method and that the performance of this derivative-free algorithm is satisfactory when there is noise in the data.
In spite of being a serial optimization technique, HookeJeeves direct search when combined with PCA is a fairly efficient strategy. PCA reduces the correlation between variables, and with uncorrelated parameters a coordinate search such as Hooke-Jeeves direct search may converge rapidly.
Hence, Hooke-Jeeves direct search can be recommended when distributed computing resources are scare or not available at all (e.g. due to a small number of licenses of a commercial simulator)
Based on the synthetic example Hooke-Jeeves direct search was the choice for the real case. This algorithm was applied to estimate porosity and permeability along the well E-3CH in the E-segment of the Norne Field. The history matching in this part of the field was solved with this derivative-free approach in 2500 simulation runs. Since no gradient information could be used, and the optimization problem size was moderate (200 variables) and with noise in the measurement data, we can conclude that Hooke-Jeeves direct search performance was satisfactory in this real case with practical relevance
Obtaining the Hessian at α 0 is often not simple, so in GaussNewton we take the following approximation:
where J M (α 0 ) is the Jacobian of the forward model used at α 0 :
It should be noticed that
The inversion process continues until the error between the observed and calculated data is less than a certain tolerance. In this work, each parameter class is independently scaled aiming at accelerating the optimization (Helgesen and Landrø 1993) .
A.2. Hooke-Jeeves direct search
Hooke-Jeeves (HJ) direct search (Hooke and Jeeves 1961 ) is a pattern search technique (Conn et al 2009 , Kolda et al 2003 .
The algorithm consists of two major steps: the exploratory and the pattern move routine. The exploratory routine searches locally in the coordinate axis directions for an improved objective function value. The pattern routine accelerates the search by moving to a new position in the direction of the previous optimal point obtained by the exploratory routine. We present the workflow for the HJ direct search algorithm as described in Benasla et al (2008) .
Define:
• Initial guess α n−1 (n = 1)
• Perturbation factor α for all variables • Step reduction factor q > 1 • Optimization tolerance ε. 4. If the exploratory move is successful (the new base point is not the same as the old base point), go to step 6.
Check for termination:
• If α < ε then stop.
• Else reduce the perturbation size to α = α/q and go to step 3. 6. Perform pattern move: the pattern of the search direction yields the new starting point for the next exploratory move. The formula given by Hooke-Jeeves for this point is α n+1 = α n−1 + 2(α n − α n−1 ). 7. The new sequence of exploratory (type II) moves about α n+1 as the base point. Let the result be α n+1 . 8. If f (α n+1 ) < f (α n ), then set α n−1 = α n and go to step 6.
If f (α n+1 ) f (α n ), the pattern is said to have failed, and a new type I exploratory search is made in order to define a new successful direction (such a move is called a type I exploratory search in contrast to the type II exploratory search that follows a pattern search. After a type II exploratory move, a decision is made as to whether the previous pattern moves were a success or failure).
A.3. Principal component analysis
Technically, a principal component can be defined as a linear combination of optimally weighted observed variables, and principal component analysis (PCA) is a multivariate statistical technique which is based on a vector space transform that can be used to reduce data dimensionality without sacrificing the accuracy. PCA is also called the discrete Karhunen-Loève transform (KLT), the Hotelling transform or proper orthogonal decomposition (POD).
The PCA procedure for porosity and permeability estimation is as follows (Yadav 2006 ).
• Obtain a set of multiple porosity and permeability realizations for the reservoir by using prior geostatistical information (for example, by using SGSIM).
• Estimate the covariance matrix first for porosity.
• Calculate the eigenvectors and eigenvalues of these covariance matrices.
• Select the eigenvectors corresponding to the highest eigenvalues.
• Obtain a set of permeability realizations from the porosity realizations and empirical rock-type knowledge (the relation between porosity and permeability).
• Repeat steps 2-4 for the permeability realizations.
Mathematically, a new set of parameters is related to the original one by (A.9) where A is the column vector containing the new set of parameters constructed from dominating patterns and W is the matrix of eigenvectors. The number of rows is equal to the number of active cells, and the number of columns depends on the number of eigenvectors retained that correspond to higher eigenvalues. S is a normalizer square matrix which is going to normalize the eigenvector. The size of this matrix is equal to the column size of the matrix W . is the column vector containing the weight of dominating patterns, and B is the column vector containing the mean of the parameters at each grid block obtained from the set of the multiple realizations of parameters.
Each eigenvector represents a parameter distribution pattern. These patterns are different from the available realizations. Only patterns associated with the highest eigenvalues are retained for analysis.
