A multi-species magnetohydrodynamic (MHD) model based on an extended fluid dynamics description for each plasma species is proposed for the prediction of the flow and behavior of fully ionized non-equilibrium anisotropic plasmas. In particular, a two-fluid (ions and electrons) plasma model is described that makes use of a 10-moment or Gaussian anisotropic moment closure to model ion and electron species transport. The ion and electron moment equations are fully coupled to the complete set of Maxwell's equations which govern electromagnetic wave propagation within the plasma and a relaxation time approximation is used to model non-equilibrium Coulomb collisional processes between the ions and electrons. Unlike conventional MHD models, the proposed two-fluid model is capable of taking into account large temperature anisotropies and temperature differences between the electrons and ions, both of which can occur for low-density, high-temperature plasmas and/or strongly magnetized plasmas. A dispersion analysis of the proposed model is undertaken in order to examine further its mathematical properties and explore the nature of its solutions. The dispersive and hyperbolic nature of the equations and the disparate times scales or plasma frequencies of the solutions are revealed. The governing system of partial differential equations would appear to be well suited for solution by Godunov-type finite-volume methods provided that the disparate scales can be dealt with. A higherorder finite-volume method is developed here for the solution of the one-dimensional form of the two-fluid plasma model and dispersion analyses of the discretized equations indicates that a stable and practical scheme is possible if a fully implicit time marching scheme is adopted. The analysis also suggests mechanisms for preconditioning the system of equations to further reduce numerical stiffness, resulting in a plasma model that is more suitable for practical applications. Numerical results for several one-dimensional unsteady plasma flows are described and demonstrate the potential of the proposed multi-species plasma model for predicting non-equilibrium anisotropic plasma flows in engineering applications such as those encountered in electric space propulsion devices. The future extension of the model to partially ionized plasmas in two and three space dimensions is also discussed.
I. Introduction
The study and modelling of plasmas have many applications in the field of aerospace engineering. Applications ranging from deep space propulsion to high speed flight 1, 2 exist where plasma modelling can help in advanced design analysis, as well as in aiding in the actual manufacturing and material processes used to build these vehicles. Plasma modelling is particularly important for space Electric Propulsion (EP) systems. [3] [4] [5] This class of space propulsion was made famous by the Deep Space 1 (DS1) probe but has been extensively researched for decades now.
and testing these systems requires equally advanced plasma modelling to simulate and predict the plasma transport phenomena within the propulsion system.
Collectively, the study of flows and interactions of plasmas with electromagnetic forces is known as magnetohydrodynamics (MHD).
14- 16 The modelling of plasmas can be considerably more complicated than regular fluid dynamic flows as there is the added complexity of the electro-magnetic forces (such as the Lorentz force) along with the widely varying physical characteristics of the plasma species (i.e., electrons and ions).
Current MHD models border on two extremes. On the one side, we have the 5-moment MHD model which assumes isotropic temperatures and pressures and does not differentiate between the electron and ion temperatures. 14, 15 This description is commonly known as the ideal MHD equations and is used in many applications, such as for the modelling of space plasmas. 17, 18 On the other end of the spectrum we have direct particle simulations. 19, 20 In direct particle simulations, individual particles and/or groupings of particles are tracked and their collisions are simulated. Obviously, the simplified, ideal MHD description is not always valid, especially for EP systems which often take advantage of the anisotropic nature of plasmas.
12 Moreover, the direct particle simulations can require significant computational resources which can prohibit their application to practical problems. For example, near-equilibrium or high-density regimes are very challenging to treat accurately if the particle simulation model is used for the whole or even a part of the problem.
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Attempts have been made to extend the capabilities of the ideal MHD model, to include non-equilibrium effects without resorting to a direct particle simulation. One approach is to consider multispecies models such as the two-fluid model of Shumlak and Loverich, 22 where separate 5-moment equilibrium transport equations are used to represent the ions and electrons. The advantage of this model is the fact that each of the species and the electromagnetic (EM) fields are then represented by a complete set of partial differential equations, each of which can be treated numerically in different ways. This automatically allows for differences in ion and electron temperatures and velocities. The disadvantage is the inherent stiffness of the equations and the computational effort that can be required to solve the system of equations. The subject of this paper is to develop an extension of the two-fluid model of Shumlak and Loverich to include plasma species temperature anisotropies and interparticle collision effects. These important non-equilibrium plasma effects are incorporated by using a 10-moment Gaussian closure to model the non-equilibrium transport of the plasma species, and interparticle collision effects are modelled using a relaxation time approximation. At the same time, the model should be designed to be computationally tractable for performing plasma simulations of practical space propulsion devices. Numerical aspects of the proposed anisotropic plasma model are also examined.
II. Multispecies Transport Equations
A two-fluid plasma model based on the 10-moment Gaussian closure can be derived by considering the Boltzmann kinetic equation for species s given by ∂F s (x, v s , t) ∂t
where F s (x, v s , t) is the distribution function, x is the position vector, v s is the velocity vector for species s, t is the time, and a sk is the acceleration of species s. The Boltzmann equation describes the time evolution of the distribution function. The term on the right hand side is the Boltzmann collision integral, and incorporates the effect of interparticle collisions. The transport equations of the 10-moment Gaussian closure can be derived by approximating the distribution function F s (x, v s , t) with the Gaussian distribution function and then taking appropriate velocity moments of the Boltzmann equation. [23] [24] [25] The 10-moment Gaussian closure is ideal for the present work because of its inherent ability to model anisotropic pressures and temperatures. Furthermore, it has been recently applied successfully to a range of non-magnetized rarefied gaseous flows. [26] [27] [28] In the Gaussian closure, the species phase space distribution function is approximated as follows:
G s (x, v s , t) = n s (x, t) (2π) 3 (2) where Θ sij = P sij /ρ s . When applied to a two species plasma consisting of ions and electrons, and coupled with Maxwell's equations to prescribe the electromagnetic forces, the resulting complete set of governing equations can be expressed in weak conservation form as
where
and where s ∈ {ion, e}. Maxwell's equations are represented as
The above model incorporates extended fluid dynamics equations for each species, along with Maxwell's equations. It should be noted that when taking the velocity moments to arrive at the species transport equations, the third order velocity moment of G s is zero. This corresponds to having no species heat flux. The individual species solution, flux and source vectors of (5) and (6) are ordered starting with the continuity equation, then the momentum equations, and finally the energy equations, where ρ s is the density, u s is the bulk velocity, P s,jk is the three dimensional pressure tensor, q s is the charge, c s is the random velocity vector, and m s is the mass for species s. Maxwell's equations given in Eq. (7) include Faraday's and Ampére's laws for the electric field E, and the magnetic field B, respectively, and ǫ is the permitivity of free space. The source vector of Eq. (6) only includes the non-collision source terms. There are no collision terms related to the Maxwell's equations, and therefore
Non-equilibrium collisional processes between the plasma species are represented as Coulomb collisions 29 and the Bhatnagar, Gross, Krook (BGK) relaxation time approximation 30 is used to prescribe the collision terms for the ion and electron species as follows:
where ν s is the collision frequency for species s. 31 The collision frequency, ν s , is the inverse of the collisional relaxation time and is the average number of self collisions for a single particle of species s per second. This governs how quickly a species will approach equilibrium. In addition,
where ν st is the collision frequency for collisions between species s and t. The preceding set of coupled partial differential equations describes the transport of fully ionized non-equilibrium anisotropic plasmas, consisting of a single ion species, in the absence of heat flux. It is interesting to note that the coupling of the three sets of equations for the ions, electrons and electromagnetic fields occurs only through the source terms.
III. Dispersion Analysis of Two-Fluid MHD Model
In order to better understand the physical and mathematical behavior represented by the system of equations given by Eqs. (3)- (9) , and to aid in the development of a numerical solution procedure, a dispersion analysis of the proposed two-fluid model has been carried out. The results of this dispersion analysis are now summarized below.
A. Non-Dimensional Linearized Transport Equations
The dispersion analysis is applied to the linearized equations. In order to linearize the equations of the two-fluid MHD model, Eq. (3) is first rearranged into a non-conservative form given by
where the primitive solution vector is
and s ∈ {ion, e}. The equations are then non-dimensionalized with respect to the following quantities:
which are the interspecies collision frequency, the reference density, the reference isotropic pressure, the reference mass, and the magnetic permitivity of freespace. A reference sound speed can be defined as
Using the above quantities, yields the following transformations: 
where the bar indicates the non-dimensional quantity. Please note that in the remainder of this section, the bars have been dropped for simplicity.
The resulting non-dimensional, non-conservative equations are then linearized about an equilibrium solution state, W 0 , defined by
where the average velocity, off diagonal pressure terms, and background electric field are assumed to be zero, which are all valid assumptions for quiescent plasmas under equilibrium conditions. The linearization is then achieved by assuming that the solution vector can be approximated by
and whereW is the perturbation of the solution from the equilibrium state. The resulting linearized nonconservative equations forW are as follows:
Non-Dimensional Linearized Multispecies Non-Conservative Continuity
Non-Dimensional Linearized Multispecies Non-Conservative Momentum
Non-Dimensional Linearized Multispecies Non-Conservative Energy
where the non-dimensional quantity Ke is defined by
and Maxwell's equations become
Ampére's Law
B. Eigenvalue Analysis
Considering initial value problems with planar wave propagation in the x-direction only, the perturbative solution vector,W, in Eqs. (18)- (23) can be assumed to have the form
where ω is the temporal frequency, and k is the spatial wavenumber. For the initial value problem, ω is generally complex and k is strictly real valued. This results in the following eigenvalue problem:
A number of simplifications are now made which include assuming equal pressures p 0,ion = p 0,e , that the plasma is a fully ionized quasi neutral plasma n 0 = n 0,ion = n 0,e or ρ 0,e = me mion ρ 0,ion , and that the background magnetic field is aligned with the x-direction, B 0 = (B 0 , 0, 0). The standard eigenvalue problem can then be formed:
and kA * and S * are the linearized, non-dimensional x-direction coefficient and source term matrices respectively. 
IV. Results of the Dispersion Analysis

A. Wavespeeds of Fundamental Solution Modes
The eigenvalue problem of Eq. (29) is solved numerically for ω for a range of values of k. The wave phasespeeds are given by the real part of ω divided by the spatial wavenumber k, and the figures in this section provide the phasespeed, Figures 2-11 , where the fastest waves will be depicted first, and more of the eigenstructure will be revealed as we telescope or zoom in to investigate the slower wave modes. In addition, the computed wave structure is compared to the dispersive wave behavior calculated for an isotropic 5-moment version of the two-fluid MHD model. The latter is equivalent to the two-fluid model of Shumlak and Loverich with the addition of modelling for interspecies collisions. The comparison with the 5-moment version of the two-fluid MHD equations is instructive as the high frequency wavespeeds of the 5-moment model correspond to accepted wavespeeds for the various modes present in ideal MHD.
15, 22
Figure 1 depicts the dispersive wave nature of the two-fluid model showing the full range of wave modes including those with the fastest wavespeeds. Unfortunately, the only waves that can be really seen for this range of velocities and wavenumber are the L-and R-waves, which are the left and right circularly polarized plasma waves respectively. 15 The fast L-and R-mode waves are composed of a total of four waves at order 10 4 for non-equilibrium conditions or for large values of k, which is equivalent to the speed of light following the non-dimensionalization. For small k, equilibrium conditions, these waves approach infinite wavespeeds. These waves also agree with the phasespeeds of the L-and R-modes of the 5-moment analysis. The infinite wavespeeds may appear to pose some problems; however, the infinite wavespeeds encountered in this analysis all originate from the electron plasma frequency, which is associated with the plasma cut off frequency. For changes in charge density less than the plasma cut off frequency, the charges will realign to cause Debye shielding, thus masking the electric field due to charge separation. The Debye shielding will stop the propagation of these infinite wavespeeds at equilibrium conditions. Moreover, it should also be noted that it is permissible for an unterminated wave phasespeed to exceed c, and that despite an infinite phasespeed, the group velocity of these waves are in fact zero.
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In Figures 2 and 3 we are looking at the next lower magnitude waves. These waves are the electron plasma waves which are the same magnitude as those in the 5-moment dispersion analysis. However, the dispersive wave behavior of the 10-moment wave is not the same as that of the 5-moment formulation as Phasespeed as a function of nondimensional wavenumber for the parallel direction showing electron plasma waves. Phasespeed as a function of nondimensional wavenumber for the parallel direction showing electron shear waves.
can be seen in Figure 2 . The electron plasma waves are of order 10 for large values of k which is about a thousand times slower than the L-and R-mode waves.
The next wave at about the same magnitude that can be seen in Figure 2 is the electron shear wave. A closer view of the high k behavior of this wave can be seen in Figure 3 . In Figure 4 , at very small values of k we can see that there is a pair of waves that, at this resolution, appear to be abruptly cut off. This is in fact the equilibrium behavior of the electron shear waves, which can be seen in greater detail in Figures 5 and 7. The electron shear waves have two positive and two negatives waves that have the same phasespeeds at high k as in Figure 3 . As k decreases for conditions nearing equilibrium, the two sets of waves (one positive pair and one negative pair) approach the ω R /k = 0 axis, as seen in Figure 5 . The waves then diverge from each other where one positive and one negative wave mode changes direction and cuts across the zero axis, while the other waves do not change direction, as seen in Figure 7 . The resulting behavior of the electron shear waves can be seen in Figure 5 for equilibrium conditions when k is small.
For very small values of k, some interesting behavior can be seen from the eight shear waves present, which include not only the electron waves, but also the ion waves which are discussed later in this section. As can be seen in Figure 6 , for very small values of k, some of the shear wave modes approach a phasespeed of unity. There is some fairly complex structure that can be seen in the behavior of the shear waves. Looking to the non-equilibrium region at high k, the waves that do not reverse direction when k decreases, diverge to infinity for very small values of k. This behavior is the same for both the electron and ion plasma shear waves. The other wave, the one that cuts across the ω R /k = 0 axis then does an arc that returns towards the ω R /k = 0 axis as k becomes small, as seen in Figure 5 , approaches plus or minus unity for equilibrium conditions. Once again, this is true for both electron and ion plasma waves, even though they greatly differ in scale in the non-equilibrium regime. One positive and one negative wave from the electron and ion shear waves approaches ±1 for very small values of k as illustrated in Figure 6 . It shows a strong coupling between the ions and electrons since unity here corresponds to the ion acoustic speed only.
In Figures 8 and 9 , we have the Alfvén waves which are one set of waves that do not become infinite for very small values of k. Figure 9 shows only the positive Alfvén wave compared to the 5-moment Alfvén wave. We can see that they depart at larger values of k. Remember that a value of unity here means ion acoustic velocities, however, we approach ion acoustic velocities due to the non-dimensionalization which defined the magnetic field such that the Alfvén velocity v al = cB0 √ ǫ0 √ ρ ref is equal to the ion acoustic velocity. In the 10-moment formulation, perturbations actually propagate faster than the Alfvén velocity unlike in the isotropic formulation. This is perhaps due to the fact that the Alfvén phasespeed is coupled to perpendicular plasma oscillations and the plasma is freer to oscillate in the 10-moment description which allows for temperature anisotropies, as opposed to the ideal MHD limit where pressures and temperatures are coupled in all directions. This is especially true for non-equilibrium conditions, which is why the Alfvén wavespeed Phasespeed as a function of nondimensional wavenumber showing very small k behavior for electron and ion shear waves for the parallel direction. diverges rapidly from the 5-moment isotropic result as k increases from zero, and then remains faster, and continues to diverge from the isotropic, near-equilibrium values.
There are two other major waves of interest that can be seen in Figure 8 . One is the ion shear waves which have been observed in other previous figures. In Figure 10 , the behavior of the four ion shear waves can be seen bracketed within the lower hybrid wave in the small k regime. As was seen in the case of the electron shear waves, the ion shear waves exhibit complex behavior at about k = 0.02. This is because the phasespeeds shown in Figure 8 decrease and approach the ω R /k = 0 axis, where one pair of waves reverse direction and cross the zero axis as the electron shear waves did between k = 0.006 and k = 0.007. It is interesting to note that the electron shear waves are much faster than the ion shear waves and asymptote to a constant value at smaller k than the ion shear waves. This means that electrons are much more sensitive to perturbations than ions, and propagate for a wider range of k than the ion shear wave. This makes sense due to their relative mass differences. As in the case of the electron shear waves, the ion shear wave that reverses direction will go through a small arc, that passes very close to the ω R /k = 0 axis before approaching a phasespeed of unity for very small values of k. The ion shear wave that does not reverse direction coming from non-equilibrium conditions to equilibrium conditions will approach infinity for very small values of k. The ion shear waves are generally much slower than the electron shear waves for the entire domain being of order 10 −1 (non-dimensional) for non-equilibrium, two orders of magnitude slower than the electron shear waves which can be attributed to the fact that characteristic speeds tied to movement of particles are usually proportional to 1 √ m and the ions are four orders of magnitude heavier than electrons. The next waves encountered are the slow L-and R-mode waves (LR waves), which can both be seen in Figure 11 . These waves can be seen with the ion shear waves and are also compared to the 5-moment isotropic result from the 5-moment MHD version of the MHD model. The two sets of slow LR waves do not agree exactly, however, this can be partially attributed to the fact that the LR waves, for the 10-moment formulation, now have a large imaginary component to them. The damping behavior of these waves will be discussed in the next section. The temporal frequency of the slow LR waves are constant and not a function of k and hence the wavespeed will approach zero for very large values of k.
The last non-zero wave we will discuss is the lower hybrid wave. This wave can be seen in Figure 10 . It is actually the wave that brackets the small k behavior of the ion shear waves. The waves are relatively slow and it should be noted that the temporal frequency is constant and not a function of the spatial wavenumber, the phasespeed goes to zero for very large values of k.
There are several zero magnitude waves (eight to be exact). These are waves that simply advect with the flow. These waves include electron and ion entropy, electron and ion transverse pressure waves, and magnetic and electric flux waves.
As can be seen in the dispersion analysis, the range of speeds over which the various wave modes propagate is very wide. There are large differences in phasespeeds between the EM waves, such as the L-and R-mode waves, and the fluid dynamics waves, as well as between the propagation speeds of the ion and electron waves. These disparate propagation speeds will present some numerical stiffness issues which need to be resolved or mitigated in any solution scheme developed for the solution of the two-fluid MHD model equations. Possible techniques for dealing with the stiffness would include preconditioning methods and the use of implicit time marching schemes.
B. Damping of Fundamental Solution Modes
In order to explore the damping behavior of the system, the imaginary part of the eigenvalue, ω, has also been analyzed. The damping behavior is dictated by the imaginary part of Eq. (27) . Figures 12 and 13 represents the variation of the wave damping as a function of the wavenumber for wavenumbers in the range of 0 to 1. Figure 13 provides a closer look at the wave modes with lower damping rates. The number in the brackets indicate the number of waves represented by each line.
The high-speed LR waves appear to have no damping for this range. In actual fact, for very small values of k, or equilibrium conditions, when LR has infinite wavespeeds, there is heavy damping which is approximately 0.6 or an ω I of 0.5 as can be seen in Figure 15 . This behavior helps explain why we do not observe infinite waves in physical plasmas. The Alfvén wave is less damped at near equilibrium conditions. At very small values of k it is not damped at all. Similarly, the electron plasma wave is also less damped nearer to equilibrium, but still remains damped for small values of k. This means perturbations and non-equilibrium disturbances are more damped than equilibrium waves as can be expected of magneto-acoustic phenomenon.
There is an interesting phenomenon in both the ion and electron shear waves. For non-equilibrium values at large k, both sets of waves have a constant damping, where the electron shear waves have a much higher damping than the ions. This is likely due to the fact that electrons are much faster and lighter than the ions and thus, travel faster and have higher damping when encountering other particles. For near equilibrium conditions (i.e., small k), both sets of the four shear waves split off into two sets of two waves which can be seen in Figure 14 . The split off point for the electron shear waves coincides with the phenomenon observed in Figure 4 . The ion shear waves exhibit a similar divergence which occurs at higher wavenumbers. This is the same point at which one set diverges to infinite phasespeeds while the other set of waves cross the zero axis and eventually approaches a phasespeed of unity. The labels ESW uni and ISW uni indicate the two waves that approach unity and ESW inf and ISW inf indicate the waves that approach infinity. The modes that approach unity actually end up as undamped waves for very small values of k. The ESW uni waves become undamped in Figure 15 . This indicates that these ion acoustic speed waves (ion acoustic even though there are both electrons and ions travelling at this speed) that propagate pressure shears are undamped at equilibrium. As mentioned before, at equilibrium conditions, there is a strong coupling between the ions and electrons, through the electric fields, causing them to propagate together at a single velocity, which is the ion acoustic velocity. The ion behavior predominates because the mass of the ions cause their properties to dominate over the much lighter electrons. Conversely, at non-equilibrium conditions, there is no coupling between the ions and electrons because there is insufficient time to compensate for local perturbations. For the waves that approach infinite wavespeeds, we see that they are heavily damped. Once again, this helps mitigate the very fast wave speeds encountered. For the waves that approach infinity for small values of k, the electron waves are much more damped compared to the ions. Again, this is probably due to their relative masses. It should be noted that the shear waves for the ions and electrons have a similar structure to the shear waves of the 10-moment analysis 33 for non-magnetized non-equilibrium gases. The differences come from the non-dimensionalization used as well as the presence of two fluids coupled through electromagnetic forces.
The electron plasma waves have less damping at equilibrium than at high k. Since the electron plasma wave is associated with thermal movements of electrons transmitting electron cyclotron information, the electron shielding at equilibrium masks strong charges while at high frequency spatial wave numbers there is less shielding resulting in strong charges and thus large damping due to coulomb collisions with other particles including the large ions impeding the motion of thermal electrons. On the other hand, the lower hybrid wave, which is an ion wave related to the ion plasma frequency, exhibits a constant damping rate for the full range of k considered.
The slow LR waves have the highest damping of all waves for the entire range of k. Some other waves that are present are the ion and electron transverse pressure waves which are zero velocity waves. Again the electron waves are more highly damped than the ions. There are also three undamped zero waves and one slightly damped wave. They appear to be linear combinations of transverse pressure, entropy, and parallel E and B flux waves, as determined from numerical evaluation of the corresponding eigenvectors.
V. Numerical Solution Scheme
In order to investigate further properties of the two-fluid model, a numerical solution scheme is proposed and developed for the solution of the one-dimensional form of Eqs. (3)- (9) . In particular, a higher-order Godunov-type upwind finite-volume scheme 34 is used to solve the two-fluid MHD model equations. Schemes of this type are appropriate for hyperbolic systems of equations. In the proposed approach, numerical fluxes are evaluated using the Riemann solver based flux function of Harten, Lax, van Leer, and Einfeldt (HLLE).
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Higher-order accuracy (second-order for smooth solutions) is achieved via piecewise linear reconstruction in conjunction with a Barth-Jesperson 36 slope limiter. A fully implicit time marching scheme is used to integrate the resulting coupled system of ordinary differential equations that results from the finite volume spatial discretization procedure. A second-order-backwards difference time marching scheme with a dual time stepping 37 procedure is used to compute higher-order unsteady solutions.
A. Implicit Time Marching Scheme
As a first step towards developing a numerical solution scheme for the multi-fluid plasma model, a finitevolume scheme with a first-order implicit time marching scheme will be considered (this scheme is also used for the discrete dispersion analysis of the next section). Using an implicit Euler time marching scheme and a uniform spatial mesh with x i = x 0 + i∆x and ∆x = x i+1 − ∆x i = constant, the following fully discrete finite-volume scheme can be obtained:
In the above equation, U n i is the conservative solution state vector defined in Eqs. (3)- (7) for time level n and cell i, F n i± 1 2 is the interface flux at time level n and interface i ± 1 2 , S n i is the source term for time level n and cell i, and ∆t is the time step. The flux functions and source terms can be linearized to arrive at the following block tridiagonal system of equations:
where ∆U
The above equation can be re-expressed as
is the banded block tridiagonal matrix
and R (U n ) is the solution residual given by
The interface fluxes F n i± 1 2 are computed using an HLLE flux function 35 where the interface solution states are determined using piecewise linear spatial reconstruction with a Barth-Jesperson slope limiter. 36 The above fully describes a first-order in time, second-order in space, finite-volume implicit time marching scheme.
B. Implicit Dual Time Stepping with Second-Order Backwards Time Marching
The complete high-order implicit scheme of the two-fluid MHD model is now described. Higher-order accuracy in both space and time was achieved by adopting a dual time formulation:
where t is the physical time and τ is a pseudo-time so that we can write
which can be driven to steady state in τ or
For the proposed scheme, an implicit second-order backwards differencing discretization is used for the derivative with respect to physical time, t, and an implicit Euler discretization was used for the pseudo-time, τ . We therefore arrive at:
where ∆U n+k = U n+k+1 − U n+k . The physical time residual R(U n+k+1 ) and the U n+k+1 is linearized to arrive at:
where R(U n+k ) and
are Eqs. (35) and (34) respectively. The HLLE flux function and piecewise spatial reconstruction with Barth-Jesperson slope limiting is once again used to solve the interface fluxes. The physical time step ∆t in the expressions above is determined through a Time Step Control Factor (TSCF) relation where the TSCF number is a non-dimensional parameter that controls the size of the time step as follows:
where c is the speed of light and ω pe is the electron plasma frequency ω pe = nee 2 meǫ• . The inclusion of the plasma frequency in the definition of the TSCF parameter is a common limiting time scale in the numerical simulation of plasmas. 38 For an explicit scheme, there is a condition on the stability of the scheme, namely
where a TSCF of unity represents the boundary between unstable (TSCF > 1.0) and stable (TSCF ≤ 1.0) explicit schemes. The pseudo-time step ∆τ is also determined using a pseudo TSCF or sub iteration TSCF which is defined by the same relation, but for the pseudo time step.
VI. Discrete Dispersion Analysis
In order to gain a better understanding of the capabilities of the proposed numerical scheme described above, a dispersion analysis of the discretized form of the two-fluid MHD model equations has been performed. A summary of the results of the discrete dispersion analysis now follows.
A. Linearized Solution Scheme
Following the procedure outlined in the dispersion analysis above, a linearized non-dimensional form of the one-dimensional conservative transport Eqs. (3)- (9) can be written as
where, in this case, the equilibrium state used in the linearization process, U 0 , is the same as that used for the dispersion analysis of the non-discretized form of the equations. The finite volume solution of the linearized equation is considered for a uniform mesh as with the proposed numerical scheme with x i = x 0 + i∆x and ∆x = x i+1 − ∆x i = constant. Applying an explicit Euler time marching scheme along with a first-order version of the spatial discretization procedure defined above, the linearized non-dimensional form of the two-fluid MHD model equations results in the following fully discrete solution update scheme:
whereW n i is simply the perturbative primitive solution state vector Eq. (16) for time level n and cell i, F * = F coW and S * = S coW which relate the flux and source terms to the perturbative solution vector through coefficient matrices, and ∆t is the time step. The diagonal matrix A contains the local numerical maximum wavespeeds of the system as a result of the HLLE Riemann flux function. If an implicit Euler time marching scheme is used, the set of fully discrete equations becomes:
which is the linearized first order version of our numerical solution scheme described in the previous section.
B. Discrete Eigenvalue Analysis
For the discrete eigenstructure, the following trial solution is used forW in Eqs. (44) and (45):
Also,
where ω R and ω I are the real and imaginary parts of ω respectively. Substitution of Eq. (46) into Eqs. (44) and (45) results in a set of linear equations that can be expressed as an eigenvalue problem of the form
and
for the explicit and implicit Euler time marching schemes respectively. The time step, ∆t, is determined in the same manner as the physical time step defined by Eq. (41) through the TSCF parameter. The implicit scheme is unconditionally stable, at least for the linearized problem.
VII. Results of Discrete Dispersion Analysis
The eigenproblem of Eq. (49) is solved numerically for Z for a range of k values. Results for both the explicit and implicit schemes will be presented, and the recovery of the analytic dispersive behavior and the stability of the discrete system of equations are examined.
A. Dispersion of the Finite-Volume Discretization with Explicit Time Marching Scheme
The dispersion of the discrete system with explicit time marching scheme has been explored by plotting the eigenvalues of the eigenvalue problem for four separate values of ∆x ranging from ∆x = 1.0 to ∆x = 0.001. The value of the TSCF parameter in all cases is 0.1. The discretized scheme is valid for k values up to k max = π ∆x , and a range of k up to 314 is shown to give a better illustration of the phasespeed behavior showing the full range of validity for the ∆x = 0.01 case with the other cases for comparison. It should be noted that all of the following figures were stable in the imaginary plane as ∆t satisfies the stability criteria of Eq. (42) . The results of the eigensystem analysis are shown in Figures 16 and 17 .
As can be seen in the figures, as the ∆x value becomes smaller, the wavespeeds approach the expected analytical wavespeeds described and discussed earlier in the paper. Figure 16 shows the fastest L-and Rmode waves. In Figure 17 , we have reduced the scale of k to something closer to our previous analysis and the behavior of the Alfvén waves can be seen as well as those of the ion shear wave and the slow L-and R-mode waves. Once again, the phasespeeds approach the analytical values as ∆x becomes small. Next the stability of the finite-volume discretization with the explicit time marching scheme is examined. The stability of the solution scheme is dictated by the imaginary component of the eigenvalues. To view the unstable regions with greater ease, −ω I as a function of non-dimensional wavenumber k is considered. Figure 18 depicts the stability of the proposed solution method for when the condition of Eq. (42) is not satisfied. A value of unity is used for ∆x. and the analysis is performed for various TSCF values ranging from 100.0 to 0.1. As can be seen in Figure 18 , the discrete equations become unstable when TSCF is greater than unity, for which the time steps violate the stability condition of Eq. (42) . As the TSCF number becomes smaller, bringing the time step into the stable region, the imaginary component of ω moves to the stable region (i.e., −ω I ≤ 0). The time step used for a TSCF of 1.0 is ∆t = 3.9 × 10 −5 . Note that the time is non-dimensionalized according to t =t 1 ν where ν is of order 10 12 s −1 . This would require ∆t of order 10 −17 s to be stable. This is much smaller than other time scales associated with convection, acoustical propagation and collisional processes. This is where the stiffness arises. The electron plasma frequency dictates the numerical time step that can be taken, which in many cases, is much smaller than the time scales of the phenomenon that are often of primary interest.
In summary, it has been shown that an accurate numerical solution procedure for the two-fluid MHD model can be achieved as ∆x becomes small. However, stability of the explicit time marching scheme is subject to the stability condition of Eq. (42) . This stability condition can result in a very stiff solution scheme if one is interested in only accurately resolving solution content associated with plasma convection, acoustical, and particle collisional processes, as is commonly the case.
C. Stability of the Finite-Volume Discretization with Implicit Time Marching Scheme
For the implicit time marching scheme, as in the explicit discrete dispersion analysis, Figure 19 depicts −ω I as a function of non-dimensional wavenumber k using a ∆x of unity for various values of TSCF ranging from 100.0 to 0.1. As can be seen in Figure 19 , all eigenvalues are in fact in the stable region (less than or equal to −ω I = 0) whereas in Figure 18 many of the waves were unstable when using the explicit method. It is clear that a stable and accurate solution scheme can be constructed for the two-fluid MHD model using an implicit time marching procedure. It should be noted that the associated wavespeeds for the dispersion analysis of the discrete system with implicit time marching also approach the wavespeeds of the analytic dispersion analysis as ∆x approaches zero.
VIII. Numerical Results for One-Dimensional Plasma Flows
A first validation of the two-fluid MHD model is sought by considering its application to a well known one-dimensional problem. The initial value problem considered is the Brio-Wu test case. 39 The implicit dual time stepping time marching scheme described in Section V was developed to generate the solutions described herein. The results from the implicit time marching scheme was compared with an explicit Hancock 40 time marching scheme for accuracy. How TSCF and grid resolution affect the solution are also explored as well as the effect of collisions on the recovery of the equilibrium solution.
A. Brio-Wu MHD Shock-Tube Problem
The Brio-Wu test case is a MHD shock-tube problem that gives rise to some rather complex unsteady wave structure due to the interaction of the plasma with the electromagnetic fields. 39 The ideal MHD solution to the Brio-Wu initial value problem is illustrated in Figure 20 . The plasma waves that are present in the ideal MHD solution are, from left to right, a left moving fast rarefaction wave (FR), the slow compound (SC) wave, a contact discontinuity (CD), a slow shock (SS), and a right moving fast rarefaction wave (FR). Figure 21 . Density ρ as a function of x in the MHD limit. Figure 22 . Close up of density ρ as a function of x for the compound shock in the MHD limit.
B. Ideal MHD Limit
To illustrate the recovery of the equilibrium ideal MHD limit by the two-fluid MHD model, the Brio-Wu initial value problem was considered with the following parameters:
A modified electron to ion mass ratio of 0.01 was adopted to improve the recovery of the equilibrium solution. Figure 21 shows the resulting density profile using an explicit Hancock scheme with a TSCF number of 0.8 and with 4000 cells along with profiles made with the implicit dual time stepping scheme developed above with a physical, outer, TSCF of 500, 1000 and 5000 with pseudo-time sub iteration TSCFs of 50000, 100000 and 500000 respectively. Figure 22 provides a close up of the compound shock in the ideal MHD limit. As can be seen in the figures, the two-fluid MHD model recovers the ideal MHD solution fairly well with only a few minor oscillations. Further, the explicit and dual time step implicit methods agree quite closely with each other for the physical TSCF of 500 and 1000 for the dual time step method. However, when the TSCF is increased further, there is a clear degradation in accuracy as ∆t becomes large, as well as a loss of solution monotonicity. We have a loss of monotonicity here due to the fact that monotonicity is not strictly enforced within the dual time stepping scheme. There is a significant computational advantage to using the implicit dual time stepping method as illustrated in Table 1 . As can be seen in the table, there is an order of magnitude increase in speed using the 
C. Comparison of Collisionless and Collisional Results
To investigate the effects of interspecies collisions, the initial value problem of Brio and Wu was computed with the two-fluid MHD model and compared to the result of the two-fluid MHD model with no interspecies collisions. Note that the two-fluid MHD 10-moment result with no interspecies collisions, but with self collisions, is equivalent to a 5-moment isotropic result with no interspecies collisions when there is sufficient self collisions to maintain an isotropic pressure. The interspecies collisionless result is expected to be similar to the results of Shumlak and Loverich.
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In Figure 23 , the resulting density profiles of the ideal MHD and collisionless two-fluid MHD solutions are compared using 4000 cells, a physical TSCF of 1000 and with an electron/ion mass ratio of 0.01. In order to obtain a stable solution, the TSCF of the explicit Hancock method was set to 0.1. It can be seen that the fully collisional solution presented before is much closer to the ideal MHD result, eliminating, or minimizing many of the oscillations that are present in the interspecies collisionless solution. The reduction of many of the oscillations can be seen by looking more carefully at the slow compound wave as seen in Figure 24 compared to the density profiles of the collisional result in Figure 22 . Further, the slow shock is resolved more accurately in the fully collisional solution as illustrated in Figure 25 . Evidently, interparticle collisions are essential in order to properly recover the ideal MHD limit. The computational cost of generating the collisionless solutions using the explicit Hancock and the implicit dual time stepping method for the two fluid MHD model were also measured and are included in Table 2 . We are able to achieve a nearly 70 fold decrease in computational cost by using the implicit dual time step method of solving the two fluid MHD model. Figure 27 . Close up density ρ as a function of x for the compound shock of the MHD limit 4000, 6000, 8000, 10000 and 20000 cells solved with the implicit dual time stepping scheme.
D. Grid Convergence
The effects of mesh resolution on the solution of the Brio-Wu test case using the two-fluid MHD model and the implicit dual time step method were studied. The Brio-Wu test case was solved using 4000, 6000, 8000, 10000 and 20000 cells using the implicit dual time stepping scheme with a TSCF of 1000 and compared with the results of the Hancock explicit scheme for 4000 cells and a TSCF of 0.8, as well as the ideal MHD limit. The density profile results are presented in Figure 26 with a close up view of the slow compound wave in Figure 27 . The oscillations that appear in the 4000 cell explicit method are smaller in amplitude when solved using the dissipative implicit dual time step method with several of the waves disappearing at high grid resolutions. The wavelength of the oscillations also decrease. The wavelength attenuation is most dramatic when going from 4000 to 6000 cells, with a smaller change going from 6000 to 8000 cells and when moving from 8000 to 10000 cells, the wavelength remains largely the same. Therefore, the solution appears to converge at about 8000 cells. Unfortunately, an increase in grid resolution also causes new oscillations to appear and grow such as those in the contact discontinuity which can be seen on the right side of the slow compound wave density profile Figure 27 . At 20000 cells we now have several more oscillations. Once again, we have a loss of monotonicity brought about by the large time steps, however this time, even though the time step taken by the implicit method defined by the TSCF remains the same, the time step is very large with respect to the cell size, as a characteristic wave can travel across many more cells in the same time step as ∆x decreases. Table 3 lists the computational time for each solution. As can be seen, even with a grid resolution of 20000 cells, the computational cost is still significantly less than the explicit method with only 4000 cells.
E. Real Electron/Ion Mass Ratio
We now relax one of the conditions for equilibrium convergence acceleration. The artificial mass ratio m e /m ion = 0.01 is now dropped and the physical ratio m e /m ion = 1836 is adopted in the Brio-Wu problem outlined above. Figure 28 compares the density profiles of the realistic Brio-Wu case using the explicit method with 4000 cells and a TSCF of 0.7 for stability, and several implicit dual time step profiles with a TSCF of 1000 and cell resolutions of 4000, 6000, 8000 and 10000 to illustrate spatial convergence with a close up of the slow compound shock presented in Figure 29 . Adopting a realistic electron/ion mass ratio has introduced several new oscillations in the solution since the system is now farther away from the equilibrium conditions required to produce a well defined Brio-Wu solution, mainly because of the faster electrons. Further, the problem is now less stable, and as a result, the explicit method must be run at a lower TSCF. The allowable time step is smaller as well due to an increase in the electron plasma frequency causing the computational cost to increase as illustrated in Table 4 which lists the computational time for the various solutions presented. Once again, the implicit dual time step method yields an order of magnitude decrease in computational cost over the explicit Hancock method. At higher grid resolutions made possible by the implicit dual time step method we can see that we can obtain a solution closer to the ideal MHD case. 
IX. Conclusions
A two-fluid MHD model based on the 10-moment Gaussian description, along with a full modelling of Maxwell's equations has been developed for a fully ionized plasma consisting of electrons and ions. The use of a 10-moment Gaussian closure allows for the modelling of large temperature and pressure anisotropies and the separate modelling of the species allows for temperature differences between the ions and electrons to be accurately modelled and resolved. A relaxation time approximation was used to model the collisional processes which coupled the plasmadynamics equations and Maxwell's equations. A dispersion analysis was undertaken in order to explore the physical behavior of the model. Due to the disparate nature of the time scales present in the model, it was shown that there is a wide range of temporal stiffness issues that must be addressed by any solution scheme procedure for the two-fluid MHD model.
A higher-order Godunov-type finite-volume upwind scheme solution procedure was proposed for solving the two-fluid MHD model and would use a HLLE Riemann flux function and Barth-Jesperson slope limiting. Discrete dispersion analysis revealed stability and stiffness issues with the proposed model. It was found that a fully implicit formulation of the numerical scheme would result in an unconditionally stable solution scheme and provide a basis for the solution of the two-fluid MHD model.
Numerical results have been presented for simplified one-dimensional initial value problems using both an explicit time marching scheme and an implicit dual time step scheme. This illustrated the potential for the model to simulate plasmas. It was shown that interparticle collisions are necessary in order to recover the Figure 29 . Close up density ρ as a function of x for the compound shock of the Brio-Wu test case with me/m ion = 1/1836 of the two-fluid model for 4000, 6000, 8000, and 10000 cells solved with the implicit dual time stepping scheme.
equilibrium MHD limit. Adopting the implicit dual time step scheme resulted in significant computational savings, producing, in some cases, smoother and higher resolution solutions at a fraction of the time required with the explicit scheme. It was illustrated that a stable and accurate implicit scheme could be created that can correctly recover the equilibrium limit. Future work will concentrate on decreasing the computational costs further through preconditioning 41 of the system of the discrete equations. High-order spatial and temporal schemes 42, 43 will also be considered in order to fully verify that converged equilibrium and non-equilibrium solutions can be obtained in one dimension. Extensions of the model are also planned for partially ionized and multi-dimensional plasma flows.
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