Accurate estimation of tail probabilities of projections of high-dimensional probability measures is of relevance in high-dimensional statistics, asymptotic geometric analysis and computer science. For fixed p ∈ (1, ∞), let (X n ) n∈N and (θ n ) n∈N be independent sequences of random vectors with X n and θ n distributed according to the normalized cone measure on the unit n p sphere and n 2 sphere, respectively. For almost every sequence of projection directions (θ n ) n∈N , (quenched) sharp large deviation estimates are established for suitably normalized (scalar) projections of X n onto θ n . In contrast to the (quenched) large deviation rate function, the prefactor is shown to exhibit a dependence on the projection directions that encodes geometric information. Moreover, an importance sampling algorithm is developed to numerically estimate the tail probabilities, and used to illustrate the accuracy of the analytical sharp large deviation estimates for even moderate values of n. The results on the one hand provide quantitative estimates of tail probabilities of random projections, valid for finite n, generalizing previous results due to Gantert, Kim and Ramanan that characterize only logarithmic asymptotics (as the dimension n tends to infinity), and on the other hand, generalize classical sharp large deviation estimates in the spirit of Bahadur and Ranga Rao to a geometric setting. The proofs combine Fourier analytic and probabilistic techniques, provide a simpler representation for the large deviation rate function that shows that it is strictly convex, and entail establishing central limit theorems for random projections under a certain family of changes of measure, which may be of independent interest.
, and the burgeoning field of asymptotic geometric analysis [3] . Several results in these fields have shown that the presence of high dimensions often imposes a certain regularity that has a probabilistic flavor. A significant result of this type is the central limit theorem (CLT) for convex sets [21] which, roughly speaking, says that if X n is a high-dimensional random vector uniformly distributed on an isotropic convex body (namely, a compact convex set with non-empty interior whose normalized volume measure has zero mean and identity covariance matrix), its one-dimensional scalar projections X n , θ n along most directions θ n on the unit (n − 1)-dimensional sphere S n−1 in R n have Gaussian fluctuations. This result in fact holds for the larger class of isotropic logconcave measures as well as more general high-dimensional measures [22, 28, 31] . These constitute beautiful universality results that suggest that random projections of the uniform measure on a convex body behave in some aspects like sums of independent random variables. On the other hand, they also imply the somewhat negative conclusion that fluctuations of lower-dimensional random projections do not yield much information about high-dimensional measures. It is therefore natural to ask whether such random projections also satisfy other properties exhibited by sums of independent random variables, in particular those that would capture non-universal features so as to be able to extract useful information about high-dimensional measures from their more tractable projections. With this objective, large deviation principles (LDP) were established for suitably normalized one-dimensional random projections of n p -balls in [13, 14] . The works [13, 14] established both quenched LDPs, conditioned on the sequence θ = (θ n ) n∈N of projection directions, as well as annealed LDPs, which average over the randomness of the projection directions. Subsequently, quenched LDPs for multidimensional projections were obtained in [18] , and annealed large deviation results for norms of n p -balls (and measures that admit a similar probabilistic representation) and their multidimensional random projections were established in [1, 16, 17, 20] , with [16] also considering moderate deviations. Going beyond the setting of n p balls (and measures with a similar representation) annealed LDPs were obtained for norms of multidimensional projections of more general sequences of high-dimensional random vectors (X n ) n∈N that satisfy a so-called asymptotic thin shell condition in [18, 20] . All these LDPs are indeed non-universal, in that both the associated speeds and rate functions encode properties of the high-dimensional measures. However, although LDPs (in contrast to concentration results) identify the precise asymptotic exponential decay rate and allow for the identification of conditional limit laws [19] , they have the drawback that in general they only provide approximate asymptotic information, characterizing only the limit of the logarithms of the tail probabilities, as the dimension n goes to infinity. Thus, the obtained LDPs for random projections cannot be applied directly to identify a specific high-dimensional measure, effectively distinguish between two given high-dimensional measures or provide accurate estimates of tail probabilities, tasks that are of importance in statistics, data analysis and computer science [10] .
1.2. Discussion of Results. Our focus is to establish sharp (quenched) large deviation results that not only capture the precise asymptotic exponential decay rate of tail probabilities of random projections, but also their prefactors, so as to provide quantitative estimates that are valid in finite dimensions, much in the spirit of the local theory of Banach spaces. In addition, we aim to identify additional geometric information that sharp large deviation estimates provide over LDPs, and develop efficient algorithms for estimating tail probabilities in finite dimensions. In this article, we focus on one-dimensional projections of n p spheres, deferring consideration of more general measures and multidimensional projections to future work. Specifically, for p ∈ (1, ∞), we consider independent sequences of random vectors X (n,p) n∈N and projection directions {θ n } n∈N , where each θ n is distributed according to the normalized surface measure on S n−1 and each X (n,p) is distributed according to the normalized cone measure on the unit n p -sphere (for a precise definition of cone and surface measures, see Section 1.4). While the classical theory of finite-dimensional n p spaces largely focused on laws of large numbers, CLTs and concentration results [7, 26, 27] , the geometric structure of n p spaces continues to be of interest. In particular, several recent results obtained using probabilistic techniques have shed further insight into the geometric structure of these spaces (see [25] for a recent survey). While one of our goals is to contribute to this latter body of work, a second goal is to elucidate the potential utility of sharp large deviation estimates and importance sampling in asymptotic geometric analysis and data analysis more broadly.
In another direction, our results can also be viewed as a geometric generalization of classical sharp large deviation estimates in the spirit of Bahadur and Ranga Rao [4] , which we now briefly recall. Given a sequence of independent and identically distributed (i.i.d.) random variables (X i ) i∈N , for each n ∈ N, let S n denote the corresponding empirical mean:
where X n := (X 1 , . . . , X n ) and I n := 1 √ n (1, 1, · · · , 1) ∈ S n−1 . Under suitable assumptions on the (marginal) distribution of X 1 it was shown in [4] that
Key ingredients of the proof in [4] include identification of a "tilted" measure (that is absolutely continuous with respect to the original product measure) under which the rare event on the left-hand side of (1.2) becomes typical, and a quantitative CLT for the sequence (S n ) n∈N under the tilted measure. In the case of i.i.d. sums, this tilted measure is also another product measure [4] , and so the second step follows from the standard CLT and associated Edgeworth expansions, once the second and third moments of S n under the tilted measure are identified. In this article we obtain analytical estimates of tail probabilities of the scaled random projection
with (X (n,p) ) n∈N and (θ n ) n∈N as defined above for some p ∈ (1, ∞), conditioned on the sequence of projection directions θ = (θ n ) n∈N . While (quenched) sharp large deviations of sums of weighted i.i.d. random variables with i.i.d. weights have been considered in recent work [8] , comparing the expressions for W (n,p) and S n in (1.3) and (1.1), respectively, we see that W (n,p) is a randomly weighted sum of random variables that are not independent, with random weights that are also not independent. Thus, the analysis in this case is significantly more challenging and requires several new ingredients. We will instead exploit a known probabilistic representation for the cone measure on n p -spheres [26] to rewrite the tail event {W (n,p) ≥ a} as the probability of a certain two-dimensional random vector to lie in a domain in R 2 (see Section 2.2), and then establish sharp large deviation estimates for the latter. This transformation turns out to be useful even though sharp large deviations in multiple dimensions are more involved, and none of the existing results for sharp large deviations in multiple dimensions (see, e.g., [2, 5, 15] and references therein) apply to our setting. We use Fourier analysis and a change of measure argument to obtain an asymptotic expansion for the quenched two-dimensional density (see Proposition 3.8 and Section 4) and then integrate it over the appropriate domain. To identify the appropriate change of measure or "tilted" measure, we first obtain (see Lemma 2.1) a simplification of the quenched large deviation rate function obtained in [14] that allows us to show that it is strictly convex, and thus has a unique minimizer. Along the way, we also establish quantitative central limit theorems under the change of measure (see Lemma 3.5) , which may be of independent interest. Our analytical sharp large deviation estimates do indeed capture additional geometric information beyond the large deviation rate function (see Remark 2.6) .
Furthermore, in order to investigate the accuracy of the obtained analytical estimates, in Section 2.3, we compare them with numerical approximations of the tail probabilities. Direct Monte Carlo simulation of the tail probabilities become computationally infeasible, especially for larger n, due to the fact that the probabilities are so small. Instead, we use the tilted measure identified in the sharp large deviations analysis to propose an importance sampling algorithm that numerically simulates the tail probabilities. We then compare these importance sampling estimates with analytical sharp large deviation estimates for a range of n, and show that there is good agreement even for moderate n, especially when a is large. We expect that such computational approaches may be useful more generally in the study of high-dimensional geometric structures.
Analogous sharp large deviations results can also be obtained in the case p = ∞ or, in fact, for more general product measures. For the case p = 1, it was shown in [14] that the quenched LDP occurs at a different speed and with a rate function that depends on {θ n } n∈N . The analysis in these cases is quite different, and will be carried out elsewhere. It would also be of interest to consider the case when X (n,p) is uniformly distributed on n p balls, rather than spheres.
1.3. Outline. The results are presented in Section 2, with the main analytical result, Theorem 2.4, presented in Section 2.1, and the numerical results in Section 2.3. These rely on a twodimensional reformulation of the rare event of interest that is introduced in Section 2.2, which also contains a brief outline of the proof. Section 3 is devoted to the proof of the analytical result, an important ingredient of which is a certain asymptotic expansion for the joint density of a two-dimensional random vector established in Proposition 3.8, whose proof is deferred to Section 4. Appendices A-D contain proofs of several auxiliary results that are used in the proofs. First, in Section 1.4 we introduce some common notation used throughout this article.
1.4. Notation and definitions. We use the notation N, R and C to denote the set of positive integers, real numbers and complex numbers, respectively. For a complex number z ∈ C, we denote Re{z} to be the real part of z. Given a function f : R d → R, we use Hess f to denote the d × d Hessian matrix of f . For a set A, we denote its complement by A c . For q ∈ N, define
For p ∈ (1, ∞) and n ∈ N, denote · n,p to be the p-th norm in R n , that is, for x = (x 1 , . . . , x n ) ∈ R n ,
x n,p := (x p 1 + · · · + x p n ) 1/p . Let S n−1 p and B n p denote the unit n p sphere and ball, respectively:
For the special case p = 2, we use just · to denote · n,2 , the Euclidean norm on R n , and S n−1 to denote S n−1
2
. Also, define the cone measure on n p as follows: for any Borel measurable set
, a ∈ A}, and vol denotes Lebesgue measure. Note that when p = 2, the (renormalized) cone measure coincides with the (renormalized) surface measure, and is equal to the unique rotational invariant measure on S n−1 with total mass 1.
We end this section with the definition of a large deviations principle (LDP); we refer to [9] for general background on large deviation theory. For d ∈ N, let P(R d ) denote the space of probability measures on R d , equipped with the topology of weak convergence, where recall that for η, η n ∈ P(R d ), n ∈ N, η n is said to converge weakly to η as n → ∞, denoted η n ⇒ η if where A o andĀ denote the interior and closure of A, respectively. Moreover, we say that I is a good rate function if it has compact level sets. A sequence of random variables {V n } n∈N is said to satisfy an LDP if the corresponding sequence of laws {P −1 • V n } n∈N satisfies an LDP.
Statement of Main Results
Fix p ∈ (1, ∞). Consider a probability space (Ω, F, P) on which are defined two independent sequences Θ = (Θ n ) n∈N and X = (X (n,p) ) n∈N , where Θ takes values in the sequence space S := ⊗ n∈N S n−1 , with Θ n ∈ S n−1 denoting the n-th element of that sequence, and each X (n,p) is distributed according to the cone measure µ n,p on the unit n p sphere (see Section 1.4 for the definition of µ n,p ). We assume that Θ has distribution σ, where σ is any probability measure on S whose image under the mapping θ ∈ S → θ n ∈ S n−1 coincides with µ n,2 , the unique rotation invariant measure on S n−1 . The dependence between the random vectors Θ n for different n ∈ N can be arbitrary and, for our purposes, the dependence between the vectors X (n,p) , n ∈ N, will be irrelevant. For θ ∈ S, denote P θ to be the probability measure P conditioned on Θ = θ, and let E and E θ denote expectation with respect to P and P θ , respectively. For n ∈ N, let W (n,p) be the normalized scalar projection of X (n,p) along Θ n defined as
Analytical results. We now present our analytical (quenched) sharp large deviation estimate. Fix p ∈ (1, ∞). We first state a quenched LDP for the sequence (W (n,p) ) n∈N . Let γ p ∈ P(R) be the probability measure of the generalized p-th Gaussian distribution with density
and
It was shown in Theorem 2.5 of [14] that for σ-a.e. θ, under P θ , the sequence (W (n,p) ) n∈N satisfies an LDP with a quasiconvex good rate function
where recall that a quasiconvex function is a function whose level sets are convex. Note that the rate function is universal in the sense that it is the same for σ-a.e. θ. Although the result in [14] was stated for X (n,p) uniformly distributed on the unit n p ball B n,p , it follows from Lemmas 3.1 and 3.4 therein that the same LDP (with the same rate function) holds also when X (n,p) is uniformly distributed on the unit n p -sphere S n−1 p . We show in the following lemma that the infimum in (2.6) is attained uniquely at (t, 1), yielding a simpler form for the rate function that shows that it is strictly convex and has a unique minimizer. The latter is a crucial property for both obtaining sharp large deviation estimates and developing importance sampling algorithms.
The proof of Lemma 2.1 is relegated to Appendix A; when combined with Theorem 2.5 of [14] , it yields the following refined quenched LDP. 
We now introduce notation to state the sharp large deviation estimate for W (n,p) . Recall from (2.5) that Ψ * p is the Legendre transform of Ψ p . Define J p ⊂ R 2 to be the effective domain of Ψ * p :
(2.8) Since by [14, Lemma 5.8 ], Λ p defined in (2.3) is strictly convex on its effective domain, which we denote by D p , Ψ p is also strictly convex on D p . For x = (x 1 , x 2 ) ∈ J p , let λ x = (λ x,1 , λ x,2 ) ∈ R 2 be the unique point that attains the supremum in the definition of Ψ * p ,
and define H x = H p,x , where H p,x := (Hess Ψ p )(λ x ), (2.10) where we suppress the dependence on p from λ x and H x . Also, fix a > 0 such that I p (a) < ∞. With some abuse of notation, we write λ a = λ a * and H a = H a * , where a * = (a, 1). Note that then λ a = (λ a,1 , λ a,2 ) ∈ R 2 is the unique maximizer in (2.7), that is, Ψ * p (a, 1) = aλ a,1 + λ a,2 − Ψ p (λ a,1 , λ a,2 ), (2.11) and H a := (Hess Ψ p ) (λ a ).
(2.12) Next, define the positive constants ξ a = ξ p,a and κ a = κ p,a via the relations
Finally, also define the following functions: for x ∈ R, a (x) := Λ p (xλ a,1 , λ a,2 ), a,1 (x) := x∂ λ a,1 Λ p (xλ a,1 , λ a,2 ), a,2 (x) := ∂ λ a,2 Λ p (xλ a,1 , λ a,2 ), (2.15) whose dependence on p is again not explicitly notated.
Remark 2.3. Although it is not obvious that the right-hand side of (2.14) is positive, this will be apparent from the proof of Theorem 2.4.
We are now ready to state the sharp large deviation estimate. Theorem 2.4. Fix p ∈ (1, ∞) and a > 0 such that I p (a) < ∞. Then the following statements hold:
(i) For n ∈ N, there exist mappings R n a = R n p,a : S n−1 → R and c n a = c n p,a : S n−1 → R 2 such that for σ-a.e. θ,
17)
and ξ a = ξ p,a and κ a = κ p,a are the constants defined in (2.13) and (2.14), respectively. (ii) Moreover, there exist sequences of random variables (r n = r n p,a ) n∈N , (s n = s n p,a ) n∈N , and (t n,i = t n p,a,i ) n∈N , i = 1, 2, (defined on some common probability space) such that for each n ∈ N,
18)
and as n → ∞,
and Z is a standard Gaussian random variable and ( A, D, E, G) are jointly Gaussian with mean 0 and covariance matrix Σ a = Σ p,a that takes the following explicit form:
In the second statement of the theorem, the little-o notation, the equality in distribution and convergence in distribution are all under the probability P. The proof of Theorem 2.4 is given in Sections 3.3 and 3.4; the precise definitions of the functions R n a and c n a are given in (3.11) and (3.10), respectively. As a corollary, combining the two parts of Theorem 2.4, we obtain an alternative expression for the (distribution of the) tail probability.
For n ∈ N, recall the definitions of (r n ) n∈N , (s n ) n∈N and (t n ) n∈N in Theorem 2.4 (ii). Then
(2.20)
Moreover, as n → ∞,
where (R, S, T 1 , T 2 ) is defined as in Theorem 2.4(ii).
Proof. By (2.16), (2.17) and (2.18), the tail probability can be written as
Lastly, from the relation (2.20), the mapping (r n , s n , t n,1 , t n,2 ) → (M n , r n ) is continuous. Therefore, we may apply the continuous mapping theorem to the last display, and invoke Theorem 2.4(ii) to obtain the joint convergence (2.21).
Remark 2.6. Note that while the asymptotic exponential decay rate of the tail probability is insensitive to the projection direction sequence in the sense that under P θ , the large deviation rate function is the same, and equal to I p , for σ-a.e. θ ∈ S, the prefactor in the sharp large deviation estimate in Theorem 2.4 does exhibit a dependence on θ via the additional factors R n a (·) and C n a (·), which encode additional geometric information. Indeed, these factors vanish when p = 2 (reflecting the symmetry of the n 2 -sphere), and it can be shown that the maximum of R n p,a on S n−1 is attained at the vectors (±1, . . . , ±1)/ √ n, while the minimum is attained on the basis vectors {±e j , j = 1, . . . , n}, with the opposite true for p < 2, reflecting the difference in geometry of n p spheres for p < 2 and p > 2. Indeed, these results can be deduced from the definition of R n a = R n p,a given in (3.11), and Proposition D.2. The dependence of the decay rate on θ n is also borne out by the numerical results in Section 2.3. More broadly, this observation motivates obtaining sharp large deviation estimates for projections of more general high-dimensional objects (that are less well understood than n p balls) to uncover new geometric information about these objects.
In the next section (see Remark 2.8) we provide additional insight into the form of the sharp large deviation estimate, contrasting it with existing results, and explaining the role of the constants κ a and ξ a .
2.2.
Comparison with Bahadur-Ranga Rao Bounds. Fix p ∈ (1, ∞). As mentioned in the introduction, one of the reasons the estimate (2.16) is challenging to establish is that W (n,p) is a weighted sum of random variables that are not independent, where the random weights are also themselves not independent. The first step of the proof is to reformulate the probability of the rare event in terms of a certain two-dimensional random vectorS (n,p) using a well-known probabilistic representation for random vectors X (n,p) that we now recall. Assume without loss of generality that the probability space (Ω, F, P) is large enough to also support an i.i.d. sequence of generalized p-th Gaussian random variables (Y
where recall that x n,p denotes the p-norm in R n . Define the R 2 -valued random vector
In view of (2.1) and (2.22) , for a > 0 and θ ∈ S, we may rewrite the tail probability on the left-hand side of (2.16) as
Remark 2.7. Throughout the paper, we will often use an overline to denote quantities related to this two-dimensional reformulation.
While several results on sharp large deviations in multiple dimensions have been obtained (see, e.g., [2, 15] as well as [5] for a comprehensive list of references), none of these cover the case of interest in (2.24) . In particular, the work [2] considers empirical means of i.i.d. random vectors whereas, under P θ ,S (n,p) is the empirical mean of non-identical random vectors, and further, the results of [15] also do not apply since Assumption (A.2) of [15] therein is not satisfied here.
Remark 2.8. Comparing the estimate in (2.16) with the sharp large deviation estimate for the projection of an i.i.d. sum on to the I n = (1, 1, . . . , 1)/ √ n direction given in (1.2), we see that ξ a here plays a role similar to σ a τ a in (1.2). On the other hand, the additional constant κ a in (2.16) arises due to the geometry of the domainD p,a and the fact that we obtain this estimate by considering first a two-dimensional sharp large deviations. From a technical point of view, the additional θ n dependent terms R n a (θ n ) and c n a (θ n ) arise because we are considering (quenched) sharp large deviations of a vectorS (n,p) whose independent summands are not identically distributed under P θ on account of the different weights arising from the coordinates of θ n . From their exact definitions given in (3.11) and (3.10), it is easy to see that both terms would vanish if we considered θ ∈ S such that θ n = I n = (1, 1, . . . , 1)/ √ n.
2.
3. An Importance Sampling Algorithm. To numerically compute the tail probability P θ (W (n,p) > a) = E θ [1 {W (n,p) >a} ] using standard Markov Chain Monte Carlo (MCMC), for any θ n ∈ S n−1 , one would have to generate independent samples of X (n,p) from the cone measure µ n,p defined in (1.5), and use the empirical mean as an estimate of the expectation. However, since the probability is very small, this is inefficient or computationally infeasible for even moderate values of n. In this section, we propose an alternative importance (IS) sampling algorithm to more efficiently compute the tail probability numerically, for a range of values of n, and compare this with the analytical estimate obtained in Theorem 2.4. The IS algorithm is based on the reformulation of the tail probability introduced in Section 2.2, and a certain tilted measure that arises in the proof of Theorem 2.4. To be precise, for a > 0, fix p ∈ (1, ∞) and recall the constant λ a defined in (2.11) . Also, recall the definition of the density f p in (2.2). Given n ∈ N let Y (n,p) j , j = 1, . . . , n, be random variables defined on (Ω, F, P) such that for each θ ∈ S, under P θ , they are independent and Y (n,p) j has density
where we suppress the explicit dependence of f n p,j on θ n , and also set
In view of (2.23) and (2.24), it then follows that
(2.26) The IS algorithm estimates the tail probability on the left-hand side of (2.26), by sampling
j having density f n p,j , to approximate the expectation on the right-hand side of (2.26). Lastly, the direction sequence is sampled such that {θ n } n∈N is an independent sequence.
The results are displayed in Figures 1-4 and Tables 1-4 . In each case, the IS estimate is computed as above, the LDP estimate is e −nIp(a) along (i.e., with 1 as a prefactor), and the sharp large deviation (SLD) estimate is computed from the right-hand side of (2.16), ignoring the o(1) term. We first take p = 2, in which case the probability is the same for any direction θ.
In particular, we have R n a (I n ) = 0 and c n a (I n ) = (0, 0), where recall I n = (1, 1, . . . , 1)/ √ n, and from Theorem 2.12 of [14] , the same rate function holds for "all" directions instead of only σ-a.e. θ. We run the importance sampling algorithm and MCMC with 10 4 samples for two different values of a and a range of n. First, we see from both Figures 1 and 2 that the LDP estimate is not a good enough approximation, but the sharp large deviation (SLD) estimate does a much better job. For large a, namely a = 0.7, in Figure 1 and Table 1 we see that the SLD and IS estimates match pretty well even for small n (namely, even n = 20). In Table 1 we also calculate the confidence interval of the IS estimate and tabulate the relative distance between the SLD and IS estimates, computed as (SLD − IS) × 100/IS. Note that the relative distance between the SLD and IS estimates decreases with increase in dimension n.
However, this is not the case for a small, namely a = 0.1. In this case, see Figure 2 and Table 2 , the SLD estimate appears to achieve the same accuracy only for much larger n, which reflects the dependence of the o(1) term in (2.16) on a. While the SLD does not seem accurate for small n, in Table 2 , the IS and MCMC match pretty well, although the empirical variance of IS is much reduced compared with that of MCMC. Table 2 . p = 2 and a = 0.1. The sample sizes for IS and MCMC are both 10 4 .
For the second set of numerical experiments, we take p = 3 with only 100 samples since we do not have close forms for various functions needed in the simulation of importance sampling, thus requiring greater computational effort per sample. As can be seen from Figure 3 , the qualitative results are similar to the case p = 2: for the larger a = 0.7, we see in Table 3 that most SLD estimates fall within the confidence interval, which suggests that SLD estimates are indeed quite accurate for even small n, whereas for the smaller constant a = 0.1, we simulate much larger dimensions in Table 4 to obtain good accuracy. Note that in Table 3 , the relative distance does not show the expected monotonic decrease which was observed in Table 1 with dimension as in Tables 1, likely due to the fact that the IS estimate is less accurate for large a and n on account of the low number of samples. Table 3 . p = 3 and a = 0.7. The sample size for IS is 100.
Finally, in the case p = 3, we also ran simulations for different randomly sampled direction sequences θ. We can see from Figure 4 that different direction sequences result in fluctuations around the basic sharp large deviation estimate, including the prefactor, but ignoring the θ ndependent corrections in the exponential on the right-hand side of (2.16). The curve connecting the scatter points are wavy, as in Figure 3 , but in contrast to Figure 1 Table 4 . p = 3 and a = 0.1. The sample size for IS is 100. depends on the sequence θ for p = 2 as opposed to p = 2. As shown in Theorem 2.4(ii), this fluctuation converges in distribution to functionals of a multidimensional Gaussian vector with an explicit covariance matrix. 2πne −nIp(a) . Scatter points are SLD estimates for different direction sequences.
Proof of the sharp large deviation estimate
Throughout this section, fix p ∈ (1, ∞), θ ∈ S, and for n ∈ N, recall from Section 2.2 the definition of the two-dimensional random vectorS n = 1 n n j=1 (
sequence of random variables with common density f p as in (2.2), and for θ ∈ S, leth n θ denote the (joint) density ofS n under P θ , where in this section we will typically suppress the dependence ofh n θ ,S n and Y j and other quantities on p. In view of (2.24), we then have
whereD a =D p,a is the domain defined in (2.25) . To calculate the tail probability in (3.1), we will first state a key asymptotic expansion for the joint densityh n θ in Proposition 3.8 of Section 3.2, and then use this result in Sections 3.3 and 3.4 to prove the two assertions of Theorem 2.4, after establishing some preliminary results in Section 3.1. The proof of Proposition 3.8 is involved, and is deferred to Section 4.
Remark 3.1. Note that h n θ depends on θ only through θ n . For notational simplicity we will adopt this convention throughout, namely for quantities that depend on both n and θ n , we will use a superscript n to denote the former dependence and a subscript θ instead of θ n to denote the dependence on θ n . 
where Π(ν, ν ) denotes the set of couplings of ν and ν or equivalently, the set of probability measures on R 2 whose first and second marginals coincide with ν and ν , respectively. Now, define a function with polynomial growth in the natural way. 
We say a function f : R → R has polynomial growth if it has polynomial growth of degree m for some m ∈ N.
Then we recall that the p-Wasserstein distance characterizes the following convergence of integrals.
Lemma 3.3 (Definition 6.8 and Theorem 6.9 of [30] ). Let {ν n } n∈N ⊂ P p (R) and ν ∈ P p (R). Then the following two statements are equivalent:
(1) W p (ν n , ν) → 0.
(2) For all continuous φ : R → R that has polynomial growth of degree p
For each n ∈ N and θ ∈ S, let L n θ denote the empirical measure of the coordinates of the scaled projection direction √ nθ n :
We first recall a strong law of large numbers for (L n θ ) n∈N that was established in [14, Lemma 5.11] . Recall that γ 2 denotes the standard normal distribution. Lemma 3.4 (Lemma 5.11 of [14] ). For p ∈ (1, ∞), for σ-a.e. θ ∈ S,
Next, we establish a central limit theorem refinement of Lemma 3.4. Given an i.i.d. array {Z n = (Z n j , j = 1 . . . , n)} n∈N of standard normal random variables, for any twice continuously differentiable function φ, definê
and, setr
(3.5) Lemma 3.5. Suppose F , G : R → R are thrice and twice continuously differentiable functions, respectively, such that F and G have polynomial growth. Then we have the following expansion,
whereŝ n andr n are as defined in (3.4) and (3.5), and as n → ∞,
where ( A, D, E) is jointly Gaussian with mean 0 and covariance matrix
where Z is a standard normal random variable.
This result is similar in spirit to [17, Theorem 1.1], which establishes a central limit theorem for the sequence of q-norms of √ nθ n , n ∈ N. Here, we obtain fluctuation estimates for suitable joint functionals of √ nθ n , for which we we first apply a Taylor expansion to the functionals. The proof of Lemma 3.5 is deferred to Appendix B.
We conclude this section by stating growth properties of the log moment generating function Λ p of (Y j , |Y j | p ) defined in (2.3). The following expression was established in [14, Lemma 5.7]:
is the moment generating function of Y j , and thus Λ p has polynomial growth in the first variable, t 1 , in the sense of Definition 3.2. In order to understand the growth in t 1 of the derivatives of Λ p , it suffices to understand the derivatives of log M γp .
Lemma 3.6. For 1 < p < ∞ and let M γp and Λ p be as defined in (3.6) and (2.3), respectively. Then for every k ∈ N,
has at most polynomial growth. Therefore, for j, k ∈ N,
has at most polynomial growth in t 1 .
The proof of Lemma 3.6 is deferred to Appendix C.
3.2.
An asymptotic expansion for the joint density. The main result of this section is Proposition 3.8, which provides an asymptotic expansion for the joint densityh n θ ofS n under P θ . To state the result, for n ∈ N, definē V n j := (
For t = (t 1 , t 2 ) ∈ C 2 , the Laplace transform of (Y j , |Y j | p ) is given as
Note that this is consistent with the earlier definition of D p given after Theorem 2.2 as the effective domain of Λ p . For t = (t 1 , t 2 ) ∈ D p and θ ∈ S, also define
where L n θ is the empirical measure of the coordinates of √ nθ n , as defined in (3.3). where we drop the explicit dependence on p from c n x , H n x , and R n x , and note that the right-hand sides above do indeed depend on θ only through θ n (see Remark 3.1). Also, for a > 0, with the same abuse of notation used for H a earlier, we will use c n a and R n a to denote the functions c n a * and R n a * , respectively, where a * = (a, 1). We will show in Section 4.2 that c n x (θ n ) and H n x (θ n ) are the mean and covariance matrix, respectively, of 1 √ n n j=1 (V n j − x) under a certain quenched tilted measure; see (4.11) and (4.12). where the expansion is uniform on any compact subset of J p .
Section 4 is devoted to the proof of Proposition 3.8, with the final proof given in Section 4.4. First, in the next two sections, we show how this result can be used to prove the main results in Theorem 2.4. Since the proof of the first assertion of Theorem 2.4 requires estimates on R n x (θ n ) and c n x (θ n ), we will start by proving the second assertion of Theorem 2.4.
3.3.
Proof of Theorem 2.4(ii). We start by obtaining expansions for R n a (Θ n ) and c n a (Θ n ). First, note that since the derivatives of the functions a , a,1 and a,2 defined in (2.15) have at most polynomial growth by Lemma 3.6, we may apply Lemma 3.5 to obtain
Moreover, Lemma 3.5 also shows that we have the convergence (r n , s n , t n,1 , t n,2 ) ⇒
where ( A, D, E, G) is jointly Gaussian with mean 0 and covariance matrix (2.19).
3.4.
Proof of Theorem 2.4(i). We are now ready to prove the main estimate (2.16). In view of (3.1), the key is to integrate the estimate of the densityh n θ obtained in Proposition 3.8 over the domainD a from (2.25), and then estimate a Laplace type integral.
Proof of Theorem 2.4(i). Fix p ∈ (1, ∞) and a > 0 such that I p (a) < ∞. By Lemma 2.1, the infimum of Ψ * p in the closure ofD a is attained at a * := (a, 1). Moreover, the assumption I p (a) < ∞ implies Ψ * p (a, 1) < ∞, and hence, a * = (a, 1) ∈ J p . For any measurable neighborhood U of a * , we split the probability into two parts. Fix θ ∈ S. Then P θ S n ∈D a = P θ S n ∈D a ∩ U + P θ S n ∈D a ∩ U c .
(3.13)
For the first term in the last display, we have the following estimate from (3.12):
where λ x and H x are defined in (2.9) and (2.10), and c n x is defined in (3.10). To estimate the integral in the last display, first note that √ nR n x (θ n ) and ||H −1/2 x c n x (θ n )|| 2 are both of order smaller than n for σ-a.e. θ, as proved above in Section 3.3. Therefore, we may slightly modify the proof of the expansion in (L −1 a,1 (L a,1 − L a,2 )) −1/2 H a λ a , λ a 1/2 g n 0 (a * )e −nΨ * p (a * ) (1 + o(1)), (3.15) where L a,1 and L a,2 are the Weingarten maps of the curves C 1 := {x ∈ R 2 : Ψ * p (x) = Ψ * p (a, 1)} and C 2 := {x ∈ R 2 : x 1 = ax 1/p 2 }, evaluated at a * . For a discussion of Weingarten maps, the reader is referred to [2, Section 4] . It follows from [2, Example 4.3] that in R 2 the Weingarten map is reduced to the multiplication of the inverse of the radius of the osculating circle, which is the absolute value of the curvature. Recall that for a curve defined by a function T (u, v) = 0 for sufficiently smooth T , the curvature at a point (u, v) on the curve is given by the formula
To compute L a,1 , first note that by duality of the Legendre transform [33, Section III.D], the derivative of the rate function is given by ∂ j Ψ * p (a * ) = λ a,j , for j = 1, 2, and the Hessian matrix of Ψ * p at a * is the inverse of the Hessian matrix of Ψ p at λ a , which is defined in (2.12) to be H a . Thus, to calculate the curvature of the curve C 1 at a * , use the above
On the other hand, the curvature of the graph of a function v = T (u) at the point (u, T (u)) for sufficiently smooth T is given by |T (u)| (1 + (T ) 2 (u)) 3/2 . Applying this with T (u) = (u/a) p to compute the curvature of C 2 at a * , we see that
Substituting these calculations back into the expressions (3.14) and (3.15) , and recalling the definition of ξ a and κ a from (2.13) and (2.14), we conclude that 
The Joint Density Estimate
This section is devoted to the proof of the density estimate obtained in Proposition 3.8. As usual, throughout fix p ∈ (1, ∞). In Section 4.1 an identity for the joint density is estabilished in terms of an integral. This integral is then shown in Section 4.2 to admit an alternative representation as an expectation with respect to a tilted measure. The latter representation is used in Section 4.3 to obtain certain asymptotic estimates. These results are finally combined in Section 4.4 to prove Proposition 3.8.
4.1.
An identity for the joint density. Lemma 4.1. Fix n ∈ N and θ ∈ S, and recall the definitions of Ψ p , λ x , Φ p and Ψ n p,θ in (2.4), (2.9), (3.8) and (3.9), respectively, and recall thath n θ is the density, under P θ , ofS n defined in (2.23) . Then for all sufficiently large n, and x ∈ J p , the following identity holds,
Proof of Lemma 4.1. In the following we fix x ∈ J p and omit the subscript x from λ x and the superscript p from many quantities for notational simplicity. Recall the definition ofV n j in (3.7) and Φ p from (3.8), and for θ ∈ S, letl n θ be the density of the sum n j=1V n j under P θ . Then the Fourier transform of the integrable function x → e λ,x l n θ (x) is given as follows: for t ∈ R 2 ,
Note that we use the convention for characteristic functions and thus put i in place of −2πi in the Fourier transform, with the classical results for the Fourier transform still being applicable. With a view to applying the inverse transform, we now show that the right-hand side of (4.3) is an integrable function of t over R 2 for all sufficiently large n. Recall that f p is the density of a generalized p-th Gaussian random variable (2.2). There exists a positive constant C < ∞ such that for each j,
where the right-hand side is integrable on R if rλ 2 < 1 p . Since p ∈ (1, ∞) and x ∈ J p implies pλ 2 < 1, we can always pick some r > 1 such that the right-hand side (and therefore, the lefthand side) of the last display is integrable. Therefore, by the Hausdorff-Young inequality [12, Theorem 8.21] , the Fourier transform of the distribution of eachV n j (under P θ ) lies in L s (R 2 ) for some s > 1, that is, recalling the definition of the function space L s from Section 1.4, we have
Therefore, by Hölder's inequality the product on the right-hand side of (4.3) is in L 1 (R 2 ) for all sufficiently large n. We may then apply the inverse Fourier transform formula and obtain, for all sufficiently large n,
Recall that for any x ∈ J p defined in (2.8) , λ is chosen so that (2.9) is satisfied. Now, by (2.23) and (3.7),S n = 1 n n j=1V n j .
Hence, using (2.9), (4.5) and (3.9) we see that the the densityh n θ ofS n under P θ is given bȳ
dt, for x ∈ J p . Since the right-hand side coincides with the definition ofh n θ given in (4.1) and (4.2), this concludes the proof.
4.2.
Representation of the integrand in terms of a tilted measure. We next obtain a representation for the integrand I n θ in (4.2) using a change of measure. For n ∈ N, recall the i.i.d. sequence of random variables (Y j ) j∈N with density f p and independent of Θ introduced in Section 2.2. For each n ∈ N, consider a "tilted" measure P n on (Ω, F) such that the (marginal) distribution of Θ n remains unchanged but conditioned on Θ = θ ∈ S, {Y n j , j = 1, . . . , n} are still independent, but not identically distributed, with Y n j having density f n j (as also defined in Section 2.3): where we omit the explicit dependence of f n j on p. Denote by P n θ and E n θ the probability and the expectation taken with respect to P n , conditioned on θ, and likewise, let Var n θ (·) and Cov n θ (·, ·) denote the conditional variance and conditional covariance, under P n θ repectively.
Recall from (2.3) and (3.8) that Λ p (t) = log Φ p (t) for t ∈ R 2 . Then, by (3.7) and (3.8) , it follows that for j = 1, . . . , n and β = (β 1 , β 2 ) ∈ R 2 ,
, (4.7)
and hence,
LetV n j = V n j,1 ,V n j,2 . Then we also have for k, l = 1, 2, 
Moreover, for t = (t 1 , t 2 ) ∈ R 2 , µ n x,θ (t) := E n θ e i t,
.
(4.13)
Furthermore, for σ-a.e. θ, as n → ∞, H n x (θ n ) converges to H x defined in (2.10). Proof. We fix θ ∈ S and x in the domain J p defined in (2.8) and omit the subscript x from λ x for notational simplicity. First, note that ∇Ψ p (λ x ) = x by (2.9) and (2.5). By (4.8) , and the definition of Ψ n p,θ in (3.9), we have
which, by (3.10), proves (4.11) . Similarly, by the independence ofV n j , j = 1, . . . , n, under P n θ , the definition of Ψ n p,θ and (4.9), which proves (4.12) . Also, by the definition ofμ n x,θ in (4.13), the independence ofV n j , j = 1, . . . , n, under P n θ and the relation (4.7), it follows that for t ∈ R 2 ,
, which proves (4.13).
It only remains to establish the convergence stated in the last assertion of the lemma. For i, j = 1, 2, each term in H n x (θ n ) is given by for some α, β ∈ N,
By Lemma 3.6, we can apply the strong law of large numbers from Lemma 3.4 to conlcude that as n tends to infinity,
where in the last equality we use Lemma 3.6 again and the definition in (2.10).
4.3.
Estimates of the integrand. Furthermore, for θ ∈ S, there exists ε > 0 such that,
and for σ-a.e. θ and every neighborhood U ⊂ R 2 of the origin, there exist a neighborhood U of x such that for all sufficiently large n,
Proof. We omit the subscript x of λ x for notational simplicity. Now, for θ ∈ S, by (4.7),
where the last inequality holds for t ∈ R 2 . Applying the Riemann-Lebesgue lemma [12, Theorem 8.22] , we see that
→ 0, Now if θ n j = 0, the condition on the left-hand side above holds if t → ∞ and thus,
By the continuity of Φ p , for any neighborhood of the origin U ⊂ R 2 and any 0 < K < ∞, there exists 0 < ρ < 1 such that for all t ∈ U c , if K −1 ≤ √ nθ n j ≤ K and θ n j = 0, then
Together with (4.17), this implies
Combining this with (4.13) yields the inequality
) whose limit, as n → ∞, is dominated by c := γ 2 [K −1 , K] > 0 due to Lemma 3.4, we have for σ-a.e. θ,
Thus, for σ-a.e. θ, we have a uniform bound 0 < C < 1 such that for all sufficiently large n,
Since Φ p is uniformly continuous in λ x by definition and λ x is a smooth function of x by the inverse function theorem applied to (2.9), we may choose a neighborhood U of x such that (4.18) holds for some C < 1 uniformly for y ∈ U , i.e., for σ-a.e. θ and all sufficiently large n (possibly depending on θ), (4.15) holds. Next, note that by (4.13) and (4.11), for t ∈ R 2 ,
Thus, for θ ∈ S, by (4.12) and [11, Lemma 3.3.7], we have the following expansion:
On the other hand, by the convergence of H n x (θ n ) to H x from Lemma 4.2, for σ-a.e. θ, there exists ε > 0 such that H n x (θ n ) − εI is positive definite for all sufficiently large n (possibly depending on θ) and
and the right-hand side of the last display converges as n tends to infinity to the integrable function exp(− 1 2 (H x − εI)t, t ). Similar to the proof of (4.15), the uniformity of the bound in (4.16) follows from the definition in (3.10), (3.9) and the aforementioned uniform continuity of Φ p in x. Let U ⊂ R 2 be a neighborhood of the origin. We split the integral in the last display into two parts Now, by the estimate (4.15) in Lemma 4.3, we have
which tends to zero as n tends to infinity, since we know the rightmost integral in (4.21) is finite from (4.4). Moreover, the convergence is uniform in a neighborhood of x by (4.15) from Lemma 4.3.
Next we verify a Lyapunov-type condition for V n x defined in (4.10), that is, for some C < ∞, for all n ∈ N,
Due to the following two standard inequalities, (a 2 + b 2 ) .
We show the boundedness of just the first term in the last display; the boundedness of the second can be shown by exactly the same argument. Note that we have the following relation between cumulants and central moments
where the first term on the right-hand side is equal to (H n x (θ n )) 11 by the calculation in (4.12) and converges for σ-a.e. θ by Lemma 4.2 and the second term converges by Lemma 3.6 and Lemma 3.4. Therefore, the sum above is uniformly bounded in n for σ-a.e. θ. Then, we have the following convergence by the central limit theorem
In particular, the convergence holds uniformly in a neighborhood of x by the continuity of the cumulants. 
where the last equality follows from standard properties of Gaussian integrals. Combining (4.19) , (4.20) , the above convergence (4.23) and the estimate of the integral over U c in (4.21), we conclude that the asymptotic expansion for the densityh n θ (x) given in (3.12) holds uniformly for x in any compact subset of J p .
Appendix A. Infimum of the rate function
In this section, we analyze the infimum of the rate function.
Proof of Lemma 2.1. Recall from (2.5) and (2.6), that we have the following expression for the rate function: for t ∈ R,
By Lemmas 5.8 and 5.9 of [14] , Ψ p is essentially smooth, convex and lower semi-continuous; see Definition 2.3.5 of [9] for the definition of essential smoothness. Thus, by convexity, for t, τ ∈ R there exist s i = s i (τ t, τ p ), i = 1, 2, that attain the supremum in the definition of Ψ * p (τ t, τ p ), i.e.,
where, by (2.4),
with γ 2 being the standard Gaussian measure and Λ p defined as in (2.3). Note that s 1 , s 2 satisfy the following first order conditions:
τ t = ∂ 1 Ψ p (s 1 , s 2 ) and τ p = ∂ 2 Ψ p (s 1 , s 2 ), zz where ∂ i represents the partial derivative with respect to s i , for i = 1, 2. From [14, Lemma 5.9] , we can exchange the order of differentiation and integration to obtain
To calculate these integrals, we first recall the expression for Λ p established in [14, Lemma 5.7] ,
where M γp denotes the moment generating function of the measure γ p with density defined in (2.2). Differentiation yields
Combining all the above relations, we obtain
and note that (A.7) implies
Now, in view of (A.1), to compute I p (t) we have to first take the derivative of Ψ * p (τ t, τ p ) with respect to τ and set it to 0. Note that in the following, s 1 , s 2 are functions of τ and t satisfying (A.6) and (A.7). Using (2.4) amd (A.1), we first rewrite Ψ p (s 1 , s 2 ) as
Setting the derivative computed above to 0, we conclude that the minimum over τ > 0 in (A.1) is attained at τ = 1. Substituting this back into the definition of I p , we conclude that I p (t) = Ψ * p (t, 1) which, along with (2.5), proves Lemma 2.1. where we use Z n = Z n n,2 to denote the Euclidean norm of the vector Z n := (Z n 1 , · · · , Z n n ). Since F is a thrice continuously differentiable function, we may apply Taylor's theorem, for x ∈ R and h > 0 to obtain
for some x ∈ (x, x + h). With the expansion above, we obtain
wherer n (·) andŝ n (·) are defined in (3.5) and (3.4) , respectively, and by using a measurable selection argument, Z n i can be chosen to be a random variable that lies between Z n j and √ nZ n j / Z n .
In the following, the notation o(1) means having order o(1) in probability P. We first show that the last term in (B.2) is of order o(1/n) in probability. By assumption, |F | has polynomial growth, so there exist q > 0 and C < ∞,
Therefore, for each n ∈ N,
Since Z n j lies between Z n j and √ nZ n j / Z n , and √ n/ Z n converges to 1 almost surely. For each 0 <C < ∞, there exists N = N (w) such that a.s. for all n > N ,
Combining the last two inequalities above, we obtain for some constant C < ∞, and all n > N ,
From the Gaussian concentration inequality (see [29, Theorem 3.1.1]), there exists a universal constant c such that for δ > 0,
Given > 0, we have
On the other hand, since {Z n j } j=1,...,n are independent, by the strong law of large numbers for triangular arrays, as n tends to infinity, almost surely
Similarly, the strong law of large numbers also ensures that as n tends to infinity, We may then rewrite (B.2) as follows:
Due to the assumption that F and G both have polynomial growth, the variances of F (Z), F (Z)Z, F (Z)Z 2 , G(Z), G (Z)Z are all finite. Define sequences {A n }, {B n }, {C n }, {D n }, {E n } and {F n } as follows:
By the multivariate central limit theorem, (A n , B n , C n , D n , E n , F n ) converges in distribution to a jointly Gaussian random vector M := (A, B, C, D, E, F) in R 6 with mean 0 and covariance matrix
By the Skorokhod representation theorem, we can find ( A n , B n , C n , D n , E n , F n ) and M := ( A, B, C, D, E, F) all defined on some common probability space, such that (A n , B n , C n , D n , E n , F n , M ) Now, we substitute ( A n , B n , C n , D n , E n , F n ) into (B.6), and we first take care of r n
where H 1 : R 2 → R is the mapping
Since B n / √ n and D n / √ n converge to 0 almost surely by (B.8), we consider the Taylor expansion of H 1 at (0, 0):
Combining the last three displays, we obtain
By the a.s. convergence, ( A n , D n ) ⇒ ( A, D), we see that as n tends to infinity,
Applying Slutsky's lemma and the almost sure convergence above, we obtain
as n → ∞.
Similarly, for s n we havê
where H 2 : R 2 → R is the mapping
Note that C n / √ n and D n / √ n converge to 0 almost surely by (B.8). We now apply the Taylor expansion to H 2 at (0, 0) and obtain
With the above expansion for H 2 , we writê s n (F )
as n tends to infinity, which holds since D n → D almost surely. This completes the analysis of the expansion for F . We next consider the expansion for G. Following the same method, we can write
Again by assumption, G has polynomial growth, and thus the last term is of order o(1). Hence, we may rewrite the terms above as follows:
Thus, the expansion in Lemma 3.5 follows from (B.1), (B.9) (B.10) and (B.11). The second assertion of the lemma is a consequence of (B.9), (B.10), the analog of (B.9) with F replaced with G and the joint convergence of ( A n , D n , E n ) ⇒ ( A, D, E).
Appendix C. Proof of Lemma 3.6
Proof. For p = 2, by direct calculation, we have the desired result. Now we consider the case p > 2. Let Y be a generalized p-th Gaussian random variable with density as in (2.2). The moments of Y are given in [24] For k = 1, in view of (C.1) we have
. We next show that the coefficient in the numerator is smaller than that of the denominator, and therefore it has polynomial growth. For each m ∈ N ∪ {0},
where the second to last inequality is due to Wendel [32, Equation 7 ].
For an integer k greater than 1, the derivative d k dt k log M γp can always be written as products and sums of the following functions: E Y n e tY E [e tY ] , for n ∈ N.
Therefore, we would only need to show the functions above have at most polynomial growth. We show the case when n is odd. Adopting a similar technique as above, we have, .
Pick n = (n − 1)/2. Then, we have
where the last inequality is the same as in the case k = 1.
Lastly, we turn to the case when 1 < p < 2. Again, we start with k = 1, and for general k ∈ N, the result can be deduced using the same technique as in the case p > 2.
For k = 1, in view of (C.1) we have , where the inequality follows from E[e tY ] ≥ 1. We will next show that there exists n ∈ N such that for all m ∈ N ∪ {0} ≤ p (2n+2)/p+b−a (2m + 1) · · · (2m + 1 + pa) (2m + 2n + 3) · · · (2m + 2n + 3 + bp) ≤ p 2n+1 1 (2n + 3 + ap) · · · (2n + 3 + bp) , which tends to zero as n tends to infinity uniformly in m. Therefore, the claim holds.
Appendix D. Geometric information in sharp large deviation estimates
Fix p ∈ (1, ∞) and n ∈ N. The sharp large deviation estimates indeed encode the geometric properties of the underlying high-dimensional measure. We see from the estimate in (2.16) that the leading order term depending on θ is R n a (θ n ), whose explicit form is given in (3.11) . In particular, we may simply look at Ψ n p,θ (λ a ). Recall the definitions in (2.3), (2.9)and (3.9), we have Ψ n p,θ (λ a ) = 1 n n j=1 Λ p √ nθ n j λ a,1 , λ a,2 , (D.1)
where we suppress the θ n dependence in Ψ n p,θ . We first state a lemma regarding the properties of Λ p in [14] . Lemma D.1. [14, Lemma 7.5] Let p ∈ (1, ∞) and t 2 < 1/p. The map R + t 1 → Λ p ( √ t 1 , t 2 ) is concave but not linear for p > 2, linear for p = 2 and convex but not linear for p < 2.
Proposition D.2. Fix p ∈ (1, ∞) and a > 0 such that I p (a) < ∞. Recall the definitions of Λ p , λ a , and Ψ n p,θ in (2.3), (2.9)and (3.9). Then (1) For p = 2, Ψ n p,θ is a constant regardless of the direction θ n ∈ S n−1 ; (2) For p > 2, the maximum of Ψ n p,θ over θ n ∈ S n−1 is attained at (±1, ±1, . . . , ±1), while the minimum is attained at ±e j for j = 1, . . . , n;
(3) For p < 2, the minimum of Ψ n p,θ over θ n ∈ S n−1 is attained at (±1, ±1, . . . , ±1), while the maximum is attained at ±e j for j = 1, . . . , n, where e j is defined to be the basis vector in R n .
Proof. By assumption I p (a) < ∞, λ a is well-defined and λ a,2 < 1/p due to (2.9). We may apply Lemma D.1 in the following proof.
First, for p = 2, Ψ n p,θ (λ a ) does not depend on θ and thus is a constant. The argument for p > 2 and p < 2 is exactly the same with maximum replaced by minimum and vice versa, and thus we present only the proof for p > 2.
For p > 2, by D.1, Λ p √ ·, λ a,2 is concave but not linear. By the definition in (2.3) and the symmetry of p-th Gaussian distribution (2.2), Λ p (·, λ a,2 ) is an even function. Therefore, for θ n ∈ S n−1 , 1 n n j=1 Λ p √ nθ n j λ a,1 , λ a,2 = 1 n n j=1 Λ p n(θ n j ) 2 (λ a,1 ) 2 , λ a,2 ≤ Λ p   n j=1 n(θ n j ) 2 (λ a,1 ) 2 , λ a,2   = Λ p √ nλ a,1 , λ a,2 .
Moreover, since the Λ p √ ·, λ a,2 is not linear, the equality in the last display holds only when (θ n 1 ) 2 = (θ n 2 ) 2 = · · · = (θ n n ) 2 . With the fact that θ n ∈ S n−1 , we conclude that the maximum of Ψ n p,θ (λ a ) is attained at (±1, ±1, . . . , ±1).
On the other hand, consider the function F : R n + → R defined to be F(t 1 , t 2 , . . . , t n ) := 1 n n j=1 Λ p nt j (λ a,1 ) 2 , λ a,2 .
By Lemma D.1, F is strictly concave. Therefore, the minimizers of F over the compact domain A :=    (t 1 , t 2 , . . . , t n ) ∈ R n + : n j=1 t j = 1    are all extreme points of A, i.e., e j for j = 1, . . . , n, Now, by identifying Ψ n p,θ with F and (θ n j ) 2 with t j , the minimum of Ψ n p,θ (λ a ) is attained at θ n = ±e j for j = 1, . . . , n.
Since the points, (±1, ±1, . . . , ±1), have the largest 2 -norm among n p spheres for p > 2 (the corresponding results also hold for p < 2), intuitively speaking, we expect the tail probability of the projection onto those directions to be the largest, while for directions ±e j the tail probability is the smallest. This intuition matches with our observations in Proposition D.2 and this fact is an evidence that the tail probability encodes geometric properties of the underlying highdimensional measure, which the LDP results do not. Along this observation, we expect that one could understand geometric properties of a high-dimensional measure by probing the measure with different directions utilizing the sharp large deviation estimates.
