Abstract. How to quantitatively analysis the sparseness and denseness of scale-free networks has not been well solved. In studying the structural controllability of BA scale-free networks, we find that for a BA scale-free network with fixed number of nodes, if it has more edges, it will be more structural controllable. And to a BA scale-free network with N nodes, if it has more than 5N edges, it can still controllable under random failures. We then say that a BA scale-free network with N nodes and more than 5N edges is a dense network in the sense of controllability, if not, we say it is a sparse network.
its minimum set of driver nodes before and after disconnecting some connection edges randomly. If they are equal, we think the network is still controllable under minimum set of driver nodes before the failure, or we say it is uncontrollable. For a complex network with N nodes, we study the relationship between failure probability and controllable probability. We find that with 5% experimental error, to a BA scale-free network with N nodes, if it has more than 5N edges, it can still controllable under random failures. In the sense of controllability we say it is a dense network. If it has less than 5N edges, we then say it is a sparse network.
Minimum Set of Driver Nodes of Undirected Complex Network
For a complex system, we can abstract the model by using the concept of network. Consider a network with linear, time-invariant dynamics consisting of n nodes, described as
where vector ‫ݔ‬ ௧ = ሺ‫ݔ‬ ଵ ሺ‫ݐ‬ሻ, ⋯ , ‫ݔ‬ ே ሺ‫ݐ‬ሻሻ describes the state of nodes, u = [u1, u2,⋯, up] is the vector of p controllers, the input matrix B represents the control mechanism that the external controllers impose on the nodes in system (1), system matrix ‫ܣ‬ = ൫ܽ ൯ ே×ே stands for the coupling configuration of system (1), which defines a graph G: If there is a directed link from node j to node i, the entry ܽ ≠ 0 with the value representing the weight of the link; otherwise ܽ = 0. When the graph G is undirected, the matrix A is symmetric accordingly.
For a linear, time-invariant systems described above, if rank(C) = N, the system is controllable.
But for large-scale complex systems, it is difficult to compute the rank of the matrix C. First, for each element in the system matrix A, that is, the edge weight value in the network is difficult to obtain; second, even if we know all the edge weight value, the computational complexity is very high and thus difficult to be applied. Therefore, the research on controllability of complex networks can be simplified as a study of structural controllability.
We can gain full control over a directed network if and only if we directly control each unmatched node and there are directed paths from the input signals to all matched nodes [15] . And the nodes in minimum drive node set are those unmatched nodes in maximum matching [16] .
For undirected graph, from the paper Structural Controllability Analysis of Complex Networks [17] , we know the minimum set of driver nodes is composed of two parts: (1) the set of nodes from which all other nodes can be reached; and (2) the nodes to meet the term rank condition TR(F)=n.
Matrix ‫ܣ‬ is the 0-1 binary structure of the matrix A, this is, if ܽ = 0, the corresponding entry of ‫ܣ‬ is 1, otherwise the entry is 0.Matrix ‫ܤ‬ is the 0-1 binary structure of the matrix B.
Then we compute and compare the number of its minimum set of driver nodes before and after disconnecting some connection edges randomly. If they are equal, we think the network is still controllable under minimum set of driver nodes before the failure, or we say it is uncontrollable.
Our Method of Judging Sparseness and Denseness of BA Scale-Free Networks
The Algorithm of the BA Scale-Free Model As the Following (1) Growth: Starting with a small number (݉ ) of nodes, at every time we add a new node with m (≤ ݉ ) edges that link the new node to m different nodes already present in the system [6] . (2) Preferential attachment: When choosing the nodes to which the new nodes connects, we assume that probability P that a new node will be connected to node I depends on the degree ݇ of node i, such that Pሺ݇ ሻ = ∑ ೕ We use this algorithm to generate BA scale-free network. And then we use it to find the relationship between failure probability and controllable probability.
The Relationship between Failure Probability and Controllable Probability 1) Generating a BA scale-free network with N vertices and m edges. 2) Computing the number of minimum drive node set of this BA scale-free network.
3) Disconnecting 5% connection edges of the whole network randomly, and then compute the number of minimum drive node set and judge whether the network is controllable. Repeat this process 50 times, we will get the controllable probability under this failure probability.
4) Increasing the failure probability by 5% each time until failure probability reach 1 and write down corresponding controllable probability. Then we could get a curve about the relationship between failure probability and controllable probability.
5) Under N vertices, we increase the edges of the network and then the network is relatively dense. Repeat the step 1) ~ 4), we will get the curve about the relationship between failure probability and controllable probability.
6) Under the same N nodes we increase more edges, and obtain curves about the relationship between failure probability and controllable probability.
Above is our algorithm. Through experiments, we obtain many curves about the relationship between failure probability and controllable probability with different nodes and different edges. Figure. 1 is one of them. In Figure 1 , we find the curve on the left is directly reduced from 1 to 0, which means if some edges is failure the network is no longer structurally controllable. We notice that the curve on the right is still 1 when failure probability is relatively small, which means the network is still structurally controllable if failure probability is small. We called the left curve first-order phase transition, and the right curve second-order phase transition. Now we consider a network with a first-order phase transition as a sparse network, and a network with a second-order phase transition as a dense network. For a network with N nodes, if the number of its edges is small, it will produce a first-order transformation. And if the number of its edges is rather large, it will produce a second-order transformation. Figure 1 . Horizontal axis represents failure probability, vertical axis represents controllable probability.
Starting with 5 nodes, at every time we add a new node with 4 edges that link the new node to 4 different nodes already present in the system, finally we generate a BA scale-free network with 500 nodes. The relationship between failure probability and controllable probability of this network can be described by curve which is marked by square and red. Similarly, starting with 5 nodes, at every time we add a new node with 5 edges that link the new node to 5 different nodes already present in the system, finally we generate a BA scale-free network with 500 nodes. The relationship between failure probability and controllable probability of this network can be described by the curve which is marked by circle and black.
It is important for us to find critical point between first-order phase transition and second-order phase transition. Through the simulation experiment, we get a set of data about node numbers of a BA scale-free network and the corresponding minimum number of edges we add to network when add a new node, which makes network yield second-order phase transition. It can be described by Figure 2 . It is worth mentioning that, as the number of nodes increases, it will take tens of hours to find critical point between first-order phase transition and second-order phase transition. From Figure 2 , we can see that for a BA scale-free network with nodes more than 200, if its average degree is equal or greater than 5, it can yield second-order phase transition.
Summary
In this paper, we try to give a definition of sparseness and denseness of a scale-free network. We chose BA scale-free networks as our research target. We choose structural controllability to measure sparseness and denseness. Through a lot of simulations, we find critical point between first-order phase transition and second-order phase transition. With 5% error, we find that for a BA scale-free network with N nodes, if its average degree is equal or greater than 5, we can say it is a dense network. If not, it could be called a sparse network. That is to say, for a scale-free network with N nodes and m edges, if ݉ ≥ 5ܰ, we can say it is a dense network, if not, we say it is a sparse network.
There are many scale-free networks in our life, most are sparse networks (m≤ 5N), but this does not mean that there is no dense scale-free network in our life. The complex networks in our life are different from BA model, and there are many other factors that affect the controllability of the network. But the conclusion from the BA model is useful for us to roughly measure sparseness and denseness of real scale-free networks.
