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Abstract
Sonar-based underwater surveillance, including the problem of diver detection, is a challenging task.
In harbors and coastal areas the environment is often reverberation dominated, due to the numerous
backscattering objects and boundaries like ship wrecks, harbor walls, seabed, or the water surface. Re-
ﬂections from the target and the background are often very similar, except for the fact that the target is
typically moving and the background is not. The object movement causes a Doppler eﬀect that can be
used to improve the separation of moving objects from the quasi-stationary background. Therefore, the
ideal active sonar transmit signal would simultaneously provide very good range and Doppler resolution.
In this work, existing sonar signal designs are thoroughly analyzed and special emphasis is set to
understand the sources of their advantages and disadvantages. Among all the investigated waveforms,
frequency modulation (FM) signals have the best properties, but they lack Doppler selectivity that is
required to detect small moving targets in reverberation limited environments.
This motivates the development of a new design  called cutFM signal. The goal is to create a
Doppler selective waveform based on a linear frequency modulated signal. The basic concept is to cut
out frequency components from the base signal, in order to obtain a comb like spectrum. The eﬀect of
cutting is analyzed in detail and it is shown that the cutting period has to be carefully selected in order
to achieve the desired result  a Doppler selective signal.
The cutFM signal is compared theoretically and via simulations with corresponding known alterna-
tives. It is characterized by a very good Doppler processing gain and excellent performance in reverber-
ation limited channels. In addition, compared to the known continuous wave (CW) based signals that
have equivalent Doppler processing gains, the cutFM signal provides improved range resolution.
Keywords: Sonar, diver detection, transmit signal design, frequency modulation, Doppler selectivity,
ambiguity function, Q-function, moving target, reverberation, detection algorithms, matched ﬁltering.
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Kurzfassung
Eine sonarbasierte Unterwasserbeobachtung, einschließlich dem Problem der Taucherdetektion, ist eine
schwierige Aufgabe. In Häfen und Küstengebieten ist die Umgebung oft nachhalldominiert aufgrund der
vielen reﬂektierenden Objekte und Grenzﬂächen wie Schiﬀswracks, Spundwänden, dem Meeresboden und
der Wasseroberﬂäche. Reﬂektionen ausgehend vom Zielobjekt und vom Hintergrund sind oft sehr ähnlich
mit Ausnahme der Tatsache, dass sich das Zielobjekt häuﬁg bewegt während der Hintergrund quasi-
stationär ist. Die Bewegung des Zielobjekts bewirkt eine Dopplerverschiebung, welche zur Trennung
zwischen quasi-stationären und beweglichen Objekten genutzt werden kann. Somit zeichnet sich ein
ideales aktives Sonarsignal gleichzeitig durch eine sehr gute Entfernungsauﬂösung als auch durch eine
Dopplerauﬂösung aus.
In dieser Arbeit werden bekannte Sonarsignale ausführlich analysiert, unter besonderer Berücksichti-
gung der Ursachen hinsichtlich ihrer Vor- und Nachteile. Von allen untersuchten Signalformen erweisen
sich frequenzmodulierte (FM) Signale als am besten geeignet, allerdings sind FM-Signale nicht Dopplerse-
lektiv, was notwendig wäre um kleine Zielobjekte in nachhalldominierten Umgebungen detektieren zu
können.
Dies motiviert die Herleitung eines neuen Signalentwurfs  cutFM-Signal genannt. Dabei ist das Ziel,
eine dopplerselektive Signalform basierend auf einem linear frequenzmodulierten Signal herzuleiten. Die
Kernidee besteht darin, Frequenzkomponenten aus dem Basissignal herauszuschneiden, um ein kamm-
förmiges Spektrum zu erhalten. Der Eﬀekt des Herausschneidens wird detailliert analysiert und es wird
gezeigt, dass die Auslöschungsperiode sorgfältig gewählt werden muss um das gewünschte Ergebnis zu
erzielen  ein dopplerselektives Signal.
Das cutFM-Signal wird analytisch und simulativ mit bekannten alternativen Signalformen verglichen.
Es weist einen sehr guten Doppler-Prozessgewinn und eine exzellente Leistungsfähigkeit in nachhallbe-
grenzten Kanälen auf. Ferner, im Vergleich zu bekannten Continuous Wave (CW) basierten Signalen mit
äquivalentem Doppler-Prozessgewinn, weist das cutFM-Signal eine bessere Entfernungsauﬂösung auf.
Stichwörter: Sonar, Taucherdetektion, Sendesignalentwurf, Frequenzmodulation, Dopplerselektivität,
Mehrdeutigkeitsfunktion, Q-Funktion, bewegtes Zielobjekt, Nachhall, Detektionsalgorithmen, Matched
Filterung.
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Chapter 1
Introduction
1.1 Background
The term sonar stands for sound navigation and ranging. It is a technique that utilizes sound propagation
in a medium to locate obstacles and objects. Animals like whales and bats have been using sound for
navigation and communication for a long time. From an engineering aspect, sonar truly rose into focus
after the Titanic misfortune in 1912, motivating engineers to design underwater echo sounders to detect
icebergs. The next big milestone for sonar was the introduction of submarines during World War I that
stimulated development of more sophisticated underwater detection systems. Most of the research in the
ﬁeld of underwater signalling and detection is and has been done considering the target to be a submarine.
Nevertheless, underwater detection is no longer a purely military ﬁeld. Recently diver detection sonar
(DDS) systems have become commercially available and have been deployed on various oﬀshore wind
farms and big harbors. Similar systems have also been deployed for ﬁsh detection and classiﬁcation. This
has given new incentive to develop improved diver detection systems.
Sonar systems can be classiﬁed into two groups: passive and active sonar. A passive sonar system
only listens to (or receives) the sounds from the environment and is dependent on the object to emit
acoustical waves. It is therewith limited in capability and can not be used for standard navigation or
ranging of silent objects. Active sonar removes this limitation, by emitting a signal itself and listening to
what is reﬂected back. Active sonar systems can "see" the surroundings and the gained information can
be used for target detection and navigation.
Transceiver Object
d
Figure 1.1: Illustration of the working principle of sonar.
So how does an active sonar work? Figure 1.1 illustrates the main working principle of active sonar.
The transceiver, a transmitter and receiver in one, emits an acoustic wave. The wave propagates through
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the medium with velocity c. Once reaching the object, a part of the acoustic wave is reﬂected back and
the reﬂected signal is received by the transceiver. By measuring the propagation delay τ of the reﬂected
signal, the system can calculate the distance of the object via
d =
τc
2
. (1.1)
The factor two in the denominator is due to the fact that the acoustic wave has to travel to the object
and back. This formula holds for a setup where the transmitter and receiver are collocated  a monostatic
system. Given the components are in diﬀerent locations the system is referenced to as either a bistatic
or a multistatic system, in which case more sophisticated ranging algorithms than (1.1) have to be used.
Overall, the monostatic setup is the most common choice.
1.2 Motivation and Goal
Early sonars emitted a so called "ping" in a constant interval. The transmit signal was a short single
frequency pulse  a continuous wave (CW) signal. Due to these repeated "pings", the process is also called
"pinging". The CW signals were easy to generate and robust energy detectors could be used to detect
reﬂections. However, such a short CW pulse has poor performance in low signal-to-noise ratio (SNR)
situations, a property attributed to its limited signal energy. The energy can be increased by transmitting
a longer signal, but with a CW signal this leads to a decreased range resolution. A second weakness of
a short CW signal is that in situations with high background reﬂections from the environment (seaﬂoor,
water surface, harbor walls, or other objects), it becomes very diﬃcult to separate the reﬂections from
a target from the continuous stream of reﬂections from the environment, known as reverberation. In
most cases, there is one property that distinguishes diver/submarine/ﬁsh from the background  the
diver/submarine/ﬁsh is moving, while the dominant background sources are not. The movement of the
object alters the frequency of the reﬂected signal, known as the Doppler eﬀect. This eﬀect can be used
to suppress the reverberation and with that improve the detection performance.
This leads us to transmit signal designs. There are three main signal groups: the already mentioned
CW signals, frequency modulation (FM) signals and random signals. All three have diﬀerent advantages
and disadvantages:
 CW signals in general have very good Doppler resolution, but weak range resolution.
 FM signals on the other hand have very good range resolution, but are (nearly) Doppler invariant,
meaning they can not utilize the object movement to improve detection.
 Random signals aim to combine the beneﬁts of CW and FM, providing good range and Doppler
resolution, but are very sensitive to non-linear eﬀects and, as will be shown in Sec. 3.5, can not
utilize the Doppler eﬀect to the same extent as the CW signals.
The focus of this work is on diver detection, especially in reverberation limited environments like
harbors. In such environment it is often essential to use a Doppler selective transmit signal that can
discriminate between moving objects and stationary reverberation. Various Doppler selective signals are
known from literature, but all eﬀective ones are based on the CW waveform and therefore all of them
inherit the poor range resolution. In this work, the aim is to develop an FM based Doppler selective
signal that would improve the range resolution.
The new transmit pulse design is called the cutFM signal. The cutFM signal is based on the linear
frequency modulated (LFM) signal. While the LFM waveform is (nearly) Doppler invariant, the cutFM
signal is made Doppler selective by periodically cutting out parts of the original LFM waveform. Following
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some essential design rules, the cutFM signal oﬀers similar Doppler resolution as the CW signal with
signiﬁcantly improved range resolution.
1.3 Thesis Outline
The thesis is organized as follows.
Chapter 2 provides an overview of fundamental properties of diver detection. Even though the
core principles of submarine and diver detection are alike, they diﬀer in details. Topics like center
frequency, target speed, target strength, reverberation, etc., are discussed and typical parameter values
from literature are provided for reference.
Chapter 3 introduces signal analysis tools like correlation function, ambiguity function and Q-
function. These tools are then used to thoroughly analyze existing well-known signals. The capabilities
of CW, FM, random signals and their speciﬁc modiﬁcations are presented. The knowledge about the
existing designs builds the foundation to develop a new signal for diver detection. Additionally, the
importance of windowing is discussed and a small selection of windowing functions is reviewed.
Chapter 4 is dedicated to the cutFM design. First the basic concept of cutting is introduced that
aims to produce a Doppler selective signal. The eﬀects of cutting (or modulation) are analyzed in depth
in frequency domain and with the help of the ambiguity function. Based on the analytical results, certain
design rules are formulated that assure that the resulting cutFM signal obtains good Doppler selectivity.
With Doppler selectivity in mind, an overview of cutFM design parameters is given that can be used as
a guide to create a signal with desired properties. These guidelines are then used to design a system for
diver detection.
Chapter 5 focuses on detection schemes. First, two channel models for noise and reverberation
channels are introduced that are later used for detector comparison via simulations. Square-law, energy,
matched ﬁlter and principle component inverse (PCI) detectors are studied and brieﬂy analyzed. Finally,
the detector schemes are compared via simulations and the two best Doppler selective signals  cutFM
and sinusoidal frequency modulated (SFM) signals - are compared in detail.
Chapter 6 summarizes the work.
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Chapter 2
Fundamentals
This chapter gives an overview of fundamental properties of diver detection. The focus is on aspects
that are more unique to diver detection systems and diﬀer from the common knowledge from submarine
detection. For example, due to the signiﬁcantly smaller size of the diver, the system requires a higher
center frequency, that in consequence increases the transmission loss due to higher absorption. The
small size of the diver also means that the target strength is low and combined with the increased
attenuation, the reﬂected signal received from the object is weak. The reduced signal strength of the
reﬂection from target is one challenge, the second is the increased interference from the surrounding
environment. Diver detection systems are primarily deployed in harbors, a shallow water environment
where the interference is mostly dominated by the reﬂections from the seaﬂoor, surface, and various
stationary objects in the surroundings. While the channel conditions for diver detection are much more
challenging, the acceptable detection range compared to the submarine case is also smaller. The divers
movement speed is considerably lower and the warning has to arrive suﬃciently early in order to apply
counter measures before the diver reaches the destination.
The following sections introduce the principle challenges in diver detection and aim to familiarize the
reader with the speciﬁc assumptions about the underwater properties that are going to be used in the
later chapters.
2.1 Center Frequency
The center frequency used in diver detection sonar (DDS) systems is mainly in the range of 60−100 kHz,
yet some systems support frequencies up to 300 kHz [KH06]. In comparison, for submarine detection
systems the frequencies vary from 300 Hz to 2000 Hz for longer range towed arrays and from 3 kHz to
15 kHz for shorter range hull mounted systems [Wai02]. A few existing DDS examples: The AquaShield
from DSIT Solutions uses a 60 kHz center frequency, the Sentinel from Sonardyne and the Westminister
Marine Intruder Detection Sonar (WG MIDS) operate at 70 kHz, the DDS900 from Kongsberg Mesotech
operates around 90 kHz, and the Cerberus from Atlas Elektronik operates at 100 kHz (sources: [Zha07]
and the corresponding datasheets from the companies websites). In this work, without loss of generality,
the center frequency is selected to be at 70 kHz and is unchanged throughout the whole analysis in the
following chapters.
The increased frequency improves the resolution of the system, but at the same time also increases
the transmission loss due to absorption.
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2.2 Transmission Loss
The transmission loss in water consists of two additive components, the spreading loss and the attenuation
loss (or often also referred to as the absorption loss),
TL = A log10 r +
r
1000
· α , (2.1)
where A is the spreading coeﬃcient, r the propagation range in meters, and α the attenuation coeﬃcient
in dB/km, therefore also the conversion r/1000. The spreading loss is frequency independent and purely
caused by the diﬀusion of the acoustic wave. In an unbounded isotropic medium, under the spherical
spreading law [Wai02], the spreading loss TLs is
TLs = 20 log10 r , (2.2)
where A = 20. In case of a bounded isotropic environment, where the source is between two parallel
planes, under the cylindrical spreading law, the spreading coeﬃcient is reduced to A = 10. These two
spreading cases correspond to two extremes and they provide the upper and lower limits for the spreading
coeﬃcient A. For realistic shallow water environments the value of A is somewhere between these two
limits.
In [HCT97], the authors determined the transmission loss during a sea-trial oﬀ the coast of Nova
Scotia, Canada. The water depth was approximately 100 meters and their estimate for the spreading loss
was
TLs = 18.4 log10 r . (2.3)
The measured estimate for the spreading loss is signiﬁcantly higher than that predicted for a bounded
environment by the cylindrical spreading law. One reason for this is that the seabed and ocean surface
are not perfect reﬂectors as assumed under the cylindrical spreading law. Therefore, without location
speciﬁc measurements or knowledge about the environment, the factor A = 18.4± 0.7 given in [HCT97],
can be assumed to be a better approximation for the spreading loss in shallow waters, than applying the
cylindrical spreading law with A = 10.
The second component of the transmission loss, namely the attenuation loss, is frequency dependent
and includes the eﬀects of absorption, leakage out of ducts, scattering and diﬀraction [Ett96]. The
attenuation coeﬃcient α in (2.1) increases with frequency. There are a number of diﬀerent formulas
and tables for the attenuation loss. According to Etter [Ett96] and Hodges [Hod11], the most common
formula for α is the one from Thorp [Tho67],
α = 1.094
[
0.1f2
1 + f2
+
40f2
4100 + f2
]
. (2.4)
The attenuation α is given in dB/km and the frequency f in kHz. E.g. for f = 70 kHz, α = 23.9 dB/km.
Inserting A = 18.4 and α = 23.9 into (2.1), the approximate transmission loss in shallow water for
f = 70 kHz over the propagation range is shown in Fig. 2.1. According to the ﬁgure, the two-way path
loss for a target at 1000 m (r = 2000 m) would be 108 dB.
The formula for the attenuation coeﬃcient in (2.4) gives a rough estimate. A more comprehensive for-
mula for the absorption is given by FrançoisGarrison [FG82], where additionally the water temperature,
salinity, pH, and depth are taken into account.
The terms attenuation and absorption are often used interchangeably. In most cases, like in [FG82],
the formula for the α coeﬃcient is derived in coincidence with measurements where the absorption is the
dominant term (e.g. deep sound channels in oceans). Therefore, often the scattering (or part of it) is
instead included in the spreading loss. The spreading loss with A = 18.4 ± 0.7, given in [HCT97], was
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Figure 2.1: Transmission loss.
calculated from the total transmission loss minus the absorption loss (calculated using [FG82]). There-
with, the interaction with the boundaries was inherently included into the spreading loss. Additionally,
considering that the authors reported steady strong southeast wind (12 − 15 m/s) during the measure-
ments and that the seabed was rough (mainly cobble), then the A = 18.4 value can be considered to be a
pessimistic estimate and for more favorable channel conditions, the A value can be expected to be lower.
2.3 Speed of Sound
Concerning target detection, the speed of sound is relevant for two aspects. In case of a moving target, the
resulting Doppler eﬀect (cf. Sec. 2.5) can be used to improve the detection probability and the Doppler
frequency shift depends on the speed of sound. The Doppler analysis is a core part of this work and will
be used extensively in the following chapters. The speed of sound is also used for detailed modeling of
the channel, using methods like ray tracing. Ray tracing can be used to predict the sound propagation in
the water, based on the information like the bathymetry, boundary reﬂection coeﬃcients, sea state (wave
height), attenuation, and the sound speed proﬁle (SSP) (extensive overview of modeling is given by Etter
in [Ett96]). Sound propagation modeling is not included in this work, but in general (if possible) such
wave propagation prediction methods should be used before installing a DDS, to identify shadow zones
 regions from where the system receives no or too weak returns.
The speed of sound in water is around 1500 m/s, but it varies with the water temperature, pressure,
and salinity [Hod11]. Therefore, instead of a single value often the SSP over the water depth is given. A
simple approximation for the sound speed, used in [FG82], is given by
c = 1412 + 3.21T + 1.19S + 0.0167D , (2.5)
where T is the temperature in  , S is the salinity in ppt (parts per thousand), and D is the depth in
meters. Various empirical formulas exist for calculating the speed of sound. The above given formula is
a rough approximation, for better (more detailed) approximations cf. [Ler69, MA64, Del74, CM77].
It is evident from (2.5), that the temperature has a signiﬁcant inﬂuence on the sound speed. Especially
in shallow water environments, where the temperature can be strongly time variant, depending of the
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location and the season of the year. The water temperature changes due to the heating from the sunlight
and signiﬁcant ﬂuctuations of the water temperature are caused by currents, tidal ﬂows, and the wind
direction. In [CCHM09] a DDS test at Shearwater, Nova Scotia, Canada, in 2008 is described. Over the
course of the test, the measured water column temperature proﬁle changes greatly over the days, from
near constant +15  over the whole 20 m depth to just +10  in the upper 5 m, decreasing to around
+4  for depths beyond 10 m. This also shows the diﬃculty of modeling a shallow water environment.
In [LZ13] the authors show the SSP variability based on another measurement campaign. The sound
speed varies in the range of 1465 − 1510 m/s and for the same depth over multiple measurements the
diﬀerence is as high as 30 m/s. Hence, clearly the speed of sound is not constant and if it is assumed to
be a constant at 1500 m/s, then a possible error of around 40 m/s or 2.7% should be considered. For
modeling, a good estimate for the SSP is crucial, but for the calculation of the Doppler eﬀect, as will be
shown later, the inﬂuence of the inaccuracy is marginal.
2.4 Target Speed
As mentioned earlier, in order to improve submarine or diver detection, a system can utilize the fact that
the object is moving and the reﬂections from surroundings are (near) stationary. As much as one can ﬁnd
from forums in the Internet, a scuba diver with gear can travel longer distances without much eﬀort with
0.5 knot (0.26 m/s). Divers with good physical condition and training can increase the speed to 1.0 knot
(0.514 m/s) or even up to 2.0 knot for shorter distances. In addition, movement aids for divers should
be considered. A number of various underwater scooters exists. Common underwater scooters like the
Sea-Doo GTI or RS1 move with speeds up to 1.1− 1.7 m/s. The so called "worlds fastest" SEABOBF7
is said to be able to achieve speeds up to 8.7 mph (3.9 m/s). Therefore, a DDS should cover movement
speeds from 0.0−4 m/s. Concerning, the Doppler analysis in the later chapters, velocity of most interest
is selected to be in the range of 0.3− 3 m/s.
2.5 Doppler Eﬀect
A signal reﬂected from a moving object is altered by the Doppler eﬀect. Essentially, when an object is
moving towards the source, the sound waves are compressed by a factor related to the object velocity,
due to the reduced traveling distance till reﬂection. The Doppler scaling factor is given by [KW65, Lin88,
Col96]
η =
1 + v/c
1− v/c =
c+ v
c− v = 1 +
2v
c− v , (2.6)
as v << c, then
η = 1 +
2v
c− v ≈ 1 +
2v
c
. (2.7)
The signal reﬂected from an object moving with velocity v towards the receiver is compressed by a factor
η. The compression (or stretching) leads to a frequency shift, called the Doppler frequency shift or often
also just the Doppler shift [Hod11, Wai02], given by
fD =
2vt cos(φ)f
c
=
2vf
c
, (2.8)
where vt is the target velocity and v = vt cos(φ) is the radial velocity towards the receiver. Throughout
this work, the velocity always refers to the radial velocity. Hence, the frequency of the signal after the
Doppler eﬀect is
fD = f + fD = f
(
1 +
2v
c
)
= fη . (2.9)
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E.g. for f = 70 kHz, v = 0.5 m/s, c = 1500 m/s, the fD = 46.7 Hz. The Doppler frequency shift
can be used to discriminate reﬂections caused by moving targets from reﬂections caused by stationary
background, using their spectral diﬀerence.
From (2.9), it seems as the signal would experience a frequency shift, but as fD in (2.8) is a function
of the signal frequency, f , then for wideband signals the frequency shift is variable. This aﬀect will be
discussed in more detail in Chapter 3.
Earlier it was brought out that the speed of sound is not a constant, but has an uncertainty of
about 2.7%. However, for the Doppler analysis this ambiguity is not signiﬁcant and for this reason, it is
uncritical to assume a constant speed of sound for the Doppler frequency shift calculations.
2.6 Target Strength
Along with the transmission loss, the target strength (TS) of the reﬂecting object inﬂuences the received
signal strength. The target strength of an object is related to its cross-section. A diver swimming towards
the receiver has a relatively small acoustic cross-section. The main reﬂective surfaces are the head, torso,
and the air tank. In [HKP06] the authors show that the scattering at 100 kHz from a divers body, suit,
and air tanks varies between −18 dB to −27 dB, averaging about −23 dB. The dB values are given in
reference to an object with 1 m2 cross-section, i.e. dB re m2. The scattering strength from the bubbles
exhaled by the diver is in the range of −10 dB to −20 dB, averaging −15 dB. These estimates are used
and conﬁrmed by Zhang in [Zha07], that focuses on diver target strengths based on the average human
lung size and structure. This provides an estimate for the target strength of a diver and gives the baseline
for comparison with reverberation.
2.7 Ambient Noise
Ambient noise consist of all the noise sources from the environment. Dominant noise sources in the higher
60− 100 kHz range are the wind (air bubbles from breaking waves), rain, marine life, and thermal noise.
The noise level is given in comparison to the reference sound intensity having a root mean square pressure
of 1 µPa (micropascal), denoted dB re 1 µPa [Wai02]. The average noise level at 70 kHz, according to
[Hod11, Wai02], is around 40 dB re 1 µPa. In case of heavy rain or strong winds the level can increase to
60 dB re 1 µPa. In [DMCA07] the authors give an overview of underwater ambient noise and based on
[AG71], state that in ports the noise level can be expected to the about 10 − 20 dB higher than usual.
Hence, a conservative estimate for the noise level in harbors would be around 60 dB re 1 µPa.
2.8 Reverberation
Ambient noise is a type of interference that is independent of the sonar system activity. On the other
hand, reverberation is interference caused by the active sonar transmitting a signal. Excluding the
reﬂections from the target and other target like objects, the reverberation encloses all reﬂections from
the underwater environment. The reverberation sources include the sea bottom, the surface, and the
water volume. The bottom and surface are both two-dimensional scatterers and hence can be considered
jointly as boundary reverberation. Volume reverberation is caused by bubbles, marine life, and other
inhomogeneities in the water.
Reverberation is a summation of signals that stem from the transmitted signal and are scattered back
in the direction of the source from the environment, therefore its spectral characteristics are nearly the
same as that of the transmit signal. The nature of the interference makes it diﬃcult for the receiver to
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distinguish the target from the reverberation. Additionally, if in noise limited case the signal-to-noise
ratio (SNR) can be improved by increasing the transmit power, then reverberation can not be overcome
by increasing the transmit power, as the signal strengths of both the target and reverberation are aﬀected
equally.
2.8.1 Backscattering Strength
The fundamental quantity that is used to describe the reverberation intensity is the backscattering
strength, BS, or also referred to as scattering strength [Ett96, Wai02]. The backscattering strength
is given as the ratio (in dB) of the intensity of the sound scattered (back to the sonar) by a unit area or
unit volume, Is, referred to a distance of 1 m, to the intensity of the incident plane wave, Ii,
BSb,v = 10 log10
Is
Ii
, (2.10)
where BSb,v denotes the backscattering strength for boundary (b) or volume (v) reverberation.
2.8.2 Volume Reverberation
The backscattering strength of volume reverberation in shallow waters varies depending on the density
of the marine life and air bubbles in the water column. According to Ainslie [Ain10], the suggested BSv
values for shallow waters are −85 dB for sparse, −72 dB for intermediate, and −62 dB for dense marine
life. Volume reverberation in shallow waters can be expected to be signiﬁcantly higher than in oceans,
as the water may carry around a high amount of sediment particles or various ﬂoating objects. Even so,
for shallow waters the boundaries are the dominant source of reverberation.
2.8.3 Surface Reverberation
Surface reverberation depends on the grazing angle, the wind speed, and the signal frequency. In un-
derwater environments, the grazing angle, the angle between the incident plane wave and the surface,
illustrated in Fig. 2.2, is used instead of the angle of incidence.
surface
θgrazing angle
φ
angle of incidence
Figure 2.2: Illustration for grazing angle.
Surface backscattering strength, BSs, is directly related to the roughness of the surface. The main
physical mechanics causing the backscatter are the specular (mirror-like) scatter from facets of the surface
at high grazing angles and at low grazing angles the backscatter from subsurface air bubbles. The
contribution from the bubbles is particularly evident for frequencies higher than 10 kHz [Hod11]. In
[SS64], Schulkin and Shaﬀer give an empirical formula based on the Rayleigh roughness parameter, ﬁtted
to a number of surface backscatter data, for the surface backscattering strength
BSs = 9.9 log10(fh sin θ − 45.3) , (2.11)
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where f is the frequency in kHz, and h is the wave height. The wave height can be calculated from the
wind speed (in knot),
h = 0.0026v
5
2 . (2.12)
Figure 2.3 shows the BSs estimates for various wind speeds, using (2.11). According to [McD93], in
shallow waters the surface backscattering strengths for lower grazing angles can be up to 10 dB higher
than for oceans. It is assumed that this is caused by the increased level of bubbles in the water, due to the
waves breaking at lower wind speeds. Nevertheless, according to multiple sources, e.g. [Hod11, HE97],
the sea bottom scattering is the dominant source of reverberation in shallow waters.
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Figure 2.3: Surface backscattering strength estimates for various wind speeds and grazing angles.
2.8.4 Bottom Reverberation
Bottom scattering can be much more complex than surface scattering. Bottom backscattering strongly
depends on the seabed type, i.e. sand, gravel or rocks. Additionally, the acoustic waves can interact with
diﬀerent bottom layers and sound can be reﬂected back from these lower layers. Therewith, a seabed
can not be characterized by a single roughness value, as was the case for the surface. Another diﬀerence
between the two boundaries is that, given a certain wind speed, the surface roughness can be assumed to
be constant over the whole detection range. For a seabed, the characteristics of the bottom roughness and
composition can vary over the distance, increasing the variance of the measured backscattering strength.
In addition to the bottom type, the backscattering is strongly aﬀected by the bathymetry and often the
seabed is not ﬂat.
The bottom backscattering strength, BSb, is often estimated using the Lambert's law
BSb = 10 log10 µ+ 10 log10(sin
2 θ) , (2.13)
where µ is the bottom backscatter constant. The bottom backscattering strengths are usually given in
terms of the 10 log10 µ, known as the Lambert's parameter. According to [Ain10], the sin θ dependence
stems from the increasing scattering area as the grazing angle increases. A few scattering strength curves
based on (2.13) are shown in Fig. 2.4. For clarity it should be mentioned that originally in optics, the
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Lambert's law is given over the cosine of the angle of incidence, also known as the Lambert's cosine law
and therefore occasionally (2.13) has a diﬀerent form.
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Figure 2.4: Scattering strength as a function of grazing angle and the Lambert's parameter.
Unfortunately, due to the complicated and varying nature of the seabed, there are no concrete values
for the BSb [Ain10]. However, there are estimates for the Lambert's parameters for various bottom types.
Based on the values summarized in [Ain10], for rock bottoms the 10 log10 µ estimates vary from −2 dB
to −11 dB, for gravel from −7 dB to −19 dB and for unconsolidated sediments (i.e. sand, silt, clay) the
estimates vary from −16 dB to −30 dB. The uncertainty is big and the estimates found in the literature
vary signiﬁcantly. For example, Hodges in [Hod11] suggests 10 log10 µ = −45 dB for mud and −25 dB
for rock bottom. However, in conjunction with the backscatter strength estimates from e.g. [LA99], it
seems that the values suggested by Hodges are lower than other authors report from measurements.
The bottom backscattering strength is also frequency dependent, but only partially. Namely, for
smoother sea ﬂoor types it is frequency dependent, but independent for rougher (gravel, rock) bottoms.
For medium sized sand (grain size in the range of 250− 500 µm), it has been shown that the Lambert's
parameter increases with frequency according to [GHM04]
10 log10 µsand = −40 + 14.7 log10(f/5) , (2.14)
where f is the frequency in kHz. According to (2.14), for f = 70 kHz, 10 log10 µsand = −23 dB. In case
the seabed consists of a mixture of sand and gravel, then the Lambert's parameter should be increased
accordingly.
2.8.5 Reverberation Target Strength
The reverberation strength depends on the area or volume illuminated by the transmitter and on the part
seen by the receiver. The same way as the diver has a target strength based on its physical dimensions,
the reverberation target strength, TSr, is given by
TSr = BSb,v + 10 logA,V , (2.15)
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where A and V are the total reverberating area or volume, respectively [Wai02]. The reverberating
volume is illustrated in Fig. 2.5 and is given by
V =
∫
V
BTBRdV =
cT
2
R2
∫
V
BTBRdΘ , (2.16)
where dΘ is the solid angle element. Correspondingly, BT and BR are the transmitter and receiver
beam patterns. The reﬂections from all the scatterers in the elemental volume dV arrive at the receiver
simultaneously. The front end of the pulse scattered back from more distant scatterers arrives at the
same time as the back end of the pulse scattered back from the front scatterers. Therefore, the height
(or length) of the cylinder is cT/2, where T is either the duration of the transmit signal (CW) or the
coherence time Tc = 1/BW for wideband signals.
R
Transceiver dΘ dV R2dΘ
cT
2
Figure 2.5: Reverberating volume.
According to [Wai02], if R is large compared to the volume cross-section, the volume calculation can
be simpliﬁed to
V =
cT
2
R2piθhθv
4
, (2.17)
where θh and θv are the equivalent two-way horizontal and vertical beamwidths in radians.
Similarly for boundary reverberation, the reverberating area depends on the equivalent two-way hor-
izontal beamwidth
A =
cT
2
Rθh . (2.18)
Therewith, assuming R = 500 m, θh = 3°(0.052 rad), T = 0.1 s, c = 1500 m/s, and the BSb = −30 dB,
the reverberation target strength is
TSr = −30 + 10 log10A = −30 + 10 log10 1963 ≈ 3 , (2.19)
approximately 3 dB. In comparison, the average target strength of the diver is between −25 dB to −15 dB
(cf. 2.6).
In conclusion, the diver detection in harbors is no easy task. The reﬂection from the target is weak,
the target is small and the attenuation of the signal at the needed frequencies is high. In addition, the
reﬂection from the small target has to be distinguished from the reverberation returns. In shallow waters
the boundaries can not be avoided and depending on the bathymetry and seabed characteristics, the
reverberation from a much larger seabed area can have a stronger signal strength than the target. In
such unfavorable conditions, the system can improve the detection probability by utilizing the fact that
the target is moving towards the transceiver. The Doppler eﬀect provides the possibility to distinguish
the target from the reverberation. Yet, not all transmit signals can use this eﬀect equally well. For this
reason, in Chapter 3 the characteristics of diﬀerent transmit signals shall be analyzed based on their
range-Doppler properties.
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Chapter 3
Transmit Signals
In general, the approaching divers do not emit strong enough signals to enable detection with passive
sonar. Therefore, diver detection systems use active sonar, where the detection is based on the reﬂections
of transmitted signals. The transmit signal propagates through the medium, reﬂects back from various
objects and boundaries. These reﬂections are received and processed in order to ﬁnd objects of interest.
Historically, the ﬁrst signals were short single tone sinusoids, also known as continuous wave (CW)
signals. The CW signal is the simplest signal form and it is easy to generate via an oscillator at a
ﬁxed frequency. As more advanced signal generators became available, the sonar systems started to use
frequency modulated (FM) and modiﬁed CW signals. Along with the growing number of possible signal
forms, came the need to compare their properties. Methods like cross-correlation, ambiguity diagrams
and the Q-function have become the standard in evaluating the properties of signal designs.
3.1 Analysis Tools
3.1.1 Auto- and Cross-correlation
The correlation function is the basis of the signal evaluation methods. The autocorrelation function
(ACF) for a complex continuous signal is deﬁned as
Rx(τ) =
∫ ∞
−∞
x∗(t)x(t+ τ)dt =
∫ ∞
−∞
x∗(t− τ)x(t)dt (3.1)
where x∗ denotes the complex conjugate of x, τ is the time shift and the second formula uses a redeﬁnition
of the time, t = t− τ . The correlation is a function of τ and not of t and describes the similarity between
x(t) and a shifted version of itself. For real-valued signals the autocorrelation function is an even function
and for complex-valued signals the autocorrelation function is a Hermitian function
Rx(−τ) = R∗x(τ) . (3.2)
The cross-correlation function for complex continuous signals is deﬁned as [OL02]
Rxh(τ) = x(τ) ∗ ∗ h(τ) =
∫ ∞
−∞
x∗(t)h(t+ τ)dt =
∫ ∞
−∞
x∗(t− τ)h(t)dt , (3.3)
where ∗∗ denotes the cross-correlation operation. Some authors deﬁne the cross-correlation via x(t)h∗(t−
τ) [CCR02], what by (3.3) would correspond to Rhx. This is relevant due to the fact that the cross-
correlation function is not commutative
x(τ) ∗ ∗ h(τ) 6= h(τ) ∗ ∗ x(τ) , (3.4)
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instead, according to (3.3)
R∗xh(τ) = Rhx(−τ) , (3.5)∫ ∞
−∞
x(t)h∗(t+ τ)dt =
∫ ∞
−∞
h∗(t)x(t− τ)dt . (3.6)
This can be shown by substituting t = α− τ and comparing with (3.3)
R∗xh(τ) =
∫ ∞
−∞
x(t)h∗(t+ τ)dt =
∫ ∞
−∞
x(α− τ)h∗(α)dα = Rhx(−τ) . (3.7)
For real-valued signals it means, the two cross-correlation functions are mirrored copies of each other
around the delay axis. The WienerKhinchin theorem states that the power spectrum of a square-
integrable signal or a wide-sense stationary process is equal to the Fourier transform of the autocorrelation
function [Ric03]
Sx(f) = F{Rx(τ)} = X∗(f)X(f) , (3.8)
where F{} denotes the Fourier transformation and X(f) the spectrum of the x(t) signal. Similarly, the
cross power spectrum of a signal forms a Fourier pair with the cross-correlation function,
Sxh(f) = F{Rxh(τ)} = X∗(f)H(f) . (3.9)
This property can be proved via the Fourier transform of the convolution function. The cross-correlation
is closely related to the convolution function. The later is deﬁned as
x(t) ∗ h(t) =
∫ ∞
−∞
x(α)h(t− α)dα , (3.10)
where the time for the second signal runs in the negative direction. From (3.3) and (3.10) it becomes
clear that if t = −α is inserted into (3.3) then the relation between cross-correlation and convolution
function is
Rxh(τ) =
∫ ∞
−∞
x∗(t)h(t+ τ)dt =
∫ ∞
−∞
x∗(−α)h(τ − α)dα = x∗(−τ) ∗ h(τ) . (3.11)
Therefore, the following relations hold [Yar10]:
Rxh(τ) = x(τ) ∗ ∗ h(τ) = x∗(−τ) ∗ h(τ) , (3.12)
Rhx(τ) = h(τ) ∗ ∗ x(τ) = h∗(−τ) ∗ x(τ) . (3.13)
The Fourier transform of a convolution in time domain is a multiplication in the frequency domain
F{x(t) ∗ h(t)} = X(f)H(f) . (3.14)
Hence, when inserting (3.12) into the formula above and knowing that F{x∗(t)} = X∗(−f), then
F{Rxh} = F{x∗(−τ) ∗ h(τ)} = X∗(f)H(f) . (3.15)
One of the main reasons why cross-correlation is the basis for active sonar signal analysis lies in the fact
that the replica correlator or matched ﬁlter detector (cf. Sec. 5.2.4) is optimal for detecting signals in
additive white Gaussian noise (AWGN) [Ric03] and is therefore widely applied. The matched ﬁler and
the cross-correlation are compared in the following, in order to explain the relation of the two in more
detail. The matched ﬁlter detector output is deﬁned by the convolution of the input signal with the
matched ﬁlter signal (for simplicity the equations are given for real-valued signals):
y(t) = x(t) ∗ h(t) =
∫ ∞
−∞
x(α)h(t− α)dα . (3.16)
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The impulse response of the matched ﬁlter h(t) is given as
h(t) = s(T − t) , (3.17)
where s(t) is the signal to be matched (e.g. the transmit signal) and T is an arbitrary time shift that is
used in practice to assure that h(t) is causal, i.e. for t < 0, h(t) = 0. However, setting the arbitrary time
shift to T = 0, the matched ﬁlter signal becomes
h(t) = s(−t) . (3.18)
With this, (3.16) can be rewritten via (3.12) as
y(t) = x(t) ∗ h(t) = x(t) ∗ s(−t) = s(τ) ∗ ∗ x(τ) = Rsx(τ) . (3.19)
The matched ﬁlter detector correlates the reference signal with the input signal.
As mentioned earlier, the matched ﬁlter detector is optimal for detecting signals against white noise,
also known as the noise-limited situation. Yet, the underwater environment often introduces also more
complex eﬀects, where modiﬁed versions of the matched ﬁlter receiver outperform the original. Even so,
in order to investigate the signals analytically, the matched ﬁlter receiver is assumed. If the received
signal is an attenuated and delayed version of the transmit signal, then the matched ﬁlter output signal
will be a scaled and shifted version of the autocorrelation function of the transmit signal. However, if
the transmit signal experiences distortions due to target movement, then the output signal will be the
cross-correlation function of the distorted and undistorted transmit signal.
3.1.2 Ambiguity Function
The ambiguity function or the ambiguity diagram of a transmit signal visualizes the matched ﬁlter (cross-
correlation) output, as a function of delay and Doppler shift. The Doppler frequency shift, fD, of an echo
reﬂected from a target moving with radial velocity, v, towards the receiver is given by
fD =
2vf
c
, (3.20)
as deﬁned in Sec. 2.8. For the case of narrowband transmit signals, where the change in the echo pulse
length ∆T = 1− 2v/c is considerably smaller than the inverse of the signal bandwidth [KW65]
∆T  1
BW
, (3.21)
the pulse compression from object movement is neglected and a constant Doppler shift can be assumed.
With these simpliﬁcations, the ambiguity function of a narrowband signal s(t) is given by [GBS70, CA98]
χs(τ, fD) =
∫ ∞
−∞
s∗(t)s(t+ τ) exp(j2pifDt)dt . (3.22)
When dealing with wideband signals, the pulse compression can not be neglected and the Doppler fre-
quency shift can no longer be assumed to be constant. The Doppler scaling factor is deﬁned:
η =
1 + v/c
1− v/c ≈ 1 +
2v
c
, (3.23)
which corresponds to the compression ratio. Eﬀectively, the wave compression due to target movement
can be calculated by resampling the transmit signal by factor η. The ambiguity function for the wideband
signals is thus deﬁned as [KW65, Lin88]
χs(τ, η) =
∫ ∞
−∞
s(t)s∗(η(t− τ))dt . (3.24)
For the ambiguity function, the following properties hold:
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1. The amplitude of the ambiguity function at the origin is equal to the energy of the signal
|χs(0, 0)| =
∫ ∞
−∞
s2(t)dt = Es . (3.25)
2. The maximum value of the ambiguity function is always at |χs(0, 0)|, and in general either Es is
normalized to 1 or the ambiguity function is, so that
|χs(0, 0)| = 1 . (3.26)
3. The ambiguity function is symmetric to the origin
|χs(τ, fD)| = |χs(−τ,−fD)| . (3.27)
4. The total volume under the normalized magnitude-squared narrowband ambiguity function is unity
[Col96] ∫ ∞
−∞
∫ ∞
−∞
|χs(τ, fD)|2dtdfD = 1 . (3.28)
This total volume property does not hold for wideband signals, but it has been shown in [ST81] to
yield a lower limit for the volume under the wideband signals ambiguity function.
The total volume property provides an important understanding that the ambiguity can be shifted in the
two dimensional plane, but can not be removed.
In the literature, the ambiguity function is deﬁned in various ways:
1. Via χs(τ, η), as given in (3.24), sometimes also called as uncertainty function [Ric03] or as Doppler
autocorrelation function [Ain10].
2. Via |χs(τ, η)|. The advantage of taking the magnitude of the correlation function is that the
unnecessary details in the form of phase information is removed, improving the visual representation.
3. Via the magnitude squared version |χs(τ, η)|2. In addition to the visual improvement, ambiguity
functions property four can be directly applied and it also corresponds to the output power of the
correlator [SW59].
The ambiguity function can be used to predict the performance of a transmit signal in reverberation
limited environments. Assuming certain simpliﬁcations, the performance can be characterized via the
Q-function.
3.1.3 Q-function
The Q-function provides a means to estimate the reverberation level of arbitrary signal designs. In
[SW59] it is brought out that if the propagation losses for reverberation and the target reﬂections are
identical, then the reverberation level can be calculated by integrating the product of |χs(τ, η)|2 and the
reverberation distribution function over the range and Doppler. However, under the extended assumption
about the reverberation distribution function, namely that all the scatterers are stationary, uniformly dis-
tributed over the range and having a constant target strength [SW59, CA98], the expected reverberation
levels can be calculated via the Q-function, given as [BZHE93, CA98]
Qs(η) =
∫ ∞
−∞
|χs(τ, η)|2dτ . (3.29)
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The quantity Qs(η) can be interpreted as the volume of a certain Doppler cross-section in the ambiguity
function. The assumptions made about the reverberation distribution function are unrealistic, neverthe-
less the Q-function still provides a measure to compare diﬀerent signal designs in reverberation dominated
environments. Additionally, in [War01], the author describes a sea trial, where the Q-function predictions
quite accurately agree with the measured reverberation levels. Therewith, the Q-function might not be
accurate enough for all environments, yet provides an usable approximation.
3.2 CW Signals
When starting to analyze diﬀerent signal designs, it is appropriate to begin with the oldest and the most
straightforward pulse form  the continuous wave (CW) signal. This simple signal design has spun a
variety of extended designs. Despite diﬀerences in the various designs, they belong to the class of CW
signals, since they are all based on the same signal. A selection of extended designs is discussed in the
following.
3.2.1 CW
The continuous wave (CW) is a windowed single frequency sinusoidal signal,
s(t) = w(t) exp(j2pifct) , (3.30)
where fc is the center frequency and w(t) is a window or envelope function that is used to alter the
spectrum of the signal. In case of a pulse of length T and a power normalization to unity, the rectangular
window is given as
w(t) =
 1√T , for 0 ≤ t ≤ T0, otherwise. (3.31)
The ambiguity function for a CW with a rectangular window has a simple closed form solution
χs(τ, fD) =
T − |τ |
T
sin(pifD(T − |τ |))
pifD(T − |τ |) . (3.32)
In the delay domain, the function behaves as a triangle (1 − |τ |T ) and in the Doppler shift domain it
behaves as a sin(x)/x function (later simply referred to as the sinc function). The ambiguity diagram for
a CW with rectangular window, fc = 70 kHz, and duration of 100 ms is shown in Fig. 3.1.
The ambiguity diagram has three dimensions: delay, velocity, and ambiguity (calculated via |χs(τ, η)|2).
The delay, τ , is given in seconds, the Doppler scaling factor, η, is converted to velocity via (3.23), as-
suming c = 1500 m/s. The ambiguity is given in logarithmic scale, using a gray-style color coding. The
y-axis can be given in various ways, either as velocity, Doppler scaling factor or as Doppler frequency
shift, while the x-axis can be referred to representing either delay or range. Therefore, in the following,
sometimes the axes will be referred to using one of the alternatives, rather than the labels used in the
ﬁgures.
The ambiguity function withholds multiple signal parameters of interest, like:
 The range resolution, relevant ambiguity width in the delay axis (∆τ),
 The pulse compression ratio, T/∆τ ,
 The Doppler resolution, relevant ambiguity width in the Doppler axis.
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Figure 3.1: Ambiguity diagram of a 70 kHz rectangular windowed CW of duration 100 ms.
The resolution values are not uniquely deﬁned, as they depend on the selection of the threshold value
and on the selected ambiguity function deﬁnition. A common threshold value in the literature is chosen
to be at a level of −3 dB. However, for signals with more complex ambiguity forms, lower threshold
values or additional form factors (like periodicity) should be considered. By observing the velocity axis in
Fig. 3.1, it is evident that the CW signal is Doppler selective. From literature it is known that the −3dB
width in the Doppler axis is given by 0.88/T in Hz, for a 100 ms signal that is 8.8 Hz and according
to (2.8) this translates to 0.094 m/s. The measured −3 dB width is 0.1 m/s. Knowing this Doppler
width relation, then in order to improve the Doppler resolution of the CW signal, the signal duration
should be increased. On the other hand, its range resolution is bound to its length. In the literature, the
−3 dB width in the range axis is 0.6T . For the given signal, the theoretical value would be 60 ms and
the measured −3 dB width from the ambiguity diagram is 58.4 ms. The poor range resolution of the
CW signal can be linked back to the simplicity of its signal form. The same sinusoidal waveform repeats
for the whole pulse duration T . Hence, the autocorrelation function for CW is similar to correlating two
rectangular signals  a triangle. Therefore, in order to improve the range resolution, the pulse should be
made shorter. This leads to the very well known trade-oﬀ for CW signals:
 Short signal duration: good range resolution, poor Doppler resolution,
 Long signal duration: poor range resolution, good Doppler resolution.
This relation follows the ambiguity functions constant volume property. By increasing the pulse length,
the ambiguity in the Doppler direction is reduced, but it reappears in the range direction. The ambiguity
is simply shifted. It should be noted that all the above given theoretical and measured values are valid
for the CW signal with a rectangular window. Diﬀerent window functions alter the signal's resolution
values.
In addition to time domain analysis, the frequency domain, in the form of power spectral density
(PSD), can be used to better understand the ambiguity function of the pulse. The PSD of the 100 ms
CW signal with rectangular window is shown in Fig. 3.2a.
The spectrum of a windowed sinusoidal wave is a double Dirac delta function at±fc Hz, convolved with
the spectrum of the window, that in this case has a form of a sinc function. The longer the pulse/window,
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Figure 3.2: Characteristic plots for a 70 kHz rectangular windowed CW of duration 100 ms.
the smaller the bandwidth (BW ) of the CW signal, which results in the typical time-frequency relation
that is given by
BW =
1
T
. (3.33)
Hence, if the Doppler frequency shift of the reﬂected signal from a moving object is larger than the BW ,
the spectrum of the reﬂected and transmitted signal will consist of diﬀerent frequency components and
the correlation value between the two will be low. The very same frequency relation can also be seen in
the ambiguity diagram, in form of the width of the ambiguity in the Doppler domain.
The Q-function visualizes the signal's reverberation processing characteristics. The Q-function for the
rectangular windowed CW signal is shown in Fig. 3.2b. Essentially, the Q-function shows the inﬂuence
of stationary reverberation at various target velocities. Let us consider the following example:
1. The system is looking for a small stationary target. The reverberation has nearly identical signal
characteristics with the reﬂected signal from the target. As the receiver is tuned to look for a target
with 0 m/s, then the reverberation level after the correlator detector is at its maximum.
2. The system is looking for a small target moving with the radial velocity of 1.0 m/s. From the Q-
function it can be predicted that the reverberation level is at −27 dB. This reverberation suppression
comes from the fact that the receiver is tuned to look for signals with a certain Doppler shift and
therefore the stationary reverberation has a frequency mismatch.
In general, one can see from Fig. 3.2b that the CW signal is Doppler selective and given moving targets,
the receiver can improve the detection probability by suppressing the reverberation.
So far, only the rectangular window has been considered. However, already with a diﬀerent window
function the ambiguity function can be signiﬁcantly altered. From literature it is well known that the
rectangular window has high spectral sidelobe levels [Sko90]. Diﬀerent window functions are known to
reduce the sidelobe levels at the cost of widening the main lobe. Further details are given in Sec. 3.6.
One popular window function is the Hann window, the half period of the sine squared function. The
ambiguity diagram of a 70 kHz Hann windowed CW signal of 100 ms duration is given in Fig. 3.3.
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Figure 3.3: Ambiguity diagram of a 70 kHz Hann windowed CW signal of duration 100 ms.
Compared to the ambiguity diagram in Fig. 3.1, the change is clearly notable. The sidelobe levels in
the velocity axis are signiﬁcantly suppressed and the main lobe has become wider. Comparing the −3 dB
levels, then in the range axis the width has changed from 58.4 ms to 44.4 ms and in the velocity axis
the width has changed from 0.1 m/s to 0.18 m/s. The decrease of the −3 dB width in the range axis
is related to the non-constant window function that reduces the signal level at the edges. The PSD of
the Hann windowed CW signal, shown in Fig. 3.4a, gives further insight to the changes in the ambiguity
function.
The widening of the main lobe is not visible in this plot, but the reduction of the sidelobe levels is
obvious. As an example, with the rectangular window at 72 kHz the PSD is at a level of −13 dB, while
with the Hann window at the same frequency the level is at −107 dB (for both the peak at 70 kHz is
around 40 dB). The Q-function, shown in Fig. 3.4b, displays both the main lobe widening and sidelobe
suppression. When before the expected reverberation level for 1.0 m/s was at −27 dB, then now with
the Hann window for the same velocity the factor would be −66 dB below the maximum level of −3.5 dB
at 0 m/s. In the following, all signal designs are analyzed with the Hann window, in order to better see
the characteristics of the signal and not the combination of the signal and the rectangular window.
The biggest strengths of the CW signal are its simple generation and its good Doppler resolution. If
the target is moving fast enough, then the reverberation is not an issue. However, if the target is moving
slowly, the capabilities of the CW signal in reverberation-limited environments need to be improved. For
this reason, various modiﬁcations have been introduced to the CW signal, to shift some of the ambiguity
from the near zero velocity range to velocities of no interest.
3.2.2 SFM
In case of sinusoidal frequency modulation (SFM), the base CW signal is modulated by another sinusoid
according to
s(t) = w(t) exp[j2pifct+ jβ sin(2pifmt)] , (3.34)
where w(t) is the amplitude window of the pulse, fm is the modulation frequency and β is the modulation
index. The frequency of the second sinusoid, fm, deﬁnes the frequency spacings of the spectral peaks,
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Figure 3.4: Characteristic plots for a 70 kHz Hann windowed CW signal of duration 100 ms.
and the modulation index, β, determines the bandwidth of the signal. The eﬀective bandwidth can be
approximated by [CA98]
BW ≈ 2fm(1 + β) . (3.35)
Fig. 3.5 shows the ambiguity diagram of a SFM signal with a Hann window, 100 ms duration, fm = 375 Hz,
β = 9 and BW = 7500 Hz.
At ﬁrst glance it looks very similar to the Hann windowed CW ambiguity diagram given in Fig. 3.3.
At closer look, one can see that the modulation of the CW signal introduces a periodic modulation to
the correlation function of the SFM signal. Fig. 3.6a shows the ambiguity function for zero Doppler shift
or equivalently the magnitude squared autocorrelation function for CW and SFM signals. The curve for
the CW signal is the envelope for the SFM signal. In order to better see the details, the central ±4 ms
section is brought out in Fig. 3.6b.
The SFM curve has peaks with a 2.67 ms period, the time diﬀerence when the two signals are again
in-phase and is directly related to the period of the 375 Hz modulation signal. On large scale the
ambiguity functions of CW and SFM signals are the same. Nevertheless, the periodic structure of the
SFM correlation function does give ﬁner details about the reﬂections and in some cases allow to separate
nearby targets. The PSD of the SFM signal, shown in Fig. 3.7a, gives further details about the pulse
properties. The spectral peaks are symmetric about the center frequency, fc, and there are 10 higher
peaks to both sides, with a spacing of 375 Hz. The magnitudes of the peaks are not uniform, but could
be calculated using Bessel functions [CA98]. The beneﬁt of such a comb spectrum is that the energy
is not concentrated to a single peak anymore, but spread out. Following the Wiener-Khinchin theorem
and the ambiguity volume rule, this reduces the Q-function around the zero Doppler. As a consequence,
there are Doppler ambiguities at multiples of ±4.02 m/s or equivalently at fD = 375 Hz. The Doppler
ambiguities are directly related to the modulation frequency fm and the velocity. The position of the
ﬁrst ambiguity peak can be calculated via (2.8)
vamb =
fmc
2fc
. (3.36)
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Figure 3.5: Ambiguity diagram of a Hann windowed SFM signal with T = 100 ms, fm = 375 Hz, β = 9,
and BW = 7500 Hz.
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Figure 3.6: Autocorrelation plots for 70 kHz Hann windowed CW and SFM signals with T = 100 ms,
fm = 375 Hz, β = 9, and BW = 7500 Hz.
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Figure 3.7: Characteristic plots for a Hann windowed SFM signal with T = 100 ms, fm = 375 Hz, β = 9,
and BW = 7500 Hz.
These Doppler ambiguities can be conﬁrmed with a SFM ambiguity diagram using fm = 240 Hz, β = 14,
shown in Fig. 3.8. The parameters fm and β can be freely chosen, but their eﬀect to the performance is
that of an another trade-oﬀ. Given a bandwidth, BW , N spectral peaks ﬁt into that frequency range
N =
BW
fm
+ 1 = 2(β + 1) + 1 , (3.37)
where the second equality is determined via (3.35). If the frequency spacing, fm, is too close, then the
Doppler ambiguities will start to overlap. On the other hand, as the spacing increases, the gain versus
CW signal decreases. Hence, the parameter should be selected with care.
As mentioned earlier, the design goal of the SFM signal is to reduce the reverberation level near the
zero velocity range, by shifting some of the ambiguity to velocities of no interest. The eﬀectiveness of
the design can be seen from the Q-function plot, shown in Fig. 3.7b. Two signiﬁcant properties can be
observed. Firstly, the reverberation level for the zero velocity has reduced to −18 dB from −3.5 dB,
compared to that of the Hann windowed CW signal. Secondly, one can see that at about ±2 m/s the
Q-function starts to increase. This concurs with the fact that the ﬁrst Doppler ambiguities will be at
±4.0 m/s. It is of importance to be noted that the small peaks at ±2.2 m/s are inaccuracies due to the
Doppler shift implementation and can be ignored.
Another way to generate a signal with a comb like spectrum, is to superimpose multiple CW signals,
which results in the co-called Cox comb.
3.2.3 Cox Comb
The Cox comb is a superposition of multiple single frequency sinusoids [CL94]
s(t) = w(t)
N∑
n=1
exp[j2pifn(t+ α)] . (3.38)
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Figure 3.8: Ambiguity diagram of a Hann windowed SFM signal with T = 100 ms, fm = 240 Hz, β = 14,
and BW = 7500 Hz.
The frequencies are determined by
fn =
{
fc −BW/2, for n = 1
fn−1 + rn−2∆f, for n ∈ {2 . . . N}
(3.39)
where the ∆f is the spacing between the two lowest frequencies and α is an arbitrary time shift parameter
that can be used to reduce the peak-to-average power ratio (PAPR) [CA98]. The value of r is slightly
larger than one, leading to an increasing frequency step. The idea behind using non-equal frequency steps
follows from two diﬀerent eﬀects. First, given equal frequency steps the component signals are harmonics
shifted in frequency and experience periodic constructive and destructive superposition. Consequently,
the signals add coherently after a certain period, leading to a non-uniform amplitude envelope, with
greatly increased PAPR. Hence, in order to avoid this coherent superposition, non-equal frequency steps
can be used. The signal will still have a non-uniform envelope, but the maximum level will be reduced.
Additionally, due to the non-periodic structure of the superimposed signal, the secondary peaks in the
autocorrelation function will be reduced, providing an improved range resolution. Secondly, the Doppler
shift is frequency dependent and unless the frequency steps are matched to the Doppler shift the width of
the Doppler ambiguities will be increased. In order to achieve the best ﬁt, the frequencies should follow
the geometric progression, given by r = 1 + ∆f/f1 [CL94].
The ambiguity diagram of a Hann windowed Cox comb of duration 100 ms with r following the
geometric progression, ∆f = 375 Hz, N = 20, fc = 70 kHz and BW = 7500 Hz is shown in Fig. 3.9.
The ambiguity diagram looks nearly identical to that of SFM signal in Fig. 3.5. The main diﬀerence
between the two is that the range sidelobes for the Cox comb case are smeared and consequently reduced
by 6 − 10 dB, because of the eﬀect of non-equal frequency steps mentioned earlier. The PSD, shown
in Fig. 3.10a, demonstrates the comb like spectrum of the signal. Due to the fact that the Cox comb
transmit signal is a pure superposition of multiple single tone sinusoids, all the peaks in the spectrum
are of equal magnitude. The position of the peaks are predeﬁned by the selection of fn. In case of r
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Figure 3.9: Ambiguity diagram of a Hann windowed Cox comb signal with T = 100 ms, ∆f = 375 Hz,
N = 20, and BW = 7500 Hz.
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Figure 3.10: Characteristic plots for a Hann windowed Cox comb signal with T = 100 ms, ∆f = 375 Hz,
N = 20, and BW = 7500 Hz.
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following the geometric progression, the BW can be calculated by
BW = ∆f
N−2∑
n=0
rn = ∆f
(
1− rN−1
1− r
)
. (3.40)
The reverberation processing performance of a Cox comb signal according to the Q-function, shown in
Fig. 3.10b, is the same as that of an SFM signal and in the central section the two curves overlap.
The Cox comb seems to have several beneﬁts over SFM, like reduced range sidelobes and much better
conﬁned PSD with equal power distribution among the spectral peaks. Nonetheless, the Cox comb also
has a signiﬁcant drawback. Due to the superposition of N sinusoids, the PAPR of the signal is high.
Depending on the ampliﬁers, this can lead to severe non-linear eﬀects and to signiﬁcant performance
degradations. In practical systems the PAPR is an important issue and hence, the SFM signal design is
preferred over the Cox comb design [CA98].
3.3 Sequence of CW Signals
As mentioned earlier, the duration and bandwidth of the CW signal are directly related by BW = 1/T ,
creating a direct trade-oﬀ between range and Doppler resolution. The ACF of the SFM signal had the
same envelope as that of the CW signal, but with ﬁner details that in some conditions would result in an
improved range resolution. This improvement comes from the increased bandwidth of the SFM signal.
In general, a broadband signal provides a certain pulse compression compared to a narrowband signal of
the same duration. The range resolution of a narrowband signal is related to its pulse duration T ,
Snarrow =
cT
2
, (3.41)
while for a broadband signal the range resolution is related to its coherence time Tc
Sbroad =
cTc
2
, (3.42)
where the coherence time is Tc = 1/BW . That leads to the pulse compression ratio (PCR)
PCR =
Snarrow
Sbroad
=
2cT
2cTc
= T ·BW , (3.43)
which describes the ratio between the range resolution of an unmodulated pulse and that of a modulated
pulse of the same length. As the compression ratio is given by the product of time and bandwidth, then
often in the literature the time-bandwidth (BT ) product is brought out as a relevant signal parameter.
The CW signal has a BT = 1 and one way to increase the BT product would be to periodically repeat
the transmit signal, creating a pulse train.
3.3.1 CW Train
The basic CW train repeats a short CW pulse with a certain period T ,
s(t) =
N∑
n=1
s1(t− nT ) , (3.44)
where N deﬁnes the number of repetitions. The base CW pulse has a duration of T1 and is given by
s1(t) =
{
exp(j2pifct), for 0 ≤ t ≤ T1
0, otherwise .
(3.45)
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In order to understand the principle of a CW train, let us ﬁrst look at the time-frequency relation of a
periodic signal. An arbitrary periodic function x(t), can be represented by convolving the signal xT (t),
that withholds one period of the periodic function, with an impulse train p(t) =
∑
n δ(t− nT ),
x(t) = xT (t) ∗ p(t) = xT (t) ∗
∞∑
n=−∞
δ(t− nT ) =
∞∑
n=−∞
xT (t− nT ) . (3.46)
The spectrum of x(t) is the result of the multiplication of the spectra of xT (t) and p(t):
x(t) = xT (t) ∗ p(t) F⇐⇒ X(f) = XT (f)P (f) . (3.47)
Given that the spectrum of xT (t) is known and utilizing the fact that the spectrum of an impulse train
is also an impulse train,
P (f) =
∞∑
n=−∞
exp(−j2pinTf) = 1
T
∞∑
n=−∞
δ
(
f − n
T
)
, (3.48)
the spectrum of a periodic signal is given by
X(f) = XT (f)
(
1
T
∞∑
n=−∞
δ
(
f − n
T
))
. (3.49)
In other words, X(f) is a sampled version of XT (f), with spectral lines at multiples of f = 1/T . Given
that xT (t) is a rectangular pulse, the evolution of the spectrum of a periodic train of rectangular signals
is shown in Fig. 3.11. Now coming back to the CW train signal, the only thing that changes in the
t
xT (t)
∗
t
p(t)
=
t
x(t)
f
XT (f)
×
f
P (f)
=
f
X(f)
Figure 3.11: Evolution of the spectrum of a periodic signal.
evolution of the spectrum of the signal, s(t), is that the periodic signal x(t) is time-limited or multiplied
with a rectangular window of duration NT . This multiplication in time domain leads to a convolution
in frequency domain. Therefore, instead of a train of impulses, S(f) will consist of sinc functions with
zero crossings at 1/NT . Knowing the shape of the spectrum of the CW train signal, it becomes evident,
why using a train improves the time-bandwidth product of the signal. Compared to the short CW signal
of duration T1, the new signal has a duration NT , while having the same bandwidth as the short CW
signal, resulting in a BT product of NT/T1, instead of BT = 1.
In the following, a CW train signal, with center frequency at 70 kHz, repetition period of T = 20 ms,
50% duty cycle (T1 = T/2), and N = 5, is considered. The ACF of such a CW train of total duration of
Tt = 100 ms, is shown in Fig. 3.12.
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As the envelope of the signal s(t) is a sequence of rectangles, the ACF should be a sequence of triangles
with decreasing amplitudes. One could draw a line through the triangle peaks which would correspond
to the ACF of a signal CW pulse of duration NT . Eﬀectively, due to the shorter base CW pulse, s1(t),
the range resolution has been increased by a factor of NT/T1 = 2N . Fig. 3.13a shows the spectrum of
s(t). As expected, the spectrum consists of sinc functions, spaced in 1/T Hz steps and the peaks sample
a sinc function with zero-crossings at 1/T1 Hz. The Q-function, shown in Fig. 3.13b, simply conﬁrms the
existence of Doppler ambiguities and that the width of the peaks is related to the total pulse duration
Tt.
In conclusion, given that one compares the CW train signal with a CW pulse of the same duration NT ,
the frequency resolution is the same, but the range resolution has been improved by a factor of NT/T1.
However, ambiguities both in frequency and time domain have appeared and that sets a constraint on
the applicability of the signal design.
The CW train still consists of repetitions of single frequency sinusoidal signals, where diﬀerent signal
sections are identical and have a high correlation value. In order to alter this, one could use a train of
CW pulses with diﬀerent center frequencies  Costas codes.
3.3.2 Costas Codes
The Costas code [Cos84] signal is a sequence of CW pulses with diﬀerent center frequencies
s(t) =
N∑
n=1
sn(t− nT ) , (3.50)
where
sn(t) =
{
exp(j2pifnt), for 0 ≤ t ≤ T
0, otherwise
(3.51)
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Figure 3.12: Normalized autocorrelation function for a rectangular windowed CW train signal with
T = 20 ms, 50% duty cycle, and N = 5.
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Figure 3.13: Characteristic plots for a rectangular windowed CW train signal with T = 20 ms, 50% duty
cycle and N = 5.
and the total pulse duration is Tt = NT . The frequency of each of these sub-pulses is given by [BT88]
fn = f0 + cn∆f n = 0, 1, . . . , N − 1 , (3.52)
where f0 is the starting frequency and cn is a value from a set of ordered integers that have certain
properties: the diﬀerence between adjacent integers should be unique and the unique diﬀerence also
applies for integers apart by any value L [Cos84]. One possibility to generate the integers is to use the
Welsch theorem that utilizes the primitive root modulo prime n "algorithm". An example Costas array
for N = 10, also called "Welch-10", is generated via [GT84]
cn = g
n mod p n = 1, . . . , N , (3.53)
with parameters p = 11 and g = 2 is:
cn = [2, 4, 8, 5, 10, 9, 7, 3, 6, 1] . (3.54)
Various Costas array construction methods exist and a good overview of possible orderings is given in
Costas original paper [Cos84] and further analysis is presented by Golomb in [GT84]. The Costas signal
design aims for a pulse with constant envelope and each frequency component appearing only once. The
selection of the frequency sequence, implemented via cn, assures that the designed signal pulse has low
cross-correlation with Doppler shifted versions of itself. In Costas [Cos84] paper the ∆f is deﬁned as
∆f =
1
T
, (3.55)
where T is the duration of the sub-pulse. Such a ∆f selection fulﬁlls the orthogonality condition, where
for zero Doppler the peak of the cross-correlation function of each sub-pulse aligns with the zeros of
other sub-pulse cross-correlation functions. In this case high secondary peaks, also known as grating
lobes, are avoided. These peaks stem from constructive superposition of various components. However,
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this imposes a constraint to the pulse design. The sub-pulse duration, bandwidth, and the number of
sub-pulses are related via the frequency step, ∆f :
∆f =
1
T
and BW = N ·∆f . (3.56)
Assuming that the total signal duration is ﬁxed (Tt = NT ), then if BW is increased, the number of
sub-pulses together with ∆f have to be increased, while the sub-pulse duration has to be decreased. In
case the orthogonality condition is fulﬁlled, the BT product will be ((N/T ) · NT = N2). In order to
increase the BT product, one can increase the BW disregarding the orthogonality constraint. Meaning
the frequency step is deﬁned only by BW and the number of sub-pulses:
∆f =
BW
N
. (3.57)
The new BT product is increased by a factor of BW ·T/N or by the ratio between the new and previous
bandwidth. On the other hand, grating lobes will appear in the autocorrelation function and the number
of signiﬁcant peaks will be determined by the BT increment factor. Fig. 3.14 shows the central section of
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Figure 3.14: Autocorrelation plots for rectangular windowed Costas code signals with T = 100 ms, and
N = 10.
the autocorrelation functions for Costas codes with various ∆f values. In Fig. 3.14a the solid blue curve
corresponds to the case where ∆f fulﬁlls the orthogonality condition given in (3.55). One can see that
indeed there is only one higher peak in the ±10 ms range. The green dashed curve is for ∆ = 200 Hz
selection that no longer fulﬁlls the orthogonality condition and as mentioned before, in such case grating
lobes will appear. Two peaks at ±5 ms can be clearly identiﬁed. Likewise, the BT product increment
can be conﬁrmed from the plot. If for ∆f = 100 Hz the −3 dB width is approximately 1 ms, then
for ∆f = 200 Hz the width has been reduced to 0.5 ms. Another eﬀect worth pointing out is that
the peak sidelobe level decreases with increasing BW . In Fig. 3.14b an identical plot is shown for the
∆f = 750 Hz selection. As expected, there are 7 grating lobes at both sides, but the peak sidelobe level
has been reduced from around −20 dB to −40 dB. The sidelobe level reduces, as due to the increased ∆f ,
the spectral peaks corresponding to each sub-pulse no longer overlap in the PSD. The range resolution
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of Costas code pulses is very good. Even with multiple grating lobes the autocorrelation function has
higher values maximally in the range of ±10 ms and then there is a plateau where the sidelobes have a
constant level. However, the Doppler resolution is determined by the duration of the sub-pulse. Even for
a Costas code with length N = 10, the signal's Doppler resolution compared to that of CW or SFM is
reduced by a factor of N . Meaning, the Doppler resolution of the signal is unsuitable for enhancing the
reﬂections from slow moving divers against the stationary reverberation.
The ambiguity diagram of a Hann windowed Costas code signal with code length N = 10, BW =
7500 Hz, and duration of 100 ms is given in Fig. 3.15. The 10 pulse structure is clearly evident and most
of the ambiguity has been shifted from range to Doppler domain. In this case, the rectangular window
instead of a Hann window is used, because the Hann window over the complete pulse would diﬀerently
weight the sub-pulses, resulting in a non-uniform comb spectrum. The PSD and Q-function are given in
Fig. 3.16. The PSD has a comb like shape, with peaks at fn. Comparing the given spectrum to that of
SFM or Cox comb, then there are a few diﬀerences. First, the width of the spectral peaks are widened
by a factor of N , due to the reduced sub-pulse lengths. Secondly, the peak-to-valley diﬀerence is only
around 20 dB, when for SFM and Cox comb signals the diﬀerence is around 90 dB. Instead of applying
the Hann window over the whole signal, each of the sub-pulses could be Hann windowed in order to
reduce the spectral leakage, greatly lowering the range sidelobe levels and increasing the peak-to-valley
separation in the PSD. Ambiguity, PSD and Q-function plots are shown in the appendix. The drawback
of Hann windowing the sub-pulses is that the signal envelope will no longer be constant.
For reverberation limited diver detection systems, the suitability of Costas codes signal design can
be seen from the Q-function. Due to the widening of the Doppler main lobe, the Q-function is basically
ﬂat over the ±3 m/s range. The reverberation processing performance could be somewhat improved by
Hann windowing the individual sub-pulses, but even then the signal does not have the required Doppler
resolution.
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Figure 3.15: Ambiguity diagram of a rectangular windowed Costas code signal with T = 100 ms, BW =
7500 Hz, and code length N = 10.
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Figure 3.16: Characteristic plots for a rectangular windowed Costas code signal with T = 100 ms,
BW = 7500 Hz, and code length N = 10.
3.4 FM Signals
In the previous section on the class of CW signals, all signal designs were based on a constant frequency
sinusoid. Various modiﬁcations were described that aimed to improve the range resolution of the base
signal or its reverberation processing performance near the zero velocity. The SFM and Cox comb
signal designs presented a high pulse compression (BT ) factor, but eﬀectively the range resolution was
dominated by high secondary peaks that appear due to the underlying CW pulse shape. As mentioned
earlier, the term BT factor comes from the fact that the range resolution of a modulated pulse is reduced
from T to approximately its coherence time, Tc = 1/BW , providing a compression factor of T · BW ,
cf. (3.43). In case of frequency modulated signals, their instantaneous frequency is constantly changing
and in general, the 1/BW coherence time is valid over the whole pulse length, unlike to SFM, where the
signal repeats itself after a certain period, determined by the modiﬁcation frequency. In the following,
a selection of FM designs is analyzed and for all signals the frequency is selected to be monotonically
increasing (also known as up-sweep).
3.4.1 Linear FM
In case of linear frequency modulation (LFM), the instantaneous frequency f(t) varies linearly with time:
f(t) = f0 + kt , (3.58)
where f0 is the starting frequency and
k =
BW
T
(3.59)
deﬁnes the slope of the frequency function. In time domain, the LFM signal is given by
s(t) = w(t) exp
(
j2pi
(
f0t+
BWt2
2T
))
, (3.60)
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where T is the pulse duration and the instantaneous phase is given by the integration over the instan-
taneous frequency f(t), multiplied with 2pi. As mentioned earlier, the coherence time for frequency
modulated signals is Tc = 1/BW , meaning that if the signals are shifted in time by more than Tc,
then the correlation between the shifted and unshifted signal reduces signiﬁcantly. This is visualized in
Fig. 3.17, by means of the autocorrelation function. Compared to the autocorrelation functions for CW
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Figure 3.17: Autocorrelation plots for an LFM signal with T = 100 ms, BW = 7500 Hz, and various
windowing.
based signals, it is obvious that the width of the main lobe is greatly reduced. The ﬁgures also show
the signiﬁcance of windowing. This again shows the duality between the time and frequency domain.
Previously, for the CW signals windowing was introduced to shape the spectrum, then for LFM signals
an identical eﬀect can be seen in the time domain in the form of sidelobe reduction in the autocorrelation
function. Fig. 3.17b shows the suppression of the sidelobes, while broadening the main lobe. The ACFs
−3 dB width of rectangular windowed LFM is 0.12 ms and for Hann windowed LFM the width is 0.25 ms.
In literature, the ACFs −3 dB width of an LFM signal is given by 0.88/BW , or 0.117 ms in combination
with BW = 7500 Hz that complies with the measured value (rectangular window). However, the major
diﬀerence is in the sidelobe levels. At around 1.5 ms delay, the corresponding values are at −31 dB and
at −103 dB. In comparison, a CW signal with the same −3 dB width according to Sec. 3.2.1 would have
to have a duration of T = 1.17 · 10−4/0.6 ms = 1.95 · 10−4 ms ≈ 0.2 ms, reducing the transmitted signal
energy by a factor of 500.
FM signals are well known for two properties, their very good range resolution and their Doppler
invariance. As explained earlier in the section about the ambiguity diagram, the Doppler eﬀect can be
described by resampling of the signal by a factor η ≈ 1 + 2v/c, given in (3.23). Hence, when initially the
instantaneous frequency of LFM signal is given by (3.58), then for a Doppler shifted signal, by inserting
t = ηt into (3.60) and taking the time derivative of the phase modulation function divided by 2pi [Col96],
the instantaneous frequency becomes
fD(t) = f0η + kη
2t . (3.61)
The Doppler eﬀect does not just shift the frequency by a constant factor η, the ﬁrst term in (3.61),
36 Chapter 3. Transmit Signals
but it also alters the rate the frequency changes over time, the second term. As an illustration, the
instantaneous frequencies of an LFM and an LFM signal reﬂected from a target moving with 10 m/s, are
shown in Fig. 3.18, where the LFM signal has a center frequency of 1 kHz and a bandwidth of 750 Hz.
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Figure 3.18: Instantaneous frequency of an LFM signal reﬂected from a target moving with various
speeds, center frequency at 1 kHz and BW = 750 Hz.
Due to the modiﬁcation of the rate the frequency changes over time, there is no time shift when the
two frequency functions would exactly align. Instead there is a certain timespan when diﬀerent parts of
the function coincide. This leads to a certain mismatch that is clearly visible in the normalized cross-
correlation function, shown in Fig. 3.19. Instead of a single peak, as seen for the autocorrelation function
plotted in blue, the cross-correlation function in red is shifted by a certain delay to compensate for the
Doppler frequency shift. The peak becomes smeared and the maximal value is reduced by a factor of 4.
The peak correlation reduction depends on the frequency slope k, pulse duration T , and on the velocity.
In this case, the parameters are purposely selected such that the Doppler shift eﬀect would be more
visible. In general, this mismatch is considered relatively small and in many applications is ignored. In
order to reduce the mismatch, a diﬀerent frequency function could be used that leads to the hyperbolic
FM signal, introduced in the next subsection.
As the LFM signal is nearly Doppler invariant, the ambiguity diagram will be a thin line over the
velocities of interest, shown in Fig. 3.20. The line is slightly diagonal, due to the time shift needed
to match the frequency shift of the Doppler eﬀect. This property leads to a certain range estimation
error, which depends on the velocity of the target. The error can be compensated, if the system is
able to estimate the velocity by some algorithm. Essentially, the Doppler mismatch for LFM increases
with increasing velocity (widened peak and lower maximal value), but in the ±3 m/s range, the eﬀect is
marginal.
The PSD plots for LFM with rectangular and Hann window are shown in Fig. 3.21. In the left ﬁgure,
one can see the well known band-limited spectrum with ripples at the edge frequencies and the beginning
of the conversion to the spectral ﬂoor, caused by the rectangular windowed pulseform in time domain.
For the Hann windowed signal, the PSD levels outside of the signal's bandwidth are greatly reduced,
providing a much better conﬁned spectrum.
The ambiguity diagram already showed the Doppler invariance of the LFM signal in the velocity range
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Figure 3.19: Normalized cross-correlation function of an original LFM signal and a signal reﬂected from
a target moving with various speeds, T = 1 s, fc = 1 kHz, and BW = 750 Hz.
−0.1 −0.05 0 0.05 0.1−3
−2
−1
0
1
2
3
Delay [s]
V
el
o
ci
ty
[m
/s
]
−60
−50
−40
−30
−20
−10
0
Figure 3.20: Ambiguity diagram of a Hann windowed LFM signal with T = 100 ms and BW = 7500 Hz.
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Figure 3.21: Power spectrum for LFM signals with T = 100 ms, BW = 7500 Hz, and various windowing
functions.
of interest. Therefore, the Q-function results for an LFM signal, shown in Fig. 3.22, are as expected 
nearly ﬂat over the velocity range. Even when looking at a much wider velocity range of ±30 m/s, the
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Figure 3.22: Q-function for LFM signals with T = 100 ms, BW = 7500 Hz, and various windowing
functions.
Q-function curves are nearly ﬂat. The maximal correlation value reduces with increasing velocity, but
on the other hand the width of the line in the ambiguity diagram is increased, meaning the integration
result stays nearly constant.
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3.4.2 Hyperbolic FM
As mentioned earlier, the LFM signal has a certain mismatch when the reﬂected signal is Doppler shifted.
Basically, the Doppler frequency shift, fD, is frequency dependent and therefore for frequency modulated
signals, fD is non-constant. Previously, it was shown that the instantaneous frequency function of a
Doppler shifted signal, fD(t), can not be matched by the instantaneous frequency function, f(t), of an
LFM signal with any time shift, leading to a correlation loss. In order to avoid this loss, the frequency
function should fulﬁll the following condition [Kro69]:
f(t) = fD(t− t0) , (3.62)
where t0 = fD/k is the time shift needed to match the Doppler frequency shift. When following the
derivation in [Kro69], the desired frequency modulation turns out to be a hyperbolic one, given by
f(t) =
1
1/f0 + kt
=
1
T0 + kt
, (3.63)
where T0 is the carrier period at t = 0. As the instantaneous frequency is the inverse of the instantaneous
period T (t) [Kro69], then
T (t) = T0 + kt . (3.64)
Instead of a linearly increasing frequency, this signal has a linearly increasing period. Therefore, this
signal is also called linear period modulation (LPM) [Kro69].
Given that f0 is selected to be the starting frequency and the time t varies from 0 to T , then k is
given by
k = − BW
f0T (f0 +BW )
. (3.65)
When integrating (3.63) over time t, the hyperbolic FM (HFM) signal in time domain is given by
s(t) = w(t) exp
(
j
2pi
k
ln(1 + kf0t)
)
, (3.66)
where the phase follows a logarithmic modulation. Hence, some authors also call it logarithmic phase
modulation [Tho62, Min02]. The name hyperbolic FM (HFM) or hyperbolic chirp seems to be most
widely used and follows the convention that the name is based on the frequency function of the signal.
By inserting t = ηt into (3.66), the Doppler shifted HFM signal can be written as
s(ηt) = w(ηt) exp
(
j
2pi
k
ln(1 + kf0ηt)
)
. (3.67)
Again taking the time derivative of the phase modulation function divided by 2pi, the frequency function
becomes
fD(t) =
η
T0 + kηt
=
1
T0/η + kt
(3.68)
and therewith the instantaneous period function is given by
TD(t) = T0/η + kt . (3.69)
The Doppler shift causes just a constant shift in the period function that can be matched by a certain
time shift. The time shift τ can be calculated by solving the following equation
T (t) = TD(t+ τ) . (3.70)
40 Chapter 3. Transmit Signals
Extending the above equation with (3.64) and (3.69), the equality becomes
T0 + kt = T0/η + k(t+ τ) . (3.71)
Solving the equation for τ , gives
τ =
T0(1− 1/η)
k
, (3.72)
that is the time shift, when the two functions align. The instantaneous period and frequency functions
of an illustrative HFM signal are given in Fig. 3.23. Consequently, the FM signal becomes truly Doppler
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Figure 3.23: Instantaneous period and frequency of a HFM signal reﬂected from a target moving with
various speeds, center frequency at 1 kHz, and BW = 750 Hz.
invariant, without a mismatch correlation loss in the matched ﬁlter. The normalized cross-correlation
function of an LFM signal is shown in Fig. 3.24. The cross-correlation peak for the Doppler shifted
reﬂection is a peak shifted in time. The residual loss in the correlation comes from the edges of the
frequency function. This eﬀect could be compensated at the receiver side, by extending the frequency
range of the reference signal [Col96]. The ambiguity diagram, PSD and Q-function plots are nearly
identical to those of LFM in the ±3 m/s range and hence, are not repeated.
The HFM signal is the optimal choice, if a wide range of target velocities should be covered and if
the channel is not reverberation limited. In such case, Doppler processing is not necessary and the signal
provides excellent range resolution and Doppler invariance.
3.4.3 Exponential FM
Exponential FM, also known as exponential chirp signal, is another FM signal design that tries to reduce
the Doppler induced mismatch of the LFM signal. The instantaneous frequency, f(t), of the signal varies
exponentially with time
f(t) = f0k
t , (3.73)
where k is given by
k =
(
f0 +BW
f0
) 1
T
. (3.74)
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Figure 3.24: Normalized cross-correlation function of an original HFM signal and a signal reﬂected from
a target moving with various speeds.
In time domain, the exponential FM signal is given by
s(t) = w(t) exp
(
j2pif0
(
kt − 1
ln(k)
))
. (3.75)
The frequency function follows the idea that the Doppler frequency shift, fD, increases with increasing
signal frequency. However, as illustrated in Fig. 3.25 the exponential frequency functions only approaches
the optimal hyperbolic frequency function. Indeed, the exponential chirp will have a smaller mismatch
caused by Doppler than LFM, but the signal is not Doppler invariant.
Essentially, the exponential FM signal has no beneﬁts over the HFM signal design and therefore,
further analysis is not conducted.
3.4.4 Doppler Sensitive FM
If the HFM and the exponential FM signal designs aimed to remove or reduce the mismatch introduced
by the Doppler eﬀect, then the Doppler sensitive FM signal design does the opposite, it enhances the
mismatch. The idea behind Doppler sensitive FM pulses is to keep the very good range resolution of the
FM signal and to add a certain level of Doppler resolution to it. The Doppler sensitive FM pulse was
ﬁrst introduced by Rosenbach and Ziegenbein [RZ96] and later extended by Collins in [Col96, CA98]. In
[Col96], the frequency function of the signal is given by
f(t) = f0 +BW −BW
(
1− t
T
)α
, (3.76)
where α is a variable greater or equal to one. In the case of α = 1, the frequency function becomes linear.
For any α value greater than one, the signal becomes Doppler sensitive, where the eﬀect increases with
the value of α. Common α values are 2 and 4. In time domain the Doppler sensitive FM signal is given
by
s(t) = w(t) exp
(
j2pi
[
f0t+BWt− BW (T − t)
α+1
(α+ 1)Tα
])
. (3.77)
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Figure 3.25: Instantaneous frequency of diﬀerent FM signals.
The comparison of the instantaneous frequency functions of diﬀerent FM signals is shown in Fig. 3.26.
The α value for the Doppler sensitive FM signal in the ﬁgure is two. The frequency function of the Doppler
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Figure 3.26: Instantaneous frequency of diﬀerent FM signals.
sensitive FM signal looks like a mirrored version of the hyperbolic FM signal. This disparity leads to the
eﬀect that with increasing Doppler, the peak correlation value reduces signiﬁcantly and the correlation is
spread over a wider timespan. The ambiguity diagram in Fig. 3.27 clearly conﬁrms the expectation. One
might be tempted to modify the frequency function to be even more extreme, yet eventually as the slope
at the beginning of the frequency function increases, the majority of the frequency sweep is done at the
very beginning of the pulse. This however, can lead to problems in practical high-power transmitters,
where certain time is needed to reach maximal power levels and therewith will alter the pulse-shape and
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Figure 3.27: Ambiguity diagram of a Hann windowed Doppler sensitive FM signal with T = 100 ms,
BW = 7500 Hz, and α = 2.
its eﬀectiveness.
In order to see the direct eﬀect of Doppler on various FM signal designs, Fig. 3.28 shows the maximal
cross-correlation value over a wide range of velocities for diﬀerent signals. Even though the HFM signal
is Doppler invariant, as mentioned before, the cross-correlation still has a slight degradation due to the
diﬀerent frequency ranges of the two corresponding signals. At a target velocity of 20 m/s the cross-
correlation peak for the Doppler sensitive FM signal is roughly 20 dB lower than that of a stationary
target. Nevertheless, comparing these results to signals like CW or SFM, where a similar peak level
reduction is achieved at 0.25 m/s, then it becomes clear why one talks about Doppler sensitive signals
and not of Doppler selective signals. Especially, when considering velocities relevant to diver detection,
±3 m/s, then these peak value reductions become even more insigniﬁcant. Additionally, the maximal
correlation value is just one aspect. The frequency components of the original and Doppler shifted signals
are largely still the same, they just might not align at a single time shift, but over a longer time interval.
Meaning the correlation is not reduced, but relocated. Therefore, the Q-function for all the introduced
FM signals is nearly ﬂat over the velocities and thus, in environments with high reverberation these
signals can not utilize Doppler processing, to improve detection of moving targets.
3.5 Random Signals
The last important class of pulses are random signals. The goal of these designs is to generate random
sequences that have near ideal autocorrelation properties, in order to achieve very good range resolution.
The concept is built on the fact that the correlation will be high only if the patterns of the two signals
match. This means that also the Doppler shift will alter the signal enough to destroy the match and
lower the correlation. These two properties lead to the well known thumbtack-like ambiguity diagram,
where in the center there is a narrow peak in both the time and velocity axis, surrounded by a reduced
constant sidelobe level over the whole axis range.
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Figure 3.28: Maximal cross-correlation value over the velocities for diﬀerent Hann windowed FM signals.
3.5.1 Barker Codes
In 1953, Barker introduced a set of binary sequences that possess ideal autocorrelation properties [Bar53].
These codes were used for synchronization purpose in telecommunications. The binary Barker codes con-
sist of ±1's entries, meaning the corresponding signals have a constant amplitude with a phase alternating
between 0 and pi. The autocorrelation function of a length N Barker code satisﬁes
|Rx(τ)| =
{
N, for τ = 0
≤ 1, otherwise.
(3.78)
In other words, the sequence has maximal correlation of N at zero shift and for all other shifts the value
is zero or one. Binary Barker codes for lengths N = 2, 3, 4, 5, 7, 11 and 13 are known. Table 3.1 lists
all known Barker codes (excluding reversed sequences and inversions) and gives the corresponding peak
sidelobe level (PSL) in dB [Pac09]. Due to the design constraint, given in (3.78), the PSL equals 1/N .
Two example autocorrelation functions for N = 5 and 13 are shown in Fig. 3.29. The longest Barker
code with N = 13 has a PSL level of −22.3 dB. Barker codes are often used because of their good
autocorrelation property. However, the length of Barker codes is limited to N = 13. Therefore, if a
CW signal is modulated with a Barker code, then the range resolution of the resulting pulse is limited
Table 3.1: Known Barker Codes
Length Codes PSL [dB]
2 +1− 1, +1 + 1 −6.0
3 +1 + 1− 1 −9.5
4 +1− 1 + 1 + 1, +1− 1− 1− 1 −12.0
5 +1 + 1 + 1− 1 + 1 −14.0
7 +1 + 1 + 1− 1− 1 + 1− 1 −16.9
11 +1 + 1 + 1− 1− 1− 1 + 1− 1− 1 + 1− 1 −20.8
13 +1 + 1 + 1 + 1 + 1− 1− 1 + 1 + 1− 1 + 1− 1 + 1 −22.3
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Figure 3.29: Autocorrelation plots for Barker codes with various lengths N .
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Figure 3.30: Concatenating a length 4 Barker code with a length 2 Barker code.
by the bit length, in this case 1/13th of the pulse duration. In order to improve the range resolution,
longer sequences are required. One way to achieve this is to compound multiple Barker codes. This way,
for example, every bit/symbol of a length 13 Barker code is "coded" by a length 13 Barker code (code
in code), giving a sequence of length 13 · 13 = 169. The concatenation principle is shown in Fig. 3.30,
where a length 4 barker code is concatenated with a length 2 code. The compound codes improve the
compression gain, but the peak sidelobe level will stay unchanged. The 13 ◦ 13 compound Barker code
provides the longest sequence with a single concatenation, yet more than two codes can be concatenated
to generate even longer codes.
In order to compare the Barker code to previous signal designs, a 13 ◦ 13 ◦ 5 code concatenation is
selected that generates a code of length 845. The Barker code is used to modulate a CW signal. Given
that the pulse duration is 100 ms, then the CW with the code of length 845 has a bandwidth of 8450 Hz.
Fig. 3.31a shows the autocorrelation function for the 13 ◦ 13 ◦ 5 compound Barker code and Fig. 3.31b
shows the ACF for the 100 ms modulated CW pulse. The ACF of the bit sequence has a single bit peak
at zero delay. Followed by two 14 dB lower peaks at τ = 2, 4 samples (plus the same for negative delays).
These two peaks are related to the length 5 Barker code. If one chooses to ignore these two peaks, then
the PSL level of the length 845 compound Barker code is at −22.3 dB, that of the length 13 Barker code.
However, at the same time the range resolution is just a single bit. When modulating the CW signal with
the Barker code, then as can be seen from Fig. 3.31b, the ACF largely preserves the structure that the
bit sequence has. Additionally, knowing the periodic structure of the correlation function, the secondary
peaks could be removed by later signal processing steps. The −3 dB width of the ACF is just 0.07 ms
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Figure 3.31: Autocorrelation plots for a length 845 compound Barker code or for a CW signal modulated
with the same Barker code.
or 0.6Tb, where Tb is the duration of one bit in the CW signal. However, the signal has a bandwidth
of 8450 Hz and the spectrum of a modulated CW signal is not well conﬁned, meaning the true used
bandwidth (due to pi phase shifts) is bigger. If the signal would be bandlimited by a bandpass ﬁlter,
then the −3 dB ACF width would be identical to that of an LFM signal, namely 0.88/BW . Clearly, the
range resolution of such a modulated CW signal is extremely good. However, as always, it comes with
a price. The PSD of the signal is shown in Fig. 3.32a. The spectrum has a small peak at 70 kHz, but
otherwise it is fairly ﬂat in the range of ±5 kHz around the center frequency. Certainly, one could use a
bandpass ﬁlter to limit the spectral levels outside of signal bandwidth without inﬂicting big distortions
to the signal. A more important characteristic is shown in Fig. 3.32b, the inﬂuence of the Doppler eﬀect
to the Barker coded CW signal. Already at 0.5 m/s the maximum correlation is reduced by the Doppler
eﬀect by 10 dB, but it reaches a ﬂoor at −15 dB. This Doppler sensitivity together with the ACF describe
the characteristic thumbtack-like ambiguity diagram of the random signals.
The ambiguity diagram is shown in Fig. 3.33. The small peak (the stretched black dot) in the center
of the diagram is the thumbtack and it is surrounded by a sidelobe level varying between −10 to −40 dB
below the maximum. In noise dominated environments with good SNR or in cases where there are just a
few reﬂecting objects, such a thumbtack-like ambiguity peak is very beneﬁcial, as it provides very good
range resolution and a possibility to discriminate between targets with diﬀerent velocities. Yet, if the
environment is reverberation dominated, then the high sidelobe levels will mask the desired target.
The above described Barker codes are based on binary sequences. One possibility to create Barker
codes with lengths beyond 13, would be to use a base higher than two, for example three, four or six. Codes
that use more than two phase values, namely the standard 0 and pi, are called polyphase codes. Herewith,
polyphase sequences that fulﬁll the Barker condition are called polyphase Barker codes/sequences [Fra80,
BF05] and the combination of binary and polyphase sequences are called generalized Barker sequences
[GS65]. Essentially, the higher degree of freedom makes it possible to ﬁnd longer Barker codes. In [BF05],
polyphase Barker sequences up to a length of 63 are published.
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Figure 3.32: Power spectrum for a 70 kHz CW modulated with a compound Barker code and the
maximum correlation for diﬀerent velocities.
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Figure 3.33: Ambiguity diagram of a Barker coded CW signal with BW = 8450 Hz and duration of
100 ms.
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3.5.2 PRN
Pseudo-random noise (PRN) signals [May83] are a group of signals that consist of random elements and
their spectrum is ﬂat over a certain frequency range. These signals resemble white Gaussian noise and
their autocorrelation functions have a impulse-like shape. PRN signals may have an arbitrary length and
can be generated using diﬀerent methods:
 Generating a white Gaussian noise sequence of length N , where N equals the pulse duration, T ,
times the sampling frequency, and bandlimiting the signal by means of ﬁltering.
 Generating a random binary sequence of length N . Mapping the bits to ±1 values and again
bandlimiting the signal.
 Generating a random binary sequence of length BW ·T , where BW is the desired bandwidth of the
signal, and as with the Barker codes, using the sequence to modulate a CW signal of duration T .
Due to the various generation methods, it is also natural that these signals have alternative names, like
pseudo-random bit sequence (PRBS) [Col96] or binary phase-shift keying (BPSK) modulated CW signal
[JH91].
Fig. 3.34a shows the ACF of a length 750 BPSK modulated CW. Compared to the ACF of a length
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Figure 3.34: Autocorrelation plots for PRN signals, T = 100 ms and BW = 7500 Hz.
845 compound Barker code shown in Fig. 3.31a, that had a clearly visible structure, the ACF of the
PRN signal looks random. The PSL for this PRN sequence of length 750 is at −21.5 dB. Interestingly,
the PSL of the given PRN signal is higher than that of a length 13 Barker code. The random nature
of PRN signals leads to the fact that each sequence that is generated will have a diﬀerent structure and
PSL. In [Col96] it is brought out that the mean sidelobe levels of PRN signals is at 1/
√
BT , where BT
is the time-bandwidth product. For example, for a signal with a 7500 Hz bandwidth and signal duration
of 100 ms, the mean level is at −28.75 dB. Clearly the peak levels are much higher. Nevertheless, when
using randomly generated PRN signals, one can exploit the fact that each time the peak sidelobe levels
will appear at diﬀerent positions (time shifts), by averaging over multiple transmissions. Fig. 3.34b shows
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the mean ACF when averaged over multiple random signals. The PSL after averaging over 5 signals is at
−25.8 dB and after 10 realizations the PSL is at −28 dB. Therewith, with increasing number of signals
the peak sidelobe level converges to the mean level of a single signal at 1/
√
BT .
The range resolution of the PRN signals is still very good and the ambiguity diagram in Fig. 3.35 shows
a narrow peak in the center and an uniform sidelobe level in both range and Doppler axis. Nevertheless,
as also mentioned for Barker codes, in a strongly reverberation limited environment, the superimposed
sidelobe levels will mask the narrow peak at zero time shift.
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Figure 3.35: Ambiguity diagram of a rectangular windowed BPSK coded CW signal with BW = 7500 Hz
and duration of 100 ms.
Earlier, it was mentioned that PRN signals have a ﬂat spectrum in their bandwidth range and for
conﬁrmation the PSD of length 750 BPSK coded CW signal is shown in Fig. 3.36a. Hann windowing
can be used to reduce the spectral sidelobe levels, but in the ACF or in the ambiguity diagram the eﬀect
is hardly noticeable. This can be reasoned by the fact that the high sidelobe levels are caused by the
randomly correlating signal parts and not by the sharp transitions at the signal edges. The Q-function
in Fig. 3.36b conﬁrms the earlier statement that in reverberation limited environments the PRN signals
can not be used to discriminate moving targets against the stationary reverberation. Another matter to
keep in mind, is that practical transmission systems will have diﬃculties with the rapid changes in the
signal, caused by the random 180◦ phase shifts. In order to avoid the mismatch between the intended
and the transmitted signal, the pulses should be smoothed by bandlimiting the signal.
The PRN signals are quite often preferred if the system should operate below the noise level. As
the signal looks like noise and the energy can be distributed over a wide bandwidth, then the signalling
activity is harder to detect. Additionally, if for every ping a new random sequence is generated, then
jammers can not insert false targets, by repeating the signal they had previously received [Nas04].
When considering a single PRN signal, then its PSL is poor and somewhat unpredictable. One
possibility would be to search for PRN sequences that have a desired ACF or another possibility would
be to design sequences that are a priori better than the average PRN sequence. One group of signals
that have been found to have good ACF properties are called maximum length sequences.
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Figure 3.36: Characteristic plots for length 750 BPSK coded CW signals, T = 100 ms and BW = 7500 Hz.
3.5.3 Maximum Length Sequences
Maximum length sequences (MLS) or also known as M-sequences are a special sub-group of pseudo-
random sequences. These sequences are generated by linear-feedback shift-registers [Sko90]. Depending
on the shift-register length L, the maximal length of the sequence, before it starts to repeat itself, is
N = 2L − 1, wherefrom also its name. Fig. 3.37 depicts a shift-register of length 5, where the bits
from positions 3 and 5 are fed back. Not all feedback position combinations generate a maximum length
sequence. A number of suitable polynomials are listed in [PW72, Dav70, Sko90, Nas04] and Table 3.2
list one possible polynomial for each shift-register length from L = 1 . . . 10.
Interestingly, the listed MLS with L = 2, 3 are also Barker codes. Depending on the prime factors of
the MLS length N , multiple polynomials exist. However, their PSL values are not equal. For example
for L = 4, with {2, 3} the PSL is at −11.5 dB, while with {1, 3} the PSL is at −14 dB. Herewith, if one is
looking for the MLS with optimal PSL, then all possible valid polynomials have to be tested, to ﬁnd the
best. Additionally, the number of MLS becomes important, if the system should alternate its transmit
sequence for cross-talk or security reasons.
When for PRN signals the mean sidelobe level was at 1/
√
BT , then for MLS signals the same level,
1/
√
BT = 1/
√
N , is a good approximation for the peak sidelobe level. Furthermore, the shift-register can
be initialized with any non-zero vector, the output sequence will be the same, just starting at a diﬀerent
position. Commonly, the all ones sequence is used as the initialization vector. It is also possible to use
1 2 3 4 5
Output
Figure 3.37: Linear-feedback shift-register setup for MLS of maximum length 31.
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Table 3.2: Maximum length sequences
L MLS length No. of MLS Feedback positions PSL [dB]
2 3 1 {1,2} −9.5
3 7 2 {2,3} −16.9
4 15 2 {3,4} −11.5
5 31 6 {3,5} −15.9
6 63 6 {5,6} −17.9
7 127 18 {6,7} −19.2
8 255 16 {1,6,7,8} −23.5
9 511 48 {5,9} −26.2
10 1023 60 {7,10} −28.6
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Figure 3.38: Range and Doppler resolution plots for a length 511 MLS coded CW signal, T = 100 ms
and BW = 5110 Hz.
a maximum length sequence with a shortened length, for example using only the ﬁrst n symbols of the
length N sequence, but doing this degrades the PSL of the signal. If this is required, one should closer
investigate the eﬀect of clipping.
The maximum length sequences, sometimes also called pseudonoise (PN) sequences [CA98], have a
pseudo-random structure and therefore also their ACF has the properties of random sequences. The ACF
of a 100 ms CW signal coded with a MLS of length 511, L = 9 and the feedback positions at 5 and 9
is shown in Fig. 3.38a. The peak sidelobe value is at −26 dB and the ACF −3 dB width is 0.12 ms (or
0.6Tb), where Tb is the duration of one bit in the CW signal or if the signal is bandpass ﬁltered, then
would have a width of 0.88/BW . The ambiguity diagram is shown in Fig. 3.39. Interestingly, the ACF
or the cross-correlation with 0.0 m/s signal has a lower sidelobe level, than if the signal has a non-zero
velocity. Consequently, the sidelobe level for the Doppler eﬀect plot in Fig. 3.38b is higher than the
PSL for the ACF. The Q-function would still be a ﬂat line over the velocities, but for certain channel
conditions, such a thumbtack-like ambiguity function can be very desirable. For this reason the MLS are
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Figure 3.39: Ambiguity diagram of a rectangular windowed MLS coded CW signal with, L = 9, BW =
5100 Hz and duration of 100 ms.
often used for channel impulse response measurements. In conjunction with the possibility to implement
the correlator detector for MLS using the fast Walsh-Hadamard transformation [CL77], the maximum
length sequences are an attractive solution for channel impulse measurements with low complexity and
good precision.
In conclusion, random signals are designed to have a very good ACF and due to their structure they
have a thumbtack-like ambiguity function. However, recalling the constant total volume property of the
ambiguity function, cf. Sec. 3.1.2, the thumbtack has a relatively small volume. Hence, the ambiguity
has to be distributed around the peak, over a larger area. In a way, the ambiguity diagram of the MLS
coded CW signal in Fig. 3.39 visualizes this perfectly. The ACF PSL level is at −26 dB, while the
sidelobe level for any non-zero Doppler is higher. These special maximum length sequences shift some of
the ambiguity from the ACF somewhere else in the ambiguity diagram. When considering the Doppler
selectivity via the Q-function, then the volume of the central peak is too small, compared to the relatively
high sidelobe level over a much longer length. Hence, the random signals are not Doppler selective, but
Doppler sensitive, what for some tasks is enough. Finally, for direct comparison, Fig. 3.40 shows in one
plot the Doppler sensitivity of earlier analyzed random signals.
3.6 Windowing
In Sec. 3.2.1, where the CW signal was introduced, the eﬀect of diﬀerent windowing functions, namely
the rectangular and Hann windowing, was presented. In this section, the aim is to give a brief overview
of a few windowing functions and to present their main beneﬁts and drawbacks.
Essentially, if the transmit signal is time-limited, no windowing means rectangular windowing. The
Fourier transform of a rectangular shape of width T , is a sinc function, with zeros at multiples of 1/T .
Hence, the PSD of the rectangular pulse will have a peak sidelobe level 13.3 dB lower than the main
lobe. Consequently, a rectangular windowed CW pulse of duration T , will have in its Doppler response
(ambiguity diagrams cross-section at τ = 0) a secondary peak positioned at 1/(1.5T ), 13.3 dB lower than
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Figure 3.40: Maximal cross-correlation value over the velocities for diﬀerent random signals.
at the zero Doppler. Such a high sidelobe level is unwanted and should be lowered.
The goal of windowing (in time domain), or also called time weighting, is to shape the Doppler
response of the signal by altering the shape of the waveforms envelope [Sko90]. Therefore, in order to
improve the Doppler response of the signal a (non-rectangular) windowing/weighting function should be
used. Fig. 3.41 shows three possible window functions: Hamming, Hann, and Blackman.
All three belong to the family of generalized cosine windows or earlier also called Harris windows
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Figure 3.41: Window functions.
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[Nut81], given by
w(t) =
K∑
k=0
(−1)kak cos(2pikt/T ), for 0 ≤ t ≤ T (3.79)
where ak are real-valued constants and T is the window length. Note that, if the time axis would be
symmetric about t = 0, then the (−1)k term would be dropped. The Hann window, also known as
Hanning window, has only two non-zero coeﬃcients
a0 = 0.5, a1 = 0.5 , (3.80)
and the Hann window function is given by
wHann(t) = 0.5(1− cos(2pikt/T )) . (3.81)
In fact, the Hann window can also be written as a cosine squared function
wHann(t) = 1− cos2(pit/T ) (3.82)
that follows from the double-angle formula known from trigonometry
cos(2θ) = 2 cos2(θ)− 1 . (3.83)
The Hamming window is very similar, also with two non-zero coeﬃcients
a0 = 0.54, a1 = 0.46 . (3.84)
The main diﬀerence between Hann and Hamming window is that the later does not start and end at the
zero value (red curve in Fig. 3.41). The (pedestal) height can principally take any value between 0 and 1,
but the 0.08 level generated by the above stated coeﬃcients, minimizes the peak sidelobe level. In order
to further reduce the peak sidelobe level, more than two coeﬃcients have to be used and so one arrives
to the Blackman window with three coeﬃcients
a0 = 0.42, a1 = 0.5, a2 = 0.08 . (3.85)
The normalized PSD for all four window functions are shown in Fig. 3.42 and the overview of diﬀerent
windowing functions is given in Table 3.3.
Figure 3.42 shows the characteristics of the windowing functions. Clearly, the rectangular window
has the highest sidelobe levels. Other windows signiﬁcantly reduce the sidelobe levels at the expense of
broadening the main lobe. Along with the −3 dB main lobe width and PSL, Table 3.3 also lists SNR loss
and the PSD falloﬀ per octave. Given that the hydrophone has a maximal output level, then windowing
reduces the total power of the transmit signal, resulting in a certain SNR loss. Lastly, the falloﬀ factor is
clearly visible in the PSD ﬁgure, where the PSD for Hann and Blackman windows declines at an increased
rate, compared to that of rectangular and Hamming windows.
Table 3.3: Overview of diﬀerent windowing functions
Windowing function SNR loss [dB] Main lobe width PSL [dB] Falloﬀ [dB]
Rectangular 0 0.88/T −13.3 6 dB/octave
Hamming 1.34 1.33/T −42.7 6 dB/octave
Hann 1.76 1.46/T −31.5 18 dB/octave
Blackman 2.37 1.66/T −58.1 18 dB/octave
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Figure 3.42: PSD of four window functions.
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Figure 3.43: Q-function of a 70 kHz CW signal with T = 100 ms and various window functions.
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Considering the aim of the given work, then either the Hamming or Hann window could be used.
However, as can be seen from the Q-function plot for 100 ms CW signal with various windowing functions,
shown in Fig. 3.43, then the Hann window is selected because of its superior falloﬀ rate. The drawback
from a broader main lobe is acceptable and due to a reverberation limited scenario, the SNR loss is
irrelevant. Finding the optimal window function is out of the scope of this work, but a more comprehensive
list of window functions can be found in [Sko90] and [Ain10].
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3.7 Summary
In this chapter, three main groups of signals, namely CW, FM, and random signals have been analyzed.
In the following, a brief summary of characteristic signals is given.
 CW:
The CW signal is very simple and robust. Its main strength is its Doppler resolution, where for a
rectangular windowed signal the −3 dB width is approximately 0.88/T Hz. However, the −3 dB
range resolution is 0.6T , meaning one can either have good range or Doppler resolution, but not
both at the same time.
 SFM:
The SFM signal is a modiﬁcation of the CW signal. Essentially, the additional phase modulation
is used to spread the energy of the spectrum in the spectrum. The bandwidth of the signal is an
additional design parameter, unlike for CW, where the bandwidth is given by the signal duration
T . From one side, the time-bandwidth (BT) product of the signal is signiﬁcantly increased, but as
the envelope of the ACF is identical with the ACF of the CW signal, the −3 dB range resolution
does not necessarily improve. Yet, the modiﬁcation fulﬁlls its purpose, at shifting some ambiguity
from the zero Doppler shift and by that improving the performance of the signal in reverberation.
The improvement of the Q-function is visualized in Fig. 3.44.
 FM:
FM signals fully utilize the given bandwidth to improve the range resolution. The −3 dB width
is approximately 0.88/BW . The Doppler behavior varies depending on the frequency function.
The HFM signal is Doppler invariant and in literature the Doppler resolution is said to be 0.6BW .
In Fig. 3.28 the Doppler resolution was shown in the form of maximal cross-correlation over the
velocities and one could see that the −3 dB width can be signiﬁcantly reduced, using signal designs
like the Doppler sensitive FM. Regardless, the Q-function for FM signals is basically ﬂat over the
velocities of interest.
 PRN:
Pseudo-random noise signals are created with the aim to have an ACF that resembles a Dirac delta
function. Often random signals initially have a very wide bandwidth and have to be bandlimited
to conform with hardware limitations. Given that a PRN signal is limited to a certain bandwidth,
its range resolution is identical to that of FM signals, 0.88/BW and at the same time its Doppler
resolution is identical to that of a CW signal, 0.88/T Hz. Nevertheless, the beneﬁts come with a
drawback. Attributed to its random nature, PRN signals have a certain base correlation level, a
sidelobe, that never disappears. In reverberation limited environments, this high sidelobe level over
a longer duration masks the "perfect" correlation peak of the wanted object.
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Figure 3.44: Q-function of various signal designs with comparable duration and/or bandwidth.
Chapter 4
CutFM Signal
In the previous chapter, a variety of diﬀerent known transmit signals were introduced and the class of
FM signals presented some of the best properties, most important of them being its excellent range
resolution. In addition, as FM signals are (nearly) Doppler invariant, just one reference signal is needed
for the correlation detector to cover the target velocities of interest. FM signals, mainly LFM and
HFM, have been used in practice for a while and have proven to be relatively robust against hardware
imperfections.
In the summary of the last chapter, it was brought out that in noise limited environments, the FM
signal together with the optimal matched ﬁlter provide maximal SNR and optimal range resolution. In
reverberation limited environments, the pulse selection comes down to either CW or FM based signals.
Given that the reverberation does not mask the target, the FM signal with its excellent range resolution
is the best choice. However, if the reverberation is too strong, a CW signal could be used to enhance the
reﬂection from the moving target against the stationary reverberation. Furthermore, modiﬁed versions
of the CW signal like the SFM and Cox comb have been developed in order to improve the Q-function.
Yet, for all CW based signal designs, the poor range resolution is a major drawback. This gives rise to
the idea, to instead use the FM signal as the base and to alter it so that it becomes Doppler selective,
while retaining most of its strengths.
4.1 Basic Concept
In Sec. 3.4, it was shown that in general FM signals are Doppler invariant. For some signal designs,
like HFM, this assumption is valid for any velocity range and for LFM, the signal can be considered
Doppler invariant, for a limited velocity range. For HFM it was shown in Sec. 3.4.2 that the Doppler
shift can be matched by a signal time shift, meaning the cross-correlation between the Doppler shifted
and the original signal will still have a single high peak, only suﬀering a slight loss due to the frequency
components at the signal edges. One way to illustrate the Doppler shift of an FM signal is shown in
Fig. 4.1. The original FM signal starts at frequency f0 and ends at frequency f1, where the bandwidth is,
BW = f1 − f0. The Doppler shifted FM signal, in this case assuming a positive angular velocity, starts
at frequency fD0 and ends at frequency f
D
1 , where according to (2.8)
fDi = fi(1 + v/c) . (4.1)
Essentially, the frequency components are shifted by a certain factor. Nevertheless, besides the slight
shift, the two signals largely consist of the same frequency components and the components have the
same order (not mixed, as for random signals). Therefore, at a certain time shift (or a timespan), the
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Figure 4.1: Illustration of the Doppler shift on an FM signal.
two signals will have a high correlation. Thinking back, SFM and Cox-comb signals also had a wide
bandwidth, but they had a comb spectrum. The gaps in the spectrum made it possible to stay Doppler
selective, just as the base CW signal. In order to make FM signals Doppler selective and achieve a similar
Q-function as CW or SFM signals, it would also need a comb spectrum, with gaps or missing frequency
components. One possibility to achieve this would be to periodically cut out frequency components from
an FM signal. For simplicity and convenience, the LFM signal is selected for the following illustration.
The LFM signal has a linearly increasing instantaneous frequency function over time, hence the cutting
can be done in the time domain and the eﬀects directly translate into the frequency domain. The concept
of periodic cutting is illustrated in Fig. 4.2.
Due to the fact that the new signal is a cut version of the original FM signal, we call it the cutFM
signal [NH13, NH15]. In this particular case, after every 2 seconds the next 2 seconds of the signal is cut
out (or set to zero), giving a 50% duty cycle or a 1 : 1 cut ratio, 1 part kept, 1 part cut out. The cutting
repetition period is denoted by Tr. Eﬀectively, certain frequency components in the cutFM signal are
removed. Now, for the cutFM signal, the eﬀect of a Doppler shift is illustrated in Fig. 4.3. As the cutFM
signal is periodically missing frequency components, then with increasing Doppler shift, the two signals
will have less and less common frequency components, till a minimum is reached and after that point
the teeth start to overlap again. Hence, the signal becomes Doppler selective, but has periodic Doppler
ambiguities, just like the SFM or Cox-comb signals.
This concludes the basic idea behind the cutFM signal design. In the following, the eﬀect of cutting
is analyzed in detail and from there, the proper design parameters will be derived.
4.2 CutFM Signal Design
The cutFM signal is given by the multiplication of a LFM signal with a cutter signal, scut(t), according
to
s(t) = sLFM (t) · scut(t) , (4.2)
where the LFM signal has been deﬁned in Sec. 3.4.1 as
sLFM (t) = w(t) exp
(
j2pi
(
f0t+
BWt2
2T
))
. (4.3)
The cutter signal is a periodic signal, where the sub-pulse ss(t) is repeated with a period Tr and the
duration of scut(t) is T
scut(t) =
N∑
n=1
ss(t− nTr) , (4.4)
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Figure 4.2: The concept of periodic cutting and a comparison of LFM and cutFM signals.
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Figure 4.3: Illustration of the Doppler shift on a cutFM signal.
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with N = T/Tr. The sub-pulse ss(t) is given by
ss(t) =
{
w1(t), for 0 ≤ t ≤ Tw
0, otherwise
(4.5)
where Tw ≤ Tr and w1(t) is a window function of duration Tw (rectangular, Hann, etc.). At this point,
the author would like to point out that compared to the section on CW train signals, cf. Sec. 3.3.1, the
pulse duration T now refers to the cutFM signal duration and not to the duration of the sub-pulses. A
few example cutter signals are shown in Fig. 4.4, where for the ﬁrst two cutter signals the windowing
function is rectangular and for the third it is a Hann window. The signal levels vary between one and
zero. The duration of the cutter signal is T , the same as that of the original LFM signal. In addition to
the three durations, T , Tr, Tw, the Tw/Tr ratio or the duty cycle, D, is an important design parameter
that describes the proportion of the original LFM waveform in the cutFM signal.
t
D = 1/2
0 Tw 2Tw 4Tw T
Tr
t
D = 1/3
0 Tw Tr T
t
D = 1/3
0 Tw Tr T
Figure 4.4: Example cutter signals with various windowing functions and duty cycles.
4.3 Frequency Analysis
The cutFM signal is generated by multiplying the LFM signal with the cutter signal in the time domain,
therefore the spectrum of the cutFM will be the convolution of the two individual signal spectra. The aim
of the cutFM signal design is to create a comb spectrum and hence, it is relevant to analyze the signal in
the frequency domain. The spectrum of the LFM signal is already known from Sec. 3.4.1 and the cutter
signal is very similar to the CW train analyzed in Sec. 3.3.1. Nevertheless, due to the redeﬁned pulse
durations, we would like to repeat some of the analysis in order to emphasize a few of the key factors for
cutFM signal design.
The evolution of the spectrum of a periodic signal is shown in Fig. 4.5. Basically, the spectrum of the
periodic signal is a sampled version of the single pulse spectrum. However, as the cutter signal is not
of inﬁnite duration, but time limited, then instead of Diracs the spectrum consist of sinc functions, due
to the rectangular windowing of length T . The envelope of the cutter signals spectrum is determined by
the window function, w1(t), used in the sub-pulse and the spectral peaks are separated in frequency by
f = 1/Tr. Based on the properties of diﬀerent windowing functions, namely the peak sidelobe level and
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the PSD falloﬀ per octave, summarized in Sec. 3.6, from here on, the Hann window of duration Tw is
used in the cutter signal.
The normalized PSD of the Hann window, W1(f), and of the cutter signal with D = 1/2 duty cycle
are shown in Fig. 4.6. Recalling Sec. 3.6, the red curve for the Hann window is already familiar. It has
its ﬁrst zero at f = 2/Tw and the peak sidelobe level is at −31.3 dB. The blue curve for the cutter signal
has spectral peaks at multiples of 1/Tr. The width of the spectral peaks or of the sinc functions are
determined by the signal duration T and the sinc function has its ﬁrst zero-crossing at f = 1/T , in this
example T ≈ 30Tr. Fig. 4.7 shows the normalized PSD of the cutter signal with D = 1/4. Note that this
plot was created using the same T and Tr, resulting in a reduced Tw and a diﬀerent scaling of the x-axis.
The red curve for the spectrum of the Hann window, W1(f), is identical to that in the previous ﬁgure
with D = 1/2. Eﬀectively, with decreasing duty cycle the spectrum of the sub-pulse is sampled at an
increased rate. From the PSD plots it can be concluded that the spectrum of the cutter signal has peaks
at multiples of 1/Tr and the envelope is determined by the windowing function used in the sub-pulse.
Earlier, it was mentioned that the spectrum of the cutFM signal is a result of a convolution between
the LFM and the cutter signal. However, before going to the result there is one more consequence of
the cutting that needs to be addressed. Namely, the cutter in combination with the LFM signal has a
two-fold eﬀect on the cutFM spectrum:
1. Recalling the basic concept of cutFM signal design illustrated in Fig. 4.2, the cutter periodically
removes frequency components from the LFM signal. The remaining frequency components are
separated by
fdiff = Trk =
Tr ·BW
T
, (4.6)
where k ∈ R is the frequency slope of the LFM signal.
2. In the spectrum of the cutter signal there are periodic spectral peaks at multiples of
fr =
1
Tr
. (4.7)
Now, in order to produce a comb spectrum, the new frequency components, introduced by the modulation
(cutting), have to be aligned with the uncut frequency components of the LFM base signal, by fulﬁlling
the following condition:
fr = fdiff ⇒ 1
Tr
=
Tr ·BW
T
. (4.8)
t
ss(t)
∗
t
x(t)
=
t
scut(t)
f
Ss(f)
×
f
X(f)
=
f
Scut(f)
Figure 4.5: Evolution of the spectrum of a periodic signal.
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Figure 4.6: Normalized PSD of the Hann window w1(t) (red curve with circle marks) and the cutter
signal with a 1/2 duty cycle.
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Figure 4.7: Normalized PSD of the Hann window w1(t) and the cutter signal with a 1/4 duty cycle.
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Solving (4.8) for Tr, it follows that the cutting repetition period Tr can not be selected arbitrarily, but
should be calculated according to
Tr =
√
T
BW
. (4.9)
The above formula can be extended, by considering the fact that a valid solution for the frequency
components alignment would also be achieved for
fr = i · fdiff , (4.10)
where i is an non-zero positive integer. This results in an updated formula for the Tr calculation, given
as
Tr =
√
T
iBW
. (4.11)
This is a good point to highlight the importance of an LFM signal being the base signal. In order to
fulﬁll the condition in (4.8), a constant frequency step, fdiff , between consecutive uncut signal sections
is vital and this is fulﬁlled for an FM signal with a linear frequency function.
The PSD of a cutFM signal with T = 100 ms, BW = 7.5 kHz, D = 1/2, Tr calculated using (4.9), and
w1(t) being a Hann window, is shown in Fig. 4.8. Both ﬁgures present a comb spectrum. The comb teeth
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Figure 4.8: PSD of a cutFM signal with T = 100 ms, BW = 7.5 kHz, D = 1/2, and various windowing
functions.
have a constant frequency spacing and the signal design has achieved its main goal of periodically removing
frequency components from the underlying LFM signal. The spectra in Fig. 4.8 were for cutFM signals,
where the cutter repetition period, Tr, was calculated via (4.9), hence fr = fdiff . Fig. 4.9 shows what
happens if Tr is increased by 1%, T
′
r = 1.01Tr. The two frequencies are no longer matched, as according
to (4.6) fdiff is increased by a factor of 1.01 and according to (4.7) fr is decreased by a factor of 1.01.
For better visualization, only for this plot, the w1(t) window function has been changed from Hann to
rectangular. For the case, when the two frequencies are matched (blue curve with circle marks), one can
see a clear separation of the existing and missing frequency components and the spectrum quite closely
approximates the ideal rectangular frequency function depicted in Fig. 4.2, that illustrated the basic
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Figure 4.9: Central section of two cutFM signal spectra, with a rectangular w1(t) function and various
cutter repetition period Tr.
cutFM signal design concept. Yet, as soon as the two frequencies are no longer perfectly matched, the
near rectangular structure is lost. Based on the fact that the frequency components from the original LFM
signal and the new frequency components from the cutter no longer perfectly overlap. The peak becomes
smeared and the design no longer manages to (eﬀectively) remove frequency components. Herewith, it is
clearly evident why a proper Tr selection is crucial for the cutFM signal design, as already for just a 1%
mismatch, the peak-to-valley separation is signiﬁcantly reduced. Returning to the Hann windowed w1(t)
and increasing the mismatch to 15%, the comparison of the two signal spectra are shown in Fig. 4.10.
Both cutFM signals are rectangular windowed and hence, the black curve is identical to that seen in
Fig. 4.8a, just that now the PSD is given in dB. Already from the left side ﬁgure, one can see that cutFM
with a Tr selection that has a 15% longer duration than given by (4.9) does not produce a comb spectrum,
instead one that is nearly constant over the signals bandwidth. The diﬀerence is better visible in the
plot on the right side that shows the central region, namely the ±1000 Hz around the center frequency.
Comparing the two, for the case with matched frequencies, the peak-to-valley diﬀerence is about 70 dB
and on the other hand for the red curve with 15% mismatch, the maximal diﬀerence is below 10 dB.
Additionally, for the matched case the peak-to-valley diﬀerence would increase to about 100 dB, if the
cutFM signal is Hann instead of rectangular windowed. Recalling Chapter 3 and the comb spectrum
signals like SFM and Cox-comb, the peak-to-valley diﬀerences of around 70 − 80 dB seen for the CW
based signals are comparable to that of the cutFM signal.
4.4 Ambiguity Analysis
It has been conﬁrmed that the cutFM signal has a comb spectrum. The next step is to analyze its
ambiguity function. Figure 4.11 shows the ambiguity function for the cutFM with T = 100 ms, BW =
7.5 kHz, duty cycle 1/2, and the Tr is calculated to overlap the frequency components. First of all,
the ﬁgure presents periodic ambiguities in range and Doppler. A very important property of such an
ambiguity function is that for certain velocities the original signal and the reﬂected signal have a low
cross-correlation over the whole pulse duration. This means that the signal is Doppler selective and will
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Figure 4.10: PSD of cutFM signals with T = 100 ms, BW = 7.5 kHz, D = 1/2, matched frequencies
(black curve), and with a 15% longer cutting period Tr (red curve).
present a desirable Q-function, with signiﬁcantly lower integration values for certain velocities.
Before advancing to the Q-function analysis, the eﬀect of a frequency mismatch on the ambiguity
function is presented. Fig. 4.12 shows a cutFM signal with a 1% increased cutting period and in Fig. 4.13
a signal with 15% increased Tr. If before in, Fig. 4.11, the periodic ambiguities were horizontally aligned,
for fr 6= fdiff , the periodic ambiguities in the time domain are slightly shifted in frequency. The low
ambiguity tunnel is still there, but seen from the velocity axis, there is nearly no velocity that would have
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Figure 4.11: Ambiguity diagram of a Hann windowed cutFM signal with T = 100 ms, BW = 7.5 kHz,
D = 1/2, and aligned frequency components.
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Figure 4.12: Ambiguity diagram of a Hann windowed cutFM signal with T = 100 ms, BW = 7.5 kHz,
D = 1/2, and 1% increased Tr.
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Figure 4.13: Ambiguity diagram of a Hann windowed cutFM signal with T = 100 ms, BW = 7.5 kHz,
D = 1/2, and 15% increased Tr.
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a low cross-correlation over all delays with the original (stationary) signal. This is caused by the fact
that fr 6= fdiff and hence, the correlation peak will appear when the diﬀerence is compensated by the
Doppler frequency shift. In Fig. 4.13, with the sever frequency mismatch, the shift is signiﬁcantly bigger
and one can hardly recognize the series of peaks that in Fig. 4.11 formed a horizontally aligned train of
peaks. Herewith, again showing the importance of properly choosing the cutting repetition period Tr.
Analyzing all three ambiguity functions, the following properties emerge:
1. In the time domain, the ambiguities appear at multiples of Tr, which correspond to the time
instances when the signal is shifted by delays that overlap the uncut signal sections with the next
ones.
2. For a Tr selection that matches fr = fdiff , the ambiguity peaks in time domain appear at zero
velocity. In general, the ambiguities appear at a velocity shift that corresponds to a Doppler
frequency shift that compensates the diﬀerence
fD = fdiff − fr , (4.12)
or equivalently according to (2.8)
v′ =
(fdiff − fr) · c
2fc
, (4.13)
where c is the speed of sound and fc the center frequency of the signal.
3. In the frequency domain, the ambiguities occur at
fD = fdiff = Trk , (4.14)
or equivalently at
v′′ =
fdiff · c
2fc
, (4.15)
corresponding to the frequency shift needed to match the frequency diﬀerence of neighboring uncut
signal sections.
4. The width of the ambiguity peaks in time domain is approximately 1/BW or the pulse duration
T divided by the BT product (a property kept from the LFM signal). In the frequency domain
the width of the ambiguities is proportional to Twk, but the true width is determined by the w1(t)
windowing function.
Knowing these four properties, the ambiguity diagram can be roughly reconstructed or predicted. Earlier
in (4.11), it was shown that Tr can also be calculated with a non-zero positive integer i in the denominator.
For example, selecting i = 2, the relation between the two frequencies is fr = 2fdiff (cf. (4.10)). In
this case, an interesting eﬀect appears. According to property one, the ambiguity peaks in time will
be at multiples of Tr. However, property two states that the ambiguity peaks will not appear at zero
velocity (as fr 6= fdiff ), but at a Doppler frequency shift equal to fD = fdiff − fr. With fr = 2fdiff ,
the peak will be at fD = −fdiff . At the same time, according to property three, in frequency domain
the periodic ambiguities will appear at multiples of a Doppler frequency shift of fD = fdiff . Implying
that the frequency shifts of property two and three are equal in magnitude and due to the symmetries,
the corresponding ambiguities will overlap. As a result, an interesting property emerges, where in time
domain the ambiguities will be at multiples of 2Tr. This property holds in general, for any i value,
therewith eﬀectively increasing the ambiguity spacing in time domain from Tr to iTr. This somewhat
overwrites property one, but it is just a visual eﬀect, the ambiguities are still there at multiples of Tr,
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Figure 4.14: Ambiguity diagram of a Hann windowed cutFM signal with T = 100 ms, BW = 7.5 kHz,
D = 1/2, and i = 2.
just shifted in frequency. Otherwise, the ambiguity function looks as usual and the diagram for a cutFM
signal with i = 2 is shown in Fig. 4.14. The usefulness of the i coeﬃcient is somewhat limited, while it
does enable to reduce Tr without altering the pulse duration T or the signal bandwidth BW , it can not
be used to widen the tunnel between the ambiguity peaks in frequency. In order to achieve that, one has
to lower the Tw to Tr ratio, the duty cycle, or change the windowing function w1(t).
Based on properties three and four together with the Tr selection constraint, it can be concluded that
the duty cycle is an important design parameter. Assuming the cutting period Tr, together with the
pulse duration and signal bandwidth are ﬁxed, the main parameter to increase the width of the tunnel
between the ambiguities in the frequency domain is to lower the duty cycle. Reducing the duty cycle,
decreases the w1(t) signal duration and that leads to a narrower ambiguity peak in the frequency domain
and therewith to a wider tunnel, as according to property three the next ambiguity peaks in frequency
will still appear at fD = fdiff = Trk. The ambiguity function for a cutFM signal with D = 1/4 and
otherwise with the same parameters as earlier is shown in Fig. 4.15. Three aspects can be observed. The
periodic ambiguities in time and frequency appear at the same positions as before with a 1/2 duty cycle
(see Fig. 4.11). The diﬀerences are in the widths. The ambiguity width in the frequency domain has
been halved and the tunnel has been signiﬁcantly widened. Yet, the ambiguity can not be removed and
has to appear somewhere else. In this case, the width of the ambiguity envelope in time domain has been
increased. The beneﬁt of the lower duty cycle is shown in the Q-function, cf. Fig. 4.16. The Q-function
for D = 1/4 is somewhat increased for the zero velocity, but more importantly the Q-function falls oﬀ
much faster and enables to suppress a wider range of velocities. Both curves have secondary peaks at the
same position, which is determined by the ambiguity spacing in the frequency domain, given by property
number three. In order to put these Q-function results in perspective, in Fig. 4.17 the cutFM signal with
D = 1/4 is compared to the SFM and LFM signals with similar parameters. The peak of the SFM signal
is slightly narrower than that for cutFM signal, but they both have a similar steep fall-oﬀ after a certain
velocity. The goal of the cutFM design, to modify the LFM signal in a way to create a Doppler selective
signal, has been achieved.
The last aspect to address is the autocorrelation function, as it determines how the cutFM signal
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Figure 4.15: Ambiguity diagram of a Hann windowed cutFM signal with T = 100 ms, BW = 7.5 kHz,
D = 1/4, and w1(t) is a Hann window.
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Figure 4.16: Q-function of Hann windowed cutFM signals with T = 100 ms, BW = 7.5 kHz, and varying
duty cycle D.
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Figure 4.17: Q-function of various Hann windowed signals with T = 100 ms and BW = 7.5 kHz.
compares with the alternative Doppler selective signals, like SFM and Cox-comb signals. First, before
comparing the cutFM with other signals, Fig. 4.18 shows the eﬀect of the duty cycle on the autocorrelation
function (ACF). The central peak is (nearly) identical for both cases and at the same time it corresponds
to the ACF curve of the LFM signal. Therefore, the −3 dB width of the individual peaks is approximately
0.88/BW . The expansion of the envelope width is clearly visible. Due to the periodic peaks, it is diﬃcult
to deﬁne the ACF −3 dB width for a cutFM signal. If an envelope over the peaks was considered, then
for D = 1/2 the −3 dB width would be 12.5 ms and for the D = 1/4 the −3 dB width would be 22.8 ms.
These values for the ACF −3 dB width can be seen as the worst case scenario, as in most cases the clear
gaps between the periodic peaks can be used to improve the resolution. Additionally, due to the fact
that the distance between the peaks is deterministic and known, the corresponding repetitions can be
removed in later processing steps (e.g. by equalization or tracking).
A direct comparison of the CW, SFM and cutFM signals autocorrelation functions is given in Fig. 4.19.
The left side ﬁgure illustrates the reduction of the ACF envelope of cutFM signal compared to that of
the CW or SFM signals. The right side ﬁgure shows ﬁner details and the diﬀerence between SFM and
cutFM. Even though both have periodic peaks, the diﬀerence is in the ACF level between the peaks. For
SFM the ACF level between the peaks reduces approximately by −15 dB, while for cutFM it disappears,
as the overlapping signal components are zero (cut out).
In the end, ambiguities can not be avoided. In order to have a Doppler selective signal with a higher
bandwidth, the spectrum should be comb like and based on the Fourier transform properties, a periodic
spectrum will result in a periodic ACF function. A Doppler selective signal will have range ambiguities
and hence a suitable trade-oﬀ has to be found.
4.5 Overview of Design Parameters
The aim of the cutFM signal design is to create a Doppler selective pulse based on an LFM signal,
that together with Doppler processing can improve the detection of moving targets against stationary
reverberation. The design eﬃciency can be evaluated from the Q-function. Hence, for cutFM it comes
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Figure 4.18: Autocorrelation plots for Hann windowed cutFM signals with T = 100 ms, BW = 7.5 kHz,
and varying duty cycle D.
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Figure 4.19: Autocorrelation plots for Hann windowed CW, SFM and cutFM signals with T = 100 ms,
fm = 375 Hz, β = 9, BW = 7500 Hz, and cutFM with D = 1/4.
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down to two main Q-function properties:
 The width of the ambiguity main lobe,
w ∝ Twk = TrD · k = TrDBW
T
, (4.16)
is proportional to Twk, recall cutFM ambiguity function property four.
 The position of the secondary peak(s),
v′′ =
fdiff · c
2fc
∝ fdiff , (4.17)
is proportional to fdiff and can be calculated using (4.15). Additionally, fdiff can be written out
in more detail, using (4.6) and (4.11)
fdiff = Trk = Tr
BW
T
=
√
T
iBW
BW
T
=
1√
i
√
BW
T
, (4.18)
to show the inﬂuence of the main signal parameters.
Fig. 4.20 shows an illustrative Q-function and the two main properties. The cutFM has a number of design
parameters that inﬂuence the ambiguity function and the Q-function, starting with the conventional signal
parameters like:
 Signal bandwidth BW . In both equations, (4.16) and (4.18), BW is in the numerator, therewith
the bandwidth increases the distance between the secondary peak and the main lobe, but it also
increases the width of the main lobe.
 The signal duration T has the reversed eﬀect as the bandwidth on fdiff and Twk.
 Windowing function w(t). As for any signal, the windowing function can be used to modify the
spectrum and for cutFM, a window function like Hann, signiﬁcantly improves the separation of
ambiguities in time and frequency.
∝ fdiff
∝ Twk
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Figure 4.20: Illustrative Q-function of a cutFM signal.
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Additionally, a number of cutFM speciﬁc parameters should be mentioned:
 The cutting repetition period Tr is the key parameter of the cutFM signal design that aligns the
various frequency components and creates a comb spectrum. Tr can not be chosen arbitrarily, but
should be calculated via (4.9) or (4.11). Therefore, it is not a freely adjustable signal parameter.
Nevertheless, in both equations, (4.16) and (4.18), Tr is in the numerator and hence, both Q-function
properties are proportional to it.
 The non-zero positive integer i gives certain freedom to the Tr calculation. It provides a possibility
to reduce the value of Tr, without changing the conventional signal parameters. Eﬀectively, the
parameter i, scales down both Twk and fdiff , by a factor of 1/
√
i. This provides an interesting
possibility to compress the main lobe width without altering the base signal properties. Of course,
it identically reduces fdiff and with that emphasizes secondary ambiguities.
 The duty cycle D = Tw/Tr is one of the few design parameters that only aﬀects the main lobe width
and does not chance fdiff . Consequently, it can be used to further separate the ambiguities in the
frequency domain and with that widening the low cross-correlation tunnel between the peaks. A
decreased duty cycle reduces the width of ambiguity peaks in frequency domain, but increases the
envelope of the ambiguity peaks in the time domain.
 Sub-pulse windowing function w1(t) is the second parameter that only aﬀects the main lobe width.
Together with the duty cycle and Tr, w1(t) determines the spectrum of the cutter signal, cf. Sec. 4.3,
and with that also the shape of the cutFM signal's spectrum and the ACF.
 Last but not least, the center frequency fc also has an impact on the Q-function. It does not
directly aﬀect Tw or fdiff , but it scales the velocity axis, cf. (4.15). Hence, as the center frequency
increases both Q-function properties decrease.
These are the eight (seven, if discounting Tr) parameters available, when designing a cutFM signal that
should fulﬁll certain criteria. Table 4.1 provides a minimalistic overview of the design parameters eﬀect
on Q-function properties, where ↑ denotes an increase and ↓ a decrease of a variable.
Table 4.1: Design parameters eﬀect on Q-function properties
Parameter Main lobe width fdiff
BW ↑ ↑ ↑
T ↑ ↓ ↓
Tr ↑ ↑ ↑
i ↑ ↓ ↓
D ↓ ↓ −
fc ↑ ↓ ↓
4.6 Signal Design for Diver Detection
In reverberation limited environments, where the signal-to-reverberation ratio (SRR) is too low to use a
traditional FM signal (like HFM or LFM), but the target can be diﬀerentiated from the reverberation by
its relative velocity towards the receiver, Doppler processing can be used to emphasize the target against
the reverberation. Most commonly, Doppler processing is done by altering the reference signal in the
matched ﬁlter (MF). Instead of looking for the transmit signal in the received sequence, the reference
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signal is Doppler shifted in order to match the reﬂections from targets with certain velocity. In case the
transmit pulse is Doppler selective, due to the Doppler mismatch the reverberation level after the MF
will be suppressed compared to the target response. The diﬀerence between the two levels is referred to
as the Doppler processing gain (GDP ).
Instead of measuring the GDP from simulations, the processing gain can be estimated from the Q-
function, by comparing the Q-function levels at diﬀerent velocities. The Q-function is based on certain
assumptions about the reverberation sources (cf. Sec. 3.1.3), but unless more is known about the rever-
beration the Q-function levels can be used as baseline Doppler processing gain estimates, GˆDP .
For the initial analysis of cutFM signal design, the reverberation is assumed to be stationary and two
design criteria are selected:
1. 20 dB suppression of the zero velocity compared to the lower target speed of 0.3 m/s,
2. Velocity range of interest is from 0.3− 2.0 m/s.
The following analysis is based on a cutFM signal with fc = 70 kHz, T = 100 ms, and BW = 7500 Hz.
The Q-function of a cutFM signal, with D = 1/2, i = 1 and Hann windows for w(t) and w1(t), is plotted
in Fig. 4.21 by the dashed line. The dashed curve is the baseline, it was already shown in Fig. 4.16, where
−3 −2 −1 0 1 2 3−100
−80
−60
−40
−20
Velocity [m/s]
Q
-f
u
n
ct
io
n
[d
B
]
vref = 0.0 m/s
vref = 1.02 m/s
vref = 1.89 m/s
Figure 4.21: Q-function of Hann windowed cutFM signals, with T = 100 ms, BW = 7500 Hz, D = 1/2
and various reference signal velocities.
the eﬀect of D was presented. The ﬁgure also exhibits two horizontal lines at −40 dB and at −60 dB,
these two levels are freely chosen and correspond to the design goal number one that aims to suppress
the stationary reverberation by 20 dB compared to the response from moving targets, i.e. minimum
GˆDP > 20 dB. In other words, in the Q-function plot the response at 0.0 m/s should be below −60 dB
and for the velocities of interest the Q-function should be higher than −40 dB.
The original Q-function is centered around the zero velocity, however, if a Doppler shifted reference
signal is used for the Q-function calculation, then basically the Q-function is shifted by vref , cf. Fig. 4.21.
Doppler shifting the reference signal also means that the matched ﬁlter is no longer matched to the
transmit signal, but to a Doppler shifted signal, reﬂected from a object moving with a certain velocity,
vref . This is the core technique in Doppler processing that allows the receiver to distinguish objects with
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diﬀerent velocities. Therewith, by selecting the proper vref the Q-function of the cutFM signal can be
shifted to higher positive velocities, so that for zero velocity the curve is exactly at −60 dB, plotted by
the solid curve with circle marks and vref = 1.02 m/s. In general, the required shift can be directly
read out from the non-shifted Q-function. It is important to note that the reference signal can not be
shifted arbitrarily. Due to the periodic ambiguities, eventually the secondary peak at negative velocities
is shifted into the zero velocity. For the given cutFM signal, the maximum shift of the reference signal is
vref = 1.89 m/s, plotted by the solid curve with square marks in Fig. 4.21. In such case, for zero velocity
the response is exactly −60 dB and any further shift would violate the design criteria. This exhibits a
limitation of the cutFM signal or in general of any signals with periodic ambiguities in the frequency
domain. However, later it will be shown how this limitation can be circumvented, by using multiple
transmit signals.
The given cutFM signal design with D = 1/2 can successfully suppress the stationary reverberation,
but the velocity range where the response is above −40 dB is from 0.51 to 1.5 m/s. Recalling the desired
velocity range, the given signal falls short on both ends. Therefore, especially in order to improve the
velocity range on the lower end, the width of the main lobe has to be decreased. Utilizing Table 4.1 and
the previous analysis of signal design properties, the value D is reduced from 1/2 to 1/4.
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Figure 4.22: Comparison of cutFM signals, with T = 100 ms, BW = 7500 Hz, various D, and vref .
The Q-function of a cutFM signal withD = 1/4, otherwise same values as before, is shown in Fig. 4.23.
The dashed line is from the previous ﬁgure, with D = 1/2. The width of the Q-functions main lobe for
the signal with D = 1/4, plotted by a solid line, is signiﬁcantly reduced. The improvement is clearly
visible, when both reference signals are shifted with an appropriate vref , so that for zero velocity the
levels are at −60 dB. Instead of reaching the −40 dB value at 0.51 m/s, with D = 1/4 the same level
is reached already at 0.25 m/s. An additional beneﬁt is that the distance between the ambiguity peaks
stays unchanged as the parameter D does not alter fdiff .
Figure 4.23 shows the result of extending the Q-function plot for cutFM signal with D = 1/4 with
additional reference signals. In this case, because the width of the initial Q-function higher than −40 dB is
0.7 m/s, the second and third reference signals are successively shifted by 0.7 m/s. The setup presented in
Fig. 4.23 with D = 1/4, is one possible design that fulﬁlls the previously selected design criteria. In order
to cover the required velocity range, the receiver needs to use three reference signals in the correlation
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Figure 4.23: Signal design with three reference signals, T = 100 ms, BW = 7500 Hz, and D = 1/4.
process. Such a setup also enables to give a rough estimate for the velocity of the reﬂections. Another
thing to note is that the 20 dB gain is the minimal diﬀerence between the reﬂections from stationary
objects or objects moving with a velocity in a given range. For example, in Fig. 4.23, the peak at 0.63 m/s
has a Q-function value of −30 dB, resulting in a 30 dB diﬀerence compared to the stationary case. This
leads to the question of what are the optimal vref values for given velocity diﬀerence between the target
and the reverberation. The following analysis is done for a cutFM signal with fc = 70 kHz, T = 100 ms,
BW = 7500 Hz, and D = 1/4.
The optimal reference signal velocity shift (vref ) that maximizes the processing gain for a certain
target versus reverberation velocity diﬀerence (vdiff ) is not obvious. In order to ﬁnd the optimum vref ,
the Q-function can be utilized to estimate the processing gain according to
GˆDP (vdiff , vs) = Qs(vs + vdiff )−Qs(vs) , (4.19)
where vs is an arbitrary velocity shift. The analysis is based on the original Q-function, without any
reference signal shift. Essentially, the estimated processing gain is the diﬀerence between Q-function
levels at certain velocities. For example, assuming the Q-function level at 0.0 m/s is −30 dB and at
−0.3 m/s it is −50 dB, the GˆDP (0.3,−0.3) would be 20 dB. Both negative and positive vs values could
be used for the calculation, as the underlying ambiguity function is symmetric to the origin (cf. ambiguity
function properties in Sec. 3.1.2), but as the vref shifts the Q-function to positive velocities, then it is
more natural to use negative values.
The Q-function diﬀerence results for both SFM and cutFM signals are shown in Fig. 4.24. The plots
show how the processing gain varies for diﬀerent vdiff , over a range of velocity shifts, vs. It is also evident
that with increasing velocity diﬀerence, the maximum gain increases and the corresponding velocity shift
moves to higher values.
As mentioned earlier, a Doppler shifted reference signal shifts the whole Q-function by vref , hence
for vref = −vs, the GˆDP (vdiff , vs) represents the processing gain between stationary reverberation and
a target moving with vdiff . Herewith, given a vdiff between the reverberation and target velocity, in
4.6. Signal Design for Diver Detection 79
-1.6 -1.4 -1.2 -1.0 -0.8 -0.6 -0.4 -0.2
0
10
20
30
40
50
60
70
Velocity shift [m/s]
Q
-f
u
n
ct
io
n
d
iﬀ
er
en
ce
[d
B
]
0.8 m/s
0.7 m/s
0.6 m/s
0.5 m/s
0.4 m/s
0.3 m/s
0.2 m/s
0.1 m/s
(a) SFM, fm = 375 Hz, β = 9
-1.6 -1.4 -1.2 -1.0 -0.8 -0.6 -0.4 -0.2
0
10
20
30
40
50
60
70
Velocity shift [m/s]
Q
-f
u
n
ct
io
n
d
iﬀ
er
en
ce
[d
B
]
0.8 m/s
0.7 m/s
0.6 m/s
0.5 m/s
0.4 m/s
0.3 m/s
0.2 m/s
0.1 m/s
(b) cutFM, D = 1/4, i = 1
Figure 4.24: Processing gains for SFM and cutFM signals with fc = 70 kHz, T = 100 ms, and BW =
7500 Hz, given various velocity diﬀerences vdiff .
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order to maximize the reverberation suppression, the reference signal in the MF should be shifted by
vref = −arg max
vs
GˆDP (vdiff , vs) . (4.20)
The optimal vref values for a selection of vdiff and the corresponding processing gain estimates in dB are
given in Table 4.2. The table with the maximum values, together with the Q-function diﬀerence plots,
can be used to determine the optimal reference signal velocity shift in the MF detector or to predict the
processing gain for a selected sub-optimal vref . Three properties can be observed from the above results:
 The optimal vref > vdiff and for cutFM the diﬀerence is noticeably larger,
 For SFM the processing gain curves have narrower peaks, providing better velocity resolution, but
on the other hand it means that multiple reference signals are needed to cover a wider velocity
range,
 For cutFM the peaks are wider and the range for optimal vref values for various vdiff is much
smaller. That provides a possibility to use a single reference signal to near optimally cover a wide
velocity range.
For SFM the width of the Q-function main lobe is determined by the signal duration T , a property of the
underlying CW signal. On the other hand, for cutFM multiple parameters can be used to further reduce
the main lobe width, cf. Table 4.1. However, as most of the signal parameters come with a trade-oﬀ,
then depending on the system requirements and channel conditions, the design should be adapted to the
conditions, to maximize the beneﬁts.
Table 4.2: Optimal vref values for cutFM and SFM
cutFM SFM
vdiff Gain [dB] vref Gain [dB] vref
0.1 10.58 0.79 16.61 0.34
0.2 20.81 0.84 27.34 0.36
0.3 30.38 0.89 35.82 0.44
0.4 39.10 0.91 42.19 0.51
0.5 46.89 0.96 47.65 0.59
0.6 53.64 1.01 52.15 0.69
0.7 59.41 1.06 55.92 0.76
0.8 64.29 1.09 59.17 0.86
0.9 68.24 1.14 62.25 0.96
The reverberation suppression gains are high, way beyond the 20 dB that was used as a design criteria
earlier. Let us consider a new scenario and utilize the knowledge about the optimal reference velocities.
The velocity diﬀerence between the reverberation and target is assumed to be vdiff ≥ 0.3 m/s. The
ﬁrst priority is to maximize the suppression gain for vdiff = 0.3 m/s that according to Table 4.2 is
achieved with vref = 0.89 m/s. The ﬁrst reference signal covers the lower velocities and provides the best
separation between the stationary reverberation and the minimum target speed, shown in Fig. 4.25. The
Q-function level at 0.0 m/s is at −89 dB, while for 0.3 m/s the Q-function level is already at −59 dB, a
30 dB diﬀerence. The second curve in Fig. 4.25 represents the case, where the reference signal is maximally
shifted before the Q-function level at 0.0 m/s increases beyond −89 dB. With these two reference signals
at vref = 0.89 m/s and vref = 2.0 m/s, the setup provides a minimum processing gain GˆDP of 30 dB
over the 0.3 − 2.61 m/s velocity range. At the same time the GˆDP varies in the range of 30 − 60 dB,
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depending on the target velocity. If needed, the GˆDP around the 1.4 m/s velocity could be increased, by
covering the gap with a third reference signal at vref = 1.4 m/s.
Nevertheless, the maximum shift or coverage limitation might be a problem for some systems. This
can be circumvented by using a design with multiple transmit signals. Instead of transmitting the same
signal every time, the system can alternate between various signal designs. For example, transmitting
a signal with D = 1/4 in even time slots and a signal with D = 1/2 in odd time slots. Recalling the
properties of the signal parameters, a signal with D = 1/4 has a narrow Q-function main lobe width and
hence, is well suited for covering the lower velocities, while a signal with D = 1/2 is better suited to cover
a wider velocity range. One possible two signal design is shown in Fig. 4.26.
Due to the very low zero velocity Q-function level, the bandwidth of the second signal is increased
from 7.5 Hz to 10 kHz, in order to cover an even wider velocity range. In conjunction with the wider
main lobe width provided by D = 1/2, the design covers the velocities till 3 m/s. It is interesting to
note that by increasing the bandwidth even further to BW = 12.5 kHz, the peaks and valleys of the two
signals would align such that the design provides GˆDP > 30 dB till 8 m/s.
The second signal is unsuited for lower velocities, but otherwise oﬀers a wider velocity coverage and
an improved range resolution (cf. Fig. 4.18, reduced ACF width). Signal properties that in one situation
are unwanted are in other cases beneﬁcial. Therefore, if the signal can be freely generated or selected, a
multiple signal design provides the possibility to utilize the strengths of each cutFM signal parameter. In
addition, an arbitrary velocity range can be covered, by selecting complimentary signals that cover the
gaps and at the same time assure a minimum suppression level for the (stationary) reverberation. Surely,
it adds a bit of complexity to the transmit/receive system, as it needs to alternate between transmit
signals, but it clearly increases the systems capability to meet various design criteria.
At this point it is important to note that the vref values given in Table 4.2 are optimal regarding
reverberation suppression. For signal detection in the presence of white Gaussian noise, the optimal vref
is equal to the target velocity. In case the velocities match, the cross-correlation output for the signal
is maximized, while at the same time the cross-correlation output level for white noise is "minimal", as
it is constant for any vref selection. Herewith, as vref diverges from the relative target velocity towards
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Figure 4.25: Signal design with two reference signals, selected to maximize the reverberation suppression
for vdiff ≥ 0.3 m/s.
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Figure 4.26: Two signal design, ﬁrst signal with D = 1/4, BW = 7.5 kHz and second signal with D = 1/2,
BW = 10 kHz.
the receiver, the MF output for the target is reduced compared to the maximum possible, lowering the
SNR after the MF. The peak cross-correlation values for cutFM and SFM signals are given in Fig. 4.27.
Assuming the signal performance against noise should not degrade more than 10 dB, then vref minus
the target velocity should not be greater than 0.36 m/s for cutFM and 0.17 m/s for SFM. This leads to
a trade-oﬀ between target detection against reverberation or noise.
Therefore, in practice the vref value should be optimized jointly for reverberation and noise, depending
on the speciﬁc environments (channels) reverberation and noise levels. For example, in Table 4.2 for
cutFM with vdiff = 0.3 m/s, the optimal vref value is 0.59 m/s higher than the vdiff and the reverberation
gain is 30.38 dB, but according to Fig. 4.27, the performance against noise is reduced by around −27.5 dB.
Now, if the vref value would be lowered from 0.89 m/s to 0.69 m/s, the reverberation gain would degrade
by 5 dB, from 30 dB to 25 dB, but considering noise there would be a 15 dB improvement, from −27 dB
to −12 dB. Especially for cutFM (that has quite ﬂat reverberation processing gains), the vref value can
be lowered from the optimal value without signiﬁcantly degrading the performance against reverberation,
providing a possibility to ﬁnd a good trade-oﬀ between the signal's eﬃciency against reverberation or
noise.
The processing gain results given above are for a cutFM signal with fc = 70 kHz, T = 100 ms,
BW = 7500 Hz, and D = 1/4, i = 1. That is one speciﬁc parameter set, where all of the parameters
inﬂuence the ambiguity diagram and correspondingly its Q-function. Therefore, depending on the speciﬁc
system requirements and channel conditions, the transmit signal should be designed to provide a suitable
Q-function and at the receiver side the reference signal(s) in the MF detector should be selected to
maximize the detection probability against both reverberation and noise. In addition, due to the basic
range versus Doppler ambiguity trade-oﬀ, multiple transmit pulses often provide the best performance.
One pulse with good Doppler resolution (narrow Q-function main lobe) for detecting slow objects and a
second pulse with emphasis on the range resolution/ambiguities to cover higher velocities.
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Figure 4.27: Peak cross-correlation values for cutFM and SFM signals.
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Chapter 5
Receiver Structures
The task of a sonar receiver is to detect the objects of interest. In general, the receiver structures
are independent of the transmit signal. The transmit signals introduced previously aid the receiver to
improve the detection probability. In the early sonar systems, the target detection was done manually by
trained operators. They either listened to hydrophone recordings (passive sonar) or observed the active
sonar received signal power/energy levels from special screens. Today, digital signal processing algorithms
are capable of detecting the targets automatically and the operator just needs to conﬁrm the possible
threat(s) and makes the decision on the appropriate countermeasures. An active sonar system can be
illustrated by the block diagram shown in Fig. 5.1.
Transmitter Channel Receiver
Figure 5.1: Illustration of an active sonar system.
The transmitter emits a signal, the signal propagates through the channel and in a monostatic system
(transmitter and receiver in the same location), the reﬂections from the environment are recorded by
the receiver. The channel can represent various underwater environments. However, underwater channel
modeling is a vast topic and beyond the scope of this dissertation. In this work, a basic reverberation
limited channel model for shallow-water diver detection will be introduced in the next section.
y[k] Noise Filter Beamformer Detector Tracker
Classiﬁer
Figure 5.2: Illustration of a receiver structure.
The receiver withholds various components. The ﬁrst digital signal processing components are usually
the noise ﬁlter followed by the beamformer. Beamforming is used to improve the detection by separating
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the area under surveillance into narrow sectors with reduced beamwidth. For example, this means that
instead of a received signal withholding reﬂections from a 120◦ viewing angle, the 120◦ viewing angle can
be split into forty sectors with 3◦ beamwidth. The reduced beamwidth directly reduces the reverberation
area (cf. Sec. 2.8.5) and therewith the signal-to-reverberation ratio (SRR). The beamformer is followed
by a detector. The detector is the core component that extracts possible targets (contacts) from the
background interference. The detection can be based on various properties, like detected signal energy,
correlation between the received signal and the transmit signal, or other signal statistics. A number of
detector designs will be introduced in Sec. 5.2. The detector outputs can be visualized to the operator
directly or they can be processed further by components like tracking and classiﬁcation. The tracker
utilizes movement models to "track" probable target and ﬁlter out random or stationary contacts. The
classiﬁer utilizes various a priori information about the reﬂected signals patterns, in order to distinguish
between objects. These further processing components are optional, but both add additional intelligence
to the system that aid to ﬁlter out desired targets from false alarms. In this work, only detection
algorithms are brieﬂy investigated and all other receiver components are out of scope.
5.1 Channel Model
In order to analyze the performance of the transmit signal in various environmental conditions, a channel
model was implemented. Compared to measured data, where various environmental eﬀects are simulta-
neously present and often inseparable, a channel model allows direct control over all channel parameters
and makes it possible to test the signal in distinct channel conditions.
The channel model is based on three main components:
1. discrete objects/targets,
2. reverberation, and
3. noise.
The ﬁrst two are directly related to sonar activity and are based on the transmit signal. The noise is
independent of the transmit signal and is often modeled as additive white Gaussian noise (AWGN). The
underwater diver detection channel models can be categorized based on the dominant interferer  either
noise or reverberation limited.
5.1.1 Noise Limited Channel Model
The channel output in general can be written as
y(t) = h(t) ∗ s(t) + n(t) , (5.1)
where h(t) is the channel impulse response, s(t) is the transmit signal, and n(t) is the noise. In the
simplest case, the channel impulse response is a single Dirac at delay τ , attenuated by a coeﬃcient a(τ)
that depends on the propagation delay i.e. distance
h(t) = a(τ)δ(t− τ) . (5.2)
In contrast to the attenuation coeﬃcient α in Sec. 2.2, in this context the attenuation coeﬃcient a(τ)
corresponds to the total two-way transmission loss that according to (2.1) increases with range. Inserting
(5.2) into (5.1), the channel output for this special case becomes
y(t) = [a(τ)δ(t− τ)] ∗ s(t) + n(t) = a(τ)s(t− τ) + n(t) . (5.3)
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This is a noise limited channel, consisting of a single reﬂection observed at delay τ in AWGN. The receiver
needs to detect the reﬂection in noise and the detection performance is determined by the signal-to-noise
ratio (SNR). Therefore, for this channel the optimal detector maximizes the SNR  a matched ﬁlter
detector (cf. Sec. 5.2). Considering that the received signal strength of the reﬂected signal is not only
aﬀected by the transmission loss, but also by the acoustic cross-section of the target (TS cf. Sec. 2.6),
the received signal y(t) in (5.3) can be further extended to
y(t) = a(τ)TSa · s(t− τ) + n(t) , (5.4)
where TSa is the target strength in dB converted to an amplitude coeﬃcient. In order to complete
the (single return) channel model for diver detection in a noise limited environment, the model should
consider the Doppler eﬀect (cf. Sec. 2.5) caused by target movement, by replacing the delayed transmit
signal with a Doppler shifted signal
y(t) = a(τ)TSa · sD(t− τ) + n(t) . (5.5)
The discrete form of the channel output in (5.5) can be written as:
y[k] = a[l]TSa · sD[k − l] + n[k] , (5.6)
where the continuous signal y(t) is sampled at time instances kTs (Ts is the inverse of the sampling
frequency) and l is the equivalent time delay τ in samples. The discrete representation is relevant from
a digital signal processing aspect and will also be used for the reverberation limited case.
5.1.2 Reverberation Limited Channel Model
Shallow-water environments are typically reverberation dominated. For the reverberation there are two
prevailing scattering models in the literature: cell-scattering and point-scattering [Ett96].
 Cell-scattering models assume that the scatterers are uniformly distributed over the area of interest.
Additionally, it is assumed that the density of the scatterers is high enough to ensure that a large
number of scatterers are present in every elemental volume or area. This means that reverberation
is present at any given time and each cell contributes to the total reverberation. According to Etter
[Ett96], cell-scattering is the most common choice for reverberation modeling.
 On the other hand, point-scattering models assume that the scatterers are randomly distributed over
the area of interest and scattering strengths can vary for diﬀerent locations. The point-scattering
model is more suited for non-homogeneous environments, where the stochastic nature of the model
provides greater ﬂexibility to match the nature.
Regardless of the scattering model, the scattering amplitude is often assumed to be Rayleigh dis-
tributed. According to Lyons [LA99], if a high number of scatterers are present in each cell, then the
scattering amplitude is expected to be Rayleigh distributed, as in such case the central-limit theorem
holds and the summation results in a Gaussian reverberation. However, in the same paper the authors
show that, if the seabed is patchy and the cells are not big enough to encompass a suﬃcient number
of patches of diﬀerent scatter densities, then this assumption does not hold. The patchiness leads to a
non-Rayleigh probability density function with heavier tails (same eﬀect observed in [WP83]). This eﬀect
is more pronounced for high grazing angles [AdMH92, LA99] with smaller reverberation areas. In such
case, a Rayleigh mixture or K-distribution provide a better match for the measured reverberation. Simi-
lar analysis was done by Gaullaudet [GdM03] for all reverberation sources (seaﬂoor, surface and volume)
and it is brought out that especially for surface and volume backscattering, non-Rayleigh distributions
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have a better ﬁt. The paper also gives a very nice overview of the various distribution functions and tries
to link the distributions to physical eﬀects.
In this work, cell-scattering is selected for reverberation modeling. However, if the goal is to sta-
tistically better match a non-homogeneous environment, then a point-scattering model with a suitable
scattering distribution, like clustered or large scatterer dominated Poisson distributions [AdMH92], should
be used.
Based on the cell-scattering model, the received reverberation can be written out as a summation of
M reverberation signal components,
yR[k] =
M−1∑
m=0
a[k −m]β[k −m]s[k −m] , (5.7)
whereM is the transmit signal length in samples. The reverberation is modeled by one scatterer (cluster)
per sample where the scattering amplitude, β, is Rayleigh distributed and the mean level is determined
by the reverberation target strength (TSR), cf. Sec. 2.8.5. Therewith, adding the reverberation signal to
(5.6), the channel output becomes:
y[k] =
M−1∑
m=0
a[k −m]β[k −m]s[k −m] + a[l]TSa · sD[k − l] + n[k] . (5.8)
In addition to the cell-scattering assumption, this channel model makes a few simpliﬁcations. First, the
reverberation is assumed to be stationary. This assumption is generally valid for bottom reverberation,
but not for surface reverberation at higher wind speeds. Secondly, a single-path channel is assumed. The
model could be extended to include multipath eﬀects, by including multiple delays in (5.1) and (5.6).
Thirdly, the speed of sound for Doppler shift calculation, cf. Sec. 2.5, is assumed to be constant at
1500 m/s. However, as already mentioned in Sec. 2.5, this simpliﬁcation has a negligible eﬀect on the
simulation accuracy.
The channel implementation allows direct control over parameters like: transmission loss, target
strength, target velocity, speed of sound, scattering distribution, reverberation backscattering strength,
receiver horizontal beamwidth, noise strength, location of target(s), etc. This ﬂexibility will be used to
compare diﬀerent detectors in various channel conditions.
5.2 Detector Algorithms
A detector can be split up into two main components. The ﬁrst signal processing step converts the
received signal into a more suitable form, e.g. power, energy or correlation. In the second step, based
on the given signal characteristic, a decision is made on if a target is present or not. The constant false-
alarm rate (CFAR) algorithm is one (very common) possibility to make this decision automatically, by
comparing each cell to the estimated background level. In the following, three detector algorithms are
introduced, but before moving to the speciﬁc detectors it is ﬁrst ﬁtting to introduce the cell-averaging
constant false-alarm rate (CA-CFAR) algorithm.
5.2.1 Cell-Averaging CFAR
The squared channel output of a reverberation limited channel is shown in Fig. 5.3. The received power
decreases with increasing distance (or two-way propagation time), due to the increasing transmission loss,
cf. Sec. 2.2. In fact, the plot shows both reverberation and noise dominated sections. At ﬁrst, the received
signal is reverberation dominated and from around 1500 m the noise becomes the main interferer. The
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target at 500 m is visually "detectable", but at the same time one can also detect multiple false alarms
till 1500 m.
The standard detection procedure is to compare the signal level in the given cell under investigation
with the background/noise level and if the signal level is higher than the background by a certain thresh-
old, then the detector outputs a positive detection. The diﬃculty is to estimate the noise power, as it
is not known a priori. In the range CA-CFAR (averaging done over range), the background interference
level is estimated from leading and lagging reference windows [Roh83], illustrated in Fig. 5.4.
The estimated average noise power is calculated by averaging over the N cells/samples in the reference
windows
ZCA =
1
N
N∑
n=1
Xn , (5.9)
where Xn denotes the nth position in the sliding reference window. Ideally, the reference windows should
only withhold noise and therefore, in order to avoid the signal from the target being included to the
background, guard cells are placed between the cell under test (CUT) and the reference windows. The
detection threshold, TH, is calculated by multiplying the average noise power with a scaling factor S
[Roh83],
TH = ZCA · S , (5.10)
where S is calculated from the desired probability of false alarm (Pfa)
S = ln
1
Pfa
. (5.11)
The derivation for the scaling factor calculation formula can be found in [Roh83] or [Roh11], but essentially
it is based on the assumption of exponentially distributed X
p(x) =
{
1
µe
− xµ , x ≥ 0
0, otherwise.
(5.12)
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Figure 5.3: Squared reverberation channel output.
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Square Law
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Figure 5.4: Illustration of the CFAR algorithm.
According to [Roh83], this is justiﬁed for the square-law detector with complex Gaussian distributed noise.
For diﬀerent noise distributions, the calculation for the threshold or scaling factor should be analyzed
and adapted accordingly.
In the CFAR algorithm, the threshold is calculated for every cell, based on the estimate for the average
noise power plus the scaling factor S and the cell under test is compared to the threshold. This is done
to assure an acceptable false alarm rate.
The CA-CFAR can be implemented by sliding windows, where the sum is updated by subtracting
the oldest element from the sum and adding the new element, providing an eﬃcient realization. The
CA-CFAR performs well with homogeneous noise, but has diﬃculties at clutter edges and in multiple
target situations [Roh11]. Clutter represents an area with signiﬁcantly higher backscattering strength
(e.g. clouds and coastal lines for radar, reefs and harbor walls for sonar). At clutter edges, the CA-CFAR
performance degrades due to averaging over the two reference windows that contain signal sections with
various mean levels. This drawback is the motivation for a number of modiﬁcations.
 Cell-averaging greatest of CFAR (CAGO-CFAR) [HS80]. The aim of the CAGO-CFAR is to
improve the detection performance at clutter edges. Instead of estimating the average noise level
from both the leading and lagging windows, the greatest of algorithm selects the window with
the highest level,
ZCAGO =
1
N/2
max
N/2∑
n=1
Xn,
N∑
n=N/2+1
Xn
 . (5.13)
Therewith, avoiding false alarms at clutter edges that occur for CA-CFAR due to the averaging
over both windows.
 Smallest of CFAR (CASO-CFAR). This algorithm does the opposite of CAGO-CFAR. It selects
the minimum of the two windows for the noise power estimation,
ZCASO =
1
N/2
min
N/2∑
n=1
Xn,
N∑
n=N/2+1
Xn
 . (5.14)
The aim is to improve target detection in presence of multiple targets, in which case for CA-CFAR
and CAGO-CFAR the threshold would be high and the target stays undetected due to masking.
 Ordered statistics CFAR (OS-CFAR) [Roh83]. The ordered statistics CFAR aims to combine the
strengths of the previous two, by taking a diﬀerent approach. Instead of estimating the noise power
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Figure 5.5: Squared reverberation channel output together with the CA-CFAR detection threshold.
by averaging, it selects a single value from X to represent the background level. The selection is
done by ranking the Xn in ascending order
X(1) ≤ X(2) ≤ · · · ≤ X(N) , (5.15)
where the parentheses denote the rank-order number. X(1) denotes the minimum value and X(N)
the maximum value. A single value X(k), k ∈ {1, 2, · · · , N} is used to estimate the average noise
power
ZOS = X(k) . (5.16)
Typical values for k are k = 3N/4 and k = N/2 [Roh83]. Essentially, the parameter k can be used
to alter the inﬂuence of the clutter. With k > N/2 the clutter areas are expanded and for k < N/2
they are shrunk. The OS-CFAR improves the detection performance and increases the ﬂexibility of
the algorithm, but it has a signiﬁcantly higher computational complexity.
Considering the cell-scattering reverberation model without additional emphasized clutter regions, the
CA-CFAR is already suitable and the extensions are not needed. Exemplary, the CA-CFAR algorithm
threshold is shown in Fig. 5.5. The estimated average interference plus the scaling factor create a threshold
(plotted by the red curve) that is above the squared channel output. Only at the target location the
squared signal level is above the threshold and would result in a positive detection.
The CFAR is just one algorithm to automatically detect possible targets. The true performance of a
detector is determined by the ﬁrst processing step that converts the received signal into a more suitable
form, e.g. power, energy or correlation.
5.2.2 Square-Law Detector
The square-law detector is based on the received power, illustrated in Fig. 5.6. The received signal y[k]
is noise ﬁltered, squared and the output x[k] is used in the CFAR algorithm. The noise ﬁlter is optional.
If the receiver already applies a noise ﬁlter before beamforming (cf. Fig. 5.2), then a second noise ﬁlter
might be redundant. The power of the signal is the simplest characteristic and this type of detection is
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y[k] Noise Filter | · |2 CFAR
Figure 5.6: Illustration of a square-law detector.
used in situations where nothing is known about the transmit signal [Urk67] (i.e. passive sonar). The
squarer is a simple function and can be easily realized in hardware or in software. The detector is also
suitable for systems, where the transmit pulse is ultra-short, i.e. just a few samples long, as in such case
the energy or correlation detectors bring nearly no advantage. In case of longer signals, instead of the
power the detection should be based on the energy of the signal, in order to improve the SNR.
5.2.3 Energy Detector
The energy detector integrates the power of the signal over the signal duration T , illustrated in Fig. 5.7
y[k] Noise Filter | · |2 Integrator CFAR
Figure 5.7: Illustration of an energy detector.
The discrete output signal is given by
xE [k] =
M−1∑
m=0
|y[k +m]|2 , (5.17)
where M is the transmit signal length in samples. For an AWGN channel, the performance of the
energy detector compared to the square-law detector is improved by utilizing the total signal energy
instead of the instantaneous power. With increasing M , the background noise level variance decreases
and eventually converges to the noise energy. A receive signal and the corresponding signal power and
energy are exemplary shown in Fig. 5.8.
In this example, the received signal consists of a 1000 samples long CW signal with fc = 100 Hz
starting at sample 2000 in AWGN (fs = 1000 Hz). The SNR is 1.4 dB. Already from the received signal,
one can see a certain change in the signal structure, but the peak levels for the noise and noise plus CW
pulse are very close. The separation of the peaks in the squarer output in Fig. 5.8b is a bit better, but the
detection is still prone to errors. On the other hand, the energy of the received signal in Fig. 5.8c shows a
clear peak at sample 2000. The base integrator output value around 1000 is the noise level (energy) and
at sample 2000 the received energy withholds the noise plus the desired signal. Therewith, the diﬀerence
between the base and the peak level corresponds to the SNR. For such a 1000 samples long signal, the
detection is vastly improved and the probability of error is small. Figure 5.8c also shows another eﬀect
of the energy detector.
As the signal length increases the integrator output converges to the signal energy. This means that
the threshold for the CA-CFAR should be adjusted, as the CFAR input XE has a diﬀerent distribution
as for the square/law detector case. Essentially, XE follows a Gamma distribution, with mean equal to
the noise energy and decreasing variance as M increases. Unfortunately, a closed form XE distribution
as a function of noise power and M could not be found. At high M values, according to the central-limit
theorem the XE can also be approximated by a Gaussian distribution. Hence, there exist a possibility to
select the distribution that is more convenient to handle.
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Figure 5.8: An example received signal and its corresponding signal power and energy.
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Therewith, the optimal selection of the threshold for CFAR in combination of energy signal is not
straightforward. First, the XE probability distribution function should be estimated from interference
only signal sections and then a proper threshold can be obtained given a certain false alarm rate. In
practice, often the CFAR threshold is kept as a tunable parameter that is adjusted to the channel
conditions, to achieve a wanted false alarm rate and therewith, also appropriate threshold values are
found with testing.
It was pointed out that the background to peak level in Fig. 5.8c corresponds to the SNR. For a CW
signal, in order to maximize the SNR, the noise ﬁlter should be matched to the transmit signal's center
frequency and bandwidth. The dashed curve in Fig. 5.8c is obtained by applying a narrow bandpass ﬁlter
before the integrator. By ﬁltering out everything but the frequency range of the narrowband transmit
signal, the noise energy is minimized and with that the SNR maximized (a mathematical proof can
be found in [Ric03]). However, for a frequency modulated signal the corresponding ﬁlter design that
maximizes the SNR is not a simple bandpass ﬁlter, but a matched ﬁlter.
5.2.4 Matched Filter Detector
The matched ﬁlter, also known as correlator or replica correlator, correlates the received signal with the
transmit signal. The MF detector structure is illustrated in Fig. 5.9.
y(t) Matched Filter CFAR
Figure 5.9: Illustration of a matched ﬁlter detector.
In case the interference is AWGN, the MF or the correlator detector is the maximum likelihood detector
that maximizes the SNR [Ric03, Höh13]. The matched ﬁlter was already introduced in Chapter 3 and
the ﬁrst representation of the MF output was given via the convolution (the input/output notations have
been adjusted to comply with the receiver structure)
xMF (t) = y(t) ∗ h(t) =
∫ ∞
−∞
y(α)h(t− α)dα , (5.18)
where the impulse response of the matched ﬁlter h(t) is given as
h(t) = s(−t) . (5.19)
Equivalently, the convolution can be written as a cross-correlation function, cf. (3.19)
xMF (t) = y(t) ∗ h(t) = y(t) ∗ s(−t) = s(τ) ∗ ∗ y(τ) = Rsy(τ) . (5.20)
The cross-correlation maximizes the signal response and with that also maximizes the SNR in AWGN.
The matched ﬁlter is optimal for any transmit signal s(t), but as pointed out earlier, for a CW signal the
MF can have multiple forms and realizations. The signal s(t) in the MF can be replaced by a Doppler
shifted reference signal sref (t) (cf. Sec. 4.6). The resulting more general algorithm is optimal for any
sref (t) selection in AWGN and is sometimes also termed as the optimal mismatched ﬁlter [Ric03].
In the energy detector example, a CW transmit signal was used, in this example an FM transmit signal
with 100 Hz bandwidth is used and the corresponding received signal, the signal energy and matched
ﬁlter outputs are shown in Fig. 5.10. Figure. 5.10b shows two signal energy curves. The ﬁrst, plotted by
a solid line, is nearly identical to that seen for the CW signal in Fig. 5.8c. The second curve plotted by a
dashed line, is again the result with noise ﬁltering. Due to the increased signal bandwidth, the residual
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Figure 5.10: An example received signal and its corresponding signal energy and matched ﬁlter output.
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noise energy after ﬁltering is noticeably higher than in Fig. 5.8c. Nevertheless, the gain of applying a
noise ﬁlter is signiﬁcant. The SNR improves from 1.4 dB to 8.1 dB. However, the SNR for the FM signal
can be further improved by using a MF, shown in Fig. 5.10c. The resulting SNR after the MF is around
11.5 dB. Yet, maybe an even more important beneﬁt of the MF is that it utilizes the bandwidth of the
signal to bring forth the compression gain. Instead of a triangle, the MF output for the FM signal is
a narrow sinc function (cf. Sec. 3.4). The pulse compression greatly improves the range resolution and
performance in reverberation channels or multiple target scenarios.
For CW signals, the energy detector is an eﬃcient detection algorithm, where the main challenge is
designing the best possible narrowband noise ﬁlter. On the other hand, the MF is optimal (for AWGN
channels) for any transmit pulse form. This is also the reason why today's digital receiver systems widely
use the MF detector.
As modern receiver systems have more computational power available, the MF detector has become the
favored detection algorithm, due to its optimality in the AWGN scenario. Nevertheless, in reverberation
limited environments MF detection is no longer optimal. Various algorithms exist that try to use some
knowledge about the reverberation to improve the detection performance. One of such algorithms is the
principle component inverse (PCI) detector [TKK82, GJ02].
5.2.5 PCI Detector
The PCI algorithm aims to estimate and suppress the reverberation before applying the matched ﬁlter.
The method utilizes the fact that the received signal is a superposition of multiple reverberation compo-
nents and the target echo. The PCI algorithm attempts to split the received signal into two subspaces
 reverberation subspace and target echo plus noise subspace. Singular value decomposition (SVD) is
used for separating the signal into low rank subspaces. Given the separation is successful the estimated
reverberation signal components are subtracted from the received signal and the residual signal with
improved SRR is processed by the MF. A block diagram of the PCI detector is shown in Fig. 5.11.
y PCI MF CFAR
Figure 5.11: Illustration of a PCI detector.
The core of the PCI algorithm is the SVD. The SVD factorizes an m× n matrix M into
M = UΣVH , (5.21)
where U is an m×m unitary matrix, Σ is an m× n non-negative real-valued diagonal matrix, and VH
denotes an n × n complex conjugate transposed (also known as Hermitian transposed) unitary matrix.
The diagonal entries Σj,j in Σ are the singular values (SVs) of M and the columns of U,V are called the
left-singular and right-singular vectors of M.
In order to use the SVD for receive signal factorization, an input matrix has to be generated. In
[TKK82] it is ﬁrst proposed to compose the matrix from a block of the receive signal y, denoted as yi.
The resulting matrix, Yi from block i, is termed the forward matrix
Yi =

yi[p] yi[p− 1] · · · yi[1]
yi[p+ 1] yi[p] · · · yi[2]
...
...
...
...
yi[L] yi[L− 1] · · · yi[L− p+ 1]
 (5.22)
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where L is the block length and p is L/2, rounded up if L is odd. The m×n Yi matrix is generated from
L received values of block i. The aim of the PCI is to split Yi into two matrices, Y
r
i and Y
o
i
Yi = Y
r
i + Y
o
i , (5.23)
where Yri spans the reverberation subspace and Y
o
i spans the target echo plus the noise subspace.
Assuming that the reverberation is stronger than the target echo, the best rank r estimate of Yri is
represented by the r largest singular values of Yi. The reverberation subspace Y
r
i can be obtained via
the SVD and the Eckart and Young theorem [EY36]:
Yi = UΣV
H = [Ur|Uo]
[
Σr 0
0 Σo
]
[Vr|Vo]H , (5.24)
where Σ = diag(σ1, σ2, · · · , σRY ) is a diagonal matrix that consists of the RY singular values of Yi,
in descending order. In [GJ02], the estimated reverberation signal is reconstructed from UΣVH by
retaining only the r bigger singular values in Σ and collecting the reverberation vector, yr from Yri . The
reverberation signal is subtracted from the receive signal and the resulting signal is processed by the MF.
The main diﬃculty of the algorithm is to estimate the rank r or more explicitly, how do determine
which singular values represent the reverberation. Depending on the selection, the signal yr may include
only part of the reverberation signal or it may also include the target echo. In [GJ02], the rank r
estimation is based on the signal power. As the sum of the singular values is linked to the received signal
power, then r is estimated by summing the squared singular values of Yi and comparing it to a threshold
P that is selected using a priori knowledge about the singular values associated to target echo and noise.
Therefore, if there exists an index K, smaller than the rank RY of Yi, for what the sum of the singular
values exceeds P ,
K∑
k=0
σ2RY −k > P , (5.25)
then r is selected to be equal to r = RY −K+1. If no such index K exists, the signal block is not altered
by the PCI.
As stated in [GJ02], the PCI has two requirements for good performance:
 the reverberation signal has to be more powerful than the target echo and the noise,
 the rank r of Yr must be small.
The ﬁrst condition is needed to achieve the subspace separation in (5.24) and the second condition is
necessary to have a good separation of the signal subspaces. However, the PCI has one more fundamental
requirement: the superimposed signals have to be distinguishable in frequency.
5.2.5.1 Rank Estimation
The bandwidth of the (transmit) signal determines the rank of the subspace. The rank of a CW
(monochromatic) signal is one. Hence, if k CW signals with diﬀering frequencies are present in one
block, then the rank is equal to k. In such scenario, each of the CW signals is represented by one of the
singular values.
For wideband signals it is more complicated to determine the rank, as the instantaneous frequency
is not constant and as pointed out in Sec. 3.4 it does not need to be linearly increasing. Considering a
linear frequency modulated signal, according to [GJ02], the subspace rank can be estimated using the
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intrinsic bandwidth of the signal. The intrinsic bandwidth, b, is calculated via the signal duration and
bandwidth
b =
√
BW
T
. (5.26)
The intrinsic bandwidth is considered to be the minimum frequency diﬀerence needed to separate two
LFM signals. The same separation bandwidth can be used to estimate the rank of a forward matrix of
an LFM signal block, by calculating the number of intrinsic bandwidths in a signal block. Figure 5.12
illustrates the relation between the intrinsic bandwidth, block length and the rank.
t
f
L1
L2
BW
b
T
Figure 5.12: Rank estimation.
The exemplary LFM signal consists of four times the intrinsic bandwidth. If the block length is
selected to be L1, the block withholds two times the intrinsic bandwidth and hence, the rank of the
forward matrix would be RFM = 2. For a block length of L2 the rank would be four. Recalling the PCI
requirements, it is better to use a shorter block length that results in a lower forward matrix rank and
additionally the SVD calculation is less complex for smaller matrix sizes.
Mathematically, the estimated rank can be calculated via
RFM =
BW
b
· L
T
. (5.27)
In the following PCI simulations, the block length is chosen to be L = T/10, additionally considering the
standard signal properties, like T = 100 ms and BW = 7500 Hz, then b =
√
BW/T = 273 Hz and the
estimate for the rank of the LFM signal would be
RFM =
7500
273 · 10 = 2.74 ≈ 3 . (5.28)
The resulting rank is low and hence, there is no need to further reduce the block length. Before moving
to the PCI results, it is important to mention that in order to reduce the computational complexity the
bandpass signal is shifted to baseband and the signal is downsampled to fs = 20 kHz. This reduces the
block length from 2000 to 200 and signiﬁcantly lowers the processing time.
The results of the SVD factorization are shown in Fig. 5.13. The ﬁgure presents the amplitudes of
the 20 largest singular values for CW, LFM, and two cutFM signals. The ﬁrst cutFM signal is created
with D = 1/2 and the second with D = 1/4.
First of all, the result for CW is as expected. A single larger singular value that concurs with r = 1
for monochromatic signals. For LFM the number of signiﬁcant singular values is less obvious. Essentially,
there are 3 to 4 bigger singular values. According to (5.28), we would expect that only the ﬁrst 3 are
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Figure 5.13: Twenty largest singular values for CW, LFM, cutFM with D = 1/2 (cutFM 1), and cutFM
with D = 1/4 (cutFM 2).
required to reconstruct the original LFM signal with suﬃcient precision. For the cutFM signals, the
number of larger singular values increases with the duty cycle D, around 8 for D = 1/2 and around 14
for D = 1/4. In order to determine the suﬃcient rank r, the mean squared error (MSE) between the
original input signal y and the rank r estimate yr is calculated.
Earlier, it was not explicitly explained how to get yr from Yri . There are two methods:
1. Reverse the Yi creation process and collect the y
r values from the ﬁrst row and column,
2. Utilize the full information in the Toeplitz structure of Yri by calculating the arithmetic mean of
the diagonals.
Concerning the second method, as some of the diagonals are very short, then the PCI blocks should be
selected with an overlap (e.g. 50%). The MSE comparison of the two methods is shown in Fig. 5.14.
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Figure 5.14: Comparison of the MSE between y and yr obtained with either method 1 or with method
2.
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Method 2 achieves the same MSE with r = 3, as method 1 with r = 4. A clear advantage of utilizing
the complete information in Yri , by averaging over the diagonals. The squared diﬀerences between y and
yr of the three most interesting parameter combinations are shown in Fig. 5.15.
The black curve obtained with method 1 and r = 3, presents periodic high peaks at multiples of
half of the block length (L = 200), implying that the matrix elements near the corners of Yri have poor
accuracy. Applying the 50% overlap and using the diagonal averages of Yri signiﬁcantly improves the
estimate. However, a similar accuracy is achieved with method 1 by increasing the rank to 4, which is an
interesting result that might be useful for low complexity realizations. Figure 5.15 also shows a second
important eﬀect. All three curves have a high mismatch with the input signal between 50− 100 samples.
This is caused by edge eﬀect. Till sample 58, the input signal is zero and then the selected CW, LFM or
cutFM signal begins. This sharp transition can not be represented by a few singular values. The same
eﬀect is also evident for CW. The ﬁrst block has more than one non-zero singular values and hence, with
increasing r the MSE gradually decreases, cf. Fig. 5.16. This edge issue could be avoided by using a
smoother windowing function, e.g. Hann or Hamming.
Figure 5.16 shows the MSE depending on the rank r for various signals. For CW the signal is
represented by a single singular value, therefore the MSE is below 10−2 already with r = 1. LFM reaches
an MSE of 10−2 with r = 3. Both CW and LFM show the same error-ﬂoor, caused by the edge eﬀect.
CutFM 1 with D = 1/2 reaches an MSE of 10−2 with r = 6, but r = 7 improves the MSE nearly by a
magnitude and is a better choice. CutFM 2 with D = 1/4 reaches an MSE of 10−2 with r = 12, but
r = 13 is a better choice. The cutFM signals to not encounter the strong edge issue at the beginning and
at the end of the signal, due to sub-pulse Hann windowing, but instead the PCI algorithm has diﬃculties
with the cut-out signal sections. The SFM signal with its modulated phase appears to be diﬃcult to
estimate with a low rank r. SFM requires a rank r > 20. For more visualization about yr signal evolution
with increasing r, cf. Appendix A.
Concerning the PCI requirement of a low subspace rank r, only the CW and LFM signals fulﬁll
it. The additional modulation introduced to the cutFM and SFM signals in order to improve their
Doppler selectivity, increases the amount of frequency components present at each PCI signal block (cf.
Sec. 4.3) and therewith, increasing the rank r of the forward matrix. This does not imply that the PCI
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Figure 5.15: Squared diﬀerences between y and yr.
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Figure 5.16: MSE of various signals depending on rank r.
is unusable with cutFM and SFM signals, but that good reverberation separation is harder to achieve.
Good separation according to (5.24) is possible if the unwanted signals singular values are the r largest
ones.
5.2.5.2 Power Diﬀerence
In order to visualize the eﬀect of the power diﬀerence, a two echo scenario is created. The ﬁrst echo arrives
at t = 10 ms and the second at t = 40 ms, shown in Fig. 5.17a. The second echo is 10 times stronger
(20 dB higher signal power). Both echos are LFM signals with T = 100 ms and BW = 7500 Hz. The MF
output for the two echo signal is shown in Fig. 5.17b. The MF is implemented using the cross-correlation
function and echo 1 is used as the reference. Therefore, the ﬁrst peak in Fig. 5.17b at τ = 60 ms has a
0 dB amplitude and the second peak has a 10 dB value at τ = 90 ms (MF outputs are normalized by the
signal power of the echo 1). Figures 5.17c-5.17f show the PCI processed signals and the corresponding
MF outputs. Figures 5.17c-5.17d are obtained using r = 3 and Fig. 5.17e-5.17f with r = 4. With the
given power diﬀerence, PCI can separate the two echos and can nearly completely remove the second
echo from y. The residual edge eﬀects are still visible in both Fig. 5.17c and Fig. 5.17e, but otherwise
echo 1 is clearly visible. Additionally, the MF peak for the ﬁrst echo is unchanged, meaning that the ﬁrst
3− 4 large singular values do not contain information about echo 1.
The ﬁrst 10 singular values of a PCI block withholding both echos are shown in Fig. 5.18. The ﬁgure
shows two scenarios. The ﬁrst one with circle marks corresponds to the echo power diﬀerence used earlier
in Fig. 5.17. The second curve in red is obtained by lowering the power diﬀerence to 14 dB.
In the ﬁrst scenario the power diﬀerence splits the singular values into two groups. The ﬁrst four
belonging to echo 2 and the second four to echo 1. Earlier, in Fig. 5.13, the largest singular value for the
LFM signal was equal to 72. In fact, the ﬁrst four LFM singular values from Fig. 5.13 are nearly identical
to singular values 5− 8 of P2 = 20 dB. The ﬁrst eight singular values are extra brought out in Table 5.1.
The SVs of echo 2 are 10 times bigger than those of echo 1. In case of P2 = 20 dB, the SVs of echo 2
and echo 1 are nicely separated. This also explains the PCI requirement number one, that said that the
reverberation signal should be more powerful than the signal and noise. As long as the singular values of
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(b) Original MF output
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(d) MF output after PCI with r = 3
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(f) MF output after PCI with r = 4
Figure 5.17: Time signals and the corresponding MF outputs.
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Figure 5.18: Inﬂuence of power diﬀerence to SV ordering.
Table 5.1: Eight largest singular values from Fig. 5.18
Singular value index r
P2 [dB] 1 2 3 4 5 6 7 8
20 721 612 325 96 72 60 33 18
14 361 306 163 72 62 47 32 10
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the interfering signal are the r largest ones, then the PCI algorithm can "easily" remove them. However,
as the power diﬀerence decreases, the order of the SVs changes. In the P2 = 14 dB case, the SVs of echo
2 are halved and with that the fourth SV is no longer the 4th largest, but the 6th largest SV. As the
power of echo 1 stayed unchanged, then it's corresponding SVs did not reduce and earlier 5th and 6th
SVs became the 4th and 5th, illustrated in Fig. 5.18b. This means that if for the P2 = 14 dB case, the
PCI would remove r = 4 largest SVs, then it would already also remove a large part of echo 1. The power
diﬀerence does not alter the number of relevant SVs, it only changes their order and the order determines
how simple it is to separate the interference from the rest. Hence, theoretically even with equal echo
powers, the two signals could be separated. A more crucial constraint is the frequency diﬀerence between
the interfering signal and the rest.
5.2.5.3 Frequency Diﬀerence
We are again assuming a two echo scenario. The two signals can be separated as long as the arrival delay
τ between the two signals is greater than the PCI block length L. The scenario with τ = L is illustrated
in Fig. 5.19.
t
f
Echo 1 Echo 2
Block 1 Block 2 Block 3
L
BW
b
T
τmin
Figure 5.19: Illustration of PCI blocks with two echos apart by τ = L.
As long as the delay between the arriving signals is larger than L, then the frequency ranges of the
two signals in a given block (e.g. block 2) do not overlap and the individual signal components are
represented by unique singular values. As the delay reduces beyond L, the SVD merges the frequency
components that are present twice. Therefore, in order to improve the range resolution, L has to be
decreased. However, the range resolution can not be made arbitrarily small. The intrinsic bandwidth
represents the minimum bandwidth needed to separate two LFM signals, hence the minimum arrival
delay τmin corresponds to the signal duration when the instantaneous frequency increases by b,
τmin = b · T
BW
. (5.29)
For a signal with T = 100 ms, BW = 7500 Hz, and fs = 20 kHz, τmin = 3.65 ms = 73 samples. Basically,
the block length could be reduced below τmin, but doing so does not improve the signal separation.
The eﬀect of decreasing τ (given in samples) to the singular values are shown in Fig. 5.20. The scenario
uses two LFM signals with equal power (identical to P2). The main reference is the blue curve with circle
marks that corresponds to τ ≥ L, L = 200 samples. There are 8 larger singular values, two groups of
four SVs. Theoretically, the two signals can still be perfectly separated. Lowering the delay below L,
reduces the number of relevant SVs. For τ = 150 samples, the last larger SV is 7th, for τ = 120 it is 6th
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Figure 5.20: Inﬂuence of the arrival delay (given in samples) to the singular values.
and for τ = 60 it is 5th. Finally for τ = 0, the two signals are coherently added and the amplitude is
doubled, leaving four bigger singular values with doubled amplitudes. Eﬀectively, as τ decreases below
L, the SVD merges the twofold present signal components, reducing the number of unique SVs.
Therefore, in order to separate the reverberation from the received signal, ﬁrst of all the signals
in a PCI block should not have common frequency components and the frequency distance should be
minimally b. Secondly, the interference signal should be more powerful than the rest to assure easier
separation. Based on this it can be concluded that the PCI is better suited for shorter signals  lower
number of reﬂections in a PCI block, and for channels that are dominated by spatially separated strong
reﬂectors. In such scenario, each PCI block has a small number of relevant SVs and a large portion of
the reverberation is represented by the r biggest SVs. With this knowledge it becomes clear that the
PCI is not well suited for the reverberation channel model described in Sec. 5.1.2. Given such a channel,
each PCI block will have around T/L sets of signiﬁcant singular values that would mean for the LFM
signal with r = 4 around 40 SVs. Four out of the 40 SVs will correspond to the target echo plus the
reverberation from the same distance, but their ordering will be random, due to the Rayleigh distributed
scattering amplitudes. Even if we could determine the right SVs, the range resolution τmin of the PCI
algorithm is much larger than the range resolution of the MF, determined by the coherence time Tc.
Therewith, for such a channel model, the PCI algorithm can not eﬀectively separate the reverberation
from the target echo.
The PCI could be used to separate CW signals with diﬀerent center frequency. Exemplary, extracting
the dominant stationary reverberation from the received signal and therewith improving the visibility
of the moving targets. However, as it has been shown earlier, the same can be achieved with bandpass
ﬁltering or with a proper MF. The fact that the PCI algorithm can separate LFM signals is indeed very
attractive, but has severe constraints. Only a few LFM signals should be overlapped, to assure a low
number of singular values for a PCI block and the signals have to be separated in frequency. One possible
usage would be to remove strong stationary objects from the received signal  check the constraint P and
remove signal components that are too powerful for target echo plus noise, as used in [TKK82, GJ02].
Yet, a similar eﬀect can be achieved with tracking that neglects strong stationary contacts (objects). The
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PCI has speciﬁc usages, but serves not as an all around solution for reverberation suppression.
5.3 Simulation Results
The introduced MF and energy detection algorithms are compared via simulations. First, the simulation
results for a noise limited channel are presented, showing the advantage of the MF detector. In the second
subsection the focus is on signal selection for a reverberation limited channel. Finally, a small summary
for signal selection is given.
Two modiﬁcations are done to the channel and the detector algorithms  the channel model is made
range independent and the CFAR algorithm has been replaced. It was mentioned before that the re-
ceived signal experiences an increasing transmission loss. One possibility to mitigate the eﬀect, is to
precompensate the transmission loss at the receiver side by increasing the receiver gain over time. The
other possibility is to use the CFAR algorithm as it inherently compensates for the transmission loss
(cf. Fig. 5.5), by averaging over both the leading and the lagging reference window. (The two-reference-
window compensation or averaging method is sometimes also called normalization [Mor87].)
However, as the transmission loss is not a linear function, but an exponential function, the average
noise power estimate is not unbiased. Hence, for the simulation results the channel is altered to become
range independent, i.e. a system with perfect normalization. The goal of the simulations is to compare
diﬀerent detectors in a reverberation limited environment and to give a general performance comparison
simply based on the SRR. By removing the range dependent components from the channel, the perfor-
mance results are no longer aﬀected by the selected target range, transmission loss calculation, nor the
target/reverberation strengths. This means the results depend on a single variable, the SRR, and not on
any speciﬁc parameter selection.
Additionally, due to the non-straightforward CA-CFAR threshold calculation, caused by the various
distributions of the signal energy and MF output, the CFAR will be replaced by a maximum level
comparison algorithm, to decide between positive target detection or false alarm. Decision is done
comparing target vs. maximum interference level. A positive detection is declared if the target response is
1 dB higher than the maximum interference response over 100000 samples. Utilizing the exact knowledge
about the target position, together with the range independent channel, this direct comparison algorithm
provides for all detectors and signals a identical detection criterion and the threshold levels need not to
be manually adapted.
5.3.1 Noise Limited Channel
The detection probabilities in noise limited channel are shown in Fig. 5.21.
The simulations are done for CW, LFM, and cutFM signals, with energy and MF detectors. The
results are obtained with the following system parameters: fc = 70 kHz, T = 100 ms, and frequency
modulated signals have a BW = 7.5 kHz. The cutFM signal used in the simulations is with D = 1/4,
i = 1. The signal energies are normalized to Es = 1 for all T = 100 ms pulses. The given SNR is before
the detector and the receiver pre-ﬁlter has a 7500 Hz bandwidth around the center frequency.
The simulation results conﬁrm the expectations. For FM and cutFM the energy detector achieves an
error free detection around SNR = −3 dB. This is a reasonable result, as at SNR = 0 dB the noise and
desired signal have equal energies and hence, at the target position the superimposed energy level can
be clearly distinguished against the background noise level. Eventually, the noise becomes dominant and
reliable detection is no longer possible. For the CW signal, reliable detection is possible until an SNR
of −13 dB. A result of reducing the bandpass ﬁlter −3 dB bandwidth from 7500 Hz to 50 Hz (−60 dB
stopbands at fc ± 200 Hz).
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Figure 5.21: Energy and MF detector detection probabilities for CW, LFM, and cutFM signals vs. SNR.
The MF results for all three signals are close together. As expected, the MF brings a signiﬁcant gain
for the frequency modulated signals, improving the detection performance by around 13 dB. For the CW
pulse the improvement is only around 4 dB and can be explained by the fact that the noise ﬁlter bandwidth
of the energy detector is not ideal, but has a wider bandwidth than the minimum (1/T ) required, caused
by the 70 kHz center frequency. A problem of bandpass processing that could be alleviated by performing
the processing in baseband (shifting the center frequency from 70 kHz to 0 Hz). Most importantly, the
MF shows good performance for all pulse selections.
According to Fig. 5.21, the CW appears to have the best performance in noise, but the signals with
larger bandwidth beneﬁt from pulse compression. Exemplary, two-target noise limited MF outputs for
all signals are shown in Fig. 5.22.
The sub-ﬁgures on the left side show MF outputs for two targets at 100 m distance. CW presents two
wide correlation peaks close next to each other, but still separable. At the same time for LFM and cutFM
the two responses are well apart. For LFM each target has a single thin peak, while cutFM additionally
presents periodic range ambiguities (cf. Sec. 4.4). Clearly, for LFM and cutFM the distance between the
targets could be signiﬁcantly reduced. The minimum distance, dmin, for frequency modulated signals can
be calculated from the coherence time
dmin =
1
2
cTc =
1500
2BW
. (5.30)
The factor 1/2 stems from the two-way propagation and therewith for BW = 7500 Hz, dmin = 0.1 m.
MF results for d = 0.1 m are shown on the right. LFM and cutFM present two distinguishable peaks
next to each other. The cutFM signal has preserved the fundamental range resolution of the LFM base
signal. Concerning the CW signal, in order to reach such range resolution, the signal duration has to be
reduced by a factor of 1000, to T = 0.1 ms. The CW result in Fig. 5.22b looks very similar to the LFM
plot in Fig. 5.22d, but the signal energy for the CW has reduced by −30 dB. In order to compensate
for the reduced signal energy, the SNR has been increased by 30 dB from −12 dB to +18 dB, to have a
comparable detection capability as for the frequency modulated signals.
Figure 5.22f illustrates the fact that even when cutFM has periodic range ambiguities, the targets can
be distinguished also at very close distances. The receiver can utilize the a priori knowledge about the
positions of the periodic ambiguities and therewith diﬀerentiate between neighboring target peaks and
periodic ambiguities.
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(a) CW, T = 100 ms, SNR = −12 dB
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(b) CW, T = 0.1 ms, SNR = +18 dB
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(e) cutFM, T = 100 ms, d = 100 m
496 498 500 502 504
−20
−10
0
Distance [m]
M
F
ou
tp
u
t
[d
B
]
(f) cutFM, T = 100 ms, d = 0.1 m
Figure 5.22: Two-target MF outputs, d = 100 m on the left and d = 0.1 m on the right.
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In case the transmitter has a ﬁxed maximal output power, the cutFM signal suﬀers a −3 to −10 dB
SNR penalty, due to the reduced signal energy caused by the cut out signal sections and the selected
w1(t) windowing function. However, if the maximum output power is limited by cavitation, then the
transmission pauses should enable the system to use a higher output power before reaching cavitation.
For the noise limited channel an LFM or HFM signal with a MF detector provides very good perfor-
mance in all situations: single target, multiple targets, moving targets, multipath channels. However, in
reverberation limited channels the same signal and detector combination reaches it's limit.
5.3.2 Reverberation Limited Channel
When dealing with a noise limited channel, if the SNR is too low for successful detection, the solution
is to increase the signal energy. For a reverberation limited channel the main means to improve the
detection, is to utilize the Doppler eﬀect to suppress the reverberation. The eﬀect of Doppler processing
is visualized in Fig. 5.23. In these examples, the target is moving with 0.3 m/s towards the receiver, the
reverberation is assumed to be stationary and the scatterers are uniformly distributed over the range.
An HFM (or LFM) signal with T = 100 ms and BW = 7500 Hz is detectable until an SRR of −12 dB.
The HFM signals are Doppler invariant and hence, the receiver can not use Doppler processing to better
separate the moving target from reverberation. However, when a Doppler selective transmit signal like
cutFM or SFM is used, then at the receiver side the reference signal in the MF can be Doppler shifted
to provide a Doppler processing gain. Figures 5.23b-5.23e show how the MF output alters as the vref
increases from 0.3 m/s to 0.89 m/s. Two eﬀects can be observed. Most importantly, with increasing vref ,
the reverberation level after MF is reduced. However, at the same time also the peak target level reduces,
but at a lower rate. As a result, the target response becomes more and more prevailing as vref increases.
The reduction of the peak target level corresponds to the SNR loss or the performance degradation in
noise limited channels discussed in Sec. 4.6. Namely, for vref = 0.5 m/s the peak level is at −1.6 dB, for
vref = 0.7 m/s at −6 dB and for vref = 0.89 m/s at −13.5 dB. Therefore, even though for vdiff = 0.3 m/s
the maximum reverberation suppression is achieved at vref = 0.89 m/s (cf. Table 4.2), unless the full
gain is needed, a lower vref selection would improve the systems performance against noise. Hence, for
real channels, it is best to measure the noise and reverberation levels and adapt the receiver accordingly.
The Doppler processing gain allows the receiver to reliably detect the target at much challenging
channel conditions. Figure 5.23f shows the MF output with vref = 0.89 m/s and SRR = −36 dB. Even
at 24 dB lower SRR the target is clearly visible.
A comparison of detection probabilities of various transmit signals at a certain SRR is shown in
Fig. 5.24. In the simulations, the signal energy is normalized to unity and the SRR is controlled by
changing the reverberation backscatter strength. First of all, three general conclusions can be drawn
from the results:
1. Up to a certain SRR, in this case around an SRR of −12 dB, the system with HFM can detect all
moving targets in a reasonable velocity range (with LFM, the exact SRR value would depend on the
target velocity and the corresponding loss in the maximum cross-correlation value (cf. Fig. 3.28)).
This operating point is important, as until the SRR is suﬃcient for HFM to reliably detect the
target, it provides the best possible range resolution with minimal ambiguities. Moreover, only a
single reference signal is needed to cover the velocity range of interest.
2. In case the SRR is lower than that required by the HFM signal, the performance can be improved by
utilizing Doppler selective signals like cutFM and SFM in conjunction with reverberation processing.
3. Depending on the relative velocity diﬀerence (vdiff ) between the reverberation and the target,
signiﬁcant performance gains (reliable detection at as low as −55 dB SRR) can be achieved, by
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(a) HFM, vref = 0.0 m/s, SRR = −12 dB
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(b) cutFM, vref = 0.3 m/s, SRR = −12 dB
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(c) cutFM, vref = 0.5 m/s, SRR = −12 dB
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(d) cutFM, vref = 0.7 m/s, SRR = −12 dB
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(f) cutFM, vref = 0.89 m/s, SRR = −36 dB
Figure 5.23: Visualization of Doppler processing.
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optimizing the MF reference signal's velocity shift. The optimization is done to maximize the
diﬀerence of the MF response levels between the target and the reverberation.
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Figure 5.24: Detection probabilities for cutFM, SFM, and HFM signals vs. SRR, for various target and
reverberation velocity diﬀerence, vdiff .
Secondly, a comparison between the Doppler selective cutFM and SFM signals can be made. The
cutFM and SFM show similar performance for the selected vdiff values, with cutFM having a slight edge.
Tab. 5.2 gives the SRR values when the detection probability reaches 95%. Both signals signiﬁcantly
Table 5.2: SRR values for cutFM and SFM, at PD = 0.95
vdiff 0.0 0.1 0.2 0.3 0.4 0.5
cutFM -5.6 -16.4 -27.3 -37.9 -46.7 -55.5
SFM -2.4 -15.9 -29.1 -38.2 -45.3 -51.0
improve the detection probability of a moving target against reverberation. Comparing tables Tab. 4.2
and Tab. 5.2, the estimated processing gains from the Q-function quite well comply with the simulation
results. However, according to the Q-function analysis results in Table 4.2, SFM should be superior till
vdiff ≤ 0.5 m/s, but in the simulation results SFM signal has better performance only for 0.2 m/s and
0.3 m/s, otherwise cutFM is superior.
The disparity can be explained by the narrower ACF width of the cutFM signal (cf. Fig. 5.25).
Due to the superposition of numerous reﬂections, the wider width of the SFM signal's ACF leads to an
increased probability for a higher reverberation peak that degrades the detection performance. For the
same reason, HFM with its minimum ACF width has the best performance for vdiff = 0.0 m/s. All of
the above results are for a single target scenario. In case of multiple objects/targets, the cutFM signal
would further beneﬁt from its superior ACF width and peak separation.
In summary, for noise limited channels HFM or LFM signals provide the best range resolution and
only a single reference signal is needed to cover the velocity range of interest. For reverberation limited
channels, the signal selection is a bit more complicated. As long as the SRR is not to low, the HFM or
LFM signals are still a good choice. In situations, where the SRR is beyond this threshold, a Doppler
selective signal can be used to improve the target vs. reverberation separation. Signals like cutFM and
SFM, provide signiﬁcant Doppler processing gains and are capable of reliable target detection at SRR
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Figure 5.25: ACF width comparison between cutFM and SFM.
as low as −55 dB or even lower. The Doppler processing gains of cutFM and SFM signals are nearly
the same with slight edges to either sides, but at the same time the cutFM signal provides a 50% lower
auto-correlation width (cf. Fig. 5.25). Conﬁrming the hypothesis that the range resolution of a Doppler
selective signal can be improved by using a frequency modulated pulse as the base signal.
Chapter 6
Summary
The main goal of this thesis is to investigate transmit signal designs from the perspective of diver detection
and to develop a new signal with improved properties.
The focus was set on the challenging scenario of diver detection in reverberation limited environments,
like harbors and coastal areas. The ideal transmit signal for diver detection would be able to suppress
stationary reverberation and would at the same time provide very good range resolution to discriminate
between any moving object in the vicinity.
In Chapter 3 existing signal designs are thoroughly analyzed. It comes out that all existing designs
have their ﬂaws. The CW signal can provide the necessary Doppler selectivity, but it comes at the cost
of range resolution. On the other hand FM signals are nearly perfect: very good range resolution, low
receiver complexity due to the requirement of only a single reference signal to cover the velocities of
interest and it is relatively robust from implementation aspect. It only lacks the Doppler selectivity. This
leads to the idea to alter an FM signal in a way to make it Doppler selective and to preserve as much of
its advantages as possible.
FM signals are (nearly) Doppler invariant. This property can be attributed to its continuous frequency
function. For any Doppler frequency shift the frequency components of the original signal and the Doppler
shifted signal are still largely the same. It is shown that a wide-band Doppler selective signal needs to
have a comb spectrum, with gaps between the peaks. In order to achieve this with an FM based signal,
the idea is to periodically cut out parts of the pulse. The design is called the cutFM signal. In Chapter 4
the properties of the cutFM signal are thoroughly analyzed and it is shown that if the signal properties
are carefully selected, the spectrum will become comb like and the signal Doppler selective. The key
is in selecting the appropriate cutting period that overlaps the uncut and new frequency components.
Based on the analysis, an overview of the inﬂuence of the signal parameters to the Doppler selectivity
(based on the Q-function) is given. These guidelines are then used to create a diver detection system that
(with two reference signals) covers the velocities from 0.3 m/s to around 2.0 m/s, while suppressing the
stationary reverberation by at least 20 dB. From this design process it became clear that it is not obvious
what are the optimal reference signal velocity shifts given a velocity diﬀerence between the target and
the reverberation. The optimal values are found using the Q-function and the corresponding maximum
theoretical Doppler processing gain estimates are brought out.
In order to conﬁrm the Doppler processing gains, a reverberation limited channel model is introduced
and using appropriate detector schemes the signals are compared via simulations. In the comparison
of square-law, energy and matched ﬁlter detectors, the matched ﬁlter detector is shown to be the most
eﬃcient choice and in noise limited channels the matched ﬁlter is the optimal detector that maximizes
the SNR for any transmit signal. Concerning reverberation limited channels, the matched ﬁlter is no
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longer optimal and therefore the principle component inverse (PCI) detector is investigated as a possible
improvement. The analysis shows that even as the PCI detector has attractive capabilities and speciﬁc
use cases, it is not generally applicable to separate reverberation from the received signal.
Finally, cutFM is directly compared with SFM. The SFM signal is another viable Doppler selective
signal that also causes a wideband pulse, but based on the CW waveform. The two show similar Doppler
processing gains, enabling reliable detection at an SRR as low as −55 dB or even lower. However, while
having the same Doppler selectivity, cutFM has only half of the ACF width of the SFM signal, that
translates into a 50% improved range resolution, especially for multipath environments. Unfortunately,
in the course of this work, the performance of the cutFM signal could not be tested in practice and the
results are limited to simulations only. It would be very interesting to see the waveform in usage.
In conclusion, there is no perfect signal. A trade-oﬀ has to be made between range resolution and
Doppler selectivity. The signal selection should be based on the channel conditions and the waveforms
capabilities. A good diver detection system is adaptive and utilizes multiple transmit signals to capitalize
on their strengths.
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Supplementary Results
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Figure A.1: Ambiguity diagram of a Hann windowed sub-pulse Costas code signal with T = 100 ms,
BW = 7500 Hz, and code length N = 10.
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Figure A.2: Characteristic plots for a Hann windowed sub-pulse Costas code signal with T = 100 ms,
BW = 7500 Hz, and code length N = 10.
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Figure A.3: PCI signal evolution for a complex-valued LFM waveform with increasing rank r.
117
100 150 200 250 300 350 400 450 500 550 600
0
0.5
1
1.5
2
2.5
3
3.5
Samples
|x
r
|
r =∞
r = 1
r = 5
100 150 200 250 300 350 400 450 500 550 600
0
0.5
1
1.5
2
2.5
3
3.5
Samples
|x
r
|
r =∞
r = 10
r = 13
Figure A.4: PCI signal evolution for a complex-valued cutFM waveform with increasing rank r.
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Appendix B
Notation
Functions and Operators
x(·) Function with continuous argument ·
x[·] Function with discrete argument ·
X Set
◦ Code concatenation
∗ Convolution
∗∗ Cross-correlation
∝ Proportional to
(·)∗ Complex conjugate of a variable
(·)D Doppler shifted variable
arg max (·) Argument of the maximum
cos(·) Cosine function
δ(·) Dirac impulse
exp(·) Exponential function
F{·} Fourier transform
ln(·) Natural logarithm
log10(·) Logarithm to the base 10
max(·) Maximum
min(·) Minimum
(·) mod (·) Modulo operator
sin(·) Sine function
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Abbreviations
ACF Autocorrelation function
AWGN Additive white Gaussian noise
BPSK Binary phase-shift keying
CA-CFAR Cell-averaging constant false-alarm rate
CFAR Constant false-alarm rate
CUT Cell under test
cutFM Cut frequency modulation
CW Continuous wave
DDS Diver detection sonar
EFM Exponential frequency modulation
FM Frequency modulation
HFM Hyperbolic frequency modulation
LFM Linear frequency modulation
LPM Linear period modulation
MF Matched ﬁlter
MLS Maximum length sequences
MSE Mean squared error
OS-CFAR Ordered statistics constant false-alarm rate
PAPR Peak-to-average power ratio
PCI Principle component inverse
PCR Pulse compression ratio
PRN Pseudo-random noise
PSD Power spectral density
PSL Peak sidelobe level
SFM Sinusoidal frequency modulation
SNR Signal-to-noise ratio
SRR Signal-to-reverberation ratio
SSP Sound speed proﬁle
SV Singular value
SVD Singular value decomposition
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List of Variables
A Spreading coeﬃcient
α Attenuation coeﬃcient
β Modulation index of SFM signal
b Intrinsic bandwidh
BS Backscattering strength
BT Time-bandwidth product
BW Bandwidth
c Speed of sound
χs(τ, fD) Ambiguity funciton of a narrowband signal
χs(τ, η) Ambiguity funciton of a wideband signal
d Distance
D Duty cycle
Es Signal energy
η Doppler scaling factor
fD Doppler shifted frequency
fdiff Frequency diﬀerence between neighboring sub-pulses
f0 Starting frequency
fc Center frequency
fD Doppler frequency shift
fm Modulation frequency of SFM signal
fr Modulation frequency caused by cutting
GˆDP Estimate of Doppler processing gain
φ Angle of incidence
Qs(η) Q-function
r Propagation range in meters
Rx(τ) Autocorrelation function
Rxh(τ) Cross-correlation function
T Signal duration
Tc Coherence time
Tr Repetition period
Tw Sub-pulse signal duration
τ Delay
θ Grazing angle
TL Transmission loss
TLs Spreading loss
TS Target strength
v Radial signal velocity towards the receiver
vdiff Velocity diﬀerence between the reverberation and target
vref Velocity of the reference signal
w1(t) Sub-pulse window function
w(t) Window function
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