ABSTRACT This paper investigates the adaptive neural tracking control problem for strict-feedback nonlinear systems. Superior to the existing results that only semi-globally uniformly ultimately bounded stability can be achieved, each virtual and actual controller of the proposed design switches between an adaptive neural controller and a robust controller, ensuring a globally uniform ultimate boundedness. The overall controller will guarantee the asymptotic tracking performance under the neural network approximation framework. This is accomplished by using a new control strategy, where a proportional-integral compensator that can be conveniently implemented in practice is introduced. Meanwhile, a novel Lyapunov function is developed with the dynamic surface control, whose set-valued Lie derivative will be used to construct the desired controllers and adaptive laws. Finally, the simulation results are given to show the advantages and effectiveness of the proposed new design technique.
I. INTRODUCTION
In engineering practice, it is almost impossible to obtain accurate mathematical models consistent with the actual systems in system design. Almost all practical systems have different uncertainties and nonlinearities [1] - [5] . For example, the model error of the control system, unknown system parameters, unmodeled characteristics, measurement error and external interference, etc. Lei et al. [6] established an adaptive actor-critic design scheme to deal with the uncertainty for a class of nonlinear Multi input and Multi output (MIMO) discrete-time systems. To evaluate the performance of a fully actuated autonomous underwater vehicle, a compensation item was designed to eliminate the control input nonlinearities in [7] . Therefore, the design of control system must consider the question whether the controller can stabilize the controlled system and meet the expected performance indexes in the case of unknown uncertainties. As we all know, the biggest advantage of neural networks is that they can be used as a mechanism for arbitrary function approximation, and many of efforts have been made, such as [8] - [10] .
On the other hand, the backstepping method has shown its superiority in designing the robust or adaptive controller of uncertain system, especially when the disturbance or uncertainty does not meet the matching condition, e.g., [11] - [14] and the references therein. With the help of Razumikhin lemma, Hua et al. [15] solved the robust control problem for nonlinear time delay systems by Lyapunov stability theory. The adaptive controller of ship course has been investigated to improve the robustness of adaptive control system by using the ship motion equation in [16] . However, there is no good solution to eliminate the expansion of terms in the derivative process of the virtual control, which is particularly prominent in the higher-order system. Therefore, many scholars use dynamic surface method (DSC) to solve this problem in the classical backstepping design, which introduces a first order filter to calculate the derivative of the virtual control [17] - [19] . DSC technology recently has been widely used in power system, mechanical system and process control system.
For control system, stability is a basic problem to be studied [20] - [22] . Lyapunov stability theory can be applied to the analysis of the stability of linear and nonlinear systems, timeinvariant system and time-varying system simultaneously. As a more general method of stability analysis, the second method of Lyapunov shows great advantages [23] - [26] . Cui et al. [27] investigated the problem of distributed consensus tracking problem by using the command filtered technique, and all signals in non-linear multi-agent systems are cooperatively SGUUB. The issue of semi-globally stable for a class of uncertain MIMO nonlinear systems with strong interconnection, external disturbance and input saturation was solved by Gao et al. [28] .
The above-mentioned results about adaptive control for nonlinear systems are SGUUB, which are achieved within a compact domain. However, it is difficult to ensure that all states are in the neural active region. By the tools of graph theory, the globally stable cooperative control design for multiple autonomous underwater vehicles is considered in [29] . With the assumption that the reference signals can be shared between the subsystems, the unknown interconnections are approximated by neural networks in [30] , where the reference signals are the NN inputs. Moreover, the globally stable control based on adaptive backstepping NN is also studied in [31] and [32] .
In this paper, taking into account the boundedness of NN active region and the existence of approximation error, a switching robust neural adaptive controller is proposed by injecting a non-smooth Lyapunov function. Each virtual controller contains an ordinary NN adaptive controller and a robust controller dominating in the NN active region and outside the NN active region respectively, and there is a switching algorithm to supervise the exchange of the two controllers. Not only that, the controller we designed also contains one dynamic feedback compensator, which ensures the asymptotic tracking performance for the system rather than bounded tracking [33] - [35] . Then the conceptions of differential inclusion and set-valued Lie derivative are invoked to verify our presented control method. The whole design guarantees the globally asymptotic tracking control for a class of uncertain nonlinear systems. Finally, simulation studies are performed to testify the effectiveness of our proposed approach.
II. PROBLEM FORMULATION AND PRELIMINARIES
Consider the following nonlinear system in strict-feedback formẋ
where x = (x 1 , x 2 , . . . , x n ) T ∈ R n is the system state, 
In the developed control design procedure, radial basis function (RBF) neural networks (NNS) will be used to approximate a continuous function f i (x i ), i = 1, . . . , n, which can be re-parameterized as
where θ * i ∈ R n i are the optimal weight vector, ι i are the approximation errors, n is the number of the neurons in the hidden layer, ϕ (x) = [ϕ 1 (x) , . . . , ϕ n (x)] T is the radial basis vector function, and ϕ i is given by
where ζ i and µ i is the width and center of the Gaussian function, i are the neural active regions for f (x i ), which are defined by
The optimal weight vectors θ * i ∈ R n i and proximation errors ι i (x i ) are respectively expressed as
where σ i are known constants. In this paper, the sign function and a cut-off function f c (t) will be used, which are defined as
where t * will be designed later. Lemma 1 [36] : For any ξ ∈ R and > 0, the following inequality holds
where = 0.2785.
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Definition 1: Consider the following system with discontinuous right-hand sideṡ 
where
here, co denotes the convex closure, the symbol ∩ µ(N )=0 represents the intersection over all setsN of Lebesgue measure zero,
and B(x(t), ) depicts the open ball of radius centred at x(t).
The set-valued derivative of a locally Lipschitz function V : R n → R with respect to equation (10) is defined by the chain rule [38] DV (x(t))
where ∂V (x(t)) indicates the Clarke's generalized gradient defined by
u represents the set of Lebesgue measure zero where ∇V does not exist, andN is an arbitrary set of zero measure.
Definition 3: The generalized directional derivative is defined by
Lemma 2 [39] : Suppose that p(x(t)) is essentially bounded and 0 ∈ Y (p(0)) in equation (12) . Let V : R n → R be a regular function satisfying V (0) = 0 and 0
, for all x(t) = 0, where V 1 (·) and V 2 (·) belong to class K function. Then, the solution of equation (12) is asymptotically stable if there exists a class K function δ(·) such that DV (x(t)) ≤ −δ(x(t)) < 0, for all x(t) = 0.
III. ADAPTIVE TRACKING CONTROL DESIGN
To deal with the issue of GUUB stability for (1), switching robust neural backstepping controllers are designed in this section. First, we start by giving the switching functions as follows and
where s k , k = 1, . . . , i are the constants being the boundaries of the compact subsets i in [4] , d ≥ 1 and ν k > 0 are the order and the spread of the function Q k (x k ), respectively. The controller design follows standard backstepping procedures. It is worth pointing out that the DSC method is applied to the design of neural network controller to reduce the computational complexity.
Step 1: Define the tracking error z 1 = x 1 − y d and a second error term z 2 = x 2 − ε 2 , m 2 = ε 2 − α 1 , where ε 2 is output of a first-order filter, and α 1 is the first virtual control input. By differentiating, we get the following tracking error dynamicsż
The following novel Lyapunov function candidate is chosen
whereθ 1 = θ 1 −θ 1 , and γ is a positive design parameter. Taking the set-valued Lie derivative of V 1 , gives that
where 1 = f 1 − ρ 1 is an unknown function. Then, a fuzzy logic system θ * 1 T ϕ 1 is used to approximate the unknown function 1 such that for any given ι 1 > 0
Substituting (21) into (22), one has
It is true that
Introduce a first-order filter with variable ε 2 as the output, α 1 as the input and φ 2 > 0 is the time constant. We can obtain
Since m 2 = ε 2 − α 1 , we haveε 2 =
Introducing a continuous positive function 2 which has a maximum value 2 , we have
By using Young's inequality, gives that
Substituting (23), (27) and (28) into (22), yields that
The virtual control function is defined as
where k 1 is positive design parameters; k P 1 ≥ 0 is a proportion coefficient; k I 1 > 0 is an integral coefficient;θ 1 and σ 1 are the estimation of the optimal weight vector θ * 1 and the maximum of desired approximation accuracy, respectively.
Combining (30) - (32) with (29) results in
where 1 = 1 Q (x 1 )ϕ 1 .
Step i (2 ≤ i ≤ n − 1): First, define the following coordinate transformations:
where ε i is the output of a first-order filter, and input α i−1 is an intermediate control.
The differentiation of z i iṡ
The Lyapunov function is chosen as
Then, the set-valued Lie derivative of V i is given by
where ρ j =ε j , j = f j − ρ j is an unknown function. Then, a fuzzy logic system θ * j T ϕ j is used to approximate the unknown function j such that for any given ι j > 0
where ι j ≤ σ j . Substituting (37) into (36), one has
Introduce a first-order filter with variable ε j+1 as the output and α j being the input, and φ j+1 > 0 is the time constant. We can obtain
(40) VOLUME 7, 2019 Since m j+1 = ε j+1 − α j , we haveε j+1 =
Introducing a positive continuous function j+1 which has a maximum value j+1 , we have
By using the Young's inequality, gives that
Substituting (39), (43)and (44) into (55), yields that
Then, design the virtual control function as (46) where
where k j is positive design parameters; k P j ≥ 0 is a proportion coefficient; k I j > 0 is an integral coefficient;θ j and σ j being the estimation of the optimal weight vector θ * j and the desired approximation accuracy, respectively.
Combining (46) - (48) with (46) results in
Step n: In the final subsystem, differentiating z n = x n − ε n obtainsż
Select the Lyapunov function
Using the similar way as (36) and combining (43)- (46), the set-valued Lie derivative of V n can be obtained by
where ρ n =ε n , n = f n − ρ n is an unknown function. Then, a fuzzy logic system θ * n T ϕ n is used to approximate the unknown function n such that for any given ι n > 0
where |ι n | ≤ σ n . Substituting (54) into (53), one has
The controller u is designed as follows
where k n is positive design parameters; k P n ≥ 0 is a proportion coefficient; k I n > 0 is an integral coefficient;θ n and σ n being the estimation of the optimal weight vector θ * n and the desired approximation accuracy, respectively.
Combining (56) -(58) with (55) results in
where n = n Q (x n )ϕ n . The adaptive laws forθ k , k = 1, . . . , n are specified as followsθ
Substituting (49) and (60) into (59), we have
Inequality (51) can be converted to
and
It is true that k I j t 0 z 2 j (τ )dτ is a strictly increasing function, and the value of
j+1 is bounded. Thus, there exists a t * satisfying
In (63), when t ≥ t * , one has
The achieved GUUB tracking stability here alleviates the difficulty of prior estimation of the domain of NNs required in most existing designs. From (66), one can obtain that DV n ≤ −π V n . Then, by using Lemma 2, we can get that system (29), (49), and (61) are asymptotically stable in the Filippov sense, i.e., lim t→∞ z 1 = 0. Finally, we can conclude that the target signal can be asymptotically tracked as t → ∞. The proof is completed here. 
IV. SIMULATION STUDIES
In this section, the simulation is conducted to illustrates the validity of our proposed method. It is easy to know that many systems in practice satisfy the following equatioṅ
where g 1 = 30, g 2 = 35; f 1 = 1.2sin(x 1 ), f 2 = cos(x 2 x 1 ); x 1 (0) = x 2 (0) = 2, and the reference signal is selected as y d = 1.8 sin 2t. Then, the adaptive laws and the controller are designed in the following forṁ
, and the virtual Fig. 8 indicate the adaptive laws and the response of control input is displayed in Fig. 9 . From the simulation results and the definition of DV , we can can see that the trajectory globally converges to the origin.
V. CONCLUSIONS
The matter of adaptive neural tracking control for a class of uncertain nonlinear system is discussed in this paper. Compared to previous results, our contributions lie mainly in: (1) The controller designed in this method can no longer ensure that the state trajectories are always within the valid region of the NNs, which is more general than the existing ones; (2) Under the action of PI compensator, asymptotic tracking control can be achieved in the strictfeedback system; (3) With the help of set-valued Lie derivative of Lyapunov function, the stability analysis is proved effectively. In the future, we will study the non-strict system with unknown affine function, which will be a challenging problem.
