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Enumerating Tilings with Thin Rectangles
by Use of Independent Sets in Graphs
Scarlitte Ponce
Abstract
A famous problem in counting involves the enumeration of tilings of a 1×n rectangle
with the use of 1×1 and 1×2 tiles. For small values of n (starting with 1) the number of
such tilings is 1,2,3,5,8,13,...; the Fibonacci numbers. In general tilings with 1×1 and
1×2 tiles of boards have been studied as this is known to be equivalent to the number
of matchings in a graph. A graph consists of a collection of objects and connections
between objects. The problem we will consider is similar, but instead of two types of
tiles we will allow any tiles of the form 1×k or `×1 where k, ` can be arbitrary natural
numbers. Consider the problem of tiling a 1×n region. The region becomes more
complicated to enumerate the tilings with these rectangles when the board changes
size and dimensions. To count the number of tilings, we will develop an enumeration
method to tile these regions into two steps. First, we will transform our region into a
graph. As a result, we transform our problem to counting the number of independent
sets in the graph. Our next step will use a variation of the transfer matrix method for
counting these independents sets.
1 Introduction
A famous problem in counting involves the enumeration of tilings of a 1×n rectangle with
the use of 1×1 and 1×2 tiles. For small values of n (starting with 1) the number of such
tilings is 1, 2, 3, 5, 8, 13, . . .; the Fibonacci numbers. In general tilings with 1×1 and 1×2 tiles
of boards have been studied as this is known to be equivalent to the number of matchings
in a graph. (We will see an analog of this graph soon.)
The problem we will consider is similar, but instead of two types of tiles we will allow
any tiles of the form 1×k or `×1 where k, ` can be arbitrary natural numbers; we will call
such tiles thin rectangles. As a warmup example of what is possible, consider the problem
of tiling a 1×n region such as shown in Figure 1. One way to approach the problem is to
change the perspective of how we count tilings. Instead of “putting tiles down” we will “lift
the dividers up.” So if we look at the figure we see that there are n − 1 dividers between
cells, and to form a tilings we select some appropriate subset and remove them from the
picture. In this special case we can remove any subset we want and the result will be an
allowed tiling. Since there are n− 1 dividers, this produces a total of 2n−1 different tilings.
This is a very simple problem for the 1×n board, but it soon becomes more complicated to
enumerate the tilings with thin rectangles when the board changes size and dimensions. The
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Figure 1: A 1× n region.
region we are considering tiling does not even have to be a rectangle. So we want to develop
methods to handle these situations. We will also demonstrate some of the enumerations that
follow from tiling certain shapes.
2 Independent sets in a related graph
To count the number of tilings we will break our process into two steps. The first part is to
transform the problem of making a tiling into a graph theory problem. A graph consists of
a collection of objects (called vertices) and connections between objects (called edges).
To construct our graph we will take our region to be tiled and each internal divider (i.e.
a dividing line which joins two adjacent squares) we associate it with a vertex. The edges we
will have go between two dividers if removing both of them would result in a shape which is
not a thin rectangle. As a simple example, for the tiling in Figure 1 the graph would be an
independent set on n− 1 vertices (there are n− 1 dividers and any dividers can be removed
without causing an illegal shape, so no restrictions, i.e. edges).
More generally, the key is to note that in a thin rectangle there is no place where we
can “turn,” by which we mean that we would take out dividers which are on two adjacent
sides of a squares. As a simple example, consider what is shown in Figure 2. On the right
we consider a region to be tiled using thin rectangles, in the middle we have put a vertex
on every internal divider and connected two dividers that are adjacent in a cell, and on the
right is the graph by itself.
Figure 2: A region to be tiled on the left; a dual graph on the right; and the two overlayed
in the middle.
In general if we want to tile a region R we will call the resulting graph we use the dual
graph and denote it as GR.
Observation 1. The number of tilings of R with thin rectangles, namely 1×k or `×1, is
equal to the number of independent sets in GR.
This can be seen, for example, by looking at Figure 2 and noting that to form a tiling we
remove some internal dividers such that no two can be adjacent in a square. This corresponds
to selecting the vertices corresponding to the dividers in a way so that no two are adjacent
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which is an independent set. We can alternatively start with an independent set and find a
tiling by removing the corresponding dividers. This gives our desired bijection.
Returning back to Figure 1, the graph GR is a set of n − 1 vertices with no edges and
any subset is an independent set and so there are 2n−1 such independent sets, with agrees
with what we already have established.
As another example, consider the region R shown in Figure 3, a staircase with 5 steps.
For this particular region we have the dual graph, GR, is a path on nine vertices, denoted as
P9. In general, if we have a staircase region with q steps the corresponding graph is P2q−1.
Figure 3: A staircase region.
Observation 2. The number of ways to pick an independent set in Pn is Fn+2, where F0 = 0,
F1 = 1 and Fn = Fn−1+Fn−2 (the Fibonacci numbers). This sequence appears in the On-Line
Encyclopedia of Integer Sequences (OEIS)[2], A000045.
This is a known result and we give a quick sketch of the proof here. Note that the “last”
vertex on the path is either in an independent set or not. If it is in the independent set
then the preceding vertex cannot be included and we can take any independent set on the
remaining path of length n−2; if it is not in the independent set we can take any independent
set on the preceding path of length n− 1. Combining this gives the recursion, and the first
few cases are easy to check.
So we have that the number of tilings for the region shown in Figure 3 is F11 = 89. In
general the staircase region with q steps is F2q+1 tilings with thin rectangles. In this case
all of the tiles involved will be either monomoes or dominoes (and there is a well known
interpretation using Fibonacci numbers as tilings with monomoes and dominoes; but this is
a different interpretation!).
3 Counting independent sets in graphs
We have seen that we can change the problem of counting tilings to one of counting inde-
pendent sets in graphs; however, we now need to look at the second step of the process,
which is counting independent sets in graphs. We are particularly interested in finding a
way to count independent sets for families of graphs that arise from corresponding families
of regions (i.e. where our region is formed by a repetition of tiling).
The basic tool we will use is that of a variation of the transfer matrix method which is
designed to count processes that happen sequentially (see Stanley [3, Ch. 4.7]). In the usual
case when we have a single iterative process we have the following form.
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Theorem 3 (Transfer matrix method (see [1])). Given a directed (multi)-graph G, let T be
the matrix with rows and columns indexed by the vertices of G with Tu,v equal to the number
of directed arcs from u→ v. Then (T k)u,v counts walks of length k which start at u and end
at v.
The more general variation is to have a collection of transition matrices which move
between groups of states (as opposed to a single matrix which moves from a single group of
states back to itself). In both cases the proofs are simple inductions and are nearly identical.
For our case we want to look at forming our independent sets in a sequential manner, say
from left to right, and using a combination of matrices to look at the transitions between
different possibilities. So in particular, instead of having a single T matrix, we will construct
multiple matrices and use at each stage the appropriate matrix for that step.
The process is best illustrated with an example. We will do a variation of the staircase
composed of squares, so we will call it the “squarecase.” This is region where we have a
sequence of q copies of a 2× 2 square and at each step we offset our squares by shifting down
one. This is shown in Figure 4 for q = 4; then in Figure 5 we draw the corresponding dual
graph rotated for convenience to work.
Figure 4: A “squarecase” region R consisting of 2×2 squares where each subsequent square
is shifted down by one. The graph GR is shown on the right matching the original alignment.
Figure 5: A graph GR for which we will count independent sets.
We will form independent sets by going from left to right and selecting vertices to add
to independent sets one column at a time. The key to observe is that when we are selecting
whether or not to include vertices in our independent set we only need to know what vertices
to the immediate left will be part of our independent set. This means we can form a sequential
process and keep track of the counts by the use of appropriate transition matrices.
In addition to the columns that we can see in Figure 5 we will have empty columns
(denoted ∅) at the start and end. So we now need to look at the transitions between
columns.
In the background we will have a row vector which indicates the number of ways to get
to the current column and each entry in the current row vector will correspond to a legal
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subset of the current column that could be a part of an independent set, the corresponding
value of the entry will be the number of ways to reach the current column with a (subset)
of independent vertices. In practice we will never need to appeal to the row vector as it
captures the behavior if we stop at any particular stage. We will want to go through the
entire process and so the row vector will be (1) and the product of all transition matrices
will be a 1×1 matrix. In other words, once we have the matrix we read off the entry to get
the value we need.
The key to this process is the transition matrices.
Definition 1. Let T (a, b, c) be the matrix with the rows indexed by legal subsets of a path
of length a, the columns indexed by legal subsets of a path of length b (in both cases the
order is taken in some canonical fashion, e.g. first by size then by lexicographical ordering),
and c indicates the offset between the consecutive columns of length a and b (a vertical shift
from a to b in where the top entries align). An entry in T (a, b, c) is 0 or 1 depending on
whether the two consecutive subsets can both be in the same independent set. When c = 0
we write this as T (a, b).
An example of this is shown in Figure 6 for T (3, 4,−1). (Note the convention is to shift
up when the offset is negative and down when the offset is positive.)
1
2
3
1
2
3
4 
∅ 1 2 3 4 13 14 24
∅ 1 1 1 1 1 1 1 1
1 1 0 1 1 1 0 0 1
2 1 1 0 1 1 1 1 0
3 1 1 1 0 1 0 1 1
13 1 0 1 0 1 0 0 1

Figure 6: An example of T (3, 4,−1).
Now going back to Figure 5, we can determine the types of matrices needed. In particular
we have that if there are q large squares in our squarecase then our transition matrix from
beginning empty set to ending empty set will be:
T (0, 2)T (2, 2)T (2, 1)
(
T (1, 2,−1)T (2, 2)T (2, 1))q−2T (1, 2,−1)T (2, 2)T (2, 0). (1)
These matrices are as follows:
T (0, 2) =
(
1 1 1
)
, T (2, 2) =
1 1 11 0 1
1 1 0
 , T (1, 2,−1) = (1 1 1
1 1 0
)
,
T (2, 1) =
1 11 0
1 1
 , and T (2, 0) =
11
1

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Using these with (1) and simplifying we get that the number of independent sets is the entry
of the matrix (
7 5
)(7 5
5 4
)q−2(
7
5
)
(2)
Starting with q = 2 we have that the number of independent sets in these graphs (and hence
the number of tilings with thin tiles for the corresponding squarecase) are:
74, 793, 8501, 91132, 976949, 10473043, 112272626, 1203579757, 12902559449, . . .
While (2) has an underlying assumption of at least 2 squares we note that it still gives the
correct values for q = 0 and q = 1 squares (namely 1 and 7, respectively).
The matrix expression in (2) can also be used to find a recursion. This is done by using
the characteristic polynomial of the matrix in the middle being x2 − 11x + 3, using this we
can rearrange and state that the recursion is an = 11an−1 − 3an−2 as can be checked with
the data above. No direct combinatorial proof of this recursion is known (yet).
This general approach works for many cases.
4 Dealing with gaps
Now consider the following region R illustrated in Figure 7 where we have a sequence of
4×2 subregions glued sequentially and at each step we offset our subregions by shifting
alternatively down or up by two. Looking at columns four and five for the graph GR in
Figure 7. Column four is a P3 and column five is a disjoint union of P3 and P2. This does
not fit with our conventions so far. One idea could be to think of column five as a P7, but
we’ll be overcounting. Instead we will consider a P7 with forced empty positions at vertex 3
and 4. These “empty” positions are gaps.
Definition 2. Let S and T be sets of integers, the matrix T (S, T ) where S and T has
the rows are indexed by subsets of S with no two adjacent values and the columns indexed
by subsets of T with no two adjacent values. An entry in the matrix is 1 if the subsets
corresponding to the row and column are disjoint, and 0 otherwise. (Subsets are taken
canonically, by size and then lexiocgraphical ordering.)
This is a generalization of our previous convention, T (a, b, c) = T ([−a,−1], [−b+c,−1+c])
where [d, e] is the set of integers between d and e inclusive. (Of course we can shift both sets
to be more convenient, and hence in Figure 6 we can represent this as T ({1, 2, 3}, {1, 2, 3, 4}).)
One thing to note is that when we multiply two consecutive matrices from this form we do
not need to have them based off of the same labeling; but they must be consistent with each
other (e.g. differ by shifts).
We can determine the type of matrices needed in Figure 7.
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Figure 7: Forbidden example.
1
2
3
2
3
4
7
8
Figure 8: The figure associated with T ({1, 2, 3}, {2, 3, 4, 7, 8}.
T ({1, 2, 3}, {2, 3, 4, 7, 8}) =

∅ 2 3 4 7 8 24 27 28 37 38 47 48 247 248
∅ 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
2 1 0 1 1 1 1 0 0 0 1 1 1 1 0 0
3 1 1 0 1 1 1 1 1 1 0 0 1 1 1 1
13 1 1 0 1 1 1 1 1 1 0 0 1 1 1 1

The matrix types we will need are as follows:
M1 = T (∅, {1, 2}) M2 = T ({1, 2}, {1, 2, 3})
M3 = T ({1, 2, 3}, {2, 3, 4}) M4 = T ({1, 2, 3}, {1, 2, 3})
M5 = T ({1, 2, 3}, {2, 3, 4, 7, 8}) M6 = T ({1, 2, 5, 6, 7}, {1, 2, 3, 4, 5, 6, 7})
M7 = T ({1, 2, 3, 4, 5, 6, 7}, {2, 3, 4, 5, 6, 7, 8}) M8 = T ({1, 2, 3, 4, 5, 6, 7}, {1, 2, 5, 6, 7})
M9 = T ({1, 2, 5, 6, 7}, {5, 6, 7, 10, 11}) M10 = T ({1, 2, 5, 6, 7}, {6, 7, 8})
M11 = T ({1, 2, 3}, {1, 2}) M12 = T ({1, 2}, ∅)
So we can generate data with the following structure computation:
M1M2M3M4M5
(
M6M7M8M9
)q−4
M6M7M8M10M4M3M11M12
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Hence there are a total of 1169278552 tiling for R. For this particular R we have q = 4
blocks. Repeating this for small cases we have the following data.
q Tilings with q blocks
1 124
2 25876
3 5472108
4 1169278552
5 52747723431752
6 2379513823745178752
7 107342755856036350439152
8 4842361964696700292841505952
9 218444823874173951368669220477152
10 9854311062516302977698653925150090752
11 444539929097912115538581047930456341874752
12 20053735599443869816925117021041643907419297152
Figure 9: Three tiles .
5 Large frame
Most of the problems we are considering in essence has the same repeating pattern over
and over. However, there are some cases that we can count for which this is not the case
by taking advantage of the abstractness of the transition matrix (which is to say that the
transition matrix does not have a built in consistency checker, its consistency comes from
our use).
To illustrate we will consider the problem of tiling an n×n region with an (n−4)×(n−4)
hole centered in the middle. This is shown in Figure 10 for n = 7.
Normally, we would construct a series of matrices with ever larger and larger gaps. How-
ever if we “push” the top and bottom together we see that in an abstract sense the behaviors
are consistently the same for the long diagonal runs. This allows us to model the situation
with fewer matrices (particularly, finitely many regardless of n).
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Figure 10: A 7×7 with a 3×3 in the middle removed. The corresponding graph, and then
the result of “pushing” the top and bottom in.
In particular we will need the following matrices.
M1 = T (∅, {3, 4}) M2 = T ({3, 4}, {2, 3, 4, 5})
M3 = T ({2, 3, 4, 5}, {1, 2, 3, 4, 5, 6}) M4 = T ({1, 2, 3, 4, 5, 6}, {0, 1, 2, 5, 6, 7})
M5 = T ({1, 2, 3, 5, 6, 7}, {0, 1, 2, 6, 7, 8}) M6 = T ({1, 2, 3, 5, 6, 7}, {1, 2, 3, 5, 6, 7})
M7 = T ({0, 1, 2, 6, 7, 8}, {1, 2, 3, 5, 6, 7}) M8 = T ({0, 1, 2, 5, 6, 7}, {1, 2, 3, 4, 5, 6})
M9 = T ({1, 2, 3, 4, 5, 6}, {2, 3, 4, 5}) M10 = T ({2, 3, 4, 5}, {3, 4})
M11 = T ({3, 4}, 0)
The two key matrices are M5 and M7 where we exploit the fact that we can repeat the same
matrix since we do not need to consistently maintain indexing over multiple steps.
Alternatively this can be seen by noting
T ({1, 2, 3, 5, 6, 7}, {0, 1, 2, 6, 7, 8}) = T ({1, 2, 3, 6, 7, 8}, {0, 1, 2, 7, 8, 9})
= T ({1, 2, 3, 7, 8, 9}, {0, 1, 2, 8, 9, 10})
= T ({1, 2, 3, 8, 9, 10}, {0, 1, 2, 9, 10, 11}) = · · ·
since the possible subsets that we use to index the rows and columns are the same under a
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common shift. Thus for n ≥ 5 we have that the number of ways to tile is the entry in the
following matrix.
(M1M2M3M4)M
n−5
5 M6M
n−5
7 (M8M9M10M11) (3)
q Tilings with q
5 12302979
6 3623628384
7 1077684145344
8 320753509980912
9 95477559505445376
10 28420993599671149056
11 8460160161728979688704
12 2518362030598868098510848
13 749648693297604905270083584
14 223150273345674383241586176000
6 More examples
In Figure 11, we have a four 2× 1 with a shift down then up. Let q be the number of 2× 1
tiles. The number of tiling for q = 1 is 2, q = 2 is 5, q = 3 is 13, q = 4 is 34, and q = 5 is
89. Hence the number of tilings of T (q, 2) = Fqn, A001519.
In Figure 12 let q = 3. Then the number of tilings for q = 1 is 2, q = 2 is 24, q = 3 is 140,
q = 4 is 816, and q = 5 is 4756. The OEIS has a recurrence of a(q) = 6q(n− 1)− q(n− 2),
A116666.
In Figure 9 let k = 3. The the number of tilings for q = 1, 2, 3, 4, 5, 6 is 4, 21, 121, 713,
4223, and 25041.
For the pyramid, see Figure 13, the last level has nine tiles with a height of five tiles. The
bottom level has 2(5)− 1 = 9 tiles, the next levels have a total of 5, 3, 2, 1 tiles; descending
odd numbers. This implies each level upwards is descending by 2q− 1. Let the height of the
pyramid be q. Then the number of tilings starting with q = 2, 3, 4, 5 are 5, 124, 15521, and
9876633 respectively.
For the last example, we consider a (2q+ 1)×2 region. Next we add a 1×1 tile to the top
of the second column, fourth column, sixth column until we reach 2qth column. This implies
we have q “hills”, see Figure 14. Hence the number of tilings for q = 1, 2, 3, 4, 5 are 42,
1044, 26136, 654480, and 16389216 respectively.
Figure 11: A tiling where q = 4.
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Figure 12: Three tiles.
Figure 13: The pyramid.
Figure 14: The hills with n = 4.
7 Conclusion
We developed methods to handle tilings with thin rectangles when the board changes size
and dimensions, some examples were shown of these methods. So we have seen that we can
change the problem of counting tilings to one of counting independent sets in graphs. This
is done by using a combination of transition matrices which move between groups of states.
We made a method which dealt with the gaps. In the future, we want to apply this method
to domino tilings in three dimensions or higher. We also want to look at different types of
tilings like hexagonal or triangular tilings.
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