Abstract-An approach to successive interference cancellation is presented that exploits the structure of the combined signal constellation in a multiuser system. The asymptotic conditional efficiency of a successive detector is defined, based on the conditional probability of error at high signal-to-noise ratio (SNR), as a quantitative measure for evaluating detector performance at each stage of successive detection. The joint successive interference canceller (JSIC) that jointly detects consecutive users in an ordered set is proposed as an improvement over the conventional successive interference canceller (SIC). The maximal asymptotic conditional efficiency successive interference canceller (MACE-SIC) and its JSIC equivalent (MACE-JSIC) are also derived as the multiuser detectors that achieve the highest asymptotic conditional multiuser efficiency at each stage of successive detection among all possible SIC and JSIC detectors, respectively, given any particular ordering of user signals. The ordering of users achieving the highest asymptotic conditional efficiency at each stage of successive detection is derived. Performance bounds based on the signal constellation structure are derived to quantify the gain of the MACE-JSIC detector compared to the MACE-SIC detector.
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I. INTRODUCTION
T HE goal of multiuser detection is to correctly demodulate the information bits of mutually interfering users in a multiple-access communication system. A performance bound for joint detection is given by the maximum likelihood (ML) detector, which determines the most likely bits sent over the channel. While the ML detector achieves the lowest probability of error for joint detection, it has a complexity that is exponential in the number of users. The problem of low complexity high performance detection has been extensively studied in the past two decades, with numerous approaches proposed in the literature [1] . These include linear detectors, such as the matched filter or conventional detector [1] , decorrelating detector [2] , and linear minimum mean square error detector [3] , [4] , which simultaneously demodulate all user bits by applying a linear transformation to the received signal. Another popular approach is Manuscript received April 29, 2006 ; revised December 17, 2006 . The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Karim Drouiche. This work was supported in part by the National Science Foundation under Grant CCR-0092598 (CAREER).
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successive interference cancellation (SIC) in which the interfering signal of a particular user is cancelled out after making a decision on that user's bit. Many variants of interference cancellation exist in the literature, such as multistage interference cancellation [5] - [10] , parallel interference cancellation (PIC) [11] - [13] , and parallel arbitrated successive interference cancellation (PASIC) [14] , among others. Most interference cancellation techniques use a linear detector as a kernel to decide on or update a user's bit before canceling its contribution to the received signal. Interference cancellation is attractive because it is a low-complexity solution that works well in many practical multiaccess systems, particularly when the number of users is less than the number of dimensions of the signal space, i.e., for under-loaded communication systems. Tutorial articles on multiuser detection are available with extensive reference lists [8] , [15] , [16] . Among the many suboptimal lower complexity alternatives to maximum-likelihood detection, the sequential decoding algorithm [17] , cyclic decision feedback sequence detection [18] , group detection [19] - [23] and detection based on interference cancellation from tentative decisions [12] , [24] - [27] deserve mention. An extensive literature on multistage detection can be found in [11] , [28] - [32] and the references therein.
In this work, we introduce a joint successive interference cancellation technique (JSIC) that gives improved performance over that of conventional successive interference cancellation (SIC). The key idea behind JSIC is to exploit the structural properties of the sub-constellation formed by the signals of two consecutive users in an ordered set to gain improvement in detector performance. The asymptotic multiuser efficiency [1] , which measures the rate of decay of the bit error rate (BER) in the high SNR regime, has been used as a benchmark with which to compare the performance of detection methods. We introduce asymptotic conditional multiuser efficiency as a quantitative measure for comparing the performance of multiuser detectors that specifically employ successive interference cancellation. The optimal linear detector, in terms of achieving the highest asymptotic efficiency among all linear detectors, was proposed by Lupas and Verdu [2] . We provide an interpretation to maximal asymptotic efficiency linear detection in terms of the constellation structure and use this insight to derive maximal asymptotic conditional efficiency successive detection. For a given ordering of user signals, we derive the maximal asymptotic conditional efficiency SIC detector that achieves the maximum asymptotic conditional efficiency at each stage of successive detection among all possible SIC detectors. We also derive the optimal ordering of user signals that maximizes the asymptotic conditional efficiency at each stage of successive detection. We extend the concept of maximal asymptotic conditional efficiency (MACE) detection to the case of joint successive interference cancellation (JSIC), where at each stage of successive detection, the corresponding symbol is detected, taking into account the interference of the next user's signal in an ordered set of users. Both MACE detection algorithms proposed are robust against strong correlation of user signals, e.g., in a multiuser system where the user signals are linearly dependent. Simulation results demonstrate that the maximum asymptotic conditional efficiency approach significantly improves detector performance, particularly at high SNR. The focus in this paper is on understanding and mitigating the driving effects of multiuser interference (MUI) in MUI-dominated environments. As such, we consider the effects on bit-error-rate in the limit of high SNR to capture the driving factors from MUI on performance. The contributions in this paper are six-fold: i) introduce joint successive interference cancellation as a method of combining the joint information between consecutive users in an ordered set to attain higher performance; ii) formulate the maximal asymptotic linear detection problem in terms of the constellation structure; iii) introduce asymptotic conditional efficiency as a measure of successive interference cancellation (SIC) performance; iv) quantify what can be regarded as a "good ordering" of users, i.e., specifically derive the optimal ordering of users that maximizes the asymptotic conditional efficiency at each stage of successive detection; v) derive the successive interference canceller that optimizes the asymptotic conditional efficiency at any given stage of detection for a random ordering, and; vi) derive performance bounds to quantify the tradeoff between design complexity as well as detection complexity and performance of maximal asymptotic conditional efficiency successive detection. The proposed techniques are most useful in stable multiuser systems with well-known parameters, such as in satellite wireless communications. Statistical models for fading channels are extensively treated in [33] - [37] , among others. A rich literature exploring the problem of mitigating intersymbol interference introduced by fading channels include channel estimation techniques such as [38] - [41] and references therein, as well as techniques for mitigation of frequency-flat, frequency-selective fading [42] , [43] , adaptive equalization of multipath [44] , among others. We have assumed that a reliable channel estimation or equalization algorithm, such as the decision-feedback equalizer (DFE) ( [33] , [45] , and references therein), or the sage algorithm [46] , is used to nullify the effect of any intersymbol interference and the CDMA model is assumed to be synchronous. It has been shown [1, p. 25] , that an asynchronous multiuser system can be treated as a synchronous system with a higher number of users.
The organization of the paper is as follows. The system model and list of commonly used notation are given in Section II. Section III introduces the basic idea of joint successive interference cancellation. Section IV reformulates the maximal asymptotic efficiency linear detection problem in terms of the constellation structure. Section V introduces asymptotic conditional efficiency as a measure of SIC detector performance, and the maximal asymptotic conditional efficiency SIC and JSIC detectors are introduced in Sections V and VI respectively. Section V-A derives the optimal ordering that maximizes the asymptotic conditional efficiency at each stage of SIC detection. The tradeoff between complexity and performance gain is specifically treated in Section VII. Finally simulation results are presented in Section VIII. (2) where is the matrix of signal vectors, is the vector of user symbols and is a white Gaussian random noise vector. The energy of each user's signal is given as , where is often referred to as the amplitude of the th user's signal. Another CDMA model similar to (2) and used in the literature assumes the signal space generated by the basis set , which need not be linearly independent. An equivalent CDMA model using instead of as the basis is given by (3) where is the autocorrelation matrix of the user signals in , and . Wherever applicable, we shall use the following notation. Additional notation will be introduced as needed in the sequel.
II
• 
III. JOINT SUCCESSIVE INTERFERENCE CANCELLATION
In this section we present joint successive interference cancellation in which the structural information of the sub-constellation formed by two consecutive users in an ordered set is exploited to improve the performance of conventional successive detection. The motivation behind this approach is to account for the effect of the "closest" interferer while detecting the bit of a particular user in each stage of successive detection. We first introduce the two-user joint successive interference canceller (JSIC) and then extend it to the -user case.
A. The Two-User JSIC Detector
In this section, we describe a decision-driven detector that yields maximum-likelihood (ML) decisions for the two-user case. Fig. 1 shows a two-user signal constellation formed by the user signals along with the maximum-likelihood decision regions. The two-user JSIC detector exploits the geometry of the constellation to give the maximum-likelihood solution. If is the inner product between the user signals and , represents the signal . Note that the four-point constellation generated by the two-user system forms a parallelogram as shown in Fig. 1 . The four points , , and correspond to the constellation points , , , , respectively. The ML decision regions are formed by the perpendicular bisectors of the four sides of the parallelogram and , the perpendicular bisector of , the shorter diagonal. The proof that is indeed the shorter diagonal is given in [47] . The vector aligned with the shorter diagonal, i.e., the vector can be written , in terms of the user signals. The two-user JSIC detector estimates from the received signal vector using three inner product operations as shown in Table I . Fig. 2 demonstrates how the two-user JSIC detector reaches a decision given a particular received vector . The point representing in signal space is shown as an unfilled circle at the tip of the vector . The darkened hyperplanes , and , labeled as steps in the algorithm represent the inner products taken in order of precedence to reach the final bit vector estimate, , for the given received vector .
B. The -User JSIC Detector
Consider a -user system in which is an ordered set of user signals, arranged according to some appropriate criterion. For example, one popular approach is to order the users in a decreasing sequence of received powers. In the sequel we will also discuss an appropriate ordering of users in terms of multiuser efficiency. The extension of the two-user JSIC algorithm to the -user case is given in Table II . The -user JSIC detector estimates from the received signal in steps. It is easy to verify that the JSIC detector performs inner product operations to estimate the bit vector , and therefore has computational complexity , i.e., linear in the number of users. The key idea behind the JSIC detector is to account for a significant interferer in an ordered set using a two-user locally ML kernel. As with all SIC detectors, the performance of the JSIC detector will be a function of the ordering of the users in the algorithm. Improved estimates might be obtained for each user at each stage of successive detection through a different (more favorable) ordering. Fig. 3 demonstrates how the -user JSIC algorithm works, step by step, for a given a received vector. Similar to 2, the darkened hyperplanes represent the inner products labeled in order of precedence to reach the final bit vector estimate, in this case, . The received vector is given by the vector pointing to the unfilled circle, which represents the received point in signal space.
IV. MAXIMAL ASYMPTOTIC EFFICIENCY LINEAR DETECTOR: A STRUCTURAL PERSPECTIVE
In this section, we formulate maximal asymptotic efficiency linear detection in terms of the structural geometry of the multiuser signal constellation, and use this perspective in subsequent sections to develop SIC and JSIC detectors optimized in terms of the slope of the conditional probability of error. To evaluate the performance of the detectors proposed in this work, we focus on the asymptotic multiuser efficiency of the multiuser detector. Asymptotic multiuser efficiency was first proposed by Lupas and Verdu [2] and is a quantitative measure of detector performance in terms of its bit error rate (BER) at high SNR. The bit error rate of the th user is denoted and is a function of all the user signals interfering in the channel, the multiuser detector used and the noise variance, . The multiuser efficiency of a detector for the th user in a multiuser detector, denoted , is given as the ratio of the effective energy, , that the th user would require in order to achieve the same bit error rate in a single-user channel, to the actual energy of the th user, , in the multiuser channel, i.e., where and is the amplitude of the th user.
In the absence of interfering users, the effective energy will be the same as the actual energy. Because of multiuser interference, the bit error rate is increased, and hence the effective energy is less than the actual energy of the th user. The multiuser efficiency is therefore always less than unity. We are interested in the asymptotic behavior of and hence the effect of multiuser interference as the noise variance vanishes. Mathematically, the asymptotic multiuser efficiency of a detector for the th user can be calculated to be [ It follows from Theorem 4.2, that for detectors with convex decision regions, or decision regions that comprise a union of convex sets, the asymptotic multiuser efficiency of the detector for the th user is given by the shortest distance squared from a constellation point to the decision boundary separating it from another point that differs in the th bit, normalized by . This can be written (7) This has a number of implications for optimizing the performance of the JSIC detector that we will explore in the sequel.
The "best" (or optimal) linear detector introduced by Lupas and Verdu in [2] achieves the highest asymptotic multiuser efficiency among all linear detectors. By a linear detector, we mean any detector that outputs bit estimates as , , for some vector . The asymptotic efficiency of the optimal linear detector for the th user is given in [2] as (8) where the matrix is as defined in the CDMA model from (3), and . Note that, in general, the best linear detector must be found by solving the convex optimization (8) over all linear detectors . Using (2), when the signal space is generated by an orthonormal basis , if is a vector represented with , and is the corresponding representation with respect to , then . Therefore, . Therefore, in the model (2), the maximum asymptotic efficiency of a linear detector for the th user is given by (9) In this paper, we interpret the above convex optimization problem in terms of the structure of the constellation. We analyze the detector given in [2] in terms of the constellation structure and apply this perspective to extend the idea of maximal asymptotic efficiency multiuser detection to successive interference cancellation and derive an appropriate ordering of users for successive detection.
Theorem 4.3: For a linear system represented as in (2), the maximum asymptotic efficiency of a detector for the th user, denoted , achievable among all possible linear detectors outputting the decision of the th bit as , , is equal to the minimum distance squared from the origin to the convex hull of the sub-constellation with the th user's bit set to 1, i.e., , normalized by the energy of the th user, i.e., (10) where is the minimum distance squared from the origin to the convex hull of the sub-constellation , and is the amplitude of the th user. The maximum asymptotic efficiency linear detector will output bit estimates (11) where is proportional to the minimum distance vector from the origin to , such that . Proof: For notational simplicity, we will denote and as and respectively. Also, for clarity, we denote as the point corresponding to the vector . The asymptotic efficiency of a detector with probability of error for the th user, , is given by [1] (12)
With BPSK signaling, any pair of constellation points and , and being bitwise complements, will be radially symmetric about the origin . Thus the sub-constellations and will also be radially symmetric about . Therefore, from symmetry considerations, we must have We must also have that the conditional probability of error given , denoted , is equal to the conditional probability of error given , . We denote , as the probability that was sent and assume that , . The bit-error-rate (BER), , of a given linear detector that estimates the th bit as is given by
where is the conditional probability that given and given that , were the other users' bits. There are possible combinations for the other users' bits and hence the summation has been taken over all possible configurations of the bit vector such that . For each bit vector combination , , will be given by , since this measures the probability that , is greater than in each of the cases that an error is made on . We index the possible combinations of as and denote the corresponding bit vector as and the normalized inner product as . We define (15) i.e., is the minimum normalized inner product between and any constellation point belonging to the sub-constellation . Note that will depend on . From large deviation theory [48] , it can be shown that [49, Section 3.2] as , is dominated by the term that has a -function with the minimum argument. The following derivation in the context of asymptotic efficiency for equalizers [49] is reproduced here for convenience.
The product of the asymptotic efficiency of the detector for the th user and the energy of the th user, sometimes referred to as the asymptotic multiuser energy, can be expressed as (16) The last logarithm can be expanded in a Taylor series and vanishes in the limit . Therefore, we obtain (17) where . Using the well-known inequality [1, p. 98] and taking the limit as on both sides, it is easy to verify that (18) Therefore (19) Thus to maximize the asymptotic efficiency, , for the th user, we maximize the minimum normalized inner product be- Let us denote and . Therefore, . Let be the minimum distance vector from the origin to the convex hull of the sub-constellation , i.e.,
. We now show that is the minimum distance from the origin to the convex hull of , i.e.,
. The convex hull of any set of points is the minimum convex set containing those points. Any point is given by , ,
. Before we proceed, we state the following well-known property of convex sets [50, Theorem 1, p. 69], which will be used throughout the proof.
Property 4.1: If be the minimum distance vector from the origin to a convex set and is a point in , then . Equality is achieved only when the point lies on the hyperplane orthogonal to . This is graphically illustrated in Fig. 4 
Therefore if , , we must have (25) From (23) and (25), we infer that is proportional to the minimum distance vector from the origin to the convex hull of and that . Case 2: Now let us consider the case where is not a constellation point, as shown in Fig. 5 . Let be the projection of the origin onto the convex set , i.e., is the unique point in that is geometrically closest to the origin . Let be the -dimensional hyperplane orthogonal to the vector and passing through . Therefore, by construction, , . For any constellation point and any vector , , we can express the normalized inner product between and as (26) Therefore, for any constellation point , i.e., , but
does not lie along , we must have, from respectively. Consider . Since the intersection of a hyperplane with a convex hull is a convex set, is convex. Let be a constellation point lying on . We can break into components perpendicular and parallel to as . Since , . Now, by construction, the projection of the origin is the point , which is an interior point of . If was exterior to , then will not be the closest point on to . If were not strictly interior to , but lay on the boundary of , then would be a constellation point in , which was treated in Case 1. Note that evaluating is geometrically equivalent to passing an -dimensional hyperplane through the point orthogonal to and determining to which side of the point lies. Since is a convex set, any hyperplane passing through an internal point will bi-partition it into two convex subsets. Therefore, there will always exist at least one point such that . Hence, we must have (29) and that (30) We then obtain that for any ,
From (28) and (31), it follows that . Combining cases 1 and 2, the result follows.
From Theorem 4.3, we observe that the maximum asymptotic efficiency of the detector for the th user, will be zero if the minimum distance from the origin to the convex hulls of the sub-constellations is zero, i.e., if overlap. We will show that this will happen if and only if belongs to the convex hull of the sub-constellation . Lemma 4.1: The convex hulls of sub-constellations and overlap if and only if . Proof: Since the signaling scheme used is BPSK, i.e., it is symmetric about the origin , the constellation points corresponding to any bit vector and its bitwise inverse will be radially symmetric about . Thus the origin will be the midpoint of the line segment joining them. Therefore, the convex hulls of the signal constellations will also exhibit radial symmetry about the origin. Consider the -user system with ordering , e.g., as shown in Fig. 6 for . Without loss of generality we will prove the stated result for the user signal . Though the proof uses Fig. 6 as an illustrative example, no assumption has been made that the number of users is three, or that the signal space is two-dimensional. to lie in the convex hull of the sub-constellation generated by the other signals. Therefore, the condition , and hence , is trivially satisfied when the set of user signals are linearly independent.
V. MAXIMAL ASYMPTOTIC CONDITIONAL EFFICIENCY SUCCESSIVE INTERFERENCE CANCELLATION
In this section, we will introduce the maximal asymptotic conditional efficiency (MACE) approach to successive detection. We derive the maximal asymptotic conditional efficiency successive interference canceller, henceforth referred to as the MACE-SIC detector that achieves the highest asymptotic conditional efficiency for a particular user among all possible SIC detectors for a given signal constellation and a given signal ordering. We define the asymptotic conditional multiuser efficiency for a given ordering of user signals as a quantitative measure of SIC detector performance based on the conditional probability of error at each stage of successive detection. Without loss of generality, let be a given ordering of user signals for successive interference cancellation. Denote by the conditional probability that the th user's bit is correctly detected at the th stage of successive detection, given that users with signals have been correctly detected in the first stages, i.e.,
Definition 5.1:
Given an ordering , and a detector with conditional probability of error for the th user, the asymptotic conditional multiuser efficiency for the user, denoted as , is (32) where is the energy of the th user. Accordingly, the asymptotic conditional effective energy is defined as the quantity . Many SIC detectors output bit estimates as , i.e., at the th stage, a linear detector is used on the received vector after subtracting off the interference of the user signals detected in previous stages. Thus, the maximum asymptotic conditional efficiency at the th stage of detection is simply the maximum asymptotic efficiency achieved by a linear detector for the th user in the reduced system .
Given an ordering , the maximum asymptotic conditional efficiency achievable by a SIC detector at the th stage of detection, denoted as , will be given as (33) where wherever applicable in the sequel.
From Theorem 4.3 it follows that (33) represents a convex optimization problem that seeks the minimum distance from the shifted origin to the convex hull of the -point sub-constellation . The computational complexity of solving this convex optimization problem will be exponential in [51] , yielding and (34) Thus, the maximum asymptotic conditional efficiency successive interference canceller, given an ordering , henceforth referred to as the MACE-SIC( ) detector, will output its bit estimates as (35) where , is proportional to the minimum distance vector, , from the shifted origin to the convex hull . The asymptotic conditional multiuser efficiency of the MACE-SIC( ) detector at the th stage, , can therefore be expressed as (36) Fig. 7 shows the complete decision regions for the MACE-SIC detector with the ordering . We now introduce an algorithm to generate the optimal ordering of user signals that maximizes the asymptotic conditional efficiency at each stage of successive detection.
A. Maximum Asymptotic Conditional Efficiency Ordering of User Signals
The maximum asymptotic conditional efficiency ordering , is the ordering that maximizes , defined in (33) among all possible orderings for each stage in successive detection. Let denote the maximized asymptotic efficiency for a linear detector for the user with signal in a multiuser system with as the set of user signals. We can derive according to the following greedy algorithm: 1) Among possible choices for the user to be decoded first, choose the user signal from the set such that 2) Choose the second user signal among the choices for the reduced system such that 3) Continue in this fashion such that at the th stage we choose the user signal among the choices left in such that 4) At the th stage, the algorithm terminates yielding Note that maximizes the asymptotic conditional efficiency at each stage of successive detection, given the ordering this far, and does not necessarily maximize the overall asymptotic efficiency, or the asymptotic conditional efficiency for each (or any particular) user. However, it follows from (36) and (7) that the asymptotic efficiency for the th user in the ordered set will be lower bounded by the minimum asymptotic conditional effective energy, , among all users preceding it, normalized by . Therefore
The ordering maximizes this lower bound by construction. Complexity: It is noteworthy that the computational complexity of deriving is exponential in , the number of users. A motivation behind this paper is to tradeoff the complexity of setting up the SIC detector with the performance gain achieved by optimizing the asymptotic conditional efficiency at each stage of detection. The run-time complexity of the MACE-SIC( ) detector is always linear in the number of users, i.e.,
. As such, the MACE-SIC( ) detector is suitable for stable communication systems with power control and a stable system of users, e.g., in satellite communications. In more dynamic multiuser systems, e.g., mobile cellular networks, the high complexity of setting up the detector when the system changes may render it impractical without modification.
VI. MAXIMAL ASYMPTOTIC CONDITIONAL EFFICIENCY JOINT SUCCESSIVE INTERFERENCE CANCELLATION (JSIC) DETECTION
In this section, we extend the MACE approach to JSIC detection and derive the JSIC detector that achieves the maximal asymptotic conditional efficiency at each stage of successive interference cancellation. Consider an ordering of user signals. We set up the maximum asymptotic conditional efficiency JSIC detector, henceforth referred to as the MACE-JSIC( ) detector, for a given ordering as follows. We use to denote the maximized asymptotic efficiency for a linear detector for the user with signal in the reduced system . Consider the four sub-constellations , where, e.g., , at the th stage of successive detection. Let and . Let , and be the optimized vectors for linear detection that achieve , and respectively, in the reduced systems , and respectively. The MACE-JSIC( ) detector uses the vectors , and instead of , and respectively at the th stage of interference cancellation. Since we are using sub-constellations, and not constellation points in the two-user MACE-JSIC kernel, we need to consider both and , rather than in the JSIC kernel and therefore, have three, instead of two inner product operations in the MACE-JSIC kernel as shown in Table III .
From Theorem 4.2 it can be shown that the asymptotic conditional efficiency of the MACE-JSIC( ) detector, will be given by (38) The ordering that achieves the highest asymptotic conditional efficiency at each stage among all possible orderings can then be achieved through a similar algorithm to that given in Section V-A. At each stage , we choose the two user signals and over the possible choices such that the quantity (39) is maximized , , where , , and . Fig. 8 shows the decision regions for a MACE-JSIC detector for a given ordering in a four-user system in two dimensions. Though the run-time complexity of MACE-JSIC( ) and MACE-SIC( ) detector are linear in the number of users, the MACE-JSIC( ) detector performs three inner product operations at each stage compared to the MACE-SIC( ) detector, which performs only one inner product operation. The design complexity of the MACE-JSIC( ) detector is exponential in , the number of users, and its run-time complexity, though linear in the number of users, is greater than the run-time complexity of the MACE-SIC( ) detector. We now show that this increase in run-time complexity is compensated by an increase in the asymptotic conditional multiuser efficiency at each stage of successive interference cancellation.
Lemma 6.1: For a given convex hull ordering , the MACE-JSIC( ) detector always achieves higher asymptotic conditional efficiency for every user than the corresponding MACE-SIC( ) detector.
Proof: At the th stage of interference cancellation, the asymptotic conditional efficiency of user given is the minimum of , and , normalized by , i.e.,
Let denote the minimum distance vector between and . Then (41) Since , and the minimum distance between subsets of convex sets is always greater than or equal to the distance between the convex sets, we must have (42) Combining (40), (41), and (42) the result follows.
VII. PERFORMANCE BOUNDS ON MULTILEVEL JOINT SUCCESSIVE INTERFERENCE CANCELLATION
We have so far considered joint successive interference cancellation considering two users at a time from an ordered set of user signals . We can extend this concept and derive a family of maximal asymptotic conditional efficiency successive interference cancellers where, at each stage, we consider more than two users at a time. In the previous section, we have shown that the increase in run-time complexity by choosing MACE-JSIC over MACE-SIC is compensated by a corresponding increase in asymptotic conditional efficiency. In this section, we derive a design measure that quantifies this tradeoff between complexity and performance by providing a bound over the performance gain achieved by considering more user signals in the MACE-JSIC kernel.
At the th stage of successive detection, we consider the sub-constellations, being a design parameter, denoted as and given as, . Let us denote the subconstellations belonging to that have the th user's bit set to 1 as . The th user's bit is decoded based on the joint information between users with signals . The asymptotic conditional efficiency for the th user for the MACE-JSIC( ) detector, denoted as will be given by the minimum of the minimum distance between the convex hulls of any two sub-constellations belonging to and respectively, normalized by the energy, of the th user. Since sub-constellations belonging to are a subset of , i.e., as increases, we partition each sub-constellation into smaller and smaller sub-constellations. Since the minimum distance between the subsets of convex sets is always greater than the minimum distance between the convex sets, we must have (43) However, the run-time complexity of the MACE-JSIC( ) detector will have inner products, i.e., it increases exponentially with . Also, the design complexity of the MACE-JSIC( ) detector will be exponential in and . Therefore, the gain in as increases is offset by an exponential increase in complexity. This motivates us to derive bounds on and determine a quantitative measure to compare the performance of the MACE-JSIC( ) detectors as increases. Let us start with the basic MACE-JSIC(2) detector and compare its performance with respect to the MACE-SIC, i.e., the MACE-JSIC(1) detector.
Let us denote , where is the energy of the th user. To compare between and it is sufficient to compare and . Let be the minimum distance from the origin to the convex hull of the sub-constellation . Therefore (44) Now, is the solution to the convex optimization (45) Let denote the minimum distance between the convex hulls of the sub-constellations and . Similarly, we define , and as the minimum distance between the corresponding sub-constellations. For linear systems, we must have from symmetry considerations. Therefore, we must have (46) Let . For linear systems, is the minimum distance from the origin to the convex hull of the sub-constellation that has , i.e.,
Also, by construction, we must have . Now, let be the set that provides the solution to (45) . Let us denote , , . Note that without loss of generality, we have assumed . Therefore, we have that (48) where , , and . Therefore, we obtain (49) Combining the above inequality with (44) and (43) Thus the ratio can be used as a quantitative measure of the performance gain and as a metric to determine whether or not it is worth the increase in design or runtime complexity by further increasing .
VIII. SIMULATION RESULTS
In this section, we present numerical evidence supporting our theoretical assertions in previous sections. All user signals random Gaussian sequences of length , and all bit streams were random BPSK sequences. The performance of the JSIC, MACE-SIC and MACE-JSIC detectors have been tested against the conventional SIC detector, and the performance of the ML detector has been provided as a lower bound. Numerical simulations were run on several multiuser systems and the bit-errorrate (BER) of each user was averaged over the user signals and bit streams. Figs. 9 and 10 show the average BER (i.e., the bit error rate averaged over all users) for a random ten-user system with and respectively. Fig. 11 shows the joint error rate (JER) respectively in a random ten-user system with . We observe that the MACE-SIC and MACE-JSIC consistently outperform the conventional SIC and JSIC detectors and the performance of MACE-JSIC is generally superior to that of MACE-SIC, though at high SNR their performance is quite close. We also observe that on average the Fig. 9 . Single-user BER averaged over all users in a representative ten-user system with N = 64. conventional SIC and JSIC detectors are not near-far resistant, but the MACE-SIC and MACE-JSIC detectors show robustness against multiuser interference since the conditional multiuser efficiency has been optimized at each stage. Fig. 12 shows the single user performance for a particular over-loaded four-user system, i.e., systems where the number of users, , is greater than the number of dimensions , and therefore, the user signals form a linearly dependent set. Fig. 13 also shows simulations in which the SNR is held fixed at 15 dB and the BER of the proposed detectors are observed over an increasing number of users.
IX. CONCLUSION
We have introduced joint successive interference cancellation as an improvement over conventional successive interference cancellation. We also presented an approach to successive interference cancellation that exploits the structure of the multiuser signal constellation to annul the effect of the closest interferer in an ordered set of users. Defining the conditional efficiency of a successive interference canceller, we determined the SIC and JSIC detectors with the highest asymptotic conditional efficiency for a given ordered set of users. We have also derived the maximum asymptotic conditional efficiency ordering of user signals that achieves the highest asymptotic conditional efficiency at each stage of successive interference cancellation. The performance of the MACE-JSIC detector is shown to be strictly higher than that of the MACE-SIC detector. Based on this principle, we also proposed a family of joint successive interference cancellers that achieve higher performance with an increase in complexity. By quantifying the tradeoff between detector complexity and performance gain, in terms of the signal constellation structure, higher performance gains in conditional probability of error can be achieved at high SNR. The successive interference cancellation techniques introduced in this paper assume perfect knowledge of the signal constellation, and are practical for implementation in stable multiuser systems with good power control, e.g., in satellite communications. However, in dynamic multiuser systems the signal constellation may be continuously changing due to mobility with abrupt changes as users enter or leave the system. The user signals also may not be perfectly synchronized or may change over time due to fading or imperfect power control. The high design complexity of MACE detection can also be significantly reduced for multiuser systems with reasonable restrictions on the signal constellation, e.g., when the user signals are linearly independent.
