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KOMBINASI METODE RIDGE REGRESSION DAN 
GENERALIZED LEAST SQUARE UNTUK PENANGANAN 
ASUMSI MULTIKOLINIERITAS DAN AUTOKORELASI  
(STUDI KASUS JUMLAH KASUS COVID-19 DI ASEAN) 
ABSTRAK 
Analisis regresi linier berganda merupakan metode untuk 
memodelkan sebuah hubungan antara variabel dependen dan 
beberapa variabel independen yang bentuk fungsinya linier. Variabel 
independen pada analisis regresi linier berganda memiliki 
kecenderungan untuk saling berkorelasi. Hal tersebut harus ditangani 
dengan baik agar tidak menghasilkan penduga yang bias. 
Berdasarkan waktu pengambilannya, data dapat dikelompokkan 
menjadi dua yaitu data cross section dan data time series. Regresi 
linier dengan menggunakan data time series memiliki kecenderungan 
adanya masalah terhadap autokorelasi galat. Data yang mengandung 
multikolinieritas dan autokorelasi secara simultan, dapat ditangani 
dengan mengkombinasi metode Ridge Regression dan Generalized 
Least Square. Tujuan dari penelitian ini adalah untuk membentuk 
dan memilih model dengan mengkombinasi metode Ridge 
Regression dan Generalized  Least Square (GLS) pada data harian 
positif COVID-19 di ASEAN yang mengandung multikolinieritas 
dan autokorelasi secara simultan. Penelitian ini memberikan hasil 
bahwa model kombinasi Ridge Regression dan Generalized Least 
Square menggunakan fungsi auotokorelasi Cocchrane Orcutt 
Iterative dan Prais Winsten sama sama baik dalam menduga jumlah 
kasus COVID-19 di ASEAN. Namun, jika dilihat dari nilai statistik 
Durbin Watson, R-Square dan MSE, Ridge Regression dan 
Generalized Least Square menggunakan fungsi auotokorelasi 
Cocchrane Orcutt Iterative memiliki nilai statistik Durbin Watson 
lebih tinggi yaitu sebesar 2,3189, R-Square yang tinggi yaitu sebesar 
0,954 dan MSE lebih rendah, yaitu sebesar 6,781.  
 
Kata Kunci: Analisis Regresi, Ridge Regression, Generalized Least 
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COMBINATION OF RIDGE REGRESSION AND 
GENERALIZED LEAST SQUARE FOR HANDLING 
ASSUMPTIONS OF MULTICOLINIERITY AND 
AUTOCORELATION  
(CASE STUDY NUMBER OF COVID-19 CASES IN ASEAN) 
ABSTRACT 
Multiple linear regression is an extension of simple liniear 
regression. It is used to predict the value of dependent variabel based 
on the value of two or more other independent variabels. The 
independent variabels in multiple linear regression have a tendency 
to be related to each other. This must be handled properly to avoid 
biased estimators. Based on the time of collection, data can be 
grouped into two, namely cross section data and time series data. 
Linear regression using time series data have a tendency to have 
problems with autocorrelation errors. Data that containing 
multicollinearity and autocorrelation can be handled simultaneously 
by combining the Ridge Regression and Generalized Least Square 
methods. The purpose of this study is to form and select a model by 
combining the Ridge Regression and Generalized Least Square 
(GLS) methods of data that contain multicollinearity and 
autocorrelation simultaneously. This study shows that the combined 
model of Ridge Regression and Generalized Least Square using the 
autocorrelation function of Cochrane Orcutt Iterative and Prais 
Winsten is equally good in estimating the number of COVID-19 
cases in ASEAN. However, when viewed from the statistical value 
of Durbin Watson, R-Square and MSE, Ridge Regression and 
Generalized Least Square using the Coccrane Orcutt Iterative 
autocorrelation function, Durbin Watson's statistical value is higher 
at 2.3189, R-Square is high 0.954 and MSE is lower at 6.781 . 
Keywords: Regression Analysis, Ridge Regression, Generalized 
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1.1. Latar Belakang 
 Analisis regresi merupakan metode statistika untuk mengukur 
hubungan antara variabel independen (𝑋) terhadap variabel dependen 
(𝑌). Berdasarkan bentuk fungsinya, analisis regresi dibagi menjadi 
dua yaitu regresi linier dan regresi nonlinier. Pada penelitian ini 
sendiri, akan difokuskaan mengenai penerapan regresi linier untuk 
membuat suatu model pendugaan. Definisi dari analisis regresi linier 
merupakan sebuah pendekatan untuk memodelkan sebuah hubungan 
antara variabel dependen dan satu atau lebih variabel independen 
yang bentuk fungsinya linier. Analisis regresi linier yang memiliki 
satu variabel independen disebut dengan analisis regresi linier 
sederhana sedangkan analisis regresi yang memiliki lebih dari satu 
variabel independen disebut dengan analisis regresi linier berganda. 
Karena analisis regresi linier berganda memiliki beberapa variabel 
independen, hal ini menyebabkan terdapat kecenderungan adanya 
korelasi atau hubungan kuat antar variabel independen dalam model 
yang disebut juga dengan masalah multikolinieritas. Hal tersebut 
harus ditangani dengan baik agar tidak menghasilkan penduga yang 
bias. Untuk itu, perlu dilakukan pendeteksian multikolinieritas salah 
satunya dengan menggunakan nilai VIF. Jika memang terdapat 
hubungan antar variabel independen, maka masalah tersebut harus 
ditangani dengan menggunakan metode yang sesuai. Pendugaan 
parameter menggunakan Ordinary Least Square tidak akan efisien 
dalam menduga model yang mengadung multikolinieritas. Salah satu 
cara untuk menduga parameter model yang memiliki masalah 
multikolinieritas adalah dengan menggunakan metode Ridge 
Regression (Kutner, dkk, 2004).  
Berdasarkan waktu pengambilannya, data dapat dikelompokkan 
menjadi dua yaitu data cross section dan data time series. Data cross 
section atau data yang terkumpul dalam waktu tertentu, contohnya 
seperti data hasil ujian siswa yang diperoleh setelah ujian selesai 
dilaksanakan. Data time series atau data yang dikumpulkan secara 
berkala, contohnya seperti kegiatan survey data kebutuhan penduduk 
dalam setahun terakhir. Dalam penerapannya pada regresi linier,
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terdapat suatu hal yang harus diperhatikan jika data yang digunakan 
adalah data time series. Regresi linier dengan menggunakan data 
time series memiliki kecenderungan adanya masalah terhadap 
autokorelasi galat. Hal tersebut disebabkan karena datum saat ini, 
memiliki hubungan dengan datum pada waktu sebelumnya. Apabila 
terjadi masalah autokorelasi, penduga yang dihasilkan dengan 
menggunakan metode Ordinary Least Square akan menghasilkan 
model dengan ragam yang tidak minimum sehingga pengujian yang 
dilakukan menjadi tidak efisien. Hal tersebut tentunya harus 
ditangani dengan metode yang tepat. Salah satu metode untuk 
menangani masalah autokorelasi adalah dengan menggunakan 
Generalized Least Square (GLS) (Gujarati dan Porter, 2010).  
 Coronavirus Disease 2019 (COVID-19) adalah penyakit 
menular yang disebabkan oleh coronavirus yang dapat 
mengakibatkan infeksi saluran pernafasan pada manusia mulai dari 
batuk pilek hingga penyakit yang lebih serius seperti Middle East 
Respiratory Syndrome (MERS) dan Severe Acute Respiratory 
Syndorme (SARS). (World Health Organization, 2021). COVID-19 
menyebabkan bencana besar bagi seluruh dunia yang dimulai pada 
akhir tahun 2019 dan masih terus berlanjut hingga tahun 2020. 
Tiongkok merupakan negara pertama yang terinfeksi virus COVID-
19 dan diikuti oleh Thailand sebagai negara kedua yang terinfeksi 
virus COVID-19. Semenjak wabah virus COVID-19 melanda dan 
menyebar luas di luar wilayah Tiongkok, virus tersebut menjadi 
salah satu ancaman keamanan yang signifikan di wilayah Asia 
Tenggara sebagai negara tetangga. Untuk merespon hal tersebut, baik 
Tiongkok sebagai sumber munculnya pandemik maupun negara-
negara di kawasan yang tergabung dalam masyarakat ASEAN, 
memutuskan sikap dan kebijakan untuk penduduknya. Pemerintah di 
setiap negara memberlakukan kebijakan untuk membatasi mobilitas 
penduduk baik perjalanan dalam daerah maupun luar daerah (BBC 
News Indonesia, 2021). 
 Mobilitas penduduk merupakan masalah penting yang harus 
diperhatikan di masa pandemi saat ini. Sejak Masyarakat Ekonomi 
ASEAN (MEA) diberlakukan, masyarakat dengan sangat mudah 
bermobilisasi antar negara untuk bekerja. Tak hanya itu, isu 
mengenai kaum Rohingnya di Myanmar juga menyebabkan suku 
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tersebut harus berpindah-pindah negara, terutama negara-negara di 
kawasan ASEAN untuk mencari tempat tinggal baru juga merupakan 
masalah penting yang harus diperhatikan. Era pandemi saat ini, 
masyarakat rentan sekali terpapar virus COVID-19. Penduduk asing 
yang tinggal di suatu negara tertentu, mereka cenderung lebih 
memilih untuk kembali ke negara mereka masing-masing entah hal 
tersebut diakibatkan oleh ekonomi dunia yang sedang menurun 
sehingga banyak pekerja yang harus diberhentikan atau sekedar 
mencari tempat tinggal baru seperti yang dilakukan oleh kaum 
Rohingnya (Yazid dan Jovita, 2020). Para penduduk asing tersebut, 
diduga bisa saja membawa virus COVID-19 ke negara mereka 
masing-masing  sehingga penyebaran virus semakin meluas.  
 Pratiwi (2020) telah melakukan penelitian guna membandingkan 
penggunaan metode Ridge Regression dan Principal Component 
Analysis (PCA) dalam menangani asumsi multikolinieritas pada 
penelitian faktor inflasi, suku bunga, dan jumlah uang yang beredar 
terhadap indeks harga saham gabungan Indonesia. Hasil penelitian 
menyebutkan bahwa Ridge Regression lebih efektif untuk menangani 
asumsi multikolinieritas. Habibah (2017) juga telah melakukan 
penelitian mengenai perbandingan akurasi penduga Generalized 
Least Square (GLS) menggunakan penduga koefisien autokorelasi 
Cocchrane Orcutt Iterative dan Prais Winsten pada kasus data yang 
memiliki masalah autokorelasi. Hasil penelitian menyebutkan bahwa 
kedua fungsi penduga koefisien tersebut dapat digunakan untuk 
menangani autokorelasi hanya saja metode Prais Winsten lebih baik 
digunakan daripada metode Cochrane Orcutt Iterative jika dilihat 
dari standard error. Selain itu, Fauzi (2016) juga telah melakukan 
penelitian mengenai perbandingan metode Theil Nagar dan metode 
Cochrane Orcutt Iterative pada data IHSG dan faktor – faktor yang 
mempengaruhinya. Penelitian tersebut menunjukkan bahwa metode 
Cochrane Orcutt Iterative lebih baik dalam menduga nilai fungsi 
autokorelasi daripada metode Theil Nagar. 
 Berdasarkan hasil pemaparan yang telah disajikan, penulis akan 
membahas mengenai pendugaan jumlah kasus COVID-19 di 
kawasan ASEAN. Data yang digunakan dalam penelitian ini adalah 
jumlah kasus positif COVID-19 di masing-masing negara yang 
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tergabung dalam kawasan ASEAN yaitu Indonesia, Malaysia, 
Singapura, Brunei Darussalam, Thailand, Filipina, Kamboja, Laos, 
Vietnam, dan Myanmar sebagai variabel independen dan jumlah 
kasus positif COVID-19 ASEAN secara keseluruhan sebagai 
variabel dependen. Karena penelitian ini menggunakan lebih dari 
satu variabel independen, maka data tersebut memiliki 
kecenderungan adanya masalah multikolinieritas antar variabel 
independen. Selain itu, jenis pengambilan data yang digunakan 
merupakan data time series yang diambil dalam kurun waktu 
November 2020 hingga Januari 2021, sehingga data tersebut 
memiliki kecenderungan adanya masalah autokorelasi pada galat. 
 Seperti sudah dijelaskan sebelumnya, bahwa penanganan  
multikolinieritas dapat diselesaikan salah satunya dengan metode 
Ridge Regression serta penanganan autokorelasi dapat ditangani 
dengan menggunakan Generalized Least Square. Data yang 
mengandung multikolinieritas dan autokorelasi secara simultan dapat 
ditangani dengan mengkombinasi dua metode tersebut dengan 
mencari nilai tetapan bias (𝐾) yang didapatkan dari Ridge 
Regression dan nilai fungsi autokorelasi yang didapatkan dari 
Generalized Least Square. 
 
1.2. Rumusan Masalah 
       Berdasarkan latar belakang di atas, maka rumusan masalah 
dalam penelitian ini adalah sebagai berikut: 
1. Bagaimana penerapan kombinasi model Ridge Regression dan 
Generalized Least Square (GLS) dalam menangani kasus data 
yang mengandung multikolinieritas dan autokorelasi pada 
pemodelan regresi? 
2. Bagaimana model terbaik pada kombinasi Ridge Regression dan 
Generalized Least Square (GLS) untuk menduga jumlah kasus 
COVID-19 di ASEAN? 
 
1.3. Tujuan penelitian 
 Tujuan yang ingin dicapai pada penelitian ini adalah sebagai 
berikut:  
1. Membentuk model regresi dengan mengkombinasi Ridge 
Regression dan Generalized  Least Square (GLS) dalam 
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menangani kasus data yang mengandung multikolinieritas dan 
autokorelasi secara simultan. 
2. Memilih model terbaik pada penggunaan kombinasi Ridge 
Regression dan Generalized Least Square (GLS) dalam 
menangani kasus data yang mengandung multikolinieritas dan 
autokorelasi untuk menduga jumlah kasus COVID-19 di 
ASEAN. 
 
1.4. Manfaat Penelitian 
 Manfaat yang diharapkan dari penelitian ini adalah sebagai 
berikut: 
1. Memberikan suatu metode alternatif untuk melakukan pemodelan 
regresi linier yang dapat mengatasi masalah multikolinieritas dan 
masalah autokorelasi secara simultan. 
2. Memberikan informasi mengenai pendugaan jumlah kasus 
COVID-19 di negara - negara yang tergabung dalam kawasan 
ASEAN. 
 
1.5. Batasan Penelitian 
       Batasan penelitian yang digunakan pada penelitian ini adalah 
sebagai berikut: 
1. Metode yang digunakan untuk menentukan nilai tetapan bias (𝐾) 
dalam Ridge Regression metode Ridge Trace. 
2. Metode yang digunakan untuk menentukan nilai fungsi 
autokorelasi dalam Generalized Least Square adalah metode 
Cocchrane Orcutt Iterative dan Prais Winsten. 
 
1.6. Orisinalitas Penelitian 
 Penelitan-penelitian terdahulu yang mendasari penelitian ini 











Tabel 1.1. Penelitian Terdahulu 













yang lebih efektif 
daripada Regresi 
Komponen Utama 
pada data IHSG di 
BEI periode Januari 









(Studi Kasus Indeks 
Harga Saham Gabungan 
Dan Faktor Yang 
Mempengaruhi Tahun 
2011-2014) 
Hasil penelitian ini 
menunjukkan bahwa 
berdasarkan nilai 
AIC dan SIC dapat 
disimpulkan bahwa 
metode Cochrane-













Iterative dan Prais 
Winsten Pada Kasus 
Auotokorelasi 
Hasil penelitian ini 
menunjukkan bahwa 
Prais Winsten lebih 
akurat dalam 
mengoreksi standard 







Berdasarkan Tabel 1.1, dapat diketahui bahwa metode Ridge 
Regression dapat digunakan untuk menangani masalah 
multikolineritas dan metode Generalized Least Square dapat 
digunakan untuk menangani masalah autokorelasi pada galat. 
Melalui kombinasi dari metode Ridge Regression dan Generalized 
Least Square diharapkan dapat digunakan untuk menangani masalah 
multikolinieritas dan autokorelasi secara simultan. Dasar penelitian 





Gambar 1.1. Orisinalitas Penelitian Terhadap Penelitian Terdahulu 
(Sumber: Ide Penulis) 






Pratiwi (2020) membandingkan 
metode Ridge Regression dengan 
Regresi Komponen Utama pada 
data IHSG. Pada penelitian 
tersebut, Ridge Regression 
merupakan metode yang lebih baik 
dalam menangani masalah 
multikolnieritas. 
Fauzi (2016) melakukan 
perbandingan metode Theil-Nagar 
dan Cocchrane Orcutt Iterative 
pada data IHSG. Pada penelitian 
tersebut, Cocchrane Orcutt 
merupakan metode yang lebik 
baik dalam menangani 
autokorelasi 
Habibah (2017) melakukan 
perbandingan metode Prais 
Winsten dan Cocchrane Orcutt 
Iterative pada data bangkitan. 
Pada penelitian tersebut, Prais 
Winsten merupakan metode yang 
lebik baik dalam mengoreksi 
error 
Penelitian ini: 
KOMBINASIMETODE RIDGE REGRESSION DAN 
GENERALIZED LEAST SQUARE UNTUK 
PENANGANAN ASUMSI MULTIKOLINIERITAS 
DAN AUTOKORELASI 






2.1. Statistika Deskriptif 
 Statistika deskriptif merupakan metode yang berkenaan dengan 
bagaimana cara mendiskripsikan, menggambarkan, menjabarkan, 
atau menguraikan data sehingga data mudah untuk dipahami 
(Kesumawati, dkk., 2017). Dengan kata lain, statistika deskriptif 
hanya berfungsi menerangkan keadaan, gejala, atau persoalan. 
Beberapa cara yang dapat digunakan dalam mendeskripsikan, 
menggambarkan, menjabarkan, atau menguraikan data antara lain: 
1. Menentukan ukuran data seperti nilai modus, rata-rata, dan nilai 
tengah (median). 
2. Menentukan ukuran variabilitas data seperti variasi, standar 
deviasi, dan jangkauan. 
3. Menentukan ukuran bentuk data seperti skewness dan kurtosis. 
 Penarikan kesimpulan pada statistika deskriptif (jika ada) hanya 
ditujukan pada kumpulan data yang ada. Didasarkan atas ruang 
lingkup bahasanya, statistika deskriptif mencakup hal berikut: 
1. Distribusi frekuensi beserta bagian-bagiannya seperti grafik 
distribusi, ukuran pemusatan, ukuran penyebaran, dan 
sebagainya. 
2. Angka indeks. 
3. Data berkala. 
4. Korelasi dan regresi sederhana. 
 
2.2. Analisis Regresi Linear Berganda 
 Analisis regresi yang mempunyai beberapa variabel independen 
membuat suatu konsep baru dalam interpretasi model. Interpretasi 
dalam model regresi linear sederhana tidak memperhatikan variabel 
independen lain. Sedangkan dalam analisis regresi linear berganda, 
untuk melihat hubungan antara variabel dependen dengan satu 
variabel independen, maka variabel independen lain dianggap 





 Secara umum, analisis regresi dibagi menjadi dua yaitu analisis 
regresi linier dan analisis regresi nonlinier. Analisis regresi linier 
dibagi menjadi dua yaitu regresi linier sederhana dan analisis regresi 
linier berganda. Pada analisis regresi, variabel dependen 
dilambangkan dengan 𝑌 dan variabel independen dilambangkan 
dengan 𝑋. Model regresi linear berganda dituliskan pada persamaan 
(2.1). 
𝑌𝑖 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯+ 𝛽𝑝𝑋𝑝 + 𝑖 (2.1) 
 
Keterangan: 
𝑌𝑖  : nilai pengamatan ke-𝑖 variabel dependen (𝑖 = 1,2,… , 𝑝) 
𝑋𝑖𝑝  : nilai pengamatan ke-𝑖 variabel independen (𝑖 = 1,2,… , 𝑝) 
𝛽0  : intersep 
𝛽𝑝  : koefisien regresi untuk setiap variabel independen ke-𝑝  
𝑖  : galat ke-𝑖 (𝑖 = 1,2, … , 𝑝) 
𝑝  : banyak variabel independen 
 
Menurut Hines dan Montgomery (1990), jika persamaan (2.1) 
dituliskan dalam notasi matriks maka akan menjadi seperti 
persamaan (2.2). 




































2.3. Ordinary Least Square 
 Ordinary Least Square (OLS) merupakan salah satu metode 
yang paling umum digunakan untuk menduga parameter. Parameter 
(𝛽0,  𝛽1, … ,  𝛽𝑝) pada persamaan (2.1) tidak dapat diketahui secara 
pasti nilainya. Oleh karena itu, persamaan (2.1) dapat diduga dengan 




𝑌?̂? = ?̂?0 + ?̂?1𝑋1,𝑡 + ?̂?2𝑋2,𝑡 + ⋯ + ?̂?𝑖𝑋𝑖,𝑡         (2.3) 
 Menururt Suhov dan Kelbert (2005) ide pemikiran untuk 
mengetahui nilai penduga parameter kuadrat terkecil dari parameter 
itu sendiri adalah dengan meminimumkan jumlah kuadrat galat. 
Berdasarkan persamaan (2.1), rumus jumlah kuadrat galat dapat 
dilihat dalam persamaan (2.4). 









Menurut Baltagi (2011), dalam notasi matriks rumus jumlah kuadrat 
galat ditunjukkan pada persamaan (2.5). 
𝜺′𝜺 =  (𝒀 − 𝑿?̂?)
′
(𝒀 − 𝑿?̂?) 
          =  (𝒀′ − ?̂?′𝑿′)(𝒀 − 𝑿?̂?) 
                 =  (𝒀′𝒀 − 𝒀′ 𝑿?̂? − ?̂?′𝑿′𝒀 + ?̂?′𝑿′𝑿?̂?) 
(2.5) 
 
?̂?′𝑿′𝒀 adalah matriks berukuran (1 × 1), oleh karena itu dengan 
menggunakan sifat transpose matriks maka (?̂?′𝑿′𝒀)′ = 𝒀′𝑿?̂?. 
Sehingga didapatkan: 
𝜺′𝜺 =  (𝒀 − 𝑿?̂?)
′
(𝒀 − 𝑿?̂?) 
 = (𝒀′ − ?̂?′𝑿′)(𝒀 − 𝑿?̂?)        
                       =  (𝒀′𝒀 − 𝒀′ 𝑿?̂? − ?̂?′𝑿′𝒀 + ?̂?′𝑿′𝑿?̂?)     
     =  (𝒀′𝒀 − 2?̂?′𝑿′𝒀 + ?̂?′𝑿′𝑿?̂?) 
 =  𝑸                                             
(2.6) 
 
untuk mendapatkan nilai (?̂?0,  ?̂?1, … , ?̂?𝑝) yang meminimumkan 
jumlah kuadrat galat maka persamaan (2.6) harus diturunkan 
terhadap (?̂?0,  ?̂?1, … , ?̂?𝑝) dan disama dengankan nol. Penurunan 






= 𝟎      
−2𝑿′𝒀 + 2𝑿′𝑿?̂? = 𝟎                                
𝑿′𝑿?̂? =   𝑿′𝒀     
                ?̂?  = (𝑿′𝑿)−𝟏𝑿′𝒀 
(2.7) 
 
Menurut Basuki dan Prawoto (2017), Ordinary Least Square 
(OLS) memiliki sifat ideal dikenal dengan teorema Gauss-Markov 
(Gauss Markov Theorm). Ordinary Least Square menghasilkan 
estimator yang mempunyai sifat tidak bias, linier, dan mempunyai 
varian yang minimum (best linier unbiased estimators = BLUE). 
Suatu estimator ?̂?𝑖 dikatakan mempunyai sifat BLUE jika memenuhi 
kriteria sebagai berikut: 
1. Estimator ?̂?𝑖 adalah linier, yaitu linier terhadap variabel stokastik 
𝑌 sebagai variabel dependen. 
2. Estimator ?̂?1 tidak bias, yaitu nilai rata-rata atau nilai harapan 
𝐸(?̂?𝑖) sama dengan nilai ?̂?𝑖 yang sebenarnya. 
3. Estimator ?̂?𝑖 mempunyai varian yang minimum. Estimator yang 
tidak bias dengan varian minimum disebudaftat estimator yang 
efisien. 
 
2.4. Asumsi Klasik Regresi Linier Berganda 
 Uji asumsi klasik merupakan persyaratan yang harus dipenuhi 
pada analisis regresi linier berganda berbasis Ordinary Least Squre 
(OLS). Tidak semua uji asumsi klasik dapat diterapkan pada semua 
model regresi linier, contohnya seperti uji multikolinieritas yang 
tidak dapat diterapkan pada model regresi linier sederhana dan uji 
autokorelasi pada data cross section. Asumsi klasik yang harus 
dipenuhi dalam analisis regresi linier berganda dengan menggunakan 
data deret waktu yakni variabel independen yang tidak saling 
berkorelasi, normalitas galat, ragam yang homogen, dan tidak 






2.4.1. Asumsi Non-Multikolinieritas Antar Variabel 
          Ketika terdapat hubungan linier sempurna antar variabel 
independen pada model, menyebabkan penduga OLS tidak dapat 
didefinisikan dengan baik. Jika terdapat hubungan linier yang kuat 
namun tidak sempurna antar variabel independen dapat 
menyebabkan penduga OLS menjadi tidak stabil (Fox, 2016). 
Terdapat beberapa cara untuk mendeteksi ada atau tidaknya 
multikolinieritas di dalam model, salah satunya adalah dengan 
melihat nilai VIF (Variance Inflation Factor) dari setiap variabel 
















𝐽𝐾𝑅  : jumlah kuadrat regresi 
𝐽𝐾𝑇  : jumlah kuadrat total 
𝑅𝑗
2
   : koefisien determinasi 
 
 Nilai terkecil yang mungkin untuk VIF adalah 1 yang 
menunjukkan bahwa tidak terdapat kolinieritas antar variabel 
independen. Biasanya dalam praktik ada sejumlah kolinieritas kecil 
di antara variabel independen. Sebagai aturan praktis, nilai VIF yang 
melebih 5 atau 10 menunjukkan bahwa terdapat masalah 
multikolinieritas (James, dkk., 2014). 
 
2.4.2. Asumsi Normalitas Galat 
   Uji normalitas galat digunakan untuk menguji galat pada model 
regresi apakah menyebar secara normal atau tidak. Menurut Gujarati 
dan Porter (2010) salah satu metode untuk uji normalitas adalah uji 





𝐻0:  ~ 𝑁(𝜇, 𝜎
2) vs 
𝐻1: ≄  𝑁(𝜇, 𝜎
2) 
 












Nilai 𝑆 didapat dari persamaan (2.11). 
 
𝑆(𝑆𝑘𝑒𝑤𝑛𝑒𝑠𝑠) =  
1
𝑁













Nilai 𝐾 didapat dari persamaan (2.12). 
 
𝐾(𝐾𝑢𝑟𝑡𝑜𝑠𝑖𝑠) =  
1
𝑁














𝑌𝑖,𝑡     : respon umum individu ke-𝑖 pada periode ke−𝑡  
?̅?        :  rata-rata 
𝑖         : unit pengamatan ke-𝑖 (𝑖 = 1,2,… , 𝑛) 
𝑡         : unit pengamatan ke-𝑝 (𝑡 = 1,2, … , 𝑝) 
𝐻0 ditolak apabila statistik uji 𝐽𝐵 > 𝜆
2
𝛼,(𝑝) atau 𝑝 − 𝑣𝑎𝑙𝑢𝑒 > 𝛼, 
sehingga galat berdistribusi normal. 
 
2.4.3. Asumsi Homoskedastisitas 
Menurut Greene (2003) heteroskedastisitas merupakan 
keadaan dimana ragam galat tidak bernilai konstan yang muncul 
pada data cross section maupun time series. Heteroskedastisitas 






Sedangkan homoskedastisitas disimbolkan oleh persamaan (2.14). 
𝐸(𝑢𝑖
2 = 𝜎2) (2.14) 
Uji heteroskedastisitas bertujuan untuk menguji apakah dalam 
model terjadi ketidaksamaan ragam dari galat satu ke pengamatan 
lain. Untuk mendeteksi adanya heteroskedastisitas pada ragam, salah 
satunya dengan menggunakan uji Breusch-Pagan.  Berikut hipotesis 















Bentuk statistik uji LM dijelaskan pada persamaan (2.15). 
𝐿𝑀 = 𝑛𝑅?̂?2
2~𝜒2(𝑝−1) (2.15) 
Jika statistik uji 𝐿𝑀 ≤  𝜒2
𝛼,(𝑝−1)
 atau 𝑝 − 𝑣𝑎𝑙𝑢𝑒 > 𝛼, maka 𝐻0 
diterima, sehingga asumsi homogenitas terpenuhi (Gujarati dan 
Porter, 2010). 
 
2.4.4. Asumsi Non-Autokorelasi Antar Galat 
Autokorelasi adalah korelasi yang terjadi antar galat. 
Pengujian yang sering digunakan untuk mendeteksi keberadaan 
autokorelasi yaitu dengan statistik Durbin Watson. Menurut Kutner, 
dkk (2004) statsitik uji Durbin Watson disajikan pada persamaan 
(2.16). 
𝐷𝑊 = 










𝑡      : penduga galat ke-𝑡 (𝑡 = 1,2,… , 𝑛) 
𝑡−1  : penduga galat ke-(𝑡 − 1) (𝑡 = 1,2,… , 𝑛) 
  
Menurut Draper dan Smith (1998) ketentuan pengambilan 
keputusan uj Durbin Watson adalah sebagai berikut: 
1. Jika 𝐷𝑊 <  𝐷𝐿 atau 𝐷𝑊 > 4 −  𝐷𝐿, mengindikasikan adanya 
autokorelasi antar galat. 
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2. Jika 𝐷𝑊 >  𝐷𝑈 atau 𝐷𝑊 < 4 −  𝐷𝑈, mengindikasikan tidak 
adanya autokorelasi antar galat. 
3.  Tidak dapat diambil keputusan jika 𝐷𝐿 ≤ 𝐷𝑊 ≤ 𝐷𝑈 atau 𝐷𝑈 ≤
𝐷𝑊 ≤ 4 − 𝐷𝑈. 
 
2.5. Multikolinieritas Antar Variabel Independen 
Istilah multikolinieritas pertama kali digagas oleh Ragnar Frisch 
yang mempunyai arti adanya hubungan linier yang sempurna atau 
pasti diantara beberapa atau semua variabel independen dari model 
regresi linier berganda. Berdasarkan korelasi yang terjadi antar 
variabel independen, multikolinieritas dibedakan menjadi dua yaitu 
multikolinieritas sempurna dan multikolinieritas tidak sempurna 
(Gujarati dan Porter, 2010). 
 
2.5.1. Multikolinieritas Sempurna 
Multikolinieritas sempurna terjadi apabila terjadi hubungan 
seperti persamaan (2.17). 
∑𝑐𝑗𝑋𝑗 = 𝑐1𝑋1 + 𝑐2𝑋2 + ⋯+ 𝑐𝑘𝑋𝑘
𝑘
𝑗=1
= 0 (2.17) 
Keterangan: 
𝑐𝑗    : bilangan konstan (untuk 𝑗 ≠ 0) 
𝑋𝑗    : variabel independent (untuk 𝑗 ≠ 0) 
 
Untuk mengetahui adanya multikolinieritas sempurna, dimisalkan 
𝑐2 ≠ 0 dapat ditunjukkan untuk setiap observasi ke-𝑖. Persamaan 




 𝑋1𝑖 − 
𝑐3
𝑐2
 𝑋3𝑖 − ⋯−
𝑐𝑘
𝑐2
 𝑋𝑘𝑖 (2.18) 
Persamaan (2.18) memerlihatkan bahwa variabel 𝑋2𝑖 berhubungan 
linier sempurna dengan variabel lain secara keseluruhan (Gujarati 







2.5.2. Multikolinieritas Tidak Sempurna 
Hubungan linier kurang sempurna terjadi apabila berlaku pada 
hubungan pada persamaan (2.19). 
∑ 𝑐𝑗𝑋𝑗 = 𝑐1𝑋1 + 𝑐2𝑋2 + ⋯+ 𝑐𝑘𝑋𝑘
𝑘
𝑗=1





𝑐𝑗    : bilangan konstan (untuk 𝑗 ≠ 0)  
𝑋𝑗    : variabel independent (untuk 𝑗 ≠ 0) 
𝑖    : galat (𝑖 = 1,2,… , 𝑛) 
 
Untuk mengetahui adanya multikolinieritas tidak sempurna, 
dimisalkan 𝑐2 ≠ 0 dapat ditunjukkan untuk setiap observasi ke-𝑖. 




 𝑋1𝑖 − 
𝑐3
𝑐2






 𝑖 (2.20) 
Persamaan (2.20) memerlihatkan bahwa 𝑋2𝑖 tidak berhubungan linier 
sempurna dengan galat variabel independen lain, sebab masih 
tergantung kepada 𝑖 (Gujarati dan Porter, 2010). 
 
2.5.3. Dampak Multikolinieritas Antar Variabel 
Menurut Gujarati dan Porter (2010) akibat yang terjadi jika 
terdapat korelasi atau hubungan antar variabel independen adalah 
sebagai berikut: 
1. Estimator Ordinary Least Square (OLS) memiliki varians dan 
kovarians yang besar sehingga estimasi tidak akurat. 
2. Interval kepercayaan lebar sehingga kemungkinan 𝐻0 diterima 
besar. 
3. Statistik uji 𝑡 tidak menunjukkan keputusan yang signifikan, 
karena nilai standard error menunjukkan angka yang besar. 
4. Nilai 𝑅2bisa tinggi tetapi hanya sedikit variabel yang signifikan 
dalam uji 𝑡. 
5. Estimator Ordinary Least Square (OLS) dan nilai standard error 




2.6. Autokorelasi Antar Galat 
 Dalam kaitannya dengan asumsi pada regresi OLS, masalah 
autokorelasi sering terjadi pada data deret waktu dimana galat yang 
diperoleh saling berhubungan. Dalam analisis regresi, galat tidak 
boleh saling berhubungan. Secara sistematis autokorelasi dapat 
ditulis seperti pada persamaan (2.21). 
𝑐𝑜𝑣( 𝑡 , 𝑠) = 𝐸( 𝑡 , 𝑠) = 0, 𝑡 ≠ 𝑠 (2.21) 
Autokorelasi AR (𝑝), disajikan pada persamaan (2.22) (Wooldridge, 
2002). 
𝑡 = 𝜌1 𝑡−1 + 𝜌2 𝑡−2 + ⋯ + 𝜌𝑞 𝑡−𝑞 + 𝑣𝑡  (2.22) 
Berikut merupakan ilustrasi pola autokorelasi pada galat yang 




Gambar 2.1. Pola Autokorelasi pada Galat 
(Sumber: Gujarati dan Porter (2010)) 
 
Gambar 2.1 (a) menggambarkan bahwa terdapat autokorelasi 
positif pada galat yaitu nilai 𝑖 yang positif akan diikuti nilai  𝑡−1 
yang positif juga dan nilai 𝑖 yang negatif akan diikuti nilai  𝑡−1 
yang negatif juga. Gambar 2.1 (b) menunjukkan terjadi korelasi 
negatif pada galat yaitu nilai 𝑖 yang positif akan diikuti nilai  𝑡−1 





(a)                (b)                
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2.6.1. Dampak Autokorelasi Antar Galat 
 Menurut Gujarati dan Porter (2010), keberadaan autokorelasi 
antar galat memiliki konsekuensi antara lain: 
1. Ragam duga galat ?̂?2 cenderung tidak mencerminkan kebenaran 
nilai ragam galat 𝜎2. 
2. Menaksir terlalu tinggi nilai 𝑅2. 
3. Interval estimasi maupun uji hipotesis yang didasarkan pada 
distribusi 𝑡 maupun 𝐹 tidak dapat digunakan untuk mengavaluasi 
hasil regresi. 
 
2.7. Ridge Regression 
Ridge Regression pertama kali dicetuskan oleh A.E. Hoerl pada 
tahun 1962 dan diulas kembali oleh A.E. Hoerl dan R.W. Kennard 
pada tahun 1970. Ridge Regression digunakan untuk menangani 
kondisi yang disebabkan oleh korelasi yang tinggi antar variabel 
independen di dalam model, sehingga menyebabkan matriks 𝑿′𝑿 
hampir singular dan menghasilkan nila duga parameter yang tidak 
stabil (Draper dan Smith, 1998). Berikut merupakan persamaan 
model regresi penduga ridge yang disajikan pada persamaan (2.23). 
?̂?𝑡 = ?̂?1𝑋1,𝑡 + ?̂?2𝑋2,𝑡 + ⋯+ ?̂?𝑝𝑋𝑝,𝑡 (2.23) 
Keterangan: 
?̂?𝑝   : penduga Ridge Regression 
𝑋𝑝,𝑡: variabel independent 
 
 Untuk melakukan pendugaan parameter pada Ridge Regression, 
terlebih dahulu memisalkan 𝑋𝑝,𝑡 sebagai 𝑍𝑝. Model Ridge 
Regression dapat dibuat bentuk matriks seperti pada persamaan 
(2.24). 
𝒚 = 𝒁?̂? + ?̂?      










𝒚   : vektor (𝑛 × 1) dari variabel dependen 
𝒁   : matriks (𝑝 + 1) × 𝑛 dari variabel independen 
?̂?    : vektor (1 + 𝑝) × 1 dari penduga parameter ridge 
?̂?    : vektor (𝑛 × 1) dari galat duga 
 
Menurut Draper dan Smith (1998), pendugaan parameter Ridge 
Regression dilakukan dengan meminimumkan jumlah kuadrat galat 
(JKG) seperti pada persamaan (2.25). 
?̂?′𝜺 ̂ = (𝒀 −  𝒁?̂? )
′
(𝒀 −  𝒁?̂?) (2.25) 
Dalam meminimumkan jumlah kuadrat galat (JKG) pada persamaan 
(2.25) digunakan metode pengganda Lagrange dengan syarat 
kendala yang dipaparkan pada persamaan (2.26). 
?̂?′?̂? = 𝑞2 




Sehingga akan didapatkan persamaan (2.27). 
𝑭 = (𝒀 −  𝒁?̂?)
′
(𝒀 −  𝒁?̂?) + 𝐾(?̂?′?̂? − 𝑞2) 
𝑭 =  𝒀′𝒀∗ − 𝒀′𝒁?̂? − ?̂?′𝒁′𝒀 + ?̂?′𝒁′𝒁?̂?∗ + 𝐾(?̂?′?̂? − 𝑞2) 
𝑭 = 𝒀′𝒀 − 2?̂?′𝒁′𝒀 + ?̂?𝒁′𝒁?̂?∗ +  𝐾(?̂?′?̂? − 𝑞2) 
𝑭 = 𝒀′𝒀 − 2?̂?′𝒁′𝒀 + ?̂?′𝒁′𝒁?̂? +  𝐾?̂?′?̂? − 𝐾𝑞2 
𝛿𝐹
𝛿?̂? 
=  −2𝒁′𝒀 + 2𝒁′𝒁?̂? + 2𝐾?̂? = 0 
−2𝒁′𝒀 + 2𝒁′𝒁?̂? + 2𝐾𝐈?̂? = 0 
−2(𝒁′𝒀 − 𝒁′𝒁?̂? − 𝐾𝐈?̂?) = 0 
𝒁′𝒀 − 𝒁′𝒁?̂? − 𝐾𝐈?̂?) = 0 
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𝒁′𝒀 − ?̂?(𝒁′𝒁 − 𝐾𝑰) = 0 
?̂?𝑹 = (𝒁
′𝒁 + 𝐾𝑰)−𝟏𝒁′𝒀 
Keterangan:  
?̂?     : penduga Ridge Regression 
𝒁     : matriks (𝑝 + 1) × 𝑛 dari variabel independen  
𝑘     : tetapan bias 
𝐼      : matriks identitas ukuran 𝑛 × 𝑛  
𝒚     : vektor (𝑛 × 1) dari variabel dependen  
 
2.7.1. Ridge Trace 
   Hoerl dan Kennard (2012) menyarankan sebuah metode untuk 
mencari tetapan bias (𝐾) dengan menggunakan metode Ridge Trace. 
Metode Ridge Trace  merupakan metode untuk mencari nilai 
estimator dengan berbagai kemungkinan tetapan bias (𝐾), biasanya 
bernilai 0 hingga 1 (Kutner, dkk., 2004). Tetapan bias 𝐾 
mencerminkan jumlah bias dalam estimator ?̂?(𝐾). Bila 𝐾 = 0 maka 
estimator ?̂?(𝐾) sama dengan kuadrat terkecil 𝛽. 
 Tujuan penggunaan Ridge Trace adalah memilih nilai tetapan 
bias (𝐾) yang bernilai kecil, dimana pada (𝐾) tersebut dianggap 
bahwa nilai koefisien regresi mulai stabil (Montgomery dan Peck, 
1992). Bila terdapat korelasi yang tinggi antara variabel bebas, maka 
nilai VIF akan besar. VIF memiliki nilai mendekati 1 jika variabel 
independen tidak saling berkorelasi dengan variabel lainnya. 
Kekurangan dari metode Ridge Trace adalah pemilihan nilai tetapan 
bias bersifat subjektif. 
2.8. Generalized Least Square (GLS) 
Generalized Least Square merupakan Ordinary Least Square 
yang telah mengalami proses transformasi menggunakan bobot pada 
variabel-variabel asli sehingga menghasilkan penduga yang bersifat 
BLUE (Gujarati dan Porter, 2010). Menurut Baltagi (2011) pada 
kasus autokorelasi 𝐸(𝜺) = 0 dan 𝑣𝑎𝑟(𝜺) = 𝜎2𝛀 dimana 𝛀 
merupakan matriks positif definit dengan dimensi 𝑛 × 𝑛, dan 













1 𝜌 𝜌2 … 𝜌𝑛−1
𝜌 1 𝜌2 … 𝜌𝑛−2
𝜌2 𝜌 1 … 𝜌𝑛−3
⋮ ⋮ ⋮ ⋱ ⋮

















1 −𝜌 0 … 0 0 0
−𝜌 1 + 𝜌2 −𝜌 … 0 0 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
0 0 0 … −𝜌 1 + 𝜌2 −𝜌















 √1 − 𝜌
2 0 0 ⋯ 0 0 0
−𝜌 1 0 ⋯ 0 0 0
0 −𝜌 1 ⋯ 0 0 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
0 0 0 ⋯ −𝜌 1 0









Persamaan (2.30) merupakan matriks yang memenuhi kondisi 
persamaan (2.31). 
𝝆−1′𝝆−1 = (1 − 𝜌2)𝛀−1 
Dengan mengalikan persamaan (2.2) terhadap 𝝆−1 akan diperoleh 
persamaan (2.32). 
𝝆−1𝒀 = 𝝆−1𝑿 + 𝝆−1𝜺 
Sehingga dapat didefinisikan persamaan model baru seperti pada 
persamaan (2.33). 
𝒀∗ = 𝑿∗𝜷 + 𝜺∗ 
Berdasarkan persamaan (2.34), 𝐸(𝜺∗) = 0 dan ragam sebagai 
berikut. 
























𝑉𝑎𝑟(𝜺∗) = 𝜎2𝝆−1𝛀𝝆′−1 
𝑉𝑎𝑟(𝜺∗) = 𝜎2𝝆−1𝝆𝝆′𝝆′−1 
𝑉𝑎𝑟(𝜺∗) = 𝜎2𝐼𝑛 
Persamaan (2.34) menunjukan bahwa matriks 𝝆 layak digunakan 
untuk transformasi karena pada persamaan (2.34), ragam sudah 
memenuhi syarat dalil Gauss Markov, sehingga ragam yang 
didapatkan konstan. Oleh karena itu, ragam yang didapatkan 
homogen dan bebas dari autokorelasi. Pendugaan parameter GLS 
ditulis dalam persamaan (2.35). 
?̂?𝑮𝑳𝑺 = (𝑿
∗′𝑿∗)−𝟏𝑿∗′𝒀 








 Terdapat beberapa metode yang dapat digunakan ketika nilai 𝜌 
tidak diketahui, antara lain: Cochrane-Orcutt Iterative, Prais 
Winsten, Theil-Nagar, dan metode dua tahap durbin (Greene, 2003). 
 
2.8.1. Cochrane Orcutt Iterative Procedure 
     Langkah pendugaan nilai koefisen autokorelasi (𝜌) dengan 
metode Cochrane Orcutt Iterative Procedure adalah dengan 
meregresikan residual 𝑖 dengan 𝑖−1 untuk AR (1) hingga diperoleh 
nilai koefisien autokorelasi yang tidak banyak berubah (konstan). 
Sebagai gambaran proses iterasi pada galat yang mengikuti AR (1), 
berikut merupakan contoh model regresi yang disajikan pada 
persamaan (2.36). 






Langkah 1. Meregresikan persamaan (2.36) menggunakan metode 
penduga parameter OLS untuk memperoleh galat duga ( ?̂?). 
 
Langkah 2. Melakukan pendugaan untuk mencari koefisien korelasi 
(𝜌) dengan rumus pada persamaan (2.37). 
𝜌 ̂ =  










Langkah 3. Tulis kembali model persamaan (2.38) untuk periode 𝑡 −
1 
𝑌𝑡−1 = 𝛽0 + 𝛽1𝑋𝑡−1 + 𝑡−1 
(2.38) 
Langkah 4. Mensubtitusikan nilai 𝜌 ̂ ke dalam persamaan (2.38) 
sehingga menjadi persamaan (2.39) 
?̂?𝑌𝑡−1 = ?̂?𝛽0 + ?̂?𝛽1𝑋𝑡−1 + ?̂? 𝑡−1 (2.39) 
Langkah 5. Eliminasi persamaan (2.38) dari persamaan (2.39) 
sehingga menghasilkan persamaan (2.40). 
 
(𝑌𝑡 − ?̂?𝑌𝑡−1) = 𝛽0(1 − ?̂?) + 𝛽1(𝑋𝑡 − ?̂?𝑋𝑖−1) + ( 𝑡 − ?̂? 𝑡−1) 
 
Langkah 6. Lakukan transformasi pada persamaan (2.40) sehingga 








∗ = (𝑌𝑡 − ?̂?𝑌𝑡−1) , 𝛽0
∗ = 𝛽0(1 − ?̂?), 𝑋𝑡
∗ = (𝑋𝑡 − ?̂?𝑋𝑡−1) 
 
Langkah 7. Meregresikan persamaan (2.41) dengan metode penduga 
parameter OLS untuk memperoleh galat duga ( ?̂?) baru. Setelah itu, 
kembali pada langkah 2. Proses iterasi ini dilakukan hingga 
mendapatkan penduga koefisien yang konstan (tidak banyak 











2.8.2. Prais Winsten 
 Pendugaan koefisien korelasi (𝜌) dengan menggunakan 
prosedur Prais Winsten hampir sama dengan prosedur Cochrane 
Orcutt Iterative. Perbedaannya, untuk menghindari kehilangan 
informasi dari pengamatan pertama pada model yang mengikuti AR 
(1) maka pengamatan pertama pada variabel dependen dan variabel 
independen ditransformasi sebagai seperti pada persamaan (2.42) dan 
persamaan (2.43) (Gujarati dan Porter, 2010). 
 
𝑌1
∗ = 𝑌1√1 − 𝜌
2 (2.42) 
𝑋𝑖1
∗ = 𝑋𝑖1√1 − 𝜌
2 (2.43) 
 
2.9. Kombinasi Ridge Regression dan Generalized Least Square 
         Oyewole dan Obadina (2020) menyatakan bahwa persamaan 
kombinasi metode GLS dan RR dituliskan pada persmaaan (2.44). 
 
?̂? = ?̂?𝑅𝐺𝐿𝑆0 + ?̂?𝑅𝐺𝐿𝑆1𝑋1,𝑡 + ?̂?𝑅𝐺𝐿𝑆2𝑋2,𝑡 + ⋯ + ?̂?𝑅𝐺𝐿𝑆𝑝−1𝑋𝑝−1 
 
Keterangan: 
?̂?𝑅𝐺𝐿𝑆𝑝−1  : penduga parameter RR GLS 
𝑋𝑝−1         : variabel independen yang telah distandarisasi 
 
Persamaan penduga parameter Generalized Least Square untuk 




Persamaan penduga Ridge Regression untuk menangani masalah 
multikolinieritas dapat ditulis dalam persamaan (2.46). 
?̂?𝑹 = (𝑿
′𝑿 + 𝐾𝑰)−𝟏𝑿′𝒀 (2.46) 
Sehingga jika persamaan (2.45) dan persamaan (2.46) 
dikombinasikan, akan mengahasilkan persamaan yang dapat 
menangani masalah autokorelasi dan multikolinieritas secara 







′𝛀−𝟏𝑿 + 𝐾𝐈)−𝟏𝑿′𝛀−𝟏𝒀 (2.47) 
2.10. Pengujian Parameter Regresi 
 Pengujian signifikansi parameter pada model regresi digunakan 
untuk mengetahui pengaruh yang diberikan masing-masing variabel 
independen terhadap variabel dependen. 
 
2.10.1. Uji Simultan 
 Uji simultan digunakan untuk menentukan apakah terdapat 
hubungan liniear antara variabel dependen dan variabel independen 
(Hines dan Montgomery, 1990). Hipotesis dalam uji simultan 
sebagai berikut: 
 
𝐻0  : 𝛽0 = 𝛽1 = ⋯ = 𝛽𝑝 = 0  vs     
𝐻1  :∃ 𝛽𝑗 ≠ 0 
 
Dengan statistik uji yang disajikan pada persamaan (2.48). 
𝐹ℎ𝑖𝑡 =
𝐽𝐾𝑅/𝑘






𝐽𝐾𝑅   : jumlah kuadrat regresi 
𝐽𝐾𝐺   : jumlah kuadrat galat 
𝑛        : banyak pengamatan 
𝑘        : banyak variabel independen dan depeden 
  
 Jika 𝐹ℎ𝑖𝑡 > 𝐹𝛼,𝑝,𝑛−𝑝−1 maka 𝐻0 ditolak, yang berarti paling 
tidak terdapat satu variabel independen yang berpengaruh terhadap 
variabel dependen (Hines dan Montgomery, 1990). 
 
2.10.2. Uji Parsial 
 Kutner, dkk (2004) mneyatakan bahwa parsial dilakukan untuk 
mengetahui pengaruh variabel independen secara individu terhadap 
variabel dependen. Hipotesis untuk uji parsial adalah sebagai berikut: 
 
𝐻0  : 𝛽𝑗 = 0  vs     
𝐻1  : 𝛽𝑗 ≠ 0 
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?̂?𝑗         : koefisien regresi masing-masing variabel independen 
𝑆𝐸(?̂?𝑗) : standard error masing-masing variabel independen 
𝜎2        : ragam masing-masing variabel independen 
 Jika 𝑡ℎ𝑖𝑡 > 𝑡(𝛼
2
),(𝑛−𝑝−1)
 maka 𝐻0 ditolak, yang berarti bahwa 
variabel independen secara individu memberikan pengaruh terhadap 
variabel dependen. 
 
2.11.  𝑹𝟐𝒂𝒅𝒋𝒖𝒔𝒕𝒆𝒅 (Koefisien Determinasi Terkoreksi) Model  
Regresi 
  Model regresi dikatakan layak dan terbaik dapat dilihat pada 
nilai 𝑅2𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑. 𝑅
2
𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 merupakan ukuran yang paling umum 
digunakan dalam mengukur goodness of fit  dari sebuah garis regresi, 
𝑅2𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 untuk model regresi linier berganda didapatkan dengan 
persamaan yang disajikan pada persamaan (2.50). 








𝐽𝐾𝐺  : jumlah kuadrat galat (∑𝑌𝑖 − ?̂?𝑖)
2
 
𝐽𝐾𝑇  : jumlah kuadrat total (∑𝑌𝑖 − ?̅?)
2 
𝑌𝑖      : variabel respon pada pengamatan ke−𝑖 
?̅?      : rata-rata variabel respon 
Semakin besar nilai 𝑅2𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑, maka ketepatakan model dalam 
menerangkan keragaman data semakin besar atau model semakin 




2.12. Mean Squared Error (MSE) 
  Menurut Ghozali (2009), Means Squared Error (MSE) atau 
juga disebut sebagai kuadrat kesalahan. MSE merupakan rata-rata 
selisih kuadrat antara nilai yang diprediksi dan nilai yang diamati. 
Pada umumnya, semakin kecil nilai MSE maka akurasi semakin 






𝑆𝑆𝐸  : jumlah kuadrat galat 
𝑘   : jumlah variabel dependen dan independen 
𝑛    : jumlah data 
 
2.13. Transformasi Akar Kuadrat 
 Transformasi data adalah upaya yang dilakukan dengan tujuan 
utama untuk mendapatkan data sampel yang sesuai dengan asumsi 
statistik parametrik seperti ANOVA, uji t, dan regresi linier (O’Hara 
dan Kotze, 2010). Namun, saat ini transformasi data tidak hanya 
digunakan untuk memenuhi asumsi statistika, namun transformasi 
data juga dapat digunakan untuk tujuan tertentu (Oliveira, dkk, 
2018). Transformasi data yang sering digunakan adalah transformasi 
logaritma (log atau ln), transformasi akar kuadrat, dan transformasi 
angular. Transformasi logaritma digunakan apabila data asli 
memiliki nilai kurang dari 10 atau mendekati 0. Untuk data yang 
banyak memiliki nilai 0 atau negatif, tidak disarankan  untuk 
menggunakan transformasi logaritma (Gujarati dan Porter, 2010). 
Transformasi arcsin atau transformasi angular biasanya dinyatakan 
dalam bentuk persentase. Dengan begitu, data yang dimiliki biasanya 
memiliki sebaran binomial.  
 Transformasi akar kuadrat √𝑋 digunakan untuk data yang 
ragamnya cenderung proporsional dengan nilai rata-ratanya. 
Efektivitas transformasi akan menurun ketika data mengandung nol,  
penambahan konstanta ditambahkan untuk menghindari hal tersebut 
(Yamamura, 2018). Untuk itu jika data banyak mengandung nilai 
kecil khususnya 0, maka penggunaan transformasi akar kuadrat 
√𝑋 + 0,05 lebih disarankan.  Hal ini sejalan dengan penelitian yang 
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dilakukan oleh Bartlett dalam Kihlberg pada tahun 1972. Mattick 
pada tahun 1935 dan Bartlett pada tahun 1936 menyarankan untuk 
menggunakan transformasi 𝑧1 = √𝑋 karena hasil transformasi 
tersebut menunjukkan ragam variabel bernilai konstan tanpa gejala 
untuk data yang memiliki nilai rata rata di atas 10. Untuk data 
dengan rata-rata yang lebih kecil, ragam milik 𝑧1 tidak stabil bila 
digunakan. Sehingga Bartlett menyarankan untuk menggunakan 
transformasi akar kuadrat dengan konstanta 𝑧2 = √𝑋 + 0,05 untuk 
data yang banyak mengandung nilai kecil atau bahkan 0 (Kihlberg, 
dkk, 1972).  
 
2.14. Tinjauan Non Statistika 
         Coronavirus Diseas 2019 (COVID-19) telah menjadi wabah 
global di seluruh dunia. Untuk mencegah atau setidaknya menekan 
laju penularan, para kepala pemerintahan membuat kebijakan untuk 
membatasi mobilitas penduduknya. Pada masa pandemi seperti saat 
ini, mobilisasi penduduk perlu diperhatikan. Banyak masalah terkait 
mobiliasasi di ASEAN yang masih terjadi pada saat ini yaitu dengan 
adanya Masyarakat Ekonomi ASEAN (MEA) dan mobilisasi oleh 
kaum Rohingya untuk mencari tempat tinggal baru (Yazid dan 
Jovita, 2020). 
 
2.14.1. Pandemi COVID-19 
 COVID-19 adalah penyakit yang diakibatkan oleh virus 
corona yang baru ditemukan di Wuhan, Tiongkok pada tahun 2019. 
Penyakit COVID-19 dapat menimbulkan gejala seperti rasa lelah, 
demam, dan batuk kering, hidung tersumbat, pilek, sakit 
tenggorokan, bahkan diare. Sampai dengan tanggal 14 November 
2020, World Health Organization melaporkan bahwa total kasus 
COVID-19 terkonfirmasi lebih dari 53.85 juta kasus dan 1.31 juta 
diantaranya meninggal pada 212 negara. Jumlah kematian harian 
juga mulai meningkat memasuki pekan kedua pada bulan Oktober 
2020. Grafik kasus harian baru pasien COVID-19 per 14 November 





Gambar 2.2. Grafik Harian Kasus Baru COVID-19  
(Sumber: Worldometers (2020))a 
 
 Lima negara dengan kasus positif terbanyak adalah Amerika 
Serikat (11.066.546 kasus dengan total kematian sebanyak 249.998 
jiwa), India (8.773.479 kasus dengan total kematian sebanyak 
129.225 jiwa), Brazil (5.819.496 kasus dengan total kematian 
sebanyak 164.946 jiwa), Perancis (1.922.504 kasus dengan total 
kematian sebanyak 43.8892 jiwa), dan Rusia (1.903.253 kasus 
dengan total kematian sebanyak 32.834 jiwa). Distribusi kasus pasien 
COVID-19 tersebut, disajikan pada Gambar 2.3. 
 
 
Gambar 2.3. Distribusi Pasien COVID-19 di Berbagai Negara 
(Sumber: Worldometers (2020))b 
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 Kondisi COVID-19 di ASEAN terkini yaitu masih berjuang 
mengendalikan penyebaran virus terutama bagi negara Indonesia dan 
Filipina sebagai dua negara di ASEAN dengan jumlah kasus aktif 
tertinggi per Januari 2021. Berikut merupakan angka kasus COVID-
19 di negara kawasan ASEAN per 6 Desember 2020 yang disajikan 
pada Tabel 2.1 (Kompas, 2020). 
 







Indonesia 575.796 474.771 17.740 83.285 
Filipina 439.834 408.634 8.554 22.646 
Myanmar 99.155 77.636 2.110 19.409 
Malaysia 72.694 61.273 382 11.039 
Singapura 58.260 58.160 29 71 
Thailand 4.086 3.853 60 173 
Vietnam 1.366 1.220 35 81 
Kamboja 346 306 0 40 
Brunei Darussalam 151 147 3 1 
Laos 39 26 0 7 
(Sumber: Kompas, 2020) 
 
 Dalam rangka menekan angka tersebut, pemerintah diberbagai 
negara mempunyai beberapa strategi. Antaranya, menggencarkan 
kampanye pemakaian masker oleh masyarakat ketika berpergian 
keluar rumah, mempercepat penelusuran kontak dengan 
menggunakan rapid test, melakukan isolasi di rumah maupun rumah 
sakit. 
 
2.14.2. Mobilitas Masyarakat ASEAN 
  Mobilitas masyarakat merupakan salah satu faktor yang turut 
mempercepat penyebaran virus COVID-19, sampai dengan 23 
Januari 2020 atau sebelum Wuhan menetapkan status lockdown, 
sebagian besar laporan mengenai kasus awal COVID-19 berasal dari 
Provinsi Hubei Tiongkok. Mayoritas dari kasus yang dilaporkan 
terjadi di luar Kota Wuhan umumnya memiliki sejarah perjalanan 
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dari kota tersebut (Kraemer, 2020). Adanya waktu yang dibutuhkan 
untuk gejala muncul dan teridentifikasi sebagai COVID-19 
memberikan kesempatan untuk virus tersebut dapat bertransimisi 
dari satu orang ke banyak orang lainnya di lokasi-lokasi berbeda. 
Akibatnya, virus ini pun menyebar dengan cepat ke berbagai negara 
lainnya. 
 Setelah virus menyebar sangat luas, dampak yang dapat dilihat 
adalah adanya kecenderungan reversed mobility dimana terjadi arus 
balik para migran temporer ke wilayah-wilayah asal mereka. Selain 
itu, adanya kecenderungan mobility limitation berupa pembatasan 
atau penghentian mobilitas yang kemudian berdampak terhadap 
bidang-bidang lain seperti transportasi, pariwisata dan aktifitas 
ekonomi secara keseluruhan. 
 Kawasan Asia Tenggara memiliki beberapa isu yang belum 
terselesaikan terkait mobilitas masyarakat. Pola mobilitas masyarakat 
Asia Tenggara, khususnya terkait pekerja migran, dapat diamati 
sejak tahun 1970-1980 (Kaur, 2010). Perkembangan industri di 
Timur Tengah pada periode tersebut menarik warga dari Indonesia, 
Filipina, dan Thailand untuk bekerja disana. Selain itu, pertumbuhan 
ekonomi di Singapura dan Malaysia pada tahun 1970an dan 
perkembangan industri di Thailand pada tahun 1990an membuat 
ketiga negara ASEAN menjadi destinasi dari pekerja migran. 
 Untuk saat ini mobilitas migrasi intra-ASEAN yang perlu 
diperhatikan adalah yakni Masyarakat Ekonomi Asean (MEA) dan 
pengungsian suku Rohingnya dari Myanmar. Dengan adanya MEA 
dan suku Rohingnya yang terus bermobilisasi mencari tempat tinggal 
baru, dikhawatiran penularan virus COVID-19 semakin luas dan 







3.1. Sumber Data 
  Penelitan ini menggunakan data sekunder yang diperoleh dari 
Worldometers.com. Data yang digunakan adalah data harian kasus 
positif COVID-19 dari bulan November 2020 hingga Januari 2021. 
Data yang digunakan melibatkan negara-negara yang termasuk dalam 
kawasan ASEAN yaitu negara Indonesia, Malaysia, Singapura, Brunei 
Darussalam, Filipina, Thailand, Myanmar, Laos, Vietnam, dan 
Kamboja. Penelitian ini menggunakan 10 negara sebagai variabel 
independen. Peta negara ASEAN disajikan pada Gambar 3.1. 
 
 
Gambar 3.1. Peta Kawasan ASEAN  
(Sumber: ArcGis) 
  Pada penelitian ini, akan digunakan jumlah kumulatif pasien 
COVID-19 sebagai variabel dependen (𝑌) serta negara ASEAN 
sebagai variabel independen (𝑋). Adapun variabel – variabel yang 
akan digunakan pada panelitian ini disajikan sebagai berikut: 
  
 𝑌  : Jumlah kasus harian positif COVID-19 di ASEAN 
 𝑋1   : Jumlah kasus harian positif COVID-19 di Indonesia 
 𝑋2   : Jumlah kasus harian positif COVID-19 di Malaysia 
 𝑋3   : Jumlah kasus harian positif COVID-19 di Singapura 
34 
 
 𝑋4   : Jumlah kasus harian positif COVID-19 di Brunei Darussalam 
 𝑋5   : Jumlah kasus harian positif COVID-19 di Filipina 
 𝑋6  : Jumlah kasus harian positif COVID-19 di Thailand 
 𝑋7   : Jumlah kasus harian positif COVID-19 di Vietnam 
 𝑋8  : Jumlah kasus harian positif COVID-19 di Myanmar 
 𝑋9   : Jumlah kasus harian positif COVID-19 di Laos 
 𝑋10  : Jumlah kasus harian positif COVID-19 di Kamboja 
   
    Struktur data yang akan didapatkan pada penelitian ini ditunjukkan 
pada Tabel 3.1. 
 




Variabel Independen (𝑿) 
  𝑿𝟏 𝑿𝟐 … 𝑿𝟗 𝑿𝟏𝟎 
1 𝑌𝑡 𝑋1,𝑡 𝑋2,𝑡 … 𝑋9,𝑡 𝑋10,𝑡 
2 𝑌𝑡−1 𝑋1,𝑡−1 𝑋2,𝑡−1 … 𝑋9,𝑡−1 𝑋10,𝑡−1 
3 𝑌𝑡−2 𝑋1,𝑡−2 𝑋2,𝑡−2 … 𝑋9,𝑡−2 𝑋10,𝑡−2 
⋮ ⋮ ⋮ ⋮ … ⋮ ⋮ 
92 𝑌𝑡−92 𝑋1,𝑡−92 𝑋2,𝑡−92 … 𝑋9,𝑡−92 𝑋10,𝑡−92 
 
3.2. Instrumen Penelitian 
 Data yang digunakan dalam penelitian ini bersifat kuantitatif 
(jumlah pasien positif COVID-19). Instrumen yang diperlukan atau 
digunakan pada penelitian ini adalah sebagai berikut. 
 
3.2.1. Jumlah Kasus Harian Positif COVID-19 ASEAN (𝒀) 
 ASEAN atau Association Southeast Asian Nations merupakan 
sebuah organisasi yang dikhususkan untuk negara-negara yang 
berada di kawasan Asia Tenggara. Letak geografis ASEAN 
khususnya negara Vietnam dan Laos yang berbatasan langsung 
dengan Tiongkok sebagai negara pertama yang terinfeksi virus 
COVID-19. Tercatat per tanggal 26 Januari 2021, kasus positif  
sebesar 1.933.147 dengan total 36.316 kematian. Terdapat dua 
negara di Asia Tenggara yaitu Indonesia dan Filipina merupakan dua 
negara dari sepuluh negara dengan kasus harian terbanyak di seluruh 
Asia per tanggal 11 Desember 2020. 
35 
 
3.2.2. Jumlah Kasus COVID-19 di Indonesia (𝑿𝟏) 
 Kasus COVID-19 semakin meningkat signifikan terutama 
pada akhir tahun 2020 hingga awal tahun 2021. Indonesia tercatat 
sebagai negara dengan penyumbang angka tertinggi kasus harian 
positif COVID-19 di ASEAN dengan total kasus sebanyak 1.012.350 
kasus positif per 26 Januari 2021. Hal ini berhasil membawa 
Indonesia juga menempati peringkat nomor empat dengan total kasus 
harian positif COVID-19 di kawasan Asia setelah Turki. 
 
3.2.3. Jumlah Kasus COVID-19 di Malaysia (𝑿𝟐) 
 Kasus COVID-19 di Malaysia hingga Januari 2021 masih 
banyak terjadi. Malaysia, Indonesia, dan Filipina merupakan tiga 
negara di Asia Tenggara yang masih berjuang melawan virua 
COVID-19. Tercatat sebanyak 190.434 kasus per 26 Januari 2021 
yang membuat Malaysia menduduki urutan nomor 57 di dunia dan 
nomor 3 di ASEAN dengan negara paling banyak kasus.  
 
3.2.4. Jumlah Kasus COVID-19 di Singapura (𝑿𝟑) 
 Singapura merupakan salah satu negara yang berhasil 
mengontrol jumlah kasus virus COVID-19. Pada awal tahun 2020, 
Singapura sempat menjalani semi lockdown yang pada akhirnya 
berhasil untuk menekan angka penyebaran virus. Tercatat sebanyak 
59.366 kasus per 26 Januari 2021 yang membuat Singapura 
menduduki urutan  nomor 91 di dunia dan nomor 5 di ASEAN 
dengan negara paling banyak kasus. 
 
3.2.5. Jumlah Kasus COVID-19 di Brunei Darussalam (𝑿𝟒) 
 Brunei Darussalam merupakan salah satu negara di kawasan 
ASEAN yang memiliki jumlah kasus harian positif terendah. Pada 
bulan Oktober 2020, Brunei Darussalam mengumumkan bahwa 
sudah tidak ada kasus positif selama tujuh belas hari berturut-turut. 
Brunei Darussalam menyumbang total kasus sebanyak 175 kasus di 
ASEAN yang menempatkan Brunei Darussalam menempati 
peringkat 198 dunia dan peringkat 9 di ASEAN.  
 
3.2.6. Jumlah Kasus COVID-19 di Filipina (𝑿𝟓) 
 Filipina menduduki nomor dua sebagai negara dengan banyak 
kasus positif COVID-19 di ASEAN setelah Indonesia. Lonjakan 
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yang signifikan terjadi pada pekan terakhir di bulan Desember 2020. 
Hal ini disebabkan oleh aktivitas natal dan tahun baru yang 
menyebabkan banyak warga mobilisasi antar daerah. Filipina 
menyumbang sebanyak 516.166 kasus per 26 Januari 2021 yang 
membuat Filipina menduduki peringkat 32 di dunia dan peringkat 
dua di ASEAN.  
 
3.2.7. Jumlah Kasus COVID-19 di Thailand (𝑿𝟔) 
 Thailand merupakan negara  kedua yang terinfeksi virus 
COVID-19 setelah Tiongkok. Thailand mengalami lonjakan kasus 
pada Januari 2021, hal ini disebabkan oleh penularan pekerja asing di 
provinsi Samut Sakon yang menyebabkan setengah dari penduduk 
provinsi tersebut terinfeksi virus. Thailand menyumbang sebanyak 
14.646 kasus per 26 Januari 2021 di kawasan ASEAN. Hal tersebut 
membawa Thailand menduduki peringkat 123 dunia dan peringkat 6 
di ASEAN. 
 
3.2.8. Jumlah Kasus COVID-19 di Vietnam (𝑿𝟕) 
 Vietnam merupakan salah satu negara yang berhasil untuk 
mengatasi penularan virus COVID-19. Pemerintah Vietnam 
menerapkan kebijakan untuk melakukan tes pada setiap perwakilan 
keluarga yang mewakili 30% dari total jumlah rumah tangga di 
Vietnam atau sekitar 60.000 rumah tangga. Pada Oktober 2020, 
kasus positif tidak terdeteksi selama lima hari berturut-turut. 
Vietnam menyumbang sebanyak 14.646 kasus per 26 Januari 2021 di 
kawasan ASEAN. Hal tersebut membawa Vietnam menduduki 
peringkat 174 dunia dan peringkat 7 di ASEAN. 
 
3.2.9. Jumlah Kasus COVID-19 di Myanmar (𝑿𝟖) 
 Saat awal tahun 2020, kasus aktif COVID-19 di Vietnam tidak 
terlalu tinggi jika dibandingkan negara-negara lainnya. Namun, 
memasuki akhir tahun Vietnam mengalami lonjakan kasus aktif 
khususnya di akhir bulan Desember 2020 hingga awal tahun 2021. 
Kemungkinan penyebab dari lonjakan ini adalah karena adanya 
kudeta militer yang sedang di alami Myanmar yang menyebabkan 
banyak masyarakat yang turgun ke jalan. Myanmar menyumbang 
kasus aktif sebanyak 137.957 kasus per 26 Januari 2021 di kawasan 
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ASEAN. Hal tersebut membawa Myanmar menduduki peringkat 71 
dunia dan peringkat 4 di ASEAN. 
 
3.2.10. Jumlah Kasus COVID-19 di Laos (𝑿𝟗) 
 Laos merupakan salah satu negara yang berhasil menerapkan 
lockdown sehingga kasus aktif di negara ini bisa ditekan. Pada 30 
Maret, pemerintah menerapkan lockdown total hingga pertengahan 
April dan kebijakan tersebut diperpanjang hingga 3 Mei 2020. Laos 
tercatat hanya menyumbang kasus aktif sebanyak 44 kasus per 26 
Januari 2021 yang membawa Laos menempati urutan ke 200 dunia 
dan nomor 10 di ASEAN.  
 
3.2.11. Jumlah Kasus COVID-19 di Kamboja (𝑿𝟏𝟎) 
 Kamboja menerapkan kebijakan yang hampir sama dengan 
beberapa negara lainnya yaitu dengan membatasai pergerakan sosial. 
Kamboja berhasil mengontrol penyebaran virus, terbukti bahwa 
Kamboja mengumumkan kasus aktif sebanyak 0 pasien pada April 
2020. Kamboja tercatat hanya menyumbang kasus aktif sebanyak 
460 kasus per 26 Januari 2021 yang membawa Laos menempati 
urutan ke 192 dunia dan nomor 8 di ASEAN.  
 
3.3. Prosedur Analisis Data 
 Perhitungan analisis penelitian dilakukan dengan bantuan 
software Rstudio, ArcGis, dan Microsoft Excel. Berikut merupakan 
prosedur analisis data pada penelitian ini: 
 
3.3.1. Statistika Deskriptif dan Ordinary Least Square 
 Langkah-langkah pendugaan parameter ?̂? adalah sebagai 
berikut: 
1. Analisis statistika deskriptif untuk memperoleh informasi 
tambahan mengenai data yang akan digunakan untuk penelitian. 
2. Transformasi data dengan menggunakan transformasi akar +0,05 
pada seluruh data karena terdapat beberapa negara yang tidak 
memiliki kasus harian (kasus harian bernilai 0). 
3. Melakukan pendugaan parameter dari model regresi linier 
menggunakan metode Ordinary Least Square (OLS) sehingga 
didapatkan model seperti pada persamaan (2.1). 
4. Melakukan pengujian asumsi non multikolinieritas antar variabel 
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dengan rumus pada persamaan (2.8). 
5. Melakukan pengujian asumsi normalitas galat sesuai dengan 
rumus pada persamaan (2.10). 
6. Melakukan pengujian asumsi homoskedastisitas ragam galat 
dengan rumus pada persamaan (2.15). 
7. Melakukan pengujian asumsi non autokorelasi antar galat dengan 
rumus pada persamaan (2.16). 
 
3.3.2. Ridge Regression 
 Langkah-langkah untuk menduga parameter pada Ridge 
Regression adalah sebagai berikut: 
1. Setelah asumsi non multikolinieritas, langkah berikutnya adalah 
menentukan nilai tetapan bias (𝐾) dengan metode Ridge Trace 
sehingga didapatkan persamaan (2.27). 
2. Melakukan pendugaan parameter Ridge Regression dengan nilai 
tetapan bias (𝐾) terpilih. 
 
3.3.2. Generalized Least Square 
 Langkah-langkah untuk menduga parameter Generalized Least 
Square adalah sebagai berikut: 
1. Setelah asumsi non autokorelasi terlanggar, langkah berikutnya 
adalah mencari nilai fungsi autokorelasi (𝜌) yang akan menjadi 
bobot pada metode Generalized Least Square dengan 
menggunakan metode Cocchrane Orcutt Iterative dan Prais 
Winsten dengan menggunakan data asli sehingga akan didapatkan 
persamaan (2.35).  
2. Melakukan pendugaan parameter Generalized Least Square 
dengan nilai fungsi autokorelasi (𝜌) yang telah didapatkan 
dengan menggunakan metode Cocchrane Orcutt Iterative dan 
Prais Winsten. 
 
3.3.3. Kombinasi Ridge Regression dan Generalized Least Square 
 Langkah-langkah untuk mengkombinasikan Ridge Regression 
dan Generalized Least Square adalah sebagai berikut: 
1. Melakukan pendugaan parameter dengan mengkombinasi nilai 
fungsi autokorelasi (𝜌) dan nilai tetapan bias (𝐾) pada data asli 
sehingga akan didapatkan persamaan (2.47). 
2. Melakukan uji asumsi multikolinieritas dan autokorelasi kembali. 
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3. Melakukan pengujian parameter secara simultan parsial seperti 
pada persamaan (2.48) dan persamaan (2.49). 
4. Menentukan model terbaik dengan melihat nilai VIF sesuai 
persamaan (2.8), Durbin Watson sesuai persamaan (2.16), 
𝑅2𝐴𝑑𝑗  sesuai persamaan (2.50) dan  MSE sesuai persamaan (2.51) 
5. Melakukan interpretasi terhadap model regresi terpilih. 
 
3.4. Diagram Alir 
 Berdasarkan tahapan penelitian di atas, maka diagram alir pada 









regresi dengan metode OLS 










Gambar 3.2. Diagram Alir Penelitian (Lanjutan) 
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HASIL DAN PEMBAHASAN 
 
4.1. Statistika Deskriptif 
 Sebelum melakukan analisis regresi, perlu dilakukan analisis 
statistika deskriptif terlebih dahulu untuk melihat gambaran umum 
mengenai jumlah kasus harian positif COVID-19 di kawasan negara 
yang tergabung dalam ASEAN (Indonesia, Malaysia, Singapura, 
Brunei Darussalam, Filipina, Thailand, Vietnam, Myanmar, Laos, 
Kamboja) pada bulan November 2020 hingga bulan Januari 2021. 
Analisis statistika deskriptif disajikan dalam Tabel 4.1. 
 
Tabel 4.1. Statistika Deskriptif ASEAN 
Kawasan Minimum Maksimum Rata-Rata 
ASEAN 6.949 23.214 11.991 
Indonesia 2.618 14.518 6.388 
Malaysia 660 5.725 1.600 
Filipina 764 2.434 1.573 
Myanmar 281 1.731 951 
Thailand 0 1.732 195 
Singapura 1 58 17 
Vietnam 0 110 7 
Kamboja 0 15 2 
Brunei Darussalam 0 15 1 
Laos 0 3 0 
(Sumber: Worldometers, 2021) 
 
Tabel 4.1 menunjukkan bahwa kawasan ASEAN memiliki jumlah 
kasus harian positif COVID-19  paling banyak berjumlah 23.214 
orang pada pekan terakhir di bulan Januari. Peningkatan jumlah 
kasus harian ini, dimulai padan bulan Desember kasus menembus 10 
ribu kasus positif COVID-19 setiap harinya. Hal ini diduga 
dipengaruhi oleh aktivitas Natal dan Tahun Baru yang menyebabkan 
banyak penduduk dari berbagai negara melakukan mobilisasi ke 
daerah-daerah atau negara-negara lain sehingga penyebaran virus 
COVID-19 meningkat. Sedangkan, jumlah kasus harian COVID-19 
paling sedikit berjumlah 6.949 orang pada bulan November 2020. 
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Jumlah rata-rata kasus harian positif COVID-19 di ASEAN 
berjumlah 11.991 orang. 
Indonesia memiliki jumlah kasus harian positif COVID-19 paling 
banyak berjumlah 14.518 orang pada pekan terakhir di bulan Januari. 
Peningkatan jumlah kasus harian ini, dimulai padan bulan Januari 
dimana kasus menembus 10 ribu kasus positif COVID-19 setiap 
harinya. Sedangkan, jumlah kasus harian COVID-19 paling sedikit 
berjumlah 2.618 orang pada bulan November 2020. Jumlah rata-rata 
kasus harian positif COVID-19 di Indonesia berjumlah 14.518 orang. 
Malaysia memiliki jumlah kasus harian positif COVID-19 paling 
banyak berjumlah 5.725 orang pada pekan terakhir di bulan Januari. 
Hal ini terjadi dikarenakan penyebaran kasus di Sabah oleh 
pendatang asing sehingga menyebar kepada masyarakat di daerah 
lain sehingga menjalar hingga ke semenanjung setelah adanya 
pemilu. Sedangkan, jumlah kasus harian COVID-19 paling sedikit 
berjumlah 660 orang pada bulan November 2020. Jumlah rata-rata 
kasus harian positif COVID-19 di Malaysia berjumlah 1.600 orang. 
 
Filipina memiliki jumlah kasus harian positif COVID-19 paling 
banyak berjumlah 2.434 orang pada pekan pertama di bulan 
November. Sedangkan, jumlah kasus harian COVID-19 paling 
sedikit berjumlah 764 orang pada pekan ketiga bulan Desember 
2020. Jumlah kasus harian positif di Filipina menurun dari bulan 
November hingga pekan ketiga bulan Desember 2020. Namun, kasus 
penyebaran virus kembali meningkat pada pekan terakhir dibulan 
Desember 2020. Jumlah rata-rata kasus harian positif COVID-19 di 
Filipina berjumlah 1.573 orang. 
Myanmar memiliki jumlah kasus harian positif COVID-19 paling 
banyak berjumlah 1.731 orang pada bulan November 2020. 
Sedangkan, jumlah kasus harian COVID-19 paling sedikit berjumlah 
281 orang pada akhir bulan Januari 2021. Kasus di Myanmar 
meningkat pesat pada bulan November 2020 dan turus berkurang 
hingga akhir Januari 2021. Peningkatan drastis tersebut, mungkin 
dipengaruhi oleh keadaan Myanmar yang tidak kondusif akibat 
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kudeta militer yang sedang terjadi. Jumlah rata-rata kasus harian 
positif  COVID-19 di Mynmar berjumlah 951 orang. 
Thailand memiliki jumlah kasus harian positif COVID-19 paling 
sedikit berjumlah 0 orang (tidak ada kasus) pada bulan November 
2020. Sedangkan, jumlah kasus harian COVID-19 paling banyak 
berjumlah 1.732 orang pada bulan Januari 2021. Kasus harian positif 
COVID-19 di Thailand pada bulan November tidak lebih dari 100 
kasus, namun jumlah meningkat pesat memasuki bulan Januari 2021. 
Hal ini dipengaruhi karena terdapat pekerja migran yang terkait 
dengan pasar makanan laut di provinsi Samut Sakhon yang 
menyebabkan infeksi di lebih dari setengah provinsi. Jumlah rata-
rata kasus harian positif COVID-19 di Thailand berjumlah 195 
orang. 
Singapura memiliki jumlah kasus harian positif COVID-19 paling 
banyak berjumlah 58 orang pada pekan terakhir di bulan Januari. 
Sedangkan, jumlah kasus harian COVID-19 paling sedikit berjumlah 
1 orang pada bulan November 2020. Jumlah rata-rata kasus harian 
positif COVID-19 di Singapura berjumlah 17 orang. Jumlah kasus 
harian positif di Singapura sudah menurun signifikan dibandingkan 
dengan jumlah kasus COVID-19 di awal tahun 2020.  
Vietnam memiliki jumlah kasus harian positif COVID-19 paling 
banyak berjumlah 110 orang pada pekan terakhir bulan Januari. 
Sedangkan, jumlah kasus harian COVID-19 paling sedikit berjumlah 
0 orang atau tidak ada kasus harian sama sekali pada sepanjang bulan 
November 2020, Desember 2020 hingga awal pekan di bulan Januari 
2021. Lonjakan kasus harian meningkat di pekan terakhir Januari 
2021, dimana kasus penyebaran virus sebelumnya tidak pernah 
mencapai 100 orang dalam sehari. Jumlah rata-rata kasus harian 
positif  COVID-19 di Vietnam berjumlah 7 orang. 
Brunei Darussalam memiliki jumlah kasus harian positif COVID-
19 paling banyak berjumlah 58 orang pada pekan pertama di bulan 
Januari. Sedangkan, tidak ada kasus harian sama sekali pada 
sepanjang bulan November 2020, Desember 2020 dan pekan terakhir 
Januari 2021 . Jumlah rata-rata kasus harian positif COVID-19 di 
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Brunei Darussalam berjumlah 1 orang. Brunei Darussalam 
merupakan salah satu negara di ASEAN yang memiliki jumlah kasus 
harian positif COVID-19 paling sedikit dibandingkan negara-negara 
ASEAN yang lain. 
Laos memiliki jumlah kasus harian positif COVID-19 terbesar 
berjumlah 3 orang pada pekan terakhir di bulan Januari 2021. 
Sedangkan, jumlah kasus harian COVID-19 paling sedikit berjumlah 
0 orang atau tidak ada kasus harian sama sekali pada sepanjang bulan 
November 2020, Desember 2020 dan pekan terakhir Januari 2021 . 
Jumlah rata-rata kasus harian positif COVID-19 di Brunei 
Darussalam berjumlah 0 orang.  
Kamboja memiliki jumlah kasus harian positif COVID-19 
terbesar berjumlah 15 orang pada pekan kedua di bulan Januari 2021. 
Sedangkan, jumlah kasus harian COVID-19 paling sedikit berjumlah 
0 orang atau tidak ada kasus harian sama sekali pada pekan awal 
bulan November 2020, pekan akhir Desember 2020 dan pekan awal 
Januari 2021 . Jumlah rata-rata kasus harian positif COVID-19 di 
Kamboja berjumlah 2 orang. Kasus di Kamboja sempat menembus 
lebih dari 10 orang di pekan kedua bulan Januari, namun terus 
berkurang hingga pekan terakhir Januari 2021.  
Berdasarkan pemaparan yang telah diberikan dapat ditarik 
kesimpulan bahwa negara-negara yang menyumbang jumlah kasus 
penyebaran virus terbanyak untuk ASEAN adalah negara Indonesia, 
Malaysia, Filipina, Thailand, dan Myanmar. Lima negara tersebut, 
memiliki jumlah penduduk paling banyak di kawasan ASEAN 
dibandingkan negara-negara lainnya yang memiliki jumlah penduduk 
kurang dari 20 juta jiwa sampai dengan tahun 2021. Indonesia 
sendiri memiliki jumlah penduduk sebesar 275.621.039 jiwa, 
Malaysia memiliki jumlah penduduk sebesar 32.667.831 jiwa, 
Filipina memiliki jumlah penduduk sebesar 110.643.523 jiwa, 
Thailand memiliki jumlah penduduk sebesar 69.925.317 jiwa, dan 
Myanmar memiliki jumlah penduduk sebesar 54.672.630 jiwa per 
tahun 2021. Jika dilihat dari jumlah penduduk dan jumlah kasus 
penyebaran virus, dua hal tersebut mungkin memiliki korelasi 
dimana semakin banyak penduduk di suatu negara, maka 
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kecenderungan penyebaran virus di negara tersebut juga semakin 
meningkat.  
Untuk lebih jelasnya, berikut merupakan peta persebaran jumlah 
kasus COVID-19 yang diklasifikasikan dalam 5 kategori, yakni 
sangat rendah, rendah, sedang, tinggi, dan sangat tinggi. 
Pengelompokan wilayah di kawasan ASEAN berdasarkan jumlah 
persebaran virus COVID-19 di masing-masing negara disajikan pada 
Tabel 4.2.  
Tabel 4.2. Persebaran COVID-19 ASEAN 
Interval Nilai Kategori Negara 




8 – 17 Rendah Singapura 
18 - 195 Sedang Thailand 
196 - 1.600 Tinggi Malaysia 
Filipina 
Myanmar 
1.601 - 6.388 Sangat Tinggi Indonesia 
(Sumber: Worldometers, 2021) 
 
Tabel 4.2 didapatkan informasi bahwa Indonesia merupakan 
negara dengan persebaran virus COVID-19 paling tinggi di ASEAN 
yang masuk dalam kategori sangat tinggi. Terdapat tiga negara yang 
masuk dalam kategori tinggi yaitu Malaysia, Filipina, dan Myanmar. 
Persebaran COVID-19 di Thailand dikategorikan sedang dan 
Singapura termasuk dalam kategori rendah. Sedangkan empat negara 
lainnya yaitu Laos, Kamboja, Vietnam, dan Brunei Darussalam 
masuk kategori sangat rendah dengan jumlah rata-rata kasus kurang 





Gambar 4.1. Peta Persebaran COVID-19 ASEAN 
 
Gambar 4.1 menunjukkan bahwa kemungkinan negara-
negara yang akan menyumbang jumlah kasus COVID-19 secara 
signifikan di ASEAN adalah Negara Indonesia, Malaysia, Filipina, 
Myanmar, dan Thailand. Analisis regresi linier berganda dapat 
digunakan untuk menduga seberapa besar jumlah kasus yang 
disumbangkan oleh masing-masing negara terhadap jumlah 
keseluruhan kasus COVID-19 di ASEAN. Namun, analisis regresi 
linier berganda berbasis Ordinary Least Square (OLS) memiliki 
beberapa asumsi yang harus dipenuhi agar diperoleh pendugaan 
parameter yang sesuai dan tidak bias. Data yang digunakan dalam 
penelitian ini menggunakan sepuluh negara yang tergabung dalam 
kawasan ASEAN kemungkinan adanya korelasi antara variabel satu  
dengan yang lain tinggi. Sesuai yang sudah dijelaskan pada sub bab  
2.5.3. tentang dampak multikolinieritas antar variabel independen, 
salah satunya adalah statistik uji 𝑡 tidak menunjukkan keputusan 
yang signifikan. Selain itu, karena data penelitian ini menggunakan 
data time series yang diambil pada rentang waktu November 2020 
hingga Januari 2021, kemungkinan adanya masalah autokorekasi 
antar galat pun tinggi. Sehingga kedua masalah tersebut harus 
diperhatikan agar pendugaan parameter yang didapatkan dapat 




4.2. Ordinary Least Square (OLS) 
Setelah dilakukan transformasi data menggunakan transformasi 
akar +0,05, selanjutnya adalah menduga parameter model regresi 
dengan menggunakan metode Ordinary Least Square (OLS) seperti 
pada persamaan (2.8). Transformasi akar +0,05 dipilih karena data 
yang digunakan untuk beberapa negara mengandung banyak nilai 0. 
Hasil perhitungan pendugaan parameter model regresi dengan 
menggunakan Ordinary Least Square disajikan pada Tabel 4.3. 
 
Tabel 4.3. Pendugaan Model Regresi dengan OLS. 
Variabel Nilai Duga SE Statistik Uji t Nilai p 
Intersep 0,612 1,611 0,380 0,705 
𝑿𝟏 0,756 0,013 57,300 < 0.001
∗∗∗ 
𝑿𝟐 0,442 0,020 21,427 < 0.001
∗∗∗ 
𝑿𝟑 -0,118 0,100 -1,172 0,244 
𝑿𝟒 0,013 0,207 0,067 0,946 
𝑿𝟓 0,404 0,018 21,411 < 0.001
∗∗∗ 
𝑿𝟔 0,142 0,015 9,180 < 0.001
∗∗∗ 
𝑿𝟕 0,142 0,064 2,197 0,031
∗ 
𝑿𝟖 0,274 0,025 10,597 < 0.001
∗∗∗ 
𝑿𝟗 -0,182 0,457 -0,400 0,690 
𝑿𝟏𝟎 -0,090 0,110 -0,817 0,416 
(∗∗∗) Signifikan pada 𝛼 = 0,05 (∗) Signifikan pada 𝛼 = 0,05 
Berdasarkan hasil pendugaan parameter pada Tabel 4.3 diperoleh 
model regresi yang disajikan pada persamaan (4.1)  
?̂?∗𝑂𝐿𝑆 = 0,612 + 0,756𝑋1









∗ −  0,182𝑋9
∗ − 0,090𝑋10
∗   
Karena model tersebut merupakan hasil pendugaan parameter 
dengan melakukan transformasi akar, berikut merupakan model 





?̂?𝑂𝐿𝑆 = 0,374 + 0,571𝑋1 + 0,196 𝑋2 − 0,0139 𝑋3 + 0,002 𝑋4 +
 0,163𝑋5 + 0,020𝑋6 + 0,020𝑋7 + 0,075𝑋8 − 0,033𝑋9 −
0,008𝑋10                  
Tabel 4.3 menyajikan hasil pengujian signifikansi parameter 
secara parsial dan diperoleh informasi bahwa negara Indonesia 
(𝑋1) , Malaysia (𝑋2), Filipina (𝑋5) , Thailand (𝑋6) , Vietnam (𝑋7)  
dan Myanamar (𝑋8) berpengaruh signifikan terhadap jumlah kasus 
COVID-19 di ASEAN dilihat dari nilai p kurang dari nilai 𝛼 (0,05) 
(Kutner, dkk., 2004). Jika melihat hasil analisis statistika deskriptif 
yang disajikan pada Tabel 4.1, Vietnam memiliki angka rata-rata 
kasus penyebaran virus yang sangat kecil bahkan lebih kecil 
daripada negara Singapura. Namun hasil pendugaan parameter 
menggunakan Ordinary Least Square menunjukkan bahwa negara 
Vietnam berpengaruh signifikan terhadap penambahan jumlah kasus 
virus COVID-19 di ASEAN. Hal ini mungkin diakibatkan oleh 
adanya asumsi-asumsi yang terlanggar sehingga model yang 
didapatkan bersifat bias. Model regresi dari variabel yang signifikan 
dengan menggunakan metode Ordinary Least Square disajikan pada 
persamaan (4.3).  
?̂?𝑂𝐿𝑆 = 0,374 + 0,571𝑋1 + 0,196 𝑋2 + 0,163𝑋5 + 0,020𝑋6 +
0,020𝑋7 + 0,075𝑋8 
Berdasarkan pendugaan model regresi pada persamaan (4.3), 
diperoleh beberapa kesimpulan sebagai berikut. 
1. Koefisien regresi variabel Indonesia bernilai positif, artinya 
adalah pada saat jumlah kasus harian aktif di Indonesia naik, 
maka jumlah kasus harian aktif di ASEAN juga akan mengalami 
kenaikan. Setiap kenaikan 100 kasus COVID-19 di Indonesia,  
kasus COVID-19 di ASEAN akan meningkat sebesar 57 kasus 
dengan asumsi bahwa kasus harian COVID-19 di negara-negara 
ASEAN lain dianggap konstan. 
 
2. Koefisien regresi variabel Malaysia bernilai positif, artinya 
adalah pada saat jumlah kasus harian aktif di Malaysia naik, 
maka jumlah kasus harian aktif di ASEAN juga akan mengalami 





kasus COVID-19 di ASEAN akan meningkat sebesar 19 kasus 
dengan asumsi bahwa kasus harian COVID-19 di negara-negara 
ASEAN lain dianggap konstan. 
 
3. Koefisien regresi variabel Filipina bernilai positif, artinya adalah 
pada saat jumlah kasus harian aktif di Filipina naik, maka jumlah 
kasus harian aktif di ASEAN juga akan mengalami kenaikan. 
Setiap kenaikan 100 kasus COVID-19 di Filipina,  kasus 
COVID-19 di ASEAN akan meningkat sebesar 16 kasus dengan 
asumsi bahwa kasus harian COVID-19 di negara-negara ASEAN 
lain dianggap konstan.  
 
4. Koefisien regresi variabel Thailand bernilai positif, artinya 
adalah pada saat jumlah kasus harian aktif di Thailand naik, 
maka jumlah kasus harian aktif di ASEAN juga akan mengalami 
kenaikan. Setiap kenaikan 100 kasus COVID-19 di Thailand,  
kasus COVID-19 di ASEAN akan meningkat sebesar 2 kasus 
dengan asumsi bahwa kasus harian COVID-19 di negara-negara 
ASEAN lain dianggap konstan.  
 
5. Koefisien regresi variabel Vietnam bernilai positif, artinya 
adalah pada saat jumlah kasus harian aktif di Vietnam naik, 
maka jumlah kasus harian aktif di ASEAN juga akan mengalami 
kenaikan. Setiap kenaikan 100 kasus COVID-19 di Vietnam,  
kasus COVID-19 di ASEAN akan meningkat sebesar 2 kasus 
dengan asumsi bahwa kasus harian COVID-19 di negara-negara 
ASEAN lain dianggap konstan.  
 
6. Koefisien regresi variabel Myanmar bernilai positif, artinya 
adalah pada saat jumlah kasus harian aktif di Myanmar naik, 
maka jumlah kasus harian aktif di ASEAN juga akan mengalami 
kenaikan. Setiap kenaikan 100 kasus COVID-19 di Myanmar,  
kasus COVID-19 di ASEAN akan meningkat sebesar 7 kasus 
dengan asumsi bahwa kasus harian COVID-19 di negara-negara 






4.3. Pengujian Asumsi 
  Selanjutnya dilakukan uji asumsi terhadap model regresi (4.1). 
Analisis regresi berganda memiliki beberapa asumsi yang harus 
terpenuhi yaitu asumsi normalitas galat, asumsi homoskedastisitas, 
asumsi non multikolinieritas antar variabel, asumsi non autokorelasi 
antar galat. 
 
4.3.1. Asumsi Multikolinieritas Antar Variabel 
          Hubungan linier antar variabel independen dapat diketahui dari 
nilai 𝑉𝐼𝐹 yang diperoleh dari analisis regresi antara variabel 
independen. Tabel 4.4 disajikan nilai 𝑉𝐼𝐹 dari setiap variabel 
independen. 
Tabel 4.4. Nilai VIF Ordinary Least Square 











Berdasarkan Tabel 4.4 diperoleh informasi bahwa nilai 𝑉𝐼𝐹 pada 
variabel 𝑋1 dan 𝑋2 memiliki nilai 𝑉𝐼𝐹 lebih dari 5 yang berarti 
bahwa masih adanya masalah multikolinieritas tidak sempurna antar 
dua variabel independen atau lebih (James, dkk., 2014). Pada data 
yang melanggar asumsi non multikolinieritas, penerapan Ordinary 
Least Square tidak dapat digunakan karena nilai duga yang 
dihasilkan akan memiliki ragam yang relatif besar dan peluang 
menerima 𝐻0 lebih besar. Permasalahan tersebut dapat diatasi 





4.3.2. Asumsi Normalitas Galat 
          Kenormalatan galat dapat diuji dengan uji Jarque Berra seperti 
pada persamaan (2.13) dengan hipotesis sebagai berikut. 
𝐻0:  ~ 𝑁(𝜇, 𝜎
2) vs 
𝐻1: ≄  𝑁(𝜇, 𝜎
2) 
Lampiran 5 diketahui bahwa nilai p yang didapatkan sebesar 
0,3162. Karena nilai p > 𝛼 (0,05) maka 𝐻0 diterima. Dapat 
disimpulkan bahwa asumsi normalitas galat terpenuhi (Gujarati dan 
Porter, 2010). Hasil uji dapat diperkuat dengan melihat plot 
normalitas yang disajikan pada Gambar 4.2. 
 
 Gambar 4.2. Plot Normalitas 
Berdasarkan Gambar 4.2, dapat dilihat bahwa nilai galat regresi 
dengan menggunakan metode pendugaan Ordinary Least Square 
mengikuti dan mendekati garis diagonal. Hal ini membuktikan 
bahwa galat model mengikuti distribusi normal. 
4.3.3. Asumsi Homoskedastisitas 
Pendeteksian asumsi homoskedastisitas dapat dilakukan 
dengan menggunkan uji Breusch Pagan seperti pada persamaan 















Nilai p sebesar 0,2593 yang menunjukkan lebih besar dari 
𝛼 (0,05), maka 𝐻0 diterima. Sehingga dapat disimpulkan bahwa 
asumsi homoskedastisitas ragam galat terpenuhi (Greene, 2003). Plot 
pemeriksaan kehomogenan ragam galat disajikan pada Gambar 4.3. 
 
Gambar 4.3. Plot Kehomogenan Ragam Galat 
Gambar 4.3 menunjukkan bahwa plot antar galat model tidak 
membentuk pola tertentu, menunjukkan bahwa ragam galat bersifat 
homogen atau ragam galat bersifat konstan. Ragam galat yang tidak 
konstan akan mengakibatkan ragam cenderung meningkat ketika 
nilai 𝑋 meningkat. 
4.3.4 Asumsi Autokorelasi Antar Galat 
Pendektesian autokorelasi antar galat dapat dilakukan dengan 
beberapa metode salah satunya adalah dengan menggunakan uji 
Durbin Watson. Hasil uji Durbin Watson disajikan pada Tabel 4.5. 
 




1,318 1,9605 1,4288 
 
Berdasarkan Tabel 4.5, nilai Durbin Watson berada di bawah nilai 
DL yang berarti bahwa terdapat autokorelasi antar galat (Draper dan 
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Smith, 1998). Oleh karena itu diindikasikan bahwa asumsi 
autokorelasi antar galat tidak terpenuhi. Jika terdapat autokorelasi 
antar galat, maka nilai duga menjadi tidak efisien. Hal tersebut dapat 
ditangani salah satunya dengan metode pendugaan Generalized Least 
Square (GLS). 
 
4.4. Ridge Regression 
 Ridge Regression merupakan salah satu metode yang digunakan 
untuk menangani asumsi multikolinieritas dengan menambahkan 
tetapan bias (𝐾). Metode Ridge Trace mencari estimator parameter 
regresi dengan cara memilih interval tetapan bias (𝐾). Tetapan bias 
akan dipilih jika nilai tersebut menghasilkan nilai 𝑉𝐼𝐹 kurang dari 5 
pada semua variabel independen. Hasil nilai 𝑉𝐼𝐹 untuk masing-
masing nilai tetapan bias 𝐾(0 ≤ 𝐾 ≤ 0,05) disajikan pada Tabel 4.6. 
 













𝑲 = 𝟎,005 5,978 6,248 2,748 1,134 1,125 
𝑲 = 𝟎,01 5,441 5,670 2,654 1,117 1,109 
𝑲 = 𝟎,015 4,981 5,176 2,565 1,101 1,094 
𝑲 = 𝟎,02 4,582 4,748 2,481 1,086 1,079 
𝑲 = 𝟎,025 4,234 4,376 2,401 1,071 1,064 
𝑲 = 𝟎,03 3,928 4,050 2,326 1,057 1,050 
𝑲 = 𝟎,035 3,657 3,762 2,254 1,042 1,036 
𝑲 = 𝟎,04 3,416 3,507 2,185 1,029 1,023 
𝑲 = 𝟎,045 3,201 3,279 2,120 0,015 1,010 
























𝑲 = 𝟎,005 2,513 1,374 3,546 1,169 1,164 
𝑲 = 𝟎,01 2,417 1,340 3,378 1,152 1,147 
𝑲 = 𝟎,015 2,329 1,308 3,244 1,136 1,130 
𝑲 = 𝟎,02 2,248 1,279 3,081 1,120 1,113 
𝑲 = 𝟎,025 2,172 1,252 2,950 1,105 1,098 
𝑲 = 𝟎,03 2,102 1,226 2,827 1,090 1,082 
𝑲 = 𝟎,035 2,036 1,203 2,713 1,076 1,067 
𝑲 = 𝟎,04 1,975 1,180 2,606 1,062 1,053 
𝑲 = 𝟎,045 1,916 1,159 2,506 1,048 1,038 
𝑲 = 𝟎,05 1,861 1,139 2,413 1,035 1,025 
 
Berdasarkan Tabel 4.5 dapat dilihat bahwa nilai 𝑉𝐼𝐹 semakin 
kecil jika nilai tetapan bias (𝐾) semakin besar, karena 𝑉𝐼𝐹 yang 
optimal adalah ketika nilai 𝑉𝐼𝐹 kurang dari 5, maka nilai tetapan bias 
yang dipilih adalah 𝐾 = 0,02. Alasan ditetapkannya nilai tetapan 
bias sebesar 0,02 adalah karena tetapan bias merupakan sebuah 
penalty, sehingga disarankan sebaiknya pemilihan tetapan bias pada 
Ridge Trace adalah tetapan bias terkecil setelah koefisien dianggap 
stabil (Solekakh, dkk, 2015). 
 Nilai penduga parameter dkompari masing – masing nilai 𝐾 









. Tabel 4.7. Koefisien Ridge Trace dengan Berbagai Nilai 𝐾 
Tetapan Bias 
(𝑲) 
?̂?𝟎 ?̂?𝟏 ?̂?𝟐 ?̂?𝟑 ?̂?𝟒 ?̂?𝟓 
𝑲 = 𝟎,005 1,357 0,739 0,451 -0,082 -0,025 0,402 
𝑲 = 𝟎,01 1,143 0,723 0,458 -0,048 -0,063 0,400 
𝑲 = 𝟎,015 0,989 0,708 0,464 -0,015 -0,099 0,397 
𝑲 = 𝟎,02 0,872 0,695 0,469 0,016 -0,133 0,395 
𝑲 = 𝟎,025 0,781 0,682 0,473 0,047 -0,165 0,393 
𝑲 = 𝟎,03 0,708 0,670 0,476 0,076 -0,196 0,391 
𝑲 = 𝟎,035 0,647 0,659 0,479 0,105 -0,225 0,389 
𝑲 = 𝟎,04 0,597 0,648 0,481 0,133 -0,252 0,387 
𝑲 = 𝟎,045 0,544 0,638 0,483 0,159 -0,279 0,386 
𝑲 = 𝟎,05 0,518 0,629 0,484 0,185 -0,304 0,384 
 
Tetapan Bias (𝑲) ?̂?𝟔 ?̂?𝟕 ?̂?𝟖 ?̂?𝟗 ?̂?𝟏𝟎 
𝑲 = 𝟎,005 0,148 0,128 0,262 -0,153 -0,055 
𝑲 = 𝟎,01 0,154 0,116 0,249 -0,127 -0,022 
𝑲 = 𝟎,015 0,159 0,106 0,237 -0,205 0,008 
𝑲 = 𝟎,02 0,164 0,097 0,224 -0,085 0,038 
𝑲 = 𝟎,025 0,168 0,089 0,212 -0,067 0,066 
𝑲 = 𝟎,03 0,172 0,083 0,201 -0,052 0,093 
𝑲 = 𝟎,035 0,176 0,077 0,189 -0,038 0,118 
𝑲 = 𝟎,04 0,180 0,073 0,178 -0,026 0,143 
𝑲 = 𝟎,045 0,183 0,069 0,167 -0,015 0,166 
𝑲 = 𝟎,05 0,186 0,065 0,156 -0,005 0,189 
 
Hasil pendugaan parameter menggunakan Ridge Regression 












Tabel 4.8. Pendugaan Model RR 
Variabel Nilai Duga SE Statistik Uji t Nilai p 
Intersep 0,872 2,534 0,344 0,731 
𝑿𝟏 0,695 0,012 54,604 < 0.001
∗∗∗ 
𝑿𝟐 0,469 0,019 23,679 < 0.001
∗∗∗ 
𝑿𝟑 0,016 0,104 0,153 0,878 
𝑿𝟒 -0,133 0,234 -0,568 0,571 
𝑿𝟓 0,395 0,021 18,594 < 0.001
∗∗∗ 
𝑿𝟔 0,164 0,016 9,8851 < 0.001
∗∗∗ 
𝑿𝟕 0,097 0,071 1,365 0,176 
𝑿𝟖 0,224 0,027 8,237 < 0.001
∗∗∗ 
𝑿𝟗 -0,085 0,515 -0,165 0,869 
𝑿𝟏𝟎 0,038 0,123 0,307 0,759 
(∗∗∗) Signifikan pada 𝛼 = 0,05  
Berdasarkan Tabel 4.8, didapatkan model Ridge Regression dengan 
dengan tetapan bias (𝐾) sebesar 0,02 seperti pada persamaan (4.4).  
 














Karena model tersebut merupakan hasil pendugaan parameter 
dengan melakukan transformasi akar, berikut merupakan model 
persamaan setelah dikuadratkan yang disajikan pada persamaan 
(4.5).   
?̂?𝑅𝐼𝐷𝐺𝐸 = 0,760 + 0,483𝑋1 + 0,219𝑋2 + 0,000 𝑋3 −
0,017 𝑋4 + 0,156𝑋5 + 0,026𝑋6 + 0,009𝑋7 +
0,050𝑋8 − 0,007𝑋9 + 0,001𝑋10 
Tabel 4.8 menyajikan hasil pengujian signifikansi parameter 
secara parsial dan diperoleh informasi bahwa negara Indonesia 
(𝑋1) , Malaysia (𝑋2), Vietnam (𝑋5) , Thailand (𝑋6), dan 
Myanmar (𝑋8)  berpengaruh signifikan terhadap jumlah kasus 
COVID-19 di ASEAN dilihat dari nilai p kurang dari nilai 𝛼 (0,05) 





bahwa negara Vietnam turut berpengaruh signifikan terhadap 
jumlah kasus COVID-19 di ASEAN sedangkan metode Ridge 
Regression menunjukan bahwa negara Vietnam tidak berpengaruh 
signifikan terhadap jumlah kasus COVID-19 di ASEAN. Apabila 
dihubungkan dengan analisis statistika deskriptif pada Tabel 4.1, 
kelima negara yang signifikan sudah sesuai dengan rata-rata jumlah 
penyebaran virus. 
4.5. Generalized Least Square 
Nilai fungsi autokorelasi sebagai bobot untuk Generalized Least 
Square, dapat dihitung dengan menggunakan beberapa metode, 
salah satunya adalah Cochrane Orcutt Iterative dan Prais Winsten 
(Greene, 2003).  
 
4.5.1. Cocchrane Orcutt Iterative 
       Nilai fungsi autokorelasi yang didapatkan dengan 
menggunakan Cocchrane Orcutt Iterative adalah sebesar 0,759099 
dengan melakukan iterasi sebanyak 16 kali iterasi. Nilai fungsi 
autokorelasi tersebut, kemudian ditransformasi dengan variable asli 
sehingga didapatkan 𝑋∗ dan 𝑌∗.  Hasil pendugaan parameter 
menggunakan Generalized Least Square dengan metode Cocchrane 
Orcutt Iterative sebesar 0,759099 disajikan pada Tabel 4.9. 
 
Tabel 4.9. Pendugaan Model  GLS dengan Cochrane Orcutt Iterative. 
Variabel Nilai Duga SE Statistik Uji t Nilai p 
Intersep 0,893 1,606 0,556 0,579 
𝑿𝟏 0,783 0,012 62,084 < 0.001
∗∗∗ 
𝑿𝟐 0,393 0,013 28,631 < 0.001
∗∗∗ 
𝑿𝟑 0,083 0,066 1,253 0,214 
𝑿𝟒 0,053 0,118 0,451 0,653 
𝑿𝟓 0,348 0,015 21,939 < 0.001
∗∗∗ 
𝑿𝟔 0,146 0,010 14,541 < 0.001
∗∗∗ 
𝑿𝟕 0,004 0,046 0,104 0,917 
𝑿𝟖 0,315 0,025 12,419 < 0.001
∗∗∗ 
𝑿𝟗 -0,522 0,279 -1,873 0,064 
𝑿𝟏𝟎 -0,010 0,087 -0,123 0,902 
(∗∗∗) Signifikan pada 𝛼 = 0,05  
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Berdasarkan Tabel 4.9, didapatkan model Generalized Least 
Square dengan nilai fungsi autokorelasi sebesar 0,759099 seperti 
pada persamaan (4.6).  
 














Karena model tersebut merupakan hasil pendugaan parameter 
dengan melakukan transformasi akar, berikut merupakan model 
persamaan setelah dikuadratkan yang disajikan pada persamaan 
(4.7).   
?̂?𝑅𝐼𝐷𝐺𝐸 = 0,797 + 0,613𝑋1 + 0,154𝑋2 + 0,006 𝑋3 −
0,002 𝑋4 + 0,121𝑋5 + 0,021𝑋6 + 0,000𝑋7 +
0,099𝑋8 − 0,272𝑋9 + 0,000𝑋10 
Tabel 4.9 menyajikan hasil pengujian signifikansi parameter 
secara parsial dan diperoleh informasi bahwa negara Indonesia (𝑋1) , 
Malaysia (𝑋2), Vietnam (𝑋5) , Thailand (𝑋6), dan Myanmar (𝑋8)  
berpengaruh signifikan terhadap jumlah kasus COVID-19 di ASEAN 
dilihat dari nilai p kurang dari nilai 𝛼 (0,05) (Kutner, dkk., 2004). 
 
4.5.2. Prais Winsten 
       Nilai fungsi autokorelasi yang didapatkan dengan 
menggunakan metode Prais Winsten adalah sebesar 0,7929 dengan 
melakukan iterasi sebanyak 18 kali iterasi. Nilai fungsi autokorelasi 
tersebut, kemudian ditransformasi dengan variable asli sehingga 
didapatkan 𝑋∗ dan 𝑌∗.  Hasil pendugaan parameter menggunakan 
Generalized Least Square dengan metode Prais Winsten sebesar 













Tabel 4.10. Pendugaan Model GLS dengan Prais Winsten. 
Variabel Nilai Duga SE Statistik Uji t Nilai p 
Intersep 2,046 1,583 1,292 0,200 
𝑿𝟏 0,773 0,012 62,137 < 0.001
∗∗∗ 
𝑿𝟐 0,391 0,013 28,050 < 0.001
∗∗∗ 
𝑿𝟑 0,078 0,067 1,166 0,247 
𝑿𝟒 0,059 0,119 0,493 0,623 
𝑿𝟓 0,352 0,016 22,007 < 0.001
∗∗∗ 
𝑿𝟔 0,146 0,010 14,340 < 0.001
∗∗∗ 
𝑿𝟕 -0.010 0,046 -0,217 0,828 
𝑿𝟖 0,309 0,026 11,917 < 0.001
∗∗∗ 
𝑿𝟗 -0,541 0,281 -1,922 0,058 
𝑿𝟏𝟎 -0,006 0,088 -0,078 0,938 
(∗∗∗) Signifikan pada 𝛼 = 0,05  
Berdasarkan Tabel 4.10, didapatkan model Generalized Least 
Square dengan nilai fungsi autokorelasi sebesar 0,7929 seperti pada 
persamaan (4.8).  
 














Karena model tersebut merupakan hasil pendugaan parameter 
dengan melakukan transformasi akar, berikut merupakan model 
persamaan setelah dikuadratkan yang disajikan pada persamaan 
(4.9).   
?̂?𝑅𝐼𝐷𝐺𝐸 = 4,186 + 0,597𝑋1 + 0,152𝑋2 + 0,006 𝑋3 −
0,003 𝑋4 + 0,123𝑋5 + 0,021𝑋6 + 0,000𝑋7 +
0,095𝑋8 − 0,292𝑋9 + 0,000𝑋10 
Tabel 4.10 menyajikan hasil pengujian signifikansi parameter 
secara parsial dan diperoleh informasi bahwa negara Indonesia (𝑋1) , 
Malaysia (𝑋2), Vietnam (𝑋5) , Thailand (𝑋6), dan Myanmar (𝑋8)  
berpengaruh signifikan terhadap jumlah kasus COVID-19 di ASEAN 






4.6. Kombinasi RR dan GLS Menggunakan Fungsi Autokorelasi 
Cochrane Orcutt Iterative 
Parameter dari kombinasi metode Ridge Regression dan 
Generalized Least Square dapat diduga jika telah didapatkan nilai 
fungsi autokorelasi (𝜌) dan tetapan bias (𝐾).  Nilai fungsi 
autokorelasi dengan menggunakan metode Cochrane Orcutt Iterative 
adalah sebesar 0,759099 dengan tetapan bias yang diperoleh dari 
metode Ridge Trace sebesar 𝐾 = 0,02. Nilai fungsi autokorelasi 
yang telah didapat, kemudian ditransformasi dengan variable asli 
sehingga didapatkan 𝑋∗ dan 𝑌∗. Selanjutnya, tetapan bias (𝐾) 
ditambahkan kedalam model persamaan pendugaan variabel 𝑋∗ dan 
𝑌∗ sehingga didapatkan persamaan (2.51).  Hasil pendugaan 
parameter menggunakan kombinasi Ridge Regression dan 
Generalized Least Square disajikan pada Tabel 4.11. 
 
Tabel 4.11. Pendugaan Model Regresi Kombinasi RR dan GLS 
dengan Metode Cocchrane Orcutt Iterative. 
Variabel Nilai Duga SE Statistik Uji t Nilai p 
Intersep 0,616 3,491 0,176 0,860 
𝑿𝟏 0,755 0,012 62,761 < 0.001
∗∗∗ 
𝑿𝟐 0,386 0,013 27,886 < 0.001
∗∗∗ 
𝑿𝟑 0,091 0,067 1,366 0,175 
𝑿𝟒 0,066 0,117 0,560 0,576 
𝑿𝟓 0,341 0,015 21,547 < 0.001
∗∗∗ 
𝑿𝟔 0,145 0,010 14,308 < 0.001
∗∗∗ 
𝑿𝟕 -0,013 0,044 -0,293 0,770 
𝑿𝟖 0,301 0,025 11,598 < 0.001
∗∗∗ 
𝑿𝟗 -0,545 0,278 -1,954 0,054 
𝑿𝟏𝟎 0,010 0,084 0,119 0,904 
(∗∗∗) Signifikan pada 𝛼 = 0,05  
 Berdasarkan Tabel 4.11 didapatkan model kombinasi GLS dan Ridge 



















Karena model tersebut merupakan hasil pendugaan parameter 
dengan melakukan transformasi akar, berikut merupakan model 
persamaan setelah dikuadratkan yang disajikan pada persamaan 
(4.11).  
?̂?𝐺𝐿𝑆𝑅𝐼𝐷𝐺𝐸 = 0,380 + 0,570𝑋1 + 0,148𝑋2 + 0,008 𝑋3 +
0,004𝑋4  + 0,116𝑋5 + 0,021𝑋6 − 0,000𝑋7 +
0,090𝑋8 − 0,297𝑋9 + 0,000𝑋10 
Tabel 4.11 menyajikan hasil pengujian signifikansi parameter 
secara parsial dan diperoleh informasi bahwa negara Indonesia (𝑋1) , 
Malaysia(𝑋2), Vietnam(𝑋5) , Thailand(𝑋6), dan Myanmar(𝑋8) 
berpengaruh signifikan terhadap jumlah kasus COVID-19 di ASEAN 
dilihat dari nilai p kurang dari nilai 𝛼 (0,05) (Kutner, dkk., 2004). 
Jika dibandingkan dengan pendugaan parameter menggunakan 
metode Ordinary Least Square dan Ridge Regression, model 
kombinasi Generalized Least Square dan Ridge Regression 
menghasilkan keputusan yang berbeda pada uji parsial. Dengan 
metode kombinasi Generalized Least Square dan Ridge Regression 
didapatkan hasil bahwa Negara Vietnam tidak berpengaruh 
signifikan terhadap terhadap jumlah kasus COVID-19 di ASEAN 
dimana hal ini sesuai dengan analisis statistika deskriptif pada Tabel 
4.1. 
 
4.6.1. Pengujian Asumsi Multikolinieritas 
Hasil pengujian asumsi multikolinieritas pada model 
kombinasi Generalized Least Square dan Ridge Regression dengan 
menggunakan fungsi autokorelasi Cocchrane Orcutt Iterative 













Tabel 4.12. Nilai VIF Kombinasi RR dan GLS dengan 
Metode Cocchrane Orcutt Iterative 












Berdasarkan Tabel 4.12, nilai 𝑉𝐼𝐹 dari masing-masing variabel 
independen bernilai kurang dari 5 yang berarti bahwa asumsi 
multikolinieritas sudah terpenuhi atau variabel independen sudah 
tidak saling berkorelasi (James, dkk., 2014). 
 
4.6.2. Pengujian Asumsi Autokorelasi 
Durbin Watson digunakan untuk mengetahui apakah masih 
terdapat keterkaitan antar galat. Nilai Durbin Watson untuk model 
kombinasi Generalized Least Square dan Ridge Regression dengan 
menggunakan fungsi autokorelasi Cocchrane Orcutt Iterative 
disajikan pada Tabel 4.13. 
 
Tabel 4.13. Nilai Durbin Wason Kombinasi RR dan GLS dengan 
Metode Cocchrane Orcutt Iterative 
Nilai Durbin Watson DU DL 
2,1839 1,9077 1,4244 
 
Nilai Durbin Watson  pada Tabel 4.12 menunjukan angka sebesar 
2,1839, dimana nilai tersebut sudah berada di atas nilai DU. Hal 
tersebut menunjukkan bahwa asumsi non autokorelasi berhasil 




4.7. Kombinasi RR dan GLS Menggunakan Fungsi Autokorelasi 
Prais Winsten 
Parameter dari kombinasi metode Ridge Regression dan 
Generalized Least Square dapat diduga jika telah didapatkan nilai 
fungsi autokorelasi (𝜌) dan tetapan bias (𝐾).  Nilai fungsi 
autokorelasi dengan menggunakan metode Prais Winsten adalah 
sebesar 0,7929 dengan tetapan bias yang diperoleh dari metode 
Ridge Trace sebesar 𝐾 = 0,02. Nilai fungsi autokorelasi yang telah 
didapat, kemudian ditransformasi dengan variable asli sehingga 
didapatkan 𝑋∗ dan 𝑌∗. Selanjutnya, tetapan bias (𝐾) ditambahkan 
kedalam model persamaan pendugaan variabel 𝑋∗ dan 𝑌∗ sehingga 
didapatkan persamaan (2.51).   Hasil pendugaan parameter 
menggunakan kombinasi Ridge Regression dan Generalized Least 
Square disajikan pada Tabel 4.14. 
 
Tabel 4.14. Pendugaan Model Regresi Kombinasi RR dan GLS 
dengan Metode Prais Winsten 
Variabel Nilai Duga SE Statistik Uji t Nilai p 
Intersep 0,693 3,495 0,198 0,843 
𝑿𝟏 0,753 0,012 58,898 < 0.001
∗∗∗ 
𝑿𝟐 0,381 0,013 27,616 < 0.001
∗∗∗ 
𝑿𝟑 0,088 0,006 1,339 0,184 
𝑿𝟒 0,060 0,116 0,514 0,608 
𝑿𝟓 0,339 0,015 22,024 < 0.001
∗∗∗ 
𝑿𝟔 0,144 0,009 14,459 < 0.001
∗∗∗ 
𝑿𝟕 -0,003 0,005 -0,547 0,585 
𝑿𝟖 0,3116 0,026 11,565 < 0.001
∗∗∗ 
𝑿𝟗 -0,545 0,278 -1,954 0,054 
𝑿𝟏𝟎 0,011 0,080 0,136 0,891 
(∗∗∗) Signifikan pada 𝛼 = 0,05  
 Berdasarkan Tabel 4.14 didapatkan model kombinas Ridge 
Regression dan Generalized Least Square yang disajikan pada 
persamaan (4.12).  

















Karena model tersebut merupakan hasil pendugaan parameter 
dengan melakukan transformasi akar, berikut merupakan model 
persamaan setelah dikuadratkan yang disajikan dalam persamaan 
(4.13).  
?̂?𝐺𝐿𝑆𝑅𝐼𝐷𝐺𝐸 = 0,480 + 0,567𝑋1 + 0,145𝑋2 + 0,007 𝑋3 +
0,003𝑋4  + 0,114𝑋5 + 0,020𝑋6 − 0,000𝑋7 +
0,097𝑋8 − 0,297𝑋9 + 0,000𝑋10 
 Tabel 4.14 menyajikan hasil pengujian signifikansi parameter 
secara parsial dan diperoleh informasi bahwa negara Indonesia (𝑋1) , 
Malaysia(𝑋2), Vietnam(𝑋5) , Thailand(𝑋6), dan Myanmar(𝑋8) 
berpengaruh signifikan terhadap jumlah kasus COVID-19 di ASEAN 
dilihat dari nilai p kurang dari nilai 𝛼 (0,05) (Kutner, dkk., 2004). 
Jika dibandingkan dengan pendugaan parameter menggunakan 
metode Ordinary Least Square dan Ridge Regression, model 
kombinasi Generalized Least Square dan Ridge Regression 
menghasilkan keputusan yang berbeda pada uji parsial. Metode 
kombinasi Generalized Least Square dan Ridge Regression 
menggunakan fungsi autokorelasi Cocchrane Orcutt Iterative 
maupun Prais Winsten sama – sama didapatkan hasil bahwa Negara 
Vietnam tidak berpengaruh signifikan terhadap terhadap jumlah 
kasus COVID-19 di ASEAN dimana hal ini sesuai dengan analisis 
statistika deskriptif pada Tabel 4.1. 
.  
4.7.1. Pengujian Asumsi Multikolinieritas 
Hasil pengujian asumsi multikolinieritas pada model 
kombinasi Generalized Least Square dan Ridge Regression dengan 














Tabel 4.15. Nilai VIF Kombinasi RR dan GLS dengan 
Metode Prais Winsten 












Berdasarkan Tabel 4.15, nilai 𝑉𝐼𝐹 dari masing-masing variabel 
independen sudah bernilai kurang dari 5 yang berarti bahwa asumsi 
multikolinieritas sudah terpenuhi atau sudah tidak ada lagi hubungan 
antar variabel independen (James, dkk., 2014). 
 
4.7.2. Pengujian Asumsi Autokorelasi 
Durbin Watson digunakan untuk mengetahui apakah masih 
terdapat keterkaitan antar galat. Nilai Durbin Watson untuk model 
kombinasi Generalized Least Square dan Ridge Regression dengan 
menggunakan fungsi autokorelasi Prais Winsten disajikan pada 
Tabel 4.16. 
 
Tabel 4.16. Nilai Durbin Watson Kombinasi RR dan GLS dengan 




2,1064 1,9605 1,4288 
 
Nilai Durbin Watson  pada Tabel 4.16 menunjukan angka sebesar 
2,1064 dimana nilai tersebut sudah berada di atas nilai DU. Hal 
tersebut menunjukkan bahwa asumsi non autokorelasi berhasil 
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terpenuhi atau keterkaitan antar galat sudah tertangani (Draper dan 
Smith, 1998). 
 
4.8. Pengujian Signifikansi Kombinasi RR dan GLS dengan 
Metode Cochrane Orcutt Iterative 
     Setelah pendugaan paramater sudah didapatkan dan data sudah 
memenuhi asumsi klasik, selanjutnya akan dilakukan uji signifikansi. 
Uji signifikansi terbagi menjadi dua yaitu uji signifikansi simultan 
dan uji signifikansi parsial. Uji signifikansi simultan digunakan 
untuk mengetahui apakah terdapat satu atau lebih negara yang 
berpengaruh untuk menduga jumlah kasus COVID-19 di ASEAN. 
Kemudian dilanjutkan dengan uji parsial untuk mengetahui negara-
negara mana saja yang secara signifikan berpengaruh terhadap 
jumlah kasus COVID-19 di ASEAN. 
 
4.8.1. Pengujian Signifikansi Simultan 
           Pengujian signifikansi parameter secara simultan digunakan 
untuk mengetahui apakah terdapat pengaruh dari satu atau lebih 
variabel independen terhadap variabel dependen . Pengujian 
parameter secara simultan dapat dilakukan dengan menggunakan uji 
F dengan hipotesis sebagai berikut: 
𝐻0  : 𝛽0 = 𝛽1 = ⋯ = 𝛽𝑝 = 0  vs     
𝐻1  :∃ 𝛽𝑗 ≠ 0 
 
 Hasil dari uji simultan dengan 𝐹(0.005,10,80) = 1,951 disajikan 
pada Tabel 4.17 sebagai berikut: 
 
Tabel 4.18. Hasil Uji Simultan Cocchrane Ocutt Iterative 
F hit Fpvalue 
872,849 < 0.001∗∗∗ 
(∗∗∗) Signifikan pada 𝛼 = 0,05  
Berdasarkan Tabel 4.17, menunjukkan hasil uji signifikansi secara 
simultan diperoleh bahwa nilai F hitung sebesar 872,849 dimana 
nilai tersebut lebih besar dibandingkan dengan  nilai 𝐹(0.005,10,80) 
sebesar 1,951. Selain dilihat dari F hitung, pvalue dari statistik uji F, 
dimana menunjukan nilai sebesar < 0.001 dan angka tersebut lebih 
kecil daripada 𝛼 (0,05) yang berarti keputusan tolak 𝐻0 (Hines dan 
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Montgomery, 1990). Dapat disimpulkan bahwa terdapat satu atau 
lebih negara di kawasan ASEAN yang mempengaruhi jumlah kasus 
COVID-19 di ASEAN secara keseluruhan. Untuk mengetahui 
negara-negara mana saja yang berpengaruh signifikan, akan 
dilakukan uji signifikansi parsial dengan menggunakan uji t. 
 
4.8.2. Pengujian Signifikansi Parsial 
           Pengujian signifikansi parameter secara parsial digunakan 
untuk mengetahui pengaruh dari masing-masing variabel independen 
terhadap variabel dependen. Pengujian parameter secara parsial dapat 
dilakukan dengan menggunakan uji t dengan hipotesis sebagai 
berikut: 
𝐻0  : 𝛽𝑗 = 0  vs     
𝐻1  : 𝛽𝑗 ≠ 0 
 
 Hasil dari uji parsial dengan 𝑡(0.025,81) = 2,283 disajikan pada 
Tabel 4.18. 
 
Tabel 4.18. Hasil Uji Parsial Cocchrane Orcutt Iterative 
Variabel Nilai p 
















 (∗∗∗) Signifikan pada 𝛼 = 0,05  
Setelah dilakukan uji signifikansi simultan pada Tabel 4.17, 
didapatkan informasi bahwa terdapat paling tidak terdapat satu 
negara di kawasan ASEAN yang berpengaruh terhadap jumlah kasus 
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COVID-19 di ASEAN secara keseluruhan.. Berdasarkan Tabel 4.18, 
dapat ditarik kesimpulan bahwa negara Indonesia (𝑋1) , 
Malaysia(𝑋2), Vietnam(𝑋5) , Thailand(𝑋6), dan Myanmar(𝑋8) 
berpengaruh signifikan terhadap jumlah kasus COVID-19 di ASEAN 
dilihat dari nilai p kurang dari nilai 𝛼 (0,05). (Kutner, dkk., 2004). 
 
4.9. Pengujian Signifikansi Kombinasi RR dan GLS dengan 
Metode Prais Winsten 
  Setelah pendugaan paramater sudah didapatkan dan data sudah 
memenuhi asumsi klasik, selanjutnya akan dilakukan uji signifikansi. 
Uji signifikansi terbagi menjadi dua yaitu uji signifikansi simultan 
dan uji signifikansi parsial. Uji signifikansi simultan digunakan 
untuk mengetahui apakah terdapat satu atau lebih negara yang 
berpengaruh untuk menduga jumlah kasus COVID-19 di ASEAN. 
Kemudian dilanjutkan dengan uji parsial untuk mengetahui negara-
negara mana saja yang secara signifikan berpengaruh terhadap 
jumlah kasus COVID-19 di ASEAN. 
 
4.9.1. Pengujian Signifikansi Simultan 
           Pengujian signifikansi parameter secara simultan digunakan 
untuk mengetahui apakah terdapat pengaruh dari satu atau lebih 
variabel independen terhadap variabel dependen . Pengujian 
parameter secara simultan dapat dilakukan dengan menggunakan uji 
F dengan hipotesis sebagai berikut: 
𝐻0  : 𝛽0 = 𝛽1 = ⋯ = 𝛽𝑝 = 0  vs     
𝐻1  :∃ 𝛽𝑗 ≠ 0 
 
 Hasil dari uji simultan dengan 𝐹(0.05,10,81) = 1,9497 disajikan 
pada Tabel 4.18 sebagai berikut: 
 
Tabel 4.19. Hasil Uji Simultan Prais Winsten 
F hit Fpvalue 
808,572 < 0.001∗∗∗ 
(∗∗∗) Signifikan pada 𝛼 = 0,05  
Berdasarkan Tabel 4.19, menunjukkan hasil uji signifikansi secara 
simultan diperoleh bahwa nilai F hitung sebesar 808,572 dimana 
nilai tersebut lebih besar dibandingkan dengan  nilai 𝐹(0.05,10,81) 
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sebesar 1,9497. Selain dilihat dari F hitung, pvalue dari statistik uji F 
menunjukan nilai sebesar < 0.001 dimana angka tersebut lebih kecil 
dari 𝛼 (0,05) yang berarti keputusan tolak 𝐻0 (Hines dan 
Montgomery, 1990). Dapat disimpulkan bahwa terdapat satu atau 
lebih negara di kawasan ASEAN yang mempengaruhi jumlah kasus 
COVID-19 di ASEAN secara keseluruhan. Untuk mengetahui 
negara-negara mana saja yang berpengaruh signifikan, akan 
dilakukan uji signifikansi parsial dengan menggunakan uji t. 
 
4.9.2. Pengujian Signifikansi Parsial 
           Pengujian signifikansi parameter secara parsial digunakan 
untuk mengetahui pengaruh dari masing-masing variabel independen 
terhadap variabel dependen dengan hipotesis sebagai berikut: 
𝐻0  : 𝛽𝑗 = 0  vs     
𝐻1  : 𝛽𝑗 ≠ 0 
 
 Hasil dari uji parsial dengan 𝑡(0.025,82) = 2,883 disajikan pada 
Tabel 4.20 sebagai berikut: 
 
Tabel 4.20. Hasil Uji Parsial Prais Winsten 
Variabel Nilai p 
















(∗∗∗) Signifikan pada 𝛼 = 0,05  
Setelah dilakukan uji signifikansi simultan pada Tabel 4.19, 
didapatkan informasi bahwa terdapat paling tidak terdapat satu 
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negara di kawasan ASEAN yang berpengaruh terhadap jumlah kasus 
COVID-19 di ASEAN secara keseluruhan. Berdasarkan Tabel 4.20, 
dapat ditarik kesimpulan bahwa negara Indonesia (𝑋1) , 
Malaysia(𝑋2), Vietnam(𝑋5) , Thailand(𝑋6), dan Myanmar(𝑋8) 
berpengaruh signifikan terhadap jumlah kasus COVID-19 di ASEAN 
dilihat dari nilai p kurang dari nilai 𝛼 (0,05). (Kutner, dkk., 2004). 
 
4.9. Uji Kebaikan Model 
 Nilai VIF dan Nilai Durbin Watson merupakan dua komponen 
untuk melihat kebaikan model pada model yang melanggar asumsi 
non multikolinieritas dan non autokorelasi. Dalam membandingkan 
nilai VIF pada kombinasi Ridge Regression dan Generalized Least 
Square dengan nilai fungsi autokorelasi menggunakan Cocchrane 
Orcutt Iterative dan Prais Winsten ditunjukkan pada Tabel 4.21. 
 
Tabel 4.21. Nilai VIF Dua Model 
Variabel Independen Nilai VIF 
Cochrane Orcutt 
Iterative 
Nilai VIF Prais 
Winsten 
𝑿𝟏 1,298 1,359 
𝑿𝟐 1,222 1,194 
𝑿𝟑 1,098 1,086 
𝑿𝟒 1,051 1,053 
𝑿𝟓 1,088 1,057 
𝑿𝟔 1,099 1,089 
𝑿𝟕 1,189 1,289 
𝑿𝟖 1,049 1,077 
𝑿𝟗 1,195 1,086 
𝑿𝟏𝟎 1,079 1,080 
 
Tabel 4.21 disajikan nilai perbandingan antara dua model kombinasi, 
terilihat bahwa nilai VIF model kombinasi menggunakan fungsi 
Cocchrane Orcutt Iterative maupun Prais Winsten sama-sama 
menunjukan nilai VIF hampir mendekati satu. Hal ini menunjukan 
bahwa kedua model sama baiknya dalam menangani asumsi 
multikolinieritas. Dalam membandingkan nilai Durbin Watson pada 
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kombinasi Ridge Regression dan Generalized Least Square dengan 
nilai fungsi autokorelasi menggunakan Cocchrane Orcutt Iterative 
dan Prais Winsten ditunjukkan pada Tabel 4.22. 
 
Tabel 4.22. Nilai Durbin Watson Dua Model 






2,1839 1,9077 1,4244 
Prais Winsten 2,1064 1,9605 1,4288 
 
Tabel 4.22 disajikan nilai perbandingan antara dua model kombinasi, 
terilihat bahwa nilai Durbin Watson pada kedua model dapat 
menangani autokorelasi dengan baik. Namun jika dilihat dari nilai 
tersebut, model kombinasi dengan Cocchrane Orcutt Iterative 
memiliki nilai Durbin Watson yang lebih besar, hal tersebu 
menunjukan bahwa model kombinasi Cocchrane Orcutt Iterative 
lebih baik dalam menangani asumsi autokorelasi. 
 
 Model regresi dikatakan layak digunakan sebagai model 
prediksi apabila memiliki nilai 𝑅2𝐴𝑑𝑗  yang besar dan nilai MSE yang 
kecil. Untuk membandingkan, model terbaik pada kombinasi Ridge 
Regression dan Generalized Least Square dengan nilai fungsi 
autokorelasi menggunakan Cocchrane Orcutt Iterative dan Prais 



























MSE 6,781 6,890 
𝑹𝟐𝑨𝒅𝒋 0,954 0,953 
  
 Berdasarkan Tabel 4.21 dapat disimpulkan bahwa jumlah kasus 
COVID-19 di setiap negara – negara persemakmuran ASEAN 
berpengaruh secara simultan terhadap jumlah kasus COVID-19 di 
ASEAN secara keseluruhan, yaitu sebesar 95% dan 5% sisanya 
dipengaruhi oleh faktor lain untuk model kombinasi Ridge 
Regression dan Generalized Least Square baik menggunakan fungsi 
autokorelasi Prais Winsten maupun Cocchrane Orcutt Iterative.  
 Kedua model kombinasi sama-sama baik dalam menduga 
jumlah kasus harian COVID di ASEAN. Namun, jika dilihat dari 
nilai  
𝑅2𝐴𝑑𝑗  terbesar dan nilai MSE terkecil, berdasarkan Tabel 4.22 dapat 
diambil keputusan bahwa model kombinasi terbaik yaitu model 
kombinasi Ridge Regression dan Generalized Least Square dengan 
menggunakan fungsi autokorelasi Cocchrane Orcutt Iterative dengan 
nilai 𝑅2𝐴𝑑𝑗  sebesar 0,954 dan MSE sebesar 6,781. Namun, 
perbedaan nilai dari kedua model tidak terpaut signifikan. Oleh 
karena itu, model kombinasi dengan menggunakan fungsi 
autokorelasi Prais Winsten maupun Cocchrane Orcutt Iterative sama 
– sama dapat digunakan untuk menduga jumlah kasus harian positif 
COVID-19 di ASEAN. 
4.10. Interpretasi Model 
 Berdasarkan pemilihan model terbaik yang didasari oleh nilai 
𝑅2𝐴𝑑𝑗  terbesar dan nilai MSE paling rendah, didapatkan model 
kombinasi Ridge Regression dan Generalized Least Square 
75 
 
menggunakan fungsi autokorelasi Cocchrane Orcutt Iterative  
dengan model yang disajikan pada persamaan (4.14).  
 ?̂?𝐺𝐿𝑆𝑅𝐼𝐷𝐺𝐸  = 0,380 + 0,570𝑋1 + 0,148𝑋2 + 0,008 𝑋3 +
0,004𝑋4  + 0,116𝑋5 + 0,021𝑋6 − 0,000𝑋7 +
0,090𝑋8 − 0,297𝑋9 + 0,000𝑋10 
Pada hasil pengujian signifikansi parameter secara parsial dapat 
diperoleh informasi bahwa Negara Indonesia (𝑋1), Malaysia (𝑋2), 
Vietnam (𝑋5), Thailand (𝑋6) dan Myanmar (𝑋8) berpengaruh 
signifikan terhadap jumlah kasus COVID-19 di ASEAN yang dilihat 
dari nilai p kurang dari nilai 𝛼 (0,05). Model kombinasi Ridge 
Regression dan Generalized Least Square yang signifikan disajikan 
pada persamaan (4.15).   
 
?̂?𝐺𝐿𝑆𝑅𝐼𝐷𝐺𝐸 = 0,380 + 0,570𝑋1 + 0,148𝑋2  + 0,116𝑋5 +
0,021𝑋6 + 0,090𝑋8 
Berdasarkan pendugaan model regresi pada persamaan (4.15), 
diperoleh beberapa kesimpulan sebagai berikut. 
1. Koefisien regresi variabel Indonesia bernilai positif, artinya 
adalah pada saat jumlah kasus harian aktif di Indonesia naik, 
maka jumlah kasus harian aktif di ASEAN juga akan mengalami 
kenaikan. Setiap kenaikan 100 kasus COVID-19 di Indonesia,  
kasus COVID-19 di ASEAN akan meningkat sebesar 57 kasus 
dengan asumsi bahwa kasus harian COVID-19 di negara-negara 
ASEAN lain dianggap konstan. 
 
2. Koefisien regresi variabel Malaysia bernilai positif, artinya 
adalah pada saat jumlah kasus harian aktif di Malaysia naik, 
maka jumlah kasus harian aktif di ASEAN juga akan mengalami 
kenaikan. Setiap kenaikan 100 kasus COVID-19 di Malaysia,  
kasus COVID-19 di ASEAN akan meningkat sebesar 14 kasus 
dengan asumsi bahwa kasus harian COVID-19 di negara-negara 
ASEAN lain dianggap konstan. 
 
3. Koefisien regresi variabel Vietnam bernilai positif, artinya 
adalah pada saat jumlah kasus harian aktif di Vietnam naik, 







kenaikan. Setiap kenaikan 100 kasus COVID-19 di Vietnam,  
kasus COVID-19 di ASEAN akan meningkat sebesar 11 kasus 
dengan asumsi bahwa kasus harian COVID-19 di negara-negara 
ASEAN lain dianggap konstan.  
 
4. Koefisien regresi variabel Thailand bernilai positif, artinya 
adalah pada saat jumlah kasus harian aktif di Thailand naik, 
maka jumlah kasus harian aktif di ASEAN juga akan mengalami 
kenaikan. Setiap kenaikan 100 kasus COVID-19 di Thailand,  
kasus COVID-19 di ASEAN akan meningkat sebesar 2 kasus 
dengan asumsi bahwa kasus harian COVID-19 di negara-negara 
ASEAN lain dianggap konstan.  
 
5. Koefisien regresi variabel Myanmar bernilai positif, artinya 
adalah pada saat jumlah kasus harian aktif di Myanmar naik, 
maka jumlah kasus harian aktif di ASEAN juga akan mengalami 
kenaikan. Setiap kenaikan 100 kasus COVID-19 di Myanmar,  
kasus COVID-19 di ASEAN akan meningkat sebesar 9 kasus 
dengan asumsi bahwa kasus harian COVID-19 di negara-negara 
ASEAN lain dianggap konstan.  
 
Penelitian ini menunjukkan bahwa jika terdapat permasalahan 
pada data seperti multikolinieritas dan autokorelasi, maka nilai duga 
parameter yang didapatkan bersifat bias. Penggunaan Ordinary Least 
Square tidak akan efektif untuk menduga parameter data tersebut. 
Hal ini ditunjukkan pada saat menduga model menggunakan metode 
Ordinary Least Square, hasil yang didapatkan menunjukkan bahwa 
Negara Vietnam signifikan dalam mempengaruhi jumlah kenaikan 
positif COVID-19 di ASEAN yang mana seharusnya jumlah rata-rata 
penyebaran virus di negara tersebut sangatlah kecil dibandingkan 
dengan negara-negara lainnya. Dengan mengkombinasikan metode 
Ridge Regression dan Generalized Least Square, hasil pendugaan 
parameter yang didapatkan sesuai dengan apa yang disajikan pada 
Tabel 4.1, dimana negara- negara yang memiliki rata-rata kasus 







Berdasarkan model terbaik yang diperoleh pada persamaan 
(4.17), Negara Indonesia berpengaruh signifikan terhadap kenaikan 
jumlah kasus positif COVID-19 di ASEAN. Nilai tersebut dapat 
diinterpretasikan bahwa pada saat jumlah kasus harian aktif di 
Indonesia meningkat, maka jumlah kasus harian aktif di ASEAN 
juga akan mengalami kenaikan. Setiap kenaikan 100 kasus COVID-
19 di Indonesia,  kasus COVID-19 di ASEAN akan meningkat 
sebesar 57 kasus dengan asumsi bahwa kasus harian COVID-19 di 
negara-negara ASEAN lain dianggap konstan. Hasil penelitian ini 
sejalan dengan hasil yang didapatkan pada Analisis Deskriptif yang 
disajikan pada Tabel 4.1 bahwa jumlah rata - rata kasus penyebaran 
virus di Indonesia adalah kasus tertinggi di ASEAN, yaitu sebanyak 
6.388 kasus pada periode bulan November hingga Januari 2021. 
 
4.10.2. Malaysia 
Berdasarkan model terbaik yang terbentuk pada persamaan 
(4.17), Negara Malaysia berpengaruh signifikan terhadap kenaikan 
jumlah kasus positif COVID-19 di ASEAN. Nilai tersebut dapat 
diinterpretasikan bahwa pada saat jumlah kasus harian aktif di 
Malaysia meningkat, maka jumlah kasus harian aktif di ASEAN juga 
akan mengalami kenaikan. Setiap kenaikan 100 kasus COVID-19 di 
Malaysia,  kasus COVID-19 di ASEAN akan meningkat sebesar 14 
kasus dengan asumsi bahwa kasus harian COVID-19 di negara-
negara ASEAN lain dianggap konstan. Hasil penelitian ini sesuai 
dengan Analisis Deskriptif pada Tabel 4.1 bahwa jumlah rata – rata 
kasus penyebaran virus di Malaysia berada pada urutan nomor 2 




Berdasarkan model terbaik yang didapatkan pada persamaan 
(4.17), Negara Vietnam berpengaruh signifikan terhadap kenaikan 
jumlah kasus positif COVID-19 di ASEAN. Nilai tersebut dapat 
diinterpretasikan bahwa pada saat jumlah kasus harian aktif di 
Vietnam meningkat, maka jumlah kasus harian aktif di ASEAN juga 
akan mengalami kenaikan. Setiap kenaikan 100 kasus COVID-19 di 
Vietnam,  kasus COVID-19 di ASEAN akan meningkat sebesar 11 
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kasus dengan asumsi bahwa kasus harian COVID-19 di negara-
negara ASEAN lain dianggap konstan. Hasil penelitian ini sejalan 
dengan hasil yang didapatkan pada Analisis Deskriptif pada Tabel 
4.1 bahwa jumlah rata - rata kasus penyebaran virus di Vietnam 
merupakan salah satu dari lima adalah negara dengan kasus tertinggi 
di ASEAN yaitu sebanyak 1.573 kasus pada periode bulan 
November hingga Januari 2021. 
 
4.10.4. Myanmar 
Berdasarkan model terbaik yang didapatkan pada persamaan 
(4.17), Negara Myanmar berpengaruh signifikan terhadap kenaikan 
jumlah kasus positif COVID-19 di ASEAN. Nilai tersebut dapat 
diinterpretasikan bahwa pada saat jumlah kasus harian aktif di 
Myanmar meningkat, maka jumlah kasus harian aktif di ASEAN 
juga akan mengalami peningkatan. Setiap kenaikan 100 kasus 
COVID-19 di Myanmar,  kasus COVID-19 di ASEAN akan 
meningkat sebesar 9 kasus dengan asumsi bahwa kasus harian 
COVID-19 di negara-negara ASEAN lain dianggap konstan. Hasil 
penelitian ini sejalan dengan hasil pada Analisis Deskriptif pada 
Tabel 4.1 bahwa jumlah rata - rata kasus penyebaran virus di 
Myanmar merupakan salah satu yang terbesar yaitu sebanyak 951 
kasus pada periode bulan November hingga Januari 2021. 
 
4.10.5. Thailand 
Berdasarkan model terbaik yang terbentuk pada persamaan 
(4.17), Negara Thailand berpengaruh signifikan terhadap kenaikan 
jumlah kasus positif COVID-19 di ASEAN. Nilai tersebut dapat 
diinterpretasikan bahwa pada saat jumlah kasus harian aktif di 
Thailand meningkat, maka jumlah kasus harian aktif di ASEAN juga 
akan mengalami peningkatan. Setiap kenaikan 100 kasus COVID-19 
di Thailand,  kasus COVID-19 di ASEAN akan meningkat sebesar 2 
kasus dengan asumsi bahwa kasus harian COVID-19 di negara-
negara ASEAN lain dianggap konstan. Hasil penelitian ini sesuai 
dengan Analisis Deskriptif yang disajikan pada Tabel 4.1 bahwa 
jumlah rata – rata kasus penyebaran virus di Thailand merupakan 
salah satu yang tertinggi yaitu sebear 195 kasus pada periode bulan 




Berdasarkan model kombinasi yang terbentuk pada persamaan 




Gambar 4.4. Peta Nilai Duga Kasus COVID-19 ASEAN 
 
Gambar 4.4 menunjukkan wilayah dengan zona berwarna merah 
berarti wilayah yang memiliki nilai duga yang tinggi terhadap jumlah 
keseluruhan kasus COVID-19 di ASEAN. Wilayah dengan warna 
jingga adalah wilayah yang memiliki nilai duga yang sedang 
terhadap jumlah keseluruhan kasus COVID-19 dan untuk wilayah 
dengan warna kuning adalah wilayah yang memiliki nilai duga yang 
rendah terhadap jumlah keseluruhan kasus COVID-19 di ASEAN. 
Indonesia merupakan wilayah dengan warna merah dengan rata-rata 
nilai duga sebesar 4.139 kasus. Vietnam dan Malaysia merupakan 
wilayah berwarna jingga dengan rata-rata nilai duga berturut-turut 
sebesar 182 dan 204 kasus. Myanmar dan Thailand merupakan 
negara dengan wilayah berwarna kuning dengan rata-rata nilai duga 






















KESIMPULAN DAN SARAN 
 
5.1. Kesimpulan 
 Berdasarkan hasil dan pembahasan dapat diambil kesimpulan 
bahwa: 
1. Model kombinasi Ridge Regression dan Generalized Least 
Square yang terbentuk dengan menggunakan metode pendugaan 
nilai koefisien autokorelasi Cocchrane Orcutt Iterative adalah 
sebagai berikut. 
 
 ?̂?𝐺𝐿𝑆𝑅𝐼𝐷𝐺𝐸 = 0,380 + 0,570𝑋1 + 0,148𝑋2 + 0,008 𝑋3 +
                        0,004𝑋4  + 0,116𝑋5 + 0,021𝑋6 − 0,000𝑋7 +
                           0,090𝑋8 − 0,297𝑋9 + 0,000𝑋10 
Model kombinasi Ridge Regression dan Generalized Least 
Square yang terbentuk dengan menggunakan metode pendugaan 
nilai koefisien autokorelasi Prais Winsten adalah sebagai berikut. 
 
 ?̂?𝐺𝐿𝑆𝑅𝐼𝐷𝐺𝐸 = 0,480 + 0,567𝑋1 + 0,145𝑋2 + 0,007 𝑋3 +
                        0,003𝑋4  + 0,114𝑋5 + 0,020𝑋6 − 0,000𝑋7 +
                           0,097𝑋8 − 0,297𝑋9 + 0,000𝑋10 
2. Nilai VIF yang didapatkan pada kedua model kombinasi 
menunjukkan nilai disekitar hampir mendekati satu. Nilai statistik 
Durbin Watson yang didapatkan dari model kombinasi  Ridge 
Regression dan Generalized Least Square dengan menggunakan 
fungsi autokorelasi Cocchrane Orcutt Iterative memiliki nilai 
lebih tinggi yaitu sebesar 2,3189. 𝑅2𝐴𝑑𝑗  tertinggi dan nilai MSE 
paling rendah dimiliki oleh model kombinasi Ridge Regression 
dan Generalized Least Square dengan menggunakan fungsi 
autokorelasi Cocchrane Orcutt Iterative, yaitu sebesar 0,954 dan 
MSE sebesar 6,781. Kedua model kombinasi menunjukan sama 
baiknya dalam menangani kasus multikolinieritas dan 
autokorelasi. Namun, model kombinasi dengan menggunakan 
fungsi autokorelasi Cocchrane Orcutt Iterative lebih baik jika 





1. Penelitian ini memiliki kekurangan pada penggunaan variabel 
dependen (𝑌) yang bersifat count. Oleh karena itu, untuk 
penelitian selanjutnya disarankan untuk mereduksi atau 
menambahkan variabel independen (𝑋) berupa negara-negara 
tetangga sekitar ASEAN seperti Bangladesh, Timor Leste, India, 
Tiongkok, Australia, dan Papua Nugini. 
2. Penelitian selanjutnya disarankan menggunakan data dengan 
periode waktu lebih panjang agar hasil yang didapatkan lebih 
representatif.  
3. Diharapkan kepada Satgas COVID-19 lebih sigap dalam 
memberikan himbauan kepada masyarakat mengenai protokol 
kesehatan yang harus diterapkan oleh masyarakat jika berpergian 
keluar rumah. 
4. Diharapkan agar seluruh masyarakat tidak melakukan kegiatan 
yang menimbulkan kerumunan dan berpergian ke luar rumah 
jika tidak diperlukan karena besarnya kasus harian COVID-19 di 
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Lampiran 1. Data Penelitian 
Indonesia Malaysia Singapura Brunei Vietnam Thailand 
2696.00 957.00 4.00 0.00 2384.00 3.00 
2618.00 834.00 1.00 0.00 2287.00 10.00 
2973.00 1054.00 9.00 0.00 1761.00 7.00 
3356.00 1032.00 7.00 0.00 976.00 6.00 
4065.00 1009.00 7.00 0.00 1588.00 8.00 
3778.00 1755.00 4.00 0.00 2084.00 12.00 
4262.00 1168.00 7.00 0.00 2152.00 7.00 
3880.00 852.00 2.00 0.00 2434.00 3.00 
2853.00 972.00 8.00 0.00 2054.00 4.00 
3779.00 869.00 9.00 0.00 1300.00 3.00 
3770.00 822.00 18.00 0.00 1667.00 5.00 
4173.00 919.00 11.00 0.00 1404.00 9.00 
5444.00 1304.00 12.00 0.00 1893.00 5.00 
5272.00 1114.00 2.00 0.00 1624.00 8.00 
4106.00 1208.00 3.00 0.00 1501.00 1.00 
3535.00 1103.00 5.00 0.00 1736.00 3.00 
3807.00 1210.00 6.00 0.00 1144.00 2.00 
4265.00 660.00 5.00 0.00 1379.00 8.00 
4798.00 1290.00 4.00 0.00 1333.00 4.00 
4792.00 958.00 4.00 0.00 1637.00 7.00 
4998.00 1041.00 5.00 0.00 1966.00 23.00 
4360.00 1091.00 12.00 0.00 1796.00 0.00 
4442.00 1884.00 18.00 0.00 1108.00 0.00 
4192.00 2188.00 18.00 0.00 1193.00 16.00 
5534.00 970.00 7.00 0.00 1382.00 19.00 
4917.00 935.00 5.00 0.00 1621.00 5.00 
5828.00 1109.00 4.00 0.00 1879.00 11.00 
5418.00 1315.00 6.00 0.00 2067.00 21.00 
6267.00 1309.00 8.00 0.00 1766.00 10.00 
4617.00 1212.00 5.00 0.00 1295.00 18.00 
5092.00 1472.00 10.00 1.00 1432.00 13.00 
5533.00 851.00 2.00 0.00 1056.00 14.00 
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Lampiran 1. Data Penelitian (Lanjutan) 
Indonesia Malaysia Singapura Brunei Vietnam Thailand 
8369.00 1075.00 9.00 0.00 932.00 19.00 
5803.00 1141.00 3.00 0.00 1724.00 21.00 
6027.00 1123.00 13.00 0.00 1765.00 19.00 
6089.00 1335.00 5.00 0.00 1566.00 25.00 
5754.00 1600.00 13.00 0.00 1386.00 18.00 
5292.00 1012.00 12.00 0.00 1379.00 11.00 
6058.00 959.00 6.00 1.00 1376.00 12.00 
6033.00 2234.00 6.00 0.00 1499.00 17.00 
6310.00 1810.00 8.00 0.00 1292.00 28.00 
6388.00 1937.00 8.00 0.00 1061.00 9.00 
6189.00 1229.00 7.00 0.00 1333.00 15.00 
5489.00 1371.00 5.00 0.00 1149.00 20.00 
6120.00 1772.00 16.00 0.00 1459.00 16.00 
6725.00 1220.00 12.00 0.00 2115.00 34.00 
7354.00 1683.00 24.00 0.00 1482.00 576.00 
6689.00 1153.00 9.00 0.00 1716.00 382.00 
7751.00 1340.00 17.00 0.00 1310.00 427.00 
6982.00 2018.00 19.00 0.00 1189.00 46.00 
6848.00 2062.00 10.00 0.00 1720.00 67.00 
6347.00 1348.00 29.00 0.00 1877.00 81.00 
7514.00 1581.00 21.00 0.00 1404.00 110.00 
7199.00 1247.00 13.00 0.00 881.00 1211.00 
7259.00 2335.00 14.00 0.00 764.00 144.00 
6740.00 1196.00 5.00 0.00 876.00 155.00 
6528.00 1594.00 16.00 0.00 1006.00 250.00 
5854.00 1925.00 13.00 0.00 1532.00 194.00 
7903.00 1870.00 27.00 5.00 1756.00 279.00 
8002.00 2525.00 30.00 0.00 1096.00 216.00 
8072.00 2068.00 30.00 0.00 1754.00 216.00 
7203.00 2295.00 33.00 0.00 1096.00 315.00 
6877.00 1704.00 35.00 15.00 891.00 745.00 
6753.00 1741.00 24.00 0.00 954.00 527.00 
89 
 
Lampiran 1. Data Penelitian (Lanjutan) 
Indonesia Malaysia Singapura Brunei Vietnam Thailand 
7445.00 2027.00 28.00 0.00 932.00 365.00 
8854.00 2593.00 31.00 0.00 1044.00 305.00 
9321.00 3027.00 33.00 1.00 1346.00 205.00 
10617.00 2643.00 23.00 0.00 1769.00 212.00 
10046.00 2451.00 29.00 0.00 1945.00 245.00 
9869.00 2176.00 48.00 0.00 1886.00 198.00 
9640.00 2433.00 42.00 0.00 1893.00 249.00 
8692.00 2232.00 22.00 0.00 2046.00 287.00 
10047.00 3309.00 17.00 1.00 1522.00 157.00 
11278.00 2985.00 38.00 0.00 1442.00 0.00 
11557.00 3337.00 45.00 0.00 1905.00 459.00 
12818.00 3211.00 30.00 0.00 2041.00 230.00 
14224.00 4029.00 24.00 0.00 2045.00 374.00 
11287.00 3339.00 30.00 0.00 1886.00 369.00 
9086.00 3306.00 14.00 0.00 2159.00 171.00 
10965.00 3631.00 30.00 0.00 1348.00 59.00 
12568.00 4008.00 40.00 0.00 1855.00 142.00 
11703.00 3170.00 38.00 1.00 1778.00 0.00 
13632.00 3631.00 15.00 0.00 2170.00 309.00 
12191.00 4275.00 10.00 0.00 1792.00 198.00 
11788.00 3346.00 48.00 1.00 1940.00 1146.00 
9994.00 3048.00 44.00 0.00 1377.00 0.00 
13094.00 3585.00 14.00 0.00 1170.00 819.00 
11948.00 3680.00 25.00 0.00 2241.00 756.00 
13695.00 4094.00 34.00 0.00 1168.00 1732.00 
13802.00 5725.00 24.00 0.00 1838.00 829.00 
14518.00 5298.00 58.00 0.00 2103.00 836.00 





Lampiran 1. Data Penelitian (Lanjutan) 
Myanmar Vietnam Kamboja Laos ASEAN 
699.00 0.00 1.00 0.00 6744.00 
1202.00 12.00 0.00 0.00 6964.00 
1197.00 10.00 0.00 0.00 7011.00 
1136.00 1.00 0.00 0.00 6514.00 
995.00 4.00 0.00 0.00 7676.00 
1342.00 5.00 2.00 0.00 8982.00 
1071.00 1.00 1.00 0.00 8669.00 
1029.00 0.00 2.00 0.00 8202.00 
598.00 2.00 3.00 0.00 6494.00 
1266.00 11.00 0.00 0.00 7237.00 
1212.00 26.00 1.00 0.00 7521.00 
1145.00 1.00 0.00 0.00 7662.00 
1136.00 3.00 1.00 0.00 9798.00 
1277.00 9.00 0.00 0.00 9306.00 
983.00 16.00 0.00 0.00 7818.00 
1167.00 2.00 1.00 0.00 7552.00 
1569.00 5.00 1.00 1.00 7745.00 
1592.00 12.00 0.00 0.00 7921.00 
1560.00 4.00 1.00 0.00 8994.00 
1532.00 1.00 1.00 0.00 8932.00 
1434.00 1.00 1.00 0.00 9469.00 
1398.00 1.00 0.00 0.00 8658.00 
1259.00 5.00 0.00 0.00 8716.00 
1731.00 4.00 1.00 0.00 9343.00 
1330.00 10.00 0.00 0.00 9252.00 
1639.00 8.00 0.00 0.00 9130.00 
1428.00 2.00 1.00 0.00 10262.00 
1344.00 2.00 7.00 0.00 10180.00 
1509.00 4.00 8.00 0.00 10881.00 
1227.00 4.00 3.00 0.00 8381.00 
1476.00 7.00 3.00 0.00 9506.00 
1411.00 3.00 2.00 0.00 8872.00 
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Lampiran 1. Data Penelitian (Lanjutan) 
Myanmar Vietnam Kamboja Laos ASEAN 
1418.00 0.00 4.00 0.00 11826.00 
1502.00 4.00 10.00 0.00 10208.00 
1527.00 1.00 1.00 0.00 10476.00 
1108.00 1.00 2.00 0.00 10131.00 
1276.00 10.00 2.00 0.00 10059.00 
1308.00 4.00 4.00 2.00 9024.00 
1427.00 4.00 4.00 0.00 9847.00 
1321.00 6.00 2.00 0.00 11118.00 
1376.00 4.00 1.00 0.00 10829.00 
1352.00 2.00 0.00 0.00 10757.00 
1127.00 5.00 2.00 0.00 9907.00 
1170.00 3.00 0.00 0.00 9207.00 
1155.00 0.00 3.00 0.00 10541.00 
1233.00 2.00 0.00 0.00 11341.00 
1182.00 3.00 0.00 0.00 12304.00 
1116.00 1.00 0.00 0.00 11066.00 
989.00 2.00 0.00 0.00 11836.00 
947.00 1.00 1.00 0.00 11203.00 
848.00 6.00 0.00 0.00 11561.00 
964.00 1.00 0.00 0.00 10647.00 
923.00 11.00 0.00 0.00 11564.00 
919.00 7.00 0.00 0.00 11477.00 
758.00 1.00 0.00 0.00 11275.00 
734.00 1.00 1.00 0.00 9708.00 
606.00 10.00 0.00 0.00 10010.00 
648.00 3.00 0.00 0.00 10169.00 
619.00 2.00 2.00 0.00 12463.00 
587.00 9.00 12.00 0.00 12477.00 
412.00 9.00 1.00 0.00 12562.00 
574.00 8.00 2.00 0.00 11526.00 
729.00 12.00 1.00 0.00 11009.00 
590.00 7.00 0.00 0.00 10596.00 
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Lampiran 1. Data Penelitian (Lanjutan) 
Myanmar Vietnam Kamboja Laos ASEAN 
649.00 1.00 1.00 0.00 11448.00 
594.00 4.00 2.00 0.00 13427.00 
594.00 3.00 1.00 0.00 14531.00 
711.00 1.00 4.00 0.00 15980.00 
566.00 1.00 0.00 0.00 15283.00 
449.00 2.00 7.00 0.00 14635.00 
555.00 1.00 1.00 0.00 14814.00 
582.00 5.00 6.00 0.00 13872.00 
551.00 1.00 13.00 0.00 15618.00 
523.00 10.00 15.00 0.00 16291.00 
605.00 5.00 10.00 0.00 17923.00 
513.00 1.00 3.00 0.00 18847.00 
491.00 0.00 0.00 0.00 21187.00 
449.00 2.00 2.00 0.00 17364.00 
477.00 1.00 7.00 0.00 15221.00 
448.00 4.00 5.00 0.00 16490.00 
478.00 2.00 3.00 0.00 19096.00 
445.00 2.00 0.00 0.00 17137.00 
425.00 1.00 2.00 0.00 20185.00 
507.00 0.00 0.00 0.00 18973.00 
476.00 1.00 2.00 0.00 18748.00 
383.00 2.00 0.00 0.00 14848.00 
411.00 8.00 0.00 0.00 19101.00 
434.00 98.00 3.00 3.00 19188.00 
350.00 6.00 0.00 0.00 21079.00 
363.00 110.00 1.00 0.00 22692.00 
349.00 50.00 2.00 0.00 23214.00 







Lampiran 2. Pendugaan Parameter OLS 
> #Pendugaan Parameter 
> regresi = lm(y~x1+x2+x3+x4+x5+x6+x7+x8+x9+x10, data) 
> summary(regresi) 
Call: 
lm(formula = y ~ x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8 + x9 +  
    x10, data = data) 
Residuals: 
    Min      1Q  Median      3Q     Max  
-1.6427 -0.5629 -0.1604  0.4475  3.2490  
 
Coefficients: 
                   Estimate Std. Error t value    Pr(>|t|)     
(Intercept)  0.61231    1.61172   0.380   0.7050     
x1               0.75625    0.01320  57.300  < 2e-16 *** 
x2               0.44277    0.02066  21.427  < 2e-16 *** 
x3              -0.11827    0.10090  -1.172   0.2446     
x4               0.01399    0.20791   0.067   0.9465     
x5               0.40466    0.01890  21.411  < 2e-16 *** 
x6               0.14229    0.01550   9.180  3.9e-14 *** 
x7               0.14228    0.06475   2.197   0.0309 *   
x8               0.27469    0.02592  10.597  < 2e-16 *** 
x9              -0.18297    0.45737  -0.400   0.6902     
x10            -0.09014    0.11037  -0.817   0.4165     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Residual standard error: 0.8689 on 80 degrees of freedom 
Multiple R-squared:  0.9979, Adjusted R-squared:  0.9977  
F-statistic:  3858 on 10 and 80 DF,  p-value: < 2.2e-16   
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Lampiran 3. Uji Asumsi Klasik 




> normal = rnorm(92) 
> jarque.bera.test(normal) 
 
 Jarque Bera Test 
 
data:  normal 
X-squared = 0.79416, df = 2, p-value = 0.6723 
 
> #Uji Homoskedastisitas 





 studentized Breusch-Pagan test 
 
data:  regresi 
BP = 12.398, df = 10, p-value = 0.2593 
 
> #Pengujian Asumsi Non-Multikoliniearitas 
> library(corpcor) 
> library(mctest) 
> imcdiag(regresi, method=NULL, na.rm=TRUE, corr=FALSE, 
vif=5, conf=0.95) 
Call: 
imcdiag(mod = regresi, method = NULL, na.rm = TRUE, corr = 
FALSE,  




Lampiran 3. Uji Asumsi Klasik (Lanjutan) 
All Individual Multicollinearity Diagnostics Result 
 
       VIF      
x1  6.6082  
x2  6.9281  
x3  2.8474  
x4  1.1510  
x5  1.1416  
x6  2.6184  
x7  1.4131  
x8  3.7296  
x9  1.1868  
x10 1.1825 
 
> #Uji Autokorelasi 
> dw.ols= dwtest(regresi, order.by = NULL, alternative = 
c("greater", "two.sided", "less"), 
+                exact = NULL, tol = 1e-10, data = list()) 
> dw.ols 
 
 Durbin-Watson test 
 
data:  regresi 
DW = 1.318, p-value = 8.895e-05 













Lampiran 4. Pendugaan Parameter Ridge Regression Metode Trace  





lmridge.default(formula = y ~ ., data = xridge, K = 0.02, scaling = 
"sc") 
 
Coefficients: for Ridge parameter K= 0.02  
                Estimate      StdErr           t-value          Pr(>|t|)     
Intercept  0.8724        2.5341           0.3447        0.731727 
x1             0.6953       0.0129          54.6043      <2e-16 *** 
x2             0.4693       0.0197          23.6795      <2e-16 *** 
x3             0.0168       0.1048            0.1535         0.8784     
x4            -0.1331       0.2343           -0.5687         0.5712     
x5             0.3959       0.0218          18.5948       <2e-16 *** 
x6             0.1645       0.0163            9.8851       <2e-16 *** 
x7             0.0974       0.0716            1.3651         0.1760     
x8             0.2249       0.0272            8.2373       <2e-16 *** 
x9            -0.0852       0.5158           -0.1655         0.8690     
x10            0.0382       0.1234            0.3076         0.7592     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Ridge Summary 
         R2      adj-R2    DF ridge           F         AIC         BIC  
   0.973400    0.970400    9.488860 2874.302807    9.652074  
443.965483  
Ridge minimum MSE= 158.9838 at K= 0.02  
P-value for F-test ( 9.48886 , 81.05466 ) = 2.677037e-98   
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Lampiran 5. Pendugaan Parameter GLS Metode Cocchrane  
Orcutt Iterative 
> #Mencari fungsi autokorelasi dengan Cochrane Orcut 
> library(orcutt) 
> nilaifungsiautokorelasi.cochraneorcutt = cochrane.orcutt(regresi) 
> summary(nilaifungsiautokorelasi.cochraneorcutt) 
Call: 
lm(formula = y ~ x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8 + x9 +  
    x10, data = data) 
 
              Estimate Std. Error t value Pr(>|t|)     
(Intercept)  0.8938001  1.6067201   0.556  0.57959     
x1           0.7831480  0.0126143  62.084  < 2e-16 *** 
x2           0.3930257  0.0137271  28.631  < 2e-16 *** 
x3           0.0838796  0.0669658   1.253  0.21406     
x4           0.0535172  0.1186993   0.451  0.65332     
x5           0.3486857  0.0158934  21.939  < 2e-16 *** 
x6           0.1461991  0.0100541  14.541  < 2e-16 *** 
x7           0.0048289  0.0462948   0.104  0.91719     
x8           0.3151650  0.0253766  12.419  < 2e-16 *** 
x9          -0.5225498  0.2790356  -1.873  0.06481 .   
x10         -0.0107931  0.0873979  -0.123  0.90203     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 0.654 on 79 degrees of freedom 
Multiple R-squared:  0.9918 ,  Adjusted R-squared:  0.9908 
F-statistic: 958.3 on 10 and 79 DF,  p-value: < 4.401e-78 
 
Durbin-Watson statistic  
(original):    1.31799 , p-value: 8.895e-05 







 Lampiran 6. Pendugaan Parameter GLS Prais Winsten 
> summary(nilaifungsiautokorelasi.praiswinsten) 
Call: 
prais_winsten(formula = y ~ x1 + x2 + x3 + x4 + x5 + x6 + x7 +  
    x8 + x9 + x10, data = data) 
 
Residuals: 
    Min      1Q  Median      3Q     Max  
-1.5131 -0.9094 -0.4603  0.4836  3.3082  
 
AR(1) coefficient rho after 18 Iterations: 0.7929 
 
Coefficients: 
             Estimate Std. Error t value Pr(>|t|)     
(Intercept)  2.046437   1.583789   1.292   0.2000     
x1           0.773945   0.012456  62.137   <2e-16 *** 
x2           0.391045   0.013941  28.050   <2e-16 *** 
x3           0.078833   0.067602   1.166   0.2470     
x4           0.059036   0.119729   0.493   0.6233     
x5           0.352109   0.016000  22.007   <2e-16 *** 
x6           0.146110   0.010189  14.340   <2e-16 *** 
x7          -0.010126   0.046667  -0.217   0.8288     
x8           0.309934   0.026008  11.917   <2e-16 *** 
x9          -0.541402   0.281744  -1.922   0.0582 .   
x10         -0.006882   0.088658  -0.078   0.9383     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 0.6706 on 80 degrees of freedom 
Multiple R-squared:  0.9921, Adjusted R-squared:  0.9911  
F-statistic: 999.2 on 10 and 80 DF,  p-value: < 2.2e-16 
 
Durbin-Watson statistic (original): 1.318  




Lampiran 7. Kombinasi Model RR-GLS dengan Fungsi Autokorelasi 
Cocchrane Orcutt Iterative 
> #Penduga Parameter 
>XCO = data.frame (x1_cochrane, x2_cochrane, x3_cochrane, 
x4_cochrane, x5_cochrane, x6_cochrane, x7_cochrane, 
x8_cochrane, x9_cochrane, x10_cochrane) 
> nilaibetaduga.ridge.oc = lmridge(y_cochrane~., data = XCO, 
scaling = "sc", K =0.02) 
> #Uji Signifikansi OC 
> summary.lmridge(nilaibetaduga.ridge.oc) 
Call: 
lmridge.default(formula = y_cochrane ~ ., data = XCO, K = 0.02,  
    scaling = "sc") 
Coefficients: for Ridge parameter K= 0.02  
                          Estimate    StdErr        t-value          Pr(>|t|)     
Intercept            0.6161       3.4912       0.17643        0.8607 
x1_cochrane      0.7550       0.0125       62.7611       <2e-16 *** 
x2_cochrane      0.3863       0.0136       27.8865       <2e-16 *** 
x3_cochrane      0.0917       0.0677         1.3665          0.1756     
x4_cochrane      0.0668       0.1175         0.5605          0.5767     
x5_cochrane      0.3417       0.0155       21.5478        <2e-16 *** 
x6_cochrane      0.1456       0.0101       14.3089        <2e-16 *** 
x7_cochrane     -0.0137       0.0443        -0.2933          0.7700     
x8_cochrane      0.3014        0.0250       11.5984        <2e-16 *** 
x9_cochrane     -0.5454       0.2782        -1.9546          0.0542 .   
x10_cochrane     0.0105       0.0848         0.1198          0.9049     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Ridge Summary 
       R2    adj-R2  DF ridge         F       AIC       BIC  
  0.95940   0.95480   9.76621 872.84997 -62.23688 367.15966  
Ridge minimum MSE= 6.781408 at K= 0.02  
P-value for F-test ( 9.76621 , 80.00632 ) = 5.37435e-77 
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Lampiran 8. Kombinasi Model RR-GLS dengan Fungsi Autokorelasi 
Prais Winsten 
 
> #Penduga Parameter 
>XPW = data.frame (x1_prais, x2_prais, x3_prais, x4_prais, 
x5_prais, x6_prais, x7_prais, x8_prais, x9_prais, x10_prais) 
> nilaibetaduga.ridge.pw = lmridge(y_prais~., data = XPW, scaling = 
"sc", K =0.02) 
> #Uji Signifikansi PW 
> summary.lmridge(nilaibetaduga.ridge.pw) 
Call: 
lmridge.default(formula = y_prais ~ ., data = XPW, K = 0.02,  
    scaling = "sc") 
Coefficients: for Ridge parameter K= 0.02  
                 Estimate       StdErr         t-value       Pr(>|t|)     
Intercept     0.6935        3.4950       0.19834       0.8435 
x1_prais      0.7533        0.0129      58.8986       <2e-16 *** 
x2_prais      0.3817       0.0138      27.6164        <2e-16 *** 
x3_prais      0.0887       0.0069       1.3398           0.1841     
x4_prais      0.0602       0.1160       0.5143           0.6085     
x5_prais      0.3395       0.0155      22.0244        <2e-16 *** 
x6_prais      0.1448       0.0098      14.4596        <2e-16 *** 
x7_prais     -0.0032       0.0055      -0.5474          0.5856     
x8_prais      0.3116        0.0261      11.5657       <2e-16 *** 
x9_prais     -0.5454       0.2782      -1.9546          0.0542 
x10_prais     0.0118       0.0801       0.1365          0.8918     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Ridge Summary 
       R2    adj-R2  DF ridge         F       AIC       BIC  
  0.95820   0.95360   9.76622 808.57203 -62.75716 366.63941  
Ridge minimum MSE= 6.890596 at K= 0.02  
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#Statistika Deskriptif 










y = data$ASEAN 
x1 = data$Indonesia 
x2 = data$Malaysia  
x3 = data$Singapura 
x4 = data$Brunei 
x5 = data$Vietnam 
x6 = data$Thailand 
x7 = data$Vietnam 
x8 = data$Myanmar 
x9 = data$Laos 
x10 = data$Kamboja 
 
#Pendugaan Parameter 























#Pengujian Asumsi Non-Multikoliniearitas 
library(corpcor) 
library(mctest) 




dw.ols= dwtest(regresi, order.by = NULL, alternative = c("greater", 
"two.sided", "less"), 
               iterations = 15, exact = NULL, tol = 1e-10, data = list()) 
dw.ols 
 
#Penduaan Parameter Ridge Regression dan Pengujian Asumsi 
Multikolinieritas 





#Mencari Nilai Tetapan Bias K Dengan Metode Ridge Trace 
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#Uji Asumsi Ridge Regression 
vif(nilaibetaduga.ridge3) 
residuals(nilaibetaduga.ridge3) 
dw.ridge = dwtest(nilaibetaduga.ridge3, order.by = NULL, 
alternative = c("greater", "two.sided", "less"), 
                  iterations = 15, exact = NULL, tol = 1e-10, data = list()) 
dw.ridge 
 
#Mencari fungsi autokorelasi dengan Cochrane Orcut 
library(orcutt) 
nilaifungsiautokorelasi.cochraneorcutt = cochrane.orcutt(regresi) 
summary(nilaifungsiautokorelasi.cochraneorcutt) 
rhoCO = 0.759099 
 
#Mencari fungsi autokorelasi dengen Prais Winstein 
library(prais) 
library(AER) 
nilaifungsiautokorelasi.praiswinsten = prais_winsten (y~ x1 + x2 + 
x3 + x4 + x5 + x6 + x7 + x8 + x9 + x10, data) 
summary(nilaifungsiautokorelasi.praiswinsten) 
rhoPW = 0.7929 
 
#Kombinasi Ridge Regression dan GLS (cochrane orcutt) 
#Transformasi Data CO 
y_data = matrix(y) 








Lampiran 9. Syntax R (Lanjutan) 
y_CO_1 = matrix(c(y_CO[-1],0)) 
y_transform_CO = y_data-y_CO_1 




x1_data = matrix(x1) 
x1_CO = matrix(x1*rhoCO) 
x1_CO_1 = matrix(c(x1_CO[-1],0)) 
x1_transform_CO = x1_data-x1_CO_1 




x2_data = matrix(x2) 
x2_CO = matrix(x2*rhoCO) 
x2_CO_1 = matrix(c(x2_CO[-1],0)) 
x2_transform_CO = x2_data-x2_CO_1 




x3_data = matrix(x3) 
x3_CO = matrix(x3*rhoCO) 
x3_CO_1 = matrix(c(x3_CO[-1],0)) 
x3_transform_CO = x3_data-x3_CO_1 




x4_data = matrix(x4) 
x4_CO = matrix(x4*rhoCO) 
x4_CO_1 = matrix(c(x4_CO[-1],0)) 
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x5_data = matrix(x5) 
x5_CO = matrix(x5*rhoCO) 
x5_CO_1 = matrix(c(x5_CO[-1],0)) 
x5_transform_CO = x5_data-x5_CO_1 




x6_data = matrix(x6) 
x6_CO = matrix(x6*rhoCO) 
x6_CO_1 = matrix(c(x6_CO[-1],0)) 
x6_transform_CO = x6_data-x6_CO_1 




x7_data = matrix(x7) 
x7_CO = matrix(x7*rhoCO) 
x7_CO_1 = matrix(c(x7_CO[-1],0)) 
x7_transform_CO = x7_data-x7_CO_1 




x8_data = matrix(x8) 
x8_CO = matrix(x8*rhoCO) 
x8_CO_1 = matrix(c(x8_CO[-1],0)) 
x8_transform_CO = x8_data-x8_CO_1 
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#X9 
x9_data = matrix(x9) 
x9_CO = matrix(x9*rhoCO) 
x9_CO_1 = matrix(c(x9_CO[-1],0)) 
x9_transform_CO = x9_data-x9_CO_1 




x10_data = matrix(x10) 
x10_CO = matrix(x10*rhoCO) 
x10_CO_1 = matrix(c(x10_CO[-1],0)) 
x10_transform_CO = x10_data-x10_CO_1 




XCO = data.frame (x1_cochrane, x2_cochrane, x3_cochrane, 
x4_cochrane, x5_cochrane, x6_cochrane, x7_cochrane,  
x8_cochrane, x9_cochrane, x10_cochrane) 
nilaibetaduga.ridge.oc = lmridge(y_cochrane~., data = XCO, scaling 
= "sc", K =0.02) 
 
#Uji Asumsi Ridge Regression 
vif(nilaibetaduga.ridge.oc) 
residuals(nilaibetaduga.ridge.oc) 
dw.oc= dwtest(nilaibetaduga.ridge.oc, order.by = NULL, alternative 
= c("greater", "two.sided", "less"), 
              iterations = 15, exact = NULL, tol = 1e-10, data = list()) 
dw.oc 
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#Kombinasi Ridge Regression dan GLS (prais winsten) 
#Transformasi Data PW 
y_data_2 = matrix(y) 
y_baris1 = matrix(y_data_2*sqrt(1-(rhoPW)^2)) 
y_baris1_2 = matrix(c(y_baris1[1])) 
y_PW = matrix(y*rhoPW) 
y_PW_1 = matrix(c(y_PW[-1],0)) 
y_transform_PW = y_data_2-y_PW_1 
y_prais_1 = matrix(c(y_transform_PW[-91])) 




x1_data_2 = matrix(x1) 
x1_baris1 = matrix(x1_data_2*sqrt(1-(rhoPW)^2)) 
x1_baris1_2 = matrix(c(x1_baris1[1])) 
x1_PW = matrix(x1*rhoPW) 
x1_PW_1 = matrix(c(x1_PW[-1],0)) 
x1_transform_PW = x1_data_2-x1_PW_1 
x1_prais_1 = matrix(c(x1_transform_PW[-91])) 




x2_data_2 = matrix(x2) 
x2_baris1 = matrix(x2_data_2*sqrt(1-(rhoPW)^2)) 
x2_baris1_2 = matrix(c(x2_baris1[1])) 
x2_PW = matrix(x2*rhoPW) 
x2_PW_1 = matrix(c(x2_PW[-1],0)) 
x2_transform_PW = x2_data_2-x2_PW_1 
x2_prais_1 = matrix(c(x2_transform_PW[-91])) 
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#X3 
x3_data_2 = matrix(x3) 
x3_baris1 = matrix(x3_data_2*sqrt(1-(rhoPW)^2)) 
x3_baris1_2 = matrix(c(x3_baris1[1])) 
x3_PW = matrix(x3*rhoPW) 
x3_PW_1 = matrix(c(x3_PW[-1],0)) 
x3_transform_PW = x3_data_2-x3_PW_1 
x3_prais_1 = matrix(c(x3_transform_PW[-91])) 
x3_prais = matrix(c(x3_baris1_2,x3_prais_1)) 
 
#X4 
x4_data_2 = matrix(x4) 
x4_baris1 = matrix(x4_data_2*sqrt(1-(rhoPW)^2)) 
x4_baris1_2 = matrix(c(x4_baris1[1])) 
x4_PW = matrix(x4*rhoPW) 
x4_PW_1 = matrix(c(x4_PW[-1],0)) 
x4_transform_PW = x4_data_2-x4_PW_1 
x4_prais_1 = matrix(c(x4_transform_PW[-91])) 
x4_prais = matrix(c(x4_baris1_2,x4_prais_1)) 
 
#X5 
x5_data_2 = matrix(x5) 
x5_baris1 = matrix(x5_data_2*sqrt(1-(rhoPW)^2)) 
x5_baris1_2 = matrix(c(x5_baris1[1])) 
x5_PW = matrix(x5*rhoPW) 
x5_PW_1 = matrix(c(x5_PW[-1],0)) 
x5_transform_PW = x5_data_2-x5_PW_1 
x5_prais_1 = matrix(c(x5_transform_PW[-91])) 
x5_prais = matrix(c(x5_baris1_2,x5_prais_1)) 
 
#X6 
x6_data_2 = matrix(x6) 
x6_baris1 = matrix(x6_data_2*sqrt(1-(rhoPW)^2)) 
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x6_PW = matrix(x6*rhoPW) 
x6_PW_1 = matrix(c(x6_PW[-1],0)) 
x6_transform_PW = x6_data_2-x6_PW_1 
x6_prais_1 = matrix(c(x6_transform_PW[-91])) 
x6_prais = matrix(c(x6_baris1_2,x6_prais_1)) 
 
#X7 
x7_data_2 = matrix(x7) 
x7_baris1 = matrix(x7_data_2*sqrt(1-(rhoPW)^2)) 
x7_baris1_2 = matrix(c(x7_baris1[1])) 
x7_PW = matrix(x7*rhoPW) 
x7_PW_1 = matrix(c(x7_PW[-1],0)) 
x7_transform_PW = x7_data_2-x2_PW_1 
x7_prais_1 = matrix(c(x7_transform_PW[-91])) 
x7_prais = matrix(c(x7_baris1_2,x7_prais_1)) 
 
#X8 
x8_data_2 = matrix(x8) 
x8_baris1 = matrix(x8_data_2*sqrt(1-(rhoPW)^2)) 
x8_baris1_2 = matrix(c(x8_baris1[1])) 
x8_PW = matrix(x8*rhoPW) 
x8_PW_1 = matrix(c(x8_PW[-1],0)) 
x8_transform_PW = x8_data_2-x8_PW_1 
x8_prais_1 = matrix(c(x8_transform_PW[-91])) 
x8_prais = matrix(c(x8_baris1_2,x8_prais_1)) 
 
#X9 
x9_data_2 = matrix(x9) 
x9_baris1 = matrix(x9_data_2*sqrt(1-(rhoPW)^2)) 
x9_baris1_2 = matrix(c(x9_baris1[1])) 
x9_PW = matrix(x9*rhoPW) 
x9_PW_1 = matrix(c(x9_PW[-1],0)) 
x9_transform_PW = x9_data_2-x9_PW_1 
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x9_prais = matrix(c(x9_baris1_2,x9_prais_1)) 
 
#X10 
x10_data_2 = matrix(x10) 
x10_baris1 = matrix(x10_data_2*sqrt(1-(rhoPW)^2)) 
x10_baris1_2 = matrix(c(x10_baris1[1])) 
x10_PW = matrix(x10*rhoPW) 
x10_PW_1 = matrix(c(x10_PW[-1],0)) 
x10_transform_PW = x10_data_2-x10_PW_1 
x10_prais_1 = matrix(c(x10_transform_PW[-91])) 







nilaibetaduga.ridge.pw = lmridge(y_prais~., data = XPW, scaling = 
"sc", K =0.02) 
 
#Uji Asumsi Ridge Regression 
vif(nilaibetaduga.ridge.pw) 
dw.pw= dwtest(nilaibetaduga.ridge.pw, order.by = NULL, 
alternative = c("greater", "two.sided", "less"), 
              iterations = 15, exact = NULL, tol = 1e-10, data = list()) 
dw.pw 
 
#Uji Signifikansi PW 
summary.lmridge(nilaibetaduga.ridge 
 
