Abstract We consider a min-max optimization problem over a time-varying network of computational agents, where each agent in the network has its local convex cost function which is a private knowledge of the agent. The agents want to jointly minimize the maximum cost incurred by any agent in the network, while maintaining the privacy of their objective functions. To solve the problem, we consider subgradient algorithms where each agent computes its own estimates of an optimal point based on its own cost function, and it communicates these estimates to its neighbors in the network. The algorithms employ techniques from convex optimization, stochastic approximation and averaging protocols (typically used to ensure a proper information diffusion over a network), which allow time-varying network structure. We discuss two algorithms, one based on exact-penalty approach and the other based on primal-dual Lagrangian approach, where both approaches utilize Bregman-distance functions. We establish convergence of the algorithms (with probability one) for a diminishing step-size, and demonstrate the applicability of the algorithms by considering a power allocation problem in a cellular network.
Introduction
in a network of computational agents [39] . Protocols for achieving an agreement employ local averaging which is known to be robust to time-varying graph topology and noisy communication links [18] . These averaging protocols have led to a new class of distributed algorithms for parameter estimation [37] , distributed optimization [29, 25, 23, 19, 21, 35] and control of multi-agent systems [16] . Recent work in agreement-based distributed optimization has focused on minimizing the sum of agents' local cost functions [25, 23, 35, 17, 19, 20, 32] , which arises in wide variety of areas ranging from sensor networks [28] to distributed machine learning [1] .
Optimizing the sum of local objective functions is a popular choice for problems arising in resource allocation and network utility maximization [34] , as the objective function is a measure of fair resource allocation. An alternative notion of fairness is the min-max criterion [8] , where the interest is in determining an optimal decision variable that minimizes the worst case loss incurred by any agent. However, the algorithms for solving distributed min-max problems over networks are in their infancy. To fill out this void, we have recently considered a distributed method for solving such a problem in [36] , where we provided a subgradient algorithm based on the exact-penalty function approach. Here, we make a further progress in two different directions: (1) we present a distributed exact penalty algorithm that uses Bregman distances [10] as opposed to the standard Euclidean distance considered in [36] ; and (2) we provide an alternative distributed primal-dual algorithm that also uses Bregman distances. We establish convergence of both algorithms for a diminishing step-size and time-varying network, under mild conditions on the network connectivity. We allow for stochastic errors in subgradient evaluations, which are assumed to be zero-mean and with uniformly bounded expected norm, as typically done in stochastic approximations or stochastic subgradient methods [13, 14, 27, 6, 9, 26] .
The min-max optimization aspect addressed in this paper is novel with respect to the prior work on distributed optimization over a network, which is dealing exclusively with the minimization of the sum of agent objectives [29, 25, 23, 19, 21, 1, 35, 32] , except for [36] . The network aspect of this paper sets it apart from the standard optimization problems with noisy (sub)-gradient evaluations [14, 27, 6, 9, 26] .
The advantage of the proposed algorithms is their ability to solve a class minmax distributed problems for which currently there are no specific algorithms, except for [36] . The difficulty in developing such algorithms comes from the inherent distributed knowledge of the problem data in a network of agents. Thus, there is a need for an algorithm that has ability to "align" the iterates among the agents while simultaneously solving the network problem. Both of our proposed algorithms achieve this task.
Regarding the benefits of the proposed algorithms, the exact-penalty algorithm is simpler for implementation, but in principle it is a distributed subgradient approach due to the use of non-differentiable penalty functions. The primal-dual approach requires a larger number of variables than the penalty approach, but it preserves the smoothness of the problem (provided that the original agent objective functions f i are smooth). In the presence of stochastic errors in (sub)gradient evaluations, both algorithms will have overall rate of the order of 1/ √ k in terms of the number of iterations k, which is typical for stochastic approximations [27, 26] .
The rest of the chapter is organized as follows. In Section 2 we state our problem of interest and suitably reformulate it for the development of distributed algorithms. In Section 3 we present our distributed Bregman-distance based algorithm which utilizes the exact penalty function approach, and we establish the convergence of the algorithm. In Section 4 we develop an alternative algorithm which builds on the primal-dual approach of Arrow-Hurwicz-Uzawa [2] , and we prove its convergence. This algorithm paves a way to handling the problems in which the network plays a min-max game against an exogenous signal, which is discussed in Section 5. In Section 6 we present an example of min-max power allocation in a cellular network and provide simulation results for both the exact penalty approach and the primaldual approach. We conclude in Section 7.
Notation: The set of real numbers is denoted by R, while non-negative real numbers are denoted by R + . All vectors are viewed as columns, where the j th component of a vector x is denoted by x j . We use the symbol x, y to denote the inner-product between two vectors x and y. We write 1 for the vector with each component equal to 1. A vector π is stochastic if π i ≥ 0 for all i and ∑ i π i = 1.
For an m × m matrix A, we use A i j or [A] i j to denote its entry in the i th row and j th column. An m × m matrix W is stochastic if W i j ≥ 0 for all i, j, and W 1 = 1. A stochastic matrix W is doubly stochastic if it satisfies 1 T W = 1. Given a directed graph G = (V, E), the link (i, j) ∈ E is to be interpreted as the incoming edge from j to i. For a bidirectional graph G, we have (i, j) ∈ E if and only if ( j, i) ∈ E. We will sometimes denote the edge set of a graph G as E (G). We use the terms "agent" and "node" interchangeably. We say that agent j is a neighbor of agent i if (i, j) ∈ E, and we denote the set of all neighbors of agent i by N i . When the edge set is time varying, we use N i (t) to denote the neighbors of agent i at time t. Given a logical statement p(x) that is predicated on a variable x, we use 1 {p(x)} to denote the indicator function which takes value 1 when p(x) is true and value 0 when p(x) is f alse.
Problem Formulation
We consider a system of m computational agents, which is viewed as the node set V = {1, . . . , m}. We assume that the time is discrete and use k = 0, 1, . . . to denote the time instances. The agents communicate with each other over a time-varying communication network. At any time k, the communications among the agents are represented by a directed graph G(k) = (V, E(k)) with an edge-set E(k) that has a link (i, j) ∈ E(k) if and only if agent i receives information from agent j at time k.
Let each agent i have a cost function f i , which is known only to that agent. Consider a distributed multi-agent optimization problem subject to local agent communications, where the agents want to cooperatively solve the following problem:
Here, each f i : R n → R is a convex function, representing a local objective function known only by agent i. The set X ⊆ R n is a closed and convex set known by all agents. Throughout the paper, we assume that the problem has a nonempty optimal set, which is denoted by X * . We assume that R n is equipped with some norm · , with a corresponding dual norm · * . The goal is to develop a distributed algorithm for solving the constrained optimization problem in (1), while obeying the network connectivity structure and local information exchange among the neighboring agents.
The min-max-problem in (1) is a convex problem, as the function f (x) = max i∈V f i (x) is convex since point-wise maximum of convex functions preserves convexity ( [4] , Proposition 1.2.4, page 30). We are interested in the case when the agents' objective functions f i are not necessarily differentiable. We also allow the local objective functions f i to take the form of the following stochastic optimization:
where the expectation is taken with respect to the distribution of a random variable
is a regularization term that may be included to improve the generalization ability [15] , or to enforce sparsity on solutions.
Min-max problem (1) does not lend itself to distributed computations that obey the local connectivity of the agents in the network. We find it useful to use the epigraph representation of the problem. In particular, we let η ∈ R and we re-cast problem (1) in an equivalent form:
where x and η are variables. We use η * to denote the optimal value of problem (3).
To distributedly solve the min-max problem, we provide two algorithms aimed at solving its epigraph formulation in (3) . The first algorithm is based on an exact penalty function approach and the second algorithm is based on a primal-dual approach, where both algorithms employ Bregman-distance functions.
Before proceeding with the algorithmic development, we provide some basics of a Bregman-distance function as introduced by Bregman [10] (also, see for example [11] ). Let R n be equipped with some norm · , whose dual norm is x * = sup y ≤1 y, x . Let X ⊆ R n be a convex set and ω : X → R be a differentiable convex function over X. The function ω is strongly convex with a parameter σ > 0 (with respect to the norm · ), if it satisfies
where X • denotes the relative interior of the set X. Alternatively, ω is strongly convex over X with a parameter σ > 0 if there holds:
Given a strongly convex function ω, we can define the Bregman-distance function B : X × X • → R + induced by ω:
This function is also referred to as the prox-function induced by ω. For the function B, by the convexity of ω we have B(y, x) ≥ 0 for all y ∈ X and x ∈ X • .
Furthermore, by the strong convexity of ω, for every x ∈ X • , the function B(·, x) is strongly convex over X with the same parameter σ . The Bregman function B(y, x) is used to define a nonlinear projection operator associated with the given set X, also known as the prox-operator [26] , as follows:
Exact Penalty Function Approach
We further transform the problem in (3) by penalizing the constraints to obtain the following problem:
where each g i is a penalty function given by
and r i > 0 is a penalty parameter for violating the constraint f i (x) ≤ η. Under certain conditions [3] , the solutions of the penalized problem (4) are also the solutions of the constrained problem (3). Specifically, these conditions involve the Lagrangian dual problem associated with problem (3). We introduce the Lagrangian function:
where µ = (µ 1 , . . . , µ m ) is the vector of dual variables satisfying µ i ≥ 0 for all i ∈ V . The dual problem is
It can be verified that the Slater condition is satisfied for problem (3) and, hence, there is no duality gap between the primal problem (3) and its dual (6) . Furthermore, the set of dual optimal solutions is nonempty and bounded. The bound for the dual optimal variables can be found by rewriting the Lagrangian function (5) as follows:
Therefore, the domain of the dual function q is the set of multipliers
Hence, according to [3] , when the penalty parameters satisfy r i > 1 for all i, then the problems in (4) and (3) are equivalent. Penalized problem (4) has a form suitable for distributed computations among the agents, as its objective can be written as ∑ m i=1 (η/m + r i g i (x, η)) and the functioñ F i (x, η) = η/m + r i g i (x, η) can be interpreted as an objective function associated with agent i. In this setting, agent i is the only agent that knows the function f i and, therefore, this agent is the only agent that deals with the dual variable µ i associated with the constraint f i (x) ≤ η. Furthermore, observe that there is no need for any coordination of the penalty values r i among the agents, as each agent just needs to choose its individual penalty r i > 1.
Equivalence Between Epigraph and Penalty Formulations
We establish an important relation between the optimal solutions of the epigraph formulation (3) of the min-max problem and its penalized counterpart (4) . The proof of this relation is basically along the lines of the work in [3] , but somewhat shorter as it exploits the special structure of the epigraph formulation (3). Furthermore, the relation is important in our further development and it is not readily available.
To prove the result, we use the saddle-point theorem characterizing the optimal solutions of problem (3) and its dual problem (6), as given for example in [4] , Proposition 6.2.4, page 360. The theorem is adjusted to the specific form of our Lagrangian function. Theorem 1. The pair (z * , µ * ) with z * = (x * , η * ) ∈ X × R and µ * ≥ 0 is a saddlepoint of the Lagrangian function L(z, µ) (i.e., primal-dual optimal pair) if and only if the following relation holds:
Now, we have the following lemma.
Lemma 1. Let η * = min x∈X max i∈V f i (x) and r i > 1 for all i. Then, for
for all x ∈ X and η ∈ R.
Furthermore, the above inequality holds as equality if and only if η = η * and x = x * for an optimal solution x * of the problem min x∈X max i f i (x).
Proof. Consider the definition of the Lagrangian in (5). For a given x ∈ X and η, let us define the dual variables µ i such that µ i = r i if f i (x) − η ≥ 0, and
where we have used the decomposition
, and relations r i > 1 and 1 ≥ µ * i ≥ 0 for all i (see (7)). We next show that the preceding inequality holds as equality if and only if η = η * and x = x * for some x * ∈ X * . By the definition of min-max solution, if x * solves the problem then we have
Thus, we just need to prove the "only if" part. Assume that for somex ∈ X andη,
Since ∑ m i=1 r i max{ f i (x) −η, 0} ≥ 0, it followsη ≤ η * . Let us assume thatη < η * . Then, for the equality to hold we must have f j (x) >η for some j. Thus,
which contradicts (8) . Hence, we must haveη = η * in (8) . This further yields ∑ m i=1 r i max{ f i (x) − η * , 0} = 0, which by r i > 0 implies f i (x) ≤ η * for all i, thus showing thatx is a min-max solution.
Penalty-Based Algorithm
Here, we present a distributed multi-agent algorithm for solving the penalty reformulation (4) of the min-max problem, where a penalty function g i (x, η) is associated with an agent i and r i > 1 for all i ∈ V . Let x j k and η j k be the decision variables of agent j at time k, which are agent j estimates of an optimal solution x * and the optimal value η * of the problem, respectively. Recall that the agents' communications at time k are represented with a graph G(k) = (V, E(k)), where (i, j) ∈ E(k) if agent i receives estimates x j (k) and η j (k) from agent j. To capture this information exchange, we let N i (k) denote the set of neighbors of agent i, i.e., N i (k) = { j ∈ V | (i, j) ∈ E(k)}. Let us introduce a strongly convex function ω x : X → R, with a parameter σ x > 0. We assume that R is equipped with square norm, i.e., r → 1 2 r 2 , and we introduce a scalar function ω η : R → R that is strongly convex with respect to this norm, with a parameter σ η > 0. Let us denote the Bregman-distance functions generated by these strongly convex functions by B x (·, ·), and B η (·, ·) respectively, i.e.,
where ω η (ζ ) denotes the derivative of ω η at ζ . Upon receiving the estimates x j k and η j k from its neighbors, each agent i performs an intermittent adjustment of its estimates as follows:
where w i j (k) ≥ 0 is a weight that agent i assigns to its neighbor j ∈ N i (k). For a compact representation of relation (9), let w i j (k) = 0 for all j ∈ N i (k) and introduce a matrix W k with entries w i j (k). With this notation, the intermittent adjustment in (9) can be written as follows:
After the intermittent adjustment, each agent i takes a step toward minimizing its own penalty function through an adjustment of the following form: for all i ∈ V ,
where r i > 1 and α k > 0 is a step size. The notation ∇ x g i (x, η) denotes a subgradient of g with respect to x, i.e., the term ∇ f i (x)1 { f i (x)≥η} where we use ∇ f i (x) to denote a subgradient of f i at x. Similarly, ∇ η g i (x, η) denotes the partial derivative of g with respect to η i.e.,
If R n is equipped with the Euclidean norm, and the Bregman distance functions are chosen as ω x (y) = (10)- (11) reduces to the standard subgradient-projection method:
where Π K stands for the Euclidean projection on a set K.
Let us now take a closer look at the first update relation in (11) . This update involves taking a step along an erroneous subgradient of g i at pointz i k , i.e., the direction ∇ x g i (z i k )+ε i k where ε i k is a subgradient error. The agent i objective function
At such a point, a subgradient of the function g i at (x, η) exists since each function f i is assumed to be convex over the entire space ( [4] , Proposition 4.2.1). A subgradient of g at such a point is given by
where ∇ f i (x) denotes a subgradient of f (x). Thus, the function g i also has a nonempty subdifferential set at any point (x, η). The subgradient error ε i k in algorithm (10)- (11) is assumed to be stochastic in order to address a general form of the objective function, as in (2), where the subgradient ∇ f i (x) is not readily available to us. We adopt a standard approach in stochastic optimization by using an unbiased estimate ∇ f i (x) +ε i k of the subgradient, whereε i k is a zero mean random variable. Thus, in (11) we have
The initial points x i 0 ∈ X and η i 0 , for i ∈ V , may be selected randomly with a distribution independent of any other sources of randomness in the algorithm.
Assumptions
Our assumptions on the network are the same as, for example, those in [29, 32] . The assumptions ensure that agent's local variables are properly diffused over timevarying communication networks. Next, we impose the following assumptions on the subgradients ∇ f i (x) and the errors, where we use ∂ f i (x) to denote the set of all subgradients of f i at x.
Assumption 2 Let the following hold:
(a) The subgradients of each f i are bounded over the set X, i.e., there is a scalar
, all x ∈ X and all i ∈ V . (b) The subgradient errorsε i k when conditioned on the point x =x i k of the subgradient
for all i ∈ V and k ≥ 0, with probability 1.
Basically, under Assumptions 2-b and 2-c, the iterations {x i k }, i ∈ V , of the algorithm in (10)- (11) form a Markov process. In what follows, we will use F k to denote the past iterates of the algorithm (11), i.e., Note that, given F k , the iteratesx i k andη i k in (10) are deterministic. In view of this, as a consequence of the subgradient norm and subgradient error boundedness (Assumptions 2-a and 2-c), it can be seen that with probability 1,
Also, as a result of Assumption 2-a, we have
This and the zero-mean error assumption (Assumption 2-b) yield
Similarly, as a result of Assumption 2-c we have with probability 1,
This, in turn implies that with probability 1 for all i ∈ V and k ≥ 0,
Applying Jensen's inequality, we find that
By the definition, a Bregman function is convex in its first variable. We further make the assumption on the choice of Bregman-distance functions that requires convexity with respect to the second variable. We depend on this assumption when showing the convergence of our algorithm.
Assumption 3 Both Bregman-distance functions B x (y, z) and B η (φ , ζ ) are convex in their second arguments z and ζ , respectively, for every fixed y and φ .
Algorithm Convergence
In this section we prove the convergence of algorithm (10)- (11). We use techniques from Lyapunov analysis and the following generalization of the supermartingale convergence theorem, which is also known as the Robbins-Siegmund result as it originated in the work of Robbins and Siegmund [33] .
Theorem 2. Let F t , t = 0, 1, 2, . . . , be a filtration such that F t ⊂ F t+1 for t ≥ 0. Let {X t }, {Y t }, {Z t } and {g t } be sequences of non-negativerandom variables that are adapted to the filtration F t . Assume that for each t, we have with probability 1,
where ∑ ∞ t=0 Z t < ∞ and ∑ ∞ t=0 g t < ∞ with probability 1. Then, with probability 1, ∑ ∞ t=0 X t < ∞ and the sequence Y t converges to a nonnegative random variable Y .
Our convergence analysis of algorithm (10)- (11) rests on Theorem 2. In order to use this theorem, we establish two main properties of the algorithm showing that the conditions of the theorem are satisfied. We develop these properties in forthcoming Lemmas 4 and 5. In the development, we make use of an alternative representation of the algorithm that relies on transition matrices, defined as follows:
We next state a result from [22] (Corollary 1) on the convergence properties of the matrix Φ(k, s). We will also make use of the following result.
Lemma 3. Let {γ k } be a non-negative scalar sequence such that ∑ k γ k < ∞. Then, for any β with 0 < β < 1, we have ∑
In our analysis, we use auxiliary points, namely the instantaneous averages of the iterates x i k and η i k over i ∈ V , defined bŷ
We next provide an important result for these averages that we use to assert the convergence properties of our algorithm.
Lemma 4. Let Assumptions 1 and 2 hold, and let ∑ ∞ k=0 α 2 k < ∞. Then, for the iterates of algorithm (10)- (11) we have
with probability 1.
Proof. Let us denote the noisy subgradient asd
Applying the optimality condition for (11), we get
Sincex i k ∈ X, by letting y =x i k we have
where the last inequality follows by the strong convexity of ω x . Using Hölder's inequality, we obtain
, and taking the conditional expectation yields
where the last inequality follows from (14) under Assumptions 2-a and 2-c. Let us now write the iterates as follows
By (16) and the iterated expectation rule, for e i k we obtain
for all i and k.
By taking the average of the relations in (17) over i = 1, . . . , m and using the doubly stochastic property of W k , we can see that for all k,
Now, we note that by (17) and the definition ofx i k , we have
We then recursively use this equation to relate x i k+1 and x j 0 for j ∈ V . We do so by using the matrices Φ(k, s) defined in (15) to obtain
Similarly, we derive the recursive relation forx k+1 as given in (19) , and obtain:
Then, from (20) and (21) we have
Therefore, for all j ∈ V and all k,
At this point, we use the rate of convergence result from Lemma 2 to bound
. By doing so, we obtain
where β < 1 (see Lemma 2) . By taking the expectation and using (18) we find that for all i and k,
with c = (max i∈V r i )(C + ν)/σ x . Next, we multiply the preceding relation with α k+1 and after using ab ≤ (a 2 + b 2 )/2 for the terms α k+1 α k and α k+1 α , we obtain
We observe that by ∑ ∞ k=0 α 2 k < ∞ it follows that α k → 0, and hence α k is bounded. This and the fact β < 1 imply
For the last term, by β < 1 we have
The first sum is finite since ∑ ∞ k=0 α 2 k < ∞, while the second sum is finite by Lemma 3.
k+1 −x k+1 ] < ∞ for all i ∈ V and by the monotone convergence theorem [7] , it follows E ∑ ∞ k=0 α k+1 x i k+1 −x k+1 < ∞. When the expected value of a positive random variable is finite, then the variable must be finite with probability 1, so we must have ∑ ∞ k=0 α k+1 x i k+1 −x k+1 < ∞ for all i ∈ V , with probability 1.
A similar analysis proves ∑ ∞ k=0 α k |η k − η i k | < ∞ for all i ∈ V , with probability 1.
Lemma 4 provides one important property of the iterates generated by our algorithm. We next provide another important relation that in a way captures a descent property of the iterates in terms of the Lyapunov function given by the sum of the Bregman-distance functions B x and B η . For notational convenience, we define
Also, we introduce the notation
We have the following relation for algorithm (10)- (11), under the assumption that the Bregman-distance functions B x and B η are convex in their second arguments.
Lemma 5. Let Assumptions 1, 2 and 3 hold. Then, for algorithm (10)-(11) we have with probability 1 for any x * ∈ X * and all k ≥ 0,
Proof. By the definition of the Bregman function B x , we have
Now, using the optimality condition for (11), since x * ∈ X, we have α k r id
Upon substituting the preceding inequality in (23), we obtain
where the last inequality follows from the strong convexity of the Bregman function, i.e.,
Further, by Hölder's inequality we have
. Using this and the scalar inequality 2ab ≤ a 2 + b 2 , we obtain
Upon combining (25) and (24) we arrive at
by taking the conditional expectation with respect to the history F k , and by using (13) 
Proceeding similarly, we can derive the following inequality for the iterates involving the min-max value estimates η i k ,
where we use the fact |∇ η g i (z i k )| ≤ 1. By the convexity of g i and the subgradient property, we have
where the equality follows by g i (z * ) = max{0, f i (x * ) − η * } and f i (x * ) − η * ≤ 0 for all i ∈ V and any optimal point x * ∈ X * . Upon adding the inequalities (26) and (27), and using the convexity of g i , we obtain for any x * ∈ X * and all k ≥ 0 and i ∈ V ,
Now, by Assumption 3 on the convexity of the Bregman functions B x and B η and the doubly stochasticity of the weight matrix W k (Assumption 1-b), we have
Thus, by summing inequalities in (28) over i ∈ V we obtain for any x * ∈ X * and all k ≥ 0,
wherer = max i∈V r i . From the definition ofη i k and the doubly stochasticity of the matrix W k , we have ∑
Using this identity, together with adding and subtracting the term α k ∑ m i=1 r i g i (ẑ k ), from the preceding relation we obtain
whereẑ k is as defined in (22) . Next, we consider the term
. By the definition of g i and relation | max{a, 0} − max{b, 0}| ≤ |a − b| valid for any two scalars a and b, we have the following:
where in the first inequality we use the definition ofz i k in (10), while in the last inequality we use the subgradient boundedness assumption for f i . Further, by using the definition of the variablesx i k andη i k in (10), the stochasticity of W k and the convexity of the norm, we obtain
Therefore, by using the doubly stochasticity of W k andr = max r i , we obtain
Substituting this estimate back in (30) we get the desired result.
We are now ready to prove our main convergence result. The result essentially states that under suitable conditions on the step size α k , all the agents' estimates converge to a common optimal point. Moreover, the agents' estimates of the minmax value also converge to the optimal value of the problem. k < ∞. Then, for all i ∈ V , the agents' iterates x i k and η i k generated by algorithm (10)- (11) are such that with probability 1 for all i ∈ V :
(a) The decision variables x i k converge to a common optimal (random) point x * ∈ X * . (b) The estimates η i k converge to the optimal value η * of the min-max problem.
Proof. Our analysis is based on applying the Robbins-Siegmund result from Theorem 2 to the inequality derived in Lemma 5. By our assumption on the step sizes we have ∑ ∞ k=0 α 2 k < ∞, which trivially implies that
Furthermore, by virtue of Lemma 4 we have
In addition, by the definitionẑ i k is a convex combination of (x i k , η i k ) ∈ X × R for all i ∈ V and k, implying by Lemma 1 that ∑ m i=1 r i g i (ẑ k ) +η k − η * ≥ 0 for all k ≥ 0. Thus, we can apply Lemma 2 to the relation of Lemma 5 and infer that with probability 1,
Now, since ∑ ∞ k=0 α k = ∞, from (31)- (32) it follows that there exists a subsequence indexed by {k } such that with probability 1,
Since
must be bounded for every x * ∈ X * with probability 1. Note that from Assumption 3 on the convexity of Bregman functions B x and B η and their inherent strong convexity property we have
Thus, the sequences {x k } and {η k } are also bounded with probability 1. Hence, along a further subsequence, which without loss of generality we can let it be indexed by the same index set {k , = 1, 2, . . .}, with probability 1 we have lim →∞xk = x and lim →∞ηk =η, wherex ∈ X since X is closed. Moreover, with probability 1 the limit points satisfy
From this relation and Lemma 1 it follows thatx ∈ X * andη = η * with probability 1.
In view of (33), andx k →x andη k → η * , we further have x j k →x and η j k →η for all j with probability 1. Therefore,
However, we have established that the sequence ∑ m i=1 B x (x * , x i k ) + B η (η * , η i k ) converges with probability 1 for any x * ∈ X * , which in view ofx ∈ X * , implies that with probability 1,
Finally, by the strong convexity of the Bregman-distance functions B x and B η , it follows that x j k →x and η j k → η * with probability 1 for all j.
One may extend algorithm (10)- (11) to the case when each agent i uses a different Bregman function B η,i instead of a common one B η . Following the same analysis, with a slight modification, it can be seen that the convergence result of Theorem 3 would be applicable to such a modified algorithm.
Primal-Dual Approach
In this section we present a distributed primal-dual algorithm which is motivated by the classical work of Arrow-Hurwicz-Uzawa [2] . Recently, a primal-dual method was studied in [24] for approximate solutions to saddle-point problems by considering standard Euclidean norm. The use of Bregman distance for a saddle-point problem was studied in [26] . The prior work is dealing with centralized problems, while here we consider a primal-dual method with Bregman distances for solving the distributed min-max problem in its epigraph formulation (3) .
In order to apply primal-dual approach, we need to slightly modify the original epigraph formulation (3) of the min-max problem but without changing its set of optimal solutions. This is needed to ensure the convergence of the primal-dual algorithm. Specifically, we assume that we have a closed convex interval D such that η * ∈ D, which is equivalent to having some (arbitrarily large) upper and lower estimates for η * . Having such a set, we consider a modification of epigraph formulation (3), given by minimize η subject to f i (x) ≤ η for all x ∈ X, η ∈ D, and i ∈ V .
This problem has the same solutions as the original min-max problem since η * ∈ D.
The Lagrangian function associated with this problem is given by
We can restrict the domain of dual variables of the Lagrangian function to the unit interval, as we know that the dual optimal multipliers satisfy ∑ m i=1 µ * i = 1, as seen in Section 3. Thus, we will consider the Lagrangian function with a restricted domain (yet large enough to contain all dual optimal solutions):
where I is the interval [0, 1] and I m denotes the product of m copies of I. We are interested in determining a primal-dual optimal pair for problem (34) by an algorithm aimed at finding a saddle-point of the reduced Lagrangian (35).
Primal-Dual Algorithm
We are interested in distributed algorithm for computing a saddle-point of the Lagrangian (35) . To accommodate distributed computations among m agents, we write the Lagrangian function as a sum of m functions, as follows:
m η is assigned to agent i ∈ V for processing without sharing the information about the function with any other agent.
The distributed algorithm will use the Bregman-distance functions B x and B η , as introduced in Section 3.2. In addition, we introduce another collection of Bregmandistance functions, one for each of the agents in order to handle the Lagrange multipliers for its constraint set {x | f i (x) ≤ η}. For this, for each i ∈ V , we let B µ,i (·, ·) be a Bregman-distance function associated with a strongly convex function ω µ,i : R → R with parameter σ µ,i > 0.
The proposed primal-dual distributed algorithm for finding a saddle-point of the Lagrangian is as follows. At every iteration k, each agent i has estimates x i k , η i k and µ k i , respectively, for an optimal solution of the min-max problem, the optimal value and the Lagrangian multiplier associated with the constraint {x | f i (x) ≤ η} that agent i is responsible for. Every agent firstly performs an intermittent adjustment of the variables x i k and η i k as in (10) to obtain the estimatesx i k andη k i . For convenience, we restate these updates:
This step ensures that agents locally align the variables that are coupling. We note that the agents do not have an intermittent adjustment for their multiplier estimates µ i k , as these variables do not couple. Then, every agent i ∈ V generates new iterates by taking step toward minimizing its own Lagrangian function L i (x, η, µ i ) = µ i ( f i (x) − η) + 1 m η with respect to (x, η) and maximizing it with respect to µ i , in the following manner:
where d i k is a subgradient of f i (x) evaluated atx i k and ε k is a random error in the subgradient evaluation. For each i, the initial values x i 0 ∈ X, η i 0 ∈ D, and µ i 0 ∈ I are random and independent from the stochastic errors ε k .
Algorithm Convergence
The analysis is similar to that of algorithm (10)- (11) using exact-penalty approach. First, we state a lemma which relates the local iterates of the primal-dual algorithm to their respective average trajectory for the coupling variables x i k and η i k . Lemma 6. Let Assumptions 1 and 2 hold, and let the step sizes satisfy ∑ ∞ k=0 α 2 k < ∞. Then, for the instantaneous averagesx k andη k of the iterates generated by algorithm (37)-(38), we have ∑
Proof. The proof is similar to that of Lemma 4 and uses relations µ i k ∈ I, i ∈ V . As a Lyapunov function, we choose the composite function
where
We next establish a descent-type relation for the expected value of the Lyapunov function, which requires an appropriate sigma-field. We define the σ -field as follows:
From now on, we abbreviate the conditional expectation notation by
We have the following result that will play the key role in the convergence analysis.
Lemma 7. Let D ⊂ R be a convex compact set such that η * ∈ D. Let Assumptions 1, 2 and 3 hold. Then, for algorithm (37)-(38) the following relation holds with probability 1, for all k ≥ 0, all z * = (x * , η * ) with x * ∈ X * , and all optimal multipliers µ * ,
Proof. Let z = (x * , η * ) ∈ X * ×D and µ * ∈ I m be arbitrary optimal primal-dual pairs, where I m is the product of m copies of the interval I = [0, 1]. Using the optimality conditions for (38) and proceeding as in the proof of Lemma 5, we obtain with probability 1,
A similar analysis gives the following inequality for the iterates η i k ,
and the inequality for the multiplier iterates µ i k ,
Summing equations (40)- (42), and then summing the resulting relation over all i ∈ V , we have with probability 1,
where we use notation (39) for the Lyapunov function,
. We now estimate the identified terms in the preceding relation by adding and subtracting f (x k ) orη k . We have
where the inequality follows from the convexity of f i and subgradient boundedness.
For the second term, we have
For the third term, we write
where the inequality follows by the convexity of f i and the subgradient boundedness. Again, since µ i k , µ ∈ I, we see that
Substituting estimates (44)-(46) back in relation (43), we obtain
By definition in (10), the estimatesx i k andη i k are convex combinations of x j k and η j k , respectively. Since under our assumption the Bregman-distance functions B x and B η are convex in the second argument, it follows
By summing these relations over i ∈ V and using the doubly stochasticity of the weight matrix W k , we obtain
Using the definition of B (see (39) ) and these relations, from (47) we have
Now, we consider the identified term in (48). We note that
Furthermore, from convexity of the norm and the absolute value functions, since W k is doubly stochastic,
Using (49)-(50) and
, from (48) we obtain the desired relation.
In order to connect the limiting vector (x,η,μ) of the iterates generated by the primal-dual algorithm to the solutions of problem (34), we will invoke the necessary and sufficient Karush-Khun-Tucker (KKT) optimality conditions. These conditions are stated below for convenience, as adjusted to our problem. Theorem 4. The vector (x,η,μ) is a primal-dual optimal vector if and only if f i (x) ≤η andμ ∈ I m and the following two conditions are satisfied
We are now in position to assert the convergence property of the algorithm for a diminishing step size.
Theorem 5. Let Assumptions 1, 2, and 3 hold, except for subgradient norm boundedness of Assumption 2-b. Assume that X and D are compact convex sets, and that min-max problem (3) has a unique optimal solution x * . Let the step sizes satisfy ∑ ∞ k=0 α k = ∞ and ∑ ∞ k=0 α 2 k < ∞. Then, the agents' iterates x i k , η i k , µ i k , generated by algorithm (37)- (38) are such that with probability 1 for all i ∈ V :
(a) The estimates x i k converge to the optimal point x * . (b) The estimates η i k converge to the optimal value η * of the min-max problem. (c) The dual iterates µ i k converge to a (random) optimal dual variable µ * i .
Proof. The proof proceeds by applying the Robbins-Siegmund result (Theorem 2) to the relation of Lemma 7. By our assumption on the step sizes we have
Since, the projection step in algorithm (38) 
(1/m−µ i k ) 2 2σ η < ∞ with probability 1. Moreover, as the constraint set X and the set D are compact, and f i are continuous, the term
it follows that with probability 1,
By the saddle-point Theorem 1 we have
Thus, all the conditions of Theorem 2 are satisfied.
By applying Theorem 2 we infer that B(z * , µ * , z k , µ k ) converges for every dualoptimal µ * with probability 1, and that
< ∞ also holds with probability 1. Since ∑ ∞ k=0 α k = ∞, it follows that with probability 1,
As the sequences {x i k }, η i k }, {µ i k } are bounded, they have accumulation points in the sets X, D and I = [0, 1], respectively. We can use Cantor diagonalization-type argument to select a subsequence {k } along which the following relations hold with probability 1:
lim
We now examine the consequences of these relations. Since (x * , η * , µ * ) is a saddlepoint of the Lagrangian, it follows that
implying that both inequalities hold as equalities. Therefore,
Since (x * , η * ) is the unique solution of problem (34) (by our assumption), the preceding relations together with the KKT conditions (Theorem 4) imply that (x,η) = (x * , η * ) and thatμ is an optimal dual multiplier. It remains to show that the whole sequences converge to the desired optimal points. From (53) it follows that lim →∞ x j k − x * = 0 and lim →∞ |η j k − η * | = 0 with probability 1 for all j, implying lim →∞ B(z * ,μ, z k , µ k ) = 0. However, we have established that the sequence B(z * , µ * , z k , µ k ) converges with probability 1 for any optimal dual vector µ * , so it converges with µ * =μ. Thus, it follows lim k→∞ B(z * ,μ, z k , µ k ) = 0 with probability 1. Owing to the strong convexity of the Bregman functions we have
which yields x i k → x * , η i k → η * and µ i k →μ i with probability 1 for all i ∈ V .
Min-Max Game Against Exogenous Player
In this section we consider a different formulation than the one discussed so far. We consider the case when the network of cooperative agents need to solve a min-max game against an exogenous player. The exogenous player is a malicious agent/nature which adversely affects the cost of each agent. Let us denote the action of the adversarial agent by ξ . We also require that the feasible set of allowable actions ξ is a compact set denoted by Θ . The objective is to solve:
This can be thought of as the robust version of the problem considered in [35, 29] , where the optimization problem of the form min x∈X ∑
was considered. In certain cases when it is desired to model the unknown signal ξ as lying in an uncertainty set Θ the robust version of problem (54) is more suitable. The problem (54) could alternatively be thought of as a zero sum game between the exogenous player and the network. To guarantee the existence of a min-max optimal solution to (54) we impose the following assumption. Under Assumption 4 the min-max problem (54) admits a solution set X * × Θ * such that for any x * ∈ X * and ξ * ∈ Θ * , we have the saddle-point property [4] :
Let B x (·, ·) and B ξ (·, ·) be Bregman-distance functions for the sets X and Θ , respectively. We propose the following algorithm for min-max problem (54): at each iteration, at first, the agents update using the estimates x j k and ξ i k and obtain intermittent estimates
where W k is a weight matrix as in (10) . Using these intermittent adjustment, every agent updates according to the following rules:
where ∇ x and ∇ ξ denote the partial derivative operators with respect to the variables x and ξ , respectively. The initial points x i 0 and ξ i 0 satisfy x i 0 ∈ X and ξ i 0 ∈ Θ for all i. It is also assumed that the constraint sets X and Θ are common knowledge for all agents i ∈ V .
The analysis of the algorithm follows along lines similar to that of the primaldual algorithm (37)- (38) . This can be seen in light of the fact that the primal-dual algorithm computes a saddle-point of the Lagrangian function in (5), whereas algorithm (56)-(57) computes a saddle-point of problem (54). A major difference between the algorithms is the fact that in (38) the agents update their own local dual variables µ i k , whereas in the algorithm (57) the agents update the whole vector ξ which is coupling the agents. Note that there is no stochasticity in the current formulation unless we consider a stochastic model of the network. The final result is that asymptotically the agents estimates x i k and ξ i k converge to a common min-max optimal pair (x * , ξ * ). We formalize the statement in the following theorem. 
for an arbitrary saddle-point solution (x * , ξ * ).
Uplink Power Control
In this section we show the suitability of our algorithms in (10)- (11) and (37)- (38) to achieve a min-max fair allocation of utility in a cellular network. We will keep our discussion brief and refer the readers to [12] for a general discussion on the power allocation problem. We will be using the formulation discussed in [30] . There are m mobile users (MU) in neighboring cells communicating with their respective base stations (BS) using a common wireless channel. Let p i denote the power used by MU i to communicate with its base station. Due to the shared nature of the wireless medium the total received SINR at BS i is given by
where h i, j is the channel coefficient between MU j and BS i, and σ 2 i is the receiver noise variance. The vector containing power variables p i is denotedp and the vector of channel coefficients at BS i is denotedh i . The power variables are non-negative and constrained to a maximum value of p t , i.e., 0 ≤ p i ≤ p t for all i.
Let U i (γ i (p,h i )) be the utility derived by BS i and V (p i ) be a cost function penalizing excessive power. We are interested in finding an allocation that minimizes the worst case loss to any agent i, which amounts to solving the following problem:
where Π = {p ∈ R m | 0 ≤ p i ≤ p t for all i} and p t is the maximum power. We consider the logarithmic utility function U i (u) = log(u) for u > 0. Using the transformation p i = e x i , it can be shown that the preceding problem can be cast in the form of (1), with a cost function for each base station i given by: f i (x) = log σ and X = {x ∈ R m | x i ≤ log(p t ) for all i}.
We have considered a cellular network of 16 square cells of the same size (m = 16). The connectivity network for the BSs is shown in Figure 1 . Within each cell, the MU is randomly located (with a uniform distribution over the cell) and the base station is located at the center of the cell. The channel coefficient h i, j is assumed to decay as the fourth power of the distance between the MU j and the BS i. The shadow fading is assumed to be log-normal with variance 0.1. The receiver noise variance σ 2 i is taken to be 0.01. The cost of the power is modeled as V (p i ) = 10 −3 p i . In the simulations, there are no stochastic errors, i.e., all gradients and subgradients are evaluated without stochastic errors. Four algorithms are used, namely, the standard (centralized) gradient descent algorithm (applied to the penalized problem), a centralized primal-dual algorithm (that computes a saddle point of the min- max problem), the distributed exact penalty (10)- (11) , and the distributed primaldual (37)- (38) . The standard (centralized) gradient descent algorithm is used to determine the optimal min-max allocation, while the centralized primal-dual is used to get a sense of dual optimal variables. In the distributed algorithms, the weight matrices W k are all equal since the connectivity graph is static, i.e., W k = W for all k. The weights W i j are given by: Figure 2 shows the behavior of algorithms (10)- (11) and (37)- (38) . As seen in the figure, both centralized algorithms perform the best (as they have the whole knowledge of the problem information) and they have a similar behavior. The distributed algorithms are slightly worse than the centralized, which is expected due to their "decentralized" incomplete knowledge of the problem. Of the two distributed algorithms, the primal-dual algorithm is worse, as it often assigns much larger allocations than the distributed exact penalty method. Primal-dual algorithms (in absence of strong convexity of the primal) are known to be highly sensitive to the choices of dual variables, which may be reflected in the results we see in Figure 2 , where the primal-dual algorithms use the initial values µ i = 1 m for the multipliers. 
Conclusion
We presented distributed algorithms for solving stochastic min-max optimization problems in networks. We developed two algorithms based on Bregman-distance functions. The first algorithm uses a non-differentiable penalty function to translate the min-max problem to a format which is suitable for distributed algorithms. The second algorithm is based on the primal-dual iterative update scheme. In both of these algorithms we allow the presence of stochastic subgradient noise. We provided conditions on the dynamic network under which we can guarantee almost sure convergent behavior of the algorithms. We illustrated the applicability of the algorithms on a power allocation problem in a cellular network.
The effectiveness of these algorithms is highly dependable on the underlying connectivity structure of the agent network. For future work, we plan to investigate error bounds for the proposed algorithms, which will capture the scalability of the algorithms with the number m of agents. Based on our prior work [31] , we know that these algorithms can scale at best in the order of m 3/2 when the sum of the functions f i is to be minimized and the ∑ m i=1 f i is strongly convex. We believe that this bound is also achievable by the proposed algorithms for a class of functions f i , such as linear for example. Such results will also provide better insights into the practical short-term behavior of these algorithms.
