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1. INTRODUCTION 
The first canonical correlation coefficient is the maximum value of the 
correlation coefficient between a linear expression in one set of variables and 
a linear expression in another set of variables. Other stationary values of the 
correlation coefficients between the linear expressions are also called canonical 
correlations. The standard approach to the canonical correlations which goes 
back on Hotelling’s classical paper [5] is that of searching directly for the 
stationary values of the correlations, but this leads to a matrix equation of which 
the order is the total number of variables involved. But before his main paper 
on the subject, Hotelling in a short paper gave a regression treatment of the 
problem, which leads to a matrix equation of the order equal to that of the 
number of the variables in one of the sets [4]. Conveniently then the smallest 
set is used. The disadvantage with this approach is that it treats the two sets 
of variables in an unsymmetrical way. Sometimes however it may be an advantage, 
namely if only one set is stochastic [I, p. 2961. 
Recently Wold [7] has suggested estimation by nonlinear iterative least 
squares (NILES) procedure, later on called nonlinear iterative partial least 
squares (NIPALS) methods [8]. The parameters are arranged in groups and new 
proxies are obtained for each group successively during each iterative step. In 
this way the NIPALS methods differ from the classical approaches, where the 
iteration is performed simultaneously for all parameters. The NIPALS procedure 
for canonical correlation as given by Wold [7] makes use of least squares regres- 
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sion in two directions altematingly. In the s-th proxy, obtained by the iterative 
procedure, the linear combination in the first set of variables, sayy,, , yZt ,..., yPt is 
(59 
Ut = CPy,, + ayy,, + -*. + a$)yat; 1 t = l,..., 12. (1) 
The least squares regression of u(ts) on the other set of variables, say .zIt ,..., .Q 
leads to the equation 
(s) (8) 
Ut = Cl 
(s) Z1t + c2 &t + ..* + PZqt + et*(s). a (2) 
Having determined cy), cgS) ,..., p c(‘) by means of the method of least squares, we 
normalize so that the regression function obtains unit variance, i.e., 
,!s) = ,y (i$ (c cjdzjt)2)-1’2 2 
j 
(3) 
and the s-th approximation of the other canonical variable is 
(s) 
vt = b’“‘z,, + b%2t + *a* + bJS)znt. 1 2 (4) 
Thereafter we take the regression of ZI{~) on yIt , yzt ,..., ypt and after normaliza- 
tion in the same way as before we get 
(s+1) = &+1) 
Ut 
(s+1) 
1 YIt+% Yztf” + ayy,, . (5) 
The starting approximation ap),..., CZ~) is chosen arbitrarily, possibly without 
normalization. The estimated canonical variables, say ut and vt, are obtained 
as the final result of the iterative process, and the first canonical correlation is 
estimated as C u&n. 
To obtain the second canonical correlation, we calculate the residuals in the 
least squares regression of yit on ut and zit on z+ and perform the previous 
procedure on these residuals. To avoid collinearity one of the residuals in each 
group can be excluded. 
2. THE BASIC PROPERTIES OF CANONICAL CORRELATION 
We consider two sets of stochastic variables, namely rlI , r), ,..., q2, , forming 
the column vector 7 and 5, , 5, ,..., & forming the column vector 5. It is assumed 
that the mean values are zero and that the covariance matrix of the p + q 
variables is nonsingular. Two linear expressions, say v and o are formed 
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where a and /3 are column vectors, normalized in such a way that v and w have 
unit variances. Moreover, use is made of the linear least squares regression of v 
on [ and that of w on 7; then 
v = y’( + E* 
w = 8’7) + E** , (7) 
where y is the column vector of the partial regression coefficients of v on 5 and 6 
is the column vector of the partial regression coefficient of w on r], while E* and 
E* * denote the residuals. A linear expression in 5, of which the correlation with v 
is maximum, has its coefficients proportionate to the components of y, and 
a linear expression in 17 of which the correlation with w is maximum has its 
coefficients proportionate to S. Now we will search for a pair of linear expressions 
v = a’~ and w = 8’5 with unit variance such that the vector a is proportionate 
to the vector 6 and at the same time the vector /3 is proportionate to the vector y. 
Because of the condition of unit variance we then have 
Y = PP 
6 = pa 
where p is the correlation coefficient between v and w. This correlation coefficient 
is also the multiple correlation coefficient (possibly with the sign reversed) 
of the regression of v on [ and at the same time that of the regression of w on 7. 
It follows that the partial derivatives of this correlation coefficient with respect 
to the component of a and p vanish, so that p is a stationary value of the correlation 
coefficient between the linear expressions a’r] and pt. Thus p is a canonical 
correlation coefficient and the pertaining linear expressions are v = a’? and 
w = /3’5 which are a pair of canonical variables. 
In order to transform relations (8) in such a way that the canonical variables 
can be obtained, we introduce the matrix of the partial regression coefficients 
of 71 on 5 and that of [ on 7. These matrices will be denoted by @ and Y, and 
arranged in such a way that the element of the i-th row and j-th column of the 
matrix @ is the partial regression coefficient of Q on & and the element of the 
k-th row and I-th column of the matrix ?P is the partial regression coefficient 
of [r on 7k . Then the following simple formulae are obtained: 
y = @a 
6 = Y/l (9) 
and then relations can be written as 
ax = p/3 
?ly = pa. (10) 
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Eliminating j? we have 
YJ@a = p%. (11) 
If the covariance matrix of 5 is denoted by A,, and that of 7 by A,, and moreover, 
the matrix of the covariances which involve one component of 7 and one com- 
ponent of 1 by A,, , arranged so that the element of the i-th row and the j-th 
column is the covariance of vi and cj and by A,, the same matrix transposed, we 
have 
@ = A;;A, 
Y = A;;lllA,, 
(12) 
After premultiplication with A,, the matrix equation (11) can be written as 
&A;& - PEA,,,)” = 0 (13) 
which is a well-known equation in the theory of canonical correlation (cf. [l, 
p. 2961). The squares of the canonical correlation coefficients satisfy the secular 
equation 
I A,,l,A;;A1,n - ~‘-4~~ I = 0 (14) 
which gives p roots in ~2. Having determined p2, we get the coefficient vector 01 
from (13) and then the vector /3 from the first formula of (10). Of course we can 
get an equation for /3 corresponding to (13) 
(Q’$,& - ~~~~~~~ = 0, (15) 
with the secular equation 
which has Q roots in p2. If Q > p at least 4 - p roots have zero value. 
Let au) and CY(~) be the vector of coefficients obtained from the matrix equation 
(13) for two diierent roots, say p2 = pi2 and p2 = pi2 of the secular equation (14). 
Then we have 
showing that the linear expressions vi = o&r) and vj = ‘Y;,,T are uncorrelated. 
Let the linear expression in the other set of variables, associated with the value 
p2 = pi2 be wi = /3;,[. 
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Since vi and vj are uncorrelated it follows that even wi is uncorrelated with vj , 
because otherwise a linear expression in vi and vj could obtain stronger correlation 
with wi than vi alone. This is impossible, because vi is proportionate to the linear 
regression function of wi on the components of 5. If pi2 is the i-th largest root 
of the secular equation (14), the pertaining linear expressions 5si =-= “ii,7 and 
wi = &,< are the i-th pair of canonical variables. 
3. THE NIPALS METHOD IN THE POPULATION 
The NIPALS method mentioned in the introduction starts with an arbitrary 
linear expression in the one set of variables. Suppose that we have reached 
after s iterations the following linear expression in the first set of variables 
The regression of vcs) on 5 is according to (7) written as 
vw = p)[ + E*w. (19) 
According to (9) we have 
p = @&) (20) 
where Cp is the matrix of the regression coefficients of 7 on 1 as given by the 
first formula of (12). Let pvtc. (‘I be the multiple correlation coefficient between 
v(s) and 5. Because v@) has unit variance this multiple correlation coefficient is 
obtained from the formula 
(21) 
where A,, is again the covariance matrix of 5. The linear expression in the other 
set of variables 
w(s) = pq (22) 
is obtained by normalizing the systematic part of the regression (19) so that unit 
variance is obtained. Then we have 
The regression of w (8) on 7 is according to (7) written as 
&) = 8’Wrl + e**(s) (24) 
REGRESSION ASPECTS OF CANONICAL CORRELATION 423 
where according to (9) 
The matrix Y of the regression coefficients of 7 on 5 is given by the second 
formula of (12). Let us denote the multiple correlation coefficient between 
~(8) and 7) by pz& . Because &) has unit variance we get 
where A,, again denotes the covariance matrix of 7. 
Normalizing the regression function y’(@[ we get 
with 
y(s+l) = a'(s+l)rl (27) 
Js+1) = s’“‘/p$;v) . (28) 
In order to prove the convergence of the procedure, we express P in terms 
of the canonical variables themselves 
p = /py + K;)y2 + .- * + $)y 11 2, 9' (29) 
Now we will consider the linear least squares regression of v(@ on the other set 
of canonical variables, wr , w2 )..., w* . We assume that p > p. Then only p 
canonical correlations, say pr , p2 ,..., pl, may be different from zero. Furthermore 
we recall that E(v,2) = E(oi2) = 1 and E(v,w,) = pi , while E(v,wJ = 0 if 
i # j. Then the regression is 
p = fcyplW1 + $p2w2 + --* + K;)p*WB + E*(s) (30) 
where E*(@ has the same value as in formula (19). Normalizing the systematic 
part we get the expression for ~(8) 
with 
WCS) = pw1 + xyw2 + *-* + h$)wp (31) 
A?’ = /ppi I( E (qpj)2 lj2. j=l 1 
The denominator equals the multiple correlation coefficient of Y@) on 5. For 




The linear least squares regression of w(@ on v1 , Ye ,..., vl, becomes 
w(s) = A$JlVl + A;$& + . . * + xpppv9 + E**(s). (34) 
The expression for v(s+l) is obtained by normalizing the systematic part of this 
regression 
Js+1) = K(s+l) 
1 "I + KS 
(s+1),, + . . . + K (s+q) 
.Q 9 (35) 
with 
(36) 
In the sequel we will also need the following formula for the multiple correlation 
coefficient between W(S) and 77: 
(37) 
From formulas (32) and (36) we obtain 
whence 
Let the starting values be K:‘), I#,..., Kg’. Then a successive application of the 
formulas give 
and 
Ki (8+1)/K18+1) = (&,1)28 ,#)/Kp) (41) 
)$+1)/p) = (&$” ppy . (42) 
It is assumed that p1 > pa > as- > pz, . If x:1’ # 0, the ratios tend to zero 
exponentially when the number of iterations tend to infinity. Then v(~) and w(@ 
tend to the first pair of canonical correlations v1 and wi . If we happen to start 
with K:” = 0 and p2 > pS the procedure should theoretically lead to the second 
pair of canonical variables. 
If the m first canonical correlations are equal, ratios (41) and (42) still tend to 
zero for i > m. The solution corresponding to the first canonical correlation is 
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then undetermined within an m-dimensional space, but the iterative method 
gives just one solution, which then depends on the initial conditions. The other 
solutions pertaining to this canonical correlation may be obtained in the same 
way as if the correlation were different. 
Having obtained one solution, say v, and w1 we repeat the procedure with 
residuals of the linear least squares regression of each of the components of 7 on 
v, and each of the components of 6 on w1 . Since these residuals are uncorrelated 
with vi and wr the above procedure will yield another pair of canonical variables. 
Also in this case the multicollinearity problem can be solved by excluding one 
of the residuals in each group. 
4. A COMPARISON BETWEEN THE NIPALS METHOD AND 
AN ITERATION PROCEDURE, WHERE ONLY THE ONE SET OF 
COEFFICIENTS ARE INVOLVED 
By introducing y@) of expression (20) into (23) and 8c8) of expression (25) 
into (28) we obtain 
p(s) = f#@/& (43) 
&+1) = y/p/&, . cw 
Substituting the expression for /3(*) into the expression for &+l) we have 
(45) 
But this is the same as the iterative solution based on formula (11) or formula (13) 
premultiplied by ‘12 , namely 
#a) = yqj,Cs) (46) 
(p’“‘)2 = (7’w~n~7q1/2. (47) 
For the same value of &) the same value of &+l) is reached in two steps with 
the NIPALS method, but in one step with the last method. But the canonical 
correlation coefficient is approximated differently. A comparison between the 
methods shows that 
b92 = P%P% * (49) 
However, if one of the normalization conditions are neglected, so that we set 
/YE) = yfs), the NIPALS method will also lead to approximation (49) for the 
square of the canonical correlation coefficient. 
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5. AN ITERATIVE METHOD FOR THE CANONICAL VARIABLES ASSOCIATED 
WITH THE SMALLEST CANONICAL CORRELATION 
The NIPALS method obtains w fs) from u(S) by taking the systematic part of the 
regression of rJs) on 5 and then normalize. In this section we want to determine 
the linear expression w(@, such that the systematic part obtained from the 
regression of &) on 17 equals v(~), apart from a normalization factor. We will 
then assume that there are the same number of variables in both sets, that is 
p = 4. Then the matrices Cp and !? as given in formulas (12) are square, and we 
will assume that they are nonsingular. Once again let the value of v as obtained in 
approximation number s be 
u(s’ = &fS’ 77. (50) 
Consequently, we must determine an intermediate vector 0(@ by means of the 
relation 
y(p = a(s’ (51) 
or 
@S' = yI-la(S) (52) 
and obtain ,B(s) with the aid of the normalization condition 
/.p' = e(s'/(~'(s'fliZ~(S')l/z. (53) 
In the same way we will determine ~(~+l), so that its partial regression coefficients 
with respect to the components of 5 are proportionate to the components of ,@@. 
First we introduce the intermediate vector x(@ by means of the relation 
X 
(5' = D-1 
B 
(S' (54) 
and normalizing we get 
&+I' = X(S'/(X'(S'~~nX(S')l/2~ (55) 
The starting vector &) is in principle chosen arbitrarily. Since ~(8) has unit 
variance and 8’(8)5 differs from &) only by a normalization factor, the multiple 




In the same way we find the following expression for the multiple correlation 
coetlkient between v(s+l) and 5 
PdC) 
(S-tl) = I/(X&)~n~X(syz~ 
(57) 
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These multiple regression coefficients equal the normaliiation factors in formulas 
(53) and (55). 
The starting vector al(r) can in principle be chosen arbitrarily. 
In order to get the pair of canonical variables belonging to the second smallest 
canonical correlation coefficient, we perform the same procedure on the residuals 
obtained from the least squares linear regressions of each component of 7 on v@) 
and that of 5 on CL@). 
The proof of the convergence of the procedure is the same kind as in Section 3. 
For v(@ and UJ(~) we use formulas (29) and (31). 
p’ = (s’ K1 Yl + l&J2 + .*a + K%J 9 9, (58) 
,(s’ = X$Jl + h(zS’w2 + ..’ + x$J9. (5% 
The condition at the partial regression coefficients of ~(8) on or , ~a ,..., yP should 
be proportionate to KP), up) ,..., ~$1, and together with the normalization 
condition of unit variance leads to the formula 
A?) = K~),,/( i (Kj”‘~fj)y. 
j=l 
(60) 
In the same way we use the condition that the partial regression coefficients of 
Y@) on wr , w2 ,..., wg should be proportionate to K?), ~a (-9 ,..., K($. Then we obtain 
,!s+1) 
z = &,/( f (hjypj)y2. 
i=l 
The corresponding expressions for the multiple correlation coefficients are 
P%,g),) = l/( i (&)2)“2, 
j==l 
P% = I/(?$ (h:"lfi)2)1'2. 
(62) 
(63) 
From formulas (60) and (61) we have 
xy/xy = paKJS)/piK;) 
(s+1) (s+1) _ 





(s+1) (.9+1) = p zK9p12K(s) 
0 e B * (66) 
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A repeated use of the last formula gives 
Provided that the two smallest autocorrelations are not equal this formula shows 
that ~! j )  is the only nonvanishing coefficient, when s tends to infinity. Thus 
the iterative method leads to the pair of canonical variables pertaining to the 
smallest canonical correlation. An exception is the case Kg’ = 0. Then the second 
last pair of canonical correlations is obtained. If the m smallest canonical 
correlations are alike, the solution is undetermined within an m-dimensional 
space, but the iterative method leads to one solution, depending on the starting 
values. 
Hitherto we have considered the case p = q. Assume now that q > p. Then 
it is possible to consider the components of 
q* = q (70) 
as the other set of variables instead of the components of t themselves. Then we 
are back to the case p = q. But since the matrix of the regression coefficients of 
7 on T* is the unit matrix, the procedure is practically the same as that obtained 
from formula (11) or (13); namely 
+) = (y&q-l&) 
(69 
and after normalizing to unit variance 
Moreover, 
Js+l) = 7(8)/(?'(s)~ntjT(8))1/2. (70) 
As done in Section 4, it can be proved that the above method for a given value 
of &) leads to the same value of &+r) as does the method considered in the 
beginning of this section. If q > p we replace 5 by v* as mentioned before. 
6. AN ALTERNATIVE ITERATIVE PROCEDURE FOR THE 
SMALLEST CANONICAL CORRELATION 
The procedure of the last section involves inversion of the matrices @ and Y, 
if they are square, or more generally inversion of the matrix Y@. In this section 
a procedure for the smallest canonical correlation, which makes use of straight 
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forward regressions will be given. The procedure makes use of the same 
regression as before in one direction, but makes use of the residual as regressand 
in the other direction, so that system (6) is replaced by 
v = y’( + e* 
c* = 6*‘7 + e***. 
(72) 
When Y is a canonical variable, the regression of y’t on the components of 7 
leads to a linear expression, where the coefficients are proportionate to those of 
v with the proportionality factor pz. Then the regression of Z* on r] leads to a 
linear expression in the components of 1, where the coefficients are proportionate 
to those of v itself with the proportionality factor 1 - pa. Thus 
s* = (1 - pyct. 
Let us moreover consider the regression of q on 5: 
(73) 
q=@.+E 
where l is the residual vector. Then 
E* = de. 
Since A,,, = A, this implies that 
s* = A;$l<Ea 
which leads to the equation 






this equation can be considered a rewriting of (13). 
As to the iterative procedure as applied to the population we have as before to 
calculate yCs) according to formula (20). Neglecting the normalization we 
continue to yly(@, or since we consider the residual E*@) = v@) - ~(~‘5 as 
regressand, we get 
jj*w = ($8) - y Y (5) (79) 
Then cP+l) is the vector S*(s) 9 multiplied by a normalizing factor so that the 
expression CY’(*+~)T obtains unit variance. 
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If the regression is considered in terms of the principal components themselves 
(29), it is found in a way similar to the one used in Section 4 that 
(s+1) (s+1) 
Ki IKP = [(I - ,,,.‘)/(l - ,, 2 8 2)]s K’?)/K(l) 2, a2) 
showing that, in the limit, only the coefficient of the canonical polynomial 
belonging to the smallest canonical correlation survives. Noting that the formula 
for 6*(s+i) can as well be written 
s*(s+l) = (I- IpQj),CS) 
(81) 
it is also in this case possible to use the procedure backwards, and use the 
intermediate vector 
X *(s+l) =(I.- yq-la(S) (82) 
and then normalizing x*cs+l) we get c@+r). This backwards procedure leads to the 
canonical variables pertaining to the largest canonical correlation. 
7. A COMBINED METHOD 
A combined method leading to the smallest eigenvalue can be obtained if 
steps from the two methods in Sections 5 and 6 are used interchangeably every 
other step. Writing r) * = @c this corresponds to the equation for (Y written as 
with 
v,*n* - (PW - P2N4Eb = 0 (83) 
A n*n* = 4&G% (84) 
AC6 = A,,,, - Allen . (85) 
It is evident that the backwards method mentioned in the end of Section 6 can 
also be combined with the method in Section 4, thus giving an iterative method 
for the largest canonical correlation. 
8. THE ORIGINAL NIPALS METHOD AND RELATED PROCEDURES AS 
APPLIED TO A SAMPLE 
8.1. Comments to Weld’s Original Procedure. As pointed out by Wold [7] 
his method estimates canonical correlations in the proper sense only if the 
variables have zero means. If this is not the case, the deviations from the sample 
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means are used. Thus, if the observed values of the i-th variable of the first set 
are YiI ,..., Yi, , we form Fi = (l/n) ‘& Yit and make use of the variables 
yit = Y,., - Y; . For thej-th variable of the second set we introduce in the same 
way .zjt = Zj, - Zj . The alternative way of introducing a dummy variable 
with unit value in each set, is inconvenient for an iterative process leading to the 
largest canonical correlation, because it leads to ut = nt E 1, and then the 
procedure mentioned at the end of the introduction implies the use of the 
deviations from the sample mean in the second round. 
Weld’s iterative procedure requires the calculation of up) (t = l,..., n) 
according to formula (1) and thereafter the coefficients in relation (2) are obtained 
by means of the least squares method. 
8.2. The Use of Estimates of the Matrices @ and Y. When estimates of the 
covariance matrix of the observed variables are obtained in advance of the 
iteration, the procedure can be performed in the same way as for the theoretical 
distribution. Let L,, , L,, , and L,, be the estimates of the matrices A,,,, , A,, , 
and A,, so that the typical elements of the estimated matrices are (l/n) 2 yityjt , 
C1ln) C ZitZjt 9 and (l/n) C yitzjt respectively. The estimates of the matrices dj 
and pare denoted by & and p. Then 6 = L;:L,, and ??’ = L;iL,, are calculated 
in advance of the iteration. Let a(s), b(s), c(s), and dtS) denote the estimates of 
the coefficient vectors OL, /3, y, and 6 as obtained in approximation s, and Rf/z, 
and R$,, the estimates of the multiple regression coefficients p”(C) and pwftl) as 
obtained in approximation s. Then we have from formulas in the one direction 
(H-25), 
p = $a(s), R$;, = (c~(s)Lzzc(s))1~2, bcS) = (l/R$$(“) W 
and in the other direction, 
d(S) = ,&‘S’, R(S) &) = (d’?c,, cPy2, atS+l) = (1 l&L)) &’ (87) 
where the common final value of RI&&, and R$\, equals the estimated first 
canonical correlation R. 
8.3. A Combination of the two Semisteps. Neglecting the normalization for the 
first iteration and using the notation r “(*) for the vector as estimated in the 
s-th approximation, we get from formulas (45-49): 
7 “(S’ = lpgja(d, (R(S))2 = ($‘%,,T ) , “(5’ 112 acS+l) = [l/(R’“‘)~f’“‘. (88) 
For comparison purposes we note that according to formula (49) 
(R(s’)2 = R$R$,, . (89) 
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8.4. The Backwards Procedure Which Leads to the Smallest Canonical 
Correlation. When both sets contain the same number of variables, the 
procedure can still be taken as two semisteps. Writing the estimates of the 
vectors 6 and x as obtained in approximation number s as t%) and t(s) we have 
from formulas (51-57) in the one direction 
g(S) = 143-1a(8) 
, Rg/) = 1/(&(~)Lzg~(8))1’~, b’“’ = @$p , (90) 
and in the other direction 
X 
AM = &-l)p, 112;) = ,/(pLyvp)l’~, a(s+l) = &a' A(S), 24(3)X (91) 
In the general case, however, we combine the two semisteps and obtain: 
(R(B))2 = l/(+‘(~)Lyy~t~))ll~, a(8+1) = (R(S))z+(S). (92) 
It should be noted that formula (89) holds also in this case. 
9. THE SAMPLE VERSION OF THE NIPALS PROCEDURE LEADING TO THE 
SMALLEST CANONICAL CORRELATION AND ITS EXTENSIONS 
9.1. The Direct NIPALS Approach. The empirical counterpart to the iterative 
procedure dealt with in Section 6 can also be performed in two different ways. 
The direct NIPALS approach is the following: Given uj’) we consider the least 
squares regression 
and afterwards the least squares regression of the residual with respect to the 
first set of variables 
e;(S) = d;(s) + df’“‘j’,, + . . . + d;(S)y,t + ,F**(+ (94) 
Whence, after normalization 
.js+l) = @‘“l(; fl (d$” + dT’“‘Ylt + -9. + 1’2. (95) 
As indicated it is possible to perform the iterative procedure with the original 
values of the observed variables instead of the deviations from their sample 
means. The normalization of the systematic part of the right member of 
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expression (93) to give WV’ is not performed during the iteration, but such a 
normalization can be performed after the completion of the iterative process, 
and the estimated smallest canonical correlation is R, = (l/n) z up, , It can 
also be calculated from the formula R,2 = 1 - (l/n) C ef2, where et* is the 
final value of eF(‘). 
9.2. The Use of the Estimated Matrices 4 and p. The second way of iterating 
according to this process is again more close to the one used for the theoretical 
distribution. With the notations used in Section 8.2 we have from formulas (20) 
and (79) 
c(S) = &a(S), d*(S) = a(S) - PC(S), (96) 
and after normalization 
a(8+1) = (d*‘(s)& &tW)-l/2 d*(8). 
(97) 
It should be noted that the two relations given in (96) can be combined as 
d*(s) = (I- ‘)%$)a(s). (98) 
9.3. A Backwards Procedure Leading to the First Canonical Correlation. The 
procedure indicated by formula (98) can be changed into a reversed procedure 
according to formula (82) which gives f*ts) = (I - !&@-1a(8); a@+l) = 
(~‘*(6)Lyy~*(8))-l/2~*(s). 
10. COMBINED METHODS AS APPLIED TO THE SAMPLE 
Let R2 denote the sample value of the second canonical correlation. When the 
first canonical correlation is wanted, the rate of convergence of the direct 
method according to Sections 8.1-8.3 depends on the ratio R22/R2, as seen from 
formula (41); while the rate of convergence of the backwards procedure con- 
sidered in Section 9.3 depends on the ratio (1 - R2)/(1 - R22). As suggested 
in Section 7, steps from the one method and the other method can be combined. 
Also this combined method can be used in one stroke. Combining the results 
in Section 8.3 and 9.3 we have 
x A**(r) = [($fQ)-1 - j-j-l&), 
a(Y+l) = (x WW)Lyy &Wr))-l/2X**W) 
(9% 
which is a combined procedure leading to the first canonical correlation. The 
rate of convergence depends on [R,2(l - R2)]/[R2(1 - Ra2)], 
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On the other hand, the direct iterative method for the smallest canonical 
correlation according to Sections 9.1-9.2 has a rate of convergence depending on 
(1 - %-1NU - RP2) according to formula (80) while the rate of convergence 
for the backwards method given in Section 8.4 depends on R,2/R~-1 . A com- 
bination of the methods as suggested in Section 7 leads to 
d**(T) = [(q&q-l - @‘T’, 
@(?a) = 
( 
d**'(r)& d**(v) -1 d**(r) 
1 
which is a combined procedure leading to the smallest canonical correlation. 
Its rate of convergence depends on [RR,2(1 - R”,-,)]/[RL-,(I - R,z)]. 
11. SIMPLIFICATION OF THE NORMALIZATION PROCEDURE 
Although the canonical variables are aimed, it may pay off to use a simplified 
normalization during the iterative procedure. Two simplifying devices may 
be indicated. 
(i) Only one normalization is performed each iteration step. 
(ii) Instead of the normalization to unit variance, a simple normalization 
of the type a?) = 1 may be used in practice. 
With this simplification the method given in 8.2 reduces to 
&s) _ &(s) - , 
f(S) = pp, &+1) = ;j"/;l"'. 
(101) 
12. THE OCCURRENCE OF COMMON VARIABLES IN THE Two SETS 
Let US consider the case where, e.g., the variables Xi, , X,, ,..., X,, occur in 
both the groups considered so that the groups of variables are 
Y It ,*.-, y,t 3 Xl, ,*-*, &Lt 
z 1t ,.a-, -&t , 4, ,..‘, xnt 
and where one of the common variables, for instance X1, , is a dummy variable 
such that X,, E 1. Then we can form m - 1 linear combinations of Xi, ,..., X,, 
with zero sample mean and zero correlation with each other, as estimated from 
the sample. If these m - 1 linear combinations are normalized to unit sample 
variance, they can be considered as m - 1 canonical variables common to the 
two groups, so that they correspond to unit value of the canonical correlation. 
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Let P and Q be the matrix of the estimated partial regression coefficients of 
Y rt ,..., Y,, and Z,, ,..., Z,, on X1, ,..., X,,,, , so that each row corresponds to one 
regressor. Let Y, , 2, , and X, denote the column vectors of the three groups of 
variables. Then we introduce the residuals yt and at by means of the relations 
yt = Yt - P’X, (102) 
zt = 2, - Q’X, . (103) 
The rest of the analysis can then be performed with the aid of the vectors yt 
and .zt in the same way as before. Moreover, let Myz denote a matrix of which a 
typical element as (l/n) C Y,,Z,, , and let the notation extend to other sets of 
variables as well, while the notation L,, stands for a matrix with the typical 
elements (I/n) C xgt yjt where yit and zjt now refer to elements of the residual 
vectors as given by formulas (102) and (103), and the matrices L,, and L,, are 
similarly defined. Then 
P = M;;M,, ww 
(105) 
(106) 
Lzz = Mz, - Mz&GWxz . (107) 
13. A CANONICAL CORRELATION APPROACH TO THE LIMITED INFORMATION 
LIKELIHOOD (LIML) OR LEAST VARIANCE RATIO (LVR) ESTIMATION 
A usual method for estimating one outstanding equation of a simultaneous 
equation is the limited information maximum likelihood (LIML) method also 
referred to as the least variance ratio (LVR) method, where the latter approach 
does not require the assumption of normally distributed residuals (cf. [6]). In 
a recent paper Hannan [3] has pointed out that this method can also be inter- 
preted as a canonical correlation approach, and he used this interpretation for the 
extension of the method to a subsystem, where all equations have the same degree 
of overidentification, but this extension will not be considered here. 
Let Yrt ,..., YSt be the endogenous variables present in the equation to be 
estimated, and let X1, ,..., X,, be the predetermined variables present in the 
equation. Z,, ,..., Z,, denote the predetermined variables not present in the 
equation considered, but present in the system as a whole. For convenience 
a dummy variable is introduced again, say X1, = 1. Let yt and zt be the residual 
vectors defined by Eqs. (102) and (103). Writing as before ut = a’yt , we consider 
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again the least squares regression ut = c’zt + e,*. With this notation the 
least variance ratio approach can be described as the minimization of the ratio 
C f4YX et’, and this maximum occurs if the estimated correlation Rucz) between 
ut and the components of zt is as small as possible. The minimum of Rutz:) 
equals the smallest canonical correlation coefficient R, . This means that the 
least variance ratio estimate can be described as finding the canonical polynomials 
corresponding to the smallest canonical correlation, but in the application 
considered here, we are only interested in one of them, namely ut = a’yt . When 
the coefficient vector a’ belonging to the smallest correlation has been found, we 
introduce expression (102) for yt and arrive at the estimated equation 
where 
a’Y,+g’X, = ut, (109) 
g = Pa. (110) 
Hannan describes this way of proceeding as a canonical correlation approach in 
the space orthogonal to the predetermined variables present in the equation. 
The alternative approach, which builds upon the inclusion of the predetermined 
variables present in the equation in both groups of variables according to 
Section 12, seems more illuminating when it concerns the interpretation of the 
method in terms of canonical correlation. 
Although Anderson and Rubin [2] in their pioneering paper on the LIML 
method normalize ut so that (l/n) 2 ut 2 = 1, the simple normalization, where 
one of the elements of the vector a is given the value one, is most commonly 
used in econometric practice. 
Canonical correlation analysis is often described as a method belonging to the 
realm of exploratory studies, where the aim is to get insight into the relation 
between the two sets of variables when the structure is unknown. The application 
considered in this section relates to a case, where the estimation is more strictly 
defined. 
14. A SIMPLE EXAMPLE 
As a simple example of the method given in Section 8.1 we will use a structural 
equation, which is estimated by means of the least variance ratio method by 
Johnston [6, pp. 269-2711. The equation involves two endogenous variables, 
namely consumption expenditure in time period t, say YIt , and the gross 
domestic product in time period t, say Yzt and no predetermined variables. 
The equation will be written as 
y1t + %I + ffzyzt = vt (111) 
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where the normalization cyr = 1 is used instead of the normalization to unit 
variance. The equation considered is part of a simultaneous system which has 
two predetermined variables, which will be denoted by Z,, and Zs, , where Z,, is 
the gross fixed capital formation in time period t - 1 and Z,, an exogenous 
variable in time period t; namely, gross investment in stocks + government 
expenditure on goods and services + gross public investment + exports + 
imports. 
The data are taken from the United Kingdom Economy 1949-1958 (the 
Iagged variable Z,, is for the years 1948-1957). As given by Johnston, the data 
considered by the estimation are given in Table 1. 
TABLE 1 
Values of the Economic Variables Considered During the Period 1949-1958 
(for Z,, 1948-1957) 
Year 
1949 1.09 1.44 1.02 2.36 
1950 1.12 1.48 1.08 2.41 
1951 1.11 1.53 1.12 3.17 
1952 1.10 1.54 1.05 3.36 
1953 1.15 1.59 0.98 3.40 
1954 1.20 1.67 1.07 3.38 
1955 1.24 1.72 1.28 3.32 
1956 1.25 1.75 1.47 3.41 
1957 1.28 1.78 1.59 3.32 
1958 1.31 1.77 1.67 2.89 
(i YIt and Yet are expressed with ten millions pounds as unit. 
* Z,, and Z,, are expressed in millions of pounds. 
With the simplified normalization used in Eq. (1 ll), the step from ur) to 
uy+l), according to the least squares regression equations (93) and (94), is as 
follows: 
(8) 
U1t = cy + C$-lt + c’“‘Zzt + e*(8) 2 t 
*M = (j*(a) 
elt o + d~‘“‘Y,, + dz*(‘)Yst + e,***(S) 
h-1) 
QO 
= &d/gt4S), &l) = ~,*("'/p' 
(s+1) 
Ut = Y1t + up + CpY,, . 
As starting point for the iteration, the simple approximation @) = Yit was 
chosen. The parameter values as estimated in the different approximations are 
given in Table 2. 
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TABLE 2 
Parameter Values as Estimated in Different Approximations” 
s (81 a0 ay) 
Cra, 0 c(B) 1 cIsl 2 d*(8) 0 dy dC’d’ 2 
1 0 0 0.7056 0.2756 0.0449 -0.2091 0.4925 -0.2302 
2 -0.4245 -0.4674 -0.0478 0.0987 -0.0238 -0.0902 0.2322 -0.1137 
3 -0.3884 -0.4896 -0.0273 0.0903 -0.0270 -00.0845 0.2198 -0.1082 
4 -0.3846 -0.4920 -0.0250 0.0893 -0.0274 -0.0839 0.2185 -0.1076 
5 -0.3841 -0.4922 -0.0249 0.0893 -0.0274 -0.0839 0.2184 -0.1075 
6 -0.3841 -0.4923 -0.0248 0.0892 -0.0274 -0.0839 0.2183 -0.1075 
7 -0.3841 -0.4923 
D Two more decimal points were used during the actual calculation. 
Thus the estimated relation is 
Y,, - 0.3841 - 0.4923 Yzt = Ut . 
Remembering that the canonical correlation can be interpreted as a multiple 
correlation coefficient, we have R, s = 1 - (C eT”/x ut2), which gives the 
value R, = 0.8841 for the smallest canonical correlation. With normalization 
of ut and ut - et*, i.e., the systematic part of the regression of ut on Z,, and Za, , 
to unit variance we get the canonical variables 
and 
39.60 Y,, - 19.50 Yzt - 15.21 
3.997 z,, - 1.229 z,, - 1.109, 
which are associated with the smallest canonical correlation. 
To be sure, this simple example is only meant as an illustration to the iterative 
method. In this very case the underlying secular equation is only of the second 
degree. 
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