We study a special class of operators T satisfying the transmutation relation
Introduction
If L and M are differential operators, then an operator T satisfying the relation LT = T M, in a suitable functional space, is called a transmutation operator. Transmutation operators are a useful tool in the study of differential operators with variable coefficients, see [1] , [9] , [25] , [26] , and [27] for their classical theory.
From the viewpoint of applications, it is desirable to have the transmutation property (5) on larger spaces than P(R). Section 5 is devoted to the study of s-transmutations on Sobolev spaces. Extending the results of [27] , we show that a particular s-transmutation operator on W 2,1 [−a, a] can be represented in the form (1) , where K(x, t) is a weak solution of a Goursat problem (Theorem 21) . Combining this result with those of Section 4, we arrive at the main result of the paper, Theorem 22, an explicit representation of the general s-transmutation operator on Sobolev space. As an application, we get the SPPS representation for the general solution of the equation
dx 2 − qu = λu in a slightly more general setting than was known previously (Corollary 23) .
Even in the case of continuous coefficients, the transmutation relation (5) has been studied mainly in the space of twice differentiable functions, and assuming the existence of all the involved derivatives in the classical sense. However, as always, for the best understanding of differential operators, the framework of distributions is the most suitable.
The second goal of the paper is to study the s-transmutations on spaces of distributions, which is done in Section 6. Assuming that the potential of the Schrödinger operator is locally integrable, we show that each s-transmutation operator admits a continuous extension as a linear operator and as a transmutation operator to a suitable space of distributions, depending on the smoothness of the potential q. Also, this procedure leads to the construction of all the distributional s-transmutation operators.
Lastly, in Section 7 we provide some conclusions and generalizations.
Preliminaries
First, following [2] , [5] , and [28] , let us introduce the spaces we are going work with. Let (a, b) ⊂ R be a bounded open interval and denote by F (a, b) any one of the following classical spaces: L p (a, b), C k (a, b), or C ∞ (a, b), for k ∈ N 0 = {0, 1, 2..} and 1 ≤ p ≤ ∞. Note that L p (a, b) and C k (K) are Banach spaces with the corresponding natural norms whenever K ⊂ (a, b) is compact, and C ∞ (K) is a Fréchet space when equipped with the topology of uniform convergence on K in each derivative [2] .
Let us denote by F loc (a, b) the subspace of F (a, b) formed by those functions ψ ∈ F (K), for each compact set K ⊂ (a, b). By F c (a, b) we denote the set of functions ψ ∈ F (a, b) such that supp ψ ⊂ (a, b), here supp ψ is defined as the complement of the largest open set on which ψ vanishes a.e. We endow F c (a, b) with the inductive limit topology, turning F c (a, b) into a locally convex topological vector space [2] , [28] . A sequence of functions ψ n ∈ F c (a, b) converges to ψ ∈ F c (a, b) with respect to this topology if there exists a compact set K ⊂ (a, b) such that supp ψ n ⊂ K for all n and ψ n → ψ in F (K) as n → +∞. Let (F c (a, b)) ′ be the dual space of F c (a, b), consisting of all continuous functionals u : F c (a, b) → C. The value of a functional u on ψ ∈ F c (a, b) is denoted by u, ψ and continuity means that u, ψ n → u, ψ provided that
′ is defined to be pointwise convergence. Obviously, for a smaller set of F c (a, b), the set (F c (a, b)) ′ will be bigger.
The space C 
. We usually identify a regular distribution u with the corresponding function f , u ≡ f .
Definition 1 Let T and T be linear operators from
The most common way to extend linear operations from functions to distributions is the following.
is continuous, then the operator T can be extended to a continuous linear operator from D ′ (a, b) to itself by the formula
Proof. This is a special case of [12, Th. 3.8] .
is defined by employing the previous proposition: [5] , Theorem 8.2) in the following sense:
Consider the differential equation
in the sense of distributions, where q, h ∈ L 1 (a, b) and the distribution qu is defined by
To overcome this situation, we first will look for solutions of (2) in W 1,1 (a, b), which are called weak solutions.
Proposition 3 Let q and h be functions in L 1 (a, b). Then a function u ∈ W 1,1 (a, b) is a weak solution of (2) iff u ∈ W 2,1 (a, b) and (2) is satisfied a.e. on (a, b).
Proof. See [4] . The last result reveals the density of polynomials in W 2,1 (a, b).
. Then there exists a sequence of polynomials P n such that P n → u, P
, and because polynomials are dense in L 1 (a, b) there exists a sequence of polynomials Q n such that
Integrating (3) twice we see that the sequence of polynomials P n (x) :
Q n (s) ds dt fulfills the conclusion of the proposition.
s-transmutations and L-bases. First results
Consider the one-dimensional Schrödinger operator
with domain of definition
and the following equality holds
Let P(R) denote the linear space of polynomials. We will be mainly interested in operators satisfying the transmutation property (5) on sets χ ⊇ P(R). Let T be a transmutation operator and define ϕ k := T x k , k ∈ N 0 . From the transmutation property (5), we obtain
and d
As in [11] , we define the following:
Definition 6 A system of functions {ϕ k }, k ∈ N 0 , satisfying (6) and (7) in the sense of weak solutions, is called an L-base.
We have shown that if T is a transmutation operator on P(R), then ϕ k := T x k is an L-base. Moreover, given an L-base {ϕ k }, there exists a transmutation operator T ϕ on P(R) such that ϕ k = T ϕ x k for all k ∈ N 0 . To see this, define T ϕ on powers to be T ϕ x k := ϕ k and extend it to P(R) by linearity. It follows from Proposition 3 that each member of an L-base is a function from the space (6) and (7) we get
This proves the existence of a transmutation operator on P(R) satisfying T ϕ x k = ϕ k . However, regarding possible applications, it is important to establish the existence of transmutations on larger domains than P(R), for example on W 2,1 (a, b), and investigate when they are bounded or invertible. Looking for the existence of such operators, we will work with a special class of L-bases, which we introduce below. We will assume from now on, without loss of generality, that 0 ∈ [a, b].
dx 2 but it is not an s-transmutation operator. Remark 9 We stress that an s-L-base {ϕ k } is completely determined by its first two elements ϕ 0 and ϕ 1 . For instance, from Proposition 3 and by the variation of parameters formula, we see that the unique weak solution of (7) 
where
, and ψ 0 , ψ 1 are any two linearly independent weak solutions of (6) . Note that G(x, s) does not depend on the choice of ψ 0 and ψ 1 .
Theorem 10 Suppose {ϕ k } is an s-L-base and suppose T :
Proof. Let us prove that (10) for any u ∈ W 2,1 (a, b), where G(x, s) is given by (9) . Then (5) will follow from the application of L = d 2 dx 2 + q(x) to both sides of (10). As T is linear and
where we have used (8) . According to Proposition 4, given u ∈ W 1,2 (a, b) there exists a sequence of polynomials P n such that (10) follows from a simple limiting procedure using the continuity of T and the above relations,
Remark 11 It is easy to see that the above theorem is still true if we replace the boundedness of T on L 1 (a, b) by the boundedness from
However, in this case the transmutation property (5) holds on
The following proposition establishes conditions under which the limit of a sequence of s-transmutation operators is an s-transmutation operator as well.
Proposition 12 Let q n be a convergent sequence in L 1 (a, b) with limit q. Let T be a bounded operator on L 1 (a, b) and T n be a sequence of s-transmutation operators corresponding to
To prove the theorem, it suffices to show that {ϕ k } is an s-L-base. Indeed, using the boundedness of T together with the mapping property T x k = ϕ k (x), we conclude from Theorem 10 that T is an s-transmutation operator on
Consider the functions r n (x) and r(x) defined by
It is easy to see from (11) that r (11), we get r ′′ n (x) = 0. Thus r n (x) = c 1 + c 2 x, and taking into account the boundary values at x = 0, we see that
Since, by assumption,
as n → ∞, we can see from (11) and (12) that r n (x) → r(x) uniformly on [a, b] . From this and (13) we must have that ϕ 
This shows that {ϕ k } is an s-L-base. The theorem is proved.
New s-transmutations
In this section a method for constructing new s-transmutation operators on P(R) in terms of one single s-transmutation operator is presented.
Let us introduce the operators
mapping P(R) into itself. Note that the P ± are pairwise projection operators, that is, P 2 + = P + , P 2 − = P − , P + + P − = I, and P + P − = P − P + = 0. Proposition 13 The relations
and AP ± = P ∓ A hold on P(R).
Proof. Straightforward.
Proposition 14
Let T be an s-transmutation operator on P(R). Then Proof. We prove the direct assertions corresponding to i), ii) and iii). The reciprocal assertions are obvious. First, denote by
. From this and from the linearity of T and T P − we conclude that T [p(x)] = T P − [p(x)] for every polynomial p(x).
Part ii) is proved by analogy. Part iii) is a consequence of i) and iii). For instance, since T = T I = T (P + + P − ) = T P + + T P − = 2T , we have T = 0.
Corollary 15 Let T and M be s-transmutation operators on
Proof. This follows at once from part iii) of the above proposition. Setting S = T − M, we have that S is an s-transmutation operator and S[1] = S[x] = 0. Thus, S ≡ 0 on P(R).
Proposition 16
Let T be an s-transmutation operator on P(R). Then: 
, it is easy to conclude that ψ k is standard iff ϕ 1 = T [x] = 0. Thus, from Proposition 14, T = T P + and therefore T d dx
we see that T A is a transmutation operator on P(R) whenever T [1] = 0. In this case, Proposition 14 tell us that T = T P + , from which follows the equality T A = T P + A = T AP − .
Theorem 17
Let T be an s-transmutation operator on P(R). Then the operators T P + , T P − , T AP + and T d dx P − are s-transmutations on P(R) as well.
Proof. Using the relation
dx 2 (Proposition 13) it is easy to see that T P + is a transmutation operator. As the corresponding L-base
Thus ψ k is an s-L-base and T P + is an s-transmutation operator.
Let us now consider the operator T By analogous means we can prove that T P − and T AP + are s-transmutation operators.
Proposition 18
Let {ϕ k } and {ψ k } be s-L-bases such that W (ψ 0 , ψ 1 ) = 0, and let T ϕ , T ψ be the corresponding s-transmutation operators satisfying
where the equality is valid on P(R).
Proof. Let T denote the operator defined on P(R) by the right hand side of (15) . Note that as ϕ 0 , ϕ 1 , ψ 0 and ψ 1 are solutions of u ′′ = qu, all the involved Wronskians on (15) W (u i , v i ) are constant functions and thus T is an s-transmutation operator on P(R) since it is a linear combination of the s-transmutations T ψ P + , T ψ AP + , T ψ d dx P − and T ψ P − (see Theorem 17) .
and
Lastly, as T ϕ and T are s-transmutations and
, it follows from Corollary 15 that T ϕ = T on P(R). (−a, a)
Let q ∈ C[−a, a], a > 0. Then, according to [27] , a transmutation operator on
where K(x, t) is constructed as follows. Consider the transformation 2u = x + t, 2v = x − t, which maps the square Ω : −a ≤ x, y ≤ a onto the square Ω 1 in the (u, v)-plane with vertices (−a, 0), (0, a), (a, 0) and (0, −a). Then, K(x, t) = H( 
If q is n times differentiable, then K(x, t) is n + 1 times continuously differentiable [27] .
is the unique classical solution of the following Goursat problem
K(x, x) = 1 2
We stress that if q is differentiable, then the transmutation property of T follows from straightforward calculations, using (17) and (18), [23] . However, for a continuous q, since K(x, t) / ∈ C 2 (Ω 1 ), the proof of this result is not trivial. In [27] , a proof involving the use of Riemann's function was presented. Another method was mentioned in [25, pag.9] without presenting a rigorous proof: if we approximate the continuous potential q by differentiable potentials q n , then the transmutation property of T should follow by a limit extrapolation of the transmutations T n , say T = lim T n . This idea was also used in [ In this section, we give a rigorous justification of the procedure proposed in [25] , and combining it with Proposition 12, we prove the existence of a transmutation operator on W 2,1 (−a, a), in the case when q ∈ L 1 (−a, a).
Proposition 19 Let q ∈ L 1 (−a, a). Then the integral equation (16) has a unique solution
Proof. The proof is analogous to the one given in [27, Th. 1.2.2] for a continuous potential q. For convenience, we sketch the main steps. First, using the method of successive approximations, we write a hypothetical series representation for the solution of (16), say
q(s)ds and n ≥ 1
Next, we prove the uniform convergence of the above series, which in turn will imply the existence and the unicity of a continuous solution of (16) . From (20) , and following [27] , we arrive at the following estimate
From this and by the Weierstrass M-test it follows that the series defining H is uniformly convergent and
Lastly, from (16) we see that
as it is the sum of the absolutely continuous function Proposition 20 Let q ∈ L 1 (−a, a) and let H(u, v) be the unique solution of (16) . Then the mapping q → H(u, v) is continuous from L 1 (−a, a) to C(Ω 1 ).
Proof. Denote by H(u, v) the solution of (16) with q replaced by q ∈ L 1 (−a, a). It suffices to prove that the inequality
holds for all q, q ∈ L 1 (−a, a) with some constant C > 0 not depending on q. In order to prove this, we first observe that
Now, applying the same reasoning as in the proof of the above proposition, one can check
On the other hand, from (21) we get
Now, combining the last two inequalities, the desired result follows.
Theorem 21 Let q ∈ L 1 (−a, a) and let H(u, v) be the unique solution of (16) . Then,
) is a weak solution of the Goursat problem (17), (18) and
is an s-transmutation operator on
Moreover, T is invertible and
Proof. Let q n ∈ C 1 [−a, a] be a sequence of functions that converges to q in L 1 (−a, a) and let H n (u, v) be the unique solution of the integral equation
Since
) is a classical a solution of the equation (∂ 2 x − ∂ 2 t − q n (x))K n (x, t) = 0 (see the beginning of this section). In particular, the equality
holds for all ϕ ∈ C ∞ c (Ω). As q n → q in L 1 (−a, a), it follows from Proposition 20 that H n → H uniformly on Ω 1 . Moreover, differentiating (24) and using the uniform convergence of H n , we see that
. Thus K is a weak solution of (17) . The boundary conditions (18) for K are obtained by taking the limit of the corresponding boundary conditions for K n , K n (x, x) = 1 2
x 0 q n (s)ds, K n (x − x) = 0. Thus K is a weak solution of (17), (18) . The operator T is an s-transmutation because it is the uniform limit of the s-transmutation operators T n u(x) = u(x) + x −x K n (x, t)u(t)dt, see Proposition 12. The initial conditions (23) of the L-base {α k } follow by differentiating (22) and then using (18) at x = 0.
The formula for the kernel of T −1 was obtained in [22] for a continuous potential q and, by using a limit procedure as above, it is easy to see that it remains true for an integrable q. The theorem is proved.
A fundamental set of s-transmutation operators
Let T be the s-transmutation operator (22) studied in Proposition 21. In accordance with Theorem 17 each one of the operators
is an s-transmutation on P(R) (the linear space of polynomials). Next we show that (26) is a fundamental set of s-transmutation operators in the sense that any s-transmutation operator is a linear combination of operators from (26) . Set I = (−a, a), 0 < a < ∞.
holds on W 1,1 (I), where the operators T, P ± , and A are given by (22) and (14) . Also,
is bounded, and if in addition ϕ 0 (0) = 0, then T ϕ is invertible with T
Proof. As T and T ϕ are both s-transmutations on P(R) with T ϕ [x k ] = ϕ k and T[x k ] = α k , from Proposition 18 and using (23) we see that (27) holds on P(R). As T : L 1 (I) → L 1 (I) is bounded, the operator defined on P(R) by the right hand side of (27) can be extended continuously to W 1,1 (I), from which we conclude that T ϕ :
is bounded. Thus employing Theorem 10 and Remark 11, T ϕ is an s-transmutation operator on W 3,1 (I). The relation T ϕ M ϕ (u) = M ϕ T ϕ (u) = u is obtained after a few but trivial calculations, and using the existence of T −1 (see Proposition 21) . All the remaining affirmations are obvious.
Corollary 23 Let {ϕ k } be an s-L-base such that W (ϕ 0 , ϕ 1 ) = 0 and λ ∈ C. Then the general weak solution of the equation
on I has the form v ger = c 1 v 1 + c 2 v 2 where c 1 and c 2 are arbitrary complex constants,
and both series, as well as the corresponding series of derivatives, converge uniformly on I.
Proof. Let T ϕ be the s-transmutation operator studied in Theorem 22 and satisfying
From the transmutation property of T ϕ , we can see that (
dx 2 − λ)u for all λ ∈ C and u ∈ W 3,1 (I). Thus, the operator T ϕ maps classical solutions of u ′′ = λu to weak solutions of (28) . Moreover, as W (ϕ 0 , ϕ 1 ) = 0, it follows that T ϕ is one-to-one on W 3,1 (I), and thus the general solution of (28) is obtained by applying
Lastly, the convergence of the series defining the solutions v 1 and v 2 follows from the fact that T ϕ is bounded from C 2 (I) into C 1 (I).
Remark 24
Let us relate the results we have obtained so far with the ones appearing in the literature. Assume that q ∈ C I and that equation (6) possesses a nonvanishing solution f ∈ C 2 (I). Set ϕ 0 := f and note that a second linearly independent solution can be computed by the formula ϕ 1 (x) = f (x)
. Without loss of generality assume that f (0) = 1 and set c := f ′ (0). Thus, ϕ 0 (0) = 1, ϕ ′ 0 (0) = c, ϕ 1 (0) = 0, and ϕ ′ 1 (0) = 1. Let {ϕ k } be the s-L-base corresponding to this pair of solutions, and denote by T c the (transmutation) operator such that T c x k = ϕ k . Notice that T 0 ≡ T. The operator T c has been studied in several places in the literature. In [8] , assuming q ∈ C 1 (I), it was proved that T c is a Volterra integral operator and also a transmutation operator on C 2 (I). Another proof of the transmutation property of T c , for any value of c ∈ C, was given in [22] when assuming that q ∈ C 1 (I) and also on [23] supposing that q ∈ C(I) and that ϕ 0 (x) is nonvanishing on I. In u(t)dt was obtained in [23] . This equality is the one given by (27) , in this special case. In [21] , and with the help of the above relation, it was proved that T c is a transmutation operator for any q ∈ C(I) and for any value of c. Perhaps at the same time, another proof for this result was presented in [6] , which is published here (the proof of Theorem 10) for the first time.
The spectral parameter power series representation, like those representing the general solution of (28) in Corollary 23, was first introduced in [17] as an application of pseudoanalytic function theory and nowadays represents a useful tool for the numerical solution of both regular and singular Sturm-Liouville problems, see [4] , [21] and the references therein. Originally, the coefficients of the power series (29) were computed by slightly different recursive formulas, and its construction required the existence of a nonvanishing solution of (28) with λ = 0. Here we have relaxed this restriction using the s-L-bases framework.
s-Transmutation operators on distribution spaces
Let I = (−a, a), 0 < a < ∞, and let q ∈ L 1 loc (I). A linear operator T :
Our next goal is to show that the transmutation operators constructed in Section 5 can be continuously extended from Sobolev spaces to suitable spaces of distributions, preserving the transmutation property. To this, let us consider the s-transmutation operator studied in Section 5.1, Theorem 21,
Since q ∈ L 1 loc (I), we have K(x, t) ∈ C(I × I) ∩ W 1,1 loc (I × I) and thus T maps L 1 loc (I) into itself. In order to extend T to distributions, using Proposition 2, we first have to look for the existence of the corresponding transpose operator. An easy computation shows that
with the equality I (Tu)φdx = I u(T φ)dx valid for all u ∈ L 1 loc (I), φ ∈ C c (I). Let us treat first the case when q ∈ C ∞ (I). Corollary 27 Let q ∈ C ∞ (I). Then the differential equation u ′′ = qu, u ∈ D ′ (I) has only classical solutions.
Proposition 25
Proof. Let u ∈ D ′ (I) be a solution of u ′′ = qu. Then, from the transmutation property of T it follows that v = T −1 u is a solution of v ′′ = 0, v ∈ D ′ (I). The last equation has only classical solutions [2] , thus v = C 1 + C 2 x for some constants C 1 , C 2 and therefore
is a classical solution of the first equation.
From the transmutation property of T it follows that ϕ k is a distributional solution of (6) when k = 0, 1. For k ≥ 2, it satisfies (7). However, from Corollary 27 we see that Equations (6) and (7) have only classical solutions,
The last result allows one to consider the notion of standard transmutation operator (Definition 7) on spaces of distributions.
In what follows, we obtain the analogue of some results of Section 4 for distributions. Consider the operators
and Au(x) = x 0 u(t)dt acting on L 1 loc (I). Since P ± = P ± is continuous on C ∞ c (I), it follows from Proposition 2 that P ± is well defined and continuous on D ′ (I). A similar extension is not available for the operator A. Indeed,
Thus if ψ ∈ C ∞ c (I), we can not be assured of the continuity of the function A ψ(x) at x = 0. However, it is easy to see that (AP + ) = (P − A) = A P − = A P − is continuous on C Conversely, let T be a continuous s-transmutation operator on D ′ (I). From Corollary 28 we see that the corresponding L-base, ϕ k := T x k is such that ϕ k ∈ C ∞ (I). Let us set
Note that by Theorem 22, we have T ϕ x k = ϕ k . Thus, T ϕ x k = T x k for every k ∈ N 0 , and as both operators are linear they are equal on polynomials. In fact, as the set of polynomials is dense in D ′ (I) and both operators are continuous on D ′ (I), we see that T ϕ and T are equal on D ′ (I). This shows that T ≡T ϕ is a linear combination of operators from (26) . Now assume that q / ∈ C ∞ (I). In such a case, the domain of the operator T defined in (30) is smaller than D ′ (I) and it depends on the smoothness of the kernel K(x, t), which in turn depends on the smoothness of the potential q. Denote by F (I), I = (−a, a), any one of the following spaces L p (I), C k (I), k ∈ N 0 , 1 ≤ p ≤ ∞. We are going to consider F (I) with the convergence induced by the inductive limit topology (see Section 2). Define W 2 (I; F ) = {φ ∈ W 1,1 (I) : φ ′′ ∈ F (I)}. If K ⊂ I is compact, then W 2 (K; F ) is a Banach space with norm u W 2 (K,F ) = u W 1,1 (K) + u F (k) . We shall also consider W 2 c (I; F ) with the inductive limit topology.
The extension of an operator T from functions to functionals will be based once more on the identity T u, φ = u, T φ , whenever it makes sense. holds for all φ ∈ W 2,p c (I).
Remark 31 Let q ∈ F loc (I). Reasoning as in Corollary 27, we can conclude that the equation u ′′ = qu, u ∈ (F c (I)) ′ has only weak solutions u ∈ W 2,1 (I). Thus, as before, we will be able to consider standard transmutation operators. Moreover, reasoning as in Proposition 29, we see that an s-transmutation operator on (F c (I))
′ that maps continuously (F c (I)) ′ to (W 
Conclusions and generalizations
A method to compute the general formula of the s-transmutation operators corresponding to L = d 2 dx 2 −q(x) has been presented. On the one hand, the method is based on fairly simple formulas, which allows one to compute a fundamental system of s-transmutation operators when one single (one-to-one) s-transmutation operator is known in closed form. On the other hand, with the aid of classical results we established that a particular s-transmutation operator can be represented in the form of a Volterra integral operator of the second kind.
Most of the results of Sections 3 and 4 can be extended to the second-order linear differential operator L 1 = a 2 (x) [20] . It would also be interesting to develop this method for higher order linear differential operators. However, apart from the results of [1] and [15] , there are, as far as our knowledge extends, no results known about the existence of transmutation operators for higher orders.
