We develop an efficient algorithm for cooperative spectrum sensing in a relay based cognitive radio network. We consider a stochastic model where data is sent from the Base Station (BS) of the Primary User (PU). The data is relayed by the Secondary Users (SU) to the SU BS. The SU BS has only partial CSI knowledge of the wireless channels. In order to obtain the optimal decision rule based on Likelihood Ratio Test (LRT), the marginal likelihood under each hypothesis needs to be evaluated pointwise. These, however, cannot be obtained analytically due to the intractability of the integrals.
to reuse vacant spectrum in the TV broadcast bands. There have been plenty of research on spectrum sensing for cognitive radio, see [4] , [5] for an overview. Essentially, spectrum sensing is a decision making or classification problem. The secondary network needs to make a decision between the two possible hypotheses given an observation vector: that the frequency band is either occupied or vacant. The more knowledge we have on the nature of the primary user's signal, the more reliable our decision can be. If no knowledge is assumed regarding the primary user, energy detector based approaches (also called radiometry) are the most common way of spectrum sensing because of their low computational complexity. Cooperative networks can improve the performance of the network by enabling users to share information and create diversity. This helps combating the detrimental effect caused by the fading channels.
In this work we consider a cooperative network in which the SU BS acts as a fusion centre, by obtaining the raw information via relay nodes. The SU BS has only partial knowledge of the CSI (noisy estimate), which is a practical scenario in real world applications. The SU BS performs hypothesis test to decide whether the PU BS is transmitting or idle in a given frame.
We show that in this setting, the marginal likelihoods cannot be obtained analytically, and we therefore approximate these densities using the Laplace approximation.
The following notation is used throughout: random variables are denoted by upper case letters and their realizations by lower case letters, and bold case will be used to denote a vector or matrix quantity.
II. SYSTEM MODEL
We consider a relay-based spectrum sensing system as presented in Fig. 1 . A single PU BS is equipped with a single antenna. As the PU BS starts using the band, M cognitive radios (in the form of relay nodes, or SUs) receive the signal of the PU BS over independent wireless channels. Instead of making individual decisions about the presence of the primary user, the relay nodes simply transmit the noisy version of the received signals to the SU BS (sometimes called fusion centre), that is equipped with N receive antennas, over wireless channels. The SU BS has only limited knowledge of the realised wireless channels (noisy channel estimates). The SU BS makes the decision on whether the band is occupied or vacant in the current frame, and informs the cognitive radios regarding the presence or absence of primary user's activities. We now outline the system model and associated assumptions:
A. Model Assumptions
• The PU BS may or may not be active at each frame (block) of length L, and the observation at the SU BS can be written as the following binary hypothesis:
where G(l) ∈ C N ×M is the random channel matrix between the relay nodes and the SU BS, F(l) ∈ C M ×1 is the random channel vector between the PU BS and the relay nodes.
is the random additive noise at the relay nodes and W(l) ∈ C N ×1 is the random additive noise at the SU BS. The pilot symbols s(l) are assumed to be deterministic known at the SU BS.
B. Prior specification
Here we present the relevant aspects of the Bayesian model and associated assumptions.
•
The SU BS has only a noisy estimate of the true channel realisation, G(l). The distribution at time l can be written as
at time l and Σ G is the known covariance matrix with elements σ 2 G . For details on noisy channel models, see [6] .
• The SU BS has only a noisy channel estimate of the true channel realisation, F(l). The distribution at time l can be written as with pilot symbols [7] .
III. SPECTRUM SENSING
The objective of spectrum sensing is to make a decision on the binary hypothesis testing (see [8] , [9] ) for a two hypotheses problem (H 0 vs. H 1 ) states that, for a given probability of false alarm, the test statistic that maximizes the probability of detection is the LRT defined as
where γ is a predefined threshold, designed to minimise the associated cost function, and we
In the NP set up, the threshold γ is selected to constrain the false alarm error probability, P F to a value α < 1 and at the same time minimize the probability of miss-detection, P M . The two error probabilities are given as P F = P (Λ ≥ γ|H 0 ) , P M = P (Λ < γ|H 1 ) . The major difficulty in using the LRT is its requirement on obtaining the exact distributions given in (2).
Under both hypotheses, since all random quantities in the model are independent, the evaluation of p (y|H k ), k = 0, 1, can be decomposed in the following manner
where we define  
This integral is difficult to evaluate due to the multiplication of multiple Gaussian distributions.
Instead, in the next section we derive a low complexity approximation of this integral.
IV. MARGINAL LIKELIHOOD APPROXIMATION USING LAPLACE METHOD
In order to obtain an approximation to the marginal likelihoods under each of the hypotheses, we utilise the Laplace method for integrals [10] . The Laplace method approximates the integral in (3) by using a second order Taylor series expansion around the mode of the posterior distribution, which amounts to approximating the posterior density by a Gaussian distribution. The Laplace method to approximate each of the terms of the middle term in (3) can be sumamrised as follows:
where Q(l) is the maximum a-posteriori (MAP) estimate of Q(l), that is
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Thus the Laplace approximation to the marginal likelihood consists of a term for the data likelihood at the mode, a penalty term from the prior, and a volume term calculated from the local curvature.
Finding the mode of the posterior Q(l) is not easy, as it involves a non-convex optimisation problem, as we now demonstrate:
where (6) is non-linear and non-convex, and we shall therefore use the Bayesian Expectation Maximisation (BEM) to obtain the MAP estimate under each hypothesis. The BEM can be easily evaluated using the following iterative steps, at iteration k + 1, where for simplicity we remove the time dependence l:
where
The conditional expectations can be evaluated based on the jointly Gaussian optimal MMSE estimation theory (see [11] ). These can be easily found by rewriting the system model as
where ⊗ is the Kronecker product, and vec (·) is the vector obtained by stacking the columns of a matrix one over the other. Thus, we obtain
Next, using straightforward algebraic manipulations, the Hessian in (5) CN ( 0, 1) , so that G(l) = G(l) + CN (0, Σ G ), and
. We compared the detector based on the Laplace method with the following schemes: energy detector; a mismatched detector which assumes that the estimated channels G(l) and F(l) are regarded as the realised channels. In that case the LRT follows a simple closed form expression; and as a lower bound, we used the case where the channel realisations are known at the SU BS. In this case the LRT also follows a simple closed form expression.
In Figs. 2 and 3, we plot P M vs. P F under different noise conditions, for L = 4 and L = 8, respectively. As evident from these results the Laplace based detector performs much better than the mismatched and the energy detectors. The results demonstrate that as the SNR increases, the overall performance improves. Also the results show that the longer the pilot sequence L is, the lower P M vs. P F can be obtained.
VI. CONCLUSIONS AND FUTURE WORK
In this paper we considered of spectrum sensing in a cooperative cognitive radio system, with partial CSI at the destination. Using the Laplace approximation we developed an efficient 
