In this paper, we propose efficient algorithms for estimating the received signal subspace in a Single-Input Multiple-Output (SIMO) wireless communication channel consisting of a single-antenna user (transmitter) and a multi-antenna base-station (receiver) with M antennas (M ≫ 1). Specifically, the signal may correspond to the uplink pilot of a given user that is sent while setting up a multi-user MIMO data transmission. The signal subspace depends on the channel vector covariance matrix, which is time-invariant and independent of frequency according to the well-known Wide Sense Stationary Uncorrelated Scattering (WSSUS) fading model, thus, it can be accurately estimated over multiple pilot transmissions. Once the appropriate subspaces for different users are identified, they can be used to build suitable beamforming matrices to improve the transmission rate or manage multiuser interference according to the so-called Joint Space Division and Multiplexing (JSDM) approach.
INTRODUCTION
Consider a multiuser MIMO channel formed by a base-station with M antennas and K single-antenna mobile users in a cellular network. For simplicity, we focus here on a flat-fading channel in which the bandwidth of the signal is less than the channel's coherence bandwidth. In an OFDM system, this corresponds to focusing on a single subcarrier. The wideband extension of our treatment is not conceptually difficult although it leads to some interesting considerations depending on the frequency-selective channel model, and will be developed in a subsequent companion paper. Following the current massive MIMO approach [1] [2] [3] [4] [5] [6] uplink and downlink are organized in Time Division Duplexing (TDD), and the base-station transmit/receive hardware is designed or calibrated in order to preserve uplink-downlink reciprocity [2, 7] such that the base-station can estimate the channel vectors of the users from uplink training signals sent by the users on orthogonal dimensions. Since there is no multiuser interference on the uplink training phase, in this paper we shall focus on the channel estimation problem for a single user.
In massive MIMO systems, the number of antennas M is typically much larger than the number of users scheduled to communicate over a given transmission time slot. Coherent channel state information necessary to set up the linear receiver (uplink) or the linear precoder (downlink) should be obtained from the uplink training phase in the same channel coherence time [1] . Letting D denote the duration of a time slot (expressed in channel uses), τ D channel uses are dedicated to training and the remaining (1 − τ )D channel uses are dedicated to data transmission.
It turns out that for isotropically distributed channel vectors with min{M, K} ≥ D/2, it is optimal to devote τ = 1/2 fraction of the time to channel estimation while serving only D/2 out of K users in the remaining half [1] . 1 The corresponding high-SNR scaling of the sum-rate is R sum = (D/4) log(snr) + O(1), where snr is the signal-to-noise ratio (SNR). Notice that in order to achieve this optimal pre-log factor the number of antennas M is irrelevant (it influences only the constant O(1) term) as long as M ≥ D/2. However, for M ≫ K = D/2, the very large excess antennas yield several system-level advantages summarized in the above mentioned literature (and in many more papers, which would be too long to mention here). These "massive MIMO" gains come at the price of a large complexity in the base-station front-end because a very large number M of analog RF signals must be handled both in transmission (downlink) and in reception (uplink), requiring the replication of A/D conversion and RF modulation/demodulation for each antenna.
In order to reduce the complexity, Hybrid Digital Analog (HDA) architectures have been proposed in which the precoding (downlink) or detection (uplink) linear transformation is split into the product of two transformations. One is implemented in the analog RF domain, and reduces the dimensionality from M to some intermediate dimension m ≪ M . Then, the resulting m outputs (downlink) or inputs (uplink) are converted into digital baseband signals, and are further processed in the digital domain. Along these lines, a particularly effective scheme is the Joint Space Division and Multiplexing (JSDM) approach proposed and analyzed in [8] [9] [10] [11] [12] . JSDM starts from the consideration that in massive MIMO systems the channel vector for each user is typically highly correlated, i.e., it is far from an 1 When K > D/2, then groups of D/2 users are scheduled over diferent time slots such that all users achieve a positive throughput (i.e., rate averaged over a long sequence of scheduling slots).
isotropically distributed Gaussian vector. Consequently, the covariance matrix for each user is typically low-rank, because the propagation scattering from a user to a massive MIMO base-station occurs over a narrow angular spread. This is especially true in the case of a tower-mounted base-station and/or in the case of mm-wave channels, as experimentally confirmed by channel measurements (see [10] and references therein). This property prompts a few important observations:
1) Let h ∈ C M denote the channel vector of a user, and let S = E[hh H ] denote its covariance matrix. Then, by the KL decomposition, we can write h = VΛ 1/2 w, where V and Λ are obtained form the singular value decomposition (SVD) of S given by S = VΛV H , and where w is a random vector with uncorrelated and normalized (unit-variance) components. If rank(S) = r ≪ M , then V is an M × r tall unitary matrix. This means that while h is a random (Gaussian) vector, it is contained in the r-dimensional subspace span(V).
Furthermore, according to the well-known and widely accepted Wide-Sense Stationary Uncorrelated Scattering (WSSUS) channel model, S is invariant over time and frequency. Therefore, the channel subspace V can be estimated from snapshots of the vector h by SVD of the corresponding sample covariance matrix. In practice, the WSS assumption is only a local approximation, that holds for small motion around a given geometry of transmitter, receiver and scattering objects. However, while the small scale fading has a coherence time between 0.1s and 10 ms for motion speed between 1 m/s to 10 m/s at carrier of 3 GHz, 2 the time over which the channel vector can be considered WSS is of the order of tens of seconds, i.e., from 2 to 4 orders of magnitude larger. Hence, estimating the channel subspace information V is a much easier task than estimating the instantaneous channel vector h on each coherence time slot.
2) For mm-wave channels (e.g., carrier frequency of the order of 30 GHz), the channel coherence time is decreased by a factor of 10 (between 10ms to 1ms). This has a very important impact on the efficiency of massive MIMO systems. From what said before, for isotropically distributed channels the best possible system multiplexing gain (i.e., the sum-rate pre-log factor) is D/4. The number D of channel uses spanning a time slot can be quantified as D ≈ W c ∆t c , where W c , the channel coherence bandwidth in Hz, depends on the delay spread and ∆t c is the channel coherence time. As the latter decreases by a factor of 10, we see that D also decreases by the same factor. Thus, schemes that treat mm-wave channels as isotropically distributed, and try to estimate them on a slot-by-slot basis from the training phase result in a severe limitation of the system multiplexing gain, since for mm-wave channels the coherence time is much shorter than traditional cellular carrier frequencies.
3) By grouping users into G > 1 groups with approximately the same channel subspace [8] [9] [10] it is possible to overcome the above dimensionality bottleneck. In short, the channel subspace information (i.e., the columns of V g for each group g = 1, . . . , G) can be accurately estimated over a long sequence of time slots. Based 2 The maximum Doppler bandwidth for a receiver-transmitter relative motion speed of v m/s and carrier frequency f 0 Hz is given by vf 0 /c, where c is the speed of light. For a quick order-of-magnitude evaluation, consider f 0 = 3 GHz, and users moving between 1m/s (e.g., walking speed, or just handwaving the handset) and 10m/s (slowly moving cars in a urban environment). This yields Doppler bandwidth between 10 and 100 Hz.
on this information, the groups can be separated by a zero-forcing projection that nulls out the inter-group interference. Then, additional multiuser multiplexing gain can be obtained by serving K g ≥ 1 users in each group g. For the "inner" intra-group precoding, only the low-dimensional projected channels must be learned on a per-slot basis. In this way, the system multiplexing gain can be boosted to DG/4, such that a decrease in D can be compensated by a large G > 1. Selecting groups with nearly orthogonal channel subspaces is referred to as channel correlation diversity in [13] .
4) As anticipated above, JSDM is also ideally suited for an HDA implementation of the base-station precoder (downlink) and receiver (uplink), with a clear separation between the analog RF processing and the digital baseband processing. The transformation that depends only on subspace information of the channels is implemented in analog, and it is essentially similar to standard analog RF beamforming, with the only difference that different beamforming weights must be used for different user groups. This requires a fast reconfigurable RF beamforming network, implementing an M × m complex matrix (amplitude scaling and phase shifting in the analog domain). The additional processing for further signal separation on a per-group basis can be implemented in the baseband digital domain. Notice that if the groups are already sufficiently well separated in the analog RF domain, then the baseband precoding (resp., detection) transformation takes on the form of a block-diagonal matrix, with G diagonal blocks, one for each group of users [8] . In the extreme case where only one user per group is scheduled, the baseband processing is particularly simple, involving only non-interfering single-input single-output channels [10] .
From the above discussion, it is apparent that a central task at the base-station side consists in estimating, for each user, the subspace of the signal span(V) that contains most of the user channel power. However, in an HDA implementation, we do not have direct access to all the M antennas, but only to m ≪ M analog output observations.
Hence, we need to estimate this subspace from snapshots of a projected version of the signal.
Contribution
In this paper, we aim to design such a subspace estimator for a large uniform linear array (ULA) with M ≫ 1
antennas. The geometry of the array has been shown in Fig. 1 , with array elements having the uniform distance d from each other. We assume that the array scans the angular range [−θ max , θ max ] for some θ max ∈ (0, π/2). In this paper, we consider the antenna spacing d = λ 2 sin(θmax) , where λ is the wave-length. We model the statistics of the channel vector with a power angular distribution function (angular scattering function) that expresses the received power density as a function of the signal's angle of arrival (AoA) θ as shown in Fig. 1 . As motivated before, we assume that we have only a low-dimensional sketch of the received signal via m ≪ M linear projections. In the case where the projection matrix contains a single non-zero element equal to 1 in each row, we recover the case of array subsampling as a special case. In particular, we shall consider a coprime sampling scheme which samples only O(2 √ M ) specific array elements. The coprime subsampling was first developed by Vaidyanathan and Pal in [14, 15] , where they showed that for a given spatial span for the array, one obtains approximately the same resolution as a uniform linear array by nonuniformly sampling only a few array elements in coprime locations.
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Array configuration in a multi-antenna receiver Applying coprime sampling, we can significantly reduce the required sampling rate and power consumption of the base-station front-end. We propose several algorithms for estimating the signal subspace and cast them as convex optimization problems that can be efficiently solved. We also empirically compare the performance of our algorithms with other state-of-the-art algorithms in the literature via numerical simulations.
Notations
We do not distinguish, in terms of notation, between deterministic quantities and random variables, since the meaning of the various symbols is clear from the context. We use P(·) to denote a generic probability measure for the probability space that includes all the random variables that appear in the event inside the parentheses. We use M, m, T for the array size, the dimension of the observation (sketch) and the number of training slots. We denote vectors by boldface small letters (e.g., x), matrices by boldface capital letters (e.g., X), scalar constant by non-boldface letters (e.g., x or X), and sets by calligraphic letters (e.g., X ). The i-th element of a vector x and the (i, j)-th element of a matrix X will be denoted equivalently as x i and X i,j , or [x] i and [X] i,j respectively.
We denote by CN (µ, Σ) the complex circularly symmetric multivariate Gaussian distribution with mean vector µ and covariance matrix Σ, and we use ∼ to indicate "distributed as". Throughout the paper, the output of an optimization algorithm arg min x f (x) is denoted by x * . We denote the Hermitian and the transpose of a matrix X
by X H and X T , respectively. The same notation is used for vectors. We use T and T + for the space of all M × M Hermitian Toeplitz and Hermitian semi-definite Toeplitz matrices. We always use I for the identity matrix, where the dimensions may be explicitly indicated for the sake of clarity (e.g., I p denotes the p × p identity matrix). We define H(M, p) = {U M×p ∈ C M×p : U H U = I p } as the set of tall unitary matrices of dimension M × p. For matrices and vectors of appropriate dimensions, we define the inner product K, L = Tr(KL H ) and the induced norm K = K, K , also known as Frobenius norm for matrices. For an integer k ∈ Z, we use the shorthand notation [k] for the set of non-negative integers {0, 1, 2, . . . , k − 1}, where the set is empty if k < 0. We denote the cardinality of a set X by |X |. 6 
RELATED WORK
Signal subspace estimation is a classical topic in signal processing [16] [17] [18] [19] . In order to put our work in perspective, we review here a number of approaches and results that are most directly related to our setting. These also represent the main terms of comparison for our proposed algorithms. We identify the following four categories:
1) Subspace tracking from incomplete observations;
2) Low-rank matrix recovery;
3) Direction-of-arrival (DoA) estimation and super-resolution (SR); 4) Multiple Measurement Vectors (MMV) problem in compressed sensing (CS).
In order to illustrate these methods, we assume a simple channel model in which the channel vector is given by a random superposition of fixed antenna array response vectors, corresponding to a finite number p of AoAs (see Fig. 2 ). As a consequence, a discrete-time complex baseband sample of the received signal takes on the form
where x is the transmitted (training) symbol,
is the channel gain of the ℓ-th multipath component, n ∼ CN (0, I M ) is the additive white Gaussian noise of the receiver antenna, and where a(θ) ∈ C M denotes the array response at AoA θ, whose k-th component is given by
This model shall be generalized to more realistic continuous or mixed-type AoA distributions in Section 3.
• 0 According to the uncorrelated scattering model, the channel gains for different paths, i.e., {w ℓ } p ℓ=1 , are uncorrelated, and since they are (jointly) Gaussian, they are mutually statistically independent. 3 Without loss of generality, we can assume x = 1 in all training snapshots. Letting A = [a(θ 1 ), a(θ 2 ), . . . , a(θ p )], we can write the received signal at the M base-station antennas at snapshot t ∈ [T ] as
where w(t) = (w 1 (t), w 2 (t), . . . , w p (t)) T is the channel gain vector at snapshot t, and n(t) is the array noise. We also write the received signal during the training phase comprising T snapshots as
where
Here we assume that the training snapshots are sufficiently separated in time such that the channel gain vectors
contains the channel strength for the p different AoAs. We also assume that the AoAs {θ ℓ } p ℓ=1 (and therefore the matrix A) remain invariant over the T training slots. Since the noise variance per component is normalized to 1, and a(θ i ) 2 = M for all θ i , we define the training signal-to-noise ratio (SNR) as snr = Tr(Σ).
As anticipated before, we assume that the baseband processor at the base-station does not have direct acess to the observation Y. Rather, it has access to the low-dimensional sketch X = BY, where B ∈ C m×M is a projection matrix. In particular, the observation sketch at slot time t is given by
Subspace tracking from incomplete observations
From (3), the covariance matrix of y(t) (for all t ∈ [T ]) is given by:
Let C y = UΛU H be the SVD of C y , where Λ = diag(λ 1 , λ 2 , . . . , λ M ) denotes the diagonal matrix of singular values. 4 Letting U p the M × p matrix consisting of the first p columns of U, we have that span(A) = span(U p )
such that the columns of U p form an orthonormal basis for the signal space. Hence, finding the subspace of the signal spanned by A from the collection of noisy observations (4) can be decomposed into two subproblems: 1) estimate the covariance matrix C y ; 2) Find an estimate of U p by taking the SVD of the estimated covariance matrix C y . The problem becomes more interesting when only x(t) = By(t) is available.
For the noiseless case, Chi et. al. in [20] developed a sequential recursive Least-Squares algorithm named PETRELS to estimate the underlying subspace from the sequence of observations x(t), t = 1, 2, 3, . . .. Another 3 Obviously, they are also independent of the receiver noise n. 4 We assume that the singular values are always sorted in non-increasing order.
algorithm named Grassmanian Rank-One Update Subspace Estimation (GROUSE) was proposed by Balzano et. al.
in [21] . Both algorithms need the dimension of the subspace (in our case the number of AoAs p) or an estimate thereof. They iteratively update the estimate of the subspace of the signal for every new data vector x(t) and are especially suitable for high-dimensional data. However, their convergence is not guaranteed for the noisy incomplete observations that we address in this paper. In particular, there is no analysis of the convergence time or the required number of data for a specific precision, especially for the noisy case.
PETRELS and GROUSE are geared to optimize the computational complexity rather than the training data size T , and principally suit situations in which the dimension is high (very large M and T ). In particular, their tracking "recursive" nature makes them suitable for the case where T → ∞ and the snapshots x(t) are acquired sequentially.
In the massive MIMO channel estimation application that we have in mind, T should be as short as possible, since this determines how many slots the base-station needs before it can identify the channel subspace of a given user to be able to schedule this user for data transmission. Also, the problem dimension M is large for wireless communication technology (e.g., M between 100 and 500) but is definitely quite small in comparison with the "big data" scenarios for which PETRELS and GROUSE were designed. Moreover, in general we can exploit the fact that the signal subspace is the span of the array vectors {a(θ ℓ )} p ℓ=1 , while such a priori information is not exploited by these algorithms. Since PETRELS generally beats GROUSE [20] , we shall provide numerical comparisons of our proposed schemes with PETRELS.
Low-rank matrix recovery
For p ≪ M and for a high SNR, the covariance matrix C y in (6) is nearly low-rank. Recovery of low-rank matrices from a collection of a few possibly noisy samples has recently attracted great attention in signal processing and machine learning. In particular, with the emergence of Big-Data applications, people deal more and more with very high-dimensional and frequently noisy data that has a very low-dimensional structure. In turns, this can be exploited to recover the signal from a small number of low-dimensional sketches. The Matrix Completion (MC) problem consists of recovering a low-rank matrix by sampling only a few entries and can be cast as the following optimization problem:
where X is an r × c matrix,
is the index subset corresponding to the observed entries, and X Ω and
M Ω denote the collections of entries of X and M, respectively, indexed by Ω. Solving (7) is in general NP-hard.
A convex relaxation of the MC problem yields the nuclear norm minimization
where the nuclear norm M * is defined as the sum of the singular values of M. The nuclear norm is the tightest convex relaxation of the rank function [22, 23] . Candès and Recht showed that (8) can recover (with high probability) all rank q matrices of dimension n × n by taking only m = O(q n 1.2 log(n)) measurements, when the set Ω is randomly selected [24] . Faster algorithms with slightly better bound on the number of measurements m were developed by Keshavan et. al. [25] and Cai et. al. [26] . The connection between classical compressed sensing [27, 28] and low-rank matrix recovery was further explored in [29, 30] . For positive semi-definite (PSD) matrices, the nuclear norm reduces to the trace. This was used by Chen et al. [31] to study the recovery of low-rank covariance matrices under noisy rank-one (quadratic) Gaussian measurements.
In our problem, we have only the collection of noisy sketches X = [x(0), . . . , x(T − 1)], where x(t) is as in (5). We define the sample covariance matrices
For sufficiently large T , we have C x ≈ BC y B H . Thus, the components of the sample covariance C x can be seen as sketches of the covariance matrix C y via the matrix B. In particular, for a random Gaussian matrix B, the diagonal elements of C x correspond to the rank-one random measurements studied in [31] . However, in our case we have many more measurements (the non-diagonal elements of C x that can be also exploited.
To compare the performance of our algorithms with the state of the art algorithms for low-rank matrix recovery, we will consider the following extension of the nuclear norm minimization
where the nuclear norm is replaced by the trace, since C y is PSD and Toeplitz [8] , and where ǫ is an estimate of the ℓ 2 -norm of the error that we provide to the algorithm. Numerical comparisons of our algorithms with the nuclear norm minimization (11) are provided in Section 5.
DoA estimation and super-resolution
The signal in (3), for each snapshot t, can be seen as the noisy superposition of p independent Gaussian sources impinging onto the array at different AoAs. This is exactly the same model considered in DoA estimation, widely studied in many array processing applications such as radar, sonar, optical devices, and acoustic and speech processing systems. It is also closely related to the problem of estimating the frequencies of the superposition of p sinusoids in Gaussian noise [32] . Classical algorithms to accomplish this task are MUSIC [16] and ESPRIT [17] .
They are sometimes referred to as "super-resolution" (SR) methods since they are able to resolve the AoAs in the continuous domain, although when the minimum angular separation min i =j |θ i − θ j | becomes much smaller than π M the Fisher Information Matrix for the joint estimation of the AoAs tends to be highly ill-conditioned, and all these methods have a poor performance.
More recently, inspired by the compressed sensing (CS) theory, the DoA estimation problem has been revisited in the framework of sparsity-based algorithms. In order to cast the DoA estimation as an instance of CS, the AoAs are discretized on a grid. Such a discretized approach has been vastly studied in the compressed sensing literature, and is considered here in the next subsection dealing with MMV [33] [34] [35] [36] [37] [38] [39] [40] [41] . The assumption that the AoAs belong to the grid leads to some model mismatch when the propagation between the transmitter and the receiving array is characterized by a continuum of multipath components over the AoA domain. This may lead to significant performance degradation [42] . Candès and Fernandez-Granda [43, 44] have reconsidered SR by formulating the problem as a convex optimization. Since their method considers AoAs in a continuous domain, it does not suffer from the mismatch problem of grid-based approaches. Adapted to our problem, and by defining u = sin(θ) sin (θmax) for θ ∈ [−θ max , θ max ], the results proved in [43] guarantee the stable recovery of a discrete (complex) measure
provided that
of the measure µ. Given the vector of Fourier coefficients µ, a , the following convex optimization was proposed in [43] to recover the underlying measure µ:
where, for a measure ν over [−1, 1), the total-variation (TV) norm is defined by ν TV = sup q j=1 |ν{[t j−1 , t j )}| where the supremum is taken over all arbitrary finite partitions
of arbitrary size q. In [43] , it was also shown that the support of the optimal solution, which corresponds to the AoAs, can be extracted from the dual polynomial. In particular, a finite-dimensional representation of the dual was proposed that can be efficiently solved. The TV-minimization can be seen as the ℓ 1 -norm minimization over the space of signed (complex) measures. This, in analogy with the well-known ℓ 1 -norm minimization in CS [27, 28] , promotes the sparsity of the resulting solution.
This approach was extended by Tan et. al. in [45] to DoA estimation with coprime arrays under Gaussian noise.
The algorithm proposed in [45] computes the sample covariance matrix of the observations to obtain noisy estimates of the Fourier coefficients of the discrete measure corresponding to AoAs, and uses the TV-minimization to find these angles. As the covariance matrix is PSD and Toeplitz, it can be shown that the corresponding measure must be positive. However, this has not been considered in [45] (because the dual optimization might not be easy to solve).
In the wireless environment, the AoAs are clustered. This implies that the separation requirement of SR may not be satisfied. For example, often a continuous AoA density function has been observed in measurements (e.g., see [46] ), and is considered in channel models (e.g., see [47] ). This represents an obstacle for a straightforward application of SR methods such as [45] . However, since we aim at estimating the signal subspace rather than AoAs, in Section 4.4 we use the positivity of the underlying measure to directly solve the primal problem (13) in order to directly estimate the signal subspace rather than the dual one that is used for DoA estimation.
Multiple Measurement Vectors
The conventional compressed sensing problem amounts to estimating a sparse vector from a set of possibly noisy linear projections [27, 28] . The problem involves a single snapshot of the type x = By, where in our case y is given in (1) . An extension of the basic problem involves Multiple Measurement Vectors (MMV), where the observation is given by X = BY with Y as in (4) . The underlying assumption is that the sparse vector snapshots y(t), t ∈ [T ] have the same sparsity pattern or support over {a(θ), θ ∈ [−θ max , θ max ]}, e.g. the same AoAs {θ i } p i=1 , for all t ∈ [T ], although they might have different coefficients w(t) for different t ∈ [T ]. This problem has been widely studied in the literature (see e.g., [38, [48] [49] [50] [51] [52] [53] ) and it has been generally shown that MMV can provide further reduction in the number of measurements by exploiting the joint sparsity pattern (group sparsity) of the signals.
As already observed, in our setting the sparsity is over the continuous AoA domain. Hence, in order to apply the classical MMV methods borrowed from the CS literature, discretization over a fine grid of angles is used. This yields the already discussed model mismatch. Another possibility is represented by a recently developed off-grid method [54, 55] . We review both approaches in the following.
Discretization on a grid. Let
G is the grid size and where Θ = {θ i : i = 1, . . . , G} denotes the discrete grid of AoAs. MMV assumes a model
G are the vectors of signal coefficients, and where n(t) is the measurement noise. This can be written as X = DW + N. It is also assumed that the support of w(t), i.e., the location of nonzero components, is the same for all t ∈ [T ]. Notice that unless the true AoAs of the channel {θ ℓ } p ℓ=1 coincide with points in the grid, the model is mismatched. Nevertheless, if Θ is fine enough, the model mismatch can be expected to be small. Determining the sparsity pattern corresponds to finding which columns of D are effectively present in X. This can be obtained by solving the following optimization problem
where the so-called ℓ 2,1 norm of the matrix
. . , G, denote the rows of M. This norm promotes the "row-sparsity" of the resulting estimate W * and, as a result, the group-sparsity of the channel gain vectors w(t), t ∈ [T ]. This approach has been applied to array processing in [38] and to sparse regression in [49] . The common support of the sparse coefficient vectors is given by the indices corresponding to the non-zero rows of W * . Once this is identified, if needed, the signal coefficients can be estimated by using standard Least-Squares. If instead one is only interested in estimating the signal subspace, it is sufficient to let it equal to span(D * ), where D * contains the "active" columns of D, i.e., those indexed by the support set.
One of the main issues with problem (14) is that the time-complexity scales quadratically with the number of observations T , which is a harsh limitation for these methods. We compare the performance of our algorithms with that resulting from solving (14) via numerical simulations. We show empirically that even with a reasonable grid size (G = 3M ), albeit having the grid mismatch problem, (14) has a reasonable performance but our algorithms perform better and are generally much faster even for a small training size T = 100.
Gridless approach. A gridless MMV scheme was proposed in [54, 55] by applying the atomic norm minimization over the continuous dictionary D = {a(θ)r H : θ ∈ [−θ max , θ max ), r ∈ C T , r = 1}, formed by a family of rank-1 M × T matrices. The atomic norm of an M × T matrix Z with respect to the dictionary D is defined by
where conv(D) denotes the convex-hull of the atoms in the dictionary D obtained by taking the convex combination of all finite subsets of atoms of D. Atomic norm can be seen as the tightest convex relaxation of the ℓ 0 -norm of Z over D, which is defined as the minimum number of elements in D whose linear combination gives Z.
Although atomic norm can be shown to be a convex function, finding efficient algorithms for computing it over a given dictionary is a challenging problem. Fortunately, for the dictionary D this can be done through the following semi-definite program [54] [55] [56] Z A = min
The recovery of the signal part Z = AW in (3) from the noisy observations Y can be cast as the following convex optimization (atomic norm minimization) problem
Atomic norm minimization (18) produces a sparse solution Z * from which the active elements in the dictionary can be identified. In turns, this yields the discrete AoAs and the corresponding estimate of the signal subspace.
This problem was studied in [54, 55] for the off-grid spectrum estimation (or equivalently DoA estimation). A regularized version of (18) along with an ADMM formulation [57] was used in [54] to reduce the computational complexity. However, the parameters of ADMM need to be selected very carefully to guarantee convergence.
When instead of the whole observations Y only a noisy sketch X = BY is available, one can solve a variation of (18) as follows
where ǫ ′ is an estimate of ℓ 2 -norm of the noise in the projected data. Also in this case, the computational complexity scales with the number of observation snapshots T . This poses a problem when training time T is large.
CHANNEL MODEL AND PROBLEM STATEMENT
As anticipated before, the channel may be formed by the superposition of a continuum of array responses. In order to include this relevant case, we define the AoA scattering function γ(u), which describes the received power density along direction identified by u ∈ [−1, 1], where u = sin(θ)
Without loss of generality, we can normalize γ(u) such that 1 −1 γ(u)du = 1. Therefore, γ(u) can be seen as a probability density function or, more in general, a non-negative measure (including the possibility of discrete angles, corresponding to Dirac delta functions). With some abuse of notation, we denote the array vector in the u domain by a(u), where [a(u)] k = exp(jkπu). Then, we generalize (1) to
where snr is the SNR and z(u, t) is a white circularly symmetric Gaussian process with the covariance function
The covariance matrix of the observed signal can be obtained as
where S(γ) = snr
H du denotes the covariance matrix of the signal part, and where I M is the covariance matrix of the white additive noise. For the ULA, S is a Toeplitz matrix with
, and corresponds to the k-th Fourier coefficient of the density γ scaled by snr.
We consider a wireless channel modeled by (20) during the training period. From the base-station perspective, every user is identified by a density γ(u) with corresponding covariance matrix given in (22) .
, where the signal's power contained in this subspace is given by Tr(S p ) = p i=1 λ i . It is not difficult to check that Tr(S p ) can be equivalently given by Tr(
H is the best p-dimensional bemaformer for capturing the signal's power. Recall that H(M, p) is the space of all M × p tall unitary matrices U such that U H U = I p . The optimal beamformer V p can be implemented as the RF analog layer of beamforming in a JSDM configuration [8] [9] [10] [11] [12] . In this paper, we are concerned with the estimation of V p , for some appropriately chosen p, from the noisy snapshots of the projected channel (sketches) X = BY (see (5) In order to measure the "goodness" of estimators, we propose the following performance metric which is relevant to our problem. First, we define the efficiency of the best p-dimensional beamformer by
For example, when S ∝ I M the signal's power is uniformly distributed in all singular values, thus, η p = p M . If η p ≈ 1 for some p ≪ M , then a significant amount of signal's power can be captured by a low-dimensional beamformer. Let now V p = V p (X) be an estimator of V p from X. We define the following metric for the efficiency of V p :
≥ 0 is the amount of power lost due to the mismatch between the optimal beamformer V p and its estimate V p . It is immediate to see that Γ p ∈ [0, 1], where it is desirable to make it as close to 1 as possible. It is also important to notice that Γ p close to 1 does not necessarily imply a good overall signal power capture. For example, assume that S ≈ I M . In this case, for every beamformer matrix U ∈ H(M, p),
. This approach is quite different from the classical DoA estimation used in array processing (e.g., in radar). There, the relevant parameters to be estimated are the AoAs. In our problem, we do not really care about discrete angles, but only about a good approximation (in terms of captured signal power) of the span of the corresponding array response vectors. It follows that the problem of identifiability that typically arises in DoA estimation when the minimum angular spacing is too small, is irrelevant here. This is the reason why we can handle continuous AoA scattering functions γ, in contrast to some SR methods that assume discrete and sufficiently spaced AoAs. ♦
PROPOSED ALGORITHMS FOR SUBSPACE ESTIMATION
In this section, we introduce the coprime sampling that we will use throughout the paper. We explain our proposed algorithms for estimating the signal subspace and provide further intuitions and discussions about their performance.
In Section 5, we will compare our proposed algorithms with the most representative existing algorithms reviewed in Section 2 on the basis of computer simulation.
Coprime Subsampling Operator
Let D be a subset of [M ] of size K and consider a ULA whose elements are located at One way to do this is to use the coprime sampling. Suppose q 1 , q 2 are coprime numbers, i.e., gcd(q 1 , q 2 ) = 1, that are very close to each other with q 1 q 2 ≈ M , thus, q 1 ≈ q 2 ≈ √ M . Let D be the set of all nonnegative integer combinations of q 1 and q 2 less than or equal to M − 1, i.e., Then the mapping S → BSB H is a bijection.
Proof: Since S is Toeplitz, for any i, j
vector f . Also, as S is Hermitian, f fully specifies S. Let i, i ′ ∈ {1, 2, . . . , m} with i ≥ i ′ . We can check that
As D is a complete cover for
Thus, all the elements of S can be recovered from the low-dimensional matrix BSB H and vice-versa, thus, the mapping is a bijection.
Although in this paper, for simplicity of implementation, we focus on coprime sampling matrix B, all the proposed algorithm, except the super-resolution (SR) algorithm in Section 4.4, can be applied to other sampling matrices (e.g., Gaussian i.i.d. random matrices).
Algorithm 1: Approximate Maximum Likelihood (AML) Estimator
For the signal model (20) we can immediately prove the following result.
Proposition 4.2:
T XX H be the sample covariance of the observations X as defined in (10) . Then C x is a sufficient statistics for estimating the signal covariance matrix S.
Proof: Recall that the signal covariance matrix is given by C y = S + I M , thus,
where we have explicitly used the fact that BB H = I m . As the observations X are Gaussian, the corresponding likelihood function can be written as
It follows that the likelihood function depends on X only via C x . From the Fischer-Neyman factorization theorem [58, 59] , it follows that C x is a sufficient statistics.
The ML estimator for the subsampled data can be written as S * = arg min S∈T+ L(S), where
By direct inspection, we have:
is the sum of a concave function L cav (S) = log det(I m + BSB H ) and a convex function
Proof: See Appendix C.1.
As L(S) is not convex, local optimization techniques such as gradient descent are not guaranteed to converge to the globally optimal solution. Since S scales with SNR, it is possible to obtain a convex (indeed, linear) approximation of the concave function L cav (S), which is tight especially for low SNR. More precisely, we have:
Moreover, for the low-SNR regime we have L cav (S) =
Tr(BSB H ) + o(snr).
Proof: See Appendix C.2.
Proposition 4.4 implies that in the low-SNR regime, Tr(BSB H ) is the best linear approximation for L cav (S).
This in turns implies that
is the best convex upper bound of L(S) for the low-SNR regime.
Remark 4.1:
It is interesting to note that this approximation of the log-likelihood function is valid independent of the length of the training period T as far as snr is sufficiently small. Although the total signal-to-noise ratio of the estimation problem increases by increasing T , the validity of this approximation only depends on the SNR of an individual sample rather than the accumulative signal-to-noise ratio of the whole training samples. On the other hand, increasing T yields
H ] by consistency of the sample covariance estimator. ♦
The next proposition shows that the approximate maximum likelihood (AML) estimation can be cast as a semidefinite programming. 
Proof: See Appendix C.3.
Some remarks about optimization problem (35) are in order here:
Remark 4.2:
Although the optimization (35) is an approximation of the ML cost for low-SNR regime, the algorithm does not need the explicit knowledge of SNR. However, an estimate of noise level in the array is necessary to scale the covariance of the noise I m properly. By Proposition 4.4, we expect that the performance of AML be very close to the performance of the ML estimator in the low-SNR regime. ♦
Remark 4.3:
The semi-definite program in (35) shows a close resemblance to the atomic norm computation introduced in (17) for the MMV problem. However, there are also some interesting differences. For example, the term I m + BMB H appears in the PSD constraint rather than M in the MMV formulation. The reason is that in our formulation we assumed that the noise variance in each array element is normalized to 1. In practice, the noise variance can be estimated during the system's operation. However, since the noise is white, if our goal is to estimate the dominant subspace of the signal, we can simply focus on ML estimate of the whole covariance matrix 
Moreover, by replacing the whole observation X during the training period by ∆ = C 1/2
x , the complexity of (35) is independent of the training length T . One of the main issues with the MMV optimization in (17) is that the time complexity of the algorithm scales with T , which prohibits its use for even short training times such as T = 100. In contrast, using coprime sampling with m = O(2 √ M ), the minimization (35) in the AML algorithm runs very fast. ♦
Improving AML via
is a sum of a convex and a concave function, by slightly modifying the algorithm (35), we can obtain better estimates of the signal covariance matrix S even for high-SNR regime via the concave-convex procedure (CCCP). CCCP was first introduced in [60] and it is mainly a majorization-minimization algorithm that minimizes the difference of two convex functions, or equivalently the sum of a convex and a concave function, via a sequence of convex programs. It runs iteratively and in each iteration a better estimate of the optimal (not necessarily the globally optimal) solution is found. We denote the resulting approximate solutions for our problem by S ℓ , ℓ = 0, 1, . . . , where S ℓ is the estimate generated at iteration ℓ. Consider the iteration k, where the approximate estimates S 1 , S 2 , . . . , S k are available. Given the last estimate S k , we can approximate the concave function L cav (S) as follows:
where in (a), we use an extension of Proposition 4.4 proved in Appendix C.2 to upper bound log det(I + H) by the linear function Tr(H), which holds for all Hermitian matrices H for which I + H 0. We also define
and
It results that that for arbitrary S and
Also, from Proposition 4.4, we know that Υ k (S; S k ) is a tight convex upper for the concave function L cav (S)
convex upper bound for L(S).
To find the next estimate S k+1 , we solve the following convex optimization
Using Proposition 4.5, this can also be cast as a semi-definite program that can be efficiently solved. We initialize the estimates with S 0 = 0 for k = 0. It is immediately seen that Υ 0 (S; S 0 ) = Tr(BSB H ), and
coincides with the AML function in (34) . Thus, the estimate S 1 corresponds to the AML estimate. We can also see that the sequence of estimates {S k } ∞ k=1 monotonically improve the likelihood function, i.e.,
where we use the identity
Algorithm 2: MMV with Reduced Dimensionality (RMMV)
One of the main problems with grid-based and off-grid MMV optimizations in (14) and (17) is that their complexity scales very fast with the sample size T . Here, we explain an SVD-based technique as in [38] to reduce the computational complexity of (14) and (17). Consider again the observation X = BY from the subsampled antennas received signal during the training period of length T . For simplicity, assume that the discrete AoA model holds and the arrival angles belong to a prefixed grid Θ with elements in the interval [−θ max , θ max ]. In this case, the model X = DW + N with the discrete dictionary D defined in Section 2.4 holds exactly.
We assume that T ≫ m = O( √ M ). Thus, the "economy form" SVD of X is X = UΣ m V H m , where V m is a T × m tall unitary matrix and Σ m is the m × m diagonal matrix of the non-zero singular values. We define the new data X = XV m = UΣ m . Notice that X can be simply computed from the sample covariance matrix of the
H , thus, it is not necessary to store the whole observation X during the training time. Moreover, C x can also be computed from X, thus, Proposition 4.2 implies that X is also a sufficient statistics. We also have
where W G×m and N m×m are the modified channel gains and array noise. It is not difficult to check that the reduced problem in (44) is still in the MMV format in the sense that the matrix W has nonzero rows only on the grid points corresponding to the channel AoAs, however, the dimension of the problem now is fixed and does not scale with T . The drawback of SVD-based reduction is that W and N lose their independence and Gaussianity. In fact, although when V m is a deterministic matrix with orthogonal columns the reduced channel gain W and the reduced received noise N are still independent and Gaussian, this is not the case in (44) since V m is a function of W and N.
Our second algorithm for subspace estimation, referred to in the following as Reduced MMV (RMMV), simply applies the off-grid atomic norm minimization for the MMV problem reviewed in Section 2.4 to the low-dimensional data X. This can be cast as the following semi-definite program
where ǫ is an estimate of the matrix norm of N. For large values of T , we expect that C x ≈ I m + BSB H by the consistency of the sample covariance estimator, such that the noise components in N remain approximately independent and Gaussian. If m is sufficiently large then the optimal value of ǫ concentrates around ǫ
where σ 2 is the noise variance in each array element, and where we used the fact that, for coprime sampling, m ≈ 2 √ M . The noise level σ 2 at the output of the array elements can be typically estimated during the system's operation.
Algorithm 3: Super Resolution (SR)
Consider the channel model defined in Section 3, where here γ(u) denotes a positive measure not necessarily normalized. In order to stress the dependence of the signal covariance matrix on γ(u) in this section we use the
H du, consistently with (22) . Since S(γ) is Toeplitz, Proposition 4.1 yields that for the coprime sampling matrix B introduced in Section 4.1 all the elements of S, and as a result the Fourier coefficients of the measure γ(u) given by
This implies that for a sufficiently large T , we can estimate accurately all the coefficients
, using the elements of the sample covariance matrix 
an approximate variance (exact if c k = 1) given by
, converging to 0 as T → ∞. Note that in this case the SNR is given by snr =
[f ]0 σ 2 . As in (12) , let us denote the vector of M Fourier coefficients by f = γ, a , and their estimates by f . We propose the following TV-minimization to recover the subspace of the signal from the estimates f
where ǫ is an estimate of the norm of the noise in the data. For a non-negative measure γ, we have that γ TV is simply given by
Moreover, it is not difficult to check that the vector of Fourier coefficients f can be obtained from the first column of the Toeplitz matrix S(γ). Consequently, we can write the optimization (47) directly in terms of the covariance matrix:
is the diagonal element of the Toeplitz matrix M (equivalent to [f ] 0 ), and where the ǫ parameter in (47) has been replaced by an estimate thereof in which ξ is some parameter that can be tuned appropriately. The motivation for (48) is that for sufficiently large M and for the true signal distribution γ, the best value of ǫ in (47) can be estimated by
where in (a) we used the results proved for the variance of the estimate [ f ] k in Section A.1, and the fact for those elements with c k > 1, the resulting variance is less than
. Thus, we have replaced ǫ in (47) by
, where an additional tuning by the scaling parameter ξ has been added to include the variation of this optimal value around its mean. Algorithm (48) is a convex optimization that can be solved if an estimate of the noise variance σ 2 is available. In particular, no prior knowledge of SNR is necessary. However, we can still run (47) or equivalently (48) by including in the constraint only the Fourier coefficients for which c k > 0. Note that since the optimization is done over T + , if the number of unsampled elements of f (i.e., those elements with c k = 0) is negligible compared with M , they do not affect the performance considerably. ♦ Remark 4.5: All the other algorithms proposed in this paper can be applied to sampling or projection matrices B not necessarily given by the coprime sampling (e.g., B can be a random i.i.d. Gaussian matrix). However, the SR algorithm in this section can only work with the coprime sampling. ♦ Remark 4.6: A coprime sampling scheme similar to ours along with TV-minimization has been used in [45] for DoA estimation. Provided the AoAs are well-separated, the estimation algorithm in [45] can estimate them from the dual optimization proposed in [43, 44] . However, the authors do not use the positivity of the measure (in our case γ) that naturally arises because of positive semi-definite property of the signal covariance matrix. In this paper, we mainly deal with a wireless scattering channel for which the AoAs are clustered. This implies that the separation requirement for the super-resolution setup may not be met. However, since our aim is to estimate the subspace of the signal rather than AoAs, using the positivity of the underlying measure, we can directly solve the primal problem (47) rather than the dual one that is used for DoA estimation. In particular, we do not need to go through the complicated and error-prone procedure of estimating the support (AoAs) via the dual polynomial that is necessary for DoA estimation in [45] . ♦
Algorithm 4: Covariance Matrix Projection (CMP)
Let B be the m × M matrix with m ≪ M . Consider the space of all M × M matrices and define the sampling
, where LT keeps only the lower-triangular part of the matrix BKB H (diagonal included) and sets the remaining elements equal to zero. Using the operator sub, we can define a positive semi-definite bilinear form on the space of
where the latter inner product is the traditional one defined in the space of m× m matrices. Using the newly defined bilinear form we can define the seminorm K B = K, K B . Note that . B is not a norm on the space of all M × M matrices since we can simply find an M × M matrix K = 0 for which
not a positive-definite bilinear form, thus, it does not define an inner product. However, from what we explained in Section 4.1 and Proposition 4.1, we can check that sub is a bijection over the linear subspace of Toeplitz Hermitian matrices of order M , which implies that the restriction of the newly defined bilinear form to the space of M × M Toeplitz matrices is indeed an inner product that gives a well-defined norm. We also define
where dependence on M shows that the maximization is done over the space of all M × M Hermitian Toeplitz matrices. The parameter α B (M ) is a measure of coherence of the sampling matrix B with respect to the space of Toeplitz matrices. It is not difficult to check that for the coprime matrix B
Our analysis shows that the CMP algorithm, defined in the following, performs better for sampling matrices B with a smaller α B (M ). Although we develop the results for coprime sampling matrices, one can simply check that similar results holds when B is an m × M Gaussian random matrix.
Let C x = 1 T XX H . In order to recover the dominant p-dimensional subspace of the signal, we first find an estimate of the signal covariance matrix by
From the definition of LT, this is equivalent to the following optimization problem
which implies that the optimal solution C * y is equivalent to projection of the sample covariance matrix of the whole array signal on T + under seminorm . B . Note that this projection is unique since the restriction of the seminorm . B to T + is indeed a norm and the projection theorem holds.
If an estimate of the noise variance σ 2 is available, we can directly estimate the covariance matrix of the signal via the following variant of (54)
Once C * y or S * are estimated, we use its p-dimensional dominant subspace (for some appropriately chosen
as an estimate of the signal subspace. We have the following result:
Theorem 4.6: Consider the signal model given by (20) over a training period of length T . Then, for a given 1 ≤ p ≤ M , the CMP subspace estimator recovers a p-dimensional subspace of the signal, and has a performance measure Γ p (see (24)) satisfying
where η p is defined in (23) , and where snr denotes the received SNR in one snapshot t ∈ [T ].
Proof: See Appendix A.2.
Some remarks about the performance of CMP are in order here.
Remark 4.7:
As the variance of the estimator converges to zero by increasing T , the subspace estimator is indeed consistent. In particular, for large T the performance metric Γ p converges to 1, which implies that the estimate is as efficient as the best p-dimensional subspace of the signal. ♦ Remark 4.8: Even for infinite SNR, we still need to take some measurements. The main reason is that even in the absence of noise the signal's model in (20) is stochastic y(t) = √ snr
, and it takes some time for the estimator to discover the underlying structure. It is also seen that the performance is not so sensitive to SNR for moderate range of SNR. However, for very small values of SNR (snr → 0), the required training time for achieving a specific precision, scales like T = O( 1 snr 2 ). ♦ Remark 4.9: Let us assume that signal's power is concentrated in an α-dimensional subspace. In this case, η α ≈ 1, and for a fixed SNR, the required training time scales like T = O(α). Two different models can be considered for the signal. In the first model, the effective dimension α does not scale by increasing M , thus, the required training length is independent of the embedding dimension or the number of array elements. In the second one, the user has fixed angular range ∆θ = βπ for some β ∈ (0, 1). In this case, α ≈ βM scales linearly with M and the required training length also scales linearly with the number of array elements M . ♦
SIMULATION RESULTS
In this section, we assess the performance of our proposed estimators via numerical simulations and compare their performance with the state of the art algorithms in the literature. We use the CVX package [61] for running all the convex optimizations.
We consider a scattering channel in which the AoAs are uniformly distributed in Θ = [40, 50] ∪ [100, 110], thus, the total angular support is 20 degrees. We compare the performance of the each subspace estimator with the optimal beamformer that captures more than 95% of signal's power, from which we obtain the required dimension p for the beamformer, thus, η p = 0.95. We estimate the efficiency of each estimator, denoted by Γ p , via numerical simulations. In particular, Γ p very close to 1 in the results implies that the estimated subsapce capture around 95%
of the whole power of the signal. To compare the performance of our algorithm with the state of the art, we have selected three candidate algorithms that we have also reviewed in Section 2.
PETRELS.
One class of the algorithms that we introduced is based on subspace tracking methods. For this class we will use the PETRELS algorithm introduced by [20] . The difference with [20] is that we suppose that the data size is fixed and is not increasing with time. In this case, in every step of the algorithm PETRELS selects randomly a training sample from the fixed training set and updates its estimate of the subspace of the signal.
Nuclear norm minimization algorithm. We run the optimization problem given in (11) . The algorithm needs to know the noise variance to fix the parameter ǫ. To have an optimistic measure to compare with, we provide the algorithm with the best ǫ given by ǫ * = C x − BC y B H . This value of ǫ * gives the smallest constraint set that still contains the true covariance matrix C y .
MMV Algorithms.
We compare our algorithm with the state of the art performance of the MMV method. The first class that uses the sample covariance matrix of the data results in a similar optimization problem as in (??). The second class uses the group sparse structure of the signal and uses suitable regularizers to improve the performance recovery. For this class we will use two algorithms. The first algorithm runs the optimization introduced in (14) .
where we consider a quantized grid of size G = 3M equally spaced AoAs. We call the algorithm grid-based MMV (GBMMV). The second one is based on off-grid techniques given by the optimization (19) , which similar to [54] can be equivalently written as
A byproduct of this optimization is to directly obtain an estimate of the covariance of the data C * y = M * , given by the matrix M * that achieves the minimization in (58) . Then, we extract the dominant p-dimensional subsapace from such estimate. We call this algorithm gridless MMV (GLMMV). We set ǫ ′ to its optimal value given by ℓ 2 -norm of the noise in subsampled observations X.
Performance vs. signal-to-noise ratio. length T = 100. It is seen that AML, RMMV, and SR perform comparably with the GLMMV but they have much lower computational complexity which in particular does not scale with T . The performance of CMP is as good as GBMMV and better than Nuclear norm minimization especially for higher SNR but its complexity is much lower than GBMMV since it does not scale with T . PETRELS does not perform very well for the fixed data size, e.g., its performance even for T = 800 is worse than the other algorithms.
Performance vs. training length T . Fig. 4 compares the performance of our proposed algorithms as well as Nuclear norm minimization for different training lengths. As the performance of AML and RMMV is comparable with the GLMMV and better than GBMMV and since for large training length T , these algorithms are really time-consuming to run, we have not included them in this figure.
APPENDIX A ANALYSIS AND PROOF TECHNIQUES

A.1 Analysis of the subsampled signal
Let γ(u) be the power distribution of a user and let S(γ) =
H du be its signal covariance matrix. In this section, we assume that γ is merely a positive measure and not necessarily a normalized one. We also assume that C y = S(γ) + σ 2 I M , where σ 2 is the variance of the array noise. Let B be the coprime sampling From the signal's model in (20) , it is seen that the received signal y(t) is a complex Gaussian vector with covariance matrix C y = S(γ) + σ 2 I M . Since we assume that y(t) is independent across different snapshots t ∈ [T ], this completely specifies its statistics. Similarly, it results that the statistics of the sketches x(t) = By(t) is fully specified with the covariance matrix C x = BC y B H . For the coprime sampling matrix B, and for i, j ∈ {1, 2, . . . , m} with i ≥ j, we obtain
denotes the k-th Fourier coefficient of the measure γ. Note that in the unnormalized case that we consider here, the SNR is given by snr = 
Taking the expectation, we have
Since the observations y(t), and as a results x(t), are independent across t ∈ [T ], and
it results that
Hence, using the properties of the complex Gaussian variables proved in Proposition B.3, we obtain
2 . This completes the proof.
A.2 Analysis of the Performance of the CMP Estimator
In this section we analyze the performance of the CMP estimator. First, we need the following propositions proved in Appendix C.4, C.5, and C.6 respectively.
Proposition A.2: Let C y be the sample covariance of the signal y(t), t ∈ [T ], and let C * y be the CMP estimate given by optimization (53) or equivalently (54) . Let C ′ ∈ T + be an arbitrary Hermitian PSD Toeplitz matrix. Then
Proposition A.3: Let C * y and C y be as defined before. Suppose C * y − C y B ≤ ǫ and let V ∈ H(M, p) be an arbitrary M × p matrix with
After finding the projection C * y , we use its p-dimensional dominant subspace to design a beamformer matrix for the received signal y(t), t ∈ [T ]. Let C * y = UΛU H be the SVD of C * y , and let U p be the M × p matrix consisting of the p first columns of U. If the estimate C * y is very close to the C y , then we expect that U p , in terms of capturing the signal power, be a good approximation of the dominant p-dimensional subspace of the signal. This has been formalized in the following propositions.
Proposition A.4: Let C * y and C y be as defined before and let S be the signal covariance matrix, where we have C y = S + σ 2 I M . Assume that C * y − C y B ≤ ǫ. Let C y = UΛU H and C * y = U Λ U H be the SVD of C y and C * y respectively. Let V and V be M × p matrices consisting of the first p columns of U and U. Then, we have
Remark A.1: Notice that V is the optimal p-dimensional beamformer for S (or equivalently C y ). Proposition A.4 implies that the optimal beamformer for the estimate covariance matrix C * y is 2ǫ √ pM -optimal for S. ♦
We also need the following lemma proved in Appendix C.7.
Lemma A.5: Let C * y and C y be as before. Then E C * y − C y 2) E[X We also use the following proposition for real-valued Gaussian variables. [64] ): Let Z and W be two real-valued independent N(0, 1) Gaussian variables with a covariance ρ. Let g(z, w) be a differentiable function of (z, w) and let I(ρ) = E[g(Z, W )]. Then 
Proposition B.2 (Price's Theorem
which implies that g(ρ i ) = 2ρ 
Moreover, we have
Using Eq. (76), (77) and E[|X| 2 ] = 1, we obtain the desired result.
APPENDIX C PROOFS OF THE PROPOSITIONS
C.1 Proof of Proposition 4.3
We first prove that L cav (S) is a concave function of S. It is sufficient to prove that for arbitrary S 1 and S 2 in 
where in (a) we used the SVD of the PSD matrix S 
C.2 Proof of Proposition 4.4
It is seen from S = snr 
In particular, from the concavity of the Logarithm, it results that log(1 + snrλ ℓ ) ≤ snrλ ℓ . This implies that log det(I m + snrH) ≤ snrTr(H). This complete the proof.
Taking the trace of both sides we obtain the desired inequality in (a). As S opt is the ML estimate, we also have
. Combining with (87), we obtain the proof.
C.4 Proof of Proposition A.2
First, note that the inequality C y − C * 
