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ABSTRACT 
THE IMPACT OF DATA SOVEREIGNTY ON  
AMERICAN INDIAN SELF-DETERMINATION: 
A FRAMEWORK PROOF OF CONCEPT USING DATA SCIENCE 
JOSEPH ROBERTSON 
2018 
The Data Sovereignty Initiative is a collection of ideas that was designed to create 
SMART solutions for tribal communities. This concept was to develop a horizontal 
governance framework to create a strategic act of sovereignty using data science. The 
core concept of this idea was to present data sovereignty as a way for tribal communities 
to take ownership of data in order to affect policy and strategic decisions that are data 
driven in nature. 
The case studies in this manuscript were developed around statistical theories of 
spatial statistics, exploratory data analysis, and machine learning. And although these 
case studies are first, scientific in nature, the data sovereignty framework was designed 
around these concepts to leverage nation building, cultural capital, and citizen science for 
economic development and planning. 
The data sovereignty framework is a flexible way to create data domains, around 
developed key indicators to integrate appropriate cultural capital when working with 
Native nations. This design is intended to put scientific theory into practice to affect 
xxi 
 
 
everyday outcomes using data driven decision making. This framework is a proof 
concept and represents both applied and theoretical metrics in design strength.  
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Chapter 1 
Introduction 
The Foundations of the Data Sovereignty Initiative 
My name is Joseph Robertson. I am an enrolled member of the Sisseton Wahpeton Oyate 
of the Lake Traverse Reservation located in northeast South Dakota. I have developed a 
concept called the Data Sovereignty Initiative, Creating SMART Solutions for Tribal 
Communities. 
It is a native-centric horizontal governance framework designed to create SMART 
solutions for tribal communities. The fundamental reason that I have pursued this area of 
study is to provide an ethical, cultural, and community based consultancy that is designed 
by an American Indian, for nation building to assist tribal communities with economic 
  development, strategic planning, and data driven decision-making.
The design of this manuscript is to provide an overview of the nature of higher 
education pedagogy, nation building, citizen science, and data science that establishes a 
foundation for new praxis in understanding American Indian tribal sovereignty. It is my 
hope to create data infrastructure from the Data Sovereignty Initiative to serve and 
advocate on behalf of American Indian people through the lens of data science. 
oncrete examples of statistical design theory as it pertains to data driven  C
projects can be accomplished through nation building only if well-designed data domains 
utilize the strength of scientific methods and inquiry first. This holistic approach to 
applying science and technology to the real problems communities face can be thought of 
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as a disruptive, but a necessary part of redefining how we use science in intelligent ways 
to affect outcomes in our communities. 
The scope of the case studies contained in this manuscript is to develop a tribal 
governance framework using data sovereignty as a mechanism for promoting appropriate 
data collection and practice in the context of data science. The framework design is a 
multidimensional approach that is anchored in the concept of tribal sovereignty, which is 
extended to the concept of data sovereignty.  
The concept of SMART solutions pays homage to the current technology sector 
lexicon in which smart devices, smart phones, and smart homes have revolutionized the 
way we do things in intelligent ways.  
Tawansi (2012) commented on the role smart devices play in our everyday lives:  
Smart devices offer a wealth of applications that can address almost every need at 
the touch of a button. This easy accessibility for consumers and business users 
alike has played a major role in the popularity of the devices. Furthermore, the 
functionality that currently exists at the fingertips of hundreds of millions of 
people around the world is constantly opening up new means of communicating, 
collaborating, transacting, processing and even analyzing. (para. 3) 
(The acronym SMART will be described in more detail in the context of this framework 
in Chapter 2.) 
As the world has moved into this new era, the need to create systems of SMART 
solutions that could potentially benefit American Indian communities through purely 
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scientific endeavors seemed reasonable but not exactly practical. And although the scope 
of this manuscript is undoubtedly scientific, many other subjects of inquiry were 
designed to intersect the science in order to put theory into practice.  
The disruptive nature of how fast technology has been changing the societal and 
cultural norms in the world has had many unintended consequences. By “changing the 
rules” of everyday traditions, a new era has unfolded, the world of data science. As we 
will see, there are a number of collaborative scientific fields of discipline that make up 
data science such as statistics and machine learning, database management, and 
distributed and parallel systems that provide computational infrastructure. 
This manuscript utilizes data science as a flexible way to create the SMART 
solution concept, but also attempts to bridge a number of topics that are found throughout 
this document. It is important to note that the scientific inquiry contained in these case 
studies is mutually exclusive to data sovereignty framework I designed to accompany 
those inquiries. It is by the creation of a data domain that it is possible to integrate 
scientific methods and inquiry to serve a multidimensional purpose of nation building to 
create economic development outcomes that are data driven. 
This approach was no easy task. There are definitely some opposing forces that 
had to be considered when integrating cultural capital and nation building with scientific 
inquiry. By creating a disruptive shift in cultural norms or traditions, I was forced to 
critically examine a number of topics that could have unintended consequences. The most 
sensible way to create balance between all of the concepts that are weaved together in 
this manuscript is to divide the manuscript into three types of dependent and independent 
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schools of thought: the scientific implications, the data sovereignty framework 
implications, and the cultural implications.  
 In the purest terms, the science stands on its own, but can be applied to cultural 
and framework objectives through the data domain concept. The framework implications 
are tied to methodological work in strategic management, business intelligence, and are 
connected to the cultural implications through the designed key indicators, Tribal 
Governance and Tribal Communities and Culture. 
The cultural implications are a very tricky subject to approach. There has been a 
great deal of thought put into defining culture as it relates to the concepts of what the 
words Native, indigenous, American Indian, and Native nations mean in the context of 
nation building. Chapter 2 attempts to provide a context into the complexities of how and 
when we speak about unique indigenous or tribal nations. 
Although this manuscript has a fundamental air of culture, the framework design 
nonetheless utilizes statistical and mathematical principles of scientific method at its core. 
It is no easy task to bridge scientific implications with any given set of cultural 
implications without a well thought out framework design. The data sovereignty 
framework was created to advance a broader dialogue in how nation building and a 
critical examination of community and culture help to formulate new ideas in economic 
development and planning. Thus, the task of integrating these implications into a 
framework using scientific methods of inquiry begins in next chapter where we will 
examine how this process unfolds. 
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Chapter 2  
The Data Sovereignty Framework 
Synopsis 
The Data Sovereignty Initiative is a collection of ideas that forms the data sovereignty 
framework. The data sovereignty framework conceptually is an intriguing way to 
incorporate a nation building approach, coupled with higher education as the foundation 
for integration of data science throughout Indian country. The term Indian country is a 
term that has been defined as “country within which Indian laws and customs and federal 
laws (United States) relating to Indians are generally acceptable” (Cohen, 2012, p. 183).  
Initially, the goal was to critically examine Federal Indian Law and policy to 
better understand how the use of data could be used in American Indian tribes’ economic 
planning and development. The foundations of this framework have evolved into a proof 
of concept system of data collection and practice that involve the use of four key 
indicators addressing not only analytical data driven metrics, but cultural and tribal 
governance metrics. In a nation building approach, governing institutions match 
indigenous political culture.  
Native nations’ dependence on institutional practice that does not reflect an 
indigenous design strategy is crucial in understanding and organizing appropriate 
political capital that is community driven. Building legitimate institutions asserts that 
when cultural match is high, economic development tends to be more successful (Cornell 
& Kalt, 2007). Developing governing bodies on both a global and local level can resonate 
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with deeply held principles and beliefs about authority, and can meet more contemporary 
needs through strategic decision-making.  
Leadership is not limited to elected tribal officials and often individual tribal 
citizens doing the important work bear responsibility for what their citizens make for the 
future of their nation. Replacing the outsider-generated, top-down standard approach with 
indigenously generated responses to each nation’s challenges is deemed to be cultural 
match.  
The data sovereignty framework maintains this crucial balance of understanding 
sovereignty in terms of governance, but also attempts to legitimize the role of local 
stakeholders. This helps tribal citizens understand the tasks in rebuilding nations as a 
matter of sovereignty. “The distinctive features of such leadership are public spiritedness 
and the conviction that empowering a nation as a whole is more important than 
empowering factions or individuals” (Cornell & Kalt, 2007, p. 27). 
Although it has been conceived in the past that only administrative top-down 
models produce results that are measurable, this is simply not the case. In examining the 
collective nature of the balance between top-down and horizontal design strategies, one 
thing is clear: the Native-centric path of empowerment through tribal citizenry makes a 
more direct impact in the perceptions of what is possible, rather than depending 
exclusively on an administrative approach to governance.  
The horizontal design of the data sovereignty framework allows for multiple 
strategies and positions for different groups in a tribal organization to work together or 
independently depending on the level of sophistication with respect to a specific  
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Figure 2.1 - An Example of Horizontal Shifting of Governance Strategies for     
                    Developing a Data Domain 
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in a Native-Centric Governance Strategy 
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community project. Figure 2.1 is an example of how a horizontal shift in governance 
provides a necessary departure from top-down strategies to assess the operational 
capacity of all levels in a tribal organization.  
Kessler-Mata (2014) explores the concept of tribal sovereignty and “recognizes 
and promotes interaction between tribes and non-tribal governments as a central element 
of self-governance. This is in stark contrast to the widely and strongly held notion of 
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tribal sovereignty that views such interactions and negotiations as threats to tribes’ 
sovereign status. While the ability for tribes to engage in intergovernmental relations is 
not the only element of self-governance or self-determination, my conception of tribal 
sovereignty positions this as, nonetheless, an essential one” (p. 36). 
Equitable interaction and political coordination is the foundation for establishing 
data analysis as not only a policy stance, but for ultimately defining data sovereignty in 
strategic decision making. This forms a path moving forward using this as the foundation 
of nation to nation communique.  
The task then is working with intergovernmental agencies (i.e. state and local 
governments) to adhere to principles of equitable interaction and respect for tribal 
sovereignty. The foundations of data sovereignty rely on a horizontal nation building 
approach which is flexible enough at its core to provide a voice to local tribal 
stakeholders that are almost always overlooked.  
Evaluating each tribal group in terms of their governance as it relates to their 
strategic data collection and practice provides a method of exploratory analysis essential 
to establishing a baseline of four key indicators. Key descriptors are an extension of the 
four key indicators which provide additional dimensionality to the design which will be 
presented in more detail in the key indicator section. 
The proposed concept is designed around the flexible key indicator called a data 
domain. A data domain is an extremely useful concept as it can be designed to encompass 
any task a stakeholder is interested in quantifying through data science. The framework is 
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in a highly developed form and is currently a proof of concept in the two case studies 
contained in this dissertation. 
This framework provides a set of equitable solutions that address common 
shortcomings as it pertains to nation building throughout Indian Country, and particularly 
in advocating the use of data science as a matter of sovereignty. 
So What is Data Sovereignty? 
During the initial conception of the manuscript, the first question to ask was, How 
should data sovereignty be conceptualized? A nation building approach coupled with 
higher education deemed to be the most effective way to begin quantifying previously 
only qualitative assumptions about how American Indians communities operate as a 
sovereign polity. Data sovereignty in this context is the use of data science to leverage a 
data-driven outcome as a strategic act of sovereignty. What this means, is when data 
infrastructure is created using this framework, the call for strategic planning, business 
intelligence, data collection and practice are the drivers for not only ownership of the 
data, but strategic management of that data to act in a highly probabilistic way of 
affecting a policy outcome. 
In developing this dissertation, some existing work on data sovereignty by another 
organization helped to expand the scope of this framework. The U.S. Indigenous Data 
Sovereignty Network (USIDSN) which “unites and advocates for Indigenous Data 
Sovereignty at the tribal, state, national, and international levels” (n.d., para. 4). The 
organization has published a number of recent policy briefs called Data Governance for 
Native Nation Rebuilding. These briefs outline a process of ‘decolonizing’ data. They 
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assert that exercising a right to data sovereignty occurs at the data system level where 
other non-tribal entities control a tribe’s data. 
Rainie, Rodriguez-LoneBear, & Martinez (2016) are correct when they assert: 
In the United States, the processes of colonization have led to a state of data 
dependency in Indian Country. Federal policies of assimilation, forced removal, 
relocation, residential schooling and other cultural ruptures led many tribes to rely 
on external sources of information about their communities’ economic, 
environmental, and health status. This data dependency produces a paradox of 
scarcity and abundance: extensive data are collected about tribes, but rarely by 
tribes or for tribal uses.  
As a result: 
 Existing Indigenous data are inconsistent, inaccurate, or irrelevant to tribal 
goals; 
 The collection, ownership, and application of Indigenous data are 
controlled by external entities; 
 An extensive history of exploitative research and policies has left a legacy 
of mistrust of data; and 
 A lack of data infrastructure and capability cripples tribal efforts to 
overcome these obstacles 
Indigenous data sovereignty is an aspiration. (p. 2) 
This framework has used many of the concepts created by USIDSN as inspiration 
for this manuscript. After an exhaustive examination of the articles, policy stances, and 
academic papers on the USIDSN website; there was one thing that was absent from this 
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collection of information: There was no representation of how to transition data 
sovereignty from theory into practice. This manuscript represents that shift.  
What is Nation Building? 
The Native Nations Institute (NNI), a unit of the University of Arizona Udall 
Center for Studies in Public Policy, hosts the Network and defines nation building: 
Nation building refers to efforts Native nations make to increase their capacities 
for self-rule and for self-determined, sustainable community and economic 
development. Nation building involves building institutions of self-government 
that are culturally appropriate to the nation and that are effective in addressing the 
nation’s challenges. 
 It involves developing the nation's capacity to make timely, strategically 
informed decisions about its affairs and to implement those decisions. It involves 
a comprehensive effort to rebuild societies that work. In other words, a nation-
building approach understands that tribes are not merely interest groups, but 
governing nations confronting classic problems of human societies. (NNI, n.d., 
para. 1-3) 
As much of the world knows, many of the over five hundred American Indian 
nations live in poverty and this has put a huge strain on not only economic viability, but 
social and cultural systems. Over the last quarter century, many tribes have faced 
desperate economic conditions and throughout the twentieth century federal policy and 
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tribal efforts have been governed by top down models of strategies that “view indigenous 
culture as a primary obstacle to development” (Cornell & Kalt, 2007, p. 8). 
This has been defined as the standard approach. Cornell and Kalt (2007) have 
outlined developing new nation building approaches with tribes that have overcome these 
challenges through their research. In a rapidly changing world, economic development 
should develop as an organic process rather than short term, nonstrategic forms of 
planning and management. 
Many Native nations have invented very different approaches and nation building 
in this context serves two purposes: asserting Indigenous rights to govern themselves and 
building foundational, institutional capacity to exercise those rights effectively, thereby 
providing an environment for sustained economic development (p.18). This manuscript 
seeks to use this nation building approach to build capacity through the data sovereignty 
framework.  
 In addition, data domains that can be designed with this framework have been 
conceived through scientific principles to serve a nation building purpose. The idea is to 
create the digital infrastructure that can create outcomes, and as a matter of nation 
building. It will also be provided to any tribe who wish to use the framework. This act 
constitutes the basis for a strategic plan to unify data in Indian Country. Without nation 
building, this outcome cannot exist. 
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The Concept of Tribal Sovereignty 
Deloria (1976) as cited in (McKinley Jones Brayboy, Fann, Castagno, & Solyom, 
2010) asserts in moving past legal/political conceptions concerning sovereignty: 
“Sovereignty is a useful word to describe the process of growth and awareness that 
characterizes a group of people working toward and achieving maturity. If it is restricted 
to a legal-political context, then it becomes a limiting concept, which serves to prevent 
solutions. The legal-political context is structured in an adversary situation which 
precludes both understanding and satisfactory resolution of difficulties and should be 
considered as a last resort, not as a first instance in which human problems and 
relationships are to be seen” (p.28). 
 The concept of sovereignty has been well documented and established through 
over a century of United States Federal Indian Law and Policy. The extensive body of 
literature contained in Felix Cohen’s Handbook of Federal Indian Law is a monumental 
task to not only understand the complexity the role the federal government plays in 
developing nation to nation communique with tribes, notwithstanding state and local 
jurisdictions that must also contend with precedence in interpreting American Indian Law 
(Kessler-Mata, 2014).  
As mentioned in the introduction, the scope of the case studies contained in this 
manuscript is to develop a tribal governance framework using data sovereignty as a 
mechanism for promoting appropriate data collection and practice in the context of data 
science. The framework design is a multidimensional approach that is anchored in the 
concept of Tribal Sovereignty, which is extended to the concept of Data Sovereignty.  
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Recently, Kessler-Mata’s (2014) A Constitutive Theory of Tribal Sovereignty: The 
Possibilities of Federalism explained: 
Claims by tribes in the United States for the rights to exercise self-determination 
and self-governance are most often made through an appeal to the concept of 
tribal sovereignty. Tribal sovereignty is supposed to serve as both a justification 
for these rights (i.e. ‘as tribes, we are sovereign entities and, therefore, ought to be 
able to exercise these rights’), as well as a guiding principle that enables tribes to 
delineate boundaries and authorities between themselves and other polities (i.e. 
‘as sovereigns, we are empowered with these unencumbered rights of 
governance’). 
To claim that tribal sovereignty embodies a right to self-determination or a right 
to self-governance is to put forward a concept that does much more in theory that 
it does in practice. The concept of tribal sovereignty is one that promotes 
intergovernmental relations with non-tribal governments and which takes the 
principles of equitable interaction and political coordination as central to its 
operation. (p. 35) 
Discussion 
After an extensive review of the impact of Federal Indian Law and Policy, the 
impact of the Harvard Project on American Indian Economic Development, Corntassel’s 
ideology concerning forced federalism, and Kessler-Mata’s forward thinking on the 
Constitutive Theory of Tribal Sovereignty, a solution must be constructed that constitutes 
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all the ideas of sovereignty in terms of policy so data science can affect appropriate 
policy objectives. 
I agree with Kessler-Mata in exploring additional praxes relative to equitable 
interaction, however one thing remains to forward this thinking: data collection and 
practice as it relates to sovereignty is an issue that cannot be ignored. Self-determination 
has always been a subjective idea whether it is through ideological constructs through 
Federal Indian Law or federalism. Arguments come down to one issue: to achieve parity 
with an ever growing set of ideas governing policy requires data to govern the process 
going forward. And although this manuscript does not focus explicitly on theories of self-
determination or sovereignty directly, the framework design relies on the fundamental 
understanding of these concepts in developing key indicators for not only tribal 
governance, but additional indicators crucial to advancing sovereignty as a matter of data 
analysis.  
Presently, there is no precedent that effectively addresses the current state of how 
tribes aggregate, maintain, or share data as an act of sovereignty. Since every tribal, 
federal, state, and local government is trying to contend with the exponential growth of 
data as it relates to strategic decision-making; tribes are in a unique position to provide 
their own data and analysis to strengthen their position in data driven decision-making 
using this framework. 
The foundations of this idea will be addressed further in the key indicator of 
Tribal Governance as it plays a crucial role in advocating for more progressive ideas in 
addressing tribes as not only as political polities, but Native nations with unique citizens. 
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Separating the Science 
This last section is a critical examination of the implications of the data 
sovereignty framework design. It is important to make the distinction that culture, tribal 
identity, and nation building are mutually exclusive objects that do not affect the outcome 
of the scientific methods presented here; rather it serves to create framework implications 
that provide appropriate context for discussion. Now that the primers for the framework 
have been established, the next step is to examine the scientific concepts that drive the 
actual process. 
So What is Data Science? 
Wikipedia defines data science as:  
Data science, also known as data-driven science, is an interdisciplinary field of 
scientific methods, processes, algorithms and systems to extract knowledge or 
insights from data in various forms, either structured or unstructured, similar to 
data mining. 
Data science is a ‘concept to unify statistics, data analysis, machine learning and 
their related methods’ in order to ‘understand and analyze actual phenomena’ 
with data. It employs techniques and theories drawn from many fields within the 
broad areas of mathematics, statistics, information science, and computer science, 
in particular from the subdomains of machine learning, classification, cluster 
analysis, uncertainty quantification, computational science, data mining, 
databases, and visualization. 
17 
 
 
In 1996, members of the International Federation of Classification Societies 
(IFCS) met in Kobe for their biennial conference. Here, for the first time, the term 
data science is included in the title of the conference Data Science, classification, 
and related methods, after the term was introduced in a roundtable discussion by 
Chikio Hayashi. (“Data Science”, n.d., para. 1) 
This paper Hayashi (1998) wrote called What is Data Science? Fundamental 
Concepts and a Heuristic Example, explains the basic idea: “Data Science is not only a 
synthetic concept to unify statistics, data analysis and their related methods but also 
comprises its results. It includes three phases, design for data, collection of data, and 
analysis on data” (p. 40). 
Since then, there has been much debate as to what data science actually entails. 
The exponential growth in the technology sector has expanded the use of the term data 
science. In the last five years, data science has mostly referred to engineers and analysts 
in computer science fields. The term continues to evolve and there have been many 
organizations taking ownership of the term. 
The American Statistical Association (ASA) in 2015, sought to clarify the role of 
statistics in data science, they write: 
The rise of data science, including big data and data analytics, has recently 
attracted enormous attention in the popular press for its spectacular contributions 
in a wide range of scholarly disciplines and commercial endeavors. These 
successes are largely the fruit of the innovative and entrepreneurial spirit that 
characterize this burgeoning field. Nonetheless, its interdisciplinary nature means 
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that a substantial collaborative effort is needed for it to realize its full potential for 
productivity and innovation. While there is not yet a consensus on what precisely 
constitutes data science, three professional communities, all within computer 
science and/or statistics, are emerging as foundational to data science: 
 Database Management enables transformation, conglomeration, and 
organization of data resources;  
 Statistics and Machine Learning convert data into knowledge; and 
 Distributed and Parallel Systems provide the computational infrastructure 
to carry out data analysis. 
Certainly, data science intersects with numerous other disciplines and areas of 
research. Indeed it is difficult to think of an area of science, industry, commerce, 
or government that is not in some way involved in the data revolution. But it is 
databases, statistics, and distributed systems that provide the core pipeline. At its 
most fundamental level, we view data science as a mutually beneficial 
collaboration among these three professional communities, complemented with 
significant interactions with numerous related disciplines. For data science to 
fully realize its potential requires maximum and multifaceted collaboration among 
these groups.  
Statistics and machine learning play a central role in data science. Framing 
questions statistically allows us to leverage data resources to extract knowledge 
and obtain better answers. The central dogma of statistical inference, that there is 
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a component of randomness in data, enables researchers to formulate questions in 
terms of underlying processes and to quantify uncertainty in their answers.  
A statistical framework allows researchers to distinguish between causation and 
correlation and thus to identify interventions that will cause changes in outcomes. 
It also allows them to establish methods for prediction and estimation, to quantify 
their degree of certainty, and to do all of this using algorithms that exhibit 
predictable and reproducible behavior. In this way, statistical methods aim to 
focus attention on findings that can be reproduced by other researchers with 
different data resources. Simply put, statistical methods allow researchers to 
accumulate knowledge. (pp. 1-2) 
This manuscript is in line with this assertion. The constructs of these case studies 
utilize many of these collaborative definitions. For instance, in creating a smart solution 
in Case Study 2, these fundamental concepts allow machine learning to extract pixel data 
from raster images of high resolution satellite and drone imagery. The entire underlying 
process is mathematical and statistical in nature. 
 The Support Vector Machine (SVM) used to create the image classifications are 
algorithms run in software that performs the necessary calculations and then produces a 
visual representation of the classification. According to the definitions presented, this 
collection of tools used to exact this outcome is almost certainly an act of data science.  
When I set out to create this framework using the term data science, this was not a 
coincidence. The proper use of modern terms and techniques are crucial when developing 
new educational praxis. Because data science has a very wide reach in data driven 
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decision making, creating a data domain through the data sovereignty framework is to 
actualize this concept in a wide variety of measures. 
And although the case studies presented here involve spatial and Geographic 
Information Systems (GIS) analysis, the framework itself is not limited to only one 
subject of study. I would like to further comment on this. 
As to what is statistical design theory and how does it specifically relate to the data 
sovereignty framework: 
Statistical design theory was a generic way to emphasize the importance of data 
driven decision making. Too often, data is collected with no regard as to how the data 
should be analyzed, rather than could be analyzed. The framework key indicator Data 
Management encompasses the idea of design of experiments, data collection and practice, 
as well as establishing ways of continually refining and testing collected data to optimize 
explanatory power and minimizing error variance.  
This was what is meant by statistical design theory: using current and established 
statistical principles to guide all types of data analysis. Data science is the act of 
incorporating these principles to exact an outcome. The benefits of this approach will 
undoubtedly provide more meaningful insights to data driven decision making. Since 
there are many stages of data collection or practice that are always ongoing in tribal 
organizations;  I think it is important to consider strategic management and planning 
when considering how to leverage citizen science in a way that benefits the citizens doing 
the work. The brief workflow below is an example how I would approach an initial 
consultation with any client needing the expertise of a doctoral level data scientist. 
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To evaluate the strengths and weaknesses of any statistical process, it is 
imperative to develop a statistical methodology framework which usually follows a 
general hierarchy of: 
1. Examining any descriptive statistics pertinent to a particular study  
2. Develop and test a number of Exploratory Data Analysis (EDA) 
techniques that provide a basis for more complex methodology and 
inference 
3. Using the information from the EDA, to create a formal inferential 
hypothesis for examining more complex processes that may exist beyond 
the first stage of the current project. 
4. Repeat the process until a strategic assessment has been developed  
5. Design a strategic plan to implement the data domain 
 
In conclusion, the goal is to move beyond simple descriptive measures and begin 
a more robust process to help tribes attain sovereignty and policy outcomes that favor 
data driven decision making using citizen science. It is imperative for tribes to have 
advocates that not only promote their cultural capital, but design systems of data 
infrastructure that allow for realistic and achievable economic development and planning. 
What is Citizen Science? 
Citizen Science refers to the general public engagement in scientific research 
activities when citizens actively contribute to science either with their intellectual effort 
or surrounding knowledge or with their tools and resources. 
The ongoing work in citizen science is another new constantly evolving concept. 
The European Citizen Science Association (ECSA) is one of the active organizations in 
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developing ethics and principles that guide best practices. The ECSA asserts “Sharing 
best practices and building capacity” in citizen science is a flexible concept that can be 
adapted and applied within diverse situations and disciplines. 
Their key principles Ten Principles of Citizen Science (2015) have been 
developed by a number of their Association members to provide a set of guidelines when 
undertaking a citizen science task. 
1. Citizen science projects actively involve citizens in scientific endeavor 
that generates new knowledge or understanding. 
2. Citizen science projects have a genuine science outcome. 
3. Both the professional scientists and the citizen scientists benefit from 
taking part. 
4. Citizen science may, if they wish, participate in multiple stages of the 
scientific process. 
5. Citizen scientists received feedback from the project. 
6. Citizen science is considered a research approach like any other, with 
limitations and biases that should be considered controlled for. 
7. Citizen science project data and metadata are made publicly available and 
where possible, results are published in open access format. 
8. Citizen scientists are acknowledged and project results and publications  
9. Citizen science programmers are evaluated for their scientific output, data 
quality, participant experience and wider societal or policy impact. 
10. The leaders of citizen science projects take into consideration legal and 
ethical issues surrounding copyright, intellectual property, data sharing 
agreements, confidentiality, attribution, and the environmental impact of 
any activities. (p.1) 
Using this set of guiding principles, the data sovereignty framework will attempt 
to leverage this concept in the context of empowering tribal citizens as members of their 
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nation to undertake the tasks defined by a given data domain. In the data domain design 
process, the digital infrastructure designed will be open source in nature and the detailed 
instructions can be constructed to allow for a stakeholder to undertake the task, while 
leaving my expertise to interpret and provide guidance. 
Defining Citizenry in a Tribal Context 
It is no easy task to define a term like Native-centric without acknowledging that 
the concept could be interpreted to promote exclusion. Rather the term reflects an 
inherent set of ideas that help create appropriate dialogue that defines examination in the 
context of governing philosophies brought on by culture.  
Citizen science is an excellent way to define the idea of citizens doing work on 
behalf of their nation, and is very specific to that nation’s set of expectations. It is a 
common misconception when referring to Native America or American Indian tribes or 
culture that exchange a set of global ideas without knowingly first understanding that by 
doing this, we have marginalized the unique aspect of tribes as independent nations. 
For instance, how do we make the distinction between a framework that is 
indigenously inspired; but is not nation specific? How do we bridge the divide between 
being Native but also aware of a specific tribal nation’s history and culture with respect 
to their citizens? We must be careful when speaking broadly about ‘American Indian 
culture’ in the context that there are hundreds of unique nations federally recognized by 
the United States government. We must also be mindful that in referencing the term 
indigenous as it relates to a broader context of not just American Indians, but first nations 
that located all over the world. 
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Furthermore, I am a citizen of my specific tribal nation. The question is; can I also 
belong to American Indian culture which in context marginalizes the uniqueness of each 
tribal nation? Thus, creating smart solutions for tribal communities means first creating 
scientific inquiries rooted in data science that is independent of any community or 
culture. The citizen science concept can capitalize on honoring tribal citizens doing the 
work on behalf of their nations rather than doing this on behalf of ‘American Indian 
culture’. 
A Simple Citizen Science Example 
For instance, in the simplest case, say a tribal citizen working to understand how 
to create a cross-tabulation table for a report. Excel is not an efficient way to query that 
type data thus a few lines of code in R and instructions on how to run the code can be 
constructed to teach a stakeholder how to conduct the analysis on their own. 
As tribes need specific data domains for solving data related problems, I will 
begin creating the SMART solution they require. It is the hopes that as a compendium of 
these solutions begin to grow; more tribes can utilize the solution through nation 
building. 
The project outline in the next section outlines the path for further framework 
development. 
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Project Outline 
These conceptual ideas in the introduction are the cornerstone of The Data 
Sovereignty Initiative development framework.  To summarize, the key issues in building 
smart solutions using the framework and cultural implications are: 
 American Indian History & Federal Indian Law and Policy 
 Nation Building 
 Higher Education 
 Citizen Science 
Assessing these topic creates will create a SMART solution. Quantifying solutions 
using computational statistics through data science is to adhere to the scientific 
implications outlined in the introduction. 
Among some of the questions I sought to answer were: 
 So how can we translate data science into the conceptualization of self-
determination? 
 How do we empower our Tribal communities to undertake data science tasks on 
their own? 
 How do we unify a data platform across all of Indian Country? 
 How is this accomplished using nation building? 
 How important is higher education in using credible research in not only data 
analysis, but policy decisions? 
 
The next section will begin the development of the framework using these design 
metrics to create multidimensionality through the use of key indicators, key descriptors, 
and research objectives. 
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Data Sovereignty Framework Development 
Data sovereignty can be thought of as an initiative to provide a set of tools or 
smart solutions that when constructed as a collective framework, can empower Tribal 
governments to use data as matter of self-determination. Collectively, this idea can 
encompass any number of data driven decision making tools such as designing and 
implementing a Tribal census, managing natural resources and sacred sites, or developing 
data collection through statistical analysis to further a tribe’s ability to make effective 
planning decisions.  The outline of this exploratory process is organized around four key 
indicators. In addition, key descriptors are an extension of the four key indicators 
provided by the data sovereignty framework. First, we begin with the research objectives. 
Research Objectives 
The proposed design is a set of diagnostic tools used in the data sovereignty 
initiative framework to better understand issues not always addressed to the specific 
needs of each individual tribal group. Thus, a critical examination from a global and local 
perspective is necessary. The conceptual framework will align to the following objectives 
to test the validity of the proposed design. 
Purpose - The framework design is to implement a model allowing more flexibility than 
previous and well-documented top-down models. Corntassel et al. (2008) maintains that 
in order to construct successful social and economic development systems; we must not 
exclude individual entrepreneurship and informal systems of government (i.e. clans, 
societies, etc.) that drive appropriate cultural practice on the local level. The framework 
includes global ideas of self-governance but also examines methods practical 
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implementation of diagnostic tools to measure success for each unique tribe through key 
indicators. 
Dimension - The key to effective framework design is to allow for a multidimensional 
approach that provides depth in evaluating such a complex set of indicators aimed at not 
only understanding data management, policy analysis, and any number of associated data 
domains; but how this applies to the diversity of social, economic, and political structures 
on American Indian reservations. There is no feasible way to implement a top-down 
catch all model that maintains all tribal entities are the same.  
However, the power of statistical data collection and practice provides a more 
practical approach to understanding the nature of dimension: some data provides 
descriptive measure, some data allows for more complex inference and prediction, and 
some data allows for machine learning. The key to applying multidimensionality is to 
understand the depth of knowledge of the stakeholders at each phase of any analysis to 
produce an effective design strategy to unify this information strategically. 
Expected Use - In nation building, we can use a set of established guidelines to delineate 
administrative (tribal governance) versus local stakeholder interaction using a horizontal 
approach to design. It is clear designing strategies that do not take into account the 
dimensionality and complexity of each tribal group is what is at stake here. The goal is to 
orient the values and opinions of tribal stakeholders that represent the contingency of 
individuals that are doing the work, and to work for more effective design strategies that 
provide an administrative way to incorporate all global and local stakeholders in all levels 
of governance. It is important to account for all levels of interaction and to build sensible 
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policy from information gathered at all levels to be analyzed for the benefit of the 
community, not necessarily the individual. 
Expected Benefit  
The benefit to tribes in capitalizing on a framework that has been designed from 
the bottom up with a Native-centric view of policy, experience, and data analysis is 
paramount.  At the heart of this analysis are tribes’ ability to assert self-determination and 
sovereignty in a way that has not been tested: data driven policy initiatives challenge the 
anecdotal nature of what has historically never been a zero-sum game for tribes relative 
to federal, state, and local authority challenges to that sovereignty. It is the hope that this 
framework provides insight as to how to use data driven decision-making to enact 
meaningful and effective approaches to data sovereignty as it applies to any number of 
data domain relative to policy. 
Framework Objectives 
The goal of this analysis is to aid further development of the framework with a set 
of diagnostic tools to better understand how a data domain along with the three key 
indicators can be managed consistent with tribal sovereignty principles. The framework 
has been designed with ease of implementation in mind to provide more flexibility than 
previous and well-documented top-down models of governance and management 
strategies. The basis for this proof of concept framework will align to objectives aimed at 
testing the validity of the diagnostic tools by acquiring appropriate tribal and non-tribal 
stakeholder feedback concerning the design (as described in Case Study 1). 
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Analysis Steps 
Step 1: Developing a Preliminary Framework  
First, based on a review of the literature, four key indicators have been devised to 
capture critical elements of the Data Sovereignty Framework: Tribal Community and 
Culture, Tribal Governance, Data Management, and Data Domain Structures. Within 
each of these dimensions, key indicators have been identified and a series of questions 
devised to guide development of tribal specific framework metrics. Thus, the framework 
is intended to inductively generate a number of Tribal specific issues for data sovereignty 
and how this relates to the data domain of tribal transportation safety.  
Step 2: Diagnostic Evaluation of Key Descriptors 
Once identification of key indicators has been established, an examination of the key 
descriptors can begin. Every key indicator’s descriptors remain constant to provide a way 
to uniformly assess the interaction of governance, community and data practices. The 
next step is to evaluate the level of fulfillment each descriptor plays in contributing to the 
selected data domain. For instance, if the tribal government has an existing agreement 
with a stakeholder in analyzing traffic data, then not only is nation to nation communique 
fulfilled, but data ownership, security and privacy may also have been established.  
Step 3:  Analysis of the Targeted Data Domain 
Once the key descriptors have been examined, a more in depth analysis of the tribal 
traffic safety domain can begin.  In design theory, an exploratory analysis will provide an 
assessment of information already collected or need to be collected, design options, 
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looking at operational capacity, or how to unify existing structures with the purpose of 
creating a unified set of practices to produce specific data driven outcomes. After 
examining the specific metrics of interest, a comprehensive plan can be produced to 
specifically address data sovereignty infrastructure as it pertains to a data domain. 
The next section examines the preliminary framework design. 
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Figure 2.2 - An Example of How to Develop a SMART Solution for Tribal     
                 Communities 
How to Develop a SMART Solution for Tribal Communities 
So How Do We Create a SMART Solution? 
First, We Build a Data Domain around our Key Indicators 
 
 
 
 
 
 
 
 
 
 
 
 
The Definition of a SMART Solution 
The introduction mentioned when I first created the idea of the data sovereignty 
framework, the idea of a smart solution was taken from the current lexicon of the 
technology sector, which was inferred from the current generation smart devices being 
created and named as such.  
 As the framework was developing with the help of Case Study 1, the smart idea 
became SMART, an acronym for developing an administrative approach to inductively 
We define a Data Domain to study a 
particular problem such as census, 
transportation, GIS strategies, etc.  
Data Management 
Tribal Governance 
Tribal Community 
and Culture 
Data Domain 
Key Indicators to accompany  
the developed Data Domain 
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assessing the operational capacity of any data domain and key indicators involved in an 
act of sovereignty. 
This SMART technique is specifically used in constructing a data domain with 
achieving practical goals using statistical design theory at its heart. Once the data domain 
has been developed using this method, pairing a preliminary evaluation with the key 
indicators in Figure 2.2 is what creates a SMART solution. 
Further development of what the SMART acronym represents comes from an 
administrative technique Doran (1981) developed in strategic management: 
Specific Target a specific area for improvement. 
Measurable Quantify or at least suggest an indicator of progress. 
Achievable State what results can realistically be achieved, given available resources. 
Responsible Specify who will do it. 
Time-related Specify when the result(s) can be achieved. 
 
Realistic goal setting is what defines the feasibility of a project and this inductive 
approach that lays the groundwork for an initial assessment. The proposed case studies 
would follow a set of instructions to provide a more methodological review of how this 
process works in practice. Since strategic planning and business intelligence plays a 
major role in management decisions; this technique can provide an introductory approach 
to goal setting. All these ideas are again part of collective ideas that are at the Data 
Sovereignty Initiative’s core set of procedures and philosophy. Although it may seem 
these concepts are disjointed, it is important to see these steps as a collective and holistic 
approach to nation building. 
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Figure 2.3 - Data Sovereignty Initiative Design Metrics 
Preliminary Data Sovereignty Framework 
Defining Key Indicators using the Data Sovereignty Framework 
 
 
 
 
 
 
 
 
 
The framework design proposed is differentiating two sets of metrics that contain 
both data and cultural design aspects crucial to maintaining both dimension and scope 
when developing policy based decision-making. Each respective design metric has been 
developed to maintain unity in cultural practice that has a direct effect on Indigenous 
framework design theory (Cornell & Kalt, 2007). 
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Table 2.1 - Data Sovereignty Framework Indicators with Key Descriptors. 
                  the Data Domain  was developed for Case Study 1 
 
Baseline metrics play the role of engaging stakeholders in an introductory exploration 
and requires a set of diagnostic tools to assess the strength of engagement across a tribal 
organization.  
The Data Sovereignty Framework has four key Indicators: 
1. Tribal Community and Culture 
2. Tribal Governance 
3. Data Management 
4. Data Domains 
 Each dimension drives a decision-making process to allow for specific framework 
diagnostic questions to be developed using the paired key descriptors in Table 2.1. 
Data Sovereignty Key Descriptors with Each Respective Key Indicator 
Tribal 
Community 
and Culture 
Tribal Governance Data Management 
Data Domain: Tribal 
Transportation Safety 
    
History 
Federal Indian Law 
and Policy 
Data Collection and 
Practice 
Quantitative 
Transportation Data 
Culture 
Nation to Nation 
Communique 
Data Analysis 
Qualitative 
Transportation Data 
Cultural 
Values 
Sovereignty Data Ownership 
GIS and Analytical 
Infrastructure 
Citizenry Self-Determination Security and Privacy 
Tribal Plans and 
Priorities 
 
 
The design templates developed for the diagnostic tools in the next section rely on 
the key indicators and descriptors to remain fixed with the exception of data domain; 
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which can be regarded as the indicator that can encompass any task a tribe needs to 
analyze. This maintains the integrity of the framework design. 
In addition, it is important to prioritize the cultural design metrics first. Allowing 
tribal citizens to contribute in an overall governance strategy is an important aspect in 
indigenous nation building: to be stable and effective in self-governing, governmental 
systems have to fit with ways tribal culture answers questions of who, what, where, and 
how. This is called cultural match: a fit with the shared norms of the community.  In 
addition, cultural grounding is a critical element in legitimacy that makes wielding 
governmental authority a sacred trust, a sacred responsibility to serve the people and their 
interest in an appropriate way. 
Although most organizations stress the importance of data driven metrics; too 
often analyses are compiled by organizations outside of the tribal community and the 
disconnect from what is perceived to be important in tribal communities may be much 
different than what the actual needs of tribal citizenry are. The next section defines this 
cultural and data relationship in broader terms. 
The Four Key Indicator Definitions 
These indicators are aligned to adhere to the research objectives and provide 
theoretical background information that is the basis of the diagnostic tool constructs in 
the following section. These definitions are a set of guidelines established by the current 
literature review, whether it is Federal Indian Law, governance strategies, or 
understanding research design principles. 
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Key Indicator 1: Tribal Community and Culture - Culture Does Matter 
Conceptually, the reason many projects fail to deliver in many Tribal 
communities is that the one-size-fits-all model of governance is inappropriate given the 
diverse and complex nature of each tribal groups’ history, culture, and identity. Ignoring 
this critical aspect in Indian country has had devastating effects and decentralizes 
important power structures defined by each tribe in their everyday affairs.  
More broadly, the importance of cultural match maintains a necessity with 
consonance (match) between the structure of a society’s formal institutions of governance 
and economic development and its underlying norms of political power and authority 
(culture) for those institutions to function and serve effectively. For this concept to 
“work”, institutions must meet two tests: legitimacy in eyes of the citizens and practical 
efficacy (Kalt, et al., 2008) 
The citizens of tribal nations often have the daunting task of compiling 
information for any number of things happening in day to day operations. The roles these 
individuals undertake can be complex and sometimes one individual is solely responsible 
for multiple jobs involving GIS analysis, IT, data analysis; thus human capital often gets 
stretched thin. The proposed framework was designed with tribal citizenry at its center 
for a number of purposes: 
 To honor tribal cultural capital  
 To obtain information from citizens at the ground level 
 Through citizen science, information can be provided to aid in reducing 
workload 
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Thus, the unification of tribal voices may seem cliché; however, history has shown 
that the exclusion of citizens at any level creates fragmentation and the aim here is to 
study the quantitative effect of inclusion through these key indicators. 
Key Indicator 2: Tribal Governance - Sovereignty Matters 
Undoubtedly, matters of governance and culture in tribal communities relies on a 
careful assessment of “the process by which a community or nation improves its 
economic ability to sustain its citizens, achieve its sociocultural goals, and support its 
sovereignty and governance processes” (Begay, Cornell, Jorgensen, & Kalt,  2007). One 
strategy is to allow self-determination to be the vehicle that drives economic development 
that reflects a unique tribe’s agenda in achieving those goals. 
The scope of governance is functionally diverse and developing priorities that 
support development are not always achievable, so it is important to understand what 
strategies exist in each tribal government that maximizes the relationship between tribal 
governance policy and the community driving the work that reflects this dynamic.  
Thus, this indicator is designed to understand the scope of each individual tribal 
system of governance. The delicate balance between the theory and practice in asserting 
sovereignty through self-determination is no easy task. But what is most important is this 
notion of equitable interaction, which is conceptually asserting sovereignty through 
agreements made with non-Indian entities and maintaining a more powerful position of 
negotiation through data collection and practice. 
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Key Indicator 3: Data Management – Data Ownership and Management Matters 
The descriptors in the Data Management key indicator are a direct result of 
governance strategies that regard data and Data Sovereignty as the next step in providing 
safeguards for tribes in pursuing data ownership, security, and privacy. These framework 
inter-dependencies are the result of Native-centric design principles geared towards 
assisting Tribes with understanding the power of data analysis to bolster government to 
government communication, written agreements, and sustainable economic development.  
Data sovereignty represents the highest quantifiable standard to which governance 
reflects native nation building. Data management is a hierarchy of processes that utilize 
the foundations of statistical design theory in managing the overall framework stability. 
Since data collection often begins with the need for situated, qualitative, and 
collaboratively produced data, the natural order of pursuing more advanced data 
techniques such as survey design, statistical modeling is an example of how key 
descriptors in this key indicator add dimensional structure as the framework continues to 
advance beyond simply an exploratory process. 
  Thus, data management is defined to be more than just information collection; it 
is the cornerstone of providing crucial data driven metrics important in asserting 
sovereignty through governance and economic development. Although this dissertation 
predominantly examines spatial statistical theories, the framework is designed to 
encompass all data science related theory and practice. 
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Key Indicator 4: Data Domains: An Open Way to Examine Data-driven Decision-
Making 
Finally, data domains are defined as any data collection process that occurs in 
Tribal communities that can be understood to have specific meaning in the context of 
governance, economic development, or operational capacity. Domains such as health 
care, transportation, education, enrollment, historic preservation, and census are all 
considered data domains. Since data domains can represent any project a tribe is 
interested in, it is implied that the four key descriptors will change depending on the 
choice of data domain. The dimensionalities of these domains are vast and can 
encompass any level of analysis from descriptive to analytical. The choice of descriptors 
is then a matter of assessing each indicator as it pertains to the domain. 
Discussion 
As to the feasibility and potential impact of creating and utilizing data domains that 
encompass data originating with multiple tribal groups, possibly even groups that 
are national in scope: 
When I first began exploring the possibilities of using data as a matter of sovereignty, 
I had not realized how important this concept was in strategic planning. Data domains in 
this framework have key indicators designed specifically to address feasibility from two 
key points of view.  
1. Any data domain developed is mutually exclusive from the data collected for each 
unique tribe using that particular data domain. However, once a data domain is 
created the nation building component from the framework assures the use of that 
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data domain as a model for other tribal groups to use to collect similar 
information. For example, if a data domain is created in order to provide a data 
collection process for census, then this digital infrastructure becomes available to 
other groups to utilize should they want to pursue their own census. The goal is to 
eventually host data domains as an open source digital infrastructure on Github 
for anyone to access and utilize in their own capacity should they desire that. 
Thus, any national organization can access this information, not just tribes. 
2. Cultural key indicators represent one way to address data originating from an 
individual tribe; however it is up to the tribal group to decide what information is 
shared or kept private. The data management key indicators have two specific key 
descriptors that address data ownership, security, and privacy. The hope is 
through equitable interaction, these key indicators pave the way for meaningful 
policy on how tribes share data in nation building but have safeguards in place to 
share only information they choose. 
Thus, the potential impact is a unified digital infrastructure that can be used by 
anyone to advance data collection and practice with a particular statistical design 
structure so the data can be compared across any organization that utilizes a given data 
domain. 
As to the political, technical, statistical, and other barriers that might stand in the 
way of this: 
Like with any proof of concept, there are potentially many barriers that could 
have unintended consequences. Tribal government structures have unique and often 
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volatile political substructures that cannot be simply tackled from a conventional 
standpoint.  Another potential barrier is data collection and practice from a data 
sovereignty position is very new and adoption of high level statistical thinking has a high 
potential for resistance amongst communities with low levels of educational attainment. 
Lastly, the technology needs of each tribal group is potentially diverse and developing 
open source code base in R for deployment of more complex data analyses could present 
too high a learning curve for individuals conducting the research on behalf of their tribe. 
The data sovereignty framework design has considered many of these barriers. 
The key indicators and concepts provide more rigorous systems of evaluation such as 
examining tribal governance, involving tribal citizenry in the data domain design as well 
as leveraging citizen science to provide advanced statistical techniques in a workable 
form for individuals to implement the data domain, rather than design it from the bottom 
up. 
As to specific situations or classes of situations for which the potential benefits 
would justify expending the resources needed to overcome those barriers: 
Data is so crucial to economic development and planning since federal funding 
formula calculations are now highly dependent on measurable outcomes. The data 
sovereignty framework is designed as cost effective set of solutions. The nation building 
component was designed to give the intellectual property away at no cost as part of a 
creative common license. A good example of this concept is case study two. The 
potential benefit for tribes obtaining a master address file is not simply for census. The 
points in space not only provide locations of critical infrastructure, but can also be used to 
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map other processes at the same time such as tribal housing utilities, 911 locations, 
propane locations, etc. In addition, more advanced techniques of spatial modeling can be 
applied for examining clustering trends, simulations, and predictions. Thus, expending 
resources on a high resolution satellite imagery or drone imagery to help in the analysis 
would be a great financial return on investment.  
Diagnostic Tool Development Templates for Evaluation 
The construction of diagnostic tools to accompany the data sovereignty 
framework is to put theory into practice. The set of tools were designed to understand the 
collective nature of the connectedness of tribal cultural values, the importance of 
governance, and the impact of quantifying information as a matter of sovereignty: 
making data driven decisions a strategic measure in how a tribe asserts its authority is no 
different than any organization wishing to use analytics as the foundation of providing 
irrefutable evidence governing their decision making for sound policy decisions. 
The tools created below are general guidelines to provide a position to begin 
evaluating the strengths and weakness of a tribe’s information technology and how this 
plays a role in quantifying their current techniques with what is currently available. The 
overarching goal has always been to unify a system of information designed for nation 
building.  
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Diagnostic Tools for Data Sovereignty Framework 
The following indicators contain a narrative that aligns to the key indicator definitions 
presented in the last section.  
Each indicator attempts to address multidimensional diagnostic topics for evaluation 
namely: 
 The importance of the key indicators collectively 
 The current condition relative to the data domain 
 The implications of current policy decision making 
 Possible actions to accompany the future decision making 
 Question clouds are utilized for developing a sound hypothesis or research 
question.  
The data domain presented in this dissertation is specific to tribal traffic safety, so it is 
important to clarify the data domain is in general the subject of any tribal related project; 
and the name and key descriptors can reflect any number of data related topics. Using the 
evaluation techniques presented should provide enough information to devise a 
preliminary synopsis of the state of the data domain and how it can be used to assert 
sovereignty in data related activities. The next section illustrates how each key indicator 
functions in practice. 
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[Key Indicators Section] 
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Key Indicator 1: Tribal Community and Culture 
Key Descriptors: 
History Culture Cultural Values Citizenry 
 
Why is it important? Culture Does Matter 
Cultural values play an important in decision making. The importance of consulting 
elders, stakeholders, and citizens is to be Native. The history of excluding voices that 
speak for local clans, districts, or inter-tribal groups is a product of assimilation and 
acculturation. To understand the voices of the community requires a commitment to 
knowing each tribe as unique entities with a set of cultural values and citizenry that when 
given a proper voice would contribute to a betterment of their community if given the 
opportunity. Each unique history provides context to decision making.  
Communities still face issues of historical trauma, lack of stable governments, poverty, 
and lack of representation. This framework provides a well-developed process of data 
collection and practice aimed at collecting information from tribal citizens that do the 
work of the community in addition to providing input to tribal officials. 
Descriptors: 
History 
What particular tribal history is important to understand when developing a data domain? 
How do non-Indian stakeholders hold themselves accountable to understanding cultural 
history and context in working with tribes? 
How do tribes maintain the context of relevant historical record when making planning 
decisions? 
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Key Indicator 1: Tribal Community and Culture 
Key Descriptors: 
History Culture Cultural Values Citizenry 
 
Descriptors: 
Current Culture 
What cultural beliefs should be understood when making decisions? 
What is current state of community culture and perceptions? 
 How can we support these stakeholders through data-driven initiatives using cultural 
capital? 
Cultural Values 
Who are the elders you think can contribute most effectively injecting additional cultural 
values in decision making? 
Citizenry  
How is the citizenry divided (i.e. groups, clans, or districts)? 
What is the relative size of the citizenry? 
When it comes to local stakeholders, who are these stakeholders (i.e. GIS analyst, tribal 
law enforcement, or local citizens)? 
What are potential challenges local stakeholders have in tribal administrative 
involvement? 
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Key Indicator 2: Tribal Governance 
Key Descriptors: 
Federal 
Indian Law 
& Policy 
Nation to Nation 
Communique 
Tribal 
Sovereignty 
Self-
Determination 
 
Why is it Important? Sovereignty Matters.  
Tribal governments who assert sovereignty through self-determination face innumerable 
challenges that can strengthen or weaken their position in negotiations. Tribes do have 
inherent rights to manage their affairs as they see fit, but in the era of forced federalism, 
the need for equitable interaction and political capital is an absolute necessity when 
making agreements with non-Indian stakeholders. 
In the modern era, sovereignty and self-determination are tools tribes utilize to maintain 
their unique nationhood directly from the body of Federal Indian Law established from 
two centuries of negotiation, sacrifice, and cultural identity. This historical precedence is 
why tribal governments fight so hard for their nationhood.  
Tribes who assert sovereignty in nation to nation communications by forming compacts, 
memoranda of understanding, or informal agreements must fully understand there are 
policy tools non-Indian policymakers use that have a direct effect on not only policy, but 
political capital as well. The two types of policy tools that have a direct effect on 
negotiations are regulatory and capacity-building.  
Regulatory policies are used when policymakers view emerging contenders as a threat to 
economic or political well-being; while in contrast capacity-building tools are intended to 
strengthen communities by enhancing tribal powers of self-determination. Capacity-
building tools are the cornerstone of the data sovereignty framework because it comes the 
closest to describing Indigenous nation building strategies. 
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Key Indicator 2: Tribal Governance 
Key Descriptors: 
Federal 
Indian Law 
& Policy 
Nation to Nation 
Communique 
Tribal 
Sovereignty 
Self-Determination 
 
Descriptors: 
Federal Indian Law and Policy 
Is there appropriate Federal Indian Law precedence in exploring the current data domain?  
What is the position the tribal government takes in data-driven policy initiatives? 
Nation to Nation Communique 
Are their existing MOA/MOU/Compact agreements that the tribe has used in the past?  
Sovereignty 
What is the governance structure of the Tribal government? 
How can data sovereignty assist tribes with a stronger position in data driven decision 
making? 
 
Self-Determination 
What types of sovereignty are easier to assert than others? 
Are there cases where a policy victory can be guaranteed using self-determination? 
Are there specific concerns tribes can be assisted with in asserting self-determination 
from positions of Federal Indian Law and Policy, established compacts, or Memoranda of 
Understanding (MOU)? 
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Key Indicator 3:  Data Management 
Key Descriptors: 
Data Collection 
Practices 
Data 
Analysis 
Data 
Ownership 
Security and 
Privacy 
 
Why is it Important? Unifying Data in Indian Country is Paramount  
Data management is crucial in organizing information so meaningful outcomes can be 
achieved. The framework was designed with the intent of creating a structured look at 
data in developmental stages of capacity. The key descriptors can be divided into two 
groups: quality of data practices as it relates to the data domain and management of the 
data as for security purposes. In addition, this indicator also attempts to identify the types 
of technologies that are used in a tribe’s data collection process which could be data 
storage systems or software related to analysis such as ArcGIS, SAS, or R. The 
importance of these baseline metrics provides informational capacity so when an 
exploratory process is designed, it aligns to the best possible outcome for the not only the 
project, but governance strategies as well.   
At every level tribes are collecting data. Some the data is structured some it is 
unstructured. This framework seeks to understand a tribe’s operational capacity of data 
collection, practice, as well as security and privacy. In addition, all tribes have some sort 
of technological infrastructures in place, and so the purpose of this indicator is to 
understand the strengths and weaknesses as it relates to the data domain. Thus, much of 
data management revolves around structuring data based on a tribe’s current 
infrastructure to investigate which stage of development is appropriate from the analysis 
processes described in the last section (i.e. descriptive, exploratory or advanced 
analysis).Learning how to create strategic solutions from either descriptive or inferential 
topics in strategic planning will help tribes implement data solutions to minimize errors 
in measurement, or to invest software platforms capable of making data collection or  
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Key Indicator 3:  Data Management 
Key Descriptors: 
Data Collection 
Practices 
Data 
Analysis 
Data 
Ownership 
Security and 
Privacy 
 
analysis easier. Data sovereignty conceptually is creating platforms to utilize data as an 
Indigenous nation building tool for equitable interaction. 
Descriptors: 
Data Collection Practices 
What are the current data collection practices (i.e. manual or digital data collection)? 
Who collects the data? Where is the data stored? 
Data Analysis 
What is the quality of tribal data analyses? 
Do tribes rely on consultants or in-house personnel for analyzing data? 
Does the tribe have any software platforms for data collection, analysis, or reporting? 
Data Ownership 
Do tribes have a policies governing data ownership, whether it is with existing or future 
data collection? 
Is there Federal Indian Law precedence that prevents tribes from taking full ownership of 
data when engaged in federal, state or local jurisdictional agreements? 
Who uses and reports specific data to the tribe? 
Security and Privacy 
Are there privacy policies in place? Are their data sharing policies in place? 
Are there data encryption protocols in place? 
Are there protocols in place in regard to theft of data through cyber-attacks? 
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Indicator 4: Specified Data Domain  
Key Descriptors: Tribal Transportation Safety 
Quantitative 
Transportation 
Data 
Qualitative 
Transportation 
Data 
GIS and 
Analytical      
Infrastructure 
Tribal Plans and 
Priorities 
 
Why is it Important? Data Ownership and Management Matters 
An accompanying report, Using GIS to Improve Tribal Traffic Safety: A Statistical 
Evaluation of Hot Spots on Minnesota Tribal Reservation Areas was the basis for 
developing these descriptors. Hot spot analysis was a prototype application developed as 
a matter of assessing the Tribes interest in implementing GIS applications for planning, 
analysis, and programming in transportation safety. The report also provided additional 
inferential topics to strengthen further development of not just tribal traffic analysis, but 
point process model development and network analysis in current transportation safety 
literature. 
The American Indian reservation system is not entirely disjoint from the regular business 
that occurs in areas within a reasonable distance to Tribal affairs, and traffic related 
accidents are very relevant to the location of services within the immediate vicinity of 
townships that border the reservation. Development of this data domain into a proof of 
concept was the purpose of the report and to aggregate any number of considerations that 
create a unified framework in order to work with Tribal governments in developing GIS 
analysis as a practical and efficient way to improve transportation safety through 
equitable interaction with state and local officials. 
Descriptors: 
Quantitative Transportation Data 
What is the source of data used for Tribal safety planning and analysis? 
Do Tribes have ready access and capacity to analyze this data? 
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Key Indicator 4: Specified Data Domain  
Key Descriptors: Tribal Transportation Safety 
Quantitative 
Transportation 
Data 
Qualitative 
Transportation 
Data 
GIS and 
Analytical      
Infrastructure 
Tribal Plans and 
Priorities 
 
Descriptors:  
Qualitative Transportation Data 
What qualitative data is available for understanding transportation safety issues? 
Do Tribes have read access and capacity to analyze this data? 
GIS and Analytical Infrastructure 
In developing traffic safety, what tools are necessary? 
Does the tribe have a GIS department? 
Do tribal stakeholders have access to MnCMAT should data sharing?  
Has there been on-going data collection on traffic issues within the reservation 
boundaries? 
How can tribes use hot spot analysis as a potential prototype for tribes to provide input? 
Tribal Plans and Priorities 
What priorities do tribes have for traffic safety? 
How well has the data been used to inform these priorities? 
Have traffic safety plans and programs been developed using this data? 
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Final Discussion 
The Data Sovereignty Initiative framework has been a continued work in 
progress. As I began the design of this framework, I had presented an initial talk here at 
SDSU called Consider the Century. It was an annual set of talks based Native American 
perspectives. I outlined the ideas of honoring American Indian history and cultural 
through developing a statistical framework. As this idea continued to develop, I started 
attending different conferences to maybe get some more ideas how to proceed.  
As I will describe in the next chapter; there was a turning point in my research 
when I attended the 2016 Environmental Systems Research Institute (ESRI) User 
Conference. During the conference, I had made contact with a professor who became 
interested in my work. As they say, the rest is history. The current partnership I have with 
Claremont Graduate University and the Road Safety Institute has played an integral part 
in developing this framework as a proof of concept. 
And as such, two of the components that I have designed contributed to the 
project: Using GIS to Improve Tribal Traffic Safety and were also two key components of 
this manuscript. The first component was designing the framework around the key 
indicators I had been working on and then developing a data domain around traffic safety 
which is presented as a prototype in the key indicators section. 
The second component is the work I present in the next chapter. It is a Tribal 
Traffic Safety Manuscript Brief. As I first began work on the traffic safety project, an 
initial hot spot analysis had already been completed. The brief I wrote was to perform 
additional statistical analyses to evaluate the original analysis. I essentially created a 
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literature review and performed a number of exploratory data analyses (EDA) which was 
designed to explore spatial point patterns and processes further. The next section, 
presents this analysis with a brief literature review to introduce some concepts contained 
in the brief. 
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CHAPTER 3  
CASE STUDY 1: Using GIS to Improve Tribal Traffic Safety 
A research project funded by the Road Safety Institute (RSI) through the Center for 
Information Systems and Technology, Claremont Graduate University.  
Dr. Thomas Horan, Principal Investigator 
Dr. Brian Hilton, Clinical Associate Professor 
Background 
As I was in the early stages of developing the Data Sovereignty Initiative, I had elected to 
attend the 2016 ERSI User Conference (UC), which is the company’s yearly gathering of 
GIS professionals from all over the world. Since my research had been in spatial point 
pattern, processes, and modeling; I felt this conference would provide more ideas as to 
where to take my research. During the registration process, I was asked if I would like to 
comment on anything ESRI would like to know about me.  
I candidly described my role as an American Indian data scientist working 
towards creating SMART solutions for tribal communities and why I was attending the 
conference. ESRI president Jack Dangermond expressed his interest in my work, and I 
was encouraged to submit a story map for the ESRI UC’s Tribal Story Map Challenge. 
As I mentioned in the introduction, the map I created, The Impact of Data Sovereignty on 
American Indian Self-Determination was a fundamental primer in constructing this 
manuscript.  
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The map itself was an introduction to my development framework mainly looking 
at American Indian history and understanding context in moving towards a unified idea 
of quantifying this information using computational statistics. 
The efforts in the story map challenge resulted in a third place finish for my map. 
This recognition was what catapulted my original idea for this manuscript into reality. As 
I described before, my department head, Dr. Kurt Cogswell has been extremely 
supportive of designing innovative projects, particularly with the goals of creating a 
support system to serve local American Indian students in succeeding within the 
mathematics and statistics department. 
I have previously described the importance of context when our higher education 
institutions seek to develop new strategies in supporting underrepresented minorities. The 
results of my attendance of the 2016 ESRI UC also resulted in a partnership with 
Claremont Graduate University (CGU) in Claremont, California. Dr. Thomas Horan, the 
Dean of the Drucker School of Management and Director of the Center for Information 
Systems and Technology at CGU had presented the results of a partial analysis of Using 
GIS to Improve Tribal Traffic Safety project in the Tribal Tract section of the 2016 ESRI 
UC.  
Dr. Horan is the principal investigator of this project in conjunction with the Road 
Safety Institute (RSI). The Roadway Safety Institute is the Region 5 University 
Transportation Center (UTC) led by the University of Minnesota. The institute conducts 
research, education, and technology driven by goal of preventing crashes to prevent 
fatalities and life-changing injuries (RSI Overview, n.d.). 
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During the 2016 ESRI UC, I had an opportunity to speak with Dr. Horan about 
his methods during the conference. Subsequently, the results of our interaction resulted in 
an offer for me to contribute my expertise to the project. Dr. Horan expressed interest in 
incorporating my data sovereignty framework ideas into the on-going design of the Using 
GIS to Improve Tribal Traffic Safety project. This subsequent partnership has been 
quintessential in bringing this manuscript from theory into proof of concept.  
The basis for the analysis I present in this chapter is a statistical evaluation of a 
hot spots that Horan and Hilton (2016) had conducted as one metric in the project. 
The two goals of working with this grant, was to, 
 Provide additional statistical methods to support the existing Getis-Ord *iG  
analysis 
 Provide recommendations for a more robust way of analyzing tribal traffic safety 
frameworks for tribes 
 Design a proof of concept from the data sovereignty framework to obtain 
feedback from tribal interviews as to the strengths and weaknesses of the 
framework. 
This dissertation has presented a number of interesting challenges. First, my intent 
with this dissertation was to create something that could be used in real life. Second, 
since I had not anticipated that my contribution in this project would drive the main 
design of this manuscript; careful thought was needed as to what to present.  
Since I have already presented the influence of what this project has had on the 
framework I presented in the last chapter; I have elected to present the findings of the 
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Tribal Traffic Safety Manuscript Brief I initially submitted to Dr. Horan in order to 
further examine the statistical properties of the point pattern data. 
The manuscript brief was designed as an Exploratory Data Analysis to accompany 
the original analysis presented at the 2016 ESRI UC, and to fulfill the project objectives 
of the Road Safety Institute requirements. 
I had debated whether to provide in-line additional literature review within the 
original document but since this was part of another project, I have elected to keep the 
manuscript brief intact to stand on its own. The additional literature review I have 
provided in the next section outlines the topics covered in the manuscript brief, so there is 
a more complete theoretical examination of each exploratory technique used in further 
examining the results of Getis-Ord *iG . 
Statistical Literature Review of the Tribal Traffic Safety Manuscript Brief  
This review sets the general order of how a spatial process is analyzed. One question 
that arose from the original analysis was to understand if the crash data obtained from the 
Minnesota Crash Mapping Analysis Tool could be used in developing traffic safety on or 
near Minnesota tribal reservation areas.  
Any test for spatial association should carefully examine the dependence structure in 
spatial patterns (Getis & Ord, 1992). The manuscript brief is comprehensive examination 
of many topics that were used to assess the Getis-Ord *iG hot spot results. GIS based 
methodology for fatal, injury, and pedestrian crash cluster mapping and analysis of crash 
data begins with understanding the underlying spatial dependence of points in space.  
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Methods for detecting hot spots of point processes are divided into two classes, first order 
and second order effects. The first set of effects focus on the underlying properties of 
point events and measures the variation in the mean value of the process. The second 
order effects focuses mainly examining the spatial interaction or dependency structure of 
point events for point patterns on the local level (Xie & Yan, 2008). 
Understanding Point Patterns 
Baddeley et al. (2016): 
A ‘spatial point pattern’ is a dataset giving the observed spatial locations of things 
or events. Examples include the locations of trees in a forest, gold deposits 
mapped in a geological survey, stars in a star cluster, road accidents, earthquake 
epicenters, mobile phone calls, animal sightings, or cases of a rare disease. The 
spatial arrangement of points is the main focus of investigation. 
Interest in methods for analyzing such data is rapidly expanding across many 
fields of science, notably in ecology, epidemiology, geoscience, astronomy, 
econometrics, and crime research. 
Statistical analysis of the spatial arrangement of points can reveal important 
features, such as a tendency for gold deposits to be found close to a major 
geological fault, or for cases of a disease to be more prevalent near a pollution 
source, or for bird nests to maintain a certain minimum separation from each 
other. Analysis of point pattern data has provided pivotal evidence for important 
research on everything from the transmission of cholera to the behavior of serial 
killers to the large-scale structure of the universe. 
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Marked Point Patterns 
The points in a point pattern may carry all kinds of attributes. A forest survey 
might record each tree’s location, species, and diameter; a catalogue of stars may 
give their sky positions, masses, magnitudes, shapes, and colors; disease case 
locations may be linked to detailed clinical records. Auxiliary information 
attached to each point in the point pattern is called a mark and we speak of a 
marked point pattern (pp. 3-7). 
The simplest example of a marked point pattern arises when the mark attached to 
each point is a single categorical value. In a hotspot analysis, this would value would be 
the type crash or the number killed in the accident. Multiple marked point categories are 
called a multi-type point pattern. 
Understanding Spatial Dependence 
Conventional statistical analysis frequently imposes a number of conditions or 
assumptions on the data it uses. Foremost among these is the requirement that samples be 
random. The most fundamental reason that spatial data are special is that they almost 
always violate this requirement. The nonrandom distribution of phenomena in space has 
various consequences for conventional statistical analysis. 
 For example, the usual parameter estimates based on samples that are not 
randomly distributed in space will be biased toward values prevalent in the regions 
favored in the sampling scheme. As a result, many of the assumptions we are required to 
make about data before applying statistical tests become invalid (O’Sullivan and Unwin, 
2010). 
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Specifically, spatial dependence is a property of a spatial stochastic process in 
which the outcomes at different locations may be dependent. The technical term 
describing this problem is spatial autocorrelation. Spatial autocorrelation is probably one 
of the most well developed concepts in geographic information analysis and is 
particularly important when taking into account effects of temporal and spatial proximity 
in spatial analysis. 
Anselin and Bera as cited in (Plant, 2012) provide a concise verbal definition: 
“spatial autocorrelation can be loosely defined as the coincidence of value similarity with 
locational similarity” (p. 59). Plant (2012) provides a more formal definition as well: “A 
nonzero spatial autocorrelation exists between attributes of a feature defined at locations i
and j  if the covariance between feature attribute values at those points is nonzero...  
If this covariance is positive (i.e., if data with attribute values above the mean 
tend to be near other data with values above the mean), then we say there is positive 
spatial autocorrelation; if the converse is true, then we say there is negative spatial 
autocorrelation. Positive autocorrelation is much more common in nature, but negative 
autocorrelation does also exist” (p. 59). 
The theory behind calculating spatial autocorrelation relies on a measure of 
neighbor distance so that when the spatial lags of distance d reaches a certain distance the 
autocorrelation goes to zero. It is entirely possible to surmise that if we have a cluster of 
points in say, a township and we begin looking for neighbors of say a radius d, that it will 
not take long before each defined spatial lag goes farther and farther out into an area 
where there are no related set of points that are similar to the original.  
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The conclusion that can be drawn from this observation is that the point process is 
most likely not homogeneous, and that there exists some sort of spatial dependency 
between the choice of boundaries and proximity of related events. 
Spatial autocorrelation is the foundation that allows for examination of many 
other exploratory techniques that form the basis of spatial analysis. Techniques such as 
tests for complete spatial randomness (CSR) using quadrat analysis, kernel density 
estimation including hot and cold spot techniques using the Getis-Ord *Gi are all 
examples.  
Getis-Ord *iG  Statistics 
The original analysis of focused solely on the spatial analysis of hot spots. The hot spot 
tool in ArcMap uses the Getis-Ord *iG  statistic for each feature in dataset. It is a 
technique that measures the local spatial association of a concentration of weighted points 
and all other points within a radius of distance d . 
The Getis and Ord (1992) defines the statistic as: 
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where jx  is the attribute for feature ,j  ,i jw  is the binary spatial weight between  and i j , 
n is equal to the total number of features with: 
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The resulting *
iG  statistic is a z-score. The score tests significance against the following 
hypothesis: 
0
1
: No association at site , and its neighbors of distance 
: An association does exist
H i d
H
 
The resultant z-scores and p-values indicate where features with either high or 
low values cluster spatially. The *iG  statistic returned for each feature in the dataset is a 
z-score. For statistically significant positive z-scores, the larger the z-score is, the more 
intense the clustering of high values (hot spot). For statistically significant negative z-
scores, the smaller the z-score is, the more intense the clustering of low values (cold 
spot). 
In original analysis, the hotspot analysis calculated the number of people killed in 
all accidents in the roadways. Thus, a cold spot represents when an accident occurs and 
no one was killed. A hot spot indicates clustering of fatal accidents of one or more fatal 
accidents. The next technique performed was a test for complete spatial randomness 
called a quadrat analysis. 
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Figure 3.1 - A Point Pattern of Quadrats Used in Determining CSR 
 
Quadrat Analysis 
When a point pattern has an underlying stochastic process, we call this a process a 
description of how a spatial pattern might be generated. If we sketch a region of 
space A (Figure 3.1) which has been subdivided into tiny squares, the number 
( )n BX  of random points falling in A is equal to the sum of the numbers falling 
in the squares inside B.  
 
 
 
 
 
 
Assuming, as above, that the outcomes in different squares are 
independent, and that there is negligible chance that some squares have more than 
one point, ( )n BX  is the number of successes in a large number of independent 
trials, each trial having a small probability of success. By a famous theorem in 
probability theory, this means that ( )n BX has a Poisson distribution. 
 
  
  
Region B 
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This distribution is used in finding rare events 
   exp  where 0,1,2...               3.4
!
where  is the intensity parameter of a random variable X
x
P X x i
x
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A homogeneous Poisson point process is referred to complete spatial 
randomness (CSR) with intensity 0  is governed by three properties:  
 Homogeneity, the number of ( )n BX of random points of falling 
into a test region B has mean value ( )E B B X   
 Independence, the test regions 1 2, ,... mB B B  which do not overlap, 
the counts 1( )... ( )mn B n B X X are independent random variables 
 Poisson distribution, the number of ( )n BX of random point 
falling in a test region B has Poisson distribution (3.4) 
A simple way to check for inhomogeneity is to check whether regions of 
equal area contain roughly equal numbers of points (as they must do if the point 
process is homogeneous). In quadrat counting, the observation window A is 
divided into sub-regions 1,..., nB B  called quadrats.  For simplicity, suppose the 
regions have equal area.  
We count the numbers of points falling in each quadrat, ( )j jn n B x   
for 1,...,j n  Since these counts are unbiased estimators of the corresponding 
expected values ( ,jE n B  X they should be equal ‘on average’ if the intensity 
is homogeneous. Thus, the null hypothesis is that the intensity is homogeneous, 
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and the alternative hypothesis is that the intensity is inhomogeneous in some 
unspecified fashion (Baddeley et al., 2016, p. 134-135). 
 In the manuscript brief, this technique was used to visually assess the 
homogeneity of the traffic crashes, but did not do a formal test for CSR, although there is 
an easy way to detect this.  
A measure for how well an observed distribution of quadrat counts fit a Poisson 
prediction is based on the property that the mean and variance are equal ( 2  ). The 
variance-mean ratio (VMR) is defined a 
( )
                                                        3.5
( )
Var X
VMR
mean X
  
and the expected value of a VMR values is 1.0 if the distribution is Poisson 
(O’Sullivan & Unwin, 2010). The hypothesis test is as follows: 
0
1
:  The underlying process is CSR, or homogeneous
:  The underlying process is inhomogeneous in some specified pattern
H
H
 
The product ( 1)VMRn  where n  is the number of quadrats is a chi-square test 
statistic and follows a chi-squared distribution. The result of this test is the probability 
that a value as large or larger than the observed VMR could occur under the null 
hypothesis. 
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Kernel Density Estimation 
Kernel Density Estimation (KDE) is a popular method for analyzing first order properties 
of a point event distribution. This technique is common for analyzing traffic accidents. 
Conceptually,  
The general form of a kernel density estimator in a 2-D space is: 
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where ( )s  is the density of at location ,s r is the search radius or bandwidth of KDE. 
Only the points within r are used to estimate ( )s and k is usually modeled as a function 
called a kernel of the ratio between  and isd r . Instead of choosing a uniform function that 
gives equal weight to all points with bandwidth r , the idea is to model a “distance decay 
effect”. The farther away a point is from location s , the less a point is weighted for 
calculating the density (Xie & Yan, 2008). 
In this case study the spatial analyst toolbox in ArcMap, How Kernel Density Works 
(n.d.) uses the following algorithm: 
The algorithm used to determine the default search radius, also known as the 
bandwidth, is as follows: 
1. Calculate the mean center of the input points. If a Population field other than 
NONE was selected, this and all the following calculations, will be weighted 
by the values in that field.  
2. Calculate the distance from the (weighted) mean center for all points.  
3. Calculate the (weighted) median of these distances, Dm.  
4. Calculate the (weighted) Standard Distance, SD.  
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5. Apply the following formula to calculate the bandwidth:  
 
1
5
1
SearchRadius 0.9 min ,            3.7
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where SD  is the standard distance and mD  is the median distance, and n  is the 
number of points if no population field is used, or if a population field is supplied, n  
is the sum of the population field values. Kernel Density calculates the density of 
point features around each output raster cell. 
Conceptually, a smoothly curved surface is fitted over each point. The surface value 
is highest at the location of the point and diminishes with increasing distance from the 
point, reaching zero at the Search radius distance from the point. Only a circular 
neighborhood is possible. The volume under the surface equals the Population field 
value for the point, or 1 if NONE is specified. The density at each output raster cell is 
calculated by adding the values of all the kernel surfaces where they overlay the raster 
cell center.  
The kernel is based on the quartic bi-weight kernel function described in Silverman 
(1986): 
The multivariate kernel density estimator with kernel K and window h is defined by: 
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The kernel function ( )K x  is now a function, defined for a d-dimensional x
satisfying 
( ) 1                                                   3.9
dR
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with a kernel defined for 2d  , the quartic bi-weight kernel is 
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The results in the manuscript brief were calculated to examine all of the crashes in 
the data set. This visualization was used as an additional clustering test, to further study 
the relationship between the hotspots. 
The next section contains the Tribal Traffic Safety Manuscript Brief, which I 
described at the beginning of this section as only a part of a greater study in Using GIS to 
Improve Tribal Traffic Safety. It was decided to let this document stand on its own and I 
will outline the state of the project at the end of this chapter following the manuscript 
brief.  
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Scope of the Project 
The purpose of this analysis is to provide additional statistical insight and 
methodology to the existing preliminary assessment of geo-related Tribal traffic safety 
information. The objective is to design traffic safety framework of prototypes for 
potential use by Tribal governments through this initiative. In my initial consultation with 
Claremont Graduate University, Dr. Tom Horan, Dr. Brian Hilton and I discussed the 
various metrics required for completion of the project.  
Scope of Work 
Task 1: Tribal Data Analysis Spatial analysis and testing of the traffic data for additional 
metrics to strengthen the current results. 
 
 Task 1.1. Tests for complete spatial randomness (CSR) such as quadrat 
analysis, Ripley’s K simulation envelopes, and point pattern analysis. 
 Task 1.2. Further investigation of possible Poisson related spatial point 
processes and distribution assessment. 
 Task 1.3. EDA of possible links to provided covariates whenever 
appropriate, with additional spatial autocorrelation techniques 
Whenever possible, I have designed this report with the tasks required to address the 
scope of work agreed upon. 
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Preliminary Analysis Synopsis: State of Minnesota Tribal Crash Analysis 
The initial results of the hot spot analysis used a variety of techniques to spatially 
assess the severity of injuries sustained in traffic crashes that were recorded from 2005-
2014 using the Minnesota Crash Mapping Analysis Tool (MnCMAT). Descriptive 
statistics obtained from the crash point data provided four types of injuries sustained as 
well a number of additional covariates detailing metrics such as month and year of 
crashes, weather type, and road conditions. 
A simple comparison of the percentage of fatal and incapacitating injuries, as well 
as sufficient sample size was the criteria used in selecting four of the fifteen federally 
recognized tribes in Minnesota for the initial spatial analysis: Leech Lake, White Earth, 
Red Lake, and Mille Lacs. Culturally, there are many aspects of reservation life that are 
unique to each American Indian group living on their respective sovereign territory; and 
when developing a framework to assess how strong the correlation is with respect to 
those processes, it was important to begin with an overall global view of the initial point 
process.  
Horan and Hilton (2016), in their initial analysis determined the most sensible 
way to accurately assess point processes on the selected reservations was to integrate 
existing road segment data to include an additional drive time polygons adjacent to the 
reservation boundaries to “evaluate the accessibility of a point with respect to some other 
features.” In creating intersected tribal boundaries with a 15-minute drive time in the 
surrounding areas more accurately models a preliminary process, independent of the 
culture and the reservation boundaries.  
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  This design was intended to make a number of comparisons to better understand 
the nature of clustering of fatal injuries within reservation boundaries combined with the 
outlying drive-time area. The subsequent Getis-Ord Gi* Z statistics were generated for 
each area to identify hot and cold spots. The resultant Z score identifies where features 
with either high or low values cluster spatially. This tool works by looking at each feature 
within the context of neighboring features. A feature with a high value is interesting, but 
may not be a statistically significant hot spot.  
To be a statistically significant hot spot, a feature will have a high value and be 
surrounded by other features with high values as well. The local sum for a feature and its 
neighbors is compared proportionally to the sum of all features; when the local sum is 
much different than the expected local sum, and that difference is too large to be the 
result of random chance, a statistically significant Z score results. 
Figure 1 below is an example of the calculated Z scores from the Leech Lake 
reservation. The points allowed for a visible confirmation of possible hot spots with the 
intent of providing an additional normalization factor (i.e. road miles, annual average of 
daily traffic) to make an ad hoc comparison of the point process across the four 
reservation areas. The reasoning for normalization relies on the fact that each reservation 
and surrounding area has differing sizes in both geographic area, as well as road network 
miles; so in order to make a direct comparison between each area we must account for the 
size and length of the network. The ratio of the average Gi* Z-score / total road miles for 
each region provides a rank for each area, which was then compared. 
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To further clarify this choice of methodology, let us assume we have two 
companies who have a number of insurance claims they been have processed for 
payment, say Company 1 has 50 claims and Company 2 has 100 claims. From this 
information, it appears that Company 2 processes twice as many claims in favor of the 
customer. However, making a direct comparison of this information is problematic due to 
the fact that unless we understand that the actual number of claims filed, say Company 1 
is 100 and Company 2 is 1000, the information is misleading. Normalizing by this factor 
produces a more meaningful comparison, that in fact Company 1 has a 50% claim rate 
versus Company 2 at 10%. 
In accounting for the size of the road network and the average daily traffic, Table 
1 is the results Horan and Hilton (2016) obtained and ranked according to this 
Figure 1 
76 
 
 
methodology. Although the average Z-score may not be a strong measure in assessing 
such a complex spatial process from an inferential statistics point of view; nonetheless, it 
provides a starting point in developing methodology to assist American Indian Tribes 
with insight into their lives on and off the reservation. 
Hot spot analysis is one of six current prototype applications Horan and Hilton 
have developed as a matter of “assessing the Tribes interest in implementing GIS 
applications for planning, analysis, and programming in Tribal safety planning.” This 
analysis provides additional inferential topics in such a way, as to strengthen further 
development of not just tribal traffic analysis, but the growing body of literature in point 
process model development and network analysis. 
 
 
 
Table 1 
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Discussion 
There are any number of ways to begin the evaluating the strengths and weaknesses 
of any statistical process. As I have outlined in the previous flowchart above, developing 
a statistical methodology framework usually follows a general hierarchy of: 
1. Examining any descriptive statistics pertinent to the study 
2. Develop and test and number of Exploratory Data Analysis (EDA) techniques that 
provide a basis for more complex methodology and inference 
3. Finally, using the above information to create a formal inferential hypothesis for 
examining more complex processes that may exist beyond the first stage of the 
current project. 
4. Repeat the process whenever necessary 
To better understand the nature of the point process and how we develop additional 
metrics to strengthen the original Getis-Ord analysis, we must first begin by examining 
some fundamental aspects of the how the analysis was conducted, the assumptions, and 
how the outcomes provide additional EDA techniques to provide a final set of 
recommendations to help strengthen the framework when consulting with Tribes.  
Literature Review of Point Processes and GIS 
The nature of the traffic data and its associated coordinates in 2-space 
undoubtedly constitute some sort of spatial point process. In geographic information 
analysis, there many techniques that can be employed to assess the nature of the point 
process; however one must take care in making the correct assumptions when designing 
an inferential test.  
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Baddeley, et al. (2016) write: 
  Advantages of Statistical Modeling 
Statistical modeling is a much more powerful way to analyze data than simply 
computing summary statistics. Formulating a statistical model, and fitting it to the 
data, allows us to adjust for effects that might otherwise distort the analysis (such 
as uneven distribution of survey effort, and spatially varying population density) 
by including terms that represent these effects. By fitting different models that 
include or omit a particular term, and comparing the models, we can decide which 
variables have a statistically significant influence on the intensity. 
A great advantage of statistical modeling is that the assumptions of the analysis 
are openly stated, rather than implicitly imposed. All model assumptions are ‘on 
the table’ and are amenable to criticism (Baddeley, et. al., 300). 
O’Sullivan and Unwin (2010) provide additional insight to better understand 
some fundamental aspects of how to understand the nature of spatial data: 
Objects Are Not Always What They Appear to Be 
Students often confuse the various cartographic conventional representations with 
the fundamental nature of objects and fields. For example, on a map, a 
cartographic line may be used to mark the edge of an area, but the entity is still an 
area object. Real line objects represent linear entities such as railways, roads, and 
rivers. On topographic maps, it is common to represent the continuous field 
variable of height above sea level using the lines we call contours; yet, as we have 
discussed, fields can be represented on maps in many different ways. 
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This is consistent with understanding that although there are unique areas in 
Indian country with respect to Tribal boundaries and the culture contained within, 
notwithstanding the nature of processes we are investigating are still an area object and 
investigating the nature of the covariates that make this space unique requires additional 
planning and careful analysis as to how this might affect the point process; or whether 
such a relationship even exists. 
Objects Are Usually Multidimensional 
Very frequently, spatial objects have more than the single dimension of variability 
that defines them. We might, for example, locate a point object by its ( , )x y
coordinates in two spatial dimensions, but in many applications it would be much 
better to record it in three spatial dimensions ( , , ),x y z with depth or height as a 
third dimension. 
Not only is the nature of data multivariate with respect to geographic properties 
that remain constant over the area of interest, but we must also account for the 
multidimensional covariates that assumedly make each point in the point process unique; 
although this may not always be the case.  
Objects Don’t Have Simple Geometries 
Some aspects of geographic reality that we might want to capture are not well 
represented in either the raster/vector or object/field views. The obvious example 
here is a transport or river network. 
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As we will see in Chapter 4, the nature of the point process assessed using Getis-
Ord, does not take into account that road accidents and subsequent road injury 
severity is completely dependent on the road network and not necessarily the 
entire area we are assuming to be part of a homogeneous area of study.  
Objects Depend on the Scale of Analysis 
Different object types may represent the same real-world phenomenon at different 
scales. For example, on his daily journey to work, one of us used to arrive in 
London by rail at an entity called Euston Station. At one scale this is best 
represented by a dot on a map, which in turn is an instance of a point object that 
can be represented digitally by its ( , )x y coordinates. Zoom in a little, and Euston 
Station becomes an area object, best represented digitally as a closed string of
( , )x y coordinates defining a polygon. Zooming in closer still, we see a network of 
railway lines (a set of line objects) together with some buildings (area objects), all 
of which would be represented by an even more complex data description. 
Clearly, the same entity may be represented in several ways. This is an example 
of the multiple representation problem in geographic information analysis. Its 
main consequence is to make it imperative that in designing a geographic 
information database and populating it with objects of interest, it is vital that the 
type of representation chosen will allow the intended analyses to be carried out. 
Scale is particularly important due the nature of point processes: “The nonrandom 
distribution of phenomena in space has various consequences for conventional statistical 
analysis. For example, the usual parameter estimates based on samples that are not 
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randomly distributed in space will be biased toward values prevalent in the regions 
favored in the sampling scheme. As a result, many of the assumptions we are required to 
make about data before applying statistical tests become invalid” (O’Sullivan and Unwin, 
2010). 
 
 
 
 
 
 
 
 
 
In examining Figure 1 on page 75, the cold spots (blue) in the far central-east of 
the network area contains a cluster of points. In the above figure, we can see the 
proportion of points that are significant at the .01 and .05   level. There are a number 
interesting things happening on a number of scales in this example. First, the Getis-Ord 
Gi* statistic (Figure 1) provided a point process of the calculated Z scores, which in turn 
allowed for aggregating the associated p-values that were significant.  
Figure 2 
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As you can see from Figure 2, the area enclosed by the circle on the easternmost 
boundary of the study area has what appears to be a number of statistically significant 
points clustered together. One of the objectives of the original analysis was to gain 
insight of potential severe and fatal accidents. A person with a limited background might 
construe this area within the circle to be a hot or cold spot of severe and/or fatal 
accidents. Figure 3 shows the result of zooming in closer to the area of interest.  
Understanding that spatial phenomena are aggregated in certain contexts can 
produce statistically biased results and is why EDA is so important for inference 
decision-making  
 
 
 
 
 
 
 
 
 
 
Figure 3 
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processes. This is what is referred to as the modifiable areal unit problem (MAUP). The 
choice of drive-time boundaries allowed the inclusion of additional townships in the rural 
space which naturally contain more accidents, and thus the influence of these townships, 
must be accounted for. 
The spatial points with statistical significance were placed with the corresponding severe 
and fatal crashes and the study area revealed in Figure 3: 
1. The significant cold spots are a result of an over-inflation of zeros 
representing non severe / fatal accidents. 
2. The area of interest actually represents a collection of accidents, non-
homogeneous in nature to rest of the study area, as this area is a township vs. a 
rural area. 
3. The points we are interested in i.e. severe and fatal crashes are small in size 
and the overinflated zeros representing the non-fatal accidents overtake all 
other points and produce a cold spot. 
4. This area is contained in the additional drive-time areas outside the 
reservation and thus further work must be done to assess if this information 
would be useful in Tribal traffic safety. 
The context in which information is presented can often help inform additional 
stages of planning and development. It has been shown a simple test for clustering can 
result in additional information important for designing additional EDA techniques and 
future modeling. Engaging tribal stakeholders in this process allows for more refined area 
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of study that tailors the analysis to results that are meaningful to Horan and Hilton’s 
initial analysis:   
“Where are there unexpectedly high spatial clusters of injuries, in particular, fatal 
injuries, given all injuries?” 
To begin answering this question, let us consider the following: 
Is the Point Pattern a Realization of a Point Process?   
The general assumption of a point pattern is that it is generated by some 
deterministic or stochastic process that can be modeled in some way. Secondly, given 
that process, is it possible to model the phenomena is some meaningful way? 
“Geographic data are rarely deterministic in this way. More often, they appear to be the 
result of a chance process, whose outcome is subject to variation that cannot be given 
precisely by a mathematical function. This apparently chance element seems inherent in 
processes involving the individual or collective results of human decisions…Whatever 
the reason for this chance variation, the result is that the same process may generate many 
different results” (O’Sullivan and Unwin, 2010).  
This realization is defined as an independent random process (IRP), or commonly 
known as complete spatial randomness (CSR). “The IRP is mathematically elegant and 
forms a useful starting point for spatial analysis, but its use is often exceedingly naive and 
unrealistic. Many applications of the model are made in the expectation of being forced 
to reject the null hypothesis of independence and randomness in favor of some alternative 
hypothesis that postulates a spatially dependent process. If real-world spatial patterns 
were indeed generated by unconstrained randomness, then geography as we understand it 
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would have little meaning or interest and most GIS operations would be pointless ” 
(O’Sullivan and Unwin, 2010). 
As with any analysis, a careful construction of assumptions is paramount to 
understanding the nature of the process generating the point pattern. Tests designed to 
test some departure from CSR is a seemingly whimsical assumption about a process that 
is clearly perceived to be a non-random process. Nonetheless, merely assuming a point 
process is not random with any evidence to the contrary is problematic. In the case of this 
traffic study, is there evidence to suggest this point pattern is random? 
As we have seen from the figures earlier in this chapter, there is evidence to 
suggest the point pattern exhibits some sort of clustering process, but more formally, is 
there a way to test this with complete confidence? The answer is yes and no. As this 
analysis moves past simple descriptive statistics, such a simply viewing the point pattern 
on a map, we must carefully assess what are the underlying assumptions before 
performing a formal statistical test. 
A common way to assess ISR/CSR is what is known as a quadrat count test. Again, 
we begin this process by making the following assumptions about the point process. 
1. The condition of equal probability. We assume the events in question can occur 
anywhere in the study area, or any subarea has an equal chance of receiving an 
event. 
2. Independence. Each point in the pattern is independent of any other events in 
point pattern. 
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Let us consider the point pattern from the White Earth reservation and 
surrounding area. To perform a quadrat count analysis, we are interested in determining if 
the counts contained in the grid are the result of complete spatial randomness. Ignoring 
the MAUP for the moment, the grid was generated conveniently from the established 
townships geometry for each state from the U.S. Census Bureau. Although crude when 
compared to a more uniform grid of each length and width, we are interested in looking 
visually if there are discernible areas of clustering and if this test appropriate given the 
assumptions. 
Figure 4 
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Figure 5 
What is interesting in this figure is although points fall conveniently into the 
township grid, it is hard to ignore there are collection of points which exhibit a north-
south and non-linear consecutive patterns of alignment despite the grid.  
If we look more closely at Figure 5 below after overlaying the road network, we 
can see this point process violates at least one assumption: The counts of points occurring 
in each quadrat may be independent with regard to the event occurrence, but clearly the 
events are contingent on the location of the network of roads. This means that if we 
assume that the intensity has equal probability to occur anywhere in the grid space, this is 
clearly not the case.  
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This is an example where if we misclassify the point process, our conclusions 
become problematic. In fact, because of the point process’ dependence on the linear 
network of roads, using an exploratory quadrat test is inappropriate, due to the 
multidimensionality of the point process. This will be explained in more detail in Chapter 
4. 
Spatial Autocorrelation 
As we have seen from the previous example, designing and testing point patterns 
using the most basic methods grows increasingly complex the more assumptions we 
make with regard to the point pattern, point process, and choice of boundaries. Spatial 
autocorrelation is probably one of the most well developed concepts in geographic 
information analysis and is particularly important when taking into account effects of 
temporal and spatial proximity in these statistical analyses.   
Anselin and Bera (1998) provide a concise verbal definition: “spatial 
autocorrelation can be loosely defined as the coincidence of value similarity with 
locational similarity.” They also provide a more formal definition as well: “A nonzero 
spatial autocorrelation exists between attributes of a feature defined at locations i  and j   
if the covariance between feature attribute values at those points is nonzero.  
If this covariance is positive (i.e., if data with attribute values above the mean 
tend to be near other data with values above the mean), then we say there is positive 
spatial autocorrelation; if the converse is true, then we say there is negative spatial 
autocorrelation. Positive autocorrelation is much more common in nature, but negative 
autocorrelation does also exist” (Plant, 2012). 
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In the previous quadrat test, we were interested in identification of possible spatial 
clustering through a simple non parametric test based on two assumptions. One 
fundamental issue that spatial autocorrelation attempts to address is: Does the point 
process exhibit some overall global pattern of autocorrelation, or is the process more 
complex when considering local area of neighborhoods near a particular point of interest? 
The choice to overlay a township grid in Figure 5 was a simple way to assess the 
point pattern where a grid containing counts of traffic accidents could be assessed with 
some nearest neighbor attributes. Although it was established this test is inappropriate for 
the study at hand, nonetheless, this technique allows for a simple geometric assessment of 
neighbors in such a way, that allow for a more simple calculation using a spatial weights 
matrix of neighbors defined by shared common borders and/or intersection of vertices 
within the grid. This is known as Moran’s I, which is the most common way to test both 
global and local autocorrelation.  
Horan and Hilton’s analysis did not contain this metric and from a practical point 
of view it most likely would not be effective unless a grid could provide a well-defined 
area of calculating distances to neighbors in a more structured manner. For instance, the 
Leech Lake reservation and surrounding area example showed clustering due to the 
location of a township and natural clustering of accidents will have a higher likelihood to 
occur when compared to rural areas where there are far fewer human inhabitants. 
The theory behind calculating spatial autocorrelation relies on some neighbor 
distance that when the spatial lags of distance d reaches a certain distance the 
autocorrelation goes to zero. It is entirely possible to surmise that if we have a cluster of 
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points in a township and we begin looking for neighbors of say a radius d that it will not 
take long before each defined spatial lag goes farther and farther out into an area where 
there are no accidents whatsoever. The conclusion that can be drawn from this 
observation is that the point process is most likely not homogeneous, and that there exists 
some sort of spatial dependency between the choice of boundaries and the network of 
roads the accidents occur on.  
Yamada and Thill (2004) assert: “Traffic accidents are commonly anticipated to 
form clusters in the geographic space and over time for the reason that their occurrence is 
tied to traffic volumes, which themselves exhibit distinct spatial and temporal patterns, as 
well as because of their link to natural environmental factors such as snow and fog, 
configuration of highway networks such as locations of access and egress points, and 
deficient design and maintenance of highways.” 
Levine et al. (1995a) divide research on spatial dependence of traffic accidents 
into four main categories. The first category of studies compares different types of spatial 
environments, such as urban and rural settings on the basis of accident prevalence, and 
usually involves highly aggregated data and large geographical units. The second looks 
for causal relationships between traffic accidents and attributes of the roadway system, 
for example, traffic volumes and roadway types.  
This category would include the identification and analysis of locations producing 
more accidents than other locations in a given network, also known as ‘‘hot spots’’ or 
‘‘blackspots’’ (McGuigan, 1981). Studies of the third type examine accidents in 
particular areas or corridors while emphasizing socially and ecologically integrated 
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analysis units. The last line of research focuses on system-wide variations in traffic 
accidents, in other words, how local patterns of accidents compose a global-scale pattern 
(Yamada and Thill ,2004). 
As we have seen from even the limited number of considerations in this report, 
there are a number of methods that can help determine whether an observed pattern of 
events results from a random pattern, or it follows from some systematic process so as to 
form a clustered or regular pattern (Yamada and Thill, 2004). This global test for overall 
variation in the mean value of the process is called a first order effect; which gives us 
some sort of information about what is happening in the overall area of study. Second 
order effects refer to local deviations of the process from its mean value caused by its 
spatial dependence structure. 
It is typical to make exploratory comparisons of metrics such as Moran’s I and 
Getis-Ord Gi*for similar and hypothetical comparisons. The original analysis can be 
strengthened with this design theory. “When used in conjunction with a statistic such as 
Moran’s I, they deepen the knowledge of the processes that give rise to spatial 
association, in that they enable us to detect local ‘pockets’ of dependence that may not 
show up when using global statistics” (Getis and Ord, 1992). 
Horan and Hilton’s original analysis using the Getis-Ord Gi* is fundamentally 
tied to second order effects in that to determine a measure of significance to produce hot 
and cold spots, some local measure of distance must be established. The original analysis 
revealed that severe and fatal crashes were a somewhat rare event, and as such, the 
inflation of zeros used in the calculation of a global autocorrelation measure could be 
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misleading. However, the purpose of additional measures provides a stakeholder with 
additional information that should be designed to incrementally strengthen the value of 
any results with as many credible measures as possible. 
In regard to second order effects, the literature review presented here such as the 
quadrat analysis are only one of a number of well-established techniques to assess local 
spatial dependency. In the course of this analysis, I performed a number of diagnostic 
tests in addition to quadrat analysis. Given the complex set of assumptions every 
researcher faces when determining the appropriate course, Ripley’s K-function was 
another technique considered. “Among methods that deal with the second order intensity 
of the point process, Ripley’s K-function is regarded as one of the most effective and 
comprehensive methods because it tests point patterns at various spatial scales, handles 
all event-event distances, and does not aggregate points into areas” (Yamada and Thill, 
2004). Assumedly, claimed to be “free” of the modifiable area unit problem. 
However, upon further examination of this metric, one critical consideration that 
cannot be sidestepped is that the point process is undoubtedly constrained to a network in 
geographic space. The K-function assumes an infinitely continuous planar space where 
distances are measured as a straight line.  
Yamada and Thill (2004) write: 
The planar space assumption is problematic first because many events are bound 
to happen only in a subset of this space. For instance, traffic accidents occur only 
on streets and highways; retail businesses such as fast-food restaurants or gas 
stations are usually located along major streets. As a matter of fact, any data that 
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are geocoded on the basis of a street address or a milepost are inherently 
constrained by the street network. With events constrained by a one-dimensional 
subset of the planar space (such as a transportation network), the proper research 
question should bear on the existence of non-random patterns of events embedded 
within this one-dimensional subset instead of the planar space itself. Not only are 
the locations of events constrained by the transportation network, but so is also 
the movement between them. Consequently, the distance between any two 
network constrained events is more adequately represented by a shortest-path 
(network) distance than by a Euclidean distance measure. (p.149) 
In addition, Lu and Chen (2007) contribute additional insight: 
Most applications of K-function, including those mentioned above, use Euclidean 
distance to represent spatial separation between points. This is not a problem 
when the point pattern is a continuous and unrestrained distribution over a 
Euclidean plane. However, Euclidean distance is no longer an accurate 
measurement when the point distribution is subject to certain restrictions. A set of 
points distributed along urban streets is but an example. From the definition of K-
function, we can see that the measure of distance plays a critical role in evaluating 
the clustering situations in a point set. Using different measures of distance would 
result in the K-function behaving differently, leading to different conclusions 
regarding the patterns of the same point set. (pp. 614-615) 
The purpose of this literature review was to present a number of considerations to 
accompany Horan and Hilton’s original analysis. In statistical design theory, the most 
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effective way of determining the strengths and weaknesses of any analysis is examining 
the body of evidence that balances cost effective strategies in descriptive and EDA 
measures versus more complex and computationally intense techniques, while 
appropriate theoretically but perhaps practically inefficient. 
Considerations for Future Modeling Crashes within a Framework  
The purpose of this report was to aggregate any number of considerations that 
create a unified framework for work with Tribal governments in developing GIS analysis 
as a practical and efficient way of engaging stakeholders in meaningful ways to improve 
community economic planning and development. The American Indian reservation 
system is not entirely disjoint from the regular business that occurs in areas within a 
reasonable distance to Tribal affairs, and traffic related accidents are very relevant to the 
location of services within the immediate vicinity of townships that border the 
reservation.  
When constructing a framework to address possible ways to address these issues in 
traffic safety, I have provided a list of considerations statistically that can possibly 
contribute to a more refined method of engaging Tribal stakeholders. 
1. Is this point pattern a result of a point process? 
2. Can this process be modeled as a Poisson point process? 
3. Is the point pattern data deemed to be homogeneous or inhomogeneous? 
4. Are there temporal (consideration of time) implications embedded in the raw 
data? 
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5. Additional network considerations must address additional dimensionality. Can 
we reliably test statistical significance using a Euclidean 2-D system of 
assumptions? 
6. Getis-Ord Gi*: Are the realized values an effective measure in assessing Tribal 
traffic safety without first considering clustering of accidents that fall out of the 
immediate reservation area that may or may not explain the variation captured by 
the point process? 
7. Can we use the original report conclusions to better understand if in fact the 
reservation and surrounding areas are correlated in some way? 
8. To assess this, we need to understand how Tribal infrastructure plays a role in this 
preliminary assessment. Dependent location such a Tribal casino jobs, 
transportation, Tribal housing, health care, and everyday needs are dependent on 
the routes required to acquire these services are a necessary consideration. 
We have presented here a rather exhaustive set of techniques, assumptions, and case 
study to better understand that a geographic information analysis using well established 
design theory such as Levine et al. can provide effective framework design.  
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Chapter 2 
Additional Descriptive Measures of the Getis-Ord Analysis 
Xie and Yan (2008) write: “To reduce traffic accidents and improve road safety, it 
is crucial to understand how, where and when traffic accidents occurred. An improved 
understanding of spatial patterns of traffic accidents can make accident reduction efforts 
more effective. For instance, by knowing where and when traffic accidents usually occur, 
law enforcement can conduct more efficient patrols and highway departments can 
disseminate more effectively to drivers the critical information about roadway conditions. 
In reality, the occurrences of traffic accidents are seldom random in space and time. In 
most cases, traffic accidents form clusters (known as ‘‘hot spots”) in geographic space.” 
Maps convey powerful messages to their readers, and most are not knowledgeable 
of the technicalities of complex spatial processes. The points in the Getis-Ord analysis 
convey a message about potential hot spots of a process. Descriptive statistics are equally 
powerful by providing visual representations. 
In developing GIS based traffic safety prototypes for Tribal stakeholders, it is 
important to convey as much information that is easy to understand for decision making. 
The structure of the traffic data contained additional covariates that can provide 
additional trends when investigating severe and fatal accidents. The Getis-Ord design 
metrics provided a normalized rankings system to investigate which reservation and 
surrounding areas contained the highest proportion of hot spots. 
This chapter focuses on providing additional measures to consider metrics of 
temporal variability which when compared to the proportion of hot spots, may show 
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central tendencies or trends in each respective area. Cressie and Wikle (2011) write, 
“Traditionally, much of time series literature has focused on what is described as the 
‘process model’. This is a statistical model for a (hidden) process, indexed by time that 
either implicitly or explicitly conditioned on underlying parameters that describe the 
process evolution and/or dependence structure. A data set can be thought of as a window 
of through which knowledge can be obtained, enough to infer answers to the ‘why’ 
question. What stops a scientist from truly deducing answers, rather than inferring them, 
is the ubiquitous presence of uncertainty.”  
Statistics can account for this uncertainty through development frameworks that 
are aimed at looking for optimal procedures to explain this uncertainty, and then 
developing optimal procedures to quantify uncertainty in a meaningful way. “In addition 
to assumptions of stationarity, probabilistic properties of time series are typically 
specified in order to simplify their characterization. The fact that the time series literature 
emphasizes such process-model-based descriptions is motivated by science. This is in 
contrast to much of the literature in geostatistics, where, for historical reasons, more 
descriptive and less explanatory models are used to represent the data” (Cressie and 
Wikle, 2011). 
Discussion 
This chapter has been designed with simple but powerful visualizations 
concerning the temporal aspect of the data. It is not uncommon to aggregate many years 
of data which in turn provides any number of summary statistics. The focus of these 
descriptors is to assess and evaluate any trends that might be present to help explain 
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2005 2006 2007 2008 2009 2010 2011 2012 2013 2014
Mean All Possible Injuries 116 108.5 101.25 94 95.25 80.75 87.75 88.75 92 70.25
Mean All Non-Incapacitating 59.75 65 53 50 50 44.5 46.25 44.25 48.25 39.75
Mean All Incapacitating 20.5 15 11.5 17 11.5 12.75 11.5 17.75 13.5 7.75
Mean All Fatal 8.75 7 9.25 7.25 5.75 8.5 7 7.5 6.5 6
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Time Series Comparison of Average Injury Severity  
Accident Counts of All Reservation Areas 
Figure 6 
Horan and Hilton’s ranking of hot spots in their original analysis. One interesting result 
was the Mille Lacs reservation and its surrounding areas ranked the highest in 
proportions of hot spots in all normalization tests for road miles and AADT.  
When looking at a time series, it was important to put all of the areas on the same 
scale. The reason for this allows any stakeholder to observe spatial and temporal 
variability present over time. As we will see, the resulting time series of accident type 
and severity reveal some interesting results with respect to variability.  
 
 
Each time series has been divided into its respective year so we may look at the 
trends over an entire decade. We are most interested in looking at the how big the spread 
is over time of each area, particularly with respect to severe and fatal crashes. To make 
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2005 2006 2007 2008 2009 2010 2011 2012 2013 2014
Possible Injury 176 150 145 135 140 127 128 121 125 95
Non-Incapacitating Injury 88 86 68 72 66 66 60 61 58 41
Incapacitating Injury 24 20 15 21 15 19 16 21 16 15
Fatal 10 12 10 10 8 8 7 8 11 5
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Leech Lake Reservation and Surrounding Area  
2005-2014 
Figure 7 
interpretation as simple as possible, the time series always shows from least to most 
severe going from the top to the bottom. For example, in the case we are investigating 
severe and fatal crashes, the red and blue lines can be compared directly to any other red 
and blue line in this group to investigate variability trends. 
Global Versus Local 
Figure 6 provides an ad hoc way of looking at overall trends by aggregating all 
regions and calculating their respect means over time. This visualization gives a general 
spread across all injury severities but actual local trend with the associated spatial data 
points goes beyond this simple descriptive method. Additional design metrics are 
required to make any meaningful inferences beyond what is shown. These sections will 
simply present these metrics for study and summarize the general trend at the end of each 
time series. 
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2005 2006 2007 2008 2009 2010 2011 2012 2013 2014
Possible Injury 91 88 76 75 85 62 65 65 76 69
Non-Incapacitating Injury 48 67 61 41 53 35 34 38 42 40
Incapacitating Injury 26 22 12 16 13 12 16 21 14 7
Fatal 6 6 14 7 5 9 7 5 5 2
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White Earth Reservation and Surrounding Area  
2005-2014 
2005 2006 2007 2008 2009 2010 2011 2012 2013 2014
Possible Injury 136 142 123 118 101 91 114 120 128 86
Non-Incapacitating Injury 73 81 64 62 69 59 66 65 69 55
Incapacitating Injury 19 14 13 17 17 15 10 19 21 7
Fatal 13 8 9 9 5 12 12 10 7 13
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Figure 8 
Figure 9 
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2005 2006 2007 2008 2009 2010 2011 2012 2013 2014
Possible Injury 61 54 61 48 55 43 44 49 39 31
Non-Incapacitating Injury 30 26 19 25 12 18 25 13 24 23
Incapacitating Injury 13 4 6 14 1 5 4 10 3 2
Fatal 6 2 4 3 5 5 2 7 3 4
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Red Lake Reservation and Surrounding Area  
2005-2014 
Figure 10 
 
 
Summary 
This set of time series looks at the spread of all types of injuries by each 
reservation and surrounding area. 
The general trends are as follows: 
 Using the same scale to understand where each region falls with respect to the 
number accidents shows Mille Lacs and Leech Lake have similar spreads in 
variability possibly due the higher number of accidents 
 White Earth and Red lake also share a similar and tighter spread, again due to 
smaller number of accidents over time 
 The spread is most due to the variability of the number of non-severe accidents 
recorded in each region, while the severe accidents remain relative close to 
together 
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Does this reveal any information as to why Mille Lacs had the highest proportion of 
normalized hot spots? 
The results are somewhat inconclusive, however taking into account the drive-
time area contained two townships outside the reservation area possibly could have 
contributed to a natural increase in accident frequency.  
The next set of visualizations aggregates each injury type by reservation and 
surrounding areas to observe any distinctive trends with one specific injury type only. 
This allows for a more refine way of looking at the trends from time series 2. 
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2005 2006 2007 2008 2009 2010 2011 2012 2013 2014
WE Fatal 6 6 14 7 5 9 7 5 5 2
LL Fatal 10 12 10 10 8 8 7 8 11 5
RL Fatal 6 2 4 3 5 5 2 7 3 4
ML Fatal 13 8 9 9 5 12 12 10 7 13
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2005 2006 2007 2008 2009 2010 2011 2012 2013 2014
WE Incapacitating Injury 26 22 12 16 13 12 16 21 14 7
LL Incapacitating Injury 24 20 15 21 15 19 16 21 16 15
RL Incapacitating Injury 13 4 6 14 1 5 4 10 3 2
ML Incapacitating Injury 19 14 13 17 17 15 10 19 21 7
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Figure 12 
Figure 11 
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2005 2006 2007 2008 2009 2010 2011 2012 2013 2014
WE Possible Injury 91 88 76 75 85 62 65 65 76 69
LL Possible Injury 176 150 145 135 140 127 128 121 125 95
RL Possible Injury 61 54 61 48 55 43 44 49 39 31
ML Possible Injury 136 142 123 118 101 91 114 120 128 86
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Figure 13 
2005 2006 2007 2008 2009 2010 2011 2012 2013 2014
WE Non-Incapacitating Injury 48 67 61 41 53 35 34 38 42 40
LL Non-Incapacitating Injury 88 86 68 72 66 66 60 61 58 41
RL Non-Incapacitating Injury 30 26 19 25 12 18 25 13 24 23
ML Non-Incapacitating Injury 73 81 64 62 69 59 66 65 69 55
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Figure 14 
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Summary 
This set of time series looks at the spread of specific types of injuries by each 
reservation and surrounding area.  
The general trends are as follows: 
 As you can see both types of severe injuries behave rather erratically. This could 
suggest that the nature of fatal and incapacitating injuries are far more random 
than the non-severe accidents 
 The interesting trend in non-severe accidents in the last two figures shows these 
accidents run nearly parallel with each study area. The accidents also are similar 
in shape which may reveal a common point process all of these regions share 
despite their location. 
Overall, as we can see the numbers of accidents are in steady decline. This is 
somewhat counter-intuitive to Horan and Hilton’s original assessment that among Native 
populations motor vehicle-related accidents are on the increase, while nationally 
accidents are in decline. A careful assessment of these metrics must be noted because 
descriptive measures can be misleading. 
For instance, due to the included drive-time areas, the conclusion that Native vehicle 
accident are not increasing could be due to additional non-Native accidents included the 
study. Horan and Hilton also maintains that due to lack of timely data, and available 
tools, Tribal stakeholders simply do not have an accurate data set to show to the contrary. 
This is why this report is so important in identifying problem areas in analysis, so that 
when a future proposed framework is provided to Tribes for their input, their own Tribal 
data could help in alleviating the variability in the data aggregates. This will play a future 
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role in providing prototypes of possible data collection tools that make it possible for 
Tribes to collect traffic safety data with the same structure as MnCMAT for meaningful 
comparisons. 
Road Safety: Rural Versus Urban 
Finally, road safety research is argued to be still in its infancy. It is suggested we 
segregate various trends of approach to road safety and the analysis of collisions. To 
further hypothesize about the accident trends in Indian country, it is important to 
understand that despite the metrics reported in this chapter paint a picture of accident 
decline, one fundamental outcome that can help explain the nature of Tribal fatalities is 
the rural versus urban divide: By the percentages, accidents and fatalities in rural areas 
are higher than urban areas. 
Loo and Anderson (2016) explain this in more detail: 
The rural–urban divide in road safety has been recognized worldwide. In a road 
safety report on European countries, it was found that 50%–75% of the traffic 
collisions causing injuries happened in urban built-up areas (OECD 2002). 
Nonetheless, more than 60% of the fatalities in traffic collisions happened in the 
rural areas. The risk of fatality in collisions was much higher on roads in rural 
areas than in urban areas. Furthermore, there seems to be a distinctive risk-taking 
driving culture in the rural areas (Eiksund 2009). 
In North America, Mueller et al. (1988) found that the rate of motor vehicle–
pedestrian collisions was higher in urban areas, but the death rate in collisions was 
generally higher in the rural areas. The rural–urban divide was related to vehicle 
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speed, availability of emergency care, age and sex distribution of the population, 
and proximity to definitive medical care. Moreover, the National Highway Traffic 
Safety Administration of the United States (2008) showed that road fatality rates 
were higher in the rural than urban areas from 1997 to 2006. In 2006, 56% of all 
fatal collisions in the country happened in rural areas, but only 23% of the 
population lived there. In addition, more rural drivers were found to have been 
drunk-driving, speeding, and driving unrestrained than urban drivers (p. 301). 
As we move forward it is important to take into account the body of literature that 
exists in designing a framework for Tribal traffic safety so that stakeholders 
fundamentally understand the nature of the problem. 
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Chapter 3 
Additional Exploratory Data Analysis: Kernel Density Estimation 
We have established first (global) and second order (local) effects when paired together 
complement an EDA by allowing a researcher to identify processes that may not be 
entirely visible from a global view. The results of the Getis-Ord analysis were a good 
starting point in understanding the fundamental point process.  
Typically, a researcher may use a number of techniques to better understand the 
nature of a preliminary point process. Chapter 4 outlines the need for refined linear 
network analysis in order to make comparative judgments about planar methods that do 
not take into account the dependent structure of point processes constrained to a network. 
This chapter focuses on another common exploratory technique to begin formulating a 
more refined set of statistical hypotheses to recommend for future analysis.  
Yamada and Thill (2007) write: 
Kernel Density Estimation (KDE) is one of the most popular methods for 
analyzing the first order properties of a point event distribution partially because it 
is easy to understand and implement. Some KDE tools are already made available 
in some leading commercial GIS software, e.g., the Spatial Analyst Extension of 
ESRI’s ArcGIS, as well as some popular spatial statistical analysis software, such 
as CrimeStat. The planar KDE has been used widely for traffic accidents 
‘‘hotspots” analysis and detection. The recent examples include study of urban 
cyclists traffic hazard intensity, pedestrian crash zones detection, wildlife-vehicle 
accident analysis, highway accident ‘‘hot spot” analysis, etc.  
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The purpose of KDE is to produce a smooth density surface of point events over 
space by computing event intensity as density estimation. In planar KDE, the 
space is characterized as a 2-D homogeneous Euclidian space and density is 
usually estimated at a large number of locations that are regularly spaced (a grid). 
However, in analyzing the spatial pattern of traffic accidents, which usually occur 
on roadways and inside a network, the assumption of homogeneity of 2-D space 
does not hold and the relevant KDE methods are not readily applicable. Special 
considerations are thus needed for measuring such point events occurring in 
network spaces 
My initial thoughts after I had read Horan and Hilton’s results from the Getis-Ord 
hot spot analysis was similar to Yamada and Thill’s supposition: because I was seeing hot 
and cold spots manifesting in and around townships, I wanted to better understand if fatal 
accidents exhibited a similar pattern as the hot spots analysis. 
Using ArcMap, I was able to produce a kernel density estimate for each reservation and 
surrounding area to get an initial look what was happening spatially. Since the clusters of 
the hot spots were an aggregation of the number killed given all accidents, I surmised the 
if we could combined all fatal accidents as one point pattern, we might be able to gain 
additional insight as to the effect of a zero-inflated situation of non-fatal accidents had 
played in the hot spot analysis.  
The following figures are the result plotting all fatal accidents, regardless of the 
number killed. The data set indicated fatality with how many persons had been killed on a 
scale from one to four; I simply aggregated all of these points for this analysis. 
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Some key points of interest were to investigate the following: 
 Examine the locations of fatal accidents with respect to the reservations 
boundaries and the outer drive-time areas for comparison 
 To better understand if more accidents occurred on the reservation 
 To surmise that if the majority of fatal accidents did fall outside the reservation 
boundaries; do the surrounding townships, possible work sites, or any other 
factors influence why this so? 
 Obtain a better understanding of the maximum neighbor distances in square miles 
to assess how far does the planar KDE measure the density of fatal accidents 
After obtaining the KDE estimates, I have indicated on the maps points in interest 
that are of increasing intensity. In addition, the black star indicates the location of each 
respective Tribe’s casino(s). Like in Chapter 2, these figures have been provided to 
reader for study. There is a brief synopsis at the end to summarize each KDE 
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Figure 15 
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Figure 16 
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Figure 17 
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Figure 18 
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Summary 
As we can see, each reservation and drive-time areas are unique not only in point 
distribution of fatal accidents but also on geometry. One of the most interesting things 
captured by these images is the distinct fatal points in the rural versus urban areas. It is 
not hard to see the deepest intensities lie within townships with radii of less than fourteen 
square miles. Because of the unique geometry of Mille Lacs, you can see the drive-time 
network was much more spread out and thus included many more townships. This could 
explain some of the explicit variation found in the analysis: the aggregations of points 
from numerous neighboring townships versus other reservation areas have one 
neighboring township only. 
Since we added an additional covariate such as the location of the casino it may 
be easier to understand why Horan and Hilton chose an included drive-time area. Further 
analyses could look at Tribal housing and a theoretical transportation network could be 
established to further study how fatal accidents might be tied to commuting routes for 
Tribal members going to and from work. In addition, the fatal accident points in the rural 
on reservation networks can be further studied with the understanding from Chapter 2 
regarding rural versus urban divide methods for road safety. Smaller on network analyses 
can be performed to investigate clustering as well as modeling. 
Yamada and Thill (2004) maintain that planar KDE can create false detection 
associated with on network phenomenon and use of a planar K-function “entails a 
significant chance of over-detecting clustered patterns.” Chapter 4 discusses ways of 
designing an on network K-function for comparison and since current methodology 
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already exists in the literature, this could prove useful should Tribes want specific results 
similar to what was suggested in the previous paragraph.  
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Chapter 4 
Future Modeling Recommendations: Spatial Analysis along Networks 
Throughout the previous chapters, we were focused on establishing a hierarchy of 
data analysis to demonstrate a number of statistical techniques that naturally move 
towards forming a more complex set of recommendations to present to Tribal 
stakeholders interested in tribal traffic safety. The emphasis has been on building more 
meaningful set of assumptions using an extensive literature review, descriptive measures, 
and exploratory data analysis to recommend future design techniques that allow for 
robust set of spatial modeling techniques for future analyses. Horan and Hilton’s analysis 
was the cornerstone in expanding the existing knowledgebase. 
The proposed EDA was designed to examine CSR, explore possible point 
processes using appropriate statistical methodologies, introduce additional EDA 
techniques to strengthen the original results, and provide links to additional covariates as 
it relates to GIS analysis for model building. This final chapter provides an overall 
assessment of the metrics to demonstrate careful assessment of assumptions is paramount 
to quality inferential model building. 
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Let us review a few key points of the project tasks: 
Task 1: Tribal Data Analysis: Spatial analysis and testing of the traffic data for 
additional metrics to strengthen the current results.  
Task 1.1 Tests for complete spatial randomness (CSR) such as quadrat 
analysis, Ripley’s K simulation envelopes, and point pattern analysis.  
As we explored in chapter one, non-parametric diagnostics tests such as quadrat 
rely on key assumptions such as independence and homogeneity. The results of 
some initial exploration revealed that assuming uniformity of accident crashes 
across the entire reservation and surrounding areas is problematic because: 
 The unit area of each space contains inhomogeneous pocket clusters of 
accidents due to included townships in the surrounding drive-time 
areas 
 A simple exploratory quadrat used townships geometry to loosely 
assess the counts using first and second order neighbors revealed clear 
non-random patterns such as linear and non-linear pattern within a 
given quadrat. When roadways were overlaid onto the quadrat, clearly 
a 1-D network of roads was influencing the actual locations of the 
point patterns. 
 The point pattern exhibits some sort of point process; this was done 
through visual assessment. 
The results indicate that care must be taken to properly investigate results obtained from 
this analysis. The literature review in Chapter 2 referenced that historically simple 
descriptive measures are favored over more complex modeling techniques, so if 
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presenting these methods to Tribal stakeholders, it is important to understand any 
assumptions we might violate when setting up a test for spatial clustering. 
The body of literature on Ripley’s K-function is extensive and for lack of 
computational resources for network analysis, this could be the most suitable test since 
we are simulating envelopes to view an estimate of the expected ( )K d , but care must also 
be taken in this situation as well.  
Lu and Chen (2007) quoted previously:  
Most applications of K-function, including those mentioned above, use Euclidean 
distance to represent spatial separation between points. This is not a problem 
when the point pattern is a continuous and unrestrained distribution over a 
Euclidean plane. However, Euclidean distance is no longer an accurate 
measurement when the point distribution is subject to certain restrictions. A set of 
points distributed along urban streets is but one example. From the definition of 
K-function, we can see that the measure of distance plays a critical role in 
evaluating the clustering situations in a point set. Using different measures of 
distance would result in the K-function behaving differently, leading to different 
conclusions regarding the patterns of the same point set. (p. 614) 
 
The results of our investigation show the point pattern is undoubtedly restricted to 
a network of lines. This prevents the intensity (accidents) from having equal probability 
to occur over the entire space; a small cross section of the White Earth reservation 
validates this observation: 
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Figure 19 
 
 
 
 
 
 
 
 
As we can see, the assumption of a point pattern being continuous planar over a 
Euclidean plane is violated because any departure from the road network has zero 
likelihood to occur. The circle in Figure 19 is to draw attention to distance departure from 
the roads will have no accidents because the likelihood an accident occurring say, in the 
middle of an agricultural field in the most practical sense is essentially zero. Although it 
is not uncommon to use these tests for exploratory purposes and comparisons; 
understanding what assumptions an investigator is choosing to violate for the results is 
important to document. 
Task 1.2. Further investigation of possible Poisson related spatial point 
processes and distribution assessment.  
In assessing whether the point process can modeled from a Poisson point process, 
again care must be taken to properly account for homogeneity, uniform intensity, and 
Zero probability of accident occurrence 
south of the highway 
? 
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independence. In addition, the injury severity contained in the data is what is referred to 
as s multi-type point pattern, where the pattern of point points is of several different 
types. The point pattern might be better represented when the marks are defined as 
categorical, rather than the number killed. 
Fitting a Poisson process model to a point pattern is an effective technique due to 
the flexibility of allowing adjustments of model assumptions to accommodate 
inhomogeneity, additional covariates, interactions, etc. In addition to the injury severity, 
the traffic data contained additional covariates that could be used to further investigate 
other variability if the point process. Poisson modeling could be an effective tool for 
future traffic analysis if the data can be structured to validate most of the model 
assumptions. 
Task 1.3. EDA of possible links to provided covariates whenever appropriate, 
with additional spatial autocorrelation techniques 
The covariates such as injury type with respect to day, month, and road surface 
have been included in the appendix. As we talked extensively in Chapter 1, the nature of 
spatial autocorrelation is best explained by Waldo Tobler who made famous his “first law 
of geography,” which states that “everything is related to everything else, but near things 
are more related than distant things” (Tobler, 1970).  
There is undoubtedly more work to be done in this analysis in formulating 
additional metrics to discuss further design of spatial components that properly account 
for spatial autocorrelation. As we have examined this concept through the lens of GIS, it 
is important to formulate a hypothesis that is accurate in explaining not just the 
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relationship between two spatial points, but if this relationship is the result of an 
attainable point process that can be modeled for further statistical development.  
Although, this underlying concept was not directly used in Horan and Hilton’s 
original analysis, much work can be done to examine more closely local indicators of 
spatial association (LISA). It is with this collective of ideas; I would like to recommend 
the best possible methodology for future study and to present these findings to Tribal 
stakeholders.  
Spatial Analysis along Networks 
Traffic accidents are a point process of events that are strongly constrained to 
network. Okabe and Sugihara (2012) refer to these events as network constrained events. 
This is different than what are defined as alongside-network events such as business 
located alongside a roadside network. As we have seen, planar spatial analysis has its 
limitations due to the following assumptions: 
1. Events occur on an unbounded continuous plane 
2. Distances are measured by Euclidean distance. 
 These assumptions are the result of the most common and convenient way of 
computing a distance as well as the shortest path distance has been thought to be best 
approximated by Euclidean distance. Throughout this analysis, I have maintained that 
through the process of exploring point patterns, any number of techniques may be used, 
however each decision made is dependent on which assumptions a researcher is willing 
to violate to obtain their results. 
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As we analyzed the KDE in Chapter 3, we begin to see how planar density 
estimates tend to cluster in townships, rather than collectively assess the assumption of 
uniformity throughout the planar space. Each density plot revealed where townships 
occur, the per square mile radius cluster of fatal accidents remains in less than a 14 
square mile radius; with not much occurring in rural sites capturing other fatal accidents. 
This information is indicative of the inhomogeneity of the process occurring in urban 
versus rural areas and again the points were constrained to network of local roadways 
located within city limits. 
Given the set of limitations in realizing a network constrained point process test 
for spatial clustering, Okabe and Sugihara (2012) have outlined a methodology to address 
this issue: 
To overcome the above limitations of planar spatial methods, we now introduce a 
new type of spatial analysis that assumes: 
AN1: Events occur on and alongside a network. 
AN2: If a method for analyzing the events includes distance variables, the 
distance are shortest path   distances. 
We make a few remarks on the above two assumptions, AN1 and AN2. The first 
assumption AN1 describes places where events occur. The on-network relation is 
obvious. Events occur exactly on a network, such as traffic accidents. The second 
assumption, AN2, specifies distance variables included in spatial methods. We 
notice from the above definition of network spatial analysis that it has salient 
features distinct from those of planar spatial analysis.  
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 First, by definition, network spatial analysis can properly analyze events 
occurring on and alongside a network. 
 Second, network spatial analysis can easily take account of directions, 
such as directions of current in a river and traffic flow regulation on a 
street network. 
 Third, network spatial analysis can treat detailed networks using a 
common data structure. 
 Fourth, network spatial analysis can easily treat networks in three-
dimensional space, such as underpaths and crossover bridges 
 Fifth, as will be shown in Section 2.3, network spatial analysis can treat 
non-uniform activities on a network more easily than planar spatial 
analysis can. 
 Sixth, network spatial analysis gains analytical tractability because a 
network consists of one-dimensional line segments. Mathematical 
derivations on a one-dimensional space are more tractable than those on a 
two-dimensional space. (pp. 6-7) 
 
Baddeley, et al. (2016) provides additional insight: 
For such data, it is clearly not appropriate to use statistical techniques designed 
for point patterns in two-dimensional space, such as Ripley’s K-function. The 
analysis needs to take into account the geometry of the network. In the last 
decade, substantial research effort has been addressed to this problem by A. 
Okabe and collaborators. 
The dependence between points in a point process is more difficult to study on a 
linear network than in the two-dimensional plane. A linear network is not a 
homogeneous space: different spatial locations on a network are surrounded by 
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different configurations of lines. Recently it was discovered how to ‘adjust’ for 
the geometry of the network when defining quantities like the K-function (p. 711). 
Danger in using the two-dimensional K-function 
To measure correlation between points on a linear network, it is clearly not 
appropriate to apply Ripley’s K-function to the two-dimensional spatial locations 
of the points. At least, it would be fallacious to take a point pattern on a linear 
network, forget the linear network and retain only the spatial ( , )x y coordinates, 
compute the empirical Ripley K-function of these points, and compare this with 
the theoretical K-function for a completely random pattern in two dimensions. 
The apparent discrepancy is an artifact, arising because we have chosen the wrong 
null hypothesis: the envelopes are computed from simulations of CSR in two 
dimensions, while the appropriate null hypothesis is a Poisson process on the 
linear network. 
The fundamental aspect of the K-function relies on pair correlation defined for a 
two-dimensional point process. To define pair correlation on a linear network we 
need to define the pair correlation we first introduce the second moment intensity 
(or product density) 2 ( , )u v . Heuristically, given any two distinct locations u, v 
on the network, we consider a very short piece of the network around location u 
of length 1d u , and similarly a short piece of network around v of length 1d v , 
sketched in Figure 20. The probability ( , )p u v that both of these short segments 
contain at least one random point is assumed to be 2 1 1( , ) ( , )p u v u v d ud v . 
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Figure 20 
 
 
 
 
 
 
 
 
Then for any two line segments ,A B L  that’s are disjoint ( 0)A B   we have: 
2 1 1[ ( ) ( ) ( , )
A B
n A n B u v d ud v     X X  
Analogous to adjusting for inhomogeneity in the 2-D Ripley’s K-function, the 
second moment intensity function can be thought of as instead of calculating the 
probability of a two random points falling at locations u  and v . 
The general pair correlation function g  becomes: 
2
2
( , )
( , )
( ) ( )
u v
g u v
u v

 
  
Where   is the intensity function. The general pair correlation function on a 
linear network has the same interpretation as it does in the 2-D case. 
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Finally, modifying the two-dimensional point pattern where 
2 ( , )g u v is defined to 
depend only on the Euclidean distance from any two locations: 
2( , ) ( )g u v g u v   
We assume
2 ( , )g u v depends only on the shortest-path distance ( , )Ld u v , and thus: 
2( , ) ( ( , ))Lg u v g d u v  
With ( )g r  is the linear network pair correlation function. 
Let us look at an example: By definition, a Poisson process on a linear network 
has ( ) 1g r  . A value (10) .5g   would mean that for a pair of locations u  and v  
separated by a shortest-path distance of 10 units, the probability that random 
points fall in both locations is half as much as it would be for a Poisson process 
with the same intensity. The pair correlation ( )g r  is defined for all distances
r D , where D  is the diameter of the network (maximum possible shortest-path 
distance between any two points in the network) (Baddeley et al. ,2016, pp. 732-
736). 
Figure 21 is an interesting location where a linear network in small scale applications 
might be of interest. When considering prototype applications of GIS analysis to present 
to Tribal stakeholders, the network between a Tribal place of business and its relationship 
to near Off Reservation Trust land could be of interest. The use of the linear network 
correlation function could be used to assess and model the point process in network 
commute times, or transportation. Although the realization of this concept is beyond the  
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Figure 21 
 
 
 
 
 
 
 
 
 
scope of this reporting, spatial analysis of this type is feasibly possible. One drawback is 
the computation network of lines and point to make the network is computational 
intensive, so small scale analyses are recommended unless access to high performance 
computing platforms is considered. 
As we have seen, the number of tools available to create a robust GIS framework 
for tribal traffic safety begins with adhering to preliminary results, exploring descriptive 
measures, formulating exploratory data analyses, and finally developing all of this 
information into the most effective way to spatially model a point process. It my hope, 
this allows for an in-depth discussion between stakeholders as to what type of spatial and 
data analyses are available and how we are able to empower Tribal communities to use 
these tools for their own traffic safety studies. 
Mille Lacs off Reservation Trust Land inside drive-time 
area close to the Grand Casino Hinckley, MN with severe 
and fatal accidents in between. 
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Chapter 5 
Conclusions and Recommendations 
Roadmap to Effective Modeling of Traffic Safety 
This document contains an exhaustive review of how point patterns, processes and 
modeling can be constructed to utilize GIS in traffic safety. At times, this may be 
construed to be overkill in terms of how an exploratory process unfolds, but too often 
Tribes are never consulted in these processes, and as an enrolled member of a federally 
recognized Tribe; I am honored to lend my expertise to this current initiative. The level of 
expertise I possess is precisely why I am able to advocate for an even higher expectation 
as to the quality data science Tribes are owed when we choose to work them on 
community development. 
The design of this report was to provide a baseline of metrics as a way to critically 
examine the data quality needed when forming a partnership with Tribal communities for 
traffic safety: the data is just as important as the policy. As I mentioned briefly in 
executive summary, the results of this ongoing project is a realization of the concept of 
data sovereignty I have been developing through my doctoral dissertation in 
computational science and statistics. The collective framework is intended to empower 
Tribal stakeholders to use data as a matter of self-determination. Collectively, this idea 
can encompass any number of data driven decision making tools to assist all stakeholders 
in nation building through statistical design and analysis. 
The next phase of the project is to use this document and other developed 
prototypes to begin a design strategy using data sovereignty as the model framework to 
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present traffic safety to Tribal stakeholders for their input and finally developing data 
solutions that allow for Tribal data collection and analysis to allow for further 
representation in traffic study initiatives. 
As we continue with the next phase of this project, I wanted to conclude this 
analysis with the building blocks of any good design, so that we are reminded that 
roadmaps are not just realizations of point processes, but also frameworks for all that we 
do with data. I think it speaks for the level care needed in working with Tribal 
communities to the better outcomes through extensive thinking and praxis. 
Baddeley et al. (2016) elegantly outline this as the Scope of Inference: 
There is a choice concerning the scope of statistical inference, that is, the 
‘population’ to which we wish to generalize from the data. 
At the lowest level of generalization, we are interested only in the region that was 
actually surveyed. In applying precision agriculture to a particular farm, we might 
use the observed spatial point pattern of tree seedlings, which germinated in a 
field sown with a uniform density of seed, as a means of estimating the 
unobservable, spatially varying, fertility of the soil in the same field. Statistical 
inference here is a form of interpolation or prediction. The modeling approach is 
influenced by the prediction goals: to predict soil fertility it may be sufficient to 
model the point process intensity only, and ignore inter-point interaction. 
At the next level, the observed point pattern is treated as a ‘typical’ sample from a 
larger pattern which is the target of inference. To draw conclusions about an 
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entire forest from observations in a small study region, we treat the forest as a 
spatial point process X , effectively extending throughout the infinite two-
dimensional plane. In order to draw inferences based only on a sample of X in a 
fixed bounded window W, we might assume that X is stationary and/or isotropic, 
meaning that statistical properties of the point process are unaffected by vector 
translations (shifts) and/or rotations, respectively. This implies that our dataset is 
a typical sample of the process, and supports nonparametric inference about 
distributional properties of X such as its intensity and K-function. It also supports 
parametric inference, for example about the interaction parameter of a Strauss 
process model for the spatial dependence between trees. 
At a higher level, we seek to extract general ‘laws’ or ‘relationships’ from the 
data. This involves generalizing from the observed point pattern to a hypothetical 
population of point patterns which are governed by the same ‘laws’ but which 
may be very different from the observed point pattern. One important example is 
modeling the dependence of the point pattern on a spatial covariate (such as 
terrain slope). This is a form of regression. We might assume that the intensity 
( )u of the point process at a location u is a function ( ) ( ( ))u Z u  of the spatial 
covariate ( )Z u . The regression function   is the target of inference. The scope of 
inference is a population of experiments where the same variables are observed 
and the same regression relationship is assumed to hold. A model for ρ 
(parametric, non-, or semi-parametric) is formulated and fitted. More detailed 
inference requires either replication of the experiment, or an assumption such as 
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joint stationarity of the covariates and the response, under which a large sample 
can be treated as containing sufficient replication. 
At the highest level, we seek to capture all sources of variability that influence the 
spatial point pattern. Sources of variability may include ‘fixed effects’ such as 
regression on an observable spatial covariate, and also ‘random effects’ such as 
regression on an unobserved, random spatial covariate. For example, a Cox 
process is defined by starting with a random intensity function ( )u and, 
conditional on the realization of , letting the point process be Poisson with 
intensity . In forestry applications,  could represent the unobserved, spatially 
inhomogeneous fertility of soil, modeled as a random process. Thus  is a 
‘random effect’. Whether soil fertility should be modeled as a fixed effect or 
random effect depends on whether the main interest is in inferring the value of 
soil fertility in the study region (fixed effect) or in characterizing the variability of 
soil fertility in general (random effect). 
  
I look forward to assisting any stakeholder interested in helping American Indian Tribes 
with the complex issues they face, and I hope to continue to make an impact moving 
forward. 
 
This ends the report. 
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Final Thoughts and Current State of the Project 
As of this writing in April 2018, the Using GIS to Improve Tribal Traffic Safety is still 
ongoing. The purpose of the manuscript brief was to explore further topics that related to 
traffic related crashes in and around selected Minnesota reservations. My primary focus 
was to provide an exploratory data analysis of the original hot spot analysis and to 
contribute the data sovereignty framework as a way to promote tribal traffic safety. 
 During the design of the framework, one of the objectives was to present the 
framework to appropriate stakeholders for evaluation. This task ended up being slightly 
difficult, since the framework wasn’t designed to ask tribal stakeholders what they 
thought; rather its strength was in designing a data domain and work with stakeholders to 
create the framework for a particular task. 
However to clarify, the process that is ongoing has been very useful in 
interviewing some tribal officials as to nature of the data sovereignty as a framework. 
The prototype nature and feedback we have received has played a crucial role in how I 
have addressed the data sovereignty framework moving forward. 
The data sovereignty framework served as a developmental prototype in this case 
study, and now that this proof of concept can be applied in a more practical context. The 
next chapter utilizes these findings to increase the scope of using this framework to create 
a smart solution. The machine learning technique I have chosen was designed specifically 
perform a task that would assist tribes with obtaining digital infrastructure with the intent 
of alleviating the potential economic cost of sending personnel into the field to collect 
data.  
135 
 
 
As we will see, the technique creates a simple, yet powerful way to obtain a 
Master Address File that can be used for several geospatial projects to increase capacity, 
alleviate budgets, and assert ownership of data that is not exclusively in the tribe’s power 
to obtain. Further topics will be discussed as to how to get this SMART solution into the 
hands of tribal stakeholders who could make use of it. 
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Chapter 4 
Case Study 2: Using Machine Learning in GIS to Create a SMART Solution in 
Tribal Census and Other Spatial Outcomes  
So What is Machine Learning? 
A comprehensive body of work by Izenman (2008) outlines the basics of machine 
learning and through my research on the topic provides some of the most precise 
explanations of the topic. The idea of machine learning: 
Machine learning evolved out of the subfield of computer science known as 
artificial intelligence (AI). Whereas the focus of AI is to make machines 
intelligent, able to think rationally like humans and solve problems, machine 
learning is concerned with creating computer systems and algorithms so that 
machines can “learn” from previous experience. Because intelligence cannot be 
attained without the ability to learn, machine learning now plays a dominant role 
in AI. 
The machine-learning community divides learning problems into various 
categories: the two most relevant to statistics are those of supervised learning and 
unsupervised learning.  
Supervised learning: Problems in which the learning algorithm receives a set of 
continuous or categorical input variables and a correct output variable (which is 
observed or provided by an explicit “teacher”) and tries to find a function of the 
input variables to approximate the known output variable: a continuous output 
137 
 
 
variable yields a regression problem, whereas a categorical output variable yields 
a classification problem.  
Unsupervised learning: Problems in which there is no information available (i.e., 
no explicit “teacher”) to define an appropriate output variable; often referred to as 
“scientific discovery.” The goal in unsupervised learning differs from that of 
supervised learning. In supervised learning, we study relationships between the 
input and output variables; in unsupervised learning, we explore particular 
characteristics of the input variables only, such as estimating the joint probability 
density, searching out clusters, drawing proximity maps, locating outliers, or 
imputing missing data. 
In this analysis, the machine learning technique called a Support Vector Machine 
(SVM) is used. It is a supervised learning technique in which a set of training data is used 
to ‘train’ the algorithm to identify objects in a geospatial raster image for image 
classification. The reason this technique was chosen was due to the strength of its 
predictive power through pre-learning the nature of the problem at hand. Although, there 
are a number of classification techniques in both supervised and unsupervised learning 
such as k-nearest neighbor clustering, neural networks, or hierarchical clustering; a SVM 
was simply the most efficient way to create the polygons using hyperplanes to isolate the 
very specific infrastructure I was interested in. 
Introduction 
The data sovereignty framework allows for many data domains, in this case Tribal GIS 
outcomes. Using this framework, I have developed a machine learning technique to allow 
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for tribes to use GIS and a Support Vector Machine to train and predict housing domiciles 
through high resolution satellite and drone imagery. This will provide tribes with a 
method of obtaining point patterns and polygons to create a Master Address File (MAF) 
for use in many spatial dependent systems, census being one of them.  
The potential for tribes obtaining accurate geographic information about crucial 
infrastructure through this technique is extremely powerful as it has other implications. 
Examples include cross-referencing existing GIS locations with no need to visit every 
location, and providing these point patterns for additional use such as transportation, 
emergency 911, or utility locations. To be cost effective, I am currently working in a 
small area of one of the nine reservations in South Dakota that contains census blocks of 
tribal housing that is defined by the U.S. Census Bureau shape files of tribal boundaries.  
The companies that provide this imagery can be quite expensive, so to make 
imagery cost effective, a preliminary analysis of a small tribal housing development was 
considered. There are ways to obtain the maximized areas of consideration without 
sacrificing dwellings we are interested in such as drone mapping. Notwithstanding 
private satellite image companies; tribes can also obtain geospatial information through 
the U.S. Department of Interior, Bureau of Indian Affairs Branch of Geospatial Support 
using the Enhanced View program (EV) from Digital Globe as part of the National 
Geospatial-Intelligence Agency (NGA) at no cost. 
As a matter of sovereignty, this SMART solution creates a template that will 
allow any tribe to scale their reservation boundaries to maximize the spatial areas of 
interest, while minimizing the cost of the satellite imagery. The findings of this analysis 
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will be presented formally after the literature review in this chapter. Again, this process is 
being designed as a template to give any tribal group a method to obtain spatial data 
outcomes without the need for ineffective costs associated with sending individuals into 
the field that a machine learning algorithm could provide if a high resolution image of an 
area could be obtained. 
While I was initially conducting research on tribal sovereignty issues, I did not 
realize that under Title 13, the U.S. Census Bureau is not allowed to share Master 
Address File systems with any entities outside the bureau, including tribes. The previous 
consulting work I have done with tribes regarding tribal census indicated the need for a 
more streamlined way of unifying addresses of tribal citizens living on or near the 
reservation. The point pattern created from the addresses collected in the tribal census 
was highly inaccurate due to human error, and the data collection protocols had also 
produced a number of repeated household visits. 
After consulting with tribal officials, it was explained that a very small team of 
workers were assigned to collect as many censuses as possible; but given the size and 
scope of the reservation, it would have taken many teams of individuals at great 
economic cost to make a complete census collection realistically possible. 
At the time, the tribe’s planning department had not anticipated that accurately 
collecting geographic data related to census was an utmost priority. There are tribes 
whose budgets are governed by funding formulas that do not always allocate adequate 
resources for MAF procurement since the census bureau already maintains a record of 
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addresses separately, thus allocating resources for a governmental task already in place 
does not make sense 
Tribes do however have the desire to act on their sovereignty to collect census 
data because of undercounts and lack of representative funding allocations are a result of 
those inaccuracies. The advent of advanced GIS database systems, machine learning, 
satellite and drone imaging have made  tasks of constructing an MAF much easier. This 
is the reasoning behind this case study.  
Spatial data has undergone a very fast transformation with increased computing 
power and software availability. Image classifying machine learning techniques are 
almost certainly being used in some capacity. Master Address File is simply a term that 
refers to spatial data related to the position of people or infrastructure. The images and 
corresponding point pattern, process, or models all come from how well the training data 
set of images best reflects the pattern of interest. This is not limited to tribes or people.  
Image classification requires adequate resolution since pixels that are too large 
will render an image unrecognizable; but assuming a machine algorithm has an adequate 
training set, it makes no difference if it is tied to people or objects. A machine can be 
trained to classify anything such as trees, roads, shrubs, or types of crops in agricultural 
fields. Again, spatial scale is important to allow the training classifier to obtain enough 
results for accuracy; thus the more samples the classifier has, the better it can predict 
what it is looking for. 
In personal communication with the lead developer of the Environmental Systems 
Research Institute (ESRI) machine learning division during the 2017 ESRI User 
141 
 
 
Rapid Eye 5 meter Landsat7 30 meter 
Figure 4.1- Pixel Comparison of Dimensionality of a Tribal Census Tract 
             Each picture represents the same proposed area of interest 
 
Conference (UC), I presented this issue and it was confirmed there was no possible way 
to use image classification on a scale of five meters or above because a support vector 
machine could not differentiate shapes due to the lack of pixel density, thus the accuracy 
of the classification was untenable. Figure 4.1 demonstrates visually why this is not 
possible. The images are the exact same area. Notice the image quality increases as the 
square meter resolution decreases.  
 
 
The benefit of obtaining a MAF has many useful applications. The point pattern 
created by the machine learning process will drastically reduce the cost and man power 
associated with sending personnel into the field to collect physical addresses. Success can 
be evaluated through a strategic plan. The accuracy of the point pattern can be assessed 
by the calculation of a confusion matrix to assess the accuracy of the pixel selections by 
choosing random points from the original sample and comparing them to the predicted 
classification images. In addition, by integrating other crucial projects associated with 
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tribal infrastructure such as developing 911 networks, transportation networks, and 
utilities these locations can be further vetted. 
Smart phones can have the MAF integrated into any project so when personnel go 
out into the field for projects described above, the ESRI Workforce app can be integrated 
with all GPS coordinates and the accuracy can be verified a second time using a smart 
phone’s real-time GPS coordinate systems for ongoing data collection that may be 
ongoing for another project. Thus, success can be measured through real projects a tribe 
needs to undertake rather than just going out into the field to map an area with no plan as 
to how to use this point pattern information. 
Support Vector Machine Theory 
Synopsis: 
As described above, the purpose of this case study is to explore machine learning 
techniques that make SMART solutions accessible and cost effective to tribal members 
who are doing the work for their community. Image classification is a feasible way to 
integrate technology into developing digital infrastructure. Specifically, the data 
sovereignty framework regards this case study as a specified Data Domain Key Indicator. 
The other three key indicators are developed in counsel to address the specific needs of 
the tribal nation that chooses to use this technique.  
An extensive literature review is required to understand how the geoprocessing 
tool in ESRI ArcMap’s Support Vector Machine Training Classifier works. This 
literature review is quite extensive and the underlying mathematical theory is not 
typically documented in ERSI’s general catalog of help topics in the software. 
143 
 
 
Nonetheless it is important to establish how the image classifier uses these principles to 
perform the actions many GIS professionals take for granted when a ‘black box’ 
algorithm is used to perform computationally intense calculations. 
“Support Vector Machines (SVM) belongs to a class of kernel methods and are rooted in 
statistical learning theory. As all kernel-based learning algorithms they are composed of a 
general purpose learning machine (in the case of SVM a linear machine) and a problem 
specific kernel function. Since the linear machine can only classify the data in a linear 
separable feature space, the role of the kernel-function is to induce such a feature space 
by implicitly mapping the training data into a higher dimensional space where the data is 
linearly separable.  
“SVMs have been successfully applied to classification problems as diverse as 
handwritten digit recognition, text categorization, cancer classification using microarray 
expression data, protein secondary-structure prediction, and cloud classification using 
satellite-radiance profiles” (Izenman, 2008, p. 369). 
Since the general purpose learning machine and the kernel function can be used in 
a modular way, it is possible to construct different learning machines characterized by 
different nonlinear decision surfaces (Hofmann, 2006). 
Outline of SVM Methodology Literature Review 
There are cases that fundamentally form the mathematical foundation of support vector 
machine methodology: 
 The simplest case is when two groups are completely separable. Support vectors 
are called a linearly separable case 
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 The case where two groups are linear, but non-separable 
 Defining a kernel and the kernel trick 
 Non-Linear Transformations  
 The Radial Basis Function (RBF) kernel 
 Grid search for parameter of the RBF 
 Construction of a multi-class support vector machine 
The results of the machine learning image classification were done in the 
Environmental Systems Research Institute (ESRI) platform, ArcGIS and ArcGIS Pro. 
This literature provides a strong background of the mathematical foundations of SVM 
theory; and then outlines the specific techniques used by the software itself. 
Prior to looking at theory behind how a support vector machine functions in the 
hierarchical structure of creating an algorithm for classification; I will discuss briefly 
previous research I had undertaken in a precision agriculture initiative where one of the 
topics covered worked in analyzing topics of dimensionality as it related to computational 
limitations when addressing spatial dependence.  
Understanding Dimensionality 
During the academic 2016-2017 academic year, I conducted research in evaluating pixel 
image data and the effect of dimensionality. This was a one year position and was a 
partnership between South Dakota State University J. Lohr College of Engineering and 
the College of Agricultural and Biological Sciences to: “turn vast data-generation 
capabilities of precision agriculture into information that can drive decision-making in 
the field (SDSU, 2016, p. 11). 
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This inter-departmental collaboration was aimed at developing spatial-temporal 
risk models in examining white mold pathology research using historical agricultural and 
GIS related satellite data. My advisor Dr. Gary Hatfield was the lead spatial statistician, 
and he and I worked extensively on understanding how to integrate spatial data at 
different scales anywhere from 1 meter to 30 meters or larger, and the challenges 30-
meter vegetation indices have on model prediction (SDSU, 2016, pp.10-13).  
 One of the objectives of this initiative was to examine the initial accuracy of 
making predictions by simply examining the spatial auto correlation between agricultural 
fields defined in space. “In a pixel image, the spatial domain is divided into a grid (of 
picture elements or ‘pixels’), and a value is associated with each pixel. The pixel value 
could represent brightness (in a digital camera image or a remotely sensed image), terrain 
elevation (in a digital terrain model), soil pH or magnetic field strength (in a spatial 
survey), and other measurable quantities. Pixel values can be categorical values, 
representing a classification of space into different rock types, cell types, administrative 
regions, or land use types. Other types of spatial data can be converted into pixel images, 
so that the pixel value could represent (say) the distance from that pixel to the nearest 
geological fault. Many calculations in spatial statistics produce a pixel image as a result 
for example, a kernel estimate of point process intensity” (Baddeley et al., 2016). 
 One of the topics that came up in discussion was if we could identify white mold 
vector pathogens through the use of temporal spatial images throughout the growing 
season; and if so, could the vector be identified simply by the pixel value. The answer 
depended on the resolution. Figure 4.1 on page 141 gives a visual representation how 
ineffective low resolution images are in precision agriculture. Clearly it is not possible to 
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identify deterministically a small patch of white mold if the resolution is not sufficient; 
hence a more refined approach is necessary. 
This also applies to using a support vector machine in this case study. First, we 
can examine the dimension of pixels as it relates to the scale as resolution increases, the 
dimension also increases. Figure 4.2 shows a pixel density scale to understand this. The 
image shows a standard 30-meter Landsat7 dimension relative to overlaying multiple 
pixel images of higher resolution to understand the ‘curse of dimensionality’.  
“The colorful phrase the ‘curse of dimensionality’ was apparently coined by 
Richard Bellman, in connection with the difficulty of optimization by exhaustive 
enumeration on product spaces. Bellman reminded us that, if we consider a Cartesian 
grid of spacing 1/10 on the unit cube in 10 dimensions, we have 1010 points; if the cube in 
20 dimensions was considered, we would have of course 2010  points. His interpretation: 
if our goal is to optimize a function over a continuous product domain of a few dozen 
variables by exhaustively searching a discrete search space defined by a crude 
discretization, we could easily be faced with the problem of making tens of trillions of 
evaluations of the function. Bellman argued that this curse precluded, under almost any 
computational scheme then foreseeable, the use of exhaustive enumeration strategies, and 
argued in favor of his method of dynamic programming” (Donoho, 2000, p. 18 ). 
As we can see definitively in Figure 4.2, a one pixel image from Landsat7 varies 
vastly from a 5-meter and 1-meter resolution in terms of the number of pixels as the 
resolution increases. When considering precision, the overlay of identical images at 
different resolutions creates a clear paradox in accurate prediction because multiple 
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Figure 4.2 - Pixel Comparison of Dimensionality (Not to Scale) 
images of interest may be completely contained within one pixel rather and multiple 
pixels. 
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Figure 4.3 - Pixel Dimension Equivalence Comparisons to Landsat 7 (1 Pixel) 
230,400 Pixels 
Drone Imagery 
.25m Resolution 
16 Pixels per square meter 
Drone Imagery 
.25m Resolution 
149 
 
 
Discussion 
Drone imagery in Figure 4.2 could not be included in the visualization due to the 
dimensionality discussed. Figure 4.3 on the previous page provides how quickly high 
resolution becomes untenable. One pixel in the one meter resolution Digital Globe image 
above would scale the image to an additional sixteen pixels per square meter which is 
simply not possible in this context. Figure 4.3 shows that visual scalability is not possible 
as the pixel size become infinitesimally small as the resolution increases; to show a 30-
meter square pixel relative to a .25-meter in the same area would require 230,400 pixels. 
The higher dimension provides a better training set for machine learning at the price of 
computational resources in determining housing polygons. 
Although Figure 4.2 is not exactly to scale, considering a 30m resolution pixel 
image from Landsat 7 is 900 square meters which is approximately 9,687.51 square feet, 
then it is possible when considering the average square footage of a house according to 
the U.S. census is 2,422 square feet then it is possible that a Landsat image would be 
capable of capturing at least three houses in one pixel. Furthermore, this is problematic 
when using a support vector machine learning algorithm because image classification 
would result in the training classifier identifying three domiciles as one. 
 Since lower resolution images have been shown to be ineffective, we turn to 
looking at more tenable images that can provide a more realistic outcome in training a 
machine learning algorithm to find infrastructure. Tribes have an invaluable resource in 
using the Enhanced View program (EV) from Digital Globe as part of the National 
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Figure 4.4 - Limitations of Free or Lower Resolution Imagery versus           
                    Higher Resolution Imagery 
Figure 4.5 - .25-meter Drone    
                    Imagery 
Geospatial-Intelligence Agency (NGA). These images provide an excellent reference 
when analyzing the accuracy of machine learning.  
 As described above, dimensionality can be a curse or it can be a blessing. The 
results of this case study show that when a careful balance of image processing mixed 
with lower resolution images can produce very practical solutions. 
 
 
The image in Figure 4.4 above is a 1-meter 
resolution image that tribes have access to 
through the NGA. The image in Figure 4.5 to 
the right was an image that was 
commissioned for this dissertation from a 
private drone contractor in order to do a small 
scale direct comparison with a .25-meter 
versus 1-meter comparison. 
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The next sections outline an extensive review of establishing a number of key 
ideas that are fundamental to understanding SVM methods. Although there is quite an 
extensive body of literature concerning this topic, this manuscript covers the basic 
building blocks from introducing the linearly separable and non-separable cases, kernel 
methods and finally the use of multi-class SVMs to achieve the outcomes at the end of 
the chapter. 
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SVM Case 1: The Linearly Separable Case 
 Izenman (2008) writes eloquently as to the theory behind the linear separable and non-
separable SVM cases. In order to study more complex classification techniques, 
establishing these two concepts is crucial in handling non-linear transformations, kernels, 
and multi-class SVM’s. 
Assume we have available a learning set of data. 
  , : 1,2,..., ,                                          4.1i iy i n L x  
on the pair  ,YX , where rX  and  1, 1 .  Y  The binary classification 
problem is to use L  to construct a function : rf  so that 
   sign ( ) ,  ,                                        4.2rC f x x x  
is a classifier.  
The separating function f  then classifies each new point x  in a test set   into 
one of two classes,   or _ ,  depending upon whether ( )C x  is +1 (if ( ) 0f x ) 
or −1 if ( ( ) 0)f x ), respectively.  
The goal is to have f  assign all “positive” points in τ  (i.e., those with 1y   ) to 
 and all negative points in τ ( 1y    ) to  . In practice, we recognize that 
100% correct classification may not be possible.  
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First, consider the simplest situation: suppose the positive ( 1)iy   and negative 
( 1)iy   data points from the learning set L  can be separated by a hyperplane, 
 0: ( ) 0 ,                                            4.3f   x x x β  
where β is the weight vector with Euclidean norm β , and 0 is the bias. (Note: 
0 b is the threshold.) If this hyperplane can separate the learning set into the 
two given classes without error, the hyperplane is termed a separating 
hyperplane. Clearly, there is an infinite number of such separating hyperplanes. 
How do we determine which one is the best? 
Consider any separating hyperplane. Let d be the shortest distance from the 
separating hyperplane to the nearest negative data point, and let d be the shortest 
distance from the same hyperplane to the nearest positive data point. Then, the 
margin of the separating hyperplane is defined as   d d d  . If, in addition, the 
distance between the hyperplane and its closest observation is maximized, we say 
that the hyperplane is an optimal separating hyperplane (also known as a maximal 
margin classifier).  
If the learning data from the two classes are linearly separable, there exists 0   
and β  such that 
0
0
1  if 1                                              4.4
1  if 1                                              4.5
i
i
y
y




    
    
x β
x β
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If there are data vectors in L such that equality holds in (4.4), then these data 
vectors lie on the hyperplane 0: ( 1) 0
   H x β ; similarly, if there are data 
vectors in L such that equality holds in (4.5), then these data vectors lie on the 
hyperplane 
0: ( 1) 0
   H x β . Points in L  that lie on either one of the 
hyperplanes 1H  or 1H  , are said to be support vectors. See Figure 4.6.  
The support vectors typically consist of a small percentage of the total number of 
sample points. 
If 1x lies on the hyperplane 1H  , and if 1x lies on the hyperplane 1H , then,  
0 1 0 11,   1                                  4.6
        x β x β  
The difference of these two equations is 1 1 2,
 
  x β x β and their sum is 
 1 10
1
.
2
     x β x β  The perpendicular distances of the hyperplane 
0 0
  x β from the points 1x and 1x are 
1 10 0
_
1 1
,                4.7d d
   

 
   
x β x β
β β β β
 
respectively. So, the margin of the separating hyperplane is 2 /d  β  . 
The inequalities (4.4) and (4.5) can be combined into a single set of inequalities, 
0( ) 1,   1,2,..., .                                    4.8i iy i n
    x β
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Figure 4.6 - Support Vectors in the Linearly Separable Case 
The quantity  
0( )
 i iy x β  is called the margin of ( )i iyx with respect to the 
hyperplane (4.3), 1,2,..., .i n  From (4.6), we see that ix is a support vector with 
respect to the hyperplane (4.3) if its margin equals one; that is, if 
0( ) 1                                                           4.9i iy
  x β  
 
 
 
 
 
 
 
 
 
 
  
 
The support vectors in Figure 4.6 are identified (points intersecting,  and HH   ). 
The empirical distribution of the margins of all the observations in L is called the 
margin distribution of a hyperplane with respect to .L  The minimum of the 
empirical margin distribution is the margin of the hyperplane with respect to .L
The problem is to find the optimal separating hyperplane; namely, find the 
1
d 
β
1
d 
β
1H
1H
0 0
  x β
Margin: d d d  
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hyperplane that maximizes the margin, 2 / β , subject to the conditions(4.8). 
Equivalently, we wish to find 0 andβ to 
21
minimize ,                                                         4.10
2
β  
0( ) 1,  1,2,...,                       subject to  4.11 i iy i n
   x β  
This is a convex optimization problem: minimize a quadratic function subject to 
linear inequality constraints. Convexity ensures that we have a global minimum 
without local minima. The resulting optimal separating hyperplane is called the 
maximal (or hard) margin solution. 
We solve this problem using Lagrangian multipliers. Because the constraints are
0( ) 1 1,2,..., ,
    i iy i nx β we multiply the constraints by positive Lagrangian 
multipliers and subtract each such product from the objective function (4.10) to 
form the primal functional, 
 20 0
1
1
( , , ) ( ) 1          4.12
2
n
P i i i
i
F y   

    β α β x β  
where 
1 1( ,..., )                                                       4.13
  α 0
 
is the n-vector of (nonnegative) Lagrangian coefficients.  
We need to minimize F with respect to the primal variables 0 and β , and then 
maximize the resulting minimum-F with respect to the dual variables .α
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The Karush-Kuhn-Tucker conditions give necessary and sufficient conditions for 
a solution to a constrained optimization problem. For our primal problem, 0 ,β
andα  have to satisfy: 
0
10
0
1
( , , )
0,                            4.14
( , , )
0,                      4.15
n
P
i i
i
n
P
i i i
i
F
y
F
y








  


  



β α
β α
β x
β
 
0
0
( ) 0,                                     4.16
0,                                     4.17
{ ( ) 1} 0,                                     4.18
i i
i
i i i
y
y




 
 

  
x β
x β
 
for 1,2,..., .i n The condition (4.18) is known as the Karush–Kuhn–Tucker 
complementarity condition. Solving equations (4.14) and (4.15) yields 
1
*
1
0,                                                       4.19
,                                                   4.20
n
i i
i
n
i i i
i
y
y







β x
 
Substituting (4.19) and (4.20) into (4.12) yields the minimum value of 
0( , , ),PF β α  namely,  
  
2
* * *
0
1
1
( ) 1
2
i
n
D i i
i
F y  

   α β x β   
1 1 1 1 `
` 1 1
1
( ) ( )
2
( )                               4.21
n n n n n
i j i j i j i j i j i i i
i j i j i
n n n
i i j i j i i
i i j
y y y y
y y
 

    
  
    
  
  
 
  
 
x x x x
x x
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where we used (4.18) in the second line. Note that the primal variables have been 
removed from the problem. The expression (4.21) is usually referred to as the 
dual functional of the optimization problem. We next find the Lagrangian 
multipliersα by maximizing the dual functional (4.21) subject to the constraints 
(4.17) and (4.19). The constrained maximization problem (the ’Wolfe dual’) can 
be written in matrix notation as follows.  
Findα to 
1
maximize                                       4.22
2
subject to 0,                                               4.23
D nF
 

 
 
1 α α Hα
α α y 0
 
where ( ,..., ) i ny yy  and ( ) ijHH  is a square ( ) matrix n n with 
( ).ij i j i jH y y x x  If αˆ solves this optimization problem, then 
1
ˆ ˆ                                                                 4.24
n
i i i
i
y

β x  
yields the optimal weight vector. If  ˆ 0 i , then, from (4.18), 
* *
0( ) 1
  iy x β , 
and so ix  is a support vector; for all observations that are not support vectors,
ˆ 0 i . Let  1,2,...,sv n be the subset of indices that identify the support 
vectors (and also the nonzero Lagrangian multipliers). Then, the optimalβ is given 
by (4.24), where the sum is taken only over the support vectors; that is, 
ˆ ˆ .                                                          4.25i i ii sv yβ x  
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In other words, βˆ is a linear function only of the support vectors , .i i svx In 
most applications, the number of support vectors will be small relative to the size 
of L , yielding a sparse solution. In this case, the support vectors carry all the 
information necessary to determine the optimal hyperplane. 
The primal and dual optimization problems yield the same solution, although the 
dual problem is simpler to compute and, as we shall see, is simpler to generalize 
to nonlinear classifiers. Finding the solution involves standard convex quadratic 
programming methods, and so any local minimum also turns out to be a global 
minimum. Although the optimal bias 0ˆ is not determined explicitly by the 
optimization solution, we can estimate it by solving (4.18) for each support vector 
and then averaging the results. In other words, the estimated bias of the optimal 
hyperplane is given by 
0
ˆ11ˆ ,                                              4.26i
i
y
sv y


 
  
 

x
 
where sv  is the number of support vectors in L . 
It follows that the optimal hyperplane can be written as 
0
0
ˆ ˆ ˆ( )
ˆ ˆ ( ).                                                    4.27i i i
i sv
f
y



 

 
 
x x β
x x
 
Clearly, only support vectors are relevant in computing the optimal separating 
hyperplane; observations that are not support vectors play no role in determining 
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the hyperplane and are, thus, irrelevant to solving the optimization problem. The 
classification rule is given by 
 ˆ( ) ( ) .                                                    4.28C sign fx x  
If ,  then, from (4.27)j sv   
0
ˆ ˆ ˆ( ) ( ) 1                           4.29i j i i i j j i
i sv
y f y y y x 

  x x  
Hence, the squared-norm of the weight vector βˆ of the optimal hyperplane is 
2
0
ˆ ˆ ˆ ( )
ˆ ˆ ( )
ˆˆ (1 )
ˆ= .                                                                       4.30
n n
i j i j i j
i sv j sv
n n
j j i i i j
j sv i sv
n
i j
j sv
n
j
j sv
y y
y y
y


 
 
 

 
 




 

 


β x x
x x
 
The third line used (4.29) and the fourth line used (4.19).  
It follows from (4.30) that the optimal hyperplane has maximum margin ˆ2 / ,β  
where 
 
1/21
ˆ                                                          4.31
ˆ j
j sv



 
β
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Case Summary 
In most real world applications, it will be unlikely that data will be conveniently 
separated in this context, but this does form the fundamental basis for understanding how 
to deal with more complex tasks a SVM is capable of handling such as linearly non-
separating cases, non-linear SVM’s, and the development of multi-class support vector 
machines over K-classes .  
In addition, there are additional techniques such as support vector regression 
which defines a function that is used to track the points in a space, rather than separating 
them. This case study is specifically designed with classification of individual housing 
infrastructure using raster and jpg maps, thus regression will not be covered. 
The next section establishes techniques that deal with cases when two classes are 
separable, but not linearly or there is no clear separability exists either linearly or non-
linearly. When classes overlap, the result is one or more constraints will be violated due 
to high noise (i.e. large variance).  
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Figure 4.7 - Support Vectors in the Linearly Non-Separable Case 
SVM Case 2: The Linearly Non-Separable Case 
 
 
 
 
 
 
 
 
 
 
 
 
Steinwart and Christmann (2006) assert that in presence of noise, it commonplace 
for training points to be misclassified in order to avoid over fitting. The non-separable 
case above sets the stage for more complex problems. In satellite imagery it is often the 
case that many pixels will overlap that are also part of the target classification group. To 
handle overlapping data, in a more flexible way, the formulation of the margin in the 
linearly separable case must be defined as a soft-margin solution as in Figure 4.7. 
The red points are defined as 1iy    and the black points correspond to data points with
1iy   . Like before the thick black line represents the separating hyperplane,
  
  
  
  
  
0 0
  x
1
d

 
1
d

 
1H
1H
Margin: d d d  
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0 0.
  x  The support vectors are the points lying on the hyperplanes,  and H H   . 
The points that violate the margin between the support vectors and the separating 
hyperplanes are referred to a nonnegative slack variables 
i  for each data point, ( , ),i iyx  
in the learning set, 1,2,...,i n . 
Let 
1( ,..., )                                                        4.32n
  ξ 0  
The constraints (4.11) now become 0( ) 1,   1,2,...,i i iy i n
    x β . Data points 
that obey these constraints have 0i  . The classifier now has to find the optimal 
hyperplane that controls both the margin, 
2
β
 and some computationally simple 
function of the slack variables, such as 
1
( )                                                               4.33
n
i
i
g  

ξ
  
subject to certain constraints. The usual values of  are 1  (“1-norm”) or 2       
(“2-norm”). Here, we discuss the case of 1  only.  
The 1-norm soft-margin optimization problem is to find to 0 , ,  and  β ξ to 
2
1
0
1
minimize  ,                                                 4.34
2
subject to 0,  ( ) 1 ,  i=1,2,...,n,              4.35
n
i
i
i i i i
C
y



  


   
β
x β
 
where 0C   is a regularization parameter. C takes the form of a tuning 
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constant that controls the size of the slack variables and balances the two 
terms in the minimizing function. 
Form the primal functional, 0( , , , ),P PF F  β α η  where 
2
0
1 1 1
1
{ ( ) (1 )} ,                4.36
2
n n n
P i i i i i i i
i i i
F C y      
  
        β x β  
with 1 1( ,..., )  and ( ,..., ) .n n
       α 0 η 0 Fix  and ,α η and differentiate PF  with 
respect to 0 , , β ξ  : 
10
1
,                                                           4.37
,                                                     4.38
,  i=1,2,...,n.              
n
P
i i
i
n
P
i i i
i
P
i i
i
F
y
F
y
F
C



 




 


 


  


β x
β
                         4.39
 
Setting these derivatives equal to zero and solving yields 
*
1 1
0,  ,                         4.40
n n
i i i i i i i
i i
y y C   
 
    β x  
 
Substituting (4.37) into (4.33) gives the dual functional, 
1 1 1
1
( ) ( )                      4.41
2
n n n
D i i j i j i j
i i j
F y y  
  
  α x x
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which, remarkably, is the same as (4.18) for the linearly separable case. From the 
constraints 0 and 0,i i iC       we have that 0 i C  .In addition, we have the 
Karush–Kuhn–Tucker conditions: 
0( ) (1 ) 0,                                     4.42
0,                                     4.43
0,                                     4.44
0,                                     4.45
{
i i i
i
i
i
i
y
y
 




   



x β
0( ) (1 )} 0,                                     4.46
( ) 0,                                     4.47
i i i
i i C
 
 
   
 
x β
 
for 1,2,..., .i n  From (4.47), a slack variable, i , can be nonzero only if .i C  The 
Karush–Kuhn–Tucker complementarity conditions, (4.46) and (4.47), can be used to find 
the optimal bias 0.   
We can write the dual maximization problem in matrix notation as follows. 
Findα  to 
1
maximize ( )                                  4.48
2
subject to 0,  0                                     4.49
D n
n
F
C
 

 
  
α 1 α α Hα
α y α 1
 
The only difference between this optimization problem and that for the linearly separable 
case, (4.22) and (4.23), is that, here, the Lagrangian coefficients ,  i=1,2,...,n,i  are 
bounded above by ;C this upper bound restricts the influence of each observation in 
determining the solution. This type of constraint is referred to as a box constraint because 
α is constrained by the box of side C in the positive orthant. From (4.49), we see that the 
feasible region for the solution to this convex optimization problem is the intersection of 
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the hyperplane 0 α y .with box constraint .nC 0 α 1  if ,C    then the problem 
reduces to the hard-margin case separable case. 
If αˆ solves this optimization problem, then, 
ˆ ˆ                                                               4.50i i i
i sv
 

  y x  
yields the optimal weight vector, where the set sv of support vectors contains those 
observations in L which satisfy the constraint (4.42).  
Case Summary 
Constructing the natural order of linear, separable and non-separable cases is the building 
blocks for more complex ideas in classification theory. There would be no way to fully 
understand the next sections if there was not a fundamental theory of hyperplanes, 
margin, soft-margin solutions, slack variables, as well as defining the cost function in 
these terms. This review will further build as to how to handle situations where 
classification cannot be separated linearly.  
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SVM Case 3: Defining Non-Linear Support Vector Machines 
Nonlinear Support Vector Machines 
So far, we have discussed methods for constructing a linear SVM classifier. But what if a 
linear classifier is not appropriate for the data set in question? Can we extend the idea of 
linear SVM to the nonlinear case? The key to constructing a nonlinear SVM is to observe 
that the observations in L only enter the dual optimization problem through the inner 
products , ,  , 1,2,..., .i j i j i j n
 x x x x   
Nonlinear Transformations 
Suppose we transform each observation, ri x in L using some nonlinear 
mapping : ,r Φ H   Φ : r →H, where H  is an -dimensionalNH feature space. 
The nonlinear mapΦ is generally called the feature map and the space 
H is called the feature space. The space H may be very high-dimensional, 
possibly even infinite dimensional. We will generally assume that H is a 
Hilbert space of real-valued functions on   with inner product ,   and 
norm .   
Let 
1( ) ( ( ),..., ( )) ,  1,2,..., .          4.51i i N i i n
   
H
Φ x x x H  
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The transformed sample is then ( ), ,i iyΦ x  where  1, 1iy     identifies the two 
classes. If we substitute ( )iΦ x for ix in the development of the linear SVM, then 
data would only enter the optimization problem by way of the inner product 
( ), ( ) ( ) ( ).i j i j
Φ x Φ x Φ x Φ x The difficulty in using
 
nonlinear transformations 
in this way is computing such inner products in
 
high-dimensional space H .  
The next section outlines a way of overcoming this computational constraint called the 
kernel trick.
 
Kernels and the Kernel Trick 
A kernel is a way of computing the dot product of two vectors x and y in some (possibly 
very high dimensional) feature space, which is why kernel functions are sometimes called 
"generalized dot product". 
The idea behind nonlinear SVM is to find an optimal separating hyperplane (with 
or without slack variables, as appropriate) in high-dimensional feature space H  just as we 
did for the linear SVM in input space. Of course, we would expect the dimensionality of 
H to be a huge impediment to constructing an optimal separating hyperplane (and 
classification rule) because of the curse of dimensionality. 
  The fact that this does not become a problem in practice is due to the “kernel 
trick” which was first applied to SVMs by Cortes and Vapnik (1995). The so-called 
kernel trick is a wonderful idea that is widely used in algorithms for computing inner 
products of the form ( ), ( )i jΦ x Φ x in feature space .H   
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The trick is that instead of computing these inner products in ,H  we compute 
them using a nonlinear kernel function, ( , ) ( ), ( )i i i jK x x Φ x Φ x  in input space, which 
helps speed up the computations. Then, we just compute a linear SVM, but where the 
computations are carried out in some other space. Remember, that it is assumed to be a 
linear separable set of training data. Nevertheless, this is only the case in very few real-
world applications. Now the kernel function comes to handy as a remedy, as an implicit 
mapping of the input space into a linear separable feature space, where our linear 
classifiers are again applicable. 
Izenman (2008) defines: 
A kernel K is a function K: : r rK     such that, for all , ,rx y   
( , ) ( ), ( ) .                                             4.52K   x y x y  
The kernel function is designed to compute inner-products in H  by using only the 
original input data. Thus, wherever we see the inner product ( ), ( ) , x y  we 
substitute the kernel function ( , )K x y . The choice of K implicitly determines both
 and . H  The big advantage to using kernels as inner products is that if we are 
given a kernel function K, then we do not need to know the explicit form of . We 
require that the kernel function be symmetric, ( , ) ( , ),K Kx y y x and satisfy an 
inequality,  
2
( , ) ( , ) ( , ),K K Kx y x x y y derived from the Cauchy–Schwarz 
inequality. If ( , ) 1K x x  for all ,rx this implies that ( ) 1. 
H
x   
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A kernel K is said to have the reproducing property if, for any f H   
( ), ( , ) ( )                                                   4.53f K f  x x  
If K has this property, we say it is a reproducing kernel. K is also called 
the representer of evaluation.  
In particular, if ( ) ( , )f K   x , then, 
( , ) ( , ) ( , ).                                            4.54K K K  x y x y  
Let 1,..., nx x  be any set of n points in
r . Then, the (n × n)-matrix 
( ),ijKK where ( , ),  , 1,2,..., ,ij i jK K i j n x x is called the Gram (or kernel) 
matrix of K with respect to 1,..., nx x .  If the Gram matrix K satisfies 0,
 u Ku for 
any n-vector u, then it is said to be nonnegativedefinite with nonnegative 
eigenvalues, in which case we say that K is a nonnegative-definite kernel (or 
Mercer kernel). 
If K is a specific Mercer kernel on r r  , we can always construct a 
unique Hilbert space KH , say, of real-valued functions for which K is its 
reproducing kernel. We call KH a (real) reproducing kernel Hilbert space 
(rkhs). We write the inner-product and norm of KH (or just ,   when K is 
understood) and
K

H
respectively. 
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The Radial Basis Function  
 This case study’s objective was to test the accuracy of how well an image classifier 
would perform with various resolutions of data. The geoprocessing tool in the spatial 
analyst toolbox in ESRI ArcMap has a support vector machine image classifier built into 
the platform. However, like most ‘black box’ functions, there was no accompanying 
literature defining the parameters of the machine learning algorithm. I submitted an 
inquiry to ESRI to research the algorithm and this is the statement I got back from the 
researcher:  
“To clarify linear versus non-linear and the kernel used; the kernels used are non-
linear radial basis function (RBF) kernels, and we do a 2-D grid search for the best 
parameter pair [ , ]C  , as outlined in the paper Hsu, Chang, and Lin (2010)” (ESRI, 
personal communication). 
Hsu, Chang, and Lin (2010) outlines the process of a SVM is to produce a model (based 
on the training data) which predicts the target values of the test data given only the test 
data attributes. 
Given a training set of instance-label pairs ( , ),i iyx  1,...,i l where
n
i x  and
 1, 1 ,
l
 y  the support vector machines (SVM) (Boser et al., 1992; Cortes and Vapnik, 
1995) require the solution of the following optimization problem: 
, ,
1
1
min
2
subject to ( ( ) ) 1 ,
0.
l
i
b
i
i i i
i
C
y b



 



  


w ξ
w w
w x  
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Proof 
To verify this result from the paper, recall Liebler (2003) defines the transpose of a 
column vector is a row vector such that u v u v v u    which w w  corresponds to 
equation 4.34 which asserts 
2   β β β ββ  and the 1-norm soft-margin optimization 
problem in equations 4.34 and 4.35 is to find to 0 , , β ξ  
2
1
1
min ,
2
n
i
i
C 

 β where 1 
and by mapping a non-linear function ( )i x subject to the kernel trick: 
00,  ( ( ) ) 1 ,  i=1,2,...,n,i i i iy
      x β  
thus, we have proven the research given by ESRI is in same solution provided in this 
literature review maps the function in accordance with parameters outlined in this 
manuscript. 
Selection of the RBF Kernel 
In general, the RBF kernel is a reasonable first choice. This kernel nonlinearly maps 
samples into a higher dimensional space so it, unlike the linear kernel, can handle the 
case when the relation between class labels and attributes is nonlinear. The RBF kernel 
consists of two tuning parameters ( , ).C   
Since the number of hyper parameters influences the complexity any given kernel, 
the RBF kernel provides a sensible choice because it has fewer numerical difficulties 
over other kernels. One key point is in contrast to other kernel values that may go to 
infinity; the Radial Basis Function is subject to the constraint, 0 1ijK  . 
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There are some situations where the RBF kernel is not suitable; in particular, when the 
number of features is very large, one may just use the linear kernel. Thus, the radial basis 
kernel function is defined as  2( , ) expi j i jK x x  x x , where 0.    
Here training vectors ix  are mapped into a higher and perhaps infinite dimensional 
space by this function as described on page 168 via, data would only enter the 
optimization problem by way of the inner product,
( , ) ( ), ( ) ( ) ( )i j i j i jK
 x x Φ x Φ x Φ x Φ x by the function  . In addition, recall where
0C   is a regularization parameter. C takes the form of a tuning constant that controls 
the size of the slack variables and balances the two terms in the minimizing function. 
Given this process; the next procedure is how the algorithm, performs a search for the 
parameters ( , ).C   (Hsu et al., 2010) 
Optimizing a Grid Search for Parameters in a Radial Basis Function 
Recall on page 165, C  is a type of constraint is referred to as a box constraint because α
is constrained by the box of side C in the positive orthant. Since  and C   are not known 
beforehand, a model selection is necessary so that the classifier can accurately predict the 
unknown or testing data. 
Hsu et al., (2010) explain: 
Note that it may not be useful to achieve high training accuracy (i.e. a classifier 
which accurately predicts training data whose class labels are indeed known). As 
discussed above, a common strategy is to separate the data set into two parts, of 
which one is considered unknown. The prediction accuracy obtained from the 
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“unknown” set more precisely reflects the performance on classifying an 
independent data set. An improved version of this procedure is known as cross-
validation.  
We recommend a “Grid-search" on C  and using cross-validation. Various pairs 
of ( , )C  values are tried and the one with the best cross-validation accuracy is 
picked. The grid-search is straightforward but seems naive. In fact, there are 
several advanced methods which can save computational cost by, for example, 
approximating the cross-validation rate. There are two motivations why we prefer 
the simple grid-search approach. 
The amount of computational work involved in the grid search for the SVM 
solution is much greater and, hence, a lot more expensive. One is that, 
psychologically, we may not feel safe to use methods which avoid doing an 
exhaustive parameter search by approximations or heuristics. The other reason is 
that the computational time required to find good parameters by grid search is not 
much more than that by advanced methods since there are only two parameters, 
( , )C  . Furthermore, the grid-search can be easily parallelized because each 
( , )C   is independent. Many of advanced methods are iterative processes, e.g. 
walking along a path, which can be hard to parallelize. Since doing a complete 
grid-search may still be time-consuming, we recommend using a coarse grid first. 
After identifying a “better" region on the grid, a finer grid search on that region 
can be conducted. The grid search first searches for optimal parameters  and C    
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Figure 4.8 - Training Set for the Support Vector Machine Using 3 Classes: 
                    Houses, Vegetation, and Pavement for the Grid Search 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
on an independent plane before generating the final classifier used in Figure 4.8 (pp. 5-7). 
Figure 4.8 was created as a training set for simplicity. If you look closely, the only 
three features chosen were housing, roads, and green space. The algorithm performs the 
grid search for the optimal parameters and the final classifier was used to validate the 
actual image. The final part of this literature review, covers how to construct a multi-class 
support vector machine which produces the final images for examination. 
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SVM Case 5: Multiclass Support Vector Machines 
Izenman (2008) continues: 
To construct a true multiclass SVM classifier, we need to consider all K classes,
1 2, ,...,  K , simultaneously, and the classifier has to reduce the binary SVM classifier 
if 2.K Here we describe the construction due to Lee, Lin, and Wahba (2004). 
Let 1,... Kv v  be a sequence of K-vectors, where Kv  has a 1 in the kth position and 
whose elements sum to zero, 1,2,..., ;k K  that is, let 
1
1
1 1
1, ,...,
1 1
1 1
,1,...,
1 1
1 1
, ,...,1
1 1



 
   
  
 
   
  
 
   
  
K
v
K K
v
K K
v
K K
 
Note that if 2K , then the vector 1 (1, 1)
 v  and 2 ( 1,1) .
 v Every ix  can be 
labeled as one of these K  vectors; that is ix  has a label i Ky v  if ,i kx  
1,2,..., , 1,2,..., . i n k K  
Next, we generalize the separating function ( )f x to a K-vector of separating 
functions, 
 1( ) ( ),..., ( )                                                                     4.55Kf f

f x x x  
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where 
0( ) ( ),  h ,  k=1,2,...,K.                                    4.56k k k k Kf h  x x  
In (4.56), 
KH is a reproducing-kernel Hilbert space (rkhs) spanned by the 
 ( , ), 1,2,..., . iK i nx  For example, in the linear case, ( ) ,
k kh x x β for some 
vector of coefficients .kβ  
We also assume, for uniqueness, that 
1
( ) 0                                                                                4.57
K
k
k
f

 x  
Let ( )iL y be a K-vector with 0 in the kth position if 2 ,ix  and 1 in all other 
positions; this vector represents the cost of misclassifying ix (and allows for an 
unequal misclassification cost structure if appropriate). If 2K  and 1,ix  
then ( ) (0,1) ,iL y while if 2 ,ix then ( ) (1,0) .
iL y  
The multiclass generalization of the optimization problem, is to find functions 
 1( ) ( ),..., ( )

 Kf ff x x x  satisfying 4.57 which 
   
2
1 1
1
minimize ( , ) ( ) ( ) ,      4.58
2
n n
i i i k
i i
I h
n




 
    f L y f x y  
where       1 1( ) ( ) ,..., ( )

  
   i i i K i iKf x y f x y f x y and 1( ,..., )  ny y  is a 
matrix. K n  
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By setting 2K , if 1,ix  then 1 (1, 1) ,
  iy v  and  
  1 2
2
1
( ) ( ( ) ) (0,1)(( ( ) 1) , ( ( ) 1) )
                                     ( ( ) 1)
                                     (1 ( ))                                     4.59
i i i i i
i
i
y x f x f x
f x
f x
 
  


    
 
 
L f y
 
while if 2 ,ix then 2 (1, 1),  iy v and 
  1( ) ( ( ) ) ( ( ) 1) .                                    4.60i i i iy x f

    L f y x  
If we set 2K  in the second term of (4.58), we have that 
2
2 2 2 2
1 1 1
1
2 ,                                         4.61k
k
h h h h

     
The function k Kh can be decomposed into two parts: 
1
( ) ( , ) ( )                                              4.62
n
k k kh K h


     x  
where the  k are constants and ( )
 kh is an element in the RKHS orthogonal to
.K Substituting (4.57) into (4.58), then using (4.62), and rearranging terms, we 
have that 
1 1 1
0
1 1 1 1
( ) ( , ) ( )                    4.63
K K n K
K k ik i k
k k i k
f K x h 
  

   
          
Because ( , ) K  is a reproducing kernel, 
, ( , ) ( ),  1,2,...,                                     4.64k i k ih K x h x i n    
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and so, 
0
0
0
1
0
1
( ) ( )
, ( , )
( , ) ( )
( , )                                      4.65
k i k k i
k k i
n
k k k
n
k k i
f x h x
h K x
K x h
K x x


 
 



 
  
    
 


 
Note that, for 1,2,..., 1, k K   
2
2
1 1
2
1 1
( ) ( , ) ( )
( , ) ( ) ,                                4.66
n n
k k k
i
n n
k ik i k
i
h K h
K h

 

 

 
    
  


x
x x
 
and for ,k K   
2 2
1 1
2
1 1 1
( ) ( , ) ( ) .                 4.67
K n K
K ik k
k i k
h K h
 
 
  
     x  
 
Thus, to minimize (4.67), we set ( ) 0  kh for all .k  From (4.65), the zero-sum 
constraint (4.57) becomes 
0
1
( , ) 0                                                  4.68
n
K 

   x  
where 
1 1
0 01 1
 and .    
 
  
K K
k i ikk k
K K At the n  data points, 
 , 1,2,..., ,i i nx (4.68) in matrix notation is given by 
0
1 1
0                                       4.69
K K
k n k
k k
 
 
   
    
   
 1 K β  
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where ( ( , )) i jKK x x is an ( )nxn  Gram matrix and 1( ,..., ) .
  k k nkβ Let 
* *
0 0 0  and .        k k ik ik i  Using (4.68), we see that the centered version of 
(4.65) is * * *0 1( ) ( , ) ( ).   
n
k i k k i k if K fx x x x   
Then, 
2 2*
1 1 1 1
( ) ( ) ,              4.70
K K K K
k k k k k k
k k k k
h K h     
   
        β Kβ β Kβ β Kβ  
where 1( ,..., ) ;  if 0,
  nβ Kβ  the inequality becomes an equality and so
0
1
0.


K
k
k
 Thus, 
2 2
2
1 1 1 1
0 ( ) ( , ) ( , ) ,                 4.71
n K K n
ik i ik i
i k k i
K K K  
   
      β Kβ x x  
whence, 
1 1
( , ) 0,  .
 
  
K n
ik ik i
K x x x  Thus, 
0
1 1
( , ) 0                                                              4.72
K n
k ik i
k i
K 
 
 
  
 
  x x  
for every x . So, minimizing (4.58) under the zero-sum constraint (4.57) only at 
the n data points is equivalent to minimizing (4.58) under the same constraint for 
every x  .  
We next construct a Lagrangian formulation of the optimization problem (4.58) 
using the following notation. Let 1( ,..., )
 i i iKξ be K-vector of slack variables 
corresponding to ( ( ) ) ,  1,2,... , i if y i nx and let 1 1( ,..., ) ( ,..., )
 
   K Kξ ξ ξ ξ be 
181 
 
 
the ( ) matrix n K  whose thk column is k and whose thi  row is iξ . Let 
1 1( ,..., ) ( ( ),..., ( ))
K nL L L y L y be the ( ) matrix n K whose thk column is kL
and whose thi  row is 1( ) ( ,..., ).i i iKL LL y Let 1( ,... ) ( ,..., )

  i K ny y y y   denote the
( ) matrix n K whose thk column is ky and whose thi  is iy  . The primal 
problem is to find      0 , ,  and   k k kβ  to 
1 1
minimize                               4.73
2
K K
k i k k
k k
n 
 
 
 L ξ β Kβ  
subject to 
0 ,  1,2,..., ,                        4.74k n k k k k K      1 Kβ y ξ  
,  k=1,2,...,K,                                                     4.75k ξ 0  
0
1 1
( ) ( )                                           4.76
K K
k n k
k k
 
 
  1 K β 0  
Form the primal function      0( , , ),  P P k k kF F β ξ where 
1
0
1
0
1 1 1
2
(
( )                          4.77
K
P k k k k
k
K
k K n k k k
k
K K K
k k K n k
k k k
n
F L 



 

  


   


 
  
 
   
 
   
 


  
ξ β Kβ
α 1 Kβ y ξ
ξ δ 1 K β
 
In (4.77), 1( ,..., )
  k k nkα  and kγ  are n-vectors of nonnegative Lagrange 
multipliers for the inequality constraints (4.74) and (4.75), respectively, andδ  is 
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an n-vector of unconstrained Lagrange multipliers for the equality constraint 
(4.76). 
Differentiating (4.77) with respect to 0 , ,  and ),  k k kβ ξ yields 
0
0
( ) ,                                                              4.78
,                                                  4.79
P
k n
k
P
k k
k
F
F
n


 

 

 


  

α δ 1
K Kα K
β
 
,                                                               4.80
                                                                                    4.81
                   
P
k k k
k
k
k
F




  



L α γ
ξ
α 0
γ 0                                                                   4.82
 
The Karush–Kuhn–Tucker complementarity conditions are 
0( ) 0,  1,2,... ,                       4.83
0,  1,2,... ,                       4.84
k k n k k k
k k
k K
k K


    

    
 
α 1 K y ξ
γ ξ
 
where, from (4.80), . k k kγ L α Note that (4.83) and (4.84) are outer products of 
two column vectors, meaning that each of the 2n element-wise products of those 
vectors are zero. From (4.80) and (4.82), we have that 0 ,  k=1,2,...,K. k kα L  
Suppose for some i  0 ;  then, 0,  and,    ik ik ikL from (4.84), 0 ik  whence 
from (4.83), 0 1 ( ).  
n
ik k k i
y K x x   
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Setting the derivatives equal to zero for 1,2,...,k K  yields 
1
1


    
K
kk
Kδ α α from (4.97), whence, ( ) 0,  k nα α 1  and, from (4.79), 
1( ) ( ),    k knβ α α  assuming that K  is positive definite. If K  is not positive-
definite, then kβ  is not uniquely determined. Because (4.78), (4.79), and (4.80) 
are each zero, we construct the dual functional DF  by using them to remove a 
number of the terms of PF . 
The resulting dual problem is to find kα  to 
1 1
1
minimize  ( ) ( )                        4.85
2
K K
D k k k k
k k
F n    
 
    α α K α α α y   
subject to 
,           1,2,..., ,                                             4.86
( ) 0,   1,2,...,                                                 4.87
k k
k n
k K
k K


  
  
0 α L
α α 1
 
From the solution,  ˆ kα ,to this quadratic programming problem, we set 
`ˆ ˆˆ( ) ( ),                                                                 4.88k kn

  β α α  
where 
1
1
ˆ ˆ . 

 
K
k
k
Kα α   
The multiclass classification solution for a new x is given by 
 ˆ( ) arg max ( ) ,                                                        4.89k k
k
C fx x  
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where 
0
1
ˆ ˆ ˆ( ) ( , ),  1,2,..., .                            4.90
n
k k kf K k K 

  x x x  
Suppose the row vector 1ˆ ˆ ˆ( ,..., )  i i iKα 0  for ( , );i ix y  then, from (4.88),
1
ˆ ˆ ˆ( ,..., ) .  i i iKβ 0  It follows that the term
ˆ ( , ) 0,  1,2,... .  ik iK k Kx x  Thus, 
any term involving ( , )i ix y  does not appear in (4.90); in other words, it does not 
matter whether ( , )i ix y is or is not included in the learning set L  because it has no 
effect on the solution. This result leads us to a definition of support vectors: an 
observation ( , )i ix y is called a support vector 1
ˆ ˆ ˆ( ,..., ) .  i i iKβ 0  
As in the 
binary SVM solution, it is in our computational best interests for there to be 
relatively few support vectors for any given application. (pp. 391-397) 
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Case Summary 
When constructing a multi-class SVM, there is an extensive body of literature that 
attempts to address how to handle 2K   classes. In ArcMap, the machine learning 
algorithm allows for classifying multiple features and classes for the training set. This 
case study is a mix of understanding the power of machine learning through simplicity to 
create SMART solutions that are practical. The multi-class SVM strategies currently 
address two types of scenarios: 
 One versus the rest, where a K-class problem is divided into K binary 
classification sub-problems of the type “kth class” versus “not kth class”. 
 One versus one, where the K-class problem is divided into 
2
k 
 
 
 comparisons of 
all pairs of classes. 
As we have established all of the technical aspects of the machine learning process, 
more importantly these concepts translate into a way to find a practical SMART solution, 
namely: Can we establish an infrastructure that maps key buildings to use for a multitude 
of geospatial tasks. The next section examines the results of machine learning process as 
it relates to comparing the resolution of two images that compare the tradeoffs of 
dimensionality versus computational limits. 
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Results of the Machine Learning Procedure 
This case study was a proof of concept in designing a SMART solution for tribal 
communities. The data sovereignty framework is the strategic planning behind how to 
implement a designed data domain. In the first case study, the objective was to develop 
the framework as a proof of concept working with Claremont Graduate University and 
the Road Safety Institute. The data domain, Tribal Transportation Safety was developed 
theoretically to obtain tribal stakeholder feedback as to strength of the concepts. In 
addition, Case Study 1 was part of a larger study in Using GIS to Improve Tribal Traffic 
Safety. 
In this case, we could define the data domain to be GIS Infrastructure Point 
Patterns. In the simplest terms, developing a critical analysis will showcase the expertise 
I bring to moving from theory into practice. The next step is developing this smart 
solution into a practical way for stakeholders with less statistical background to obtain 
results that can be used in a real life setting. 
In training the classifier described in the grid search, the original objective was to 
choose three simple classes and attempt to isolate housing infrastructure so a polygon 
could be constructed, and ultimately obtain a spatial point pattern. As we will see, the 
process illustrated here would be how you can design a “white paper”, where after 
reviewing the complex nature of the problem, we move to solve the problem, and use this 
as strategic primer for decision-making. 
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Figure 4.9 - Training Sets for the Support Vector Machine for Image Comparison 
 
        Drone .25-meter                            Digital Globe 1-meter 
  
 
 
 
 
 
 
 
 
 
The first step was to train the classifier. Figure 4.8 on page 175 is a visualization 
of the three defined classes: housing, vegetation, and pavement. This simple design was 
intentional. I ran similar classifications for two raster images the Digital Globe 1-meter 
resolution and a commissioned drone image .25-meter as shown in Figure 4.9. 
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Figure 4.10 - Support Vector Machine  
 
 
Once the polygons were drawn, the support vector machine geoprocessing tool 
classified the images into nearly 65,000 predictions. Figure 4.10 is an example of the 
resulting classification. Although it may seem to be a daunting task to differentiate this 
many predictions; this problem can be solved rather easily.  
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Figure 4.11 - Using Shape Length of the Classified Images to Remove Noise 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The key output of the classification raster is the calculated shape length of the 
objects attempting to be classified. After running the summary statistics of the shape of 
each classified object and since we are looking for housing infrastructure; a quick 
identification of house shape length yielded a threshold of approximately .0001 or larger.  
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Figure 4.12 - Further Refinement of the Original Raster Classification 
 
The same procedure was done for pavement and vegetation and a more refined selection 
was done in seconds. Figure 4.12 is the result of this selection.  
As you can see, the support vector machine’s further refinement of the 
infrastructure has become more apparent. To further study this refinement, I was 
interested in how effective at the computational cost, a high resolution drone image 
would be compared to a 1-meter satellite image.  
 
 
Figure 4.13 on the next page clearly shows the performance of a high resolution 
image is superior to a lower resolution raster image that is one meter or greater. So the 
question becomes: How can this analysis provide insight into economic development?     
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Figure 4.13 - Support Vector Polygons Created with .25m and 1m Resolutions 
 
        Drone .25-meter                            Digital Globe 1-meter 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
On one hand, tribes can obtain digital globe images and thus obtain images on the 
right in Figure 4.13. On the other hand, if tribes use the data sovereignty framework 
where a strategic plan can be developed around an indigenously centered data science 
white paper; then the case can involve using private drone image companies that capture 
this data under equitable interaction. 
As described in the literature review, data obtained that is in direct control of the 
tribe is not only beneficial, but adds a dimension of data ownership that, when negotiated, 
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Figure 4.14 - A Point Pattern Created with Geospatial Points Based on the 
Polygon Construction 
 
provides accurate infrastructure data for the use in community and economic 
development. Once these images have been created, the data sovereignty framework 
seeks to protect this data as a matter of sovereignty. 
 
 
 
 
 
 
 
 
 
Now that we have examined these images in detail, the final digital infrastructure 
can be created for study. As you can see in Figure 4.14, an actualized point pattern can be 
created using a tool that creates a polygon of all classified images. In turn, this polygon 
can also display the centroid of the pattern. Figure 4.14 shows the initial calculated point 
pattern of the refined drone image.   
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Figure 4.15 - Candidate Point Pattern Selection Through Object Identification 
 
 
 
Next, a simple search of polygon object ID, can refine this search quite easily. 
Clearly in this image, there is a finite number of housing units. For this image, there are 
twenty -two dwellings, and a quick check of polygon ID can refine the final infrastructure 
point pattern. The next image is the realized infrastructure point pattern. 
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Figure 4.16 - Final Candidate Point Pattern Selection 
 
 
 
 
 
 
 
 
 
 
 As we can see, the point pattern obtained is incredibly accurate given the simple 
selection of classes for the original grid search. This was done in hours rather than weeks 
or months. The power of machine learning is clearly the way to move forward when 
advocating for tribal communities by developing digital infrastructure in data ownership, 
privacy, and economic development.  
This point pattern is now a Master Address File and has the power to attach any 
number of covariates that can model any topic that is of interest spatially. Tribes will 
undoubtedly have the associated postal addresses associated with any tribal housing 
under their respective tribal housing authority, so having the geospatial point pattern can 
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Table 4.1 - An Example of a 2x2 Confusion Matrix 
 
Positive  Negative
Actual Positive TP FN
Class  Negative FP TN
Assigned Class
create an innumerable number of geospatial outcomes to the tribes benefit. The last piece 
of this case study is to examine the practicality of classifier accuracy versus machine 
learning accuracy regarding a confusion matrix. 
What is a Confusion Matrix? 
A confusion matrix summarizes the classification performance of a classier with 
respect to some test or training data. It is an n-dimensional matrix, indexed in one 
dimension by the true class of an object and in the other by the classes that the classifier 
assigns.  
The matrix is essentially a type of contingency table. In the binary case, there are 
four cells of the matrix and the rows correspond to the actual class and the columns 
predicted or assigned class. This allows the classifier to count the number of times an 
object has been misclassified. The true positive (TP), false positive (FP), true negative 
(TN), and false negative (FN) are metrics defined by the predicted versus actual values. 
Figure 4.17 demonstrates this concept (Ting as cited in Sammut & Webb, 2011). This can 
also be expanded to any n n  class. 
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Table 4.2 - The Confusion Matrix Results from the Second to Last Refinement 
                   Using a Random Equalized Stratified Sample 
Class Housing Vegatation Pavement Total User Accuracy Kappa
Housing 14 13 6 33 42.42%
Vegetation 0 32 1 33 96.97%
Pavement 2 17 14 33 42.42%
Total 16 62 21 99
Producer Accuracy 60.61%
Kappa 40.91%
Two measures that are of interest are accuracy and the kappa value: 
0
 
Accuracy                          4.91
diagonal entries
p
n
 

 
0                                                           4.92
1
e
e
p p
kappa
p



 
where 0p is the relative observed agreement among raters (identical to accuracy), and ep  
is the hypothetical probability of chance agreement, using the observed data to calculate 
the probabilities of each observer randomly seeing each category (Cohen, 1960). 
 
 
 
 
 
The producer accuracy in Table 4.2 is the fraction of pixels classified correctly 
per total classifications and the kappa values are based on the total user's and producer's 
accuracies; it gives an overall assessment of the classification's accuracy. Overall, these 
accuracies are not entirely important. The reason this is problematic is because from a  
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Figure 4.17 - The Confusion Matrix Results with Visual Assessment by Icon for 99  
                       Equally Stratified Classes of 33 Randomly Points for Each Class 
 
 
 
 
 
 
 
 
 
 
 
statistical point of view, we are testing the machine learning accuracy in accordance with 
a stratified set of equal  random points when we are really only interested in how accurate 
the point pattern relative to the housing infrastructure is. Figure 4.17 provides a visual 
representation of the confusion matrix in Table 4.2. Again, how is this accuracy related to 
figure we obtained in the final point pattern in Figure 4.16? This consideration is only 
based on a rigorous evaluation of statistical techniques that weigh the importance of 
theoretical rigor versus practical application. In this case, we have shown that achieving 
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parity between these two schools of thought has be carefully balanced to achieve what I 
have deemed to be a SMART solution. 
Scientific Implications 
  As this case study came to life, I was reminded how powerful technology has 
become. Since the speed at which these technologies continue to accelerate, it is equally 
hard to comprehend the number of capabilities these tools have in solving problems. The 
theoretical foundation of this concept can allow for further refinement of the classifier for 
more accurate results. In the case where drone images are not available, it is possible to 
use up to a one meter resolution; however the classifier will need finer grid searches and 
additional training classifier images. Either way, this method is not only efficient, but 
practical as well. 
 The point pattern obtained in this case study as a MAF has many useful 
properties. Attaching covariates whether categorical or continuous, can produce man y 
field oriented projects an organization can undertake. Field projects such as mapping 
utilities, 911 infrastructure, housing analysis, census, or even spatial modeling and 
simulation are all possibilities when a critical point pattern related to economic planning 
and development can be obtained for studying more complex point processes. 
Framework Implications 
The data domain created from this case study also has a number interesting 
implications to the data sovereignty framework. As this manuscript has outlined, pairing 
this outcome with the three key indicators creates multidimensionality. A further 
examination of the key indicators will drive a more refined strategic plan of how this data 
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domain can be used in practice. Since the scientific implications are independent of this 
framework, the key is to integrate this SMART solution for further study. The key 
indicators in the framework will allow for a more complex review of how this outcome 
can serve tribal governance and tribal communities once this is integrated into the 
scientific implications of this case.  
Cultural Implications 
Although this case study is just one step in a greater design I have constructed; 
nonetheless it is important to consider who these SMART solutions have been designed 
for: stakeholders with citizen science in mind. The citizens of a tribal nation have specific 
needs and priorities when considering such an ambitious design. They need to consider 
the culture, tribal government, and political implications that accompany a data driven 
decision such as this. The citizen science aspect aims to pair with the key indicators tribal 
community and culture to create dialogue and strategies to govern this process by 
community input and reflection. 
Final Thoughts 
As I have shown, the steps in using a machine learning algorithm for image classification 
are an achievable goal, even for people with no experience in GIS. Now that the smart 
solution has been created, a white paper prototype on how to perform the steps can be 
written for a specific client. The data sovereignty framework key indicator allows for an 
expansion of tasks that revolve around the data domain we have created, GIS 
Infrastructure Point Pattern. In the near future, this data domain and many others will 
serve communities as a matter of data sovereignty moving forward. 
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Chapter 5 
Conclusions and Recommendations  
This manuscript has been a huge undertaking. As I have described throughout this 
dissertation, there is a fundamental need to create smart, complex, and well-designed 
systems to promote nation building. I would like to outline some key issues I learned in 
the construction of this manuscript and outline a set of guidelines regarding some 
important topics of discussion moving forward.  
I have always been a privacy advocate and I have always believed in open source 
philosophies. Throughout the last decade, many people have freely shared their personal 
and private information in exchange for services hosted by huge technology companies 
such as Google, Facebook, and Apple to name a few. 
While some of these systems have been designed as open source, many of them 
are not. The rise of information technology and data science is in an interesting state of 
flux at the moment. The explosion of data has fundamentally changed the way humans 
conduct nearly everything in their lives. Most would argue that this is a good thing. My 
position is that I fundamentally embrace what technology represents, but again not 
without context. 
Because I was forced to critically examine what the potential outcomes this 
framework would represent in a real life situation; I began thinking about how critical 
data has become in defining an organization’s digital footprint. This footprint has an 
incredible potential to provide representation; however it also has the potential to sow 
division.  
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In March of 2018, it was revealed that a British political consulting firm named 
Cambridge Analytica, had improperly obtained the personal information from over 87 
million Facebook users by acquiring this data from a researcher who ‘claimed’ to be 
conducting research for academic purposes. Needless to say, there has been a firestorm of 
any number of ethical, moral, and privacy issues involving data. 
This is the fundamental issue data science faces moving forward. I created the 
Data Sovereignty Initiative as fundamental check to this type of data collection and 
practice. In the introduction, I outlined the fundamental reason I have pursued this area of 
study is to provide an ethical, cultural, and community based consultancy that is designed 
by an American Indian, for nation building to assist tribal communities with economic 
development, strategic planning, and data driven decision-making. I would like to 
comment on this further. 
 Privacy and ethics are the topics I would like to cover to complete the scope of 
the Data Sovereignty Initiative because as the Cambridge Analytica example 
demonstrates; it is not enough to simply assume that people or organizations will do the 
right thing. A careful plan must be devised to achieve a high ethical standard to assure 
tribes are in the best negotiating position and the data is used for what it was intended for. 
Shanley (2015) outlined an extremely thorough analysis of spatial data 
sovereignty and privacy in Indian country. Her manuscript covered many concerns that 
tribes have with the use of data to undermine their sovereign status as a nation.  
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Shanley (2015) writes,  
The Supreme Court in Klamath Water Users used the application of Exemption 5 
to tribal information shared with the federal government. The Court also explicitly 
rejected an “Indian trust responsibility” exemption to FOIA. While this is in 
keeping with the Court’s history of narrowly interpreting FOIA to encourage 
public disclosure, it has had a deleterious effect on the federal-tribe trust 
relationship. Tribal information also may become public under discovery or 
judicial review of agency actions.  
Fundamental issues are at stake – Indian tribes’ rights and interests in their natural 
resources and federal agency’s decision-making processes that affect these 
resources. The incorporation of tribal expertise and information into 
environmental planning and policy formulation, however, is critical if Indian 
tribes’ rights and interests are to be protected. If information is withheld, federal 
agency decision makers may deduce incorrectly that natural and cultural resources 
are insignificant. Yet, once these communications become part of federal agency 
record, they are at risk for disclosure under the FOIA. (p. 251) 
“We must be careful that the incorporation of indigenous knowledge in the 
planning process in fact leads to empowerment, and is not merely a repackaging 
and legitimization of state and corporate domination” (Shanley, 2015, p.251). 
These statements are an example of a more complex set of issues that tribes face 
with storing, collecting and owning their data. Tribes can fall into peril if the agreements 
they enter into like Kessler-Mata (2014) asserted is not through equitable interaction.  
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Shanley (2015) continues: 
The United States does not have comprehensive federal privacy law. With the 
exception of a set of narrowly focused federal privacy laws, the private sector is 
largely unregulated. Although Fourth Amendment law may provide some insight 
into how the courts will characterize satellite surveillance by commercial 
operators, the courts will not introduce Fourth Amendment law when considering 
commercial aerial or satellite surveillance. Privacy is traditionally protected by 
common law torts. Craig (2007) suggests that ‘potential causes of action 
associated with online satellite and aerial images include: (1) trespass; (2) 
nuisance; (3) invasion of privacy; (4) strict products liability; (5) violation of 42 
U.S.C. Sec. 1983; (6) patent infringement; and (7) other miscellaneous actions.’ 
Satellite imaging does not create a nuisance nor trespass private property, he 
contends, but it may present an “unreasonable intrusion upon the seclusion of 
another. (pp.274-275) 
As Shanley (2015) has shown, the tribes have an uphill battle in achieving parity 
between their rights to sovereignty, data sovereignty, and how that affects governance 
and economic development. In the process of writing this manuscript, I have taken great 
care to try and understand these issues by designing key indicators in the framework to 
bring these issues to forefront so when making data-driven decisions; tribes have a better 
negotiating position. 
 Lastly, I would like to discuss the ethics of data and the use of data. Throughout 
my research, I have been closely watching the technology sector and have started to see 
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certain patterns emerge. One pattern is the idea of socially engineering systems to create 
social credit systems that penalize a person or persons whose behavioral data is in 
disagreement with a deterministically server client side set of digital rules. China is 
currently using this system to assign a human being a social credit score. For instance, if 
your friend does not have a favorable credit history, and you being friends with them, 
will jeopardize your ability to get a loan. This is what I call the biggest technological 
crisis that will overtake data science in next decade. 
The tech sector has been unchecked in how the use data has created many 
unforeseen consequences we have yet to truly understand its scope. Stopping bad actors 
or users with no interest in privacy, or psychographic profiles that could be used to swing 
elections are merely just a symptom of what I would argue as lack of ethical standards in 
regard to data, collection and practice. 
 In addition, the lack of diversity in tech companies have created extensive 
networks of artificial intelligence research and development that are creating systems of 
machine learning that have a high risk of cultural bias if these machines are used to make 
decisions that affect people’s quality of life. These are the issues of our times. 
 These observations are not meant to forecast the end of the world; rather it is to 
celebrate the beginning of a new age: The Age of the American Indian Data Scientist. 
The Data Sovereignty Initiative: Creating SMART Solutions for Tribal Communities 
represents a school thought as to how to use data and machine learning in the highest 
ethical standard for the community’s benefit. 
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Moving forward beyond this manuscript lies a whole new unexplored world. To 
honor this new world and to honor the past, I have founded a company named Mato 
Ohitika Analytics. My late father Creighton’s given Dakota name is Mato Ohitika, which 
translates as Brave Bear. In order to celebrate the historical sacrifice of those who came 
before me; we again must understand the context of that sacrifice.  
Thus, the entire premise of the manuscript was not to have it sit on a shelf; but 
rather serve as the cornerstone of my company’s strategic plans to develop smart 
solutions for tribal communities. In the coming months I will be developing a user’s 
digital privacy bill of rights so the mission of my company adheres to high ethical 
standards; and seeks to promote those values through higher education and nation 
building.  
I am reminded by what Wildcat (2001) said that provides context to these future 
mission goals: 
The question of self-determination from a standpoint of American Indian practice 
in education is essentially a question of the degree to which individuals and 
communities are actively engaged in the future - not in the abstract but what 
Dewey called the “live-in” present. For we are all involved in a living process - 
some merely less conscious or, I prefer to say, less aware than others about the 
future they enabling through their present activity. (p. 144) 
The Data Sovereignty Initiative is actively engaged in writing a new future for 
American Indian people through data science. And if in the future, Mato Ohitika 
Analytics can be the cornerstone of the dialogue; then I am confident the future looks 
bright for not only American Indian Communities, but humanity as well. 
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APPENDIX 
The Foundations of the Data Sovereignty Initiative: A Biographical Sketch 
 The conceptual footprint of this manuscript began many years ago when during 
my undergraduate studies at Colorado State University, the director of the Native 
American Cultural Center and I began working together on strategies to better understand 
how to retain American Indian students through their collegiate studies. To begin to 
address this issue, we developed mentoring and tutoring programs, and put the Native 
students attending the university in these positions (including myself) to take ownership 
of their fellow students’ well-being and studies. This created a community based support 
system that over a decade later has resulted in an explosive growth of Native students 
enrolling and succeeding at Colorado State. 
 As I moved into teaching mathematics and school improvement at a number of 
tribal schools and colleges in my home state of South Dakota, I had firsthand experience 
understanding some of the actual reasons why many Native students who come from 
reservations have a very low probability of succeeding. Issues of historical trauma, 
poverty, lack of quality teachers, and many students have never had any of their family 
members attend college. This fundamentally changed my view of what I was resolved to 
do in service of my community. 
 What was most striking of these experiences was not that education isn’t 
important; rather it was not a fundamental priority at any given time. The acceptance of 
these outcomes when you witness them first hand is beyond humbling. The thought had 
crossed my mind that I was fighting a battle that could never be won, and that my efforts 
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would succumb to massive failure because I had not realized the scope and context of the 
task at hand. 
 Through my experiences, a lot of doubt had been cast in my once altruistic view 
of how higher education would be the gatekeeper of the future of Indian communities. 
When I was pursuing my state teaching credentials to be a highly qualified mathematics 
teacher, I had written about my experiences in a required human relations course in 
enacting social justice through education.  
I described my experiences in the tribal education system as: 
...The fact remains that my high level of education and my spiritual connection to 
my people served to be two forces that contradicted each other due to historical 
trauma...It was always explained to me in the acculturation process that my 
education would be the cornerstone of modeling success. Ironically, my “white” 
education has been the demise of any attempt at social justice. Clearly the 
stagnation of social justice has affected me directly. The decisions of people in 
power whether Indian or non-Indian has forced me to question whether what I 
represent is an achievable goal at this state in the education system. Social justice 
as it relates to education is far more complex than it I had ever expected. So the 
question remains, in attempting to enact social justice what are the inherent 
pitfalls to promoting values that are met with extreme resistance?  
Though I have been told that our communities need someone like me; it is clear 
that that is only merely a starting point to truly understand what is at stake and 
what actions of any can be used to mitigate the circumstance. On a personal level, 
208 
 
 
it is extremely devastating psychologically to be put off by society as an unequal 
unless you understand the context of stratification, prejudice, and racism. This 
class has offered me insight that although education is a personal choice, it is not 
a means to an end.  
Despite all the difficulties, I understand that the opportunity afforded to me will 
perhaps never be an opportunity afforded to some of my relatives that continue to 
live on the reservation. Furthermore, the children are greatly affected by 
irresponsible school decisions and as such, it is my responsibility despite the 
seemingly overwhelming challenge to overcome; I will continue to model the 
importance of education. The pursuit of social justice means that if it is this 
difficult for me, we must respect the extreme difficulties in letting the process 
evolve by continuing to work piece-by-piece to find a solution. 
My thoughts from that candid reflection guide me today. Piece-by-piece is the 
operative word. When understanding the experiential nature of American Indian 
communities, it is imperative to understand the shared history of what Indian people had 
to endure and how incalculably, our culture remains intact.  That is why this dissertation 
has become so important. The forward thinking of my committee chair and my 
department head have made this examination possible. 
As we will see, the scholarship of our elders has somehow already foreseen my 
fate. And although I had not even realized this until I was constructing this manuscript, it 
is suffice to say that when I wrote years ago about the need to continue on piece-by-
piece, I will be forever be reminded that in order for you to take your place in history, 
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requires honoring the sacrifices that were made for me to even have such a unique and 
special opportunity like this. 
This initial introduction is crucial to establishing that when we ignore history, 
culture, and context, then we will never be able to achieve opportunities that are a real 
actualization of the power of higher education. The key is to define education praxis as 
Friere (1974) describes as “the important thing is to help men (and nations) help 
themselves, to place them in consciously critical confrontation with their problems, to 
make them agents of their own recuperation”. 
  As I transition from a worldview of context in this introduction it fundamentally 
builds the foundation of the data sovereignty framework I have conceived that can be 
used in real life. Ideas of self-determination, education, and nation building have their 
place because what builds educational success through praxis is context. 
Self-Determination and Education 
In 2014, when I began constructing my initial ideas about what this dissertation would 
represent a number of topics I was interested in came to mind: higher education, 
American Indian history and culture, and the ideas of what actually self-determination 
means in practice. My initial sense actualizing this in the SDSU Mathematics and 
Statistics Department seemed to be untenable. 
I felt the extensive research I would need to undertake to realize a vision had to be 
centrally positioned around this self-determination construct in some way. The key 
question at hand was how I could convince my department to support such an unorthodox 
exploration in computational statistics that represented an absolute foreign way of 
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thinking given the United States euro-centric system of education which stresses 
examining the parts rather than the whole.  
American Indian learning outcomes have rarely been acknowledged to be the 
antithesis to this style of teaching and learning. Tharp, (as cited in Roppollo and Crow, 
2007) “described Native American cognition as the ‘anchor example’ for holistic thought, 
in which the pieces derived their meaning from the pattern of the whole, rather than the 
whole being revealed through the analysis of each of its sections. Neither of us had heard 
nor read anything professionally that contradicted this visual and holistic learning style 
for American Indian students” (p.3).  
As an American Indian, this could not be closer to the truth. The fact I had to not 
only understand but overcome this obstacle in my higher education pursuits made this 
manuscript an important representation of redefining the paradigm of higher education. 
I was struck when Vine Deloria Jr. and Daniel Wildcat in their collection of 
essays, Power and Place had written about self-determination and education and the 
pursuit I present today. “Native people navigating American systems of higher education 
must absorb a great deal of factual content, and they must also place that knowledge into 
the context of their own tribal and community traditions. For the American Indian 
students the scientific method and the Western worldview coexist with Native spirituality 
and a deep connection with the earth”. The essays they present on Indian education 
covers topics of praxis that are philosophic, practical, and visionary in nature. 
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My understanding of self-determination began evolving as I began to understand 
that the complexity of the topic had already been covered by the Native scholars above in 
the supposition of my assessment with my doctoral dissertation in mind. 
One thing to note: Deloria uses the term Indian in his writings and as such, he is 
referring to American Indians. I use the terms Native American or American Indian 
whenever possible to avoid confusion with other cultural groups. 
Deloria (2001) writes: 
Self-determination inevitably had to take on different meanings when applied to 
Indian Tribes and reservations. And as to the original goal of the Kennedy and 
Johnson administrations was to delay the termination of federal services until 
such time as tribes achieved some measure of economic parity with their white 
neighbors, self-determination in the Indian context basically has meant Indians 
can administer their own programs in lieu of federal bureaucrats. Education was 
conceived as the handmaiden of development... 
While Indians have been penetrating the institutions of higher learning, the 
substance and procedures of these institutions have also been affecting Indians. 
Indians have found even the most sophisticated academic disciplines and 
professional schools woefully inadequate. This is because the fragmentation of 
knowledge that is represented by today’s modern university does not allow for a 
complete understanding of a problem or a phenomenon... 
In the past four decades, while the movement for self-determination was 
proceeding, we have witnessed a drastic decline in politeness and civility in 
Indian communities. Indian meetings are many times difficult to attend because 
they consist of little more than people clamoring for attention and people busy 
impressing each other. The outstanding characteristic of Indian students today is 
the emergence of politeness as a personality trait. Science and engineering 
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students more than others now seem to possess this most precious of all the old 
traditional personality traits.  
Here we may have an indication that the current generation of Indian youth is 
moving beyond the boundaries established for non-Indian self-determination, and 
now this generation stands ready to bring something entirely new to the process of 
applying Western scientific knowledge to Indian problems. If this observation is 
correct, then we will witness some very unusual things happening in Indian 
communities in the future. Indians who are now working at the professional level, 
particularly in science and engineering, will work their way through corporate and 
academic institutions and begin appearing as independent consultants and owners 
of small, technologically oriented businesses working in ecological restoration 
and conservation areas.  
Research institutes headed by Indians will begin to appear on certain college and 
university campuses doing complex research projects. One or two of these people 
will write extremely sophisticated papers and books that will be highly regarded 
in their professions. 
Indian students in colleges and universities will begin to combine majors, putting 
together unlikely and unpredictable fields. They will have some degree of 
difficulty doing so because of the department's inability to reconcile the students’ 
interests within traditional Western disciplinary relationships. In the increasing 
number of Indian students will choose very specific new majors that represent 
non-Indian converts to do interdisciplinary work and that are almost entirely 
outside the fields being chosen by present Indian students.  
Indian graduate students will be doing very sophisticated dissertations, and in 
hard sciences, highly innovative research projects. (pp. 124-130) 
This statement is profound. This statement is a truth of such high magnitude that 
it in essence it explains exactly the struggles, the search for maintaining culture identity, 
and the inherent risks I had to take to not only get approval for this dissertation, but 
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achieving parity with the balance between Western scientific principles and cultural 
tradition.  
This journey has had as many ups and downs as I could not have imagined, from 
the experience of institutional racism, discrimination, sabotage, and professional envy. 
This is to be expected. No one said this would ever be easy, and more importantly no one 
said how incredibly important this task would become. Again, I am fortunate to have a 
department head who was forward thinking in approving the central theme of this 
manuscript. Because of this, I am able to explain why we need to ascribe “context” to the 
unique perspective of what this dissertation represents. 
The reason education and higher education form the cornerstone of the analysis, is 
because the historical context and quite possibly the precedence has to be understood so 
that a shift in perception is possible. This discussion is crucial in framing the impact this 
work has in demonstrating to tribal youth what indigenous scholarship looks like and 
how it is perceived. 
Education in its purest form ascribes a process of discovery. This process 
prescribes opportunity as well as endows the transfer of knowledge into wisdom. 
However, American Indian communities’ continued struggle with understanding the 
value of education is not because it is not perceived to be important; rather the Western 
view of education has been the cornerstone of indoctrination.  
Take for instance; the model for American Indian boarding schools was the 
Carlisle Indian School. Founded in 1879 in an abandoned army post in Pennsylvania, the 
goal of Carlisle was to strip all vestiges of Indian culture from the Indian students: they 
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were to speak only English, they were to dress in the American style, they were to eat 
American foods, they were to worship the Christian gods, and they were to live in 
American-style houses. More importantly, Indian students were forced to give up their 
names in exchange for a more "proper" English name (Adams, 1995). 
  The school was headed by Captain Richard H. Pratt, the former commandant of 
the Fort Marion Prison in Florida, which served as an Indian prison. While Pratt liked 
individual Indians, he had no use for Indian cultures and felt that these cultures would 
have to be destroyed if Indian people were to survive. Like many other Americans, Pratt 
felt that Indian ways were inferior in all respects to those of non-Indians. Thus the slogan 
for Carlisle was “Kill the Indian, Save the Man.” The students at the Carlisle Indian 
School were told in 1893 (The Carlisle Boarding School, 2013): 
“You are a race thrown by the Providence of God in the pathway of a mighty and 
resistless tide of civilization, flowing Westward around you. So mighty is the flood that 
resistance is fruitless, and the only choice is between submission and destruction on the 
one hand, or joining the flood and floating with it, on the other.” 
  This is why the fundamental view of education needs to have context. Again, this 
manuscript is much more than a doctoral dissertation; it is a fundamental examination of 
educational praxis from an indigenous point of view. This provides evidence as to the 
challenges American Indian students have faced generationally in the pursuit of their 
studies. It has been only a few generations removed from the boarding school era, and 
these perceptions of higher education related to assimilation are very real.  
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Deloria (2001) continues: 
 Education has generally been misunderstood by its practitioners. It is defined as 
both process and content, and it is exceedingly difficult to tell from educational 
behavior and philosophy whether or not the educator is making the proper 
distinctions…From the Miriam report of 1928 until the present we have been 
living in the age of process – which is to say, we have been more concerned about 
how children learn than with what they learn.  
During the past forty years we have been exclusively concerned with how they 
learn and have almost studiously avoided asking what it is they are learning. This 
situation is particularly difficult for students who are studying science because, in 
most respects, science is content and not process. Consequently, after educating 
Indian young people in schools that stress learning experiences, we suddenly 
place upon them the demand that they accommodate themselves to the scientific 
enterprise – which is to say, build scientific expertise on a secondary education 
that has very little content. The student has no choice except to attempt to learn 
the scientific curriculum as well as gain background in the mass of conflicting 
ideas that now passes for Western civilization.  
When the social adjustment from Indian community-based culture to non-Indian 
urban networking culture has to be made at the same time, many students adopt a 
very rigid posture concerning personal, group, and community values. 
 Too often they model themselves after the professionals in their academic field or 
their institutional situation. This adjustment then forces them outside their Indian 
circle and greatly inhibits their ability to draw from their own tribal traditions but 
lessons that could be profitably learned regarding both science and the social 
world in which they live. That we are producing any Indians in science at all is a 
tribute to the perseverance of this generation of Indian young people. (pp. 81-83) 
This is the fundamental obstacle that many Native students face in western euro-
centric education science praxis: The disconnect with culture does not provide a 
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reasonable expectation to achieve parity with what I am establishing in this manuscript: 
an integrated cultural examination of how science connects to cultural identity which then 
informs a new educational praxis. 
Finally, Deloria (2001) concludes: 
Self-determination will not be an issue because people will be doing it in forms 
that even they will not recognize. Although it appears easy to make vague 
predictions concerning the future of Indians and education, none of these ideas is 
an ad hoc concept. Rather, everything flows from the original idea of education 
acting as the motivational force in self-determination. The policymakers four 
decades ago assumed education would radically change Indian young people 
while also assuming that they would hold, as a constant, the value of returning to 
their tribes to take the lead in development projects. Higher education really was 
thought to be higher than the knowledge and experiences that Indians brought 
from their homes and communities.  
Higher education might have been more complicated, but it was too 
departmentalized, and consequently the chinks in the armor were all too apparent 
and left most Indian students with the feeling of having an incomplete knowledge. 
Unable to bring academic knowledge to its proper unity, more and more students 
are now supplementing the shortcomings of Western thought by placing it in the 
context of their own tribal traditions. 
Once the process of supplementation began, it would naturally follow that 
individuals would begin to compare specific items of Western knowledge with 
similar beliefs derived wholly from the traditions of their tribes. We see this 
process now emerging as an identifiable intellectual position of this generation of 
Indians. It will take a considerable period of time for new theoretical postures to 
be developed by this generation, but some individuals are well on their way to 
doing so.  
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As a new perspective is formed individual Indians will move completely through 
the institutional structures will take all conceptions of Indians beyond the ability 
of Western ideas to compete, and this conceptual shift will focus attention on 
cultural knowledge.  
In a previous essay I discussed the fact that much of American education is really 
just training and indoctrination into the Western view of the world. Basically this 
view is held together by the sincerity of its followers. It does not have internal 
consistency of its own except in general methodological patterns whereby 
information is classified.  
Indians over the long run are exceedingly hard to train because they easily get 
bored with the routine of things. Once they have understood and mastered a task it 
seems like a waste of time to simply repeat an activity. So for an increasing 
number of Indians the training received at institutions of higher learning only 
raises fundamental questions that are never answered to their satisfaction. 
We can visualize the effects of education on Indians as follows, non-Indians lived 
within a worldview that separates and isolates and mistakes labeling and 
identification for knowledge. Indians were presumed to be within this condition 
except they were slower on the uptake and not nearly as bright as non-Indians. 
 In truth Indians were completely outside the system and within their own 
worldview. Initiating an accelerated education system for Indians was intended to 
bring Indians up to the parity of middle-class non-Indians. In fact this system has 
pulled Indians into the Western worldview, and some of the brighter ones are now 
emerging on the other side, having traversed the Western body of knowledge 
completely.  
Once this path has been established, it is almost a certainty that the rest of the 
Indian community will walk right on through the Western worldview and emerge 
on the other side also. And it is imperative that we do so. Only in that way can we 
transcend the half millennium of culture shock brought about by the confrontation 
with Western civilization. When we leave the culture shock behind we will be 
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masters of our own fate and able to determine for ourselves what kind of lives we 
will lead. (pp. 132-133) 
The story map I created as a primer to this manuscript, The Impact of Data 
Sovereignty on American Indian Self-Determination was the first of many ideas that 
demonstrate my inherent connection to defining data sovereignty as a matter of context. 
Not only has Deloria and Wildcat laid the foundations of what the state of Indian 
education was, is, and will be; I am living proof as an exculpable measure of what 
traditional passing down of knowledge means and how we interpret the science and 
technology from a purely indigenous perspective. In the simplest terms, and what could 
be an implied by this insight, is what this dissertation has ultimately become in the 
context of historical sacrifice: 
It asserts that the Age of the American Indian Data Scientist has begun. 
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