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In classical mechanics, an action is defined only modulo additive terms which do
not modify the equations of motion; in certain cases, these terms are topological
quantities. We construct an infinite sequence of higher order topological actions
and argue that they play a role in quantum mechanics, and hence can be accessed
experimentally.
I. INTRODUCTION
Measurable phases in physics, from those appearing in high energy scattering to those
on which superconducting devices are based, have played a critical role in applying our un-
derstanding of quantum mechanics. These phases typically arise in interference phenomena,
and can be topological or geometric. Of the topological phases, only those related to first
order (Gaussian) linking have been studied in detail. However, there is an infinite set of
higher order topological linkings, and in this paper we argue that this higher order set has
a concomitant infinite set of phases, all in principle detectable in the laboratory. While
the proper treatment of this topic is necessarily somewhat mathematical, the results are
physically predictive and imminently testable.
An equation of motion of a dynamical system is a stationary point of an action. As a
result, different actions can lead to the same equation of motion. In particular, addition of a
quantity S to the action does not change the equation of motion if δS = 0. As an example,
consider S =
∫
C
A, where C is an oriented curve and A is a differential 1-form [1]. The
variation is expressed in terms of the Lie derivative, δS =
∫
C
£δxA. Since δx|∂C = 0, the
condition δS = 0 leads to dA = 0.
The condition dA = 0 makes a set of closed curves C special since small deformations of
such C do not change the value of S. In such a case, S depends only on global properties of
C and consequently it is a topological quantity. Hereafter we consider only closed curves C
and call S a topological term.
If A is exact, then S = 0, trivially. Hence we are interested in closed 1-forms which are
not exact and therefore physically relavent. Let A∗ denote the vector space of such forms.
We will show that A∗ = ∪p≥1A
(p), where each space A(p) is constructed from spaces A(q),
where q < p. The space A(1) is generated by the elements of the first cohomology group
H1(M). If M is simply connected, then H1(M) is trivial and the topological term vanishes.
If M is non-simply connected, then H1(M) is nontrivial and the topological term can be
nonzero. All elements of A(1) are local quantities and all elements of A(p) for p ≥ 2 are
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2nonlocal quantities; the degree of nonlocality increases with p.
For a given C, there is an associated vector space of topological terms, S∗ =
∫
C
A∗, where
S∗ = ∪p≥1S
(p) and S(p) =
∫
C
A(p). A given closed curve C belongs to one of the homotopy
classes which are the elements of the fundamental group G = pi1(M); the value of
∫
C
A is
the same for all curves in a class.
In quantum mechanics, the elements of S∗ should form abelian representations of the
group of allowed curves. We will show that this leads to the set of subgroups G∗ = {Gp}p≥1
such that the elements of S(p) form abelian representations of Gp. This means that a
topological term of only one order will occur in any action [2]. We then proceed to construct
A(p) and Gp iteratively and show their relation to the homotopy classes of paths.
While there is no reason to study topological terms in classical dynamics, such terms are
important in quantum dynamics. The Aharonov-Bohm effect is a famous example demon-
strating importance of topological terms in quantum mechanics. We review why S(1) is
responsible for this effect and then argue that the higher order spaces S(p), p ≥ 2, can also
lead to measurable effects in quantum-mechanical systems.
II. TOPOLOGICAL TERMS
Without loss of generality, as an example of a 3-dimensional non-simply connected space
we take M = R3 − T , where T = ∪1≤i≤NTi is the union of disjoint tubes. Each tube
Ti = Ci × Di is a direct product of a closed curve Ci and a disk Di. Various topological
properties of the spaceM can be deduced from its homology and cohomology groups [3]. The
first homology group H1(M) is a group of closed curves modulo those which are boundaries
of surfaces. The first cohomology group H1(M) is a group of closed 1-forms modulo exact
forms. For the present case, the basis of H1(M) is {∂Di}1≤i≤N and the basis of H
1(M) is
{Ai}1≤i≤N . By the de Rham theorem, the 1-forms can be chosen such that the two bases
are dual to each other,
∫
∂Di
Aj = δ
i
j. This duality condition cannot be uniquely solved for
1-forms; a convenient particular solution [4] is
Ai(x) =
∫
y∈Σi
δ(x− y)
∑
1≤a≤3
dxa ∗ dya. (1)
Here Σi is an oriented surface for which Ci is the boundary, and ∗ is the Hodge star operator.
Since Ai is singular on Σi and vanishes everywhere else, a closed curve C which intersects
Σi once in the positive direction contributes δ
i
j to the integral
∫
C
Aj ; the duality condition
follows. We define A(1) as a vector space with the basis {Ai}1≤i≤N . For a given closed curve
C, there is an associated vector space of first order topological terms S(1) =
∫
C
A(1).
To define second order topological terms, consider Fij = Ai ∧ Aj for i 6= j. Modulo a
constant factor, Fij is a unique closed 2-form which can be expressed in terms of Ai and Aj.
We define a 1-form Aij by means of an equation dAij = Fij. (If Ci and Cj are unlinked, Σi
and Σj can be chosen to be disjoint, in which case dAij = 0.) A particular solution of this
equation is
Aij =
1
2
γiAj −
1
2
Aiγj. (2)
where γi = δi +
∫
Γ
Ai and δi is a constant. A path Γ is the part of C which starts at x0
and ends at x; the orientations of C and Γ agree. We define A(2) as a vector space with
3the basis {Aij}1≤i<j≤N . For a given closed curve C, there is an associated vector space of
second order topological terms, S(2) =
∫
C
A(2).
To proceed, we look for a closed 3-form Fijk for i 6= j 6= k which can be expressed in
terms of the corresponding elements of A(1) and A(2). Without loss of generality, we have
Fijk = Aij ∧ Ak + Ai ∧ Ajk. (3)
Since dFijk = 0, we can define quantities Aijk by means of equations dAijk = Fijk. (If the
first and second order linkings for (Ci, Cj, Ck) vanish, then (Σi, Σj, Σk) can be chosen to be
disjoint, in which case dAijk = 0.) Particular solutions of these equations are
Aijk = γijAk − Aiγjk, (4)
where γij = δij +
∫
Γ
Aij and δij is a constant. We define A
(3) a vector space with the basis
{Aijk}i 6=j 6=k. For a given closed curve C, there is an associated vector space of third order
topological terms, S(3) =
∫
C
A(3).
It is clear how to construct higher order topological terms. The vector spaces {A(p)}
are related to what is known in algebraic topology as the Massey products of cohomology
groups [5]; see also [6].
III. RESTRICTIONS
In the previous section, the spaces A(p) were defined only on M . We now extend these
definitions into the interiors of the tubes T . Such extensions are always possible if certain
topological restrictions are satisfied. It turns out that in order to define the space A(p), all
spaces A(q) with q < p have to be defined. If we assume that all A(q) with q < p are defined,
then we denote R(p) a set of additional restrictions needed to define the space A(p). We now
find R(p) iteratively.
No restrictions are needed to define A(1); this means R(1) = ∅. To find R(2), consider
extending Aij inside Ti for i 6= j. This extension is possible only if dFij = 0 inside Ti, which
means that
∫
∂Ti
Fij = 0. However, since
∫
∂Ti
Ai ∧Aj =
∫
Ti
d(Ai ∧Aj) =
∫
Ci
Aj , (5)
there is an obstruction to such a procedure unless
∫
Ci
Aj = 0. No new restriction is needed
to extend Aij inside Tj . Therefore, A
(2) can be defined only if a set of restrictions
R(2) =
{∫
Ci
Aj = 0
}
i 6=j
(6)
is satisfied. This means that all pairs of distinct loops (Ci, Cj) should be unlinked. To find
R(3), consider extending Aijk inside Ti, Tj, and Tk for i 6= j 6= k. Reasoning as above, we
find that A(3) can be defined only if a set of restrictions
R(3) =
{∫
Ci
Ajk = 0
}
i 6=j 6=k
(7)
4is satisfied. This means that the second order linking between any triple of distinct loops
(Ci, Cj, Ck) should vanish.
It is clear how to proceed to construct higher order restrictions R(p), 4 ≤ p ≤ N . In order
to construct all spaces {A(p)}1≤p≤N , the set of curves {Ci} has to satisfy the restrictions
R = ∪1≤p≤NR
(p). From the property that in order for S(p) to be defined, all S(q) with q < p
have to be defined, we see that R′ = ∪1≤p≤N ′R
(p) is always satisfied for some N ′ ≤ N . In
this case, all linkings of orders 2 ≤ p ≤ N ′ for N curves {Ci} vanish. For N
′ = N , the set of
curves is unlinked through Nth order. [7] (As a curious observation, note that this simplest
topological arrangement of loops provides the richest structure for the topological term.)
IV. COMPUTATION
To derive explicit expressions for the elements of S(p), it is convenient to proceed as
follows. First note [3] that for M = R3 − T , a manifold with N unlinked tubes removed,
the fundamental group is G = pi1(M) = Z ∗ · · · ∗ Z, the free product [9] of N copies of Z.
This group is of infinite order and it is freely generated by a set of generators {ai}1≤i≤N .
(These generators are homotopically equivalent to {∂Di}1≤i≤N .) A generator ai is defined as
a closed path inM , which starts at the point x0, intersects Σi once in the positive direction,
does not intersect any other Σj, j 6= i, and ends at x0. The inverse path a
−1
i is the path ai
traversed in the opposite direction. To multiply paths, we compose them in such a way such
that the end of the previous path is the beginning of the next path. Homotopy classes of
paths are labeled by finite sets of integers (n11, . . . , nN1, . . . , n1l, . . . , nNl), and representative
paths from such classes are given by
C = an111 · · · a
nN1
N · · ·a
n1l
1 · · · a
nNl
N . (8)
For the topological terms Si =
∫
C
Ai, Sij =
∫
C
Aij, Sijk =
∫
C
Aijk we find
Si =
∑
i′
nii′ , (9)
2Sij = δiSj − Siδj +
∑
i′j′
σi′j′nii′njj′, (10)
4Sijk = δiSjk − SiδjSk − Sijδk − δiSjδk + 2δijSk − 2Siδjk +
∑
i′j′k′
σi′j′k′nii′njj′nkk′, (11)
where σij = 1 for i ≤ j and σij = −1 for i > j, and σijk = 1 for i ≤ j ≤ k or k+2 ≤ j+1 ≤ i,
and σijk = −1 otherwise. Expressions for higher order topological terms are similarly found.
Elements of S(1) depend only on a path; as a result, they are additive for multiplicative
paths, Si(CC
′) = Si(C) + Si(C
′). In other words, elements of S(1) form abelian representa-
tions of the group G. The situation is different for elements of S(p) for p ≥ 2; they depend
on both the path and the location of the point x0 through constants {δi}, {δij}, . . .. Since
the constants can be different for different loops in a product of loops, these topological
terms are not in general additive for multiplicative paths, but below we show that there is
a particular set of terms that are additive.
5V. TOPOLOGICAL QUANTUM PHASES
Classical dynamics is determined by the path which extremizes the action. In quantum
dynamics, all curves (paths) C ∈ G contribute to an amplitude through the Feynman weight
factor eiS. This allows interference between topologically inequivalent terms and it means
that although topological terms do not affect classical dynamics, they can affect quantum
dynamics.
If the set of restrictions R′ is satisfied, all spaces {S(p)}1≤p≤N ′ can contribute to the phase
of the wave function. This obviously presents a problem when N ′ ≥ 2 since elements of S(p)
for p ≥ 2 do not form abelian representations of the group G. We solve this problem by
constructing subgroups of G for which the abelian property of the topological terms holds.
First note that S(2) is independent of x0 only if S
(1) is the zero vector space. It can be
shown that in this case a closed curve C is a product of commutator loops. (A commutator
loop [9] is a path [g1, g2] = g1g2g
−1
1 g
−1
2 , where gi ∈ G.) It is easy to verify that for the
product of commutator loops an element of S(2) is the sum of the corresponding terms for
each component, Sij(CC
′) = Sij(C)+Sij(C
′). This means that elements of S(2) form abelian
representations of the subgroup G2 = [G,G] generated by commutators of elements of G. It
is clear that it is enough to consider a path C = [anii , a
nj
j ], for which we find Sij = ninj .
Similarly, in order for the elements of S(3) to satisfy the abelian property, S(1) and S(2)
must be zero vector spaces. In this case, the path C is a product of second order commutator
loops [g1, [g2, g3]], where gi ∈ G, and so elements of S
(3) form abelian representations of
the subgroup G3 = [G,G2] generated by commutators of elements of G and G2. The
simplest second order commutator loop is C = [anii , [a
nj
j , a
nk
k ]], for which we find Sijk =
ninjnk. Elsewhere [8], we will provide details and show how this procedure for higher order
topological terms S(p) naturally leads to groups Gp which are known as the subgroups of the
lower central series [9] of G.
According to a theorem [10] for path integrals in non-simply connected spaces, the phase
of the wave function in quantum mechanics has to form an abelian representations of the
fundamental group. By the above construction, higher order boundary terms can be included
and the phase of order p is
∫
C
A, where A ∈ A(p) and C ∈ Gp.
Quantum mechanics imposes restrictions on what elements of S(p) are allowed to con-
tribute to the phase. This can be seen as follows. If a charged particle is transported along
a closed curve C outside a solenoid, then its action changes by
∫
C
A, where A is the gauge
potential of the magnetic field in the solenoid. The Aharonov-Bohm effect [11] states that
the wave function acquires a phase φ = ξnΦ, where ξ = e(~c)−1, n is the number of times
the curve wraps around the solenoid, and Φ is the flux of the magnetic field. To relate this
to the calculation for p = 1 above, we take a path C = anii with the corresponding Si = ni,
and find the first order phase φi = ξSiΦi. For p = 2, we take a path C = [a
ni
i , a
nj
j ] with the
corresponding Sij = ninj , and find the second order phase φij = K2ξ
2SijΦiΦj , where K2 is
a constant. Proceeding similarly, we find the phase of order p,
φi1···ip = Kpξ
pSi1···ipΦi1 · · ·Φip , (12)
where Kp is a constant. Except for K1 = 1, constants Kp are undetermined [12]. We are
not aware of any fundamental quantum-mechanical principle [13] forbidding the presence of
terms with p ≥ 2 and therefore suggest this be tested experimentally.
Let us assume for simplicity that all N loops are totally unlinked. For N = 1, only the
usual Aharonov-Bohm term φ1 can contribute to the phase of the wave function. For N = 2,
6the second order contribution φ12 is present if and only if both first order contributions φ1 and
φ2 vanish; no higher order terms are present. The simplest generalization of the Aharonov-
Bohm effect is provided by the path C = [a1, a2]. In Ref. [14] we proposed a test of the
presence of this term in the wave function by suggesting an experimental setup to detect
the phase which we calculated to be φ12 = K2ξ
2Φ1Φ2.
We have considered the case when M is 3-dimensional. The corresponding construction
for d = 2 can be easily obtained from the one for d = 3. Indeed, we can smoothly deform
the tubes in such a way that a plane intersects each tube twice along a pair of disjoint
disks; we then replace each curve Ci by a pair of points. Since 3-forms dFij, dFijk, . . . now
vanish, there are no topological restrictions for definitions of the spaces {A(p)}1≤p≤N . All
other results are readily translated from the d = 3 case. We will study the case d ≥ 4
elsewhere [8].
VI. CONCLUSIONS
The action of a system is not uniquely defined since arbitrary topological terms can be
added to the action without changing the equation of motion. Although classical dynamics
is immune to such terms, they affect the quantum dynamics. These terms can be classified
according to their topological properties. Each term contributes a phase to the wave func-
tion, the functional form of which is easily distinguishable from the phases due to terms of
other orders. In particular, the phase of order p is proportional to the product of p fluxes.
The usual Aharonov-Bohm phase corresponds to p = 1, and its simplest generalization is
the Borromean ring phase which corresponds to p = 2. Examples of higher order phases
φi1···ip due to higher order linking [15], will correspond to general order p. It should not be
difficult to conduct an experiment capable of answering the question whether higher order
topological phases play a role in quantum mechanics.
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