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Abstract 
This paper describes a case study to determine whether
computer-aided prototyping techniques provide a cost-
effective means for re-engineering legacy software. The
case study consists of developing a high-level modular
architecture for the existing US Army Janus combat
simulation system, and validating the architecture via an
executable prototype using the Computer Aided
Prototyping System (CAPS), a research tool developed at
the Naval Postgraduate School. The case study showed
that prototyping can be a valuable aid in re-engineering
of legacy systems, particularly in cases where radical
changes to system conceptualization and software
structure are needed. The CAPS system enabled us to do
this with a minimal amount of coding effort.
1. Introduction
This paper describes a case study to determine
whether computer-aided prototyping techniques provide a
cost-effective means for re-engineering legacy software
[1]. The case study consists of developing a high-level
modular architecture for the existing Janus(A) system
[2], and validating the architecture via an executable
prototype using the Computer Aided Prototype System
(CAPS) [3, 4].
Janus(A) is a software-based war game that simulates
ground battles between up to six adversaries. It is an
interactive, closed, stochastic, ground combat simulation
that features precise color graphics. Janus is “interactive”
in that command and control functions are entered by
military analysts who decide what to do in crucial
situations during simulated combat. The current version
of Janus operates on Hewlett Packard workstations and
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consists of a large number of FORTRAN modules,
organized as a flat structure and interconnected with one
another via FORTRAN COMMON blocks, resulting in a
software structure that makes modification to Janus very
costly and error-prone1. There is a need to modernize the
Janus software into a maintainable and evolvable system
(written in C++) and to take advantage of modern
Personal Computers to make Janus more accessible to the
Army. The Software Engineering group at the Naval
Postgraduate School was tasked to extract the existing
functionality through reverse engineering and to produce
an object-oriented architecture that supports existing and
required enhancements to Janus functionality.
2. The Re-engineering Process
2.1. Reverse-Engineering
The first step in reverse-engineering is system
understanding, which took the form of a series of brief
meetings with the client, TRAC-Monterey. We asked
questions and made notes on the system’s operation and
it’s current functionality.  We paid particular attention to
the client’s view of the system to gather their ideas on its
strengths, weaknesses, and desired and undesired
functionality.  Additionally we collected copies of the
Janus User’s manual, the Janus Programmer’s Manual,
the Janus Database Management Program Manual, the
Janus Software Design Manual, and the Janus Algorithm
Document [2, 5-8].
The next step is to abstractly capture the system’s
functionality and then produce system models that would
most accurately represent that functionality. Armed with
the Janus source code, we proceeded to divide the code by
directories amongst the team members. Each team
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 Janus Version 6.88 contains 1918 FORTRAN routines, 129
COMMON blocks, 115 C routines, and 406K lines of source code.
member was assigned roughly six to seven directories to
explore, examine and gather information.  Using strictly
manual techniques with UNIX commands and review
procedures, we were able to get a fairly good idea of what
each subroutine was designed to do.  We also used the
Software Programmers’ Manual [5] to aid in
understanding each subroutine’s function.  In doing so
we were able to group the subroutines by functionality to
get a better understanding of the major data flows
between programs. Using that knowledge, we developed
functional models from the data flows. We used the
Computer-Aided Prototyping System (CAPS), an
automated tool developed at the Naval Postgraduate
School, to assist in developing the abstract models. CAPS
allowed us to rapidly graph the gathered data and
transform it into a more readable and usable format.
Additionally, CAPS enabled us to develop our diagrams
separately, and then join them together still under the
CAPS environment, where they can be used to generate
an executable model of the architecture.
2.2. Transformation of Functional Models to
Object Models
Next, we proceeded to develop object models of the
Janus System using the aforementioned materials and
products, to create the modules and associations amongst
them.  This was probably the most difficult and most
important step. It required a great deal of analysis and
focus to mentally transform the currently scattered sets of
data and functions into small, coherent and realizable
objects, each with its own attributes and operations. This
was a crucial step because we had to ensure that the
classes we created accurately represented the functions
and procedures currently in the software.  We first
identified a set of candidate objects and created an object
model for the core elements based on the information
from the Database Management Program Manual [6] and
the domain knowledge of the human experts. Then we
analyzed the source code and used the information from
the Software Design Manual [7] to add attributes and
operations to the object classes. We used the HP-UNIX
systems at the TRAC-Monterey facility to run the Janus
simulation software to aid in verifying and/or
supplementing the information we obtained from
reviewing the source code and documentation.  This step
enabled us to better analyze the simulation system,
gaining insight into its functionality and further
concentrate on module definition and refinement.
2.3. Refinement of the Object Models and the
Development of the Object Oriented Architecture
During this phase of the project, the re-engineering
team met several times each week for a period of two and
a half months to discuss the object models for the Janus
core elements and the object-oriented architecture for the
Janus System. They presented the findings to the Janus
domain experts at least once per week to get feedback on
the models and architectures being constructed. In
addition, the re-engineering team also presented the
findings to members of the OneSAF project, the
Combat21 project, and the National Simulation Center.
Based on the feedback from the domain experts, the re-
engineering team revised the object models for the Janus
core elements and developed a 3-tier object-oriented
architecture for the Janus System2 (Figure 1).
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 The Combat Systems DBMS subsystem manages combat system
databases. The Scenario Mgmt subsystem manages the different
scenarios and simulation runs in the system. The Janus Combat
Simulation subsystem simulates the ground battles. The JAAWS
subsystem allows analysts to perform post-simulation analysis and the




























Figure 1. The proposed 3-tier object-oriented
architecture
3. Software Architecture for the Janus
Combat Simulation subsystem
Central to the existing Janus Combat Simulation
subsystem is the program RUNJAN, which is the main
event scheduler for the Janus simulation. RUNJAN
determines the next scheduled event and executes that
event. If the next scheduled event is a simulation event,
RUNJAN will advanced the game clock to the scheduled
time of the event and perform that event. The existing
event scheduler uses global arrays and matrices to
maintain the attributes of the objects in the simulation.
Hence, one of the major tasks in designing an object-
oriented architecture for the Janus Combat Simulation
subsystem is to distribute the event handling functions to
individual objects. Moreover, it is necessary to redefine
some event categories in order to provide a uniform
framework to eliminate redundant coding of the same or
similar functions and to take advantage of dynamic
dispatching of event handling functions in the object-
oriented architecture.
Interactions between the simulation engine and the
world modeler (the distributed simulation network) are
performed implicitly within the various event handlers in
the existing Janus. Such interactions are made explicit in
the new architecture in order to provide a uniform
framework to update World Model objects during the
simulation.
The new architecture uses an explicit priority queue of
event objects to schedule the simulation events. Each
event object has an associated simulation object, which is
the target of the event. There are 14 event groups, which
correspond to the 14 event subclasses shown in Figure 2.
































































































Figure 3. The simulation object class hierarchy
An object-oriented approach enabled us to reduce the
number of event types needed in the simulation.
Depending on the subclass that an event object belongs
to, the Execute method will invoke the corresponding
event handler of the associated simulation object to
handle the event (Figure 3). The simulation object
superclass defines the interface of the event handlers for
the event groups, and provides an empty body as the
default implementation for the event handlers. The
methods are overridden by the actual event handler code
at the subclasses that have non-empty actions associated
with the events.
The above architecture enables a very simple







Note that this same code handles all kinds of events,
including those for future extensions that are yet to be
designed. Event objects are created and inserted into the
event queue by the initialization procedure at the
beginning of the simulation, by the constructors of new
simulation objects, and by the actions of other event
handlers. Depending on the actual implementation of
when and how events are inserted into the priority event
queue, it may be necessary to allow events to change their
priorities while waiting in the queue.
World Model object subclasses (with names starting
with the "WM" prefix) are created to provide specialized
methods for the world modeler to update the objects from
other simulators. Information concerning objects local to
the Janus simulator can be broadcasted over the
simulation network either periodically by an active world
modeler object, or by individual local objects whenever
they update their own states.
4. Development of an Executable Prototype
Using CAPS
In order to validate the proposed architecture and to
refine the interfaces of the Janus subsystems, we
developed an executable prototype using CAPS.  Figure 4
shows the top-level structure of the prototype, which has
four subsystems: Janus, GUI, JAAWS and the POST-
PROCESSOR. Among these four subsystems, the Janus
and the GUI subsystems (depicted as double circles) are
made up of sub-modules, while the JAAWS and the
POST-PROCESSOR subsystems (depicted as single
circles) are mapped directly to objects in the target
language.  After entering the prototype design using
CAPS, we used the CAPS execution support system to
generate the code that interconnects and controls these
subsystems.
Due to time and resource limitations, we only
developed the prototype for a very small simulation run,
which consists of a single object (a tank) moving on a
two-dimensional plane, three event subclasses
(MoveUpdateObj, DoPlan, and EndSimulation), and one
kind of post-processing statistics (fuel consumption). In
addition, a simple user interface was developed using
CAPS/TAE [9] (Figure 6). The resultant prototype has
over 6000 lines of program source code and contains
enough features to exercise all parts of the architecture.
The code that handles the motion of a generic simulation
object was very simple, but it was designed so that it
would work in both two and three dimensions without
modification (currently the initialization and the


















































Figure 5. The Janus subsystem of the
executable prototype
vertical motion). The code was also designed to be
polymorphic, just as was the main event loop. This
means the same code will handle the motion of all kinds
of simulation objects without any modifications,
including even new types of simulation objects that are
part of future enhancements to Janus and have not yet
been designed or implemented.
5. Lessons Learned
Our prototyping experiment showed that the proposed
object-oriented architecture allows design issues to be
localized and provides easy means for future extensions.
We started out with a prototype consisting of only two
event subclasses (MoveUpdateObj and EndSimulation)
and were able to add a third event subclass (DoPlan) to
the prototype without modifying the event control loop of
the Janus combat simulator.
We also demonstrated the use of inheritance and
polymorphism to efficiently extend/specialize the
behavior of combat units.  For example, to implement the
MoveUpdateObj method of a tank subclass which uses
the general-purpose method from its superclass to
compute its distance traveled and a specialized algorithm
to compute its fuel consumption, we simply include 1
statement to invoke the MoveUpdateObj method of its
superclass followed by three lines of code to update its
fuel consumption.  Moreover, other combat unit
subclasses can be added easily to the prototype without
the need to modify the event scheduling/dispatching
code.
The prototype also resulted in the following
refinements to the proposed architecture:
(1) Instead of a procedure with no return value, change
the Execute operation to return the time at which the
next event is to be scheduled for the same simulation
object, and introduce a special time value "NEVER"
to indicate that no next event is needed. The proposed
change turns the communication between the event
dispatcher and the simulation objects from a peer-to-
peer communication into a client-server
communication. This change eliminates the need for
the simulation objects to know the details of the event
queue and allows the event dispatcher to use a single
statement to schedule all recurring events for all event
types. It also eliminates the need for the WriteStatus
event in the legacy software.
(2) Instead of recording the history of a simulation run in
terms of sets of data files, model the simulation
history as a sequence of events.  The proposed change
provides a simple and uniform way to handle history
records for all events, and allows the same modular
architecture to be used for real-time simulations as
well as post-simulation analysis. This also provides
the greatest possible resolution for the event histories,
which implies that any quantity that could have been
calculated during the simulation can also be
calculated by a post-simulation analysis of the event
history, without any loss of accuracy.  The only
constraint imposed by this design refinement is that
the simulation objects associated with the events must
be copied before being included in the simulation
history, to protect them from further changes of state
as the simulation proceeds. This constraint is easy to
meet because the process of writing the contents of an
event object to a history file will implicitly make the
required copy.
The prototyping effort also exposed a design issue –
should null events appear in the event queue? A null
event is one that does not affect the state of the
simulation, such as a MoveUpdateObj event for an object
that is currently stationary. The prototype version
adopted the position that such events should not be put in
the event queue, since this corresponds to current
scheduling policies in Janus, and appears at first glance
to improve efficiency.
Our experience with the development of the prototype
suggests that this decision complicates the logic and may
not in fact improve efficiency. In particular, the process
create_new_events could be eliminated from the Janus
subsystem (Figure 5) if we allowed null events. This
process scans all simulation objects once per simulation
cycle to determine if any dormant objects have become
active, and if so, schedules events to handle their new
activities. The alternative is to have the constructor of
each kind of simulation object schedule all of its initial
events, and to have each event handler specify the time of
next instance of the same event even if there is nothing
for it to do currently. Handlers might still set the time of
Figure 6.  The graphical user interface of the
executable prototype
its next event to NEVER in the case of a catastrophic
kill; however this is reasonable only if it is impossible to
repair or restore the operation of the units that have
suffered a catastrophic kill.
The reasons why this design change may improve
efficiency in addition to simplifying the code are that:
(1) the check for whether a dormant object has become
active is done less often -  once per activity of that
object, rather than once per simulation cycle,
(2) executing a null event is very fast – a few instructions
at most, so the “unnecessary” null events will not
have much impact on execution time, and
(3) the computation to find and test all simulation objects
periodically would be eliminated.
One recommendation is to allow null events in the
event queue, and to explicitly schedule every kind of
event for every object unless it is known that there cannot
be any non-empty events of that type in any possible state
of the object. For example, under the proposed
scheduling policy, immobile or irrecoverably damaged
objects would not need to schedule future
MoveUpdateObj events, but those that are currently at
their planned positions would need to do so, because a
change of plan would cause them to move again in the
future, even though they are not currently moving.
6. Conclusion
Our experience in this case study suggests that
prototyping can be a valuable aid in re-engineering of
legacy systems, particularly in cases where radical
changes to system conceptualization and software
structure are needed.
In particular, we found that constructing even a very
thin skeletal instance of the proposed new architecture
raised many issues and enabled us to correct, complete,
and optimize the architecture for both simplicity and
performance.
The computer-aided prototyping tools in the CAPS
system enabled us to do this with a minimal amount of
coding effort. The bulk of the code was generated
automatically, enabling us to concentrate on system
structuring issues, to consider and evaluate various
alternatives, and to improve the design while doing
detailed manual implementation for only a few pages of
critical code.
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