ABSTRACT Compressed sensing (CS) based channel estimation methods can effectively acquire channel state information for Massive MIMO wireless powered communication networks. In order to solve the problem that the existing sparsity-based adaptive matching pursuit (SAMP) channel estimation algorithm is unstable under low signal to noise ratio (SNR), an optimized adaptive matching pursuit (OAMP) algorithm is proposed in this paper. First, the channel is pre-estimated. Next, the energy entropy-based order determination is raised to optimize the reconstruction performance of the algorithm. Then, a staged adaptive variable step size method is put forward to further promote the accuracy of channel estimation. Finally, theoretical analysis and simulation results demonstrate that the proposed OAMP algorithm improves the accuracy at the expense of a small amount of time complexity, does not require a priori knowledge of sparsity and its comprehensive performance is superior to other existing channel estimation algorithms.
I. INTRODUCTION
The aim of wireless powered broadband communication system is to develop a new networking technology with broadband wireless access transmission as the core and wide area coverage [1] - [3] . This kind of network deployment is flexible, rapid deployment, relatively low initial investment cost, and easy to achieve large-scale rapid coverage of distribution side, late expansion and network adjustment. In view of the areas lacking power supply and transmission lines, it is very meaningful to study the wide area coverage and low-cost broadband access network networking technology [4] , [5] .
In recent years, Massive MIMO has attracted the attention of researchers for its superior performance. Massive MIMO has the characteristics of beam space multiplexing, which makes it possible to communicate with different
The associate editor coordinating the review of this article and approving it for publication was Liqun Fu. terminals through different geographical locations at the same frequency. By this way, the spectrum efficiency and communication capacity are greatly improved. In addition, massive MIMO can be used as a solution to provide efficient connection services for terminal devices in the internet of things and wireless powered communication networks [6] - [10] . However, in Massive MIMO system, with the increase of antenna number, the environment of spatial channel will become more and more complex. Accurate and stable channel state information is a necessary condition for high resolution signal transmission in wireless channel, which poses a huge challenge to channel estimation in complex environment [11] - [15] .
However, there are many studies on channel estimation [13] , [16] - [18] , [20] - [28] . From the perspective of prior information of the channel estimation algorithms, it can be divided into three categories. One is the blind channel estimation methods [16] - [18] , which take advantage of some inherent characteristics of modulated signals that are independent of the specific carrying information, or uses decision feedback to estimate the channel. Another is the semi-blind channel estimation methods [19] - [21] , which combine the advantages of blind estimation and training sequence estimation. In general, blind and semi-blind channel estimation algorithms are widely studied because they do not need short training sequences and have high spectral efficiency. However, the computational complexity of general blind estimation and semi-blind estimation methods is high, and some problems such as slow convergence or falling into local minimum may arise, which require long observation data and limit the practicability to a certain extent. The other is the non-blind channel estimation methods based on pilots [22] - [28] , which inserts the known pilots into the data symbols to obtain the frequency response value of the whole channel at the receiving end. In practical communication systems, the channel estimation algorithms based on pilots are relatively simple. Pilot-assisted non-blind channel estimation can usually overcome the shortcomings of blind estimation or semi-blind estimation, such as low accuracy, high complexity and long statistical time. In communication systems, due to the high transmission rate and the need to use coherent detection technology to obtain higher performance, non-blind estimation is usually used to achieve better estimation results. Generally, it can track the change of wireless channel better and improve the performance of receiver.
In Massive MIMO wireless powered communication networks system, the number of antennas of base stations increases sharply, and the cost of pilot resources for channel estimation increases, which leads to pilot pollution among cells [22] , [23] . Therefore, it is necessary to consider improving the utilization of pilots. Traditional linear MIMO channel estimation techniques, such as least square (LS) [24] and linear minimum mean square error (LMMSE) [25] algorithms, are not suitable for Massive MIMO systems, especially for frequency division duplexing (FDD) systems because of their overwhelming pilot overhead.
In recent years, channel measurements have found that sparse properties exist in both spatial and temporal domains of wireless multipath channels [26] . By mining the sparse characteristics of the channel and applying the compressed sensing (CS) theory to achieve an effective channel estimation method has become a hot topic of current research. Based on the inherent sparse characteristics of channel matrix in time domain, an optimized orthogonal matching pursuit (OMP) [27] algorithm is proposed to reduce pilot overhead and improve channel estimation accuracy. In order to get rid of the dependence of OMP algorithm on the prior condition of channel sparsity, an improved sparsity-based adaptive matching pursuit (SAMP) algorithm is raised in [28] for FDD Massive MIMO systems with time dependence. This method adaptively uses support set to enhance the performance of channel estimation without the prior knowledge of channel sparsity. On the basis of the SAMP algorithm, a distributed sparsity-based adaptive matching pursuit (DSAMP) [31] algorithm is proposed by using the joint sparsity of subchannels in Massive MIMO system. Although SAMP algorithm has high accuracy, its iteration process is limited by the estimated parameter of channel noise. In noise environment, the performance of channel estimation of the SAMP algorithm will decline rapidly.
In order to further promote the accuracy of channel estimation for Massive MIMO wireless powered communication networks and solve the problem that the threshold parameters of the algorithm are difficult to determine, an optimized adaptive matching pursuit (OAMP) sparse channel estimation method is raised in this paper. The main innovations of this paper are summarized as follows. Firstly, the channel sparsity is not needed as a prior knowledge. What's more, the method of energy entropy-based order determination is raised for the first time to eliminate the smaller proportion of energy in the sparse solution, so as to improve the accuracy of the algorithm. Finally, the method of staged adaptive variable step size is used to further optimize the reconstruction accuracy. The experimental results indicate that the proposed OAMP algorithm has high channel estimation accuracy, and its comprehensive performance is better than the existing channel estimation methods.
The remainder of this paper is organized as follows. The multi-cell and multi-terminal uplink model for Massive MIMO wireless powered communication networks is introduced in Section II. Section III presents a review of CS. The proposed CS-based OAMP wireless channel estimation algorithm is presented in Section IV. Section V introduces the performance analysis of the OAMP algorithm. Numerical results are presented in Section VI. Finally, the main conclusions are given in Section VII.
Notations: The matrix is represented in bold and the variable is represented in italic, respectively. For a given matrix A, the notations A −1 , A † , A T and A H denote the inverse, pseudo inverse, transpose and conjugate transpose of the matrix A, respectively. The notation A 0 , A 1 denote the l 0 , l 1 norm of the matrix A, respectively. 0 M ×N denotes the M × N all zero matrix. C M ×N represents the set of M × N matrices in complex field.
II. SYSTEM MODEL
In this paper, we consider the uplink model of Massive MIMO wireless powered communication networks as shown in Fig.1 [6] .
Suppose the system has L cellular cells, in which each cell serves K single-antenna terminals' communication services by one base station, and each base station contains M antennas. In Massive MIMO system, the number M of the antennas can be extended to a large number, and M N . If the signal received by the base station in cell j at a certain time is y j ∈ C N ×M , it can be expressed as where, √ P d denotes the average transmission power of each terminal, and
represents the pilot signal transmitted by all terminals in cell i, and the length of the signal sequence is N . n j ∈ C N ×M denotes additive white Gaussian noise with zero mean and variance σ 2 . H ji ∈ C K ×M is the wireless channel matrix from the end terminal in cell i to the base station in cell j, which synthetically expresses the information of large and small scale fading channels, and it can be expressed by the following formula
where, the element g jmik in the matrix represents the channel coefficient of the m-th antenna from the k-th terminal in cell i to the base station in cell j. The formula of g jmik is given as
where, α jmik denotes the large-scale fading coefficients from the k-th terminal in cell i to the base station in cell j, and the large-scale fading represents the shadow fading or path loss over a longer distance. Large-scale fading is caused by the shadows of buildings, hills and trees on the path of mobile communication channels. Let d denotes the distance between transceivers. When the antenna is anisotropic, G t and G r represent the gain of transmitting and receiving antennas, respectively; α jmik (d) is the received signal power when the distance is d. The path loss of the large-scale fading model is reformulated as
, where P t is the transmitting power, λ denotes the transmitting wavelength, and L α denotes the system loss coefficient. The large-scale fading from the same terminal to the different antenna ends of any base station can be approximately the same and assumed to be a known constant. What's more, β jmik indicates the small-scale fading coefficients of the m-th antenna from the k-th terminal in cell i to the base station in cell j. It can be considered that the fast fading phenomenon caused by the small-scale fading is the main factor affecting the communication quality. In time-varying multipath channels, the impulse response β jmik of the channel can be defined as
where r is the number of multipaths in the wireless channel, T β represents an orthogonal frequency division multiplex (OFDM) symbol period, h k represents the impulse response of the k-th path, f k is the doppler frequency shift of the k-th path, λ β denotes the delay expansion, τ k is the delay of the k-th path, and δ (λ − τ k ) is the impulse function. Assuming that the length of H ji is l, and contains K s non-zero taps, the non-zero tap ratio (the ratio of sparsity) of the channel is
Further, since the channel matrix H ji is expressed in frequency domain, we have
where, F is a fourier transform matrix, and h ji is a time domain impulse response channel matrix. So (1) can be simplified to
where
∈ C KL×M is a time-domain multipath sparse channel matrix [26] .
III. COMPRESSED SENSING
Consider the following traditional linear observation models
where, r ∈ C M ×1 is the received signal, η ∈ C M ×1 denotes the white Gaussian noise, ∈ C M ×N is the perception matrix, and θ ∈ C N ×1 is the sparse signal. Under N M , the received signal r can be obtained by linear projection of signal α ∈ C N ×1 in the observation matrix ∈ C M ×N . According to the theory of signal reconstruction based on compressed sensing (CS), when signal α is sparse or compressible, and the observation matrix and sparse matrix satisfy the RIP criterion [32] , the problem of (6) solving under-determined equations can be transformed into the following optimization problem min θ 0 s.t θ + η = r.
There are usually two kinds of important reconstruction algorithms, one is the convex optimization algorithm based on l 1 norm, the other is the greedy algorithm based on l 0 norm [33] , [34] . Because of the low complexity and easy implementation of the greedy algorithm, it has great advantages in Massive MIMO channel reconstruction. This paper proposes a l 0 -based OAMP algorithm to achieve better reconstruction performance.
IV. THE METHOD OF CHANNEL ESTIMATION
In this paper, an OAMP algorithm, as shown in algorithm 1, is raised and applied to sparse channel estimation in Massive MIMO wireless powered communication networks system. The algorithm consists of three main steps:
1) CHANNEL PRE-ESTIMATION
Suppose y j ∈ C N ×M is the received signal of j base station, T ∈ C N ×KL is the perception matrix, and k is the number of iterations of the OAMP algorithm. According to the theory of CS, by formula (7), then (5) can be solved by the following optimization problem
In step 2 of algorithm 1, the maximum D projection coefficients index set of each column of perception matrix T on the residual vectorr k−1 isˆ k , then the pre-estimated signal of channelĥ k can be obtained by least squares in the iteration processĥ
where, (·) † denotes pseudo-inverse, D is the step size factor of the algorithm which mainly affects the speed of the algorithm,
Algorithm 1 OAMP Channel Estimation Algorithms
Input: Signal y j received at base station of cell i, perception matrixT, step factor D, threshold parameter γ .
Channel pre-estimation:ĥ k is obtained by formula (9) 4: Through formula (13), the energy entropy order P se satisfying E P se ≥ γ (P se ≤ P, γ ⊂ (0, 1)) is found 5: Update index setˆ k =ˆ k (pos (1:P se )) 6: The channel estimationh k is updated by formula (14) .
2) ENERGY ENTROPY-BASED ORDER DETERMINATION
Considering the complex environment of Massive MIMO channel, there is the effect of noise. In the pre-estimation stage of the sparse channel, the tap coefficients of higher energy can be easier to be selected, but the rest of the taps are prone to confusion. In order to further improve the reconstruction accuracy, it is necessary to re-select the tap coefficients in order to eliminate the components with low energy, so as to ensure that the number of final reconstructed tap coefficients is basically consistent with the original channel sparsity, that is, adaptive to sparsity. For this reason, the energy entropy-based order determination technology is proposed for the first time. Firstly, the pre-estimated channel h 2 k is arranged in descending order of energy from step 1 to step 3 of the algorithm 1, and we have
where,ξ a (a = 1, 2, · · · , kD) is the energy value coefficient ofĥ 2 k , which is arranged asξ 1 >ξ 2 > · · · >ξ kD . For general systems, entropy is stated as a measure of the degree of state disorder. Similarly, we can define energy entropy to determine the energy proportion of reconstructed channel tap coefficients. The energy entropy ofξ a is denoted by
where, E a is the energy entropy, p a =ξ a kD b=1ξ b
represents the proportion of the a-th energy value coefficient in the total energy E = kD b=1ξ b . The energy entropy E a is normalized, which is defined as where, Ê a is the normalized increment of energy entropy. It can be seen that the greater the energy entropy of the signal, the richer the information contained in the signal, and the greater the increment of normalization. Further, the following formula can be used to determine the order of energy entropy
where, P se is the order of energy entropy satisfying E P se ≥ γ (P se ≤ P, γ ⊂ (0, 1)). Thus, if only the principal element of P se is retained inĥ k , then equation (9) can be updated tō
where,ˆ k =ˆ k (pos (1:P se )) is the updated value of index set corresponding to the tap coefficients ofĥ k .
3) STAGED ADAPTIVE VARIABLE STEP SIZE
According to the characteristics of greedy algorithm, the residualr k obtained from the process of channel estimation decreases rapidly when searching for atomic sets with a larger step size D. However, only a few atoms are not searched or exceeded the atomic index sets in the later iteration period. If the search step is still large, the reconstruction accuracy will be affected and the problem of over-estimation will be caused. Therefore, in this paper, a staged adaptive variable step size scheme is proposed. The step size D can be reduced to 1 when the residual satisfies r k 2 < r k 2 in the iterations, which is beneficial to accurately estimating the channel sparsity K s . Fig.2 depicts the flow charts of SAMP and OAMP algorithms. Although neither of them depends on channel sparsity, the new OAMP algorithm proposed in this paper is obviously different from SAMP. On the one hand, this paper proposes an energy entropy method to determine the order. In the iteration process, this method can prevent the reconstructed signal with less energy from being introduced, so as to resist noise better. On the other hand, the staged adaptive variable step size method is adopted to further promote the accuracy of channel estimation.
However, it is noteworthy that the OAMP algorithm includes threshold parameters γ , ζ and step D to optimize the performance and efficiency of wireless channel estimation. Usually, the threshold parameter γ denotes a normalized parameter, which can be taken as 0.97-0.99. since the threshold parameter ζ is an estimator of environmental noise, which is difficult to determine in complex environment, and according to experience, we can choose it between 0.1 and 0.5.
V. PERFORMANCE ANALYSIS OF CHANNEL ESTIMATION ALGORITHMS A. MSE ANALYSIS
In order to further evaluate the channel estimation accuracy of OAMP algorithm, mean square error (MSE) is used to analyze. The expression of MSE is
where, N is the number of simulation. If the perception matrix T satisfies the 2K s finite constraint criterion which is δ 2K s ≤ √ 2 − 1, and the residual satisfies ≤ ζ 2 after the k-th iteration, we can get
where, K s is the channel sparsity level. Proof: Based on the description of RIP criterion in [35] , we can get the following formula
Because it can be further deduced that T h −h n ≤ 2ζ 2 . According to formula (15), the MSE is described by
The above analysis demonstrates that the accuracy of channel estimationh can be controlled within a certain range, which proves the feasibility of OAMP algorithm in theory.
B. CRLB ANALYSIS
In order to further evaluate the performance of the algorithms, the Cramer-Rao Lower Bound (CRLB) for the channel h is given in this section. First of all, the Fisher information matrix of h is reformulated as [29] , [30] 
From (5), the conditional probability density function of y j given h can be expressed in the following form
Then the CRLB of h is stated as follows
VI. SIMULATION RESULTS AND ANALYSIS
In this section, based on Massive MIMO multi-cell multi-terminal uplink system [12] , [36] , [37] , the performance of the raised OAMP algorithm will be analyzed. In the simulation, it is assumed that the system has three hexagonal cellular cells, each cell has a base station with 20 antennas and eight single antenna terminals. Each mobile terminal transmits 30 pilots, and the channel length is 256. It is assumed that the channel parameters are constant in an OFDM symbol, and the multipath fading obeys Rayleigh distribution. For the Massive MIMO wireless powered communication networks models with carrier frequency of 1.8 GHz and bandwidth of 3.6 MHz are considered. Fig. 3 investigates the time-domain reconstructed contrast diagrams of OAMP algorithm, where the tap coefficient K s of the channel is 7. The experimental results show that when the signal to noise ratio (SNR) of the system is 15 dB, the reconstructed signals obtained by the OAMP algorithm can match the original channel very well, especially the number of tap coefficients. On the contrary, the reconstructed signals obtained by other algorithms have many smaller power taps, which means that the channel sparsity K s can not be well estimated by the two algorithms in the noise environment. As shown in Table 1 , The reconstruction accuracy of OAMP algorithm is lower than those of the two algorithms, but a small amount of reconstruction time is lost. Fig. 4 shows the relationship between MSE performance and SNR of several channel estimation algorithms. The experimental results are presented to demonstrate that the peformance of the proposed OAMP algorithm is better than other algorithms, and compared with SAMP algorithm, it shows better stability. When the SNR of SAMP algorithm is lower than 15dB, the performance of channel reconstruction deteriorates sharply. The key problem of the algorithm is that the algorithm puts forward very strict requirements for threshold parameters ζ . If ζ is too small, the reconstruction will fail because it can not meet the residual requirements in the iteration process. Especially when the SNR is low, this phenomenon is more obvious. On the one hand, the OAMP algorithm uses the energy entropy-based order determination technology, which can eliminate the reconstructed signal with less energy and avoid the secondary introduction of noise, thus improving the accuracy of the algorithm; on the other hand, it uses the method of staged adaptive variable step size to further improve the reconstructed accuracy and anti-noise. 5 depicts the relationship between channel estimation MSE performance and the number of pilots of several algorithms. The given SNR is 15dB. As shown in the figure, the MSE of several algorithms decrease with the increase of pilots, which indicates that increasing the number of pilots can promote the performance of channel estimation, but the pilot overhead also increases. The proposed OAMP method has the smallest MSE value under the same pilots, and the required pilots are also the smallest when it reaches the same MSE value. Therefore, the proposed OAMP algorithm can effectively reduce pilot overhead and improve pilot utilization. Fig. 6 shows the relationship between channel estimation MSE performance and the sparsity ratio of several algorithms. The given SNR is 15dB. It is experimentally shown that, as the sparsity ratio increases, the information contained in the channel will be more complex, which results in the performance degradation of the channel estimation algorithms. Under the same sparse ratio, several channel estimation algorithms based on CS have better performance than the traditional LS linear algorithm due to the use of channel sparsity. Moreover, the performance of the OAMP algorithm is better than other algorithms. When the sparsity ratio is 0.24, the performance of OMP algorithm shows a downward trend, because when the sparsity ratio reaches a high level, the channel sparsity becomes weaker, which makes this kind of channel estimation algorithm unstable. Fig. 7 depicts the relationship between channel estimation MSE performance and the threshold parameter ζ of several algorithms. The given SNR is 15dB. As shown in the figure, the performance of the raised OAMP channel estimation algorithm is better than other algorithms. It can be seen that the channel estimation performance of the SAMP algorithm becomes unstable or even collapses, while other algorithms are more stable, when the threshold parameter is less than 0.1. SAMP algorithm is sensitive to the threshold parameters because it needs to compare the two residuals of each iteration process to determine whether to introduce new atoms. When the threshold parameters are set inappropriately, SAMP algorithm is prone to enter the dead cycle which leads to the disorder of the reconstruction process. Fig. 8 shows the relationship between channel estimation MSE performance and the number of sub-channels of several algorithms. The given SNR is 15dB. As shown in the figure, as the number of sub-channels increases, the accuracy of each algorithm decreases gradually. Even with a large number of sub-channels, the OAMP channel estimation algorithm performs better than other algorithms. 9 provides the relationship between the bit error rate (BER) performance and SNR of several channel estimation algorithms. As shown in the simulation results, the BER performance of the algorithms decrease with the increase of SNR, which indicates that the higher SNR, the better performance of channel estimation. The proposed OAMP algorithm has better performance than other algorithms. In the case of the same algorithm, the different step size will also affect the final performance, that is, the step size is inversely proportional to the BER performance. However, the introduction of the step size can greatly optimize the efficiency of algorithm reconstruction, so how to determine the step size in practice needs to be determined according to different requirements. Furthermore, simulation results indicate that taking the step size D as 3 can achieve good comprehensive performance. Fig. 10 compares the comparison results of reconstruction time between several greedy channel estimation algorithms. The experimental results confirm that under the same step size, the channel estimation time of SAMP algorithm is less than that of OAMP algorithm. However, in the case of different step size, both OAMP and SAMP algorithms confirm that the time required for channel estimation is inversely proportional to the step size, which also shows that increasing the step size factor can accelerate the efficiency of channel estimation, but the step size should be reasonably allocated according to different situations. At the same time, when the step size is 1, the channel estimation efficiency of OMP algorithm is better than that of OAMP and SAMP algorithms. The above part roughly reflects the complexity of the algorithms by the time spent in the channel estimation process, which is affected by the sparsity ratio, the number of sub-channels or the noise ambiguity. In order to further evaluate the complexity, the time complexity of each algorithms based on theoretical analysis is given. The theoretical analysis indicates that the complexity of OMP algorithm is O (K s NKL) [27] , SP algorithm is O NKL 2 [38] , L1-minimization algorithm is O K s NK 2 L 3 [39] , SAMP algorithm is O (K s NKL) [28] , and OAMP algorithm is O N 3 K 2 L 2 . The results are consistent with the data in Table 1 and the related complexity analysis.
VII. CONCLUSION
According to the sparsity characteristics of Massive MIMO wireless powered communication networks system in time domain, an optimized sparsity-based adaptive matching pursuit (OAMP) algorithm is raised in this paper. The main idea is to select atoms with large step size, eliminate the smaller energy proportion in the sparse solution according to the proposed method of energy entropy-based order determination, and adopt the strategy of staged adaptive variable step size to further achieve the purpose of improving reconstruction accuracy, anti-noise and adaptive to channel sparsity. The simulation results demonstrate that when SNR is 15 dB, the accuracy can be improved by 23.6% compared with SAMP algorithm, while only 3.42% more computing time is consumed. It proves that the OAMP algorithm can effectively solve the unstable performance of the SAMP channel estimation algorithm in Massive MIMO system when SNR is low. He has published some 300 journal and conference papers, which were included more than 1000 times in Science Citation Index of the American Institute for Scientific Information in the aforementioned areas and several chapters in edited books. His teaching and research interests include power electronic circuit theory and its applications, testing and fault diagnosis of analog and mixed-signal circuits, electrical signal detection, smart grid, satellite communication monitoring, and intelligent signal processing. On the above research areas, he has presided over a number of state-level projects research, such as the National Natural Science Foundation of China, the State Key Program of National Natural Science Foundation of China, the National Key Research and Development Plan ''Important Scientific Instruments and Equipment Development, ' 
