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Abstract 
For any given integers s, d and m (large with respect to s and d) tight bounds are given for the 
maximum number of sets in a set system on m elements with the property that any s of those sets 
have distinct representatives and each element is contained in at most d sets. 
1. Introduction 
Let G=(A,B;E) be a bipartite graph with bipartition A, B, and edge set E. For 
a natural number s, call G s-matchable if for every subset SSA of at most s elements 
there are ) S 1 pairwise disjoint edges from S to B. In [9], West and Banerjee raised the 
following problem. 
Given s,d and n, determine the minimum number m=m(n,s, d) for which 
there exists an s-matchable bipartite graph G =(A, B; E) with 1 A 1 =n and 
1 Bj = m, such that every vertex in B has degree at most d. (*) 
In the original interpretation, the elements of B represent communication links of 
bounded capacity which, through the edges of G, can establish parallel access for any 
set of s users (represented by A). The smaller m is achieved, the more efficient network 
is obtained. The relation between such systems and superconcentrators is explained in 
[9]. In [l] and [S] the subject has been studied with application to reliability testing. 
By the well-known one-to-one correspondence between bipartite graphs and hyper- 
graphs (possibly having multiple edges), we obtain the following equally interesting 
problem (equivalent to (*)). Call a set system F s-representable if for any s sets 
F,, . . . , F,EF there exist distinct elements xi, . . . , X, such that Xi~Fi for 1 <i < S. (In our 
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case 9 consists of subsets of B.) Now the question is: 
Given s, d and m, determine the maximum number n = n(m, s, d) of sets in an 
s-representable set system on m elements, with each element in at most 
d sets. (**) 
Since (*) and (**) are equivalent, from now on we deal with the first problem. 
Having introduced the notation U(s, d) = lim,, 73 m(n,s,d)/n, West and Banerjee pro- 
ved in [9] that H(s, d) exists for every fixed s and d. In Section 2 of this paper we give 
general lower and upper bounds on U(s,d). It is shown that 
holds for every fixed (s,d) with ~32 and d>2, where Q-+Q and E~+O as d-x. 
Section 3 improves the lower bound of Section 2 by a more complicated argument, 
and Section 4 determines H(s, d) exactly for all d if s < 4, and for infinitely many d if 
SE{6,8,12). 
2. General estimates 
For a graph G, we denote by V(G) and E(G) the set of vertices and edges, 
respectively. Further, d(v) is the degree of a vertex u and for XC V(G), T(X) denotes 
the set of all vertices in V(G)-X which are adjacent to at least one vertex of X. 
According to the well-known K&rig-Hall theorem, a bipartite graph G =(A, B; E) is 
s-matchable if and only if 1 f (X)1 3 1 X 1 for every XC_ A, 1 X 1 <s. Denote by &‘(n, s, d) 
the class of all s-matchable bipartite graphs G = (A, B; E) such that (A I= n and d(v) = d 
for every CEB. Obviously, m(n, s, d)=min 1 BI, where the minimum is taken over all 
GE&(n,s,d). Therefore, in what follows, when investigating the behaviour of O(s,d) 
we will confine ourselves to the class CZZ. At first we will deal with the lower bounds on 
O(s,d). We will need the following result. 
Lemma 2.1. Let G=(A, B; E) be an s-matchable bipartite graph and let 
C = flu{ C’E A: d(v) < 2). Then,fi)r every VEC, there is at most one nontrivial path of length 
less than s in the s&graph induced by C that joins c with some vertex qf‘A having degree 
1 in G. 
Proof. Suppose that P, = {v,ur, . . . . u,) and P2 = {v, wr, . . . . w,} are the vertex sets of 
two nontrivial paths of length less than s from c to vertices u,, w, in A having degree 
1 in G, where v, P1 , P2 are chosen so that IPIuPzJ is as small as possible. This choice 
implies u1 # w1 , which means that if VE A then both neighbours of v belong to PI uPz. 
Let S=(P,uP,)nA and T=(P,uP,)nB. Since d(v)<2 for VES, we have Ir(S)(=ITI. 
The degree restriction in A implies that the two paths cannot merge at a vertex of A, so 
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we have 1 TI < 1 S I- 1. By the length restriction on the paths, this is at most s - 1, which 
means that S is a set contradicting the assumed Kiinig-Hall condition. q 
Lemma 2.2. Let G=(A,k?;E)~sZ(n,s,d), t=Ls/2], and let p he the number of distinct 
paths P of length 2t that start in A,, end in A,, and are disjoint from A;, where 
Ai={t’; ZIEA, d(u)=ij, i=1,2, and A;={u; UEA, d(v)>3f. Let cx=CucA;d(c). Then 
p>(d-l)‘IAI(-(d-l)‘-‘a. (1) 
Proof. For each VEA, define two collections of paths starting at u: Y(u)=(P: P starts 
at v, ends in A,, is disjoint from A;, has length 2t) (i.e. 1 V(P)I=2t+ l), 
9”(v) = (P: P starts at v, ends in A;, has no internal vertices in A;, has length <2t). 
By s-matchability, there is no path of length 2t with both endpoints in A, and 
disjoint from A;. Hence, the set S(u)=Y’(u)u~“(u) contains all paths of length <2t 
from L; to A with no internal points from Aj. For PEP(O), ZIEA, let 
u(p)=l W)l- 1 
2 ’ 
w(P)=(d- l)t-u(P). 
Finally, 1 < u(P)<t, so that 1 d w(P)<(d- l)‘-‘. Since w(P)= 1 for PEG’, we have 
I~‘(41=p~;(“, w(P)- 1 w(P) 
PEP”(U) 
Thus 
p= 1 c w(P)- c 1 w(P). 
IJeA, PEQ(V) UE.41 PEB”(U) 
By Lemma 2.1 each edge incident to Aj is the end of at most one PEU”~~, Y’(u). 
There are r such edges and w(P)<(d - l)‘-’ for each P. So, 
C C w(P)=(d-l)‘cc. 
vs.4, PET(U) 
To finish the proof of (1) it is sufficient to show that 
1 1 w(P)=(d-l)‘-‘IA,1 
UE.41 PE9J(U) 
For i= 1, . . . . t, and UEAi let a, be the number of paths of length 2i starting at u, 
terminating in A,, disjoint from A;, and let bi be the number of paths in Y’(u) of 
length 2i. 
As every vertex of B is of degree d, there are d - 1 paths of length 2 starting at u and 
terminating in A. By s-matchability none of them terminates in AI. So, 
aI=(d-l)-bI. (2) 
For i < t, according to Lemma 2.1, no two of the Ui paths of length 2i, that start at 
u and terminate in AZ can terminate at the same vertex. Each path P of these ai paths 
can be extended in d - 1 different ways to paths of length 2i + 2. To show this, let UEA~ 
be the terminal vertex of P and WEB be the neighbour of u not preceding u on P. If 
WEP then there would be two paths of length <s from u to v, disjoint from Aj which 
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violates Lemma 2.1. Thus, there are ai(d - 1) paths of length 2i + 2 starting at u and 
terminating in A, no internal point of which is in A;. Because bi+ 1 of them terminate 
in A; s-matchability guarantees that none of them terminates in A,, 
Ui+t=Ui(d-l)-hi+, 
Since CPE~.,V)~l(P)=I~‘(~)I=ut, by (2) and (3), 
(3) 
C w(P)=(d- l)‘- i: hi(d- l)z-i. 
PEY’(U) i=l 
Thus, 
=(d- I)‘- i hi@-l)‘-‘+ i bi(d- 1),-i 
=(d- l)‘, 
and we are done. 0 
Theorem 2.3. Let s >, 3, d > 3 he natural numbers. Then 
1 
(d- l)th:‘j + 1 
,< U(s, d). 
Proof. Let G=(A, B; E) be a bipartite graph from d(n,s, d). Put At = {v; UEA, 
d(u)=i}, i=1,2, and A;={v: UEA, d(v)33}. Let cz=CveAid(v). 
Define k by n=(d/2)IBJ+k. i.e. k=n-(d/2)IB(. 
First we will prove that 
IAIl-r>6k-21A,I. (4) 
IA1132k (5) 
To prove (4) we use (EI=(A11+21AzJ+cl and n=IA,(+IA,\+IAjl. Then 2)All+ 
21A,I+21A;I=2n=d(BI+2k=IEI+2k=r+21A,\+lAII+2k. Thus, 
JAIj-r=2k-21AjI. (6) 
Now, ~AII-cc=2k-2~A~I=6k-2(2k+IAj\)36k-2~A,I because (6) also yields 
I A, I >, 2k + I A; I by the trivial inequality t( > 3 I A3 1, and (4) is proved. 
(4) is equivalent to 31 A, Ia6k +cx implying I A, (3 2k+ix>,2k, and (5) follows. 
Let p, t be as in Lemma 2.2. Then, by the degree condition on AZ, and by Lemma 2.1 
thenumberp=C,,,J~‘(v)lsatisfiesp,<2)A,),(JEJ=dIBJ.By(l),applying(4)and(5) 
p~(d-1)‘JAl(-(d-1)‘-‘x=(d-1)‘-‘((d-2)~A1I+()AlI-cw)) 
>,(d-1)‘-‘((d-2)~A,I+(6k-2(A,I))=(d-1)’-’((d-4)(Al)+6k) 
>,(d-l)‘-‘((d-4).2k+6k)=2(d-l)‘k. 
Thus, 
hence 
hence 
So, 
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k=n_4 ,B,$n-+f-I)%, 
;lBl=n-ka,Al 
( 
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and the proof is complete. 0 
Now we proceed to the upper bounds on &s,d). As has been noted in [9], 
m(n,s,d) M,,s,d) 
------d 
no 
n n0 +n 
for any fixed no and n 3 IZ~, i.e. every G = (A, B; E) from &(n, s, d) provides us with an 
upper bound O(s,d)< jBl// Al. We start with an auxiliary result. Recall that the girth of 
a graph G is the length of its shortest cycles. 
Lemma 2.4. Let G=(A, B; E) be a bipartite graph of girth at least 2s, such that the 
distance between any two vertices of degree 1 ofA is at least 2s. Then G is s-matchable. 
Proof. If G is not s-matchable, let SE A be a subset of minimum cardinality such that 
[ N(S)1 <[S 1. If IS 1 <s, then the girth condition implies that the subgraph induced by 
SUN(S) is a forest F, and the minimality of S makes this a tree. Furthermore, the 
distance condition implies that F has at most one leaf in S, so F has at least one leaf in 
N(S). Let S’ be the neighbours in S of the leaves of F that are in N(S). Since IS’1 is at 
most the number of leaves of F in N(S), we have IN(S-S’)l <IS-S’l, contradicting 
the minimality of S. 0 
It is well known that for each pair 923, r32 of natural numbers there exists an 
r-regular graph of girth g (see e.g. [6]). Denote by f(g,r) the minimum possible 
number of its vertices. 
Theorem 2.5. Let s, d, n be natural numbers. If f (s, d) < t then 
2 
O(s,dKd+3. 
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Proof. Letf(s, d) < t. Then there exists a d-regular graph G of girth s on m < t vertices. 
Consider a graph G’ obtained from G by subdividing every edge of G into two, i.e. by 
inserting a new vertex into every edge of G. Obviously, G’ is bipartite, with bipartition 
A = {tl; d(~)=2, V$ V(G)), B= V(G). Further, A has md/2 vertices and the girth of G’ is 
2s. It follows from Lemma 2.3 that 
G’E~ im,s.d . 
c ) 
In order to improve the ratio 1 B\/l A) we ‘split’ one vertex of degree 2 replacing a fixed 
vertex UE,~ with two vertices ul, u2 of degree 1 that are adjacent to the neighbours of u. 
The distance between c’~ and v2 is at least 2s, i.e. the new graph H satisfies the 
assumptions of Lemma 2.4. For H we have 
IBI m <_LL -=_ 
IAl q+l‘$+l d+f 
and the proof is complete. 0 
There are many papers dealing with upper bounds onf(g, r) in general or for some 
special values g and r. As far as we know, the best general upper bound onf(g, Y) has 
been obtained by Sauer [7], saying that for g>3, r33, 
.f(g,r)d2(r-l)g-2, g odd, 
f(g,r)G4(r-l)g-3, g even. 
Applying Theorem 2.5 we obtain 
Theorem 2.6. Let d > 3, s >, 3 be natural numbers. Then 
U(s,d)& 
2 
d d2(d-1)S-2+d 
,fiw s odd, 
U(s, d)& 
2 
d 2d2(d-1)S-3+d 
jbr s even. 
3. An improved lower bound 
In this section we verify a stronger form of Theorem 2.2 by a more complicated 
argument. Although the ‘error term’ in both expressions has the same order of 
0(d-‘-tS/2i), th e next result will turn out to be best possible in several cases, as we 
will see in Section 4. 
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Theorem 3.1. Let s 2 4, d 3 3 be natural numbers. Then 
&s,d)& 
2(d-2) 
d d(d(d-1)“‘2-2) 
for s even, 
0(s,d)& 
d-2 
d d((d- l)(S+1)‘2- 1) 
for s odd. 
Proof. Let G be a graph from &(n, s, d) with partition A, B, where IA I= n. We may 
assume that G has 2n - y edges, with y > 0, else 1 B [/I A I= ) E I /nd already satisfies the 
bound, We show that 
(d-l~‘Z-l+(d-1)“‘2 
d-2 2 
for s even, 
for s odd. 
(7) 
Assuming that (7) is true, for any bipartite graph G =(A, B; E)~d(n, s, d) we have 
IBI P-M 2 Y 
JAl= n 
=_-_ 
d nd’ 
and the theorem follows. 
Set A3={ucA: d(u)=3}, AI+={uEA: d(u)34}, and denote by z,z’ the cardinalities of 
A,, Ai respectively. Further, put 
x= C (d(u)-2). 
USA:, 
Replacing d(u) ~4 by 2d(u)-4 Sd(u) yields 
Now we define sets KC A and KcB. Let 
T,‘,={rxA: d(o)=l} and V,=T(T,). 
For 1 < i < s/2, let 
T=r(&l)-(A3uA;)- and K=T(G)- 
Finally, let zi, z: be the number of edges joining K to Ax, Ak respectively. Note that all 
vertices of Ti for i > 0 have degree 2. 
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It will be shown that 
I To I = x + y + z, 
s - 2 
ITij=lVil for O&i<--- 
2 ’ 
S-l 
~~~=~~_,~(d-l)-(~~_~+z~_,) for l<iC2, 
ITs~21~~(lTs~2-1 I(d-1)-(z,,,-,+zli2~1)), seven. 
By applying (9), (lo), (11) and (12) to 
(9) 
(10) 
(11) 
(12) 
~=I~131~3I+I~kl+lGI+ c lril 
i=l 
and using some estimations, we will obtain (7). 
Since G is bipartite, the total number of edges in G equals CUEAd( i.e. 
2n-y= c d(r)+ c d(r)+ 1 d(r)+ c d(u) 
VEA3 VEAb ue7-o veA-(AjuA;uTo) 
=3z+x+2z’+IT0)+2(n-z-z’-IT,]) 
which gives 1 To\= z + x + y and (9) is proved. 
Denote by C the subgraph of G induced by the subset of vertices u,,sicS,z V+J~. 
Note that by the definition of the V’s and T’s every vertex in T, vi (id s/2) is connected 
in C with some vertex of T, by a path whose length is 2i, 2i + 1, respectively. Applying 
Lemma 2.1 we obtain the following. 
For 06 ib(s-2)/2, every VE t$ is adjacent to precisely one vertex in T. For 
1 di<(s- 1)/2, every VE z is adjacent to precisely one vertex in P’_ 1. (13) 
By (13) we have I Tl< ( L’l, and the definition of Vi implies ( Tl2 I I([, so (10) holds. 
To prove (1 I), observe that there are exactly (d - 1)) K _ 1 ) - Zi _ 1 - zi_ 1 edges between 
Vi _ 1 and K (since d(v) = d for Z’E x _ 1, and each vertex of K _ I has exactly one neighbour 
in uj<i q. By (13) those edges have distinct endpoints in T, so that (11) follows 
by 1 F _ 1 I = I K _ 1 1 (applying (10)). This also implies (12), since d(v) = 2 for UE Tsiz 1. 
By induction, applying (1 l), 
im 1 
I~l=IT,l(d-l)‘- c (zj+z;)(d-1)‘~l-j. 
j=O 
Thus, for s odd, 
(S - 1)/Z 
~=l~l3l~~l+l~kl+l~ol+ c ITI 
i=l 
cs- 11/z (s- 3k12 (s- 1)/Z 
=z+z’+ 7-O c’ (d-l)‘-‘ 1” (zj+z))‘ 2’ (d_I)‘-1-j 
i=O j=O i=j+l 
0 - I)/2 (s- 3112 (s- 3)/2-j 
=z+z’+)TO\ C (d-l)‘- C (Zj+ZJ) C (d-l)k. 
i=O j=O k=O 
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Thus, applying (9) 
n,y(d-lp+1,~2-l+ Z,+x(d-t)(Sfr)!~-f 
, 
d-2 c 
‘s-3’i2Zl(~-~)(~-~)iZ-j_~ 
c d-2 - j=. ’ d-2 
+ ;+~(d-l~~‘:1”-‘“~2~j(d-l)‘;“?‘-i-’)~ 
( j=O 
Denote by qz8 and qz the last two (bracketed) terms. We will prove that both of them 
are nonnegative. In fact, it will turn out that their minimum is achieved when z’ = z = 0. 
This property is easily seen for qzs since among the negative terms zb has the largest 
factor and therefore by (8) the worst case occurs for fixed x when zb =2x and 
z; = z; = ..’ = 0. Since d 3 3, even in this ‘worst case’ we have qz. > z’ + x/(d - 2) > 0. 
To prove qz 20, we need one more observation. Denote by R the set of vertices 
VEA, that have no neighbour outside uobi<s,2 vi. Let WY, WV,, w? be the neighbours of 
UER. Denote by iy the subscript i for which WOE Vi (j= 1,2,3). Now we have 
i”,+i”,+i”,as-3 for UEA,. (14) 
Indeed, otherwise we would have three paths Py (j= 1,2,3) of respective lengths 
2iy+2, that join some vertices of To with U. Setting 
A,={o}u(P~uP,“uP,“)nA and B,=(P,“uP;uP,V)nB, 
we would have T(A,) = B, and 1 B,I + 1 d ) A,/ d s. Thus, A, would not be matchable, 
contradicting our assumptions. 
Now we find the minimum value of qz by investigating the behaviour of iy. For any 
vertex UEA,-R, the most negative contribution to qz arises when v has two neigh- 
bours in V,. For VER, (14) implies that u can have at most one neighbour in Vo. 
Assume that 1~ iz <it;. Replacing those two values by i$ - 1 and iv3 + 1, qz diminishes. 
Thus, the minimum is achieved when z. = 22 and zr = z2 =. .s = 0, implying 
qz3z+d_2/ 9 z>O for d>3. 
For s even, also (12) has to be taken into account. Now a computation similar to 
that given above yields 
s/2 
~=IAl3lA,l+IA&I+ c ITI 
i=O 
s/2- 1 s/2-2 s/2-2-i 
=Z+Z'+lToJ C (d-l)‘- C (Zi+Zf) C (d_l)‘+IT,/2) 
j=O i=O j=O 
3z+z’+lTol 
(d-l)“‘2-1+(d-lY’2 
d-2 2 
s/2-2 
- igo (Zi+Z;) (d~1)“““-1+(d~1)~2~1~i)_~(zs,2_l+z1,2_l)~ 
d-2 
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Again, applying (9) and (14) one can see that the minimum 
z,=&, z;=z,=...= z:,~ =z~,~=O, and then (7) as follows. 
is obtained when zb = 2.x, 
0 
We note that the above theorem is valid for s=3 as well. The proof for this case, 
however, is entirely different from the previous one, and therefore, we found it more 
reasonable to place it in the next section. 
4. Sharp results 
For the sake of completeness, first recall the previously known particular cases. 
Theorem 4.1 (West and Banerjee [IS]). Let s, d he natural numbers where s d 2 or d < 2. 
Then H(s,d)=s/(s+d-1). 
The next result settles the case s = 3. 
Theorem 4.2. For d33, H(3,d)=(2d- 1)/d’. 
Proof. First, we prove that (2d - l)/d2 is an upper bound, by constructing a bipartite 
graph G=(A,B;E) from d(d2,3,d) such that IB(=2d-1, i.e. IBI/IAI=(2d-1)/d’. 
Put 
A=(cij; 1 ~i,j~d), B=(z~; 1 ~ibd-l)ujwi; 1 di<d}. 
The vertices C’ij, 1 < i<d - 1, 1 <,j<d, are of degree 2, where T(Vij)= (zi, wj), while the 
vertices rdj, 1 <j < d, are of degree 1, wj being the only neighbour. Clearly, d(u) = d for 
every c’EB. 
Obviously, no two vij’s have the same neighbourhood, and the vertices of degree 
1 have distinct neighbours. Thus, if the Koning-Hall property did not hold for 
a 3-element set, then there were a “ij of degree 2, the two neighbours of which are 
adjacent to some vertices of degree 1. Since such a “ij does not exist, the upper bound 
follows. 
To show the lower bound, take G =(A, B; E)E.G!(Iz, 3, d) with I BI = m. We will prove 
that m/n>(2d- l)/d2. Put A,={uEA; d(v)=i}. Clearly, if UEAi, i<s-- 1, then there are 
at most i - 1 vertices in Ai having a common neighbour with L’. If an edge eE E has an 
endpoint in Ai, i=1,2, . . . . then define its weight w(e)= l/i. Let the weight w(h) of 
a vertex DEB be the sum of the weights of its incident edges. Since 
c b.BnQ)=CesE w(e)=n, it is enough to prove that the average weight 
,$j=rt, & w(h) 
is at most d2/(2d- 1). Putting A; = ui, 3 Ai, define a partition 
B=B’uBOuBIuB2uB, 
215 
by 
and 
B’= {bgB: r(b)nA, =8} 
B,={~EB-B’: Ir(tl)nA;l=i} for i62, 
leaving 
B,={~EB-B’: IT(u)nAjl33}. 
The weight (the upper bound of the weight) of a vertex beB is given in Table 1. 
Now our aim is to prove that B’ is fairly large with respect to Bo, B1 and B3, which 
will imply that the average weight WB is sufficiently close to d/2. 
Since G is 3-matchable, every UEA, has at most one of its two neighbours outside 
B’. Hence, T(B,)nA,, T(Bl)nA, and T(B,)nA* are pairwise disjoint sets of respect- 
ive cardinalities (d - 1) 1 B, 1, (d - 2) I B, ) and (d - 3) I B, (. The other edge incident to each 
vertex of A, goes to B’. Consequently, there are at least 
edges joining AZ with B’. Since all degrees are equal to d in B, we conclude I B’I 3 ez/d. 
Hence we can group (d- 1 -i)/d vertices of B’ with the vertices of Bi, for i~(0, 1,2}. 
For the average value of Wi in the resulting groups, we have 
d+l+d-l.d 
2 d 2 d2 
d-l 
=- for i=O, 
l+- 
2d-1 
d 
d-2 
l+_- 
for i= 1, 
d-3 
I+7 
for i=2, 
Table 1 
Vertices of Neighbours in 
B A, A2 
B’ 0 
BO I d-l 
El 1 d-2 
4 1 d-3 
B, 1 <d-4 
A’ 
0 
I 
2 
>3 
216 P. H&k, Z. Tuza 
where the inequalities follow from d 3 3. Thus 
d2 
wg<--- 
2d-1 
holds and the theorem follows. 0 
The proof of Theorem 4.2 yields that in every 3-matchable graph G=(A, B; E) with 
1 Ill/l A I=(2d - 1)/d’ the vertices in A have degree 1 or 2. One can also show that the 
construction described in the proof is the unique graph attaining equality on at most 
d2 + 2d - 1 vertices. Note, however, that for n large a great number of non-isomorphic 
extremal graphs can be obtained by interchanging the neighbours within pairs of 
B, -vertices. 
Let g(s,d)=2’Co<i<s/z-i (d- 1)‘. It is well known (see e.g. [6]) thatf‘(s,d)>g(s,d) 
for s even, where ,f(s, d) is the minimum possible number of vertices of a d-regular 
graph with girth s. Further, a simple but lengthy calculation shows that Theorem 3.1 
gives, for s even, 
Combining this with Theorem 2.5 yields the following. 
Theorem 4.3. if‘s, d is a pair of‘ natural numbers, d even, such thatf (s, d) = g(s, d), then 
O(s, d) = 
g(s, d) 
$g(s> d)+ 1 
The required equalityf‘(s, d) = g(s, d) has been shown for the following pairs (s, d): 
s = 4 and arbitrary d (see [6] ), s = 6 and d - 1 is a prime power [4], and s = 8 or 12 and 
d- 1 is a primepower [2]. So the following holds. 
Theorem 4.4. For any natural number d, O(4, d) =&. If d - 1 is a primepower, then 
O(6, d) = 
2(d2-d+ 1) 
d3-d2+d+ 1’ 
O(8, d) = 
2((d-1)4-l) 
d(d-1)4-2 ’ 
H(12, d)= 
2((d-l)“-1) 
d(d-1)6-2 ’ 
One might hope to obtain further exact values of O(s,d) by making use of 
Theorem 4.3. However, Singleton has shown [S] thatJ‘(s, d) > g(s, d) for s$ { 4,6,8,12}, 
so that the possibilities of this approach are nearly exhausted. 
We close the paper with our best estimates for the smallest unsolved case, s= 5. The 
upper bound on H(5,d) is based on a result of Brown [3] who proved 
f(5, r)<2(2r- l)(r-2). The lower bound comes from Theorem 3.1. 
Theorem 4.5. For d 3 6, 
2d2-2d+1 <@5,d)< 
4d2-lOd+4 
d(d2-d+ 1)‘ ‘2d3-5d2+2d+1’ 
Acknowledgment 
The authors are grateful to the anonymous referees for suggestions which led to an 
improvement of the presentation form. 
References 
ItI 
PI 
c31 
M 
c51 
C61 
c71 
181 
c91 
P. Banerjee and J.A. Abraham, Bounds on algorithm-based fault tolerance in multiple processor 
systems, IEEE Trans. Comput. (1986) 2966306. 
CT. Benson, Minimal regular graphs of girths eight and twelve, Canad. J. Math. 18 (1966) 1091-1094. 
W.G. Brown, On the non-existence of a type of regular graphs of girth 5, Canad. J. Math. 19 (1967) 
6444648. 
F. Karteszi, Piani finiti ciclici come risoluzioni di un certo problema di minimo, Boll. Un. Mat. Ital. I5 
(1960) 522-528. 
D.T. Rosenkrantz and SS Ravi, Improved bounds for algorithm-based fault tolerance. Dept. Comp. 
Sci. Tech. Rept. 88-22, SUNY Albany. 
H. Sachs, On regular graphs with given girth. Theory of Graphs and its Applications (Proc. Sympos. 
Smolenice, 1963) (Pub]. House Czechoslovak Acad. Sci., Prague, 1964) 91-97. 
N. Sauer, Extremaleigenschaften regulirer Graphen gegebener Tailenweite. esterreich. Akad. Wiss. 
Math. -Natur. Kl. S.-B. II 176 (1967) 9-25. 
R. Singleton, On minimal graphs of maximum even girth. J. Combin. Theory 1 (1966) 306-322. 
D.B. West and P. Banerjee, Partial matching in degree-restricted bipartite graphs, Congr. Numer. 49 
(I 985) 259-266. 
