Abstract. The fixed point set under a natural torus action on projectivized moduli spaces of simple representations of quivers is described. As an application, the Euler characteristic of these moduli is computed.
Introduction
It is a common theme in moduli theory to consider fixed point sets under torus actions, see for example [9] , Section 3, in the context of moduli of vector bundles, or [13] , Section 4, in the context of H. Nakajima's quiver varieties. As a general principle, the torus fixed points in moduli spaces of objects like representations, sheaves, etc., correspond to certain graded, or equivariant, such objects.
In the ideal case of a smooth projective moduli space and a torus acting with finitely many fixed points, one can apply the Bialynicki-Birula theorem [3] to conclude rationality, to construct cell decompositions and to compute the Betti numbers.
In general, the moduli spaces in question are seldomly projective, and the only known compactifications are usually highly singular. For example, this may be the case when the moduli are constructed as Mumford quotients [12] of stable points; then a natural compactification is often provided by considering the quotient of semistable points. In this case, the localization to torus fixed points can still provide cohomological information on the moduli space (although the method is not strong enough to provide cell decompositions). For example, for equivariantly formal (in the sense of [8] ) moduli, the equivariant cohomology can be computed.
The main theme of the present paper is to apply the localization principle to projectivizations of quiver moduli parametrizing simple representations of quivers, to be introduced and discussed in section 2 (the projectivization being neccessary in order to obtain torus fixed points). Based on an analysis of the fixed points in section 3 (which is complicated by the fact that the moduli spaces in case do not arise as quotients by a free group action), the first main result, Theorem 2.7, gives a description of a set of torus fixed points as a disjoint union of moduli spaces of the same type, that is, of projectived moduli of simple representations for other quivers. In fact, the quivers appearing in this description are 'almost universal abelian coverings' of the original quiver. Therefore, in the course of the proof, some principles of covering theory of finite dimensional algebras have to be studied in the context of simple quiver representations in section 4.
In [14] , it is proven that the number of rational points of models of quiver moduli over finite fields behaves polynomially in the cardinality q of the field. Starting from computer experiments, a formula for the value of the first derivative of these counting polynomials at q ¼ 1 was conjectured (the value at q ¼ 1 of the polynomial itself is almost always zero, corresponding to the fact that the natural torus action on the unprojectivized moduli space does not admit fixed points except in trivial cases). Using some arithmetic geometry, this number can be reinterpreted as the Euler characteristic in cohomology with compact support of the projectivized quiver moduli.
In this form, the conjecture is proven in section 5. Namely, Theorem 2.6 identifies the Euler characteristic in question as the number of cyclic equivalence classes of certain primitive cycles in the given quiver. In fact, the localization techniques of this paper were developed for the purpose of computing this number. This result is proved via iterated localization: by building up a recursion over all quivers and all dimension vectors, one arrives at a finite number of iterated torus fixed points after finitely many applications of Theorem 2.7.
The description of the fixed point set provides an interesting interaction between algebraic geometry and representation theory of quivers: the detection of torus fixed points naturally leads to the study of covering techniques for simple representations. After such methods are developed, they can be successfully applied to the geometry of quiver moduli. The description also motivates consideration of a very special class of combinatorially defined simple representations of quivers, called string representations (Definition 6.1), which are in some sense 'responsible' for aspects of the global topology of the moduli.
Projectivized quiver moduli
Let Q be a quiver with finite set of vertices Q 0 and finite set of arrows Q 1 , which will be written as a : i ! j for i; j A Q 0 . In the following, we will frequently consider the abelian groups
and the subsemigroups NQ 0 (called the lattice of dimension vectors for Q), resp. NQ 1 . On these groups, we have natural Z-gradings by setting the degree of the natural basis elements i (resp. a) to be 1. The degree of a homogeneous element d in either of the two groups is denoted by jdj.
A cycle o ¼ ða 1 ; . . . ; a s Þ at i A Q 0 in Q is a (possibly empty) sequence of arrows 
ðQÞ.
We introduce a non-symmetric bilinear form, the Euler form, on ZQ 0 by
be a dimension vector, and fix complex vector spaces V i of dimension d i for all i A Q 0 . The a‰ne space
The reductive linear algebraic group
GLðV i Þ acts on R d ðQÞ by base change
in such a way that the orbits G d X correspond to the isomorphism classes ½X of representations. The scalar matrices, embedded diagonally into G d , act trivially on R d ðQÞ. Therefore, the action of G d factors through the quotient i .
The following properties of a representation X A R d ðQÞ are equivalent (see [10] ):
(1) The orbit closure G d X contains the point 0 A R d ðQÞ.
(2) All functions t o vanish at the point X . ðQÞ is non-empty, then, by the above, it is a smooth irreducible variety of dimension To define a projectivized version of the moduli space M simp d ðQÞ, we have to recall some concepts of [12] . Given a representation of a reductive algebraic group G on a complex vector space V , one has the notions of stable, resp. semistable, points for the induced action of G on the projective space PV , defined as follows: a point x A PV is called semistable if and only if for some (equivalently, for any) lift v A V of x, the closure of the orbit Gv does not contain 0 A V . The point x is called stable if it is semistable and, additionally, the orbit Gv is closed and of maximal possible dimension. Denote by PV ss (resp. PV s ) the set of semistable (resp. stable) points of PV . Defining the projective variety Y by
there exists a quotient map
and there exists a smooth open subset U of Y such that the restriction of p induces a geometric quotient
We apply this construction of quotients to the projective space PR d ðQÞ of the a‰ne space 
the number of cyclic equivalence classes of primitive cycles of dimension vector d.
As already mentioned in the introduction, this theorem will be proved by localization techniques. The key ingredient is to describe the fixed point set of a natural torus action on PM simp d ðQÞ, which will now be described.
We consider the torus
whose elements will be written as tuples
parametrized by the arrows in Q. Let X ðT Q Þ be the group of characters of T Q , which will always be identified with NQ 1 via the identification of a A NQ 1 with the character
We have a natural right action of T Q on R d ðQÞ by rescaling the linear maps representing the arrows, that is,
Since this action obviously commutes with the G d -action, it descends to a right action of T Q on PM simp d ðQÞ.
We call an element n A NQ 1 indivisible if
Given such an indivisible element n, define a quiverQ Q n as follows: for the set of vertices, we have
The arrows inQ Q n are given as ða; lÞ : ði; lÞ ! ð j; l þ aÞ;
where ða : i ! jÞ A Q 1 and l A ZQ 1 =Zn. We call this quiver the almost universal abelian covering quiver of Q associated to n (omission of the factorization by Zn in the definition constructs the universal abelian covering of Q). We have a natural action of the abelian group ZQ 1 on ðQ Q m Þ 0 given by m Á ði; lÞ ¼ ði; l þ mÞ:
forQ Q n which lift d, by which we mean that
The action of ZQ 1 on ðQ Q n Þ 0 induces an action on NðQ Q n Þ 0 ; we call two dimension vectors equivalent if they belong to the same orbit under this action.
Theorem 2.7. The fixed point set
is isomorphic to the disjoint union of moduli
where n ranges over all indivisible elements of NQ 1 , andd d ranges over all equivalence classes of dimension vectors forQ Q n lifting d.
Detection of fixed points
In this section, we analyze the closed subset
ðQÞ and show that they can be viewed as representations of some covering quiverQ Q n for a dimension vector lifting d.
The starting point for this analysis is the following lemma, which is inspired by [7] , Lemma 1.3:
ðQÞ, and let X be a lift of x in R d ðQÞ. Then there exists a tuple
consisting of a tuple of non-negative integers N Ã ¼ ðN a Þ a A Q 1 , a map of algebraic groups j : T Q ! G d , and a character c A X ðT Q Þ, such that for all t Ã A T Q , we have
Proof. Consider the subgroup
consisting of all pairs À ðg; lÞ; t Ã Á such that
By the assumption of x being a fixed point, the second projection p 2 : H ! T Q is surjective. Since T Q , being a torus, is connected, commutative, and consists of semisimple elements, the successive restrictions of p 2 to the unit component of H, to its reductive part, and to its connected center, all have to remain surjective.
Therefore, there exists a torus T in H such that the restriction of p 2 to T remains surjective. But any surjection of tori is quasi-split, that is, there exist non-negative integers N a for a A Q 1 and a map s : T Q ! T such that
It is now an easy verification that N Ã ¼ ðN a Þ a , c and j fulfill the claimed property. r
We call a datum
ðQÞ as in the above lemma (that is, fulfilling equation (1) for some lift X A R d ðQÞ of x) a fixing datum associated to x. Now assume that a fixing datum ðN Ã ; c; jÞ associated to x is given, fulfilling equation (1) for a specified lift X A R d ðQÞ. We decompose j into components
Assume X is given as a tuple of linear maps
Then, by definition of the actions of T Q and G d on R d ðQÞ, equation (1) can be reformulated as
for all ða : i ! jÞ A Q 1 and all t Ã A T Q .
The map j i provides the vector space V i with the structure of a representation of T Q , for which we have the weight space decomposition
where V l i denotes the l-weight space of V i for each l A X ðT Q Þ. Formula (2) can now be used to detect a kind of grading on the representation X , given by the above l-weight spaces:
Lemma 3.2. For all arrows a : i ! j and all l A X ðT Q Þ, we have
Thus, for all t Ã A T Q , we have by equation (2):
which yields the claim. r
The following lemma shows that the character c in a fixing datum is already determined by the tuple N Ã . Corollary 3.3. Given a fixing datum as above, there exists a unique primitive element
Proof. 
for the weight m defined by
By non-vanishing of the trace of this operator, we have equality of the two weights l, m, and thus
Dividing n by gcdðn a : a A Q 1 Þ if neccessary yields the existence of the desired element n. Uniqueness of such an element n follows from its indivisibility. r A crucial point in the description of the fixed points is the question to what extend a fixing datum ðN Ã ; c; jÞ attached to a fixed point x and a chosen lift X is unique.
We first study the e¤ect of changing the lift X . Assume
is another lift, for a non-zero scalar l A C Ã and a group element g 0 A G d . It follows immediately that equation (1), considered for the lift X 0 , is fulfilled for the fixing datum
Next, choose a tuple m Ã ¼ ðm a Þ a of non-zero integers and consider the isogeny i : T Q ! T Q defined by
A direct calculation then shows that the tuple
is also a fixing datum associated to x for the lift X . ðQÞ is a geometric quotient, we find a non-zero scalar l A C Ã and a group element g 0 A G d such that
Thus, by operation (4) on fixing data, we can assume X 0 ¼ X without loss of generality.
We can use operation (5) 
Applying Corollary 3.3 to both c and c 0 , we arrive at c ¼ c 0 , and thus at
But since X is a simple representation, its automorphism group reduces to the scalars, so
for some character m A X ðT Q Þ. Via operation (6) on fixing data, we conclude the desired equivalence. r
Define an auxilliary quiver G as follows: its set of vertices is
and for each arrow ða : i ! jÞ A Q 1 and each l A X ðT Q Þ, we define an arrow ða; lÞ : ði; lÞ ! ð j; l þ N a a À cÞ in G 1 . Moreover, we define a dimension vectorê e A NG bŷ e e i; l :
Lemma 3.2 now can be reinterpreted as saying that X can be viewed as a representation of G of dimension vectorê e, which is neccessarily a simple representation of G since X is so.
We will now show that X is already supported on a subquiver G 0 of G which depends only on n, and is thus independent of the fixing datum.
Consider the map h : X ðT Q Þ ! X ðT Q Þ; hðaÞ :¼ N a a À c; and recall the indivisible element n A NQ 1 F X ðT Q Þ attached to the fixed point in Corollary 3.3.
Lemma 3.6. The map h induces an embedding X ðT Q Þ=Zn ! X ðT Q Þ.
Proof. We have hðnÞ ¼ P a n a ðN a a À cÞ ¼ P a n a N a a À P a n a c ¼ 0 by Corollary 3.3. Now assume that hðlÞ ¼ 0 for a character l A X ðT Q Þ. Again by Corollary 3.3, we have
Since all N a are non-zero, we have
Since n is indivisible by assumption, we conclude that l is an integer multiple of n. r
We choose a vertex i 0 A Q 0 and a character l 0 A X ðT Q Þ such that
By Lemma 3.6, we see immediately that we have an embedding of quivers H :Q Q n ! G by defining H on vertices and on arrows via
The image G 0 of H is obviously connected, sinceQ Q n is so. Since X is a simple representation, its support is connected and meets G 0 by definition. We conclude that the support of X is contained in G 0 . Thus, X can be viewed as a representation of the covering quiverQ Q n , whose dimension vectord d is given byd d i; l ¼ê e i; l 0 þhðlÞ :
Note again that the choice of n depends only on the given fixed point x by Corollary 3.3.
We finally prove that the dimension vectord d is determined uniquely up to the notion of equivalence of dimension vectors forQ Q n introduced at the end of section 2, for which we have to study the e¤ect of the operations (4), (5), (6) (5) is compensated for by the map h. So it remains to consider operation (6): it a¤ects the weights occuring in the weight space decomposition of all V i by translation by a fixed character m, and thus a¤ects the dimension vectorê e by translation by m. Thus, the same holds for the dimension vectord d, which precisely defines the notion of equivalence on such dimension vectors already considered before formulation of Theorem 2.7.
We summarize our present analysis of T Q -fixed points in PM In the following section, we will formalize this way of viewing X A R d ðQÞ as a representation of a covering quiver, by embedding its projectivized moduli of simple representations into the T Q -fixed points.
Construction of fixed points
Fix an indivisible element n A NQ 1 F X ðT Q Þ as above, and letd d be a dimension vector forQ Q n lifting a dimension vector d. Our aim is to construct a closed embedding
We first construct a map on the level of varieties of representations. Choose vector spaces V i; l of dimensiond d i; l for all i A Q 0 and all l A X ðT Q Þ=Zn, and define
Given a representation
This induces a linear, and thus regular and closed, map of representation varieties
Using the given decomposition of the vector spaces V i , we also have a natural embedding of
such that the map P n becomes equivariant for the induced actions of Gd d . Moreover, P n is obviously equivariant for the C Ã -action simultaneously rescaling the arrows inQ Q n and in Q, respectively. By the universal property of quotients, we thus get an induced closed map
We easily get a converse to Lemma 3.1:
Proof. Choose a tuple N Ã ¼ ðN a Þ a A Q 1 of non-negative integers such that c :¼ 1 jnj P a n a N a a A QQ 1 already belongs to NQ 1 (for example, choose N a ¼ jnj for all a A Q 1 ). Define a map
by sending t Ã via j i to the automorphism of V i which acts as multiplication by hðlÞðt Ã Þ on each V i; l . Equivalently, j i is defined in such a way that each V i; l is precisely the hðlÞ-weight space in the T Q -representation on V i defined by j i , converse to the construction preceding Lemma 3.2.
By the properties of h established in Lemma 3.6, this makes j well-defined. Then we can easily verify that equation (1) holds for each representation Y ¼ P n ðX Þ in the image of P n . We have thus constructed a fixing datum for the image y A PM The following two propositions show that the above map P n induces an embedding on the projectivized moduli of simple representations.
Proof. Let X be a simple representation ofQ Q n and assume that
is a non-zero simple subrepresentation of dimension vector e A NQ 0 of Y ¼ P n ðX Þ. Since Y lies in the set of T Q -fixed points by the previous lemma, we can find a fixing datum ðN Ã ; c; jÞ such that Y fulfills equation (2), that is, we have
for each arrow ða : i ! jÞ A Q 1 and each t Ã A T Q . Fixing an element t Ã A T Q , consider the tuple of subspaces
Using equation (1), we have
thus jðt Ã ÞU is again a simple subrepresentation of Y .
The same computation also yields the following: if u denotes the point of PM simp e ðQÞ corresponding to U, the point u:t N Ã Ã corresponds to the representation jðt Ã ÞU. We can thus conclude that Y contains a direct sum of simple representations corresponding to all points in the T Q -orbit u:T Q of u in PM simp e ðQÞ as a subrepresentation. But Y is a finite dimensional representation, and thus the orbit u:T Q is finite. It is also connected, since T Q is so, and we can conclude that u is a T Q -fixed point in PM simp e ðQÞ. This in turns yields
Thus, we can regard each U i H V i as a subrepresentation of the representation of T Q on V i defined by j i , and hence U i is compatible with the corresponding decomposition into isotypical components. Since the map h is injective by Lemma 3.6, the spaces V i; l are precisely these isotypical components, and thus U i is compatible with the V i; l , that is,
We conclude that U can already by regarded as a non-zero subrepresentation of X , and thus U ¼ X by simplicity of X . This proves simplicity of Y . r Proposition 4.3. If X and X 0 are simple representations ofQ Q n such that the Qrepresentations P n ðX Þ and P n ðX 0 Þ are isomorphic, then X and X 0 are already isomorphic.
Proof. The strategy of this proof is similar to the previous one. Denote
be an isomorphism of Y and Y 0 . By definition, this means
for all ða : i ! jÞ A Q 1 . Choose a fixing datum ðN Ã ; c; jÞ such that Y and Y 0 fulfill equation (2) . Then, for all t Ã A T Q and all ða : i ! jÞ A Q 1 , we have:
which gives
for all a A Q 1 . Since both Y and Y 0 are simple representations by Proposition 4.2, we can apply Schur's Lemma to conclude that
is a scalar multiple of g for all t Ã A T Q . Similar to the proof of Lemma 3.1, we consider the subgroup
consisting of pairs ðt Ã ; aÞ such that
By the above, the projection p of T to T Q is surjective. It is obviously injective, thus it defines an isomorphism
Composing the inverse of p with the projection of T to C Ã yields a character a of T Q such that
for all t Ã A T Q . As in the proof of Proposition 4.2, we now consider each vector space V i as a representation of T Q via j i . It is now easy to see that each g i induces an isomorphism between the l-weight space and the ðl þ aÞ-weight space, for each l A X ðT Q Þ. But V i is finite dimensional, thus
We conclude that the isomorphism g fixes each weight space, and can thus be regarded as an isomorphism of the representations X and X 0 ofQ Q n . r
This proposition allows us to conclude that the map
ðQÞ is a closed embedding.
We can now combine the results of this and the previous section to prove Theorem 2.7: is isomorphic to the disjoint union of moduli
Proof. By the previous proposition, we have a system of closed embeddings ðQÞ puts strong restrictions on the pairs ðn;d d Þ which have to be considered. We get the following five non-empty fixed point components (an arrow ')' (resp. '!') represents an arrow ofQ Q n covering a (resp. b); the numbers at the vertices represent entries of the dimension vectors):
Computation of the Euler characteristic
The aim of this section is to prove Theorem 2.6, utilizing the localization theorem 2.7. Therefore, we have to relate classes of primitive cycles in Q and in the covering quiversQ Q n .
We start by studying cycles in the covering quiversQ Q n . We have a natural map of quivers P n :Q Q n ! Q forgetting the class of the character l; more precisely, P n maps a vertex ði; lÞ to the vertex i and an arrow ða; lÞ to the arrow a. Fixing an arrow a : i ! j in Q 1 and a vertex ði; lÞ A ðQ Q n Þ 0 lifting i, we note that, by definition ofQ Q n , there exists a unique arrow ða; lÞ : ði; lÞ ! ð j; l þ aÞ inQ Q n lifting a and starting at ði; lÞ.
Now assume that
is a cycle inQ Q n . Then, by the definition of the arrows inQ Q n , we have
and thus
Denoting by o ¼ ða 1 ; . . . ; a s Þ the projection ofô o via P n , we see that
To summarize, we have proved:
Lemma 5.1. A cycleô o inQ Q n projecting to a cycle o in Q is uniquely determined by o and its initial vertex ði 0 ; l 0 Þ A NðQ Q n Þ 0 . Moreover, the weight joj of o is a multiple of n. 
Proof. Obviously, the projection P n induces a well-defined map So each p n;d d restricts to a map
To prove the claimed bijection, we will now show that each class of a primitive cycle o ¼ ða 1 ; . . . ; a s Þ at i A Q 0 in Q admits a lift via a unique (up to equivalence of dimension vectorsd d ) map p n;d d .
To prove existence, we consider the unique primitive element n such that joj is a multiple of n, and we choose an arbitrary l A ZQ 1 . Lemma 5.1 guarantees existence of a unique cycle inQ Q n lifting o and having inital vertex ði; lÞ, which is necessarily primitive, since o is so. Its dimension vector is obviously a lift of d.
Conversely, assume that the class of o belongs to the image of some p n;d d . Then joj is a multiple of n, defining n uniquely. A final application of Lemma 5.1 shows that a lifting cycle is uniquely determined up to some translation in the dimension vectord d. r
We need another preliminary lemma, which will function as the starting point of an induction. Proof. Assume without loss of generality that the support of d equals Q. Equality of the cardinality of the supports implies that, for each i A Q 0 , there exists a unique lðiÞ A ZQ 1 =Zn such thatd d i; lðiÞ 3 0. By definition of the arrows inQ Q n , we see that the projection P n induces an isomorphism of quivers
Since there exists a simple representation of Q of dimension vector d, the quiver Q is strongly connected by Theorem 2.5. Choosing a cycle o in Q, Lemma 5.1 and the above isomorphism of quivers show that joj is already a multiple of n A NQ 1 . Thus, any two cycles in Q have proportional weights. But this already implies that Q is a single cycle quiver. Theorem 2.5 now provides the claimed properties of d. r
After these combinatorial preparations, we turn to the topological aspects.
Proofs of the following localization principle can be found, for example, in [2] , [5] , [6] : Moreover, by the long exact sequence for cohomology with compact support, the Euler characteristic behaves additively with respect to disjoint unions. Theorem 2.7 therefore immediately implies:
components are single cycles, so they both contribute by 1 to the overall Euler characteristic. The first component has to be further localized, yielding a four-cycle
Thus, we see that the Euler characteristic w c À PM simp d ðQÞ Á equals 3.
Comments
In this final section, we comment on the two main results Theorem 2.7 and Theorem 2.6 and give some examples.
The first comment concerns a more structural interpretation of Theorem 2.6: the 0-th Hochschild homology of the path algebra of a quiver Q can be computed as the path algebra modulo the linear subspace spanned by commutators. It is easy to see that this space is spanned by cyclic equivalence classes of cycles in Q, thus
Co;
yielding a natural NQ 0 -grading on HH 0 ðCQÞ.
The prominent role of the primitive cycles in the present setup then draws attention to a (rather weak) additional structure on HH 0 ðCQÞ, namely the p-th power maps T p , mapping the cyclic equivalence class of a cycle o to the class of o p . This operation allows us to define the primitive part ðQ m Þ Á equals the number of primitive necklaces of length d with beads of m colours, a number which appears in many algebraic and combinatorial interpretations. One prominent such interpretation is the dimension of the degree d-component of the free Lie algebra in m generators (see [15] ). We have the explicit formula:
where m denotes the number-theoretic Moebius function.
Given this relation with the free Lie algebra L ðmÞ , one can speculate whether L ðmÞ or some related algebra might be constructed using some kind of convolution construction on the moduli spaces PM simp d ðQ m Þ.
