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ESSENTIAL SELF-ADJOINTNESS OF PERTURBED BIHARMONIC
OPERATORS VIA CONFORMALLY TRANSFORMED METRICS
OGNJEN MILATOVIC AND HEMANTH SARATCHANDRAN
Abstract. We give sufficient conditions for the essential self-adjointness of perturbed bihar-
monic operators acting on sections of a Hermitian vector bundle over a Riemannian manifold
with additional assumptions, such as lower semi-bounded Ricci curvature or bounded sectional
curvature. In the case of lower semi-bounded Ricci curvature, we formulate our results in terms
of the completeness of the metric that is conformal to the original one, via a conformal factor
that depends on a minorant of the perturbing potential V . In the bounded sectional curvature
situation, we are able to relax the growth condition on the minorant of V imposed in an ear-
lier article. In this context, our growth condition on the minorant of V is consistent with the
literature on the self-adjointness of perturbed biharmonic operators on Rn.
1. Introduction
The topic of essential self-adjointness of Schro¨dinger operators on Rn, along with various ap-
plications in mathematical physics, has been studied thoroughly over the past hundred years.
The accounts of some of the most important developments are given in the books [10, 19, 25]
and in the paper [32]. The starting point for the exploration of this theme in the context of
Riemannian manifolds is the article [11], where the essential self-adjointness of the scalar Lapla-
cian and Hodge Laplacian on a complete Riemannian manifold was established. After about two
decades, this result was generalised by the author of [9], who proved the essential self-adjointness
of (positive integer) powers of the scalar Laplacian. Around the same time, the author of [8]
used hyperbolic equation techniques to prove the essential self-adjointness of (positive integer)
powers of first-order operators, thus incorporating the self-adjointness of powers of the Hodge
Laplacian.
The 1990s opened up avenues for the exploration of the self-adjointness problem for Schro¨dinger
operators on Riemannian manifolds (including those acting on sections of a Hermitian vector
bundle). This (ongoing) investigation has resulted in quite a few articles, of which we mention [3,
4, 5, 13, 15, 16, 20, 23, 24, 30, 31] here and refer the reader to the book [14] for additional
references.
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Before proceeding further, let us recall (see [28]) that the square of the Laplacian (also known
as the biharmonic operator or bi-Laplacian) appears in the study of mechanics of elastic plates,
hydrodynamics (slow flows of viscous fluids), and elasticity theory. Naturally, one is lead to the
problem of finding sufficient conditions for the (essential) self-adjointness of a perturbation of
the biharmonic operator by a potential. An important study in this regard is the paper [22]
concerning the operators P +V , where P is an elliptic differential operator of order 2m, m ∈ N.
As a corollary of the principal result of [22], it was established that ∆2 + V , where ∆ is the
standard Laplacian on Rn and V ∈ L∞loc(Rn), is essentially self-adjoint on C∞c (Rn) if V (x) ≥
−q(|x|), where q ≥ 1 is a non-decreasing function such that q(s) = O(s4/3). Soon after, the
author of [6] considered the operator (−∆)m + V , where m ∈ N and V ∈ L∞loc(Rn), and showed
(here we only describe a special case of his result form = 2) that ∆2+V is essentially self-adjoint
if (i) ∆2 + V is semibounded from below on C∞c (R
n) and (ii) V (x) ≥ −q(|x|), for all x ∈ Rn,
where q : [0,∞) → [1,∞) is a C2-function such that ∫∞0 q−1/4(t) dt = ∞, |(q−1/4)′| ≤ C and
|(q−1/4)′′| ≤ Cq1/2, for some constant C.
One of the difficulties with extending the results from the preceding paragraph to a geodesically
complete Riemannian manifold (M,g) stems from the fact that the quadratic form for ∆2g is
“driven” by ∆g, the non-negative scalar Laplacian on M , which means that localising the prob-
lem requires a sequence of Laplacian cut-off functions (described in section 4.1 below). Very
recently, the authors of [2] proved the existence of such a sequence on a geodesically complete
Riemannian manifold whose Ricci curvature is lower semibounded by a (possibly unbounded)
non-positive function depending on dg(x0, ·), the distance from a fixed reference point x0. Under
these geometric assumptions, together with the hypothesis V (·) ≥ −q(dg(x0, ·)), where V ∈ L∞loc
and q ≥ 1 is a non-decreasing function such that q(s) = O(s), the essential self-adjointness of
∆2B + V on C
∞
c (E), where ∆B is the Bochner Laplacian on a Hermitian vector bundle E over
M , was established in the paper [21].
In theorems 2.1 and 2.7 of the present article (with the latter result pertaining to lower semi-
bounded operators), the sufficient conditions for the (essential) self-adjointness of L = ∆2B + V ,
with ∆B as in the preceding paragraph, are expressed in terms of the completeness of the met-
rics g˜ := Qαg, where g is the original metric on M , Q ≥ 1 is a smooth function satisfying
V (x) ≥ −Q(x) for all x ∈ M , and α = −3/2 (or α = −1/2). These theorems complement the
main result of [21] and serve as analogues of the results established in [3, 20, 24, 30, 31] in the
setting of Schro¨dinger operators. The objective of the method used in theorem 2.1 is to show
that the “maximal operator” Lmax := (L|C∞c )∗ is symmetric (here T ∗ stands for the adjoint
of T ), while in the situation of theorem 2.7, the goal is to show that the closure of L|C∞c is
“semimaximal” (see definition 3.17 for the meaning of the latter term). The slight difference
in two approaches is due to the presence of lower semiboundedness assumption in theorem 2.7,
which enables us to use an abstract lemma from [6]. The key step in the method, common
to both theorems, is to establish the finiteness of the “energy-type” integrals ‖Q−1/4∇u‖ and
‖Q−1/2∆Bu‖ for all u ∈ Dom(Lmax), where ∇ is the covariant derivative on E and ‖ · ‖ is the
L2-norm. This is accomplished through a sequence of estimates relying on the Laplacian cut-off
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functions (with properties as in section 3.1). After that, we bring in the metric g˜ = Qαg with
appropriate α < 0, a device used in [30, 31] for the Schro¨dinger operator situation, and use this
metric (which we assume to be complete) in combination with the finiteness of the “energy-
type” integrals to finish the proofs of the theorems. The idea to arrive at the self-adjointness
of Schro¨dinger operators (or, more generally, differential operators of order 2m) on Rn through
the finiteness of the “energy-type” integrals can be traced back to the papers [27] and [7], re-
spectively, and subsequent adaptations of this idea (with appropriate refinements) to various
Schro¨dinger-type operators on manifolds can be found in [3, 20, 24, 30, 31].
In contrast to the Schro¨dinger operator situation, where the completeness of the transformed
metric g˜ is sufficient to guarantee the existence of appropriate “first-order” cut-off functions,
here we need to ensure that, in addition to the completeness of g˜, the Ricci curvature tensor
Ricg˜ (obtained by transforming Ricg as in proposition A.6) is lower semi-bounded. As seen in
the statements of corollaries 2.4 and 2.9, this imposes some restrictions on dQ and Hessg(Q),
the Hessian of Q with respect to g. These restrictions, in turn, place additional limitations on
the growth of the function Q. Nevertheless, in the context of complete manifolds (M,g) with
bounded sectional curvature Secg (see theorems 2.5 and 2.10, the latter one pertaining to lower
semi-bounded operators), we are able to use the method of “energy-type” integrals without
reliance on the (sectional) curvature transformation formula. Concerning the perturbation V ∈
L∞loc, in theorems 2.5 and 2.10 we assume that V (x) ≥ −(f ◦ rg)(x) for all x ∈ M , where
f : (0,∞)→ [1,∞) is a smooth non-decreasing function and rg is the distance corresponding to g
from a fixed reference point. Here, the growth of f is controlled by the condition
∫∞
0 f
−ρ/4(t) dt =
∞ with ρ = 3 (respectively, ρ = 1) and some conditions on the first and second derivative of
f . Theorems 2.5 and 2.10 lead to examples 2.6 and 2.11 (the latter example pertains to lower
semi-bounded operators), which allow f(t) = (t+1)4/3 and f(t) = (t+1)4 respectively. Neither
of these examples can be handled using theorem 2.1 from [21], which imposes the restriction
f(t) = O(t). The growth of f in examples 2.6 and 2.11 is consistent with the conditions on f
imposed, respectively, in the articles [22] and [6] in the context of fourth-order operators on Rn.
Let us outline the contents of the paper. In section 2, we explain the notation we will be using
and define the operators we will be working with. We also state the main theorems and describe
two examples. In section 3 we establish the key estimates that will be needed in the proofs of
the main theorems. In sections 4 and 6 we give the proofs of the main results, and we prove the
corollaries accompanying the first and the third theorem in section 5. Finally, in the appendix,
we recall some formulas used in various parts of the paper.
2. Notation and statement of main theorems
Throughout this paper, M will denote a smooth connected Riemannian n-manifold without
boundary. Given a Riemannian metric g on M , we can form the Laplace-Beltrami operator on
functions, which we will always denote by ∆g. The symbol dµ will indicate the volume form
associated to g. The Riemannian metric g defines a norm on all tensor powers of the tangent
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bundle and cotangent bundle associated toM . We will denote this norm by | · |, and often denote
the inner product by 〈·, ·〉; the context will make it clear as to which bundle we are applying it
to. When needing to emphasize the metric g, we will be using the notations | · |g and 〈·, ·〉g .
Fixing a reference point x0 ∈M , we define
rg(x) := dg(x0, x), (2.1)
where dg denotes the Riemannian distance function associated to g. Furthermore, for x0 ∈ M
and κ > 0 we define
Bκ(x0) := {x ∈M : rg(x) < κ}.
The symbols Ricg and Secg will stand for the Ricci curvature and sectional curvature cor-
responding to the metric g. In this article, the inequality Ricg ≥ −K for some constant
K ≥ 0 will be understood in the following sense: for all x in M and all X ∈ TxM , we have
Ricg(X,X) ≥ −K〈X,X〉g.
We will fix a smooth Hermitian vector bundle (E, h) over M , with Hermitian metric h. We will
also fix a Hermitian connection ∇ on E. We note that the two metrics h and g can then be used
to define metrics on tensor powers of E with the tangent and cotangent bundles of M . We will
simply denote these induced metrics by 〈·, ·〉, and the associated norms by | · |; the context will
make it clear as to which bundle we are working on.
The notations C∞(M), C∞c (M) will indicate smooth functions and smooth functions with com-
pact support on M respectively. Similarly, the symbols C∞(E) and C∞c (E) will denote smooth
sections and smooth sections with compact support on E respectively.
For f ∈ C∞(M), the symbol Hessg(f) will be understood as Hessg(f) := ∇lc,gdf , where ∇lc,g
is the covariant derivative on T ∗M induced from the Levi–Civita connection on (M,g) and d is
the standard differential.
The notation L2(E) will indicate the Hilbert space of square integrable sections of E, with inner
product
(u, v) :=
∫
M
h(u, v)dµ.
The associated L2-norm will be denoted by
||u|| :=
(∫
M
|u|2dµ
)1/2
,
where |u|2 = h(u, u).
The symbol W k,ploc (E), 1 ≤ p ≤ ∞, will stand for the local Sobolev spaces of Lp-type sections,
with k indicating the highest order of derivatives. For k = 0, we simply write Lploc(E). The
space of compactly supported elements of W k,ploc (E) will be denoted by W
k,p
comp(E). In the case
E =M × C, we will use the symbols W k,ploc (M) and W k,pcomp(M).
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The formal adjoint of ∇ with respect to (·, ·) will be denoted by ∇†, with the associated Bochner
Laplacian being given by ∆B := ∇†∇. In the case E = M × C and ∇ = d, the operator ∆B
becomes the usual Laplace-Beltrami operator ∆g := d
†d. We will be studying perturbations of
the biharmonic operator, associated to the Bochner Laplacian on E, defined by
L := (∆B)
2 + V,
where V is a linear self-adjoint bundle map in L∞loc(EndE).
We now state the principal results of the paper.
Theorem 2.1. Let (M,g) be a Riemannian manifold and let (E, h) be a Hermitian vector
bundle over M , with Hermitian metric h. Fix a Hermitian connection ∇ on E. Let V be a
self-adjoint endomorphism of E with V ∈ L∞loc(EndE). Let Q : M → [1,∞) be a function in
C∞(M) satisfying
(i) |dQ|g ≤ CQ5/4,
(ii) |∆gQ| ≤ CQ3/2,
for all x ∈ M , where C ≥ 0 is some constant. Suppose V (x) ≥ −Q(x) for all x ∈ M .
Furthermore, suppose that the metric g˜ := Q−3/2g is complete. Lastly, assume that Ricg ≥ −K1
and Ricg˜ ≥ −K2 for some constants Kj ≥ 0, j = 1, 2. Then L is essentially self-adjoint on
C∞c (E).
Remark 2.2. Keeping in mind the condition Q ≥ 1, we see that the completeness of Q−3/2g
implies the completeness of g.
Remark 2.3. The assumption of boundedness from below by a constant for Ricg and Ricg˜ in
theorem 2.1 (and theorem 2.7 below) may be weakened so that Ricci curvatures Ricg andRicg˜ are
bounded from below by certain (non-positive) functions (as in corollary of 2.3 of [2]) depending
on the distances dg(·, x0) and dg˜(·, x0) from a fixed reference point x0, respectively.
Corollary 2.4. Let (M,g) be a Riemannian manifold and let E be a Hermitian vector bundle
over M with Hermitian connection ∇. Assume that Ricg ≥ 0. Let Q :M → [1,∞) be a function
in C∞(M) satisfying
|dQ|g ≤ CQ1/4, |Hessg(Q)|g ≤ CQ−1/2,
for all x ∈ M , where C ≥ 0 is some constant. Assume that the metric Q−3/2g is complete and
V ≥ −Q. Then, L is essentially self-adjoint on C∞c (E).
The next theorem is concerned with manifolds of bounded sectional curvature.
Theorem 2.5. Let (M,g) be a Riemannian manifold with |Secg|g ≤ K3, where K3 ≥ 0 is
a constant. Let (E, h) be a Hermitian vector bundle over M , with Hermitian metric h. Fix a
Hermitian connection ∇ on E. Let V be a self-adjoint endomorphism of E with V ∈ L∞loc(EndE).
Let f : [0,∞)→ [1,∞) be a function satisfying the following properties:
(i) f is smooth and non-decreasing,
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(ii)
∫∞
0 f
−3/4(t) dt =∞,
(iii) |f ′(t)| ≤ Cf5/4(t), for all t ≥ 0,
(iv) |f ′′(t)| ≤ Cf3/2(t), for all t ≥ 0,
where C ≥ 0 is some constant. Suppose V (x) ≥ −(f ◦ rg)(x) for all x ∈ M , where rg is as
in (2.1). Then L is is essentially self-adjoint on C∞c (E).
The following example illustrates theorem 2.5:
Example 2.6. Let (M,g) be a complete Riemannian manifold satisfying the property |Secg|g ≤
K3, where K3 ≥ 0 is some constant. Let E be a Hermitian vector bundle over M with a
Hermitian connection ∇. Let f(t) = (t + 1)4/3, where t ≥ 0. Suppose that V is a self-adjoint
endomorphism such that V ∈ L∞loc(EndE) and V (x) ≥ −f(rg(x)), for all x ∈ M , where rg
is as in (2.1). It is easy to check that the function f satisfies the hypotheses of theorem 2.5.
Therefore, L is essentially self-adjoint on C∞c (E). We point out that for this example we cannot
use theorem 2.1 from [21], which imposes the requirement f(t) = O(t). 
The last two theorems pertain to lower semi-bounded operators.
Theorem 2.7. Assume that the hypotheses of theorem 2.1 are satisfied with the following change:
instead of the completeness of the metric Q−3/2g, assume the completeness of g˜ := Q−1/2g. (Now
g˜ in the notation Ricg˜ refers to g˜ = Q
−1/2g). In addition to the hypothesis V ≥ −Q, with Q as
in theorem 2.1, assume that there exists a constant K4 ≥ 0 such that
(Lu, u) ≥ −K4‖u‖2 (2.2)
for all C∞c (E). Then L essentially self-adjoint on C
∞
c (E).
Remark 2.8. Keeping in mind the condition Q ≥ 1, we see that the completeness of the metric
Q−1/2g does not imply the completeness of Q−3/2g. Therefore, theorem 2.7 is not contained in
theorem 2.1.
Corollary 2.9. Let (M,g) be a Riemannian manifold and let E be a Hermitian vector bundle
over M with Hermitian connection ∇. Assume that Ricg ≥ 0. Let Q :M → [1,∞) be a function
in C∞(M) satisfying
|dQ|g ≤ CQ3/4, |Hessg(Q)|g ≤ CQ1/2,
for all x ∈ M , where C ≥ 0 is some constant. Assume that the metric Q−1/2g is complete
and V ≥ −Q. Furthermore, assume that L satisfies (2.2). Then L is essentially self-adjoint on
C∞c (E).
Theorem 2.10. Assume that the hypotheses of theorem 2.5 are satisfied with the following
change: instead of the condition (ii), assume that∫ ∞
0
f−1/4(t) dt =∞.
In addition to the hypothesis V (x) ≥ −(f ◦ rg)(x), where rg is as in (2.1), assume that (2.2) is
satisfied. Then L essentially self-adjoint on C∞c (E).
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The following example illustrates theorem 2.10:
Example 2.11. Here we use the same description as in example 2.6 with the following change: let
f(t) = (t+1)4, where t ≥ 0. In addition to the hypothesis V (x) ≥ −f(rg(x)), assume that (2.2)
is satisfied. Again, one easily checks that f satisfies the hypotheses of theorem 2.10. Therefore,
L is essentially self-adjoint on C∞c (E). As in the case of example 2.6, we cannot use theorem
2.1 from [21] here. 
3. Preliminary lemmas
3.1. Cut-off functions. In this section, M is a Riemannian manifold with metric g. In order
to obtain suitable localised derivative estimates, we will assume that (M,g) is equipped with a
sequence of cut-off functions {χk}, k ∈ N, with the following properties:
(e1) For all x ∈M and all k ∈ N, we have 0 ≤ χk(x) ≤ 1.
(e2) χk ∈W 4,∞comp(M), where, in the Sobolev space notation, 4 indicates the highest derivative
and ∞ indicates the L∞-space.
(e3) For all x ∈M , we have lim
k→∞
χk(x) = 1.
(e4) If Q ∈ C∞(M) is a function such that Q ≥ 1 and if we set ψk := χ4kQ−1/2, then ψk
satisfies the following estimates:
|dψk|g ≤ Cχ3kQ−1/4 and |∆gψk| ≤ Cχ2k,
where C > 0 is a constant independent of k.
Remark 3.2. As we will see later, the existence of a sequence {χk} with properties (e1)–(e4) is
guaranteed under additional geometric assumptions on (M,g) (such as completeness of g and
boundedness from below of Ricg) and additional requirements on Q.
Remark 3.3. With Q and {ψk} as in (e4), we see that 0 ≤ ψk ≤ 1 and ψk ∈ W 4,∞comp(M).
Furthermore, if u ∈W 4,2loc (E), then ψku ∈W 4,2comp(E).
To simplify the notations in the remainder of the section, the symbol | · | refers to the norm
with respect to g or the metrics induced on T ∗M and T ∗M ⊗E from g and the metric h of the
bundle E.
3.4. Key estimates. Here we establish the key estimates used in the proofs of the main theo-
rems of this paper. For all lemmas of this section, we assume that M is a Riemannian manifold
with metric g. Additionally, we assume that Q : M → [1,∞) is a function belonging to C∞(M).
Furthermore, we assume that (E, h) is a Hermitian vector bundle overM , with Hermitian metric
h and Hermitian connection ∇. We also assume that V is a self-adjoint endomorphism of E with
V ∈ L∞loc(EndE) and, starting from lemma 3.9, we assume that V (x) ≥ −Q(x) for all x ∈M .
We start with some operator theoretic preliminaries. We define the minimal operator associated
to L = (∆B)
2+V , where ∆B = ∇†∇, by Lmin := ∆2B+V with Dom(Lmin) = C∞c (E). We define
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the maximal operator associated to L by Lmax := (Lmin)
∗. It is well known that the operator
Lmax can be described as follows: Lmaxu = Lu with Dom(Lmax) = {u ∈ L2(E) : Lu ∈ L2(E)},
where Lu is understood in the sense of distributional sections.
We remark that Dom(Lmax) ⊆W 4,2loc (E), which follows from elliptic regularity.
For u ∈ Dom(Lmax), we define the following functionals:
J0[u] := ||u||, J1[u] := ||Q−1/4∇u||, J2[u] := ||Q−1/2∆Bu||.
The key point of this section is to prove the finiteness of J1[u] and J2[u], when u ∈ Dom(Lmax).
In order to do this, we will make use of localised versions of J1 and J2:
J
(k)
1 [u] := ||χ3kQ−1/4∇u||, J (k)2 [u] := ||χ4kQ−1/2∆Bu||,
where u ∈ Dom(Lmax), and the functions {χk} are as in section 3.1.
Let ψk be as in (e4). We start by observing that for all u ∈ Dom(Lmax), we have the following
formula:
(L(ψku), ψku) = (∆
2
B(ψku), ψku) + (V (ψku), ψku) = (∆B(ψku),∆B(ψku)) + (V u, ψ
2
ku)
= (∆B(ψku),∆B(ψku)) + (Lu,ψ
2
ku)− (∆2Bu, ψ2ku),
where in the second equality we used integration by parts, which is allowed because (see re-
mark 3.3) we have ψku ∈W 4,2comp(E). After taking real parts on both sides, we obtain
(L(ψku), ψku) = Re(ψ
2
kLu, u) + Pψk [u], (3.1)
where Pψk [u] := (∆B(ψku),∆B(ψku))−Re(∆2Bu, ψ2ku).
We then have the following lemma:
Lemma 3.5. Let ψk be as in (e4). Then, for all u ∈ Dom(Lmax) we have
Pψk [u] = 4||∇(dψk)#u||2 + ||u∆gψk||2 − 4Re(∇(dψk)#u, u∆gψk) + 2Re(∆Bu, u|dψk|2),
where (dψk)
# is the vector field corresponding to the form dψk via the metric g.
Proof. Using the product rule for the Laplacian, proposition A.2(ii), we find
(∆B(ψku),∆B(ψku)) = (ψk∆Bu− 2∇(dψk)#u+ u∆gψk, ψk∆Bu− 2∇(dψk)#u+ u∆gψk)
= (ψk∆Bu, ψk∆Bu) + 4(∇(dψk)#u,∇(dψk)#u) + (u∆gψk, u∆gψk)
− 4Re(ψk∆Bu,∇(dψk)#u) + 2Re(ψk∆Bu, u∆gψk)
− 4Re(∇(dψk)#u, u∆gψk). (3.2)
We also have
Re(∆2Bu, ψ
2
ku) = Re(∆Bu,∆B(ψ
2
ku)) = Re(∆Bu, ψ
2
k∆Bu− 2∇(dψ2
k
)#u+ u∆gψ
2
k)
= (ψk∆Bu, ψk∆Bu)− 4Re(∆Bu, ψk∇(dψk)#u) + 2Re(∆Bu, uψk∆gψk)
− 2Re(∆Bu, u|dψk|2),
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where in the last equality we used the formulas dψ2k = 2ψkdψk and ∆gψ
2
k = 2ψk∆gψk − 2|dψk|2.
Using these two computations, we then see that
Pψk [u] = (∆B(ψku),∆B(ψku))−Re(∆2Bu, ψ2ku)
= 4||∇(dψk)#u||2 + ||u∆gψk||2 − 4Re(∇(dψk)#u, u∆gψk) + 2Re(∆Bu, u|dψk|2).

Lemma 3.6. Let ψk be as in (e4). Then, for all u ∈ Dom(Lmax) we have
|Pψk [u]| ≤ C
(
(J0[u])
2 + J0[u]J
(k)
1 [u] + (J
(k)
1 [u])
2 + J0[u]J
(k)
2 [u]
)
,
where C > 0 is a constant independent of k and u.
Proof. Using the triangle inequality, from lemma 3.5 we get
|Pψk [u]| ≤ 4||∇(dψk)#u||2 + ||u∆gψk||2 + 4|(∇(dψk)#u, u∆gψk)|+ 2|(∆Bu, u|dψk|2)|.
We then estimate each term on the right hand side of the above inequality.
We start with the term ||∇(dψk)#u||2 and obtain
||∇(dψk)#u||2 =
∫
|∇(dψk)#u|2dµ ≤
∫
|dψk|2|∇u|2dµ ≤
∫
Cχ6kQ
−1/2|∇u|2dµ = C(Jk1 [u])2,
where to get the second inequality we used (e4), and to get the first inequality we have used the
fact that
|∇(dψk)#u| = |tr(dψk ⊗∇u)| ≤ |dψk||∇u|.
The term ||u∆gψk||2 is estimated by
||u∆gψk||2 =
∫
|u∆gψk|2dµ ≤ C||u||2 = C(J0[u])2,
where we used (e1) and (e4) to get the inequality.
Using (e4) together with Cauchy–Schwarz inequality, the term 4|(∇(dψk)#u, u∆gψk)| is estimated
by
4|(∇(dψk)#u, u∆gψk)| ≤ 4
∫
|dψk||∇u||u||∆gψk|dµ ≤ C
∫
χ3kQ
−1/4|∇u||u|dµ
≤ C
(∫
χ6kQ
−1/2|∇u|2dµ
)1/2(∫
|u|2dµ
)1/2
= C(J
(k)
1 [u])(J0[u]),
where the second inequality is obtained by using the property χ5k ≤ χ3k.
Finally, the term 2|(∆Bu, u|dψk|2)| is estimated analogously to the preceding one:
2|(∆Bu, u|dψk|2)| ≤ C
∫
|u|Q−1/2χ6k|∆Bu|dµ ≤ C
(∫
|u|2dµ
)1/2(∫
Q−1χ8k|∆Bu|2dµ
)1/2
= C(J0[u])(J
(k)
2 [u]),
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where in the second inequality we used the property χ6k ≤ χ4k. 
Lemma 3.7. Let ψk be as in (e4). Then, for all u ∈ Dom(Lmax) we have
(L(ψku), ψku) ≤ C
(
||Lu||||u|| + (J0[u])2 + (J (k)1 [u])2 + J0[u]J (k)1 [u] + J0[u]J (k)2 [u]
)
,
where C > 0 is a constant independent of k and u.
Proof. By (3.1) we have
(L(ψku), ψku) = Re(ψ
2
kLu, u) + Pψk [u].
We then estimate the first term, on the right hand side of the above equation, using Cauchy–
Schwarz inequality and the fact that ψ2k ≤ 1. The term Pψk [u] is estimated using lemma 3.6. 
Lemma 3.8. Let ψk be as in (e4). Then, for all u ∈ Dom(Lmax) we have
(∆B(ψku),∆B(ψku)) ≥ (ψ2k∆Bu,∆Bu)− CJ (k)2 [u]J (k)1 [u]− CJ (k)1 [u]J0[u]− CJ (k)2 [u]J0[u],
where C > 0 is a constant independent of k and u.
Proof. Looking at (3.2) we obtain the simple bound
(∆B(ψku),∆B(ψku)) ≥ (ψk∆Bu, ψk∆Bu)− 4Re(ψk∆Bu,∇(dψk)#u) + 2Re(ψk∆Bu, u∆gψk)
− 4Re(∇(dψk)#u, u∆gψk). (3.3)
We can further estimate the last three terms, on the right hand side of the above equation,
using (e4). We begin with
|(ψk∆Bu,∇(dψk)#u)| ≤ C
∫
|ψk||∆Bu||dψk||∇u|dµ ≤ C
∫
Q−1/2χ4k|∆Bu|Q−1/4χ3k|∇u|dµ
≤ C
(∫
χ8kQ
−1|∆Bu|2dµ
)1/2(∫
χ6kQ
−1/2|∇u|2dµ
)1/2
= CJ
(k)
2 [u]J
(k)
1 [u],
where the third inequality follows by applying Cauchy–Schwarz inequality.
We also have
|(ψk∆Bu, u∆gψk)| ≤ C
∫
|ψk∆Bu||u|dµ ≤ C
(∫
ψ2k|∆Bu|2dµ
)1/2(∫
|u|2dµ
)1/2
= CJ
(k)
2 [u]J0[u],
where in the first inequality we used 0 ≤ χk ≤ 1.
Finally, we have
|(∇(dψk)#u, u∆gψk)| ≤ C
∫
χ3kQ
−1/4|∇u||u|dµ ≤ CJ (k)1 [u]J0[u],
where in the first inequality we used the property χ5k ≤ χ3k. Substituting these estimates into
(3.3) gives the result. 
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In the next lemma, we will use the assumption V ≥ −Q, where Q is as in (e4).
Lemma 3.9. For for all u ∈ Dom(Lmax) we have
(J
(k)
2 )
2 ≤ C(||Lu||||u|| + (J0[u])2 + (J (k)1 [u])2 + 2J (k)1 [u]J0[u] + 2J0[u]J (k)2 [u] + J (k)1 [u]J (k)2 [u]),
where C > 0 is a constant independent of k and u.
Proof. Since V +Q ≥ 0 we have
(L(ψku), ψku) + (Q(ψku), ψku) ≥ (∆B(ψku),∆B(ψku)).
Using the last inequality, lemma 3.7, and the fact that Qψ2k = χ
8
k ≤ 1, we have
(∆B(ψku),∆B(ψku)) ≤ (L(ψku), ψku) + ‖u‖2
≤ C
(
||Lu||||u|| + (J0[u])2 + (J (k)1 [u])2 + J0[u]J (k)1 [u] + J0[u]J (k)2 [u]
)
.
We also know, by lemma 3.8, that
(∆B(ψku),∆B(ψku)) ≥ (ψ2k∆Bu,∆Bu)− CJ (k)2 [u]J (k)1 [u]− CJ (k)1 [u]J0[u]− CJ (k)2 [u]J0[u],
from which it follows that
(ψ2k∆Bu,∆Bu) ≤ C
(
||Lu||||u||+(J0[u])2+(J (k)1 [u])2+2J0[u]J (k)1 [u]+2J0[u]J (k)2 [u]+J (k)1 [u]J (k)2 [u]
)
.
We then note that
(ψ2k∆Bu,∆Bu) =
∫
ψ2k|∆Bu|2dµ =
∫
Q−1χ8k|∆Bu|2dµ = (J (k)2 [u])2.
The result then follows. 
Lemma 3.10. For all u ∈ Dom(Lmax) we have
(J
(k)
1 [u])
2 ≤ J (k)2 [u]J0[u] + CJ (k)1 [u]J0[u],
where C > 0 is a constant independent of k and u.
Proof. Keeping in mind that ψk = χ
4
kQ
−1/2, we can write
(J
(k)
1 [u])
2 =
∫
Q−1/2χ6k|∇u|2dµ =
∫
ψkχ
2
k|∇u|2dµ ≤
∫
ψk|∇u|2dµ = (ψk∇u,∇u)
= (∇†(ψk∇u), u) = (ψk∆Bu, u)− (∇(dψk)#u, u),
where to get the fourth equality we have used integration by parts, and to get the last equality
we have used proposition A.2(i).
We then estimate the terms on the right hand side of the above last equality using Cauchy–
Schwarz inequality:
|(ψk∆Bu, u)| ≤
∫
ψk|∆Bu||u|dµ ≤
(∫
ψ2k|∆Bu|2dµ
)1/2(∫
|u|2dµ
)1/2
= J
(k)
2 [u]J0[u].
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Using (e4) and Cauchy–Schwarz inequality we have
|(∇(dψk)#u, u)| ≤ C
∫
Q−1/4χ3k|∇u||u|dµ ≤ C
(∫
Q−1/2χ6k|∇u|2dµ
)1/2(∫
|u|2dµ
)1/2
≤ CJ (k)1 [u]J0[u].
These two estimates then give the statement of the lemma. 
Lemma 3.11. For all ε > 0, there exists a constant Gε > 0 (depending on ε but independent
of k) such that
(J
(k)
1 [u])
2 ≤ ε(J (k)2 [u])2 +Gε(J0[u])2,
for all u ∈ Dom(Lmax).
Proof. By the previous lemma and Young’s inequality, we have
(J
(k)
1 [u])
2 ≤ J (k)2 [u]J0[u] + CJ (k)1 [u]J0[u] ≤ α(J (k)2 [u])2 +
1
4α
(J0[u])
2 + α(J
(k)
1 [u])
2 +
C2
4α
(J0[u])
2
where α > 0.
We then have
(1− α)(J (k)1 [u])2 ≤ α(J (k)2 [u])2 +
(
C2
4α
+
1
4α
)
(J0[u])
2
which implies
(J
(k)
1 [u])
2 ≤ α
1− α (J
(k)
2 [u])
2 +
(
C2 + 1
4(1 − α)α
)
(J0[u])
2.
Now, given ε > 0 let α := ε1+ε . Substituting this value of α into the above equation, gives
(J
(k)
1 [u])
2 ≤ ε(J (k)2 [u])2 +
(
(C2 + 1)(1 + ε)2
4ε
)
(J0[u])
2. (3.4)
Defining Gε :=
(C2+1)(1+ε)2
4ε gives the result. 
We can now prove the finiteness of J2[u].
Proposition 3.12. Let M be a Riemannian manifold with metric g. Let Q : M → [1,∞) be a
function belonging to C∞(M). Assume that M is equipped with a sequence of functions {χk}
satisfying the properties (e1)–(e4). Let (E, h) denote a Hermitian vector bundle over M , with
Hermitian metric h and Hermitian connection ∇. Let V be a self-adjoint endomorphism of E
with V ∈ L∞loc(EndE). Furthermore, assume that V (x) ≥ −Q(x) for all x ∈ M . Then, for all
u ∈ Dom(Lmax) we have J2[u] <∞.
Proof. Let ε > 0 be arbitrary. Using Young’s inequality we have
2J0[u]J
(k)
1 [u] ≤ (J (k)1 [u])2 + (J0[u])2
2J0[u]J
(k)
2 [u] ≤ ε(J (k)2 [u])2 +
1
ε
(J0[u])
2,
12
J
(k)
1 [u]J
(k)
2 [u] ≤
√
ε(J
(k)
2 [u])
2 +
1
4
√
ε
(J
(k)
1 [u])
2 ≤ 5
√
ε
4
(J
(k)
2 [u])
2 +
Gε
4
√
ε
(J0[u])
2,
where in the last inequality we used lemma 3.11.
From the last three estimates and lemmas 3.9 and 3.11, we obtain
(J
(k)
2 [u])
2 ≤ C(||Lu||||u|| + (J0[u])2 + (J (k)1 [u])2 + 2J (k)1 [u]J0[u] + 2J0[u]J (k)2 [u] + J (k)1 [u]J (k)2 [u])
≤ C[||Lu||||u|| + (3ε+ 5
√
ε
4
)(J
(k)
2 [u])
2 + (2 +
1
ε
+ 2Gε +
Gε
4
√
ε
)(J0[u])
2],
where Gε is as in lemma 3.11.
Making ε sufficiently small so that, after rearranging, the coefficient of (J
(k)
2 [u])
2 is positive and
using the fact that J0[u] = ||u||, we get
(J
(k)
2 [u])
2 ≤ C˜(||Lu||||u|| + ||u||2),
where C˜ > 0 is a constant independent of k and u.
Taking k →∞ in the above inequality, appealing to (e3), and Fatou’s lemma gives the result. 
We can now prove the finiteness of J1[u].
Proposition 3.13. Assume that the hypotheses of proposition 3.12 are satisfied. Then, for all
u ∈ Dom(Lmax) we have J1[u] <∞.
Proof. For all ε > 0 we have
(J
(k)
1 [u])
2 ≤ ε(J (k)2 [u])2 +Gε(J0[u])2 ≤ ε(J2[u])2 +Gε(J0[u])2,
where the first inequality follows from lemma 3.11, and for the second inequality we used the
property χ8k ≤ 1.
The right hand side of the above second inequality is finite by proposition 3.12. To finish the
proof, we let k →∞ and use (e3) together with Fatou’s lemma. 
Before stating the next two propositions, we assume that in addition to {χk} as in section 3.1,
M is equipped with a sequence of cut-off functions {ξk} satisfying (e1)–(e3) and the following
property:
(e5) there exists a sequence pk ∈ R+ with lim
k→∞
pk = 0 such that
|dξk|g ≤ pkQ−ρ/4 and |∆gξk| ≤ pkQ−(ρ−1)/4,
where ρ ≥ 1 and Q is as in (e4).
Remark 3.14. In the next two propositions, we will use the condition (e5) with ρ = 3 and ρ = 1.
Keeping in mind that Q ≥ 1, we make the following observation: if (e5) is satisfied for ρ = 3,
then it is satisfied for ρ = 1.
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Proposition 3.15. Let M be a Riemannian manifold with metric g. Let Q : M → [1,∞) be a
function belonging to C∞(M). Assume that M is equipped with a sequence of functions {χk}
satisfying the properties (e1)–(e4) and a sequence of functions {ξk} satisfying (e1)–(e3) and (e5)
with ρ = 3. Let (E, h) denote a Hermitian vector bundle over M , with Hermitian metric h and
Hermitian connection ∇. Let V be a self-adjoint endomorphism of E with V ∈ L∞loc(EndE).
Furthermore, assume that V (x) ≥ −Q(x) for all x ∈ M . Then, L is essentially self-adjoint on
C∞c (E).
Proof. Keeping in mind the definition Lmax := (Lmin)
∗, in order to establish the essential self-
adjointness of Lmin, it is enough to show (in view of an abstract fact) that Lmax is a symmetric
operator. In other words, we need to show that
(u,Lmaxv) = (Lmaxu, v), (3.5)
for all u, v ∈ Dom(Lmax).
Let u, v ∈ Dom(Lmax) be arbitrary. Since M is equipped with a sequence of functions {χk}
satisfying (e1)–(e4), we can use propositions 3.12 and 3.13 to conclude that Jj [u] < ∞ and
Jj [v] <∞ for j = 1, 2.
Furthermore, by elliptic regularity we know that u, v ∈W 4,2loc (E). Let {ξk} be as in the hypothesis
of this proposition. Using integration by parts (allowed since ξku ∈W 4,2comp(E)), we have
(ξku,∆
2
Bv) = (∆B(ξku),∆Bv) = ((∆gξk)u,∆Bv)− 2(∇(dξk)#u,∆Bv) + (ξk∆Bu,∆Bv),
where we have used proposition A.2(ii) to get the second equality.
Analogously, we have
(∆2Bu, ξkv) = (∆Bu,∆B(ξkv)) = (∆Bu, (∆gξk)v)− 2(∆Bu,∇(dξk)#v) + (∆Bu, ξk∆Bv).
Using the above two computations we then find
|(ξku,Lmaxv)− (Lmaxu, ξkv)| ≤ |((∆gξk)u,∆Bv)− (∆Bu, (∆gξk)v)|
+ 2|(∇(dξk)#u,∆Bv)− (∆Bu,∇(dξk)#v)|, (3.6)
which we will estimate term by term.
We start with
|(∇(dξk)#u,∆Bv)| ≤ (|dξk||∇u|, |∆Bv|) ≤ pk(Q−3/4|∇u|, |∆Bv|) = pk(Q−1/4|∇u|, Q−1/2|∆Bv|)
≤ pkJ1[u]J2[v],
where to get the second inequality we used (e5) with ρ = 3, and the last inequality follows from
Cauchy–Schwarz inequality.
Similarly, we have
|(∆Bu,∇(dξk)#v)| ≤ pkJ1[v]J2[u].
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Next, using (e5) with ρ = 3 we obtain
|((∆gξk)u,∆Bv)| ≤ (|∆gξk||u|, |∆Bv|) ≤ pk(Q−1/2|u|, |∆Bv|) = pk(|u|, Q−1/2|∆Bv|)
≤ pkJ0[u]J2[v],
where the last inequality follows from Cauchy–Schwarz inequality.
Similarly, we have
|(∆Bu, (∆gξk)v)| ≤ pkJ0[v]J2[u].
Letting k → ∞ in (3.6) and using the dominated convergence theorem, the finiteness of Jj[u]
and Jj [v] and the property pk → 0, we get
|(u,Lmaxv)− (Lmaxu, v)| = 0,
which implies (3.5). Hence, L is essentially self-adjoint on on C∞c (E). 
Then next proposition is concerned with lower semi-bounded operators.
Proposition 3.16. Assume that the hypotheses of proposition 3.15 are satisfied with the follow-
ing change: the sequence {ξk} satisfies (e1)–(e3) and (e5) with ρ = 1. In addition to V ≥ −Q,
assume that the condition (2.2) is satisfied. Then, L is essentially self-adjoint on C∞c (E).
Before proving the proposition, we recall the following definition, in which A∗ stands for the
adjoint (in the operator theoretic sense) of the operator A and Imz stands for the imaginary
part of z ∈ C:
Definition 3.17. Let A be a symmetric operator in a Hilbert space H with inner product
(·, ·)H . A is called semimaximal if for all u ∈ Dom(A∗) such that Im(A∗u, u)H = 0, there
exists a sequence uk ∈ Dom(A) such that
(i) uk → u in H and
(ii) lim
k→∞
[(A∗u, u)H − (Auk, uk)H ] = 0.
We will need the following abstract lemma about semimaximal operators; see lemma 1 in [6].
Lemma 3.18. Let A be a symmetric operator in H . Assume A is semibounded from below.
Then the following are equivalent:
(i) A is essentially self-adjoint on Dom(A),
(ii) A is semimaximal.
The following property will also be useful.
Lemma 3.19. Let u ∈ Dom(L∗min) = Dom(Lmax). Then for all φ ∈ W 4,∞comp(M) we have
φu ∈ Dom(Lmin).
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Proof. By elliptic regularity, we have that u ∈ W 4,2loc (E). As φ ∈ W 4,∞comp(M), we find that
φu ∈W 4,2comp(E). Hence, we can use Friedrichs mollifiers to conclude that φu ∈ Dom(Lmin). 
proof of proposition 3.16. Let H := Lmin and observe that H
∗ = (Lmin)∗ = L∗min = Lmax. Let
u be an element of Dom(H∗) such that Im(H∗u, u) = 0. As M is equipped with a sequence of
functions {χk} satisfying (e1)–(e4), using propositions 3.12 and 3.13 we infer that Jj [u] <∞ for
j = 1, 2.
Let {ξk} be as in the hypothesis of this proposition. Define uk := ξku. Then, by lemma 3.19
with φ = ξk, we have uk ∈ Dom(H).
Note that uk → u in L2(E). As uk ∈ Dom(H) we can use the same argument as in (3.1) to
obtain
(Huk, uk) = (H(ξku), ξku) = Re(H(ξku), ξku) = Re(ξ
2
kLu, u) + Pξk [u], (3.7)
where Pξk [u] = (∆B(ξku),∆B(ξku))−Re(∆Bu,∆B(ξ2ku)).
As k →∞, we have Re(ξ2kLu, u)→ Re(Lu, u). Furthermore,
Re(Lu, u) = Re(H∗u, u) = (H∗u, u), (3.8)
where the second equality follows from our assumption that Im(H∗u, u) = 0.
Below we will show that Pξk [u]→ 0 as k → 0. This, together with (3.7) and (3.8), leads to
(Huk, uk)− (H∗u, u)→ 0 as k →∞.
Therefore, uk satisfies the properties (i) and (ii) of definition 3.17. Thus, H is semimaximal.
Next, observe that H is semi-bounded from below and symmetric, as it is the closure of a semi-
bounded from below and symmetric operator, namely Lmin. This means we can apply lemma
3.18 to infer that H is essentially self-adjoint, which means that H is self-adjoint. Noting that
H = Lmin = Lmin, we see that Lmin is self-adjoint. Therefore, L, with domain C
∞
c (E), is
essentially self-adjoint.
It remains to show that Pξk [u]→ 0 as k → 0. In the same way as in lemma 3.5, with ψk replaced
by ξk, we obtain
Pξk [u] = 4||∇(dξk)#u||2 + ||u∆gξk||2 − 4Re(∇(dξk)#u, u∆gξk) + 2Re(|dξk|2gu,∆Bu).
We estimate the first term as follows:
||∇(dξk)#u||2 ≤
∫
|dξk|2g|∇u|2 dµ ≤ p2k
∫
Q−1/2|∇u|2 dµ = p2k(J1[u])2,
where to get the second inequality we used (e5) with ρ = 1.
Next we estimate
||u∆gξk||2 =
∫
|u|2|∆gξk|2 dµ ≤ p2k
∫
|u|2 dµ,
where to bound the term |∆gξk|2 we used (e5) with ρ = 1.
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We now estimate
|(∇(dξk)#u, u∆gξk)| ≤
∫
|dξk|g|∇u||u||∆gξk| dµ ≤ p2k
∫
Q−1/4|∇u||u| dµ
≤ p2k
(∫
Q−1/2|∇u|2 dµ
)1/2(∫
|u|2 dµ
)1/2
= p2kJ1[u]J0[u],
where to get the second inequality we used (e5) with ρ = 1, and the third inequality follows
from Cauchy–Schwarz inequality.
Lastly, we estimate
|(|dξk|2gu,∆Bu)| ≤
∫
|u||dξk|2g|∆Bu| dµ ≤ p2k
∫
|u|Q−1/2|∆Bu| dµ
≤ p2k
(∫
|u|2 dµ
)1/2(∫
Q−1|∆Bu|2 dµ
)1/2
= p2kJ0[u]J2[u],
where to bound the term |dξk|g we used (e5) with ρ = 1, and the third inequality follows from
Cauchy–Schwarz inequality.
Letting k → 0 in the above four estimates and remembering that lim
k→∞
pk = 0, it follows that
Pξk [u]→ 0 as k →∞. 
4. Proofs of theorems 2.1 and 2.7
4.1. Smooth cut-off functions. Here we recall that if (M,g) a complete Riemannian manifold
with Ricg ≥ −K1, where K1 ≥ 0 is a constant, then there exists a sequence of functions
χk ∈ C∞c (M), indexed by k ∈ N, with the following properties:
1. For all x ∈M and all k ∈ N, we have 0 ≤ χk(x) ≤ 1.
2. There exists γ > 1 such that for all k ∈ N we have χk = 1 on Bk(x0) and suppχk ⊆
Bγk(x0).
3. supx∈M |dχk(x)|g ≤ Ck , where C > 0 is a constant independent of k.
4. supx∈M |∆gχk(x)| ≤ Ck , where C > 0 is a constant independent of k.
Note that the sequence {χk} satisfies the properties (e1)–(e3) of section 3.1.
Remark 4.2. Under the assumptions stated above, the existence of a sequence {χk} with proper-
ties (1)–(4) was proved in theorem III.3(b) of [14]. Under more general assumptions, informally
described in remark 2.3 above, the existence of such functions was established subsequently
in corollary 2.3 of [2]. In the literature, the functions χk ∈ C∞c (M) with properties (1)–(4)
are called Laplacian cut-off functions. For further references on the question of existence of a
sequence of (weak) Laplacian/Hessian cut-off functions and a related problem concerning the
existence of suitable exhaustion functions on a complete Riemannian manifold (with additional
geometric assumptions), see [17, 18, 26].
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With the cut-off functions {χk} in place, we define
ψk := Q
−1/2χ4k, (4.1)
where Q : M → [1,∞) is a function belonging to C∞(M) and satisfying the hypotheses (i) and
(ii) of theorem 2.1.
4.3. Additional estimates. The proof of theorem 2.1 rests on the next two lemmas. In the
first one, we show that {χk} satisfies (e4) of section 3.1.
Lemma 4.4. Let (M,g) be a complete Riemannian manifold with with Ricg ≥ −K1, where K1 ≥
0 is a constant. Assume that Q : M → [1,∞) belongs to C∞(M) and satisfies the hypotheses (i)
and (ii) of theorem 2.1. Let ψk be as in (4.1). Then,
|dψk|g ≤ CQ−1/4χ3k and |∆gψk| ≤ Cχ2k,
where C > 0 is a constant independent of k.
Proof. To make the notations simpler, the symbol | · | refers to the norm with respect to the
metric induced on T ∗M from g. We have
|dψk| = |d(Q−1/2χ4k)| = |d(Q−1/2)χ4k + 4Q−1/2χ3kdχk| ≤
1
2
|Q−3/2χ4kdQ|+ 4|Q−1/2χ3kdχk|
≤ CQ−1/4χ4k + CQ−1/2χ3k ≤ CQ−1/4χ3k
where to get the second inequality we have used the assumption |dQ| ≤ CQ5/4 and the property
|dχk| ≤ Ck .
Using proposition A.1(i) and proposition A.2(ii), we have
∆gψk = ∆g(Q
−1/2χ4k) = χ
4
k∆g(Q
−1/2)− 2〈dχ4k, dQ−1/2〉+Q−1/2∆g(χ4k)
= χ4k∆g(Q
−1/2)− 2〈dχ4k, dQ−1/2〉+ 4Q−1/2χ3k∆gχk − 12χ2kQ−1/2|dχk|2
= −3
4
χ4kQ
−5/2|dQ|2 − 1
2
χ4kQ
−3/2∆gQ− 2〈dχ4k, dQ−1/2〉+ 4Q−1/2χ3k∆gχk
− 12χ2kQ−1/2|dχk|2
= −3
4
χ4kQ
−5/2|dQ|2 − 1
2
χ4kQ
−3/2∆gQ+ 4χ3kQ
−3/2〈dχk, dQ〉 + 4Q−1/2χ3k∆gχk
− 12χ2kQ−1/2|dχk|2.
We then estimate
|∆gψk| ≤ 3
4
χ4kQ
−5/2|dQ|2 + 1
2
χ4kQ
−3/2|∆gQ|+ 4χ3kQ−3/2|dχk||dQ|+ 4χ3kQ−1/2|∆gχk|
+ 12χ2kQ
−1/2|dχk|2
≤ Cχ4kQ−5/2Q5/2 + Cχ4kQ−3/2Q3/2 + Cχ3kQ−3/2Q5/4 + Cχ3kQ−1/2 +Cχ2kQ−1/2
≤ Cχ2k,
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where we have used the bounds on |dQ|, |∆gQ|, |dχk|, |∆gχk|, the fact that χk ≤ 1, and that
Q ≥ 1. 
Remark 4.5. Consider the metric g˜ := Q−ρ/2g, where ρ ≥ 1. If the metric g˜ is complete and
Ricg˜ is bonded from below, then there exists a sequence ξk ∈ C∞c (M) satisfying the properties
(1)–(4) of section 4.1. In particular, for the metric g˜, the properties (3) and (4) read as follows:
|dξk|g˜ ≤ C/k and |∆g˜ξk| ≤ C/k.
The next lemma provides the estimates for |dξk|g and |∆gξk|.
Lemma 4.6. Let (M,g) be a Riemannian manifold. Let Q : M → [1,∞) be a function in
C∞(M) satisfying the hypotheses (i) and (ii) of theorem 2.1. Let g˜ := Q−ρ/2g, where ρ ≥ 1.
Assume that the metric g˜ is complete and Ricg˜ ≥ −K2 for some constant K2 ≥ 0. Let {ξk} be
as in remark 4.5. Then
|dξk|g ≤ C
k
Q−ρ/4 and |∆gξk| ≤ C
k
Q−(ρ−1)/4,
where C > 0 is a constant independent of k.
Proof. By the definition of g˜ we have
|dξk|g = Q−ρ/4|dξk|g˜ ≤ C
k
Q−ρ/4,
where the inequality comes from the property |dξk|g˜ ≤ C/k. Using corollary A.5 and the
assumption |dQ|g ≤ CQ5/4, we estimate the term |∆gξk| as follows:
|∆gξk| ≤ Q−ρ/2C
k
+
∣∣∣∣(n− 2)ρ4
∣∣∣∣Q−(ρ+4)/4|dQ|gCk ≤ Q−ρ/2Ck +
∣∣∣∣(n− 2)ρ4
∣∣∣∣Q−(ρ+4)/4Q5/4Ck
≤ C
k
Q−(ρ−1)/4. (4.2)

proof of theorem 2.1. In this section we assume that all hypotheses of theorem 2.1 are satisfied.
As discussed in section 4.1, since the metric g is complete (see remark 2.2) and Ricg ≥ −K1, there
exists a sequence {χk} in C∞c (M) satisfying the properties (e1)–(e3) of section 3.1. Additionally,
by lemma 4.4 the sequence {χk} satisfies the property (e4). As discussed in remark 4.5, in view
of the completeness of g˜ := Q−3/2g and the assumption Ricg˜ ≥ −K2, there exists a sequence
{ξk} in C∞c (M) satisfying the properties (e1)–(e3). Furthermore, we can use lemma 4.6 with
ρ = 3 to infer that the sequence {ξk} satisfies the property (e5) with ρ = 3. Thus, all hypotheses
of proposition 3.15 are satisfied. Therefore, L is essentially self-adjoint on C∞c (E). 
proof of theorem 2.7. In this section we assume that all hypotheses of theorem 2.7 are satis-
fied. The proof is the same as that of theorem 2.1 with the following change: in view of the
completeness of g˜ := Q−1/2g, we now use remark 4.5 and lemma 4.6 with ρ = 1. In addition
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to the assumption V (x) ≥ −Q(x), we assume that (2.2) is satisfied. This enables us to use
proposition 3.16 to infer that the operator L is essentially self-adjoint on C∞c (E). 
5. Proofs of corollaries 2.4 and 2.9
proof of corollary 2.4. By proposition A.7, it follows that Ricg˜ ≥ −K, where K ≥ 0 is some
constant. Keeping in mind proposition A.1(iii), note that |dQ|g ≤ CQ1/4 and |Hessg(Q)|g ≤
CQ−1/2 ensure the fulfillment of assumptions (i) and (ii) of theorem 2.1. Thus, L is essentially
self-adjoint on C∞c (E). 
proof of corollary 2.9. By proposition A.8, it follows that Ricg˜ ≥ −K, where K ≥ 0 is some
constant. Keeping in mind proposition A.1(iii), note that |dQ|g ≤ CQ3/4 and |Hessg(Q)|g ≤
CQ1/2 ensure the fulfillment of assumptions (i) and (ii) of theorem 2.7. Thus, L is essentially
self-adjoint on C∞c (E). 
6. Proofs of theorems 2.5 and 2.10
6.1. Cut-off functions (bounded sectional curvature). If (M,g) is complete and |Secg|g
is bounded, according to a theorem in [29] there exists a smooth function β : M → [1,∞) and
a constant Ĉ such that
rg(x) + 1 ≤ β(x) ≤ Ĉ + rg(x), |dβ|g ≤ Ĉ, and |Hessg(β)|g ≤ Ĉ, (6.1)
for all x ∈M , where rg is as in (2.1). In particular, we have
0 ≤ rg(x) ≤ β(x), (6.2)
and from proposition A.1(iii), we see that there exists a constant C such that
|dβ|g ≤ C and |∆gβ| ≤ C, (6.3)
for all x ∈M .
Let f : [0,∞)→ [1,∞) be a function satisfying the assumptions (i), (iii) and (iv) of theorem 2.5
and the property ∫ ∞
0
f−ρ/4(t) dt =∞, (6.4)
where ρ ≥ 1.
Remark 6.2. In theorems 2.5 and 2.10, we use the condition (6.4) for ρ = 3 and ρ = 1 respectively.
Note that if (6.4) is satisfied for ρ = 3, then it will be satisfied for ρ = 1.
With β as in (6.1) and ρ as in (6.4), we define P : M → [0,∞) as follows:
P (x) :=
∫ β(x)
0
f−ρ/4(t) dt. (6.5)
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Denoting by s+(x) := max{s(x), 0} the positive part of a function s : M → R, for k ∈ N we
define
χk(x) :=
(
1− P (x)
k
)
+
. (6.6)
Remark 6.3. To keep the notations simpler, the symbols P and χk will not explicitly indicate the
dependence of these functions on ρ. The same notational simplification applies to the functions
ψk and ξk introduced below.
Note that the sequence {χk} satisfies the properties (e1) and (e3) of section 3.1. Using the
completeness of (M,g), the inequality (6.2), and the condition (6.4) with ρ ≥ 1, we see that the
functions χk are compactly supported. Moreover, since f and β are smooth, we see that (e2) is
satisfied.
Define Q : M → [1,∞) by the formula
Q(x) := (f ◦ β)(x), (6.7)
and let
ψk(x) := (χk(x))
4Q−1/2(x). (6.8)
6.4. More estimates (bounded sectional curvature). We start this section with an obser-
vation about Q.
Lemma 6.5. If f : [0,∞) → [1,∞) is smooth and satisfies the hypotheses (iii) and (iv) of
theorem 2.5, then Q satisfies the hypotheses (i) and (ii) of theorem 2.1.
Proof. To prove that Q satisfies the hypothesis (i) of theorem 2.1, note that dQ = f ′(β)dβ. The
result then follows by using the first estimate in (6.3) together with the fact that f satisfies the
hypothesis (iii) of theorem 2.5.
To prove that Q satisfies the hypothesis (ii) of theorem 2.1, we use proposition A.1(i) to obtain
∆gQ = −f ′′(β)|dβ|2g + f ′(β)∆gβ.
The result then follows by using the estimates (6.3) along with the assumption that f satisfies
the hypotheses (iii) and (iv) of theorem 2.5. 
Now we list some properties of P .
Lemma 6.6. Let (M,g) be a complete Riemannian manifold with |Secg|g ≤ K3, where K3
is a constant. Assume that f : [0,∞) → [1,∞) satisfies the hypotheses (i), (iii) and (iv) of
theorem 2.5 and the condition (6.4) with ρ ≥ 1. Let P and Q be as in (6.5) and (6.7). Then,
for all x ∈M we have
(i) P (x) ≥ f−ρ/4(1),
(ii) |dP (x)|g ≤ CQ−ρ/4(x),
(iii) |∆gP (x)| ≤ CQ−(ρ−1)/4(x).
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where C > 0 is a constant.
Proof. To show part (i), we look at (6.1) and observe that β(x) ≥ 1, for all x ∈M . Therefore,
P (x) =
∫ β(x)
0
f−ρ/4(t) dt ≥
∫ 1
0
f−ρ/4(t) dt ≥ f−ρ/4(1),
where the second inequality follows since f is non-decreasing.
Part (ii) follows from the fundamental theorem of calculus, the definition (6.7), and the first
estimate in (6.3):
|dP (x)|g = |f−ρ/4(β(x))dβ(x)|g ≤ CQ−ρ/4.
Finally, to prove part (iii), we apply (i) of proposition A.2, estimates (6.3), and the hypothesis
(iii) of theorem 2.5:
|∆gP (x)| = |d†dP (x)|
= |d†(f−ρ/4(β(x))dβ(x))|
= |f−ρ/4(β(x))∆gβ(x)− ρ
4
〈f−(ρ+4)/4(β(x))f ′(β(x))dβ(x), dβ(x)〉|
≤ CQ−(ρ−1)/4(x),
where d† is the formal adjoint of d and 〈·, ·〉 is the (fiberwise) scalar product in Λ1T ∗xM .

Lemma 6.7. Assume that the hypotheses of lemma 6.6 are satisfied. Let ψk be as in (6.8).
Then, we have
|dψk|g ≤ CQ−1/4χ3k and |∆gψk| ≤ Cχ2k,
where C > 0 is a constant independent of k.
Proof. Keeping in mind lemma 6.5 and remembering that ρ ≥ 1, the proof is carried out in the
same way as that of lemma 4.4 with the following change: instead of estimates (3) and (4) of
section 4.1, we use the estimates
|dχk|g ≤ |dP |g ≤ CQ−ρ/4 and |∆gχk| ≤ |∆gP (x)| ≤ CQ−(ρ−1)/4,
which follow from the definition of χk in (6.6) and lemma 6.6. 
For k ∈ N, k ≥ 2, and x ∈M define
ξk(x) :=
(
1−
(
P (x)
k
)1/√ln k)4
+
. (6.9)
For the same reasons as in the case of {χk}, the sequence {ξk} satisfies (e1)–(e3). The next
lemma shows that the sequence {ξk} satisfies (e5).
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Lemma 6.8. Assume that the hypotheses of lemma 6.6 are satisfied. Let ξk be as in (6.9).
Then,
|dξk|g ≤ C√
ln k
Q−ρ/4 and |∆gξk| ≤ C√
ln k
Q−(ρ−1)/4
where C > 0 is a constant independent of k.
Proof. The estimate for |dξk|g follows from the chain rule and (ii) of lemma 6.6.
The estimate for |∆gξk| follows by applying proposition A.1(i) together with the properties (ii)
and (iii) of lemma 6.6. 
proof of theorem 2.5. Here we assume that all hypotheses of theorem 2.5 are satisfied. In partic-
ular, the hypothesis (ii) is the same as the condition (6.4) with ρ = 3. As indicated in section 6.1
and in lemma 6.7, the sequence {χk} in (6.6) satisfies the properties (e1)–(e4) of section 3.1.
Furthermore, the sequence {ξk} in (6.9) satisfies the properties (e1)–(e3) and, by lemma 6.8 with
ρ = 3, the same sequence satisfies (e5) with ρ = 3. Remembering (6.2) and the non-decreasing
property of f , the assumption V (x) ≥ −(f ◦ rg)(x) implies V (x) ≥ −(f ◦ β)(x) = −Q(x), where
the last equality follows from (6.7). Thus, the hypotheses of proposition 3.15 are satisfied.
Therefore, L is essentially self-adjoint on C∞c (E). 
proof of theorem 2.10. Here we assume that all hypotheses of theorem 2.10 are satisfied. In
particular, the hypothesis (ii) is the same as the condition (6.4) with ρ = 1. The proof of
theorem 2.10 is the same as that of theorem 2.5 with the following change: we use lemma 6.8
with ρ = 1 to infer that the sequence {ξk} satisfies (e5) with ρ = 1. In addition to the assumption
V (x) ≥ −(f ◦ rg)(x), we use the lower semi-boundedness condition (2.2). Thus, the hypotheses
of proposition 3.16 are satisfied. Hence, L is essentially self-adjoint on C∞c (E). 
A. Appendix
In this section we gather together various results pertaining to connections and conformal
changes of metrics.
The first two formulas of the following proposition describe the chain rules for the Lapla-
cian/Hessian. For the first formula, see exercises 3.4 and 3.9 in [12]. We remind the reader
that in our paper the Laplace-Beltrami operator ∆g is non-negative, which explains the sign
difference with the corresponding formulas of [12]. The second formula in proposition A.1 is
obtained by combining the formula for the differential of a composition (exercise 3.4 of [12])
with the definition of Hessian Hessg(f) := ∇lc,gdf . (Here, ∇lc,g is the covariant derivative on
T ∗M induced from the Levi–Civita connection on (M,g) and d is the standard differential.) For
the third formula of proposition A.1, we refer the reader to (III.24) in [14].
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Proposition A.1. Let (M,g) be a an n-dimensional Riemannian manifold, with Riemannian
metric g. Let v : M → R be a smooth function, and f : U → R a smooth function, where U is
an open set of R containing the range of v. We then have:
(i) ∆g(f ◦ v) = −f ′′(v)|dv|2g + f ′(v)∆gv,
(ii) Hessg(f ◦ v) = f ′′(v)dv ⊗ dv + f ′(v)Hessg(v),
(iii) |∆gf | ≤
√
n|Hessg(f)|g, where the inequality is understood in pointwise sense.
Next we recall product rules for the formal adjoint of a connection and for the Bochner Laplacian.
Proposition A.2. Let (M,g) be a Riemannian manifold and let E be a Hermitian vector
bundle over M with a Hermitian connection ∇. Let ∆B := ∇†∇ denote the associated Bochner
Laplacian. Let f ∈W 2,∞loc (M) and u ∈W 2,2loc (E). Then
(i) ∇†(f∇u) = f∆Bu−∇(df)#u,
(ii) ∆B(fu) = f∆Bu− 2∇(df)#u+ u∆gf ,
where (df)# stands for the vector field corresponding to df via the metric g.
Proof. Using integration by parts and the product rule for ∇, for all v ∈ C∞c (E) we have
(∇†(f∇u), v) = (∇u, f∇v) = (∇u,∇(fv))− (∇u, df ⊗ v)
= (∇†∇u, fv)− (∇(df)#u, v) = (f∇†∇u, v)− (∇(df)#u, v),
which gives the formula (i). The formula (ii) will then follow by using the product rule for ∇,
the formula (i) of this proposition, and the following formula (see the equation (III.7) of [14]):
∇†(ω ⊗ z) = (d†ω)z −∇ω#z,
where z ∈W 1,2loc (E) and ω is a 1-form on M belonging to W 1,∞loc (Λ1T ∗M). 
Proposition A.3. Let (M,g) be a Riemannian manifold, with Riemannian metric g. Let
g˜ = λαg, where λ : M → (0,∞) is a smooth function, and α ∈ R. Let f : M → C be a C1
function on M . Suppose we have the bound |df |g˜ ≤ φ, where φ :M → [0,∞). Then we have
|df |g ≤ λα/2φ.
Proof. This is a pointwise estimate, so it suffices to work in coordinates. Let (xi) be local
coordinates about a point in M . We then compute
〈df, df〉g = gij ∂f
∂xi
∂f
∂xj
= λαg˜ij
∂f
∂xi
∂f
∂xj
= λα〈df, df〉g˜.
The result then follows. 
Proposition A.4. Let (M,g) be a Riemannian manifold, with Riemannian metric g. Let
g˜ = λαg, where λ : M → (0,∞) is a smooth function, and α ∈ R. Let P : M → C be a C2
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function on M . We then have the following formula for ∆gP in terms of ∆g˜P
∆gP = λ
α∆g˜P +
(
2α− nα
2
)
λ(α−1)〈dP, dλ〉g˜.
Proof. In local coordinates (xi) we can write ∆gP =
1
ρ
∂
∂xj
(
ρgjk ∂P
∂xk
)
, where ρ =
√
det(gij) with
gij being the components of the metric tensor in (x
i) coordinates. It is then easy to see that
ρ˜ =
√
det(g˜ij) = λ
nα/2ρ.
In these local coordinates, we compute
∆gP =
1
ρ
∂
∂xj
(
ρgjk
∂P
∂xk
)
=
1
λ−nα/2ρ˜
∂
∂xj
(
λ−nα/2ρ˜λαg˜jk
∂P
∂xk
)
= λα∆g˜P +
1
λ−nα/2ρ˜
ρ˜g˜jk
∂P
∂xk
∂
∂xj
(
λ
−nα+2α
2
)
= λα∆g˜P +
(
2α− nα
2
)
λ(α−1)g˜jk
∂P
∂xk
∂λ
∂xj
= λα∆g˜P +
(
2α− nα
2
)
λ(α−1)〈dP, dλ〉g˜.

Corollary A.5. Assume that the hypotheses of proposition A.4 are satisfied. Suppose we have
the bound |dP |g˜ ≤ h1 and |∆g˜P | ≤ h2, where hi :M → [0,∞) for i = 1, 2. Then
|∆gP | ≤ λαh2 +
∣∣∣∣2α− nα2
∣∣∣∣λα−22 |dλ|gh1.
Proof. Using the formula 〈dP, dλ〉g˜ = λ−α〈dP, dλ〉g , we write proposition A.4 in a slightly dif-
ferent form:
∆gP = λ
α∆g˜P +
(
2α− nα
2
)
λ−1〈dP, dλ〉g .
Using the above formula, we estimate
|∆gP | ≤ λα|∆g˜P |+
∣∣∣∣2α− nα2
∣∣∣∣λ−1|dP |g|dλ|g
= λα|∆g˜P |+
∣∣∣∣2α− nα2
∣∣∣∣λ−1|dP |g|dλ|g
≤ λαh2 +
∣∣∣∣2α− nα2
∣∣∣∣λ−1|dP |g|dλ|g.
We can then estimate the |dP |g term using proposition A.3, and the corollary follows. 
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We will need a formula that tells us how the Ricci curvature changes under a conformal trans-
formation. For a proof of this proposition, the reader can consult [1].
Proposition A.6. Let (M,g) be a Riemannian manifold of dimension n, with Riemannian
metric g. Let f ∈ C∞(M) be a real-valued function and let g˜ = e2fg. Let Ricg and Ricg˜ denote
Ricci curvature tensors with respect to g and g˜ respectively. We then have the following formula:
Ricg˜ = Ricg − (n− 2)(Hessg(f)− df ⊗ df) + (∆gf − (n− 2)|df |2g)g.
We will be using the above proposition in the following way:
Proposition A.7. Let (M,g) be an n-dimensional Riemannian manifold. Let Q :M → [1,∞)
be a smooth function satisfying the following bounds:
(i) |dQ|g ≤ CQ1/4 for some constant C ≥ 0,
(ii) |Hessg(Q)|g ≤ CQ−1/2 for some constant C ≥ 0.
Let g˜ = Q−3/2g = e2Log(Q
−3
4 )g. Assume that Ricg ≥ 0. Then, Ricg˜ ≥ −K, where K ≥ 0 is
some constant.
Proof. For f = Log(Q−3/4), we compute
Hessg(f)− df ⊗ df = 3
4
1
Q2
dQ⊗ dQ− 3
4
1
Q
Hessg(Q),
where we used proposition A.1(ii). Applying the assumptions (i) and (ii), we obtain
|Hessg(f)− df ⊗ df |g ≤ CQ−3/2.
Appealing to proposition A.1(i), we have
∆gf = −3
4
Q−2|dQ|2g −
3
4
Q−1∆gQ.
Using the assumptions (i) and (ii) together with proposition A.1(iii), we get
|∆gf | ≤ CQ−3/2.
Keeping in mind that 〈·, ·〉g = Q3/2〈·, ·〉g˜ , the result then follows from proposition A.6 and the
assumption that Ricg ≥ 0. 
Proposition A.8. Let (M,g) be an n-dimensional Riemannian manifold. Let Q :M → [1,∞)
be a smooth function satisfying the following bounds:
(i) |dQ|g ≤ CQ3/4 for some constant C ≥ 0,
(ii) |Hessg(Q)|g ≤ CQ1/2 for some constant C ≥ 0.
Let g˜ = Q−1/2g = e2Log(Q
−1
4 )g. Assume that Ricg ≥ 0. Then, Ricg˜ ≥ −K, where K ≥ 0 is
some constant.
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Proof. Using f = Log(Q−1/4) and following the same pattern as in the proof of proposition A.7,
we get the estimates
|Hessg(f)− df ⊗ df |g ≤ CQ−1/2,
|∆gf | ≤ CQ−1/2.
Keeping in mind the rule 〈·, ·〉g = Q1/2〈·, ·〉g˜ and the assumption Ricg ≥ 0, we get the result
from proposition A.6. 
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