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Abstract: This paper considers a general class of parameter-driven models for time series of
counts. A comprehensive simulation study is conducted to evaluate the accuracy and efficiency
of three estimators: the maximum likelihood estimators of the generalized linear model, 2-state
finite mixture model, and 2-state hidden Markov model. Standard errors for these estimators are
derived. Our results show that except in extreme cases, the maximum likelihood estimator of
the generalized linear model is an efficient, consistent and robust estimator with a well-behaved
estimated standard error. The maximum likelihood estimator of the 2-state hiddenMarkov model
is appropriate only when the true model is extreme relative to the generalized linear model.
Our results are applied to problems concerning polio incidence and daily numbers of epileptic
seizures.
1. INTRODUCTION
Cox (1981) defines two classes of models for time series data: parameter-driven
models (PDMs) and observation-driven models (ODMs). In an ODM, autocor-
relation is introduced through the dependence of the conditional expectation of
c© 2011 Statistical Society of Canada / Socie´te´ statistique du Canada
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the current observation on the past observations (e.g. an AR(1)), whereas a PDM
uses a set of latent variables to explain the autocorrelation. A key feature of
PDMs is that the observed data are assumed to be independent given the values of
the latent variables. The class of PDMs includes moving average models, hidden
Markov models (HMMs), generalized linear mixed models (GLMMs), and hier-
archical generalized linear models (see Lee and Nelder 1996). ODMs and PDMs
have different properties and usages. For example, in the case of ODMs, evalu-
ating the likelihood and estimating the model parameters are typically straight-
forward, and, for this reason, ODMs are often used for forecasting. On the other
hand, the interpretation of PDMs is usually simpler than that of ODMs. Specifi-
cally, on the marginal level, properties of PDMs are often easier to establish than
those of ODMs, especially when the data are non-normally distributed. PDMs
thus provide a convenient way of modeling overdispersion and autocorrelation.
However, PDMs tend to have more complicated likelihoods, and hence estima-
tion of these models is challenging.
In this paper, we focus solely on the study of PDMs for time series of count
data. In particular, we use the setting of Zeger (1988) where, conditional on the
latent variables, the observations are Poisson distributed with log mean specified
by a linear function of predictors and latent variables. Zeger (1988) introduces
a consistent quasi-maximum-likelihood estimator (QMLE) of the regression co-
efficients in such models. Others have used this approach in different areas of
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application (e.g. Campbell 1994, Brannas & Johansson 1994, Albert et al 1994,
and McShane et al 1997). Davis, Dunsmuir and Wang 2000 (henceforth called
DDW) suggest estimating the regression coefficients using the maximum likeli-
hood estimator (MLE) of a Poisson generalized linear model (GLM). They prove
that, although this estimator is based on a misspecified model, it is consistent for
the true regression coefficients. They also derive its asymptotic covariance ma-
trix. The GLM-based estimator has advantages like simplicity and robustness.
However, to the best of our knowledge, its efficiency has not been studied. Sim-
ilarly, the consistency of estimators of other PDMs is typically the only property
studied (e.g. Davis and Wu 2009 and Neuhaus et al. 2013).
Our goal in the present paper is to investigate the efficiency of the GLM es-
timator relative to that of other simple estimators. In particular, we evaluate the
standard errors (SEs) of three estimators of the regression coefficients of Pois-
son PDMs: the GLM estimator, finite mixture model (FMM) estimator, and hid-
den Markov model (HMM) estimator. These estimators, unlike MLEs of some
models, are easy to compute. In addition, we derive estimate of the asymptotic
covariance matrices for these estimators.
The remainder of the paper is organized as follows. In §2 we specify the PDM
of Zeger (1988) and present some special cases that we consider as a basis for
estimating the regression parameters of this model. In §3, we derive asymptotic
SEs of the estimators. In §4, we illustrate the performance of the estimators and
DOI: The Canadian Journal of Statistics / La revue canadienne de statistique
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their standard errors for certain choices of the true model. In §5, we present
results on the relative performances of the estimators for a broad class of true
models and provide some general rules for efficient estimation of regression co-
efficients in the context of time series of counts. In §6 we present applications of
our results to problems concerning polio incidence (in Zeger 1988 & DDW) and
daily numbers of epileptic seizures. We conclude with a discussion in §7.
2. MODEL SPECIFICATION AND ESTIMATION
Let Y = (Y1, . . . , Yn) be the observed counts, and let α = (α1, . . . , αn) be the
latent variables. We assume, as for all PDMs, that {Yt} are independent given
{αt}. Following Zeger (1988), we model Yt | αt as having a Poisson distribution
with
log (E [Yt | αt]) = X ′tβ + αt (1)
where Xt is a d-dimensional vector of covariates at time t and {αt} is
a general stationary process with E [exp (αt)] = 1, V ar (exp(αt)) = σ
2
α,
Cov (exp(αt), exp(αs)) = γt−s, and Corr(exp(αt), exp(αs)) = ρt−s, where t ≥
s. We assume that the first entry of Xt is a 1, i.e. that the first entry of β is the
intercept.
One way to understand the implications of the assumed (conditional) model
on the resulting distribution for the observed data is to examine the marginal
moments. In Zeger’s model, the effect of the covariates on the marginal moments
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and the mean-variance and mean-covariance relationships are easy to determine.
In particular, the first and second marginal moments are:
µt ≡ E (Yt) = exp (X ′tβ) (2)
V ar (Yt) = µt + µ
2
tσ
2
α (3)
Cov(Ys, Yt) = µsµtγt−s, t ≥ s (4)
Corr(Ys, Yt) =
µsµtγt−s√
(µs + µ2sσ
2
α) (µt + µ
2
tσ
2
α)
, t ≥ s (5)
Equation (3) shows that µ2tσ
2
α is the extra-Poisson variation and is a function of
σ2α. In addition, from (4), we can show that | Corr(Ys, Yt) |≤| ρ(ǫs, ǫt) |, regard-
less of the distribution of the latent process (Davis et al. 2000). Consequently,
detecting and analyzing the latent process based on the observed data can be
challenging.
Zeger’s model is quite general, and, for this reason, includes many common
models for time series of counts. We next discuss some special cases and explain
how they can be used as a basis for estimating the regression parameters in (1).
2.1. Poisson GLM
If we set αt ≡ 0 in (1), then {Yt} are treated as independent and as following a
Poisson GLM. We call the maximizer of the associated likelihood function the
GLM estimator. DDW suggest using this (d-dimensional) estimator to estimate
the parameters in Zeger’s model and show that it is consistent for the regression
parameters. However, the efficiency of this estimator is questionable since it may
DOI: The Canadian Journal of Statistics / La revue canadienne de statistique
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not use all of the information in the autocorrelation and overdispersion in the
observations.
2.2. Poisson FMM
Since Poisson GLMs can’t capture overdispersion in the observations, we sug-
gest basing estimation on a model that is within the class (1), but more flexi-
ble than the GLM. In particular, we consider the model where the latent vari-
ables {αt} are independent and multinomial distributed with K possible out-
comes (αt ∈ {S1, . . . , Sk}), and corresponding probabilities pi = P (αt = Si),
i = 1, . . . , k. The process {Yt} is thus treated as following a Poisson mixture
model. The likelihood associated with Poisson FMM can be expressed as
L =
n∏
t=1
K∑
i=1
P (Yt = yt | αt = Si)pi (6)
where P is the Poisson probability mass function with mean parameter
µt exp(Si). We define the FMM estimator as the maximizer of (6). For the pur-
pose of simplicity, we restrict our study to the case where K = 2. Optimization
of the likelihood function is easy in this case and the estimator is of dimension
just d+ 2 forK = 2.
Like the GLM estimator, the FMM estimator may not use all of the infor-
mation in the autocorrelation in the observations. However, it can capture the
information in the overdispersion. Therefore, we expect it to be more efficient
than the GLM estimator.
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2.3. Poisson HMM
The third model we consider for estimation purposes is the Poisson HMM, which
allows for both autocorrelation and overdispersion. A stationary Poisson HMM
can be defined by allowing αt in (1) to follow a Markov chain (MC) with K
hidden states (αt ∈ {S1, . . . , SK}), transition probabilities Pij , i, j = 1, . . . , K,
and limiting probabilities π(Sj), j = 1, . . . , K. As an aside, the Poisson FMM is
a special case of the Poisson HMM where the rows of the transition probability
matrix, {Pi,j}, are identical.
The likelihood function of the Poisson HMM can be expressed as
L =
∑
α
n∏
t=1
P (Yt = yt | αt)π(α1)
n∏
t=2
Pαt−1,αt (7)
=
∑
α1
π(α1)P (Y1 = y1 | α1)
∑
α2
Pα1,α2P (Y2 = y2 | α2) · · ·
∑
αn
Pαn−1,αnP (Yn = yn | αn)
This expression is equivalent to a product of matrices. We define the HMM es-
timator as the maximizer of (7). For a small number of hidden states, K, the
HMM estimator is easy to compute using numerical methods. As in the case of
the FMM estimator, we thus restrict attention to the case where K = 2. We ex-
pect the HMM estimator, which can use the information in the overdispersion
and autocorrelation in the data but has dimension of just d+ 3, to be more effi-
cient than the GLM and FMM estimators.
DOI: The Canadian Journal of Statistics / La revue canadienne de statistique
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2.4. Poisson GLMM
Another estimator considered in the literature is the GLMM estimator
(Nelson and Leroux 2008). Specifically, let {αt} be an unobserved AR(1)
process and set αt = c+ φαt−1 + δt, t = 1, . . . , n, where δ ∼ N(0, σ2). To
satisfy the constraint E(exp(αt)) = 1, set c = − σ22(1+φ) . Consequently, αt ∼
N(− σ2
2(1−φ2)
, σ
2
1−φ2
) (DDW). Then, the process {Yt} is treated as following a Pois-
son GLMM. The corresponding likelihood is
L =
∫
α1
· · ·
∫
αn
n∏
t=1
f(yt | αt)g(α1, . . . , αn)dα1 . . . dαn (8)
We define the GLMM estimator as the maximizer of (8). Like the HMM esti-
mator, it can incorporate information in the overdispersion and autocorrelation.
However, unlike (7), (8) does not have a simple algebraic form, and numeri-
cal methods typically do not perform well for such high dimensional integrals.
Nelson and Leroux (2008) use Markov chain Monte Carlo methods to approxi-
mate the likelihood and obtain the maximizer. Their simulation studies suggest
that, when the true model is a Poisson GLMM, the GLMM estimator (i.e. the
MLE) is consistent for the regression parameters. However, computations are
expensive, particularly for large sample sizes. Thus, we do not explore the prop-
erties of the GLMM estimator further in this paper.
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3. SE OF THE ESTIMATORS
In this section, we develop approximate SEs for the estimators. White (1984)
develops asymptotic covariance matrices for estimators based on dynamic mod-
els (which include Poisson HMMs, FMMs and GLMs) even when the models
are misspecified. Let M be the (possibly misspecified) model that we fit to the
data, and θ be the vector of parameters in this model. White (1984) shows that
asymptotically
√
nI
∗−1/2
n H∗n(θ̂n − θ∗) ∼ N(0, 1), where
H∗n = E
[
n−1
n∑
t=1
∂2 log g (Yt|Y1, . . . , Yt−1, X, θ∗n)
∂θ∗n
2
]
and
I∗n = var
[
n−1/2
n∑
t=1
∂ log g (Yt|Y1, . . . , Yt−1, X, θ∗n)
∂θ∗n
]
. (9)
Under mild conditions, White (1984) shows that Ĥn and În are consistent esti-
mators of Hn and In, where
Ĥn = n
−1
n∑
t=1
∂2 log g (Yt|Y1, . . . , Yt−1, X, θn)
∂θn
∣∣∣∣∣
θn=θ̂n
and
În = n
−1
n∑
t=1
∂ log g (Yt|Y1, . . . , Yt−1, X, θn)
∂θn
∂ log g (Yt|Y1, . . . , Yt−1, X, θn)t
∂θn
+ n−1
ℓ∑
τ=1
n∑
t=τ+1
{
∂ log g (Yt|Y1, . . . , Yt−1, X, θn)
∂θn
∂ log g (Yt−τ |Y1, . . . , Yt−τ−1, X, θn)t
∂θn
+
∂ log g (Yt|Y1, . . . , Yt−1, X, θn)t
∂θn
∂ log g (Yt−τ |Y1, . . . , Yt−τ−1, X, θn)
∂θn
}∣∣∣∣
θn=θ̂n
. (10)
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Here, θ̂n is the MLE of θ based on the assumed modelM and g is the conditional
distribution of the observation at time t given previous observations based onM .
White (1984) suggests using ℓ < n1/3.
To approximate the SE of the HMM estimator, we use the algorithm of
Lystig and Hughes (2002) to compute partial derivatives of the conditional pmf,
g, in Ĥn and În efficiently (g is equivalent to Λt = P (Yt|Y1, . . . , Yt−1) in the
notation of Lystig and Hughes (2002)).
For the GLM estimator, DDW propose a SE that depends on well-behaved
estimates of the latent process’ moments, which are not easy to obtain. As an al-
ternative, since the GLM is a specific case of the HMM, we can use (10) to obtain
a SE of the GLM estimator that is independent of the latent process’ parameters.
Evaluating (10) in the GLM case is straightforward since Ĥn is the usual esti-
mated covariance matrix of the GLM estimator when the GLM is the true model,
and the elements of În are products of the first derivatives of the Poisson GLM
log-likelihood function.
Equation 10 can in fact be used to obtain SEs for all of our estimators, since
they are all special cases of the HMM.
4. PERFORMANCE OF THE ESTIMATORS AND THEIR STANDARD ERRORS
FOR SPECIAL CASES OF THE TRUE MODEL
This section details a simulation study of the three estimators described in §2:
the GLM, FMM, and HMM estimators. We consider certain true models in the
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class (1) to illustrate our key points, and report our general results concerning
models in this class in §5.
The true models considered in this secion include GLMMs and HMMs, with
parameters chosen to achieve different degrees of variation and autocorrelation
in the observations (see (3) and (5)). Specifically, we consider values of σ2α that
lead to a variety of overdispersion (OD) factors, defined as
ODt ≡ V ar(Yt)
E(Yt)
(11)
= 1 + σ2αµt
Likewise, we choose a variety of values for ρY (t) (emphasizing in particular
ρY (1), which we call AC1) in order to investigate the impact of the autocorrela-
tion on the performance of our estimators.
In addition, we consider a third property of the data, which we call “separa-
tion probability” (SP). Specifically, in the case where the latent variable takes on
K different values, we have K different conditional distributions for the obser-
vations. For each t, we define SPSj ,Sj+1 as one minus the overlap probability of
each “adjacent” pair of conditional distributions, i.e., if S1 < · · · < Sk, we have
the following k − 1 values of SP :
SPSj ,Sj+1 = 1−
∞∑
i=0
min{P (Yt = i | αt = Sj) , P (Yt = i | αt = Sj+1)}(12)
j = 1, . . . , k − 1. SP represents the closeness of the conditional Poisson distri-
butions. Figure 1 shows two examples with low (a) and high (b) SP. In the case
DOI: The Canadian Journal of Statistics / La revue canadienne de statistique
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FIGURE 1: Two distributions with low (a) and high (b) separation probability (shaded area).
where the latent variable is continuous (e.g., in the Poisson GLMM in (8)), we
define SP = 0.
In summary, we consider three data properties (OD, AC1 and SP) as fac-
tors that may affect the efficiency of our estimators. In our simulation studies,
we choose the parameters of the true models to achieve different levels of these
factors, as described in table 1. Note that the properties cannot always be ma-
nipulated separately. For instance, in the Poisson HMM with K = 2 and a fixed
transition probability matrix, all the three data properties are increasing functions
of the first hidden state, S1.
We focus on two main cases. In study 1, the true models are chosen such that
the MLEs are easy to compute. We then compare the bias and sample variances
(SVs) of our estimators to those of the MLE of the true models. In this way, we
get a sense of how much information we lose by fitting a misspecified model
(under the assumption that the MLE is the most efficient estimator). In study 2,
the MLE of the true models are too expensive to compute. Therefore, we simply
compare the bias and SVs of our estimators (which are all based on misspecified
The Canadian Journal of Statistics / La revue canadienne de statistique DOI:
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models).
In our studies, we consider covariates of different forms, including binary,
normally distributed, and a trend. We investigate two sample sizes, n = 100 and
n = 1000, and we generate 4000 replicates for each run.
4.1. Study 1
We first consider the case where the true model is a stationary Poisson HMM
with K = 2 hidden states. The 2-state HMM normally has 3 free parameters
(say S1, p11 and p22). However in this study, for simplicity, we fix the elements
of the transition probability matrix at p11 = p22 = 0.9 and vary only the value of
S1. We use a binary covariate.
The simulation results show that all the estimators are approximately unbi-
ased even for n = 100; the magnitude of the estimated bias was always less than
or equal to 0.005 (see online material, table SM 2). Figure 2 shows the ratios of
the SVs of the HMM estimator (the MLE of the true model, in this case) to those
of the GLM and FMM estimators for different sample sizes and different levels
of the factors. The GLM and FMM estimators perform well at the low level of
the factors where the true model is close to a GLM. Otherwise, the HMM esti-
mator outperforms the GLM and FMM estimators. The efficiency of the GLM
and FMM estimators relative to the HMM estimator is lower at the high level of
the factors, where relative efficiency can be as low as 55%. However, in practice,
we expect most levels of the factors to be less than our high level. The trends in
DOI: The Canadian Journal of Statistics / La revue canadienne de statistique
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n
 =
 100
n
 =
 1000
Low Medium High
0.6
0.7
0.8
0.9
1.0
0.6
0.7
0.8
0.9
1.0
Level of OD, AC1, and SP
SV
 ra
tio Estimator
FMM2
GLM
FIGURE 2: Ratio of the SVs of the HMM estimator of the slope (the MLE) to that of the GLM and
FMM estimators when a 2-state Poisson HMM is the true model. The solid black line indicates where the
efficiency of the estimators would be equal to that of the MLE of the true model. All three factors are
simultaneously set to the levels indicated on the x-axis.
SV ratios for different sample sizes are similar.
4.2. Study 2
In this study, we consider Poisson HMMs with K = 3 and K = 4 and also a
Poisson GLMM as data generating mechanisms. The 3-state and 4-state HMMs
have d+ 8 and d+ 15 free parameters, respectively. As in study 1, we vary the
Sj’s and fix the elements of the transition probability matrices at pii = 0.9 and
pij = 0.1/(K − 1), where i 6= j. We use different forms of covariates, including
binary, seasonal, and trend, in this study.
We choose the values of the parameters in the true models to achieve different
levels of the factors described in Table 1 (except that SP is fixed at 0 when the
Poisson GLMM is the true model).
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n
 =
 100
n
 =
 1000
Low Medium High
0.9
1.2
1.5
1.8
2.1
0.9
1.2
1.5
1.8
2.1
Level of OD, AC1, and SP
SV
 ra
tio Estimator
HMM2
FMM2
FIGURE 3: Ratio of the SVs of the GLM estimator to those of the HMM and FMM estimators when the
4-state Poisson HMM is the true model. The solid black line indicates where the efficiency of the estimators
would be equal to that of the GLM. All three factors are simultaneously set to the levels indicated on the
x-axis.
Our results show that all the estimators are approximately unbiased; the mag-
nitude of the estimated bias was always less than or equal to 0.005 (see online
materials, tables SM 3-6 and 8-12). When the Poisson HMM is the true model but
the number of hidden states is misspecified, again the GLM and FMM estimators
perform well at the low level of the factors. The HMM estimator outperforms all
the other estimators at higher levels of the factors (see fig. 3) and the FMM esti-
mator has the second lowest SV. The results are similar when the true model is a
3-state Poisson HMM (see online supplementary material, table SM 3).
In contrast, when the true model is a Poisson GLMM (especially with a trend
covariate), the efficiency of the GLM estimator is at least as good as those of the
HMM and FMM estimators (fig. 4).
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n
 =
 100
n
 =
 1000
Low Medium High
0.6
0.7
0.8
0.9
1.0
0.6
0.7
0.8
0.9
1.0
Level of OD and AC1
SV
 ra
tio Estimator
HMM2
FMM2
FIGURE 4: Ratio of the SVs of the GLM estimator of the slope to those of the HMM and FMM estimators
when the Poisson GLMM is the true model. The solid black line indicates where the efficiency of the
estimators would be equal to that of the GLM. OD and AC1 are simultaneously set to the levels indicated
on the x-axis. SP is treated as 0.
We also looked at the performance of the 3-state Poisson HMM and FMM es-
timators in our simulation study. However, because these estimators were poorly
behaved (even for n = 1000), we have omitted the details of these findings.
4.3. Sample SD and SE of the estimators
In this section, we evaluate our methods in §3 with a simulation study. We treat
the sample SDs (SSDs) of the estimates (across replicates) as the true SDs for
the purpose of this section, and then compare the SSDs to the average SEs of
the estimators. Since we never recommend the FMM estimator (even when the
Poisson FMM is the true model, see online materials, table SM 1), we focus only
on the SE of the GLM and HMM estimators. In addition, we choose ℓ = 1 in
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(10), after having experimented with different values.
Table 2 shows the SSD and the average SE of the GLM and HMM estimators
of β1 for the high level of the factors, n = 1000, and one covariate (binary or
trend). The results are similar for other more moderate levels of the factors and
for n = 100 (see online material, tables SM 21-22). In addition, we compare
the average values of the DDW and White (1984) SEs of the GLM estimator.
Both SEs are quite accurate when we have one binary covariate in true model,
regardless of the latent process distribution. When the true model has a trend,
both underestimate the true SE, but our SE based on the method of White (1984)
always performs better than that of DDW, sometimes dramatically (See online
material for other cases, tables SM 21-22, 25-26, and 28).
5. GENERAL RESULTS CONCERNING THE ESTIMATORS AND THEIR
STANDARD ERRORS
Our simulation studies in the previous section illustrate the effect of three factors
(OD, AC1 and SP) on the performance of the HMM, FMM and GLM estimators
and their SEs for certain true models that have a single covariate. In this section,
we report on the performance these estimators more generally, i.e., for any choice
of true model in class (1). We study the effect of including multiple covariates as
well as the effect of the level of OD, AC1, and SP. With respect to the latter, of
the 27 possible combinations of levels of these factors, we study 22. (See online
material for details of each setting, table SM 16.) Due to constraints inherent to
DOI: The Canadian Journal of Statistics / La revue canadienne de statistique
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models in class (1), we are not able to simulate data for five combinations, e.g.
low OD and high AC1 and SP. We call each combination of factor levels a run.
Table 3 shows a summary of the most efficient estimator (indicated by ∗) for
each run where the model had a single covariate. All the estimators are approxi-
mately unbiased. In this table, we include only the most extreme runs where the
GLM estimator is the most efficient estimator (since models associated with the
less extreme runs are even closer to the GLM), and the least extreme runs where
the HMM estimator is the most efficient estimator (since models associated with
more extreme runs are even closer to the HMM). See online material (table SM
16) for results from other runs. In general, we recommend the GLM estimator as
a consistent, efficient and robust estimator. The HMM estimator performs better
only if the SP factor is at its high level, or the SP and AC1 factors are both at at
least their medium level. In other words, when the data arise from model (1) with
a latent variable that is either continuous or takes on closely spaced values, we
recommend the GLM estimator. The HMM estimator is appropriate only when
the latent variable takes on highly separated values. We never recommend the
FMM estimator. Interestingly, the OD factor doesn’t have a big impact on the
efficiency of the estimators.
We also conducted studies where the true model had multiple covariates of
different forms. Our results show that the number and form of covariates affect
the efficiency of the estimators (see online materials, tables SM 17-28). For in-
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stance, estimating a trend effect is challenging and the chance of underestimating
its SE is high when using either the HMM or GLM estimator, especially when
other covariates are present in the model. In general, the SE of the GLM esti-
mator is better-behaved than that of the HMM estimator when we have many
covariates in the model. In particular, when the HMM estimator is more efficient
(e.g. runs 4-6 in table 3), the SE of the HMM estimator can be severely negatively
biased (as low as 50% of the SSD), whereas the SE of the GLM estimator is ap-
proximately unbiased (except the estimator of the coefficient of the trend, where
both SEs are negatively biased). Therefore, we recommend the GLM estimator,
regardless of the levels of the factors in table 1.
In practice, when the response is a function of one covariate, the factors in
table 1 can be estimated. Thus, the problem can be classified according to the
runs in table 3 and the best estimator identified. However, when we have mul-
tiple covariates in the model, estimating factors described in table 1 could be
challenging. As an alternative, we can fit a GLM to the observed counts, com-
pute the standardized residuals, and then estimate the factors for these residuals.
In this way, we can classify models with any number of covariates according to
table3.
To summarize, we present some guidelines for choosing the “best” estimator
(i.e., the estimator with high relative efficiency and well-behaved SE) among the
three estimators in practice (where the true model is unknown). In particular, we
DOI: The Canadian Journal of Statistics / La revue canadienne de statistique
20 SAFARI, ALTMAN AND LEROUX Vol. , No.
recommend the HMM estimator only when the model has fewer than 4 covari-
ates and SP is at its high level (or SP and AC1 are both at their medium level).
Otherwise, in light of its consistency, efficiency, robustness, and well-behaved
SE estimate, we recommend the GLM estimator.
6. APPLICATION
We now apply our findings from the previous sections to real applications. We
first re-analyze the polio data considered by Zeger (1988) and DDW. We then
present a second application concerning the daily numbers of epileptic seizures.
6.1. Polio Incidence Data
Zeger (1988) analyzed the monthly number of cases of polio reported by the U.S.
Centers for Disease Control from 1970 - 1983 (168 months) to assess whether
the data provided evidence of a long-term decrease in the rate of infection. His
analysis was based on a QMLE of the time trend. The data are displayed in fig. 5
(a). The polio counts display overdispersion relative to the Poisson distribution
(ÔD = 2.40). To compare our approach with that of DDW, we consider the same
set of covariates. No separation among latent distribution is visible (see the Pois-
son GLM residuals in fig. 5 (b)), estimated AC1 and OD of the Poisson GLM
standardized residuals are low (0.17) and medium (2.40), respectively, suggest-
ing that the true data generating mechanism is less extreme that that in run 1 in
table 3. In addition, we have multiple covariates, including a trend. Therefore,
the GLM estimator is the best choice in terms of efficiency and accuracy of its
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FIGURE 5: (a) Time series plot of polio data and (b) histogram of standardized residuals obtained after
fitting the Poisson GLM
SE.
Table 4 shows the GLM estimates of the regression parameters along with
their SEs based on our approach and on that of DDW. The SEs based on the two
methods are considerably different for all the covariate coefficient estimates (es-
pecially the trend). DDW reported the SEs of the GLM estimates (second column
in table 4) based on some additional model assumptions (including the assump-
tion that the latent process follows an AR(1) model; see §4 of Zeger 1988). They
didn’t offer a way to check these assumptions and we can’t verify them easily.
Without these assumptions, DDW’s SEs of the GLM estimates can be computed
using method of moment estimates of the latent process covariances (see DDW
and Zeger 1988). We compute the SE of DDW based no further assumptions
about the true model (listed in the third column of table 4), which differ from the
values reported in Table 1 of DDW and are quite similar to the SEs of the GLM
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estimates. We recommend using our SE based on the approach of White (1984)
(listed in the fourth column of table 4) because it performs better in general (ac-
cording to our simulation study) . Nevertheless, the trend is not significant based
on either our SE estimate or that of DDW.
6.2. Daily number of epileptic seizures
The second application that we consider is a series of counts of myoclonic
seizures suffered by one patient on 204 consecutive days. In the neurology liter-
ature, Poisson HMMs appear to be common for the analysis of seizure counts
(see e.g. Hopkins et al 1985 or Franke and Seligmann 1993). In particular,
Albert (1991) and Le et al. (1992) fit a Poisson 2-state HMM to these counts.
Since other predictor variables for this patient are not available, we consider
only a trend effect in the model.
The data are illustrated in fig. 6 (a). We can see medium estimated AC1 and
high estimated OD in the GLM residuals. In addition, the histogram of the Pois-
son GLM standardized residuals suggests at least two components (i.e., the true
model might be a Poisson HMM), but with low SP (fig. 6 (b)). Since the prop-
erties of the residuals are similar to those of run 1 in table 3, we recommend the
GLM estimator. Table 5 shows the estimated coefficients and their SEs. As ex-
pected, the GLM estimator does have smaller SEs than does the HMM estimator.
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FIGURE 6: (a) Time series plot of epileptic seizure counts and (b) histogram of standardized residuals
obtained after fitting the Poisson GLM
These results are consistent with our findings that the HMM estimator is more
efficient only when the true model is an “extreme” HMM.
7. DISCUSSION
In this paper, we considered a general class of models for time series of counts
(1). We conducted a comprehensive study of the accuracy and efficiency of three
estimators, the GLM, 2-state FMM and 2-state HMM estimators, and the accu-
racy of their SEs.
Our results showed that except in extreme cases, the GLM estimator is the
most efficient. In addition, the GLM estimator is consistent and robust, has a
well-behaved estimated SE, and is easy to compute using standard software. The
GLM estimator has particular advantages over the MLE of the Poisson GLMM.
Specifically, the Poisson GLMM allows for the latent variable to have a general
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(i.e. possibly non-normal) distribution. However, we usually don’t know the dis-
tribution of the latent variable. This uncertainty provides yet more motivation for
using the GLM estimator.
We considered other estimators including the 3-state FMM and HMM esti-
mators, negative binomial (Davis and Wu 2009), and Zeger QMLE, as well, but
they were less efficient than the 2-state HMM estimator, or poorly behaved, or
their SEs were poorly behaved (see §4).
Initially, we thought of the HMMwith x number of hidden states (HMMx) as
approximation to the GLMM. Thus, we expected that the HMMx estimator (for
x > 2) would perform better than the GLM or HMM2 estimator when the true
model was a GLMM, HMM3, HMM4, etc. But that was not the case, at least
for the sample sizes we considered. Interesting future work could include the
exploration of complex models where the HMMx estimator does perform well.
We proposed three main factors (OD, AC1 and SP) associated with the true
model that could affect the performance of the estimators. We then considered a
broad set of simulation runs (including extreme cases) by changing the levels of
our factors. Surprisingly, OD, which is an obvious violation of the assumption of
a Poisson GLM, had limited effect on the efficiency of the estimators – even the
Poisson GLM estimator.
In addition, we developed SEs for our estimators. To the best of our knowl-
edge, our SEs for the Poisson HMM and FMM estimators are unique, our SE
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for the Poisson GLM estimator is easier to compute and more accurate than the
existing SEs.
We focused on the efficiency of the covariate coefficient estimators. However,
in our simulation studies, we also considered the intercept estimators. Our results
showed that all of our intercept estimators are approximately unbiased. In addi-
tion, both DDW’s and our SEs underestimate the true SD of both the GLM and
HMM estimators. But in general, our SE was relatively closer to the SSD of the
GLM intercept estimates. Developing a SE that is (approximately) unbiased for
all the coefficient estimators (including the intercept), is additional future work.
BIBLIOGRAPHY
MacDonald, I. L. and Zucchini,W. (1997). HiddenMarkov and Other Models for DiscreteValued
Time Series. Chapman & Hall: London.
Albert, P. S. (1991). A two-state Markov mixture model for a time series of epileptic seizure
counts. Biometrics 47, 1371–1381.
Cox, D. R. (1981). Statistical analysis of time series: some recent developments. Scandinavian
Journal of Statistics 8, 93–115.
Lee, Y. and Nelder, J. A. (1996). Hierarchical generalized linear models. Journal of the Royal
Statistical Society B 58, 619–678.
Lystig, C. and Hughes, J. P. (2002). Exact Computation of the Observed Information Matrix for
Hidden Markov Models. Journal of Computational and Graphical Statistics 11 3, 678–689.
Zeger, S. L. (1988). A regression model for time series of counts. Biometrika 75, 621–629.
DOI: The Canadian Journal of Statistics / La revue canadienne de statistique
26 SAFARI, ALTMAN AND LEROUX Vol. , No.
White, H. (1984). Maximum Likelihood Estimation of Misspecified Dynamic Models. Springer
, 1–19.
Davis, R. A., Dunsmuir, W. T., and Wang, Y. (2000). On autocorrelation in a Poisson regression
model. Biometrika 87, 491–505.
Davis, R. A. and Wu, R. (2009). A negative binomial model for time series of counts. Biometrika
96, 735–749.
Le, N. D., Leroux, B. G., and Puterman, M. L. (1992). Reader reaction: Exact likelihood evalua-
tion in a Markov mixture model for time series of seizure counts. Biometrics 48, 317–323.
Neuhaus, J. M., McCulloch, C. E., and Boylan, R. (2013). Estimation of covariate effects in
generalized linear mixed models with a misspecified distribution of random intercepts and
slopes. Statistics in Medicine 32, 2419–2429.
Nelson, K. P. and Leroux, B. G. (2008). Properties and comparison of estimation methods in a
log-linear generalized linear mixed model. Journal of Statistical Computation and Simula-
tion3 78, 367–384.
Villarini, G., Vecchi, G. A., and Smith, J. A. (2010). Modeling the Dependence of Tropical Storm
Counts in the North Atlantic Basin on Climate Indices. American Meteorological Society 7
138, 2681–2705.
Elsner, J. B. and Jagger, T. H. (2006). Prediction Models for Annual U.S. Hurricane Counts.
American Meteorological Society 12 19, 2935–2952.
The Canadian Journal of Statistics / La revue canadienne de statistique DOI:
2011 27
TABLE 1: Factor levels in simulation study
Low Medium High
OD* 1.5 3 5
AC1* 0.15 0.25 0.5
SP*+ 0.25 0.45 0.7
* Averaged over the covariate values
+ This factor is 0 for GLMMs
TABLE 2: Performance of the SEs of the estimators based on different (misspecified) models
HMM Estimator GLM Estimator
True model Covariate Sample SD Asy SE (White) Sample SD Asy SE (DDW) Asy SE (White)
Poisson 2-state HMM Binary 0.012 0.012 0.025 0.025 0.026
Poisson 2-state HMM Trend 0.012 0.012 0.068 0.034 0.039
Poisson GLMM Binary 0.030 0.030 0.025 0.024 0.025
Poisson GLMM Trend 0.054 0.046 0.040 0.019 0.033
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TABLE 3: Most efficient estimators for different levels of the factors when the model has one covariate
Factor Estimator
Run OD AC1 SP GLM HMM2
1 High Medium Low *
2 Medium High Low *
3 High Low Medium *
4 Low Medium Medium *
5 Medium High Medium *
6 Medium Low High *
TABLE 4: GLM estimates and SEs (polio dataset). DDWs’ SE is computed using the MOM estimators of
the latent process parameters (see §3.2 of DDW). They differ from the values reported in Table 1 of DDW,
which rely on additional model assumptions (see §4 of Zeger 1988).
Covariate Est Asy SE (DDW - extra assumptions) Asy SE (DDW) Asy SE (White)
Intercept 0.207 0.205 0.040 0.112
Trend ×10−3 -4.799 4.115 1.788 2.548
cos(2pit/12) -0.149 0.157 0.009 0.136
sin(2pit/12) -0.532 0.168 0.082 0.191
cos(4pit/12) 0.169 0.122 0.035 0.149
sin(4pit/12) -0.432 0.125 0.046 0.149
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TABLE 5: GLM and HMM estimates and SEs (seizure dataset).
GLM Estimate HMM Estimate
Covariate Est Asy SE (DDW) Asy SE (White) Est Asy SE (White)
Intercept 0.179 0.481 0.42 -0.170 0.283
Day -0.006 0.363 0.172 -0.933 0.820
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