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This paper is aimed at those engineers and practitioners who need a simple and understandable non-
matrix-analytic procedure to compute the performance measures of the discrete-time BMAP/G/1 queueing
system when the order of parameter matrices is very low. We develop a set of system equations and derive
the vector generating function of the queue length. Starting from the generating function, we propose a
eigenvalue approach that can be implemented by those who have basic knowledge on M/G/1 queues
and eigenvalue algebra.
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CCCCA;in which Dn (n P 0) are non-negative m · m matrices where m is the number of phases of the
underlying Markov chain (UMC), A(k) represents the number of arriving customers during k
slots and J(k) is the phase of the UMC at the start of slot k. The element (D0)ij of the matrix
D0 represents the transition probability of the UMC from i to j without an arrival and (Dn)ij
(n P 1) represents the transition from i to j with a batch arrival of size n. D ¼P1n¼0Dn is the tran-
sition probability matrix of the UMC. For a deﬁnition of the D-BMAP, readers are advised to see
[3]. The D-BMAP can represent a variety of arrival processes which includes, as special cases, the
Bernoulli arrival process, the Markov Modulated Bernoulli Process (MMBP), the D-MAP (Dis-
crete-time Markovian Arrival Process) and their superpositions. It is the discrete-time version of
the versatile Markovian point process introduced by Neuts [24] and the continuous-time BMAP
of Lucantoni [22,23].
In recent years, discrete-time queues have gained importance due to their numerous appli-
cations in slotted digital communication systems. One of the reasons for this fact is that dis-
crete-time queues better ﬁt the slotted nature of computer and communication system than the
continuous-time counterparts. Readers are referred to [31,4] for more details on discrete-time
queues.
Works on the analysis of queueing systems with D-BMAP or D-MAP are many. Blondia and
Casals [3] modeled a digital video communication system with ATM by D-BMAP. They em-
ployed a matrix-analytic approach pioneered by Neuts [25,26]. Hashida et al. [11,12] analyzed
the system with SBBP (Switched Batch Bernoulli Process) with and without priorities. Ishizaki
et al. [14] analyzed the SBBP/G/1 system in which the staying time of the UMC follows a general
distribution. Alfa and Neuts [1] analyzed the vehicular traﬃc system by D-MAP. Other studies on
queueing system with D-BMAP or D-MAP can be found in [17,29,30,34,7,13,15,10,16,8]. For a
detailed study concerning applications to models describing ATM networking, see [4]. For decom-
positions of queue length, see [6]. Most of these studies used the technique of imbedded Markov
chain and the matrix-analytic method (MAM) to derive the performance measures. For excellent
treatment of the MAM, readers are advised to see [18].
There exist well-established theories and computational algorithms concerning the BMAP/G/1
queues with arbitrary order of parameter matrices. But, in many cases, when real data is ﬁtted
to one of the BMAP schemes, the order of matrices are very low for practical purposes. Even with
these low-order parameter matrices, it is still a formidable task for practitioners, who have
completed introductory queueing text, to understand the published theories and write their
own computer code even for the simplest MAP/G/1 queues. This has motivated our research.
In this paper, we model the D-BMAP/G/1 queueing system by the supplementary variable tech-
nique. Then, we use the eigenvalues and eigenvectors of the matrix GF DðzÞ ¼P1n¼0Dnzn to derive
the vector GF of the queue length. For modeling of discrete-time M/G/1 and related systems by
the supplementary variable technique, see [31] and references therein. For modeling of continu-
ous-time BMAP/G/1 queues, see [22,23,19,20,5]. For the analyses of multiple-stream MAP and
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[21]. For extensive spectral analysis of BMAP queues, see [9].2. Analysis
Assuming late arrival model, let us deﬁne N(k) as the queue length (i.e., the number of custom-
ers including the one in service) at time k, J(k) as the phase of the UMC at time k, sn as the prob-
ability that the service time is of length k with probability generating function (PGF)
SðzÞ ¼P1n¼1snzn, SR(k) as the remaining service time at time k. Let us deﬁne pn,i(u,k) be the joint
probability that at time k, server is busy, N(k) = n, J(k) = i, and SR(k) = u. Let qi(u) be the prob-
ability that the server is idle and J(k) = i. Let pn,i(u) and qi be steady-state probabilities. In the
sequel, we will use (F)ij to mean the (i, j) element of the matrix F.
Let us deﬁne the vectors as follows:pnðuÞ ¼ ðpn;1ðuÞ; pn;2ðuÞ; . . . ; pn;mðuÞÞ; q ¼ ðq1; q2; . . . ; qmÞ:
It is not diﬃcult to derive the following vector system equations:q ¼ qD0 þ p1ð1ÞD0; ð1Þ
Xn Xnþ1pnðu 1Þ ¼ qDnsu1 þ
k¼1
pkðuÞDnk þ
k¼1
pkð1ÞDnkþ1su1; ðn P 1Þ: ð2ÞWe deﬁne the following vector GFs:pðz; uÞ ¼
X1
n¼1
pnðuÞzn; pðz; 1Þ ¼
X1
n¼1
pnð1Þzn:Also let us deﬁne the matrix GF DðzÞ ¼P1n¼0Dnzn. For further analyses, we make the following
two assumptions:
Assumption 1. D(z) is analytic in the neighborhood of z = 1.
Assumption 2. All eigenvalues of D(z) are simple for jzj 6 1.
For other analyses of various queueing systems under these assumptions, readers are advised to
see [27,28].
Under Assumption 2, the inverse matrix D1(z) exists for z on and within the unit circle except
z = 1.0.
We multiply (2) by zn and summing over zn and use (1). Then, after arranging terms, we getpðz; u 1Þ ¼ su1q½DðzÞ  I 
 þ pðz; uÞDðzÞ þ z1su1pðz; 1ÞDðzÞ: ð3Þ
Deﬁning the double GF pðz;wÞ ¼P1u¼1pðz; uÞwu, we can get, from (3),pðz;wÞ½wI DðzÞ
 ¼ wSðwÞq½DðzÞ  I 
 þ w½z1SðwÞ  1
pðz; 1ÞDðzÞ: ð4Þ
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getpðz; 1ÞDðzÞ½zI  SðDðzÞÞ
 ¼ zq½DðzÞ  I 
SðDðzÞÞ; ð5Þ
where SðDðzÞÞ ¼P1k¼1sk½DðzÞ
k. Usually S(D(z)) is denoted as A(z) in queueing literature, and we
will use this notation throughout the paper. We postmultiply both sides of (4) by [zI  A(z)] and
use (5). Then, we getpðz;wÞ½wI DðzÞ
½zI  AðzÞ
 ¼ w½SðwÞ  z
q½DðzÞ  I 
AðzÞ  wSðwÞq½I DðzÞ
½zI  AðzÞ
:
ð6ÞUsing w = 1 in (6), we getpðz; 1Þ½I DðzÞ
½zI  AðzÞ
 ¼ ð1 zÞq½DðzÞ  I 
AðzÞ  q½I DðzÞ
½zI  AðzÞ
: ð7Þ
Let Y(z) be the vector generating function of the queue length vector probability yn
(n = 0,1, . . . ,1) at an arbitrary time. Then, we getYðzÞ ¼ qþ pðz; 1Þ: ð8Þ
We note that qi in q = (q1,q2, . . . ,qm) is the joint probability that at an arbitrary time the server is
idle and the UMC is in phase j. Thus, our q is equivalent to y0 which is more frequently used in
many literature.
Postmultiplying (8) by [I  D(z)][zI  A(z)] and using (7), we get
YðzÞ½I DðzÞ
½zI  AðzÞ
 ¼ ðz 1Þq½I DðzÞ
AðzÞ: ð9ÞSince [I  D(z)] and A(z) commute, (9) reduces to
YðzÞ ¼ qðz 1ÞAðzÞ½zI  AðzÞ
1: ð10aÞIf we note X(z) as the vector generating function of the queue length probability xn
(n = 0,1, . . . ,1) at a departure, the following relationship holds between X(z) and Y(z),YðzÞ½DðzÞ  I 
 ¼ kðz 1ÞXðzÞ: ð10bÞ
Now, as in the continuous-time case, it can be see that if q can be computed, yj (j P 1) and xj
(j P 0) can also be computed. Thus our objective will be devising a methodology that can com-
pute q. The remaining part of the paper will be devoted to this objective.
Applying the usual matrix-analytic method to compute q is mathematically involved and this
part is where most beginners are discouraged. In this paper, we will use a diﬀerent approach.
Our approach is simple in that we use the elementary theory that is used to manipulate the PGFs
of simple M/G/1 systems.
If we denote the inverse matrix of a matrixM byM1 ¼ adj½M 

det½M 
 where adj[M] is the adjoint matrix
and det[M] is the determinant, then (10a) becomesYðzÞ ¼ qðz 1ÞAðzÞadj½zI  AðzÞ

det½zI  AðzÞ
 : ð11ÞIn the above equation, we ﬁrst note that obtaining q can be accomplished by applying the usual
argument that the numerator of (11), when evaluated at the zeros of the denominator on and
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by the multiplication of its eigenvalues, we need to look into the eigenvalues of the matrix
[zI  A(z)]. These eigenvalues, in turn, can be obtained from the eigenvalues of DðzÞ ¼P1n¼0Dnzn.
Let a1(z),a2(z), . . . ,am(z) be the eigenvalues of the matrix D(z). Let nj(z) be the right eigenvector
of aj(z).
Theorem 1. There exists, for some i, an ai(z) that satisfies ai(z)jz=1 = ai(1) = 1.
Proof. D ¼P1n¼0Dn ¼ Dð1Þ is a stochastic matrix. The fact that 1 is an eigenvalue of D completes
the proof. h
In the sequel, we will denote a1(z) as the eigenvalue that satisﬁes Theorem 1. It will be seen later
that a1(z) is the only eigenvalue that satisﬁes Theorem 1.
In the sequel, we will use the notations d
k
dzk f ðzÞ ¼ f ðkÞðzÞ and d
k
dzk f ðzÞjz¼a ¼ f ðkÞðaÞ.
Theorem 2. We have
(a) að1Þ1 ð1Þ ¼ k,
(b)
d
dz
Sða1ðzÞÞjz¼1 ¼ q.
Proof. We have D(z)n1 (z) = a1(z)n1(z). Differentiate with respect to z, use z = 1 and premultiply
by p which is the stationary vector of the UMC. Using pD = p, pe = 1 (e is the vector of ones), we
get pD(1)(1)e = a(1)(1). Using pDð1Þð1Þe ¼ pP1n¼1nDne ¼ k ﬁnishes proof of (a). (b) is a direct con-
sequence of (a). h
Theorem 3. Let (dn)ij be the (i, j)-element of Dn and dij(z) be the (i, j)-element of D(z) (thus we have
dijðzÞ ¼
P1
n¼0ðdnÞijzn). Then, we have
P1
j¼1 j dijðzÞ j¼ 1 for z = 1.0 and
P1
j¼1 j dijðzÞ j< 1 for z on
{z:jzj 6 1,z5 1.0}.
Proof. Let z = h(cosh + i sinh), (h 6 1, 06 h 6 2p). Then, we have
X1
j¼1 j dijðzÞ j¼
X1
j¼1
X1
n¼0
ðdnÞijzn
					
					 ¼
X1
j¼1
X1
n¼0
ðdnÞijhnðcos nhþ i sin nhÞ
					
					
6
X1
j¼1
X1
n¼0
ðdnÞijhn j ðcos nhþ i sin nhÞ j6 1:We have equality only when h = 1 and h = 0, i.e., when z = 1.0. h
Theorem 4. For a z on {z:jzj 6 1}, we have jai(z)j < 1, (i = 2,3, . . . ,m).
Proof. D is a stochastic matrix. Thus, except ai(1) = 1, we have ai(1) < 1, (i = 2,3, . . . ,m) [2]. Let
the eigenvector of ai(z) be ni(z) = (ni1(z), ni2(z), . . . ,nim(z))
T. Let Max(ni1(z),
ni2(z), . . . ,nim(z)) = ni,max(z). From the relationship D(z)ni(z) = ai(z)ni(z), we have, for row 1 of
D(z),
P1
j¼1d1jðzÞnijðzÞ ¼ aiðzÞni1ðzÞ. Thus, for a z on {z:jzj 6 1,z5 1.0}, we have
282 H.W. Lee et al. / Applied Mathematical Modelling 29 (2005) 277–288j aiðzÞni1ðzÞ j¼j aiðzÞ jj ni1ðzÞ j¼
X1
j¼1
j d1jðzÞnijðzÞ j
					
					 6
X1
j¼1
j d1jðzÞ jj nijðzÞ j
6
X1
j¼1
j d1jðzÞ j ni;maxðzÞ < ni;maxðzÞ;where the last inequality comes from Theorem 3. In the same way, for row 2,3, . . . ,m, we have
jai(z)jjnij(z)j < ni,max(z), (j = 2,3, . . . ,m). In all, jai(z)j[jni1(z)j, jni2(z)j, . . . , jnim(z)j]T < ni,max(z)e. Not-
ing Max(ni1(z),ni2(z), . . . ,nim(z)) = ni,max(z) ﬁnishes the proof. h
Theorem 5. The eigenvalues of zI  A(z) are
biðzÞ ¼ z S½aiðzÞ
; ði ¼ 1; 2; . . . ;mÞ:Proof. If two matrices can be diagonalized and commute, they share the eigenvectors [2]. We eas-
ily see that zI  A(z) and D(z) commute. Thus both share the eigenvectors {nj(z)}. Noting the fol-
lowing identity completes the proof:½zI  AðzÞ
niðzÞ ¼ zniðzÞ  AðzÞniðzÞ ¼ zniðzÞ 
X1
n¼1
sn½DðzÞ
nniðzÞ ¼ fz S½aiðzÞ
gniðzÞ: Theorem 6. There exists, for some i, an eigenvalue bi(z) = z  S[ai(z)] such that
bi(z)jz=1 = bi(1) = 0.
Proof. It is a simple consequence of Theorems 1 and 5. h
Theorem 7. We have,
(a) b1(z) = z  S[a1(z)] has only one zero, z = 1.0, on the unit circle and no zeros within the unit
circle.
(b) Each of bi(z) = z  S[ai(z)], (i = 2, . . . ,m) has exactly one zero within the unit circle.
(c) det[zI  A(z)] has only one zero on the unit circle and (m  1) zeros within the unit circle.
Proof(a) From Theorem 6, we see that z = 1 is the zero of b1(z) = z  S[a1(z)] on the circle. To show
that there are no zeros of b1(z) = z  S[a1(z)] within the unit circle, let C = {z:jzj = 1 + e},
f(z) =  z, g(z) = S[a1(z)]. We have jf(z)j = 1 + e. Also, we havej gðzÞ j¼
X1
n¼1
snða1ðzÞÞn
					
					 6 1þ kEðSÞeþ oðeÞ;
where E(S) is the mean service time and the inequality comes from Theorem 2. Since we as-
sume a stable queue, we have q = kE(S) < 1 and jg(z)j < jf(z)j. Letting e!0 and applying the
Rouches theorem completes the proof.
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g(z) =  S[a1(z)]. Then, we have jf(z)j = 1, andj gðzÞ j¼
X1
n¼1
snða1ðzÞÞn
					
					 6
X1
n¼1
sn j a1ðzÞjn < 1 ¼j f ðzÞ j;where we used Theorem 4 in the last inequality. Applying the Rouches theorem ﬁnishes the
proof.
(c) is a direct consequence of (a) and (b). h
From Theorem 7, we see that there are (m  1) zeros (z2,z3, . . . ,zm) of the denominator
det[zI  A(z)] of (11) that lie within the unit circle, each of which comes from the zero of each
of the eigenvalues bi(z) (i = 2, . . . ,m) of zI  A(z). Along with z1 = 1 and Assumption 2, we have
m diﬀerent zeros on and within the unit circle. At each of these zeros, the numerator of (11) has to
vanish. Thus, q = (q1,q2, . . . ,qm) can be determined by solving the following m equations:Yð1Þ ¼ qþ pð1; 1Þ ¼ p; ð12Þqðz  1ÞAðz Þadj½z I  Aðz Þ
 ¼ 0; ði ¼ 2; 3; . . . ;mÞ: ð13Þi i i i3. Numerical examples
We present a numerical example to derive the mean queue length.
Example 1. Let us consider a D-BMAP/G/1 queue with the following parameter matrices:D0 ¼
0:3 0:4
0:25 0:3

 
; D1 ¼
0 0:15
0:1 0:1

 
; D2 ¼
0:05 0:05
0:1 0

 
; D3 ¼
0 0:05
0:1 0:05

 
:

 
Thus, we have D ¼ 0:35 0:65
0:55 0:45
. Then, we get, from pD = p,pe = 1, p = (11/24,13/24). Also
we get the arrival rate k ¼ pP1n¼1nDne ¼ 0:689583. We assume that the service time follows the
geometric distribution with Pr (S = u) = (0.9)(0.1)u1, (u = 1, 2, . . .). Thus we get
q = kE(S) = 0.766205. The eigenvalues of D(z) turn out to be a1(z) = (0.6 +
0.1z + 0.05z2 + 0.05z3 + 0.15A)/2 and a2(z) = (0.6 + 0.1z + 0.05z
2 + 0.05z30.15A)/2, in whichA ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4:48926 0:875475zþ z2
p

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1:7026 0:477685zþ z2
p

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2:3259þ 2:90872zþ z2
p
:We note that a1(1) = 1. Now, (12) reduces toq1 þ q2 ¼ 0:233796: ð14Þ
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b2(z) = z  S(a2 (z)). The zero of b2(z) within the unit circle is z2 =  0.0137. Using this in A(z)
yields AðzÞjz¼0:0137 ¼
0:288126 0:381003
0:238057 0:286805

 
. We also have
 adj½zI  AðzÞ
jz¼0:0137 ¼
0:300505 0:381003
0:238057 0:301826 :Using this in (13), we getq1 ¼ 0:792141q2: ð15Þ
Solving (14) and (15), we getq ¼ ðq1; q2Þ ¼ ð0:103343; 0:130453Þ: ð16Þ
Since qj is the joint probability that the server is idle and the UMC phase is j, under the condition
that the server is idle, the UMC phase probability becomesq
1 q ¼
ð0:103343; 0:130453Þ
0:233797
¼ ð0:442; 0:558Þ:Example 2. In this case, Let us consider a D-BMAP/G/1 queue with the following parameter
matrices with order 3.D0 ¼
0:15 0:1 0:25
0:3 0:18 0:12
0:16 0 0:24
0
B@
1
CA; D1 ¼
0:15 0:1 0:25
0:2 0:12 0:08
0:24 0 0:36
0
B@
1
CA; D ¼
0:3 0:2 0:5
0:5 0:3 0:2
0:4 0 0:6
0
B@
1
CA:We assume that the service time is deterministic and Pr (S = 1) = 1. Thus we have S(z) = z. First,
we haveDðzÞ ¼ D0 þ zD1 ¼
0:15þ 0:15z 0:1þ 0:1z 0:25þ 0:25z
0:3þ 0:2z 0:18þ 0:12z 0:12þ 0:08z
0:16þ 0:24z 0 0:24þ 0:36z
0
B@
1
CA:Then, from pD = p,pe = 1, we get p = (0.373333,0.106667,0.52). The arrival rate becomes
k ¼ pP1n¼1nDne ¼ 0:541333. Thus we get q = kE(S) = 0.541333.
The eigenvalues of D(z) turn out to bea1ðzÞ ¼ ð0:57þ 0:63zÞ=3þ 0:264567A 0:419974ð0:2163 0:4824z 0:2913z2Þ=A;a2ðzÞ ¼ ð0:57þ 0:63zÞ=3 ð0:132283þ 0:229122iÞAþ ð0:209987 0:363708iÞ
 ð0:2163 0:4824z 0:2913z2Þ=A;
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 ð0:2163 0:4824z 0:2913z2Þ=A;whereA ¼

0:02268þ 0:10665zþ 0:21816z2 þ 0:13851z3 þ 0:282292i ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ0:666983þ zp
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ0:856118þ zp  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1:09659þ zp  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1:49827þ zp  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ0:534556þ 1:287782zþ z2p 1=3:
We note that a1(1) = 1. First, from (12), we get the ﬁrst equation for q1, q2 and q3:q1 þ q2 þ q3 ¼ 0:458667: ð17Þ
The second eigenvalue of zI  A(z) is b2(z) = z  S(a2(z)). The zero of b2(z) within the unit circle
is z2 = 0.216294. Using this in A(z), we getAðzÞjz¼0:216294 ¼
0:182444 0:121629 0:304074
0:343259 0:205955 0:137304
0:211911 0 0:317866
0
B@
1
CA:We also getadj½zI  AðzÞ
jz¼0:216294 ¼
0:00105 0:012354 0:019844
0:005769 0:067875 0:109024
0:002191 0:025775 0:0414
0
B@
1
CA:The last eigenvalue of zI  A(z) is b3(z) = z  S(a3(z)). The zero of b3(z) within the unit circle is
z3 = 0.067461. In the same way, we getAðzÞjz¼0:067461 ¼
0:139881 0:093254 0:233135
0:286508 0:171905 0:114603
0:143809 0 0:215714
0
B@
1
CA;adj½zI  AðzÞ
jz¼0:067461 ¼
0:067783 0:026407 0:045117
0:064651 0:025187 0:043033
0:034423 0:013411 0:022913
0
B@
1
CA:Using this in (13)–(15), we get0:0103386q1 þ 0:0568011q2  0:0215695q3 ¼ 0; ð18Þ0:239366q1 þ 0:228307q2 þ 0:121561q3 ¼ 0: ð19Þ
Solving (17)–(19), we ﬁnally getq ¼ ðq1; q2; q3Þ ¼ ð0:17120; 0:05633; 0:23093Þ:
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As far as the computations of system performance measures are concerned, the conventional
matrix analytic method needs a vast amount of eﬀorts in programming of the computational
algorithms on an individual basis [22,23]. But, the algorithm introduced in this paper is much sim-
pler to execute than the conventional method. One only needs to ﬁnd the eigenvalues of some ma-
trix. Moreover, conventional method cannot directly derive the queue length vector GF given in
(10a). It ﬁrst derives the vector queue length GF X(z) at an arbitrary departure ﬁrst. This quantity
contains the vector probability x0 = (x0,1, . . . ,x0,m), in which x0,k is the joint probability that the at
an arbitrary departure point, the queue length is zero and the UMC phase is k. The computation
of this vector is not an easy task. The conventional method also involves the computation of
the vector g which is the stationary vector of the phase transition probability matrix G during
a fundamental period. If the system involves some control schemes such as server vacations
and N-policy, the computations in the conventional method becomes more complicated. In this
respect, it is obvious that the method introduced in this paper is much easier to handle.5. Summary
In this paper, we presented a simple spectral method to calculate the performance measures of
the discrete-time queues with D-BMAP inputs. Our motivation was based on the fact that most
engineers, even though they have completed basic queueing text books, ﬁnd it very diﬃcult to
understand the theories of the matrix-analytic method and program the published algorithms.
Our method is restrictive in that
(i) it is based upon the assumption that the eigenvalues of the matrix generating function D(z) are
all distinct, and
(ii) the eigenvalues of the matrix GF D(z) are easy to ﬁnd.
As implied in the title of this paper, if the order of the parameter matrices is very low, (i) and (ii)
do not pose serious problems as seen in the numerical examples. But we have experienced diﬃcul-
ties in ﬁnding all the eigenvalues as a function of z when the order is high. In this case, commer-
cially available mathematical packages may help.Acknowledgments
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