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Maintenance Performance Measurement: A Review
Hasnida Abdul Samat, Shahrul Kamaruddin* and Ishak Abdul Azid
School of Mechanical Engineering, Universiti Sains Malaysia, 
Engineering Campus, Nibong Tebal, 
14300 Penang, Malaysia
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 ABSTRACT
Maintenance is a vital system in a manufacturing company. The maintenance objectives are to ensure 
that the machine is in good condition, serviceable and safe to be operated in producing quality 
products.  However, the system usually imposes a high cost system due to its ineffective activities.  
Therefore, this paper was written to review the factors affecting the maintenance effectiveness and 
methods used to measure its performance.  In this paper, maintenance performance measurement 
methods are categorized into three groups, based on holistic, machine, and value factors.  Each group 
is discussed based on the principles and techniques of the maintenance performance measurement 
methods, along with the example of its applications in the industry.  The most common methods used 
are the holistic approach, overall equipment effectiveness (OEE), and balance score-card (BSC).  
These various methods have their own benefits and drawbacks, according to the area of measurement.
Keywords:  Balanced-score card (BSC), maintenance effectiveness, overall equipment 
effectiveness (OEE), performance measurement, reliability
INTRODUCTION
Competition can be found everywhere.  In the manufacturing industry, not being at the forefront 
signifies a loss of opportunities and profits.  Thus, one of the ways for a company to lead the market 
is by reducing waste in its operations to be able to offer products at the lowest price possible.  In 
doing so, the company also needs to maintain their business and customer loyalty by producing 
good quality and reliable products.  The most efficient way to improve business performance is 
to have an effective maintenance activity that will aid in the process of reducing cost, improving 
productivity, and maintaining business profile (Swanson, 2001). 
 The efficiency and effectiveness of a maintenance system play a pivotal role in the company’s 
success and survivability (Parida & Kumar, 2006).  Therefore, maintenance activities in a company 
need to be monitored, controlled, and improved from time to time to produce an effective system. 
A suitable and effective maintenance performance measurement (MPM) is needed to monitor the 
maintenance activities and the planning for more successful improvement.  In fact, the results 
from maintenance performance measurement will signify where the organization is and where it is 
heading (Kutucuoglu et al., 2001).  It functions as a guide to gauge whether the organization is en 
route to achieving its goals or not.
 This paper is aimed at reviewing available maintenance performance measurement methods in 
the literature and highlighting the common methods used.  It is divided into seven sections. In the 
first section, the discussions are provided to describe maintenance and maintenance performance. 
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In the second section, factors affecting maintenance performance are elaborated.  Next, literature 
reviews concerning the commonly used MPM methods are given based on both literature study and 
industrial practices.  The methods are classified into three groups in order to provide a comprehensive 
analysis of MPM.  Finally, conclusions concerning MPM are given.
MAINTENANCE PERFORMANCE
A concise translation of the word maintenance from Oxford dictionary is the “activities done to 
keep equipment and machine in its existing state, preserve, and ensure it to continue operating in 
good condition while at the same time protecting it from potential damage.”  Maintenance in time 
perspective is no longer seen as a necessary evil like that known in 1950s, but it is referred to as a 
partnership system that works as a profit contributor in manufacturing organization (Waeyenbergh 
& Pintelon, 2002).  Thus, it is really important to monitor and improve maintenance activities from 
time to time to ensure an effective operation.
 Maintenance can be monitored and improved based on its performance.  The definition of 
performance is the level to which the aims and objectives are attained (Dwight, 1999).  Therefore, 
in the context of this paper, maintenance performance can be defined as the state or the condition 
of the action or the process in conducting maintenance function, when measured from time to 
time.  The levels of maintenance effectiveness towards manufacturing operation illustrate the 
performance, and it is necessary to establish appropriate metrics for the purpose of measuring the 
maintenance performance (Chan et al., 2005).  Maintenance performance reflects the capabilities 
of the maintenance system to ensure continuous production of quality products and to reduce total 
operating cost at the same time.
 The issue of maintenance performance measurement has gained a great amount of attention and 
discussion from researchers and practitioners alike because the fact that what cannot be measured 
cannot be managed effectively (Parida & Kumar, 2006).  Meanwhile, measurement process tells the 
status of the activities carried out, the type of actions to be taken and where those actions should be 
targeted at (Kumar, 2006).  Therefore, management requires performance information to be able to 
improve their maintenance activities.  The absolute value of such performance information can then 
be compared to a previous situation or a trend.  The value can be used to glean the maintenance 
performance levels and to ensure a continuous improvement plan (Arts et al., 1998).
 Parida & Kumar (2006) revealed some of the reasons that stir the demands for maintenance 
performance measurement shown in Fig. 1.  Maintenance system is in relation with other systems 
in the company, like production, marketing, and management.  Therefore, the necessity to gauge 
maintenance effectiveness comes from the demands by every department in an organization.  For 
example, maintenance helps the maintenance department to justify the investments for their activities 
by measuring maintenance cost and value.  It also helps management team to improve resource 
allocations in the future towards a better maintenance performance.
FACTORS EFFECTING MAINTENANCE PERFORMANCE
Since maintenance is related to many departments in the organization of a company, it is obvious 
that there are many factors affecting its performance.  The main question in this area is “what to 
measure for a proper maintenance performance level?”  Parida (2007) outlines seven main criteria 
for measuring maintenance performance, which are:
1. machines or process related,
2. cost or finance related,
3. maintenance task related
4. customer satisfaction,
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5. learning, growth and innovation,
6. health, safety and environment issues, and
7. employee satisfaction factor.
 On other research, Kumar (2006) divided the factors affecting maintenance performance into 
two main categories, namely internal and external factors.  The internal effectiveness factors gauge 
maintenance activities based on its performance during the manufacturing processes, while the 
external effectiveness factors cover the issue after a product is sold.  Fig. 2 illustrate the divisions 
of the total maintenance effectiveness, together with a list of common factors affecting it.
Fig. 1: Important factors behind demands on maintenance performance measurement 
(Source: Parida & Kumar, 2006)
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 The internal effectiveness factors are directly related to maintenance operation.  It is based 
on productivity, cost, and profit.  Maintenance performance is measured based on saving or 
expenditure for the maintenance activities.  The other factors are employee skill and competency 
during maintenance activities.  As maintenance is conducted by human, employees’ capabilities 
therefore need to be measured and improved to eliminate human errors.  Reliability and efficiency 
of resources utilization are also the considered as factors in internal effectiveness.  The resources 
for maintenance activities are like tools, material, and spare parts.  The usage of resources during 
maintenance should be done according to its specifications at its maximum capability.  In this way, 
less cost allocated for maintenance is required.
 According to Coetzee (1998), from various factors discussed in the literature, machine, and 
processes are the most significant factors affecting maintenance performance.  This is because 
machine receives direct impacts from maintenance activities.  Thus, any misconduct during 
maintenance can be accurately measured by calculating the performance and effectiveness of the 
machine during the operation.  The final internal factor affecting maintenance is its task efficiency. 
This factor considers a bigger scope of the maintenance system which includes the planning process, 
the type of maintenance techniques chosen, time allocation, and spare-parts selected for maintenance.
 The second category affecting maintenance performance is external effectiveness which is 
mainly affected by customer satisfaction.  Kumar (2006) stated that the external factors need to be 
measured to counter the internal factors which were claimed to be inadequate.  It can be gauged by 
service quality, timeless of delivery, health, safety, and environmental issues.  The factors include 
the long-term effects of maintenance done because effective activities ensure the manufacturing of 
quality and reliable products.
 There is also an index of maintenance effectiveness which was developed based on the market 
share growth.  The growth signifies the increase of the product demands in the industry (Parida & 
Kumar, 2006).  Kennerly & Neely (2000) also discussed on the external factors and put emphasis on 
Fig. 2: Total maintenance effectiveness based on an organizational effectiveness model 
(Source: Kumar, 2006)
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stakeholder satisfaction to drive performance towards effective maintenance.  For large companies, 
stakeholders’ opinion and satisfaction are really important for business because they hold the key 
for a company’s mission and vision.  Therefore, the authors suggest that maintenance system be 
planned and conducted based on stakeholder satisfaction.
MAINTENANCE PERFORMANCE MEASUREMENT (MPM) METHODS
With various factors affecting maintenance effectiveness, there are also various types of maintenance 
performance measurement (MPM) methods discussed in the literature and practiced in the industry. 
Oke (2006a) stated that maintenance could be gauged in variety of methods.  Among them is the 
economic, technical, and strategic approach.  There are also practices of the system auditing by 
conducting surveys and questionnaire to collect data on maintenance effectiveness.  The other 
approach is by doing statistical analysis, reliability, and maintainability function of machine.
 Aside from the methods, Oke (2006b) reviewed on the value-based approach.  More complex 
approach uses a mathematical model in composite formulation of maintenance performance.  There 
is also a partial maintenance productivity measurement where maintenance is measured based on 
manufacturing availability and production rate in a company.  The variation of ideas shows that 
researchers tend to discuss maintenance performance from various factors which are according to 
their own interpretation and area of research.  From the reviews conducted for this paper, maintenance 
performance measurement methods can actually be divided into three categories, namely, holistic 
approach, machine factor, and maintenance value group.
METHODS BASED ON HOLISTIC APPROACH
Holistic refers to an overall maintenance performance measurement based on multi-factors.  Tsang 
et al. (1999) and Coetzee (1999) suggested the approach because they claimed that the measurement 
based on certain factors could not produce the required results when used in larger managerial 
context.  Tsang et al. (1999) focused on a direct relationship between maintenance performance and 
organization performance to provide useful information in making effective decisions and shaping 
desirable employee behaviour.  Maintenance was looked as a physical asset management, and 
thus, the scope was considered to have covered every stage in the life cycle of technical systems, 
specification, acquisition, planning, operation, performance evaluation, improvement, replacement, 
and disposal.
 Meanwhile, Coetzee (1999) insisted on auditing and analyzing all the critical parts of 
maintenance simultaneously, such as policy, procedures, maintenance plan, maintenance information 
or operation systems, and maintenance operation.  Thus, the technique proposed is to apply a variety 
of techniques to a small part of the maintenance instead of applying one technique over the total 
operation and then improving the overall maintenance system.  Other than that, Kutucuoglu et al. 
(2001) measured maintenance effectiveness using the matrix of Quality Function Deployment 
(QFD) technique.  The functions deployed are machine, task, cost, as well as customer impact and 
learning, and growth related issues.  All the factors were analyzed and structured to measure and 
evaluate maintenance activities.  Using QFD, the main reason for maintenance ineffectiveness were 
selected and further improved.
 Arts et al. (1998) proposed an MPM from the overall perspective that reflects strategic, tactical, 
and operational planning.  The process includes considering organization’s aims and objectives, 
whether it is decided based on strategic, tactical, and operational and then comparing it with 
maintenance performance.  For instance, if the strategic planning was to operate with the minimum 
cost possible, the factor to be considered for maintenance performance also included how the 
activities would save costs during the operation.  Meanwhile, De Groote (1995) gauged maintenance 
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performance based on economic and technical factors.  In the literature, performance calculations 
include the ratio of direct maintenance cost over added or replacement value of production, as well 
as the cost of resources, maintenance personnel and spare parts over maintenance cost.  The authors 
also suggested the economic approaches which involve calculating the machine performance using 
overall equipment effectiveness (OEE) elements comprising of machine’s availability, performance, 
and quality rate.
 From the literature reviewed on the holistic approach, it has been observed that it necessitates 
rigorous and large number of data collection.  In fact, it requires multiple inputs and outputs that 
cause complexity in quantifying the level of importance of each factor that contributes to maintenance 
performance.  As a result, the measurement process does not portray the real maintenance function 
scenario due to the inaccuracy of the calculation.  This also causes longer time for improvement plan 
and consumes more resources to achieve the targets.  Thus, maintenance performance measurement 
based on certain factor or partial measurement is considered as better because it focuses on only 
one or two attributes of the factors that affect maintenance activities.
METHODS BASED ON MACHINE FACTOR
Aside from the holistic approach, machine is another factor for maintenance performance 
measurement.  As discussed earlier on, machine is the main function in maintenance activities. 
High availability and utilization percentages of machine ensure the maximum production output 
and increase the company’s profit.  Tsang (1998) identified some common measures of machine 
performance based on availability, reliability and overall equipment effectiveness (OEE), measures 
of cost performance by calculating labour and material cost, and finally measurement of process 
performance like ratio of the planned and unplanned work or schedule compliance.  Machine 
performance is commonly gauged by using the OEE and reliability principle.
Overall Equipment Effectiveness (OEE) Method 
Nakajima, the father of the Total Productive Maintenance (TPM) has introduced Overall Equipment 
Effectiveness (OEE) as a powerful yardstick for tracking work progress and improvement (Nakajima, 
1988; Pomorski, 1997).  OEE has been related to TPM in many discussions (Dal et al., 2000; 
Chand & Shirvani, 2000; Kwon & Lee, 2004; Tsarouhas, 2007), and it is actually a measure of the 
factors that determine and influence machine effectiveness.  In the literature, OEE was proposed 
as a measurement system for evaluating the effectiveness of a system, as well as for establishing 
priorities for improvement (Eldridge et al., 2005).
 OEE was introduced as a method to calculate and monitor the actual performance of machine 
relative to its capabilities under optimal operation condition.  It is a function of machine’s availability, 
performance rate, and the quality of product produced.  OEE has also been applied with the 
integration into implementation framework and computer system.  Konopka & Trybula (1996) and 
Giegling et al. (1997) discussed OEE and cost measurement.  The researchers used a productivity 
analysis framework called the Capability Utilization Bottleneck Efficiency Systems (CUBES) to 
investigate and prioritize productivity efficiency based on machine performance.
 Jeong & Philips (2001) stated that the original definition of OEE is not appropriate for 
capital-intensive industry because it does not include scheduled maintenance time for preventive 
maintenance and important non-scheduled time, such as off-shift and holiday.  The researchers further 
stated that an accurate estimation of machine utilization is very important in the capital-intensive 
industry since the identification and analysis of hidden time losses are initiated from these estimates. 
Thus, CUBES was used.  The framework was constructed on the total calendar time-based approach 
Maintenance Performance Measurement: A Review
  
 Pertanika J. Sci. & Technol. Vol. 19 (2) 2011 205
and it helps the company to plan their maintenance according to exact operation time minus their 
break time and holidays.
 OEE has also been modified to suit a foundry in a semi-conductor plant where machines are 
operated in a linked and complex arrangement.  This situation makes it difficult to calculate the 
OEE for each machine.  Similarly, Oechsner et al. (2003) discussed the transformation of the overall 
equipment effectiveness (OEE) to overall fab effectiveness (OFE).  The solution proposed by the 
authors was to use the OFE to obtain results for the cost per die out.  Just like the OFE, the overall 
line effectiveness (OLE) was also introduced by Nachiappan & Anantharaman (2006).  OLE is an 
approach that is used to measure continuous line-manufacturing system.  The approach assumes 
that all the machines in the line are operating with the same performance.
Machine’s Reliability Method 
The second method utilized in measuring maintenance performance based on machine factors is by 
calculating the reliability of a machine.  The reliability of a machine is the characteristic of design, 
operating conditions, and maintenance philosophy.  Endrenyi et al. (1998) stated that the purpose 
of maintenance is to extend the lifetime of a machine, or at least the mean time to the next failure. 
Oyebisi (2000) stressed that the prime function of maintenance is the control of the reliability of 
machine and facilities.  Therefore, to have a desirable level of the machine’s effectiveness, adequate 
attention must be given to factors affecting the maintenance performance at all stages of its life cycle.
 The ideal capability and lifespan of a reliable machine is one that does not experience any 
failures during operation.  Failure means the action or state of not functioning which is caused by 
breakdown or malfunction.  Fig. 3 shows the Bathtub Curve which is the graphical representation of 
reliability principle.  The curve shows three stages of failure rate that are named as infant mortality, 
normal or useful life, and the end of life wear-out stage (Dhillon, 1999; Booker et al., 2001).
 As shown in Fig. 3, a high number of failure rates were observed at the Infant Mortality period 
which is the very early stage of production.  Also known as the burn-in period, the failure rate will 
decrease rapidly relative with time.  In the second stage, which is named as the Normal Life of 
Useful Life stage, low and constants failure rate can be witnessed because machines start to function 
according to the specification and producing products in acceptable quality limits.
Fig. 3: The bathtub curve (Source: Dhillon, 1999)
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 It is assumed that the failures occur randomly in the useful life phase.  Some of the reasons for 
such failures are undetectable defects, low safety factors, high unexpected random stress, abuse, 
poor maintenance activities, and natural failures (Dhillon, 1999).  The final stage in the Bathtub 
Curve is the End of Life Wear-Out, where failure rate starts to rapidly increase until machines’ 
end of life.  This phenomenon has always been related to aging of machine that is caused by poor 
maintenance activities.  A research by Clarotti et al. (2004), based on the simple hypothesis of a 
model of step aging and Bayesian techniques, concluded that the initial development in the failure 
rate represents machine lifetime that is affected by maintenance performance.
 Metwalli et al. (1998) used historical data of machine like failure time and maintenance cost to 
develop reliability analysis based on Weibull distribution.  The Weibull parameters were analytically 
achieved to determine the reliability and hazard functions for each component and system in the 
machine.  The plotted data were then analyzed and used for optimization technique and effective 
maintenance planning.  Similar to that, Wiksten & Johansson (2006) discussed that failure function, 
which is the basic measurement of reliability, would increase if improper maintenance was conducted 
on the machine.  The calculations used are on the mean time between maintenance, mean time 
between overhaul, maintenance free operating period, mean time between critical failure, and mean 
time between unscheduled removals.
 The most extensive publication discussing maintenance performance in relation to reliability of 
machines is given by Endrenyi et al. (2001; 2004).  Maintenance interval and duration are measured 
to show both the reliability and ability of machines.  Meanwhile, machine values were plotted over 
its lifetime to show maintenance effectiveness.  The results show that with less failure reported, 
any maintenance conducted is suitable and effective.  Aside from that, Endrenyi & Anders (2006) 
implemented the reliability method of machine using the probabilistic representation of deterioration 
process on machine through discrete stages, while conceptual model called Asset Management 
Planner (AMP) and a mathematical model were proposed to relate maintenance tasks with reliability 
of machine.  The models described the impact on the reliability of gradually deteriorating machine 
of periodic inspection, which could lead to various possible maintenance policies.
METHODS BASED ON MAINTENANCE VALUE
The final group of maintenance performance measurement is based on value.  The value-based 
methods emphasizes on the maintenance value rather than the cost of maintenance.  It provides 
analytical viewpoint in measuring maintenance performance.  The results from these methods can 
help companies to justify their investments in the operation.  In this area of research, balanced-score 
card (BSC) is the most common method being practiced.
Balanced Scorecard (BSC) Method
The BSC approach is a quantitative maintenance performance measurement (Arora, 2002; 
Amaratunga et al., 2002; Oke, 2006a).  The principle behind the BSC usage is to ensure maintenance 
is measured based on the requirement decided by the top management.  Traditional measurement 
processes are usually built around financial measures and targets which abide little relation to 
company’s progress in achieving long-term strategic objectives.  Thus, most companies emphasize 
on short-term financial measures that leave a gap between the development of a strategy and 
its implementation (Kaplan & Norton, 1996a, b).  BSC engenders the emergence of a strategic 
management system that links long-term strategic objectives to short-term action.
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 The BSC was proposed by Kaplan & Norton (1992).  BSC is considered as a model that 
translates the mission and strategy of a business unit into a set of objectives and quantifiable 
measures.  The measures are built on the investor’s views (financial perspective), the performance 
attributes valued by customers (customers’ perspective), as well as long- and short-term means 
to achieve previous objectives (internal processes perspective), and finally the capability of the 
maintenance activities to improve and create value (learning and growth perspectives) (Tsang et 
al., 1999).
 By using the template given in Fig. 4, Tsang (1998) introduced BSC as a framework for 
translating organization’s strategy into operational measures.  The framework was used to evaluate 
the impact of maintenance activities on the future value of organization.  Meanwhile, Oke (2006b) 
concluded that by directing managers to consider all the important measures together, the BSC 
guards against sub-optimization.  The BSC puts strategy and vision at the centre and its emphasis 
is on achieving performance targets unlike conventional measures which are rather control oriented.
Strategic 
objectives
Measures 
(KPIs) Targets Action plans Perspective
Financial
Customer
Internal 
processes
Learning & 
growth
Fig. 4: The balanced scorecard template that links strategic objectives to short-term actions 
(Source: Tsang, 1998)
 Punniyamoorthy & Murali (2008) conducted a research to create a model called “balanced score 
for the balanced score card”.  The four perspectives in the BSC are usually treated to be equal in 
weightings.  In some cases, however, it does not portray the accurate level of importance which in 
the end will result in deviation between the actual and targeted performance.  Thus, the researchers 
calculated the relative weight age for each perspective by creating sets of metrics and analyzing it 
using a pair-wise comparison method.  The model is to assist in identifying the reasons for variations 
in the performance and the most important perspective and to set a more suitable target measure to 
be achieved.
 The application of BSC was also introduced as a framework for translating an organization’s 
strategy into operational measures so as to evaluate the impact of activities on the future value of 
organization.  For the performance analysis, Data Envelopment Analysis (DEA), a non-parametric 
approach to compute multiple inputs and multiple output productivities was used (Garcia-Valderrama 
et al., 2009).  The researchers proposed various indicators in measuring research and development 
processes, with the addition of innovation perspective and build up efficiency model so that their 
achievement in multi-criteria and balanced view could be measured.
Mission & 
Strategy
Shahrul Kamaruddin, Hasnida Abdul Samat and Ishak Abdul Azid
208 Pertanika J. Sci. & Technol. Vol. 19 (2) 2011
 Other than that, the practice of BSC had also been suggested to be adopted with different 
perspectives like cost, operations, organizations, health safety, and environment.  Thus, companies 
can pay more attention to the most important conditions within the business or internal factor in 
measuring maintenance performance (Oke, 2006b).  This wide area of measurement will ensure 
more improvement plan for maintenance system in companies.
DISCUSSION
Maintenance is one of the supporting functions in the manufacturing system.  Moreover, effective 
maintenance has a positive impact on company’s operation and profit.  Thus, there are needs to 
monitor, measure, and control the maintenance performance using the available methods.  However, 
the process is complex because it involves many parameters and factors.  Maintenance performance 
is usually connected to the external and internal effectiveness of companies operation such as in 
customers’ satisfaction, productivity, cost, profit, as well as machine reliability.  Both the external 
and internal factors required different degrees of data collection and analysis.
 Thus, this scenario contributes to the development of various branches of knowledge in the 
maintenance performance measurement methods.  The methods can be divided into three main 
groups, based on the holistic approach, machine factors, and maintenance value.  The holistic or 
overall approach was proposed by Arts et al. (1998), Tsang et al. (1999), and Coetzee (1999) who 
focussed on how maintenance activities were conducted to fulfil company’s aims and objectives. 
The measurements are conducted based on both internal and external factors affecting maintenance 
performance.
 Another group in measuring method is based on machine factor which is the internal factor 
of maintenance effectiveness.  This is the most discussed approach and regularly practiced in the 
industry.  The tools that are commonly used are the overall equipment effectiveness (OEE), and 
reliability principle.  OEE, which has extensively been discussed by Nakajima (1988), Chand & 
Shirvani (2000), Eldridge et al. (2005) and Nachiappan & Aantharaman (2006), measures the 
maintenance performance from three elements, namely, availability, performance, and quality rate. 
The method includes machine performance, production process, and operating time.  As for the 
reliability principle, it signifies the dependability of machine after maintenance has been conducted 
(Dhillon, 1999; Metwalli et al., 1998; Clarotti et al., 2004; Endrenyi et al., 2001; 2004).  The method 
measures the maintenance effectiveness based on the reliability of machine for manufacturing.
 There is also performance measure which is based on maintenance value, and it known as 
the Balanced Score Card (BSC) method.  First proposed by Kaplan & Norton (1992), the method 
derived maintenance performance from organization’s strategic objectives towards maintenance 
effectiveness.  The BSC applies a qualitative technique by balancing both the external and internal 
factors and uses them to gauge maintenance performance as conducted in the research by Tsang et 
al. (1999), Punniymoorthy & Murali (2008), as well as Garcia-Valderrama et al. (2009).
 The main finding of this research work is, despite increasing research in maintenance 
performance measurement, that there is evidence that the methods proposed lack in various sides. 
For example, the methods in the holistic approach focus more on the external factors of maintenance 
performance, like customer and stakeholder satisfaction, whereas, internal effectiveness like machine 
performance that is directly linked to maintenance is not included.  Hence, the measurement methods 
have failed to analyze the direct impact of maintenance action.  Based on the machine factor, the 
methods focused on the direct impacts of maintenance towards machine performance, but the OEE 
emphasised merely on short-term performance, whereas reliability is for a long-term performance 
measurement.  The methods have shown an imbalance measurement process which will give an 
inaccurate level of maintenance effectiveness.  The last method is based on maintenance value.  The 
Maintenance Performance Measurement: A Review
  
 Pertanika J. Sci. & Technol. Vol. 19 (2) 2011 209
drawback in BSC that is it requires many data for measurement and extensive solutions, making it 
a rather complex measurement method.
CONCLUSION
Maintenance is a way to help a company in achieving the ‘World Class Company” status using 
its profit generator function.  It is one of the major sources for cost saving process in a company 
because effective maintenance brings benefits which include assistances in conducting a proper 
production scheduling and ensuring a longer lasting lifetime of machine in the production.  Therefore, 
maintenance performance measurement is an important area of research as it analyzes factors 
affecting the performance and the methods to measure it.  From various literature reviewed, the 
maintenance performance measurement method can be grouped into different methods, based on 
the holistic, machine, and value factors.
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ABSTRACT
One of the most interesting water management case studies in Iran is the case of Zayandehrud 
River, the main river that supplies water to Isfahan Province which is located in Gavkhuni River 
Basin (GRB).  This paper examines the present and future demands for water and determines the 
extent to which water will be available for agricultural use by the year 2020.  Although demand 
and supply conditions in 2000 were more or less in balance, there was an increase in the supply of 
some 28% by 2010 due to the completion of the third trans-basin diversion and the development of 
other local water sources.  However, the demand exceeded its supply in 2010 and the basin fell into 
severe deficit.  In this condition, the only way to keep supply and demand in balance is to reduce 
allocations to agriculture.  By 2020, agriculture would only have 5% more water than the present 
and water supply is only 90% that of the normal, and this would then shrink from 2025 onwards.  In 
other words, agriculture would have to be sacrificed in order to ensure full supplies of water for the 
other sectors.  The scenarios examined reveal that a sustainable agriculture can only be accomplished 
by water saving practices and management measures, which may further lead to reduced demand, 
control supplies, and improve the efficiency of water use.
Keywords: Water supply, water demand, Gavkhuni River Basin, Iran
INTRODUCTION 
By 2025 AD, the population of Iran is expected to reach a level of around 97 million.  In order to 
meet the food demand of the increasing population, food grain production has to be raised from 34 
million tons in 1999–2000 to 48 million tons by 2025 (Ahmadi, 2008).  Besides, the share of irrigation 
water to the agriculture sector is likely to go down due to the increasing urban and industrial needs. 
Despite continuing efforts to augment water supplies through reservoir construction and transbasin 
diversions, the Gavkhuni River Basin (GRB) in the centre of Iran is in water deficit, and it shows 
all of the symptoms of a basin where water is apparently insufficient.  In fact, there are higher 
competitions for water between different sectors which are highly vulnerable to small water deficits, 
deteriorating water quality along the river due to salinity and industrial pollution, and shortage of 
water has now reached the Gavkhuni swamp that is located at the tail end of the river.  Yet, the 
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demand for water is growing with the increasing multiple uses within the basin, and this causes the 
currently fragile situation under an even greater threat.  Morid et al. (2003) investigated the future 
impacts and adaptation strategies of climatic change on the water resources, food production, and 
environmental preservation of the GRB for two periods, namely 2010-2039 and 2070-2099.  The 
results showed negative impacts on the total cropped area and available water resources in the river 
basin.  Through a linear optimization model, Hsu & Cheng (2002) showed that the water shortage 
is smaller than that computed through a simulation model; hence, the well-calibrated simulation 
model was used to analyze future water supply-demand conditions for the basin area in Taiwan.
 Lévite et al. (2003) revealed that demand management alone would not suffice during dry 
years where users were not able to meet all their requirements from the river.  Nonetheless, the 
adoption of water supply-demand management procedures has offered opportunities for remedying 
this situation.  Karamouz et al. (2004) applied a drought characteristic algorithm at Isfahan region 
and determined the probability of water shortages for a horizon of 30 years.  The results showed 
the significant value of the proposed methodology for drought studies in arid and semi-arid regions 
with limited data availability.  Meanwhile, Moghaddasi et al. (2009) found that the optimization 
method resulted in 42% more income for the agricultural sector, using the same amount of water 
allocated in the 1999 GRB drought.  They stated that the optimization method could be applied 
to evaluate the different scenarios of deficit irrigation and water reallocation issues with minor 
modifications.  Salemi & Murray-Rust (2002) attempted to balance out the supply and demand in 
the GRB, and selected agricultural sector which had to give up water, partly because it is the largest 
user of water in the basin, and because other sectors have higher priorities for human health and 
welfare.  An important lesson deduced from many river basins is that agriculture is constrained 
by a double squeeze, usually after a phase of over-expansion due to basin over-development.  On 
the supply side, water availability is sometimes reduced by long-term trend due to climate change. 
On the demand side, the large historical share of agricultural use collides with urbanization and 
environmentalism (Molle & Wester, 2009). 
 This paper addresses the issues of forecasting and optimization of water demands for different 
sectors at basin level, and proposes a number of scenarios that can be used as inputs into the 
different conditions adopted for the basin.  These forecasts are based on a simple budgeting process 
rather than a strict water balance because the interest is in assessing the impact on agriculture and 
water allocation between different sectors and uses.  In addition, the results of this paper can help 
guide policy makers and planners to a desirable solution on how to efficiently manage basin water 
resources.
MATERIALS AND METHODS
Study Area
With an area of 41,500 km2, the GRB is located in the central part of Iran, and in the geographical 
coordinates between 50º 24’ to 53º 24’ longitudes and 31º 11’ to 33º 42’N latitudes.  The majority 
of the basin is a typical arid and semi-arid region, with an average rainfall of 165 mm that is 
concentrated throughout the months of December to May and it is almost impossible to have any 
economic form of agriculture without reliable irrigation.  Modern surface irrigation was started in 
the 1970s with the completion of Chadegan reservoir and the construction of six irrigation networks. 
The command areas of these networks are about 297,000 hectares.  The location of the study area 
and major irrigation networks in the GRB, as well as the overall layout of the different irrigation 
networks in the river basin is shown in Fig. 1.
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Institutional Arrangements
The main responsible entity for water resources exploitation and distribution is the Isfahan Water 
Authority that is supervised by the Ministry of Energy, Iran.  This institute is responsible for large 
size water projects, although to some extent, small ones are also considered by them.  The water 
distribution up to the tertiary irrigation channel level of the irrigation systems is also the responsibility 
of the Ministry of Energy.  Meanwhile, the Isfahan Agriculture Authority, that is supervised by the 
Ministry of Jehad-Keshavarzy (Agriculture), Iran, coordinates the water distribution in the tertiary 
and lower level channel networks.  The environmental issues in the basin are within the jurisdiction 
of the Isfahan Environment Authority of the Iranian Environment Organization, an independent 
organization which is directly under the supervision of the President of Iran (Morid et al., 2003). 
The master plan organization of the Isfahan province, the organization of plan and budget, as well 
as some consulting engineering companies, have been actively focusing on comprehensive studies 
for agriculture development of the GRB and the river ecosystem.
Scenarios
Scenarios are estimations of different combinations of supply and demand based on the assumptions 
that reflect the current and expected conditions in the future.  Different scenarios on the basin 
scale have been used to explore alternatives in terms of different water resources.  Many of the 
assumptions made in this paper were the results of various discussions held with the representatives 
of the Isfahan Regional Office at the Ministry of Energy, Iran, the Master Plan Organization of 
Isfahan Province, and the Agricultural Organization of the Ministry of Agriculture.  Additional 
information has been obtained from Momtazpur (1996), Zahabsanei (2002), and Anonymous (1993; 
2007).  A full description of the hydrology of the basin is available in Murray-Rust et al. (2001). 
Fig. 1: Location of study area and major irrigation networks in the GRB, Isfahan, Iran
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From the range of possible scenarios, four have been selected for further analyses: (1) all sectors 
grow at 1% per annum; (2) all sectors grow at 2% per annum, (3) high urban growth, moderate 
growth in other sectors, and (4) high urban growth modest industrial growth, agricultural demand 
adjusted to balance out overall basin level supply and demand.  Scenarios are the estimations of 
different combinations of supply and demand, based on the assumptions that reflect the condition 
in 2000 and the expected conditions in the future.  It is important to highlight that these are not wild 
guesses, but they have been designed to offer policy makers and planners alike a set of alternatives 
from which to choose from.  Nevertheless, complex scenarios may have different combinations 
of increases and decreases in the demand, alongside a different set of assumptions about supply. 
The conditions in 2000 were selected as the base year due to the more or less balance between the 
demand and supply in that year.
Water Supply in 2000
Water supply to the networks was obtained by analyzing the data provided by the Ministry of Energy, 
Iran, on a monthly basis for 1999-2000.  There are several sources of water supply in the basin that 
need to be included in the assessment of the scenario.  The natural in-flow into the Chadegan reservoir 
on an annual basis from the long-term historical yield over the past 30 years was approximately 900 
million cubic meters (MCM).  There are three tunnels to transfer the water from the Kurang River 
into the catchments of Chadegan Reservoir.  The first two tunnels (Kurang tunnels No. 1 and No. 2) 
were constructed in 1953 and 1986, respectively, supplying 337 and 250 MCM each year.  The third 
tunnel, which is still currently under construction, will deliver an additional of 280 MCM per year. 
There are a few springs and other natural sources of water that are still available for development, 
with a total annual yield of about 150 MCM.  The phases of water resources development of the 
basin during time period of 1945-2020 is illustrated in Fig. 2.
Fig. 2: Phases of water resources development in the GRB (1945-2020)
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Water Demand in 2000
Estimating the demand for water is much more difficult because many water abstractions are 
only estimates, and a set of assumptions about the return flows into the river from different uses 
are required.  These are estimated at about 50% and 20% of the total diversions for the urban and 
agricultural demands, respectively (Droogers et al., 2001).  The figures are the best estimates 
available for the current demand patterns based on the figures for 2000.  Greater Isfahan and its 
surrounding areas are estimated to have a population of about 2.3 million people.  The fastest 
Isfahan population growth was between 1956 and 1986, averaging close to 7% a year; however, in 
the past twenty years, this has slowed to between 2-2.5% a year, while population outside the city 
has risen to 2.5-3% a year (Khoshakhlagh, 2005).  The per capita of water availability is high, i.e. 
as much as 275 l/day (Anonymous, 2005) or around 210 MCM per year.  There are specific large 
water users in the basin, and these include cement works, steel works, iron smelter, oil refinery, and 
electricity generation which demand 100 MCM.  Meanwhile, the agricultural water demand was 
estimated by applying FAO-CROPWAT (Smith, 1991) programmes.  The crop evapotranspiration 
of 10 crops selected as staple crops out of a total of 45 grown in the basin was estimated using the 
programme and by multiplying the results with the cropping pattern in each network.  The data 
records for the local meteorological stations and statistical yearbook by province were used for 
these purposes.  In the year 2000, there was no specific allocation of water for the protection of the 
Gavkhuni Swamp, but the Environment Organization of Isfahan called for a minimum flow of 70 
MCM per year into Gavkhuni Swamp.  In addition, 34 MCM could be delivered to neighbouring 
cities, and this would rise to 125 MCM before 2010.  Inevitably, there are unaccounted “losses” 
in any large basin by evaporation from the reservoir, the river surface, and other non-beneficial 
depletions.  It is estimated to be 75 MCM or about 5% of the total river flow.  Based on all of these 
estimates, the total current demand is estimated to be 1513 MCM.
RESULTS AND DISCUSSION
Results
Baseline scenario: The condition in 2000 
Based on these figures, the baseline scenario for 2000 levels of water supply and demand is presented. 
It is perfectly clear that even with average flows, the basin suffers deficit, in the order of 26 MCM, 
or roughly 2% of the total available water in a normal year.  The baseline scenario can be used to 
justify the need to increase the transbasin diversions because the present water resources are clearly 
inadequate to sustain the current levels of economic development, let alone permit continued growth. 
Table 1 summarizes the main supplies and demands for water in the GRB in 2000.
Calculation of crop water requirement
The long-term meteorological data from 1984 to 2000, recorded by the local agricultural weather 
station, were applied to the CROPWAT model to calculate crop evapotranspiration.  Estimating 
the demand for irrigation water is much more difficult because the cropping data are reported by 
the district level only, and these do not coincide with the irrigation system boundaries.  However, 
the combinations of district and village data gave reliable results and were used for the calculation 
of the crop water requirements.  Thus, the crop water requirements obtained were then applied to 
the estimated crop areas and the cropping patterns to determine the water demands of the irrigation 
networks in 2000.  It is noteworthy to mention that not all of the cultivated areas are directly fed by 
the Zayandehrud River.  The major irrigation networks are located along the river.  The total area 
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of these networks is estimated to be about 100,000 ha, whereby Nekuabad, Abshar, Borkhar and 
Rudasht are the major irrigation systems in the basin (Fig. 1).  It is estimated that water consumption 
per hectare for wheat, barley, rice, sunflower, cotton, silage maize, potato, onion, tomato, and lentil 
varies from 6,000 to 20,500 cubic meters.  On average, water extractions depend on the cropped 
area is 1500 mm during the growing season, or a total annual demand of 1500 MCM.  This makes 
agriculture by far the largest single user of water in the basin, i.e. consuming 73% of the river yield 
(Fig. 3).
Qualitative assessment of the scenarios using WSBM 
To evaluate the qualitative effects of the different scenarios, WSBM (Water and Salinity Basin 
Model) was used in MS-Excel 2000 spreadsheet.  The effects of lower return flows from irrigation, 
due to the drop in basin level supply and higher water use efficiency, have subsequently had almost 
no impact on the upstream part of the basin, but the effects could be seen from Nekuabad network 
and the downstream areas (Fig. 1).  Meanwhile, the effect of the increase in water extraction for 
Greater Isfahan was evaluated based on the assumption of the growth in the population (i.e. from 2 
million to 3 million) and an increase in per capita use (i.e. from 200 l/d to 400 l/d) as a result of higher 
standard of living.  There was an increase in water demand for irrigation (Droogers et al., 2001).
Future scenarios (2010 and 2020) based on the average conditions
There is obviously a wide range of potential scenarios available but it is useful to pick the ones that 
enable the researchers to make realistic choices for planners and policy makers.  This paper projected 
GRB’s water future in 2010 and 2020 and assessed their sensitivities with respect to water demand 
options.  Hence, two additions to the demand estimations of the baseline scenario were proposed.  
TABLE 1
Water balance for Zayandehrud Basin, Isfahan
Supply estimations MCM % Source/Assumption
Natural flow of river at Chadegan 900 61 Based on historic average
Kurang tunnel 1 337 23 Ministry of Energy
Kurang tunnel 2 250 17 Ministry of Energy
Kurang tunnel 3 0 0 Ministry of Energy
Langan and Khadangestan springs 0 0 Ministry of Energy
Total supply 1487  
Demand estimations   
Urban areas   
     Greater Esfahan 210  275 lit/day/person for 2,300,000 people
     Supply for other cities near river 0  
     Total urban supply 210 14 
Return flows from urban areas -105 -7 50% return flow
Industry 100 7 Master plan organization
Agriculture 1500 101 100,000 ha at 1500 mm/year diversion
Return flows from agriculture -300 -20 20% return flow none
Environmental demand 0 0 None
Transbasin diversion 34 2 Ministry of Energy
Evaporation 74 5 5% of total river flow
Total demand 1513
Deficit	 -26 -2 
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 First, water allocation to the neighbouring city was assumed to rise as planned, i.e. from 34 MCM 
per year to 125 MCM per year.  This system does not generate any return flow to the Zayandehrud 
River.  Second, an implemented environmental demand was assumed to maintain the in-stream 
flows along the river to increase the flow into the tail-end Gavkhouni Swamp.  This has been fixed 
at 70 MCM per year.  In addition, the two additional water demands remain constant throughout 
Fig. 3: Net water allocations by sector when water supplies are 20% below average                   
(return flows have been deducted from urban and agricultural allocations)
Source: Isfahan Regional Office of the Ministry of Energy, Iran
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all of the scenarios and result in an additional demand over the baseline scenario of 161 MCM per 
year.  To compensate for this on the supply side, however, the third tunnel at Kurang was assumed 
to be completed and function as designed, i.e. providing an additional of 280 MCM per year.  The 
locally developed springs would provide 150 MCM more, and hence, giving a total increase in the 
supply of 430 MCM, increasing the total water available to the basin under the average conditions 
(i.e. from 1487 MCM to 1917 MCM).  The effect of these on-off changes in the supply and demand 
results in a net annual increase of 259 MCM (i.e. 430 increases in supply less 171 MCM increase 
in demand to transbasin and environmental commitments).  In this study, this was assumed to be 
the maximum additional water availability to be expected under the average conditions.
Scenario 1: All sectors grow at 1% per annum
In this scenario, all the sectors were assumed to only grow at 1% per annum over the next 20 years. 
Based on this scenario in 2010, the additional water from Kurang and local sources would be 
sufficient enough to meet the increased demand, and there would even be a 3% surplus of supply 
over demand.  By 2020, however, the deficit would be similar to that experienced in 2000.  This is 
considered to be a realistic scenario in terms of supply but it has economic implications because a 
mandatory very low growth of Isfahan is required.  In other words, to expect the current rapid growth 
of the city and its surroundings to fall to only 1% a year would require a great deal of intervention 
which may not be feasible at all.
Scenario 2: All sectors grow at 2% per annum
In this scenario, all sectors (i.e. urban, industrial, and agriculture) were assumed to grow at 2% a 
year for the next 20 years.  Under this scenario, it is clear that despite the increases in the supply, 
the basin will continue to be in deficit in both 2010 and 2020.  In 2010, the deficit is slightly larger 
than what is currently experienced, i.e. at 67 MCM or 3% of the total supply.  By 2020, however, 
the deficit reaches 406 MCM or 17% of the available supply.  This scenario appears unsustainable 
and it is therefore rejected as a rather unrealistic option.
Scenario 3: High urban growth, moderate growth in other sectors
The increased water demand for the urban water supply has only a minor effect on the water balance 
of the basin.  The two main reasons are that these extractions are relatively low as compared to the 
agricultural demands and that the return flow from urban extractions is high.  In this scenario, it was 
assumed that there would be a much greater increase in the urban demand than those in the other 
sectors.  The urban demand was estimated to rise by 25% each decade, while those of the industrial 
and agriculture grow by only 10% each decade.  Meanwhile, the recent growth rates for Isfahan 
have been high, and water consumption patterns may change over time.  Therefore, an increase in 
the urban demand was anticipated to grow from 210 MCM at present to 273MCM in 2010 and 355 
MCM in 2020.  In addition, a total of 15 MCM would be required for the upstream city in 2010, 
rising to 20 MCM in 2020.  Under these assumptions, the basin would be able to meet all the water 
demands in 2010, but this would drop into a substantial deficit by 2020.  
 
Table 2 summarizes the impacts of these three scenarios on the overall basin surpluses and deficits. 
Although the overall situation is favourable for scenarios 2 and 3 in 2010, all will be in a substantial 
deficit by 2020 and it is felt that none of these scenarios is really realistic.  Hence, an alternative 
approach as illustrated in scenario 4 was proposed. 
Impact of Water Resources Availability on Agricultural Sustainability in the Gavkhuni River Basin, Iran
 Pertanika J. Sci. & Technol. Vol. 19 (2) 2011 221
TABLE 2
Basin level surplus/deficit of water under different growth scenarios
Scenario Supply Demand Surplus/
Deficit
Supply Demand Surplus/
Deficit
Supply Demand Surplus/
Deficit
    
1
2
3
1487
1487
1487
1513
1513
1513
-26
-26
-26
1917
1917
1917
1844
1984
1865
73
-67
52
1917
1917
1917
2323
1999
2051
-406
-82
-134
                                                
TABLE 3
Water balance for Zayandehrud Basin, Isfahan, Scenario 4: Higher urban
demand, agricultural sector adjusted to balance supply and demand
Year 2000 2010 2020
Supply estimations MCM % MCM % MCM %
Natural flow of river at Chadegan 900 61 900 47 900 47
Kurang tunnel 1 337 23 337 18 337 18
Kurang tunnel 2 250 17 250 13 250 13
Kurang tunnel 3 0 0 280 15 280 15
Langan and Khadangestan springs 0 0 150 8 150 8
Total supply 1487 1917 1917
Demand estimations
     Urban areas
     Greater Esfahan 210 273 355
     Supply for other  cities near river 0 15 20
Total urban supply 210 14 288 15 375 20
Return flows from urban areas -105 -7 -144 -8 -187 -10
Industry 100 7 110 6 121 6
Agriculture 1500 101 1715 89 1647 86
Return flows from agriculture -300 -20 -343 -18 -329 -17
Environmental demand 0 0 70 4 70 4
Transbasin diversion 34 2 125 7 125 7
Evaporation 74 5 96 5 96 5
Total demand 1513 1917 1917
Deficit -26 -2 0 0 0 0
Scenario 4:  High urban growth with modest industrial growth, agricultural demand 
adjusted to balance out the overall basin level supply and demand
In this scenario, an increase was assumed in the urban demand, as illustrated in scenario 3, a 1% 
growth rate in industrial water demand, and a balanced supply and demand for water at the basin 
level.  This is accomplished by adjusting the water available for agriculture so as to obtain a proper 
balance between the supply and demand.  Traditionally, the agricultural sector has been blamed for 
the deficit in the water resources since it is the major water resource consumer with low irrigation 
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efficiency.  The drastic reduction of the amount of water diverted to irrigation areas in 2001 and 
2002 illustrates how agriculture gets squeezed in times of shortage, while other uses get the priority.
 In 2010, the increases in water supply allow for an increase in the net water allocation for 
agriculture up to 1372 MCM, a growth of about 1.4% per annum over the current levels; nevertheless, 
by 2020, the residual available to agriculture would be back to about 1318 MCM, or an overall 
growth of only 0.5% per year over the current levels.  Details are provided in Table 3.  Unpalatable 
as this may seem for agriculture, this scenario appears to be the most realistic and it forms the basis 
for assessing the impact of deviations from average.  The allocations by sector for 2000 to 2020 
are shown in Table 4.  In reality, however, there is rarely an “average” year with supplies ranging 
significantly on a year-to-year basis.  To illustrate the impact of this, Scenario 4 was adapted to allow 
for two different levels of water deficit and one surplus.  The urban, industrial, environmental, and 
transbasin diversion requirements all remain the same, the impact being absorbed entirely by the 
agricultural sector.  One critical assumption made here is that the transbasin diversions into the basin 
would reflect the overall changes in water supply through natural flows.  This has indeed occurred 
over the years, such that in years of low rainfall and snowfall, the tunnels at Kurang cannot run at 
full discharge.
TABLE 4
Effect on agriculture sector allocations when supply and demand are balanced out
2000 2010 2020
Scenario Basinsupply
Supply 
to agri-
culture
Change 
from 
2000
Basin
supply
Supply 
to agri-
culture
Change 
from 
2000
Basin
supply
Supply 
to agri-
culture
Change 
from 
2000
4
4.1
4.2
1487
1338
1190
1200
1032
891
0
-168
-309
1917
1726
1534
1372
1190
1008
172
-20
-192
1917
1726
1534
1318
1136
954
118
-64
-246
i. Scenario 4.1: 10% drop in discharge into Chadegan Reservoir
The impact of a 10% flow reduction into Chadegan is substantial.  Under the present conditions, 
this would mean a drop in the supply, i.e. from 1487 to 1338 MCM, and a drop from 1917 MCM 
to 1725 MCM, once all the water sources have been developed.  Details are given in Table 5.  If 
agriculture takes the full impact of this reduction, the present day net allocation to agriculture would 
then be only 1032 MCM, rising to 1190 MCM in 2010 and falling again to 1136 MCM by 2020. 
Thus, a 10% reduction in the supply means that there will never be as much water for agriculture 
as it is under the present day conditions.
ii. Scenario 4.2: 20% drop in discharge into Chadegan Reservoir
The impact of a 20% flow reduction into Chadegan is substantial, where agriculture gets about 
25% less water than that under the assumptions of Scenario 4.  Under the present conditions, this 
would mean a drop in the basin level supply (i.e. from 1487 to 1190 MCM) and a drop from 1917 
MCM to 1534 MCM, once all the water sources have been developed (Table 6).  If agriculture 
takes the full impact of this reduction, the present day net allocation would only be 891 MCM, i.e. 
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TABLE 5
Water balance for Zayandeh rud, Isfahan, Scenario 4.1: 10% reduction in overall water supply
Year 2000 2010 2020
Supply estimations MCM % MCM % MCM %
Natural flow of river at Chadegan 810 61 810 47 810 47
Kurang tunnel 1 303 23 303 18 303 18
Kurang tunnel 2 225 17 225 13 225 13
Kurang tunnel 3 0 0 252 15 252 15
Langan and Khadangestan springs 0 0 135 8 135 8
Total supply 1338 1725 1725
Demand estimations
Urban areas
     Greater Esfahan 210 273 355
     Supply for other cities near river 0 15 20
     Total urban supply 210 16 288 17 375 22
Return flows from urban areas -105 -8 -144 -8 -187 -11
Industry 100 7 110 6 121 7
Agriculture 1290 96 1488 86 1420 82
Return flows from agriculture -258 -19 -298 -17 -284 -16
Environmental demand 0 0 70 4 70 4
Transbasin diversion 34 3 125 7 125 7
Evaporation 67 5 86 5 86 5
Total demand 1338 1726 1726
Deficit 0 0 0 0 0 0
an increase to 1008 MCM in 2010 which would fall again to 954 MCM by 2020.  In other words, a 
20% reduction in the net allocations to agriculture would have major impacts on the productivity and 
profitability of irrigated agriculture.  To put this into perspective, the average of inflows during the 
1996-1998 period was about 1400 MCM and this was only 900 MCM during the drought in 1999. 
These are way below the pessimistic assumption of a 20% decline in the overall water availability. 
The growing rate of the industrial water demand has been assumed to be 1% up to 2010 that this 
becomes about 110 MCM at this time and 121 MCM in 2020, before it is considered as remaining 
constant. This assumption was based on the conservative policies in the water demands for the 
industry. The net diversions by sector under this scenario are shown in Fig. 3.
Discussion
The analysis of several scenarios has shown that once the supplies drop below the historic averages, 
agriculture takes a significant cut in water supplies.  In more specific terms, if the total supplies are 
only 10% below the average, then even in 2010 the most favourable year in these scenarios, the 
total water supplies for agriculture would be less than that of 2000.  A 20% drop in supply means 
the agricultural water allocations would drop by up to 25% compared to the allocations in 2000. 
The implications of these trends for agricultural sustainability are disturbing because it means 
that there will be a lot less water for food production than that in 2000.  A remarkable deduction 
of this analysis is that a drastic reduction of water supply in irrigation networks has been largely 
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compensated by a reduction in the cropping area and an increase in urbanization and continuation of 
such actions in dry years (precipitation below historical averages), while changes are also expected 
due to climatic changes.  As stated earlier on, Morid et al. (2003) showed a negative impact on the 
total cropped area due to a reduction in water supply.  In this regard, Molle et al. (2008) estimated 
an amount of impact around 30% but the crop yield was declined by 36% in 2001, a reduction that 
appeared to be much lesser than expected.
 A further continuation of agricultural activities can only be accomplished by increasing higher 
water productivity in terms of kg produced per cubic meter of water use.  Amarasinghe et al. 
(2006) showed that an increase (1.3% annually) in water productivity could reduce the additional 
consumptive water demand for crops, whereas the water requirement of the other sectors could be 
met by the existing water allocations.  Increased field scale management, more productive crops by 
means of some changes in cropping patterns and decreased non-beneficial evaporation by efficient 
irrigation techniques are among the ways that are utilized to achieve higher agricultural water 
productivity (Droogers et al., 2001).  In 2000, the domestic demands reached 14% of the total 
available water (Fig. 3), but at the end of this century (2099), it would reach to about 35% (Morid 
et al., 2003).  This increase is mainly a result of population growth.  Based on political decision-
making and sector prioritizing (domestic, industrial, environment and agriculture, respectively), 
the portion of agriculture water will therefore be expected to be lower.
TABLE 6
Water balance for Zayandeh rud, Isfahan, Scenario 4.2: 20% reduction in overall water supply
Year 2000 2010 2020
Supply estimations MCM % MCM % MCM %
Natural flow of river at Chadegan 720 61 720 47 720 47
Kurang tunnel 1 270 23 270 18 270 18
Kurang tunnel 2 200 17 200 13 200 13
Kurang tunnel 3 0 0 224 15 224 15
Langan and Khadangestan springs 0 0 120 8 120 8
Total supply 1190 1534 1534
Demand estimations
Urban areas
      Greater Esfahan 210 273 355
      Supply for other cities near river 0 15 20
      Total urban supply 210 18 288 19 375 24
Return flows from urban areas -105 -9 -144 -9 -187 -12
Industry 100 8 110 7 121 8
Agriculture 1114 94 1260 82 1192 78
Return flows from agriculture -223 -19 -252 -16 -238 -16
Environmental demand 0 0 70 5 70 5
Transbasin diversion 34 3 125 8 125 8
Evaporation 59 5 77 5 77 5
Total demand 1190 1534 1534
Deficit 0 0 0 0 0 0
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 Despite the predictions of scenarios 1 and 3 which do not indicate water deficit in 2010, the non-
running of tunnel No. 3, local springs, and precipitation reduction this year, the basin will still face 
even more severe and longer water deficits.  This is caused by the drying up of the river in Isfahan 
city and downstream areas.  Farmers in the centre and downstream of the irrigation networks do not 
receive any water.  The goal of the local water providers has been supplying drinking water to the 
urban areas, industries, and limited agricultural areas that are located in the upstream of the river 
basin to produce strategic crop (wheat) that has caused over-extraction of the aquifer for irrigation 
relied only on groundwater extraction.  It allows most farmers to withstand and go through what 
appears to have been the most critical climatic event of at least half a century.
 It should be noted that dam release had been around 500 MCM in 2009-2010, and this is 
equivalent to 37% less than the average of the last ten years.  This drastic reduction of dam releases 
this year has illustrated how agriculture gets squeezed in times of shortage, while other uses get 
priority.  Nevertheless, in this year, the flow to the Gavkhuni Swamp has been zero and no positive 
effort has been taken by the policy makers to achieve a minimum flow to the swamp to preserve the 
river and swamp ecosystems (note that Gavkhuni is one of the internationally recognized wetlands 
according to the Convention of Ramsar, 1975).  In this way, Molle & Wester (2009) demonstrated 
that the Merguellil, Jordan, and GRB basins are typical cases where aquifers are declining and 
authorities have found no way of reversing this process.  It has also been reported that in the GRB 
and Jordan basins, the environmental objective of maintaining the terminal sink (Gavkhuni swamp 
and Dead Sea) has been simply cancelled.  When all the results were combined, a tragic view of the 
basin in future has been painted.  While dam inflow during the past three years (1999, 2008, and 
2009) has been around half of average values, dams release have not been fully adjusted accordingly.
CONCLUSIONS
The methodology applied in this study has been proven as an essential tool in analyzing the supply 
and demand in the irrigation networks as a vital step to reach a more productive use of water.  The 
general condition of the GRB shows that in facing water reallocation issues, the basin has many 
challenges.  It is always politically very sensitive to take water away from the existing users to serve 
the expanding urban sector and set water apart for environmental use.  The inappropriate supply 
and demand in 2010, the most favourable year in the scenarios of the current study, have indicated 
a non-sustainable agriculture in the study area.  Meanwhile, evaluating the probable scenarios 
and presenting new scenarios can help policy makers in appropriating financial resources to solve 
water shortage problem in the area.  An example for economical investigation is the proposal for 
increasing the height of the Chadegan dam in the attempts to increase water reserve volume and 
decrease the risk of shortage in the subsequent years.
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ABSTRACT
Contemporary digital image processing applications require a suitable tool for further applications and 
processing.  In this paper, a Singular Value Decomposition (SVD) based new sub-band decomposition 
and multi-resolution representation of digital colour images is proposed.  Simulation was performed 
using MATLAB on Lenna image and the resultant sub-bands, which contained different directional 
details, are shown.  Through a quantitative analysis, it is justified that the proposed method is better 
than other contemporary methods as it is suitable for compression and other image processing 
applications.
Keywords:  Image representation, subband decomposition, multiresolution representation, 
compression
LIST OF ABBREVIATIONS
 
DCT :   Discrete Cosine Transform
DWT :   Discrete Wavelet Transform
JPEG :   Joint Picture Expert Group
KLT :   Karhunen-Loeve Transform
MRR :   Multi-Resolution Representation
SBD :   Subband Decomposition
SPIHT :   Set Partitioning in Hierarchical Tree
SVD :   Singular Value Decomposition
INTRODUCTION
Contemporary scientific and engineering applications require a lot of digital signal, image, and 
multimedia data processing.  This processing requires suitable tools for signal analysis for different 
signal and image processing applications.  An image can be analyzed by decomposing it into various 
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sub-bands which contain high and low frequency information. Wavelet sub-band decomposition 
suggested by Mallat (1989) is a tool for analyzing two dimensional image signals.  The sub-band 
decomposition is a process of decomposing a signal along the horizontal, vertical, and diagonal 
directions by maintaining a constant number of pixels required to represent the image (Antonini 
et al., 1992).  
 Any image transformed which is suitable for sub-band decomposition should have the property 
of representing the original signal as linear combination of elementary atoms of transform, where 
each and every atom is a structured expansion having fixed localizations producing the tilling effect 
in Space-Frequency (SF) planes.  According to Ramchandran et al. (1993), the case when bases 
are adaptive or signal dependent is the case of the best bases giving the SF localization gathering 
most of the signal energy in the fewest possible number of coefficients and in this case, no priori 
assumption of the signal is required.  Hence, it is possible to directly design multi-channel filter 
banks.  In principle, it is similar to a two-channel case using more involved analysis and design 
process.  
 Ramchandran & Vettreli (1993) and Ramchandran et al. (1996) reported that Karhunen-Loeve 
Transform (KLT) and Discrete Cosine Transform (DCT) are the examples of N-Channel filter 
banks, restricting the length of filters by the block size of N, corresponding to the sub-sampling 
factor.  The use of fixed transform bases and model-based quantization strategies were employed 
in the traditional image coding models (JPEG, JPEG2000, etc., using either DCT or DWT).  These 
image coding algorithms are useful for little class of signals or data, which are stationary in nature 
(signal distribution statistics is constant with respect to time or space), whereas image signals are of 
non-stationary in nature (Antonini et al., 1992; Ramachandran & Vettreli, 1993; Ramachandran et 
al., 1996).  For the non-stationary signals or data, the fixed transforms coding are insufficient to be 
used and for dealing with a large class of signals of unknown statistics or time or space variability 
signals, and thus, the adaptive image transform approach is more suitable and robust.  
 The multi-resolution decomposition provides a mean to have a scale invariant representation 
of any image signal or data.  A suitable multi-resolution representation should have a constant 
interpretation property with changing scale.  At different resolutions, different physical structures 
of the image may be represented.  Larger structures are represented by coarse resolution, whereas 
fine structures are represented by higher resolutions.  The wavelet multi-resolution representation 
by Mallat (1989) is a very popular tool for different image processing applications like analysis, 
enhancement, watermarking and compression, etc.  The existing multi-resolution techniques have 
the disadvantage of fixed transform bases.  Meanwhile, the SVD has an optimal decorrelation, sub-
rank approximation property.  It is the signal or image dependent adaptive transform which gives 
a new choice for the SVD-Subband (SVD-SBD) and Multiresolution Representation.  Kakarala & 
Ogunbona (2001) proposed the only available block-based SVD-Multiresolution Representation 
(SVD-MRR) for 2D-Signals.  This algorithm was based on image sub-block decomposition and the 
rearrangement of singular values and one of the singular vectors of these image sub-blocks.  For 
N x N image sub-block, the N
4 components are required for reconstruction; hence, more number of 
coefficients than that of the original image has to be coded to give the cause for the non-suitability 
for compression by using the algorithm proposed by Kakarala & Ogunbona (2001).  In this paper, 
the sub-band decomposition and the multi-resolution form of SVD have been proposed while 
maintaining the properties of Singular Value Decomposition.
SINGULAR VALUE DECOMPOSITION
The SVD is a linear orthogonal transform and it is suitable for digital image processing applications 
due to its high energy compaction efficiency for a given block of image data.  For a given image 
Singular Value Decomposition Based Sub-band Decomposition and Multi-resolution (SVD-SBD-MRR) 
 Pertanika J. Sci. & Technol. Vol. 19 (2) 2011 231
block I of size N x N, the singular vectors ui & vi are known as the Eigen vectors of IIT and ITI, 
respectively.  The singular value si  
is the square root of the Eigen values of IIT and ITI.  The image 
block can be represented as:
                         
  I = USVT (1)
Where, U, S & V  are the N x N matrices containing the orthogonal column vectors (Eigen vectors 
ui & vi) respectively, and S is a diagonal matrix with the singular values along the main diagonal:
  
                                                    
(2)
  
where,  
k is the rank of the matrix I, where k N# .  Hence, the approximated image I can be given as:
    
     (3)
In order to achieve the goal of compression, the following rank should be used:
    
          (4)
 The original image can be estimated using the low rank approximation while retaining only R, 
the largest Eigen values and corresponding Eigen vectors, as follows:
    
        (5)
 Where, R k N# # and the discarded Eigen values are .  Thus, the 
square error after discarding (k - R) lower Eigen values, that is simply truncation error, is given by 
the following equation:
     
    (6)
   
                  
    (7) 
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Motivation for SVD-SBD: Let X be a 2x2 image sub-block and its SVD is taken to form three 
matrices as follows:
                                                       (8)
 From [8], U11, V11 and S11  are responsible for horizontal, vertical, diagonal details, and the 
approximation of the image sub-block X respectively.  The presences of details are quantified as 
shown in Table 1 below.
TABLE 1
The quantification of the details present in the image sub-block
2D-SVD-SBD STRUCTURE
2D-Singular Value Decomposition based Subband decomposition and reconstruction architectures 
are given in Figs. 1(a) and (b).  The procedure shown in Fig. 1(a) was recursively applied to all the 
image sub-blocks to get different image sub-bands.
1(a)
S11 U11 V11 Detail present
S11 = 0 U
2
1
11 !-  V
2
1
11 =-  Horizontal details
S11 = 0 U
2
1
11 =-  V
2
1
11 !-  Vertical details
S11 ≠ 0 U
2
1
11 =-  V
2
1
11 =-  Diagonal details
S11  ≠ 0 U
2
1
11 !-  V
2
1
11 !-  All details
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Fig. 2(a): 1st Level SVD-SBD of Lenna, Top right: approximation, Top left: horizontal details, 
Bottom left: vertical details and Bottom right: diagonal details
1(b)
Fig. 1(a): SVD-Subband Decomposition; (b) SVD-Subband Reconstruction
RESULTS
Figs. 2(a) and (b) show the 1st and 2nd levels of 2D-SVD-SBD formation for the Lenna test image. 
The top left part of the image gives the horizontal detail, the bottom left gives the vertical detail, the 
bottom right gives the diagonal details, and the top right shows the approximation of the original 
image. Also the reconstructed image is shown in Fig. 3.
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Fig. 3: Reconstructed Lenna image
Fig. 2(a): 2nd Level SVD-SBD of Lenna
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CONCLUSIONS
In this paper, a new choice of sub-band decomposition has been presented for different image 
processing applications.  This particular method utilizes the maximum energy compaction which is 
not possible in the case of wavelet sub-band decomposition.  This method was also compared with 
the method suggested by Kakrala & Ogunbuna (2001), with respect to the number of coefficients 
required for the reconstruction of N x N image and N2 rather than N4 which can therefore be used for 
compression as well.  This method may provide new dimensions to digital image compression.  In 
addition, the complexity of the proposed algorithm is lower than the contemporary ones.  Meanwhile, 
other applications of SVD-SBD can be exploited in future.
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ABSTRACT 
Malaysia is a tropical country and it is subjected to flooding in both the urban and rural areas.  Flood 
modelling can help to reduce the impacts of flood hazard by taking extra precautions.  HEC-RAS 
model was used to predict the flood levels at selected reach of the Langat River with a total length 
of 34.4 km.  The Langat River is located in the state of Selangor, Malaysia and it is subjected to 
regular flooding.  The selected reach of the Langat River has insufficient data and a methodology 
was proposed to overcome this particular problem.  Since complete floodplain data for the area are 
not available, the modelling therefore assumed vertical walls at the left and right banks of the Langat 
River and all the predicted flood levels above the banks were based on this assumption.  The HEC-
RAS model was calibrated and the values of Manning’s coefficients of roughness for the Langat 
River were found to range from 0.04 to 0.10.  The discharge values were calculated for 5, 10, 25, 
50, and 100 year return periods and the maximum predicted flood depth ranged from 2.1m to 7.8m.  
Meanwhile, the model output was verified using the historical record and the error between the 
recorded and predicted water levels was found to range from 3% to 15%.
Keywords: Langat River, Malaysia, discharge, hydraulic modelling, HEC-RAS, flood level 
INTRODUCTION
Flood can be defined as a hydrological event characterized by high discharges and/or water 
levels, leading to inundation of land adjacent to streams, rivers, lakes, and other water bodies.  In 
Malaysia, there are more than 150 river systems and the courses of these rivers are relatively short 
with steep gradients in the upper stretches and comparatively flat and meandering stretches in the 
lower reaches.  Flood flows are therefore transient in the upper reaches but increase in duration and 
intensity towards the coastal plains. The bulk of the population is concentrated in towns and villages 
situated in riverside valleys and coastal plains which are prone to flood damage.
 Flooding is still the most significant natural hazard in Malaysia and the problem has escalated 
over the years as the country becomes more developed.  Since the sixties of the last century, Malaysia 
has experienced major floods in the years 1967, 1969, 1971, 1973, 1979, 1983, 1988, 1993, 1995, 
1999, 2000, and 2003.  It has been estimated that some 29,000 km² or 9% of the total land areas 
are flood prone, affecting more than 15% of the total population.  The average annual flood damage 
cost is estimated to be RM100 million (Ann, 1994).  However, this figure is likely to be a gross 
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under-estimate in view of the rapid socioeconomic development in the past decade, which has led 
to significant increases in both land and property prices.  Therefore, prediction of flood levels for 
different frequencies will help to reduce flood damages and in checking the effectiveness of flood 
mitigation measures, namely the channel improvement as a solution for flood control.
 Hydraulic models are essential tools in the design of flood alleviation works, assessing 
levels of service and estimation of residual flooding.  Hydraulic models used in simulation can be 
classified into dynamic hydraulic models and static hydraulic models.  This classification is based 
on the concept and approach used in the formulation of these models.  Ishikawa (1984) developed 
a static hydraulic model for computing water surface profile in prismatic and non-prismatic 
channels.  Meanwhile, dynamic hydraulic model were developed by Lyness & Myers (1994), Molls 
& Chaudhary (1995), as well as Sturm & Sadiq (1996).  Nik (1996) applied both HEC-2 static 
hydraulic model and MIKE 11 dynamic hydraulic model to predict the water surface elevation in 
the Klang River, Malaysia and a difference of 5% was obtained between the two models.  The effect 
of bed resistance on the river Rhine during flood was studied by Julien et al. (2002).  Hall et al. 
(2005) conducted a sensitivity analysis on flood inundation model calibration.  Table 1 shows the 
application of some hydraulic model for the flood mitigation of Malaysian rivers which have been 
applied by the Department of Irrigation and Drainage, DID.
 In this study, the HEC-RAS model was used to predict the flood levels for a 34.4 km stretch 
of the Langat River, Kajang, in Selangor, Malaysia.  Meanwhile, the hydrologic records acquired 
from the DID were used to run the model.
TABLE 1
The application of hydraulic models for selected rivers in Malaysia
No.      River       State Year of application Model type
1 Linggi River Negeri Sembilan 2001 HEC-RAS
2 Klang River Selangor 2001 Mike 11
3 Kelantan River Kelantan 1999 Mike 11
4 Chukai River Kuala Terengganu 1996 EXTRAN –XP
5 Georgetown River Pulau Pinang 1995 EXTRAN
6 Kinta River Perak 1994 Mike 11
                                     
THE STUDY AREA
The Langat River is one of the longest rivers in Selangor with frequent flooding.  The river runs 
from north-east to south-west, i.e. from Sungai Lui Village to Dengkil.  There are four gauging 
stations along the river but only two are located within the selected river reach (Fig. 1).  At the 
downstream, the river width averages between 25-30 m.
 The Langat River has been experiencing flood almost every year since 1976 and the main cause 
of the flood is insufficient channel capacity.  The biggest flood was recorded in September 1982, 
with the flooded area of about 3.0 km2 and to a depth of 4.33 m, and the damage at the flooded area 
was quite severe.  The selected reach of Langat River is located between two gauging stations, 
namely Sungai Lui gauging station (upstream) and Kajang gauging station (downstream).  The 
hydrological and topographical data for the Langat River, which included discharge, water level and 
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river cross sections, were acquired from the DID.  The records spanned around 27 years (i.e. from 
1976 to 2003).  The data were used to run the HEC-RAS model.  Tables 2 and 3 show the samples 
of stream flow data.  Along the selected reach, only 183 cross sections were available.  Nonetheless, 
the intervals for the cross sections were not equal as they ranged from 200 m to 300 m.
METHODOLOGY
The analysis of the water surface profile for any river or open channel usually requires the discharge 
(Q) of a given magnitude and known Average Recurrence Internal (ARI) or return period (T).  It is 
recommended to use the log-Pearson Type III method to determine the discharge frequency.  The 
Fig. 1: Location of the selected of the Langat River  
 (DID, 2004)
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frequency factor equation for Pearson Type III distribution can be written in terms of discharge as 
follows:
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where QT is the discharge for the T-year return period, Qi is any recorded discharge for a river with 
the n record length, and KT is the frequency factor. 
TABLE 2
Discharge for various return periods at Lui and Kajang gauging stations
Return period  
(Year)
Discharge at Lui gauging station 
(m3/s) Discharge at Kajang gauging station (m
3/s)
2 6.92 37.45
5 10.16 60.09
10 12.58 81.49
25 15.87 118.06
50 18.55 153.92
100 21.72 198.93
200 24.39 255.30
TABLE 3
Discharges for 5 year return period for the Langat River  
Sub-reach (km) Flood (m3/s) Average discharge (Qavg) Water level (m) 
0 3.84 77.39
7.66
5 11.48 66.77
15.30
10 19.12 62.15
22.94
15 26.75 54.54
30.58
20 34.40 49.92
38.22
25 42.03 39.30
45.85
30 49.67 31.68
53.03
34.4 56.39 24.98
Prediction of Flood Levels Along a Stretch of the Langat River with Insufficient Hydrological Data
  
 Pertanika J. Sci. & Technol. Vol. 19 (2) 2011 241
 The frequency factor is dependent on the return period, T and the coefficient of skewness, Gs. 
When Gs =0,
  KT  = z (2)
where z is the standard normal variable.
 However, when Gs ! 0, the approximation by Kite (1977), which is described by Equation (3), 
can be used to determine the value of the frequency factor:
  , ( )K T G z z k z z k z k zk k
3
1
3
11 6 1T s 2 3 2 2 3 4 5= + - + - - - + +^ ^ ^h h h  (3)
 In Equation (3), k can be determined as follows (Mays, 2001):
  Gk
6
s=  (4)
 In addition, a standard table given by Mays (2001) was used to determine the value of the 
frequency factor, KT, for Pearson Type III distribution for any return period, T and coefficient of 
skewness, Gs.
 For an accurate prediction of the water surface profile along a river using HEC-RAS, the 
discharge of a known return period at each river cross section is required.  However, in the absence of 
suitable records of discharge along the river, particularly when the river has tributaries, a reasonable 
approximation is required.
 The locations of the two gauging stations are at the upstream (i.e. at the beginning of the 
selected stretch) and at the downstream (i.e. at the end of the selected stretch).  Hence, the following 
approximations have been proposed to overcome this particular constraint and to predict the water 
surface profile with reasonable accuracy:
1. Discharges of various return periods for the Langat River were determined at the upstream 
location and the downstream location. 
2. The stretch was divided to five almost equal sub-reaches, namely, L1, L2, L3, L4 and L5, 
respectively.
3. For each sub-reach, no increase or decrease in the discharge was assumed and it could be 
determined using the following:
 
  ( ) [ ( ) ( ) ][ ]
L
Q Q
Q LT L
D T u T
ii =
-  (5)
 where ( )QT Li  is the discharge of the return period, T at the sub-reach i of the river, ( )QD T  is 
the discharge of return period, T at downstream, (( )Qu T is the discharge of the return period, T 
at upstream.
4.  The calibration for the HEC-RAS model can be conducted using computed discharge for a 
known return period by assuming the values of the Manning’s coefficient of roughness for the 
central channel, right overbank, left over bank and for each sub-reach of the river.  The correct 
values of the Manning’s coefficient of roughness can be decided when the error in the predicted 
and recorded water surface profiles ranged from 0 to 15%.
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RESULTS AND DISCUSSION 
The main obstacles faced while predicting the water surface profile for the Langat River using the 
HEC-RAS model were the relatively short length of the historical records (for both discharge and 
water level) and the limited number of gauging stations along the river.  To overcome this constraint, 
the available discharge records and Equation (1) were used to determine Q2, Q5, Q10, Q25, Q50, Q100, 
and Q200 for the selected reach.  Table 2 shows the discharges of the Langat River with various return 
periods at the reach.  The differences between the computed and recorded values ranged from 2% 
to 5% only.  Fig. 2 illustrates the comparison between the two values.
 The methodology described earlier on was applied when the discharge of the known return 
period at the upstream gauging station and the associated discharge at downstream gauging station 
were used together to estimate the discharge at each reach using Equation (5).  The application of 
Equation (5) required the determination of the difference between the discharges of the same return 
period (at the downstream and at the upstream) and divided by the length of the river reach, i.e. 
34.4 km.
 The resulting discharge per unit of one km length was then multiplied by the distance of each 
sub-reach to get the total average discharge in this sub-reach, which was later used to predict the 
water surface profile using the HEC-RAS model.  The average discharge for the 5 year’s return 
period for various sub-reaches of Langat River is shown in Table 3.
 The selection of an appropriate value for the Manning’s coefficient of roughness is very 
significant for the accuracy of the computed water surface profiles.  The value of the Manning’s 
coefficient of roughness is determined by a number of factors which include surface roughness, 
vegetation, channel irregularities, channel alignment, scour and deposition, obstructions, size and 
shape of the channel, stage and discharge, seasonal changes, temperature, as well as suspended 
material and bed load.  In general, the values of the Manning’s coefficient of roughness should be 
calibrated whenever observed water surface profile information is available.
 The calibration was performed by adjusting the value of the Manning’s coefficient of roughness 
for the river cross-section repeatedly, until the computed water level almost matched the observed 
ones.  The selected river reach was divided into seven sub-reaches, and each sub-reach with a 
length of 5 km but the last sub-reach was 4.4 km long.  The values of the Manning’s coefficient 
of roughness from the down stream to the upstream were determined for each sub-reach.  In the 
calibration process, the values of the Manning’s coefficient of roughness for left over bank, main 
channel and right over bank for every station at the sub-reach of the Langat River were estimated 
Fig. 2: Recorded and computed discharges at Kajang Gauging Station
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using the published values.  The historical records for the 2-year’s return period (discharge and 
water levels) were used in the calibration process.  In order to perform the water surface computation 
using the HEC-RAS model, computation was done from the downstream to upstream because the 
flow was found to be sub-critical for the recorded discharge of this particular reach.
 It was assumed that a difference of less than 15% between the predicted and the observed water 
levels at each sub-reach of Langat River was acceptable.  As a result, the value of the Manning’s 
coefficient of roughness used for the computations was considered to be representing the actual 
conditions for the Langat River.  If the difference was more than 15%, another value of the Manning’s 
roughness would then be assumed and the process was repeated until the right values were obtained. 
Table 4 shows the final values of the Manning’s coefficient of roughness for the Langat River.  Fig. 
3 shows the rating curve at Kajang station (downstream).  The calibration of the HEC-RAS model 
was concentrated on the determination of the Manning’s coefficient of roughness for various sub-
reaches of the Langat River.  The trial and error method was used in the calibration process.
TABLE 4
The estimated values of Manning’s coefficient of roughness for the Langat River
  Sub-reach 
number Sub-reach (km)
Manning‘s coefficient of roughness
Left bank Central channel Right bank
Sub-reach 1 CH34.4-CH29.4 0.050 0.045 0.050
Sub-reach 2 CH29.4-CH24.4 0.080 0.075 0.080
Sub-reach 3 CH24.4-CH19.35 0.060 0.100 0.060
Sub-reach 4 CH19.35-CH14.35 0.045 0.100 0.045
Sub-reach 5 CH14.35-CH9.4 0.040 0.080 0.040
Sub-reach 6 CH9.4-CH4.4 0.048 0.080 0.048
Sub-reach 7 CH4.4-CH00 0.048 0.043 0.048
Fig. 3: Rating curve for the Langat River at downstream (DID, 2004)    
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 The error between the recorded and predicted water surface profiles was found to range from 
3% to 15% and this confirmed that the estimated coefficients of the roughness for the Langat River 
were reasonably accurate.  The calibration process was followed by the verification process.
 The main objective of the model verification was to check the accuracy of the proposed method 
in order to run the model.  The verification was done by comparing the predicted values with the 
previous records.  Figs. 4 to 9 show the comparison between the predicted and the recorded water 
surface levels.  The accuracy of the predicted flood levels is dependent on the accuracy of the 
Fig. 4: The predicted and the recorded levels for flood of 2 year ARI along the Langat River reach 
Fig. 5: The predicted and recorded levels for flood of 5 year ARI                       
along the Langat River reach
Predicted Water
Recorded Water Level
Prediction of Flood Levels Along a Stretch of the Langat River with Insufficient Hydrological Data
  
 Pertanika J. Sci. & Technol. Vol. 19 (2) 2011 245
previous records used in the calibration process.  Another factor which can affect the accuracy of 
the predicted flood levels is the estimated value of the Manning’s coefficient of roughness used in 
the calibration process.
 The differences between the predicted and the recorded water surface levels could be attributed 
to ignoring the existing hydraulic structures (bridges and culverts) and river meandering.  In addition, 
the large interval of the river cross-sections (200 to 300 m) could be another factor which contributed 
to the differences.  Moreover, incomplete hydrological and topographical data is another source 
affecting the accuracy of the predicted flood levels.
Fig. 6: The predicted and recorded levels for flood of 10 year ARI along 
                the Langat River reach
Fig. 7: The predicted and recorded levels for flood of 25 year ARI along 
           the Langat River reach
Predicted Water
Recorded Water Level
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 The predicted water levels for the 200 year ARI flood for various reaches of the Langat River are 
shown in Fig. 10.  Nonetheless, the historical records for the 200 year ARI flood are not available. 
Therefore, a comparison with the predicted values could not be done.  The differences between the 
predicted and the recorded water levels ranged from 3 to 15%.
Fig. 8: The predicted and recorded levels for flood of 50 year ARI 
along the Langat River reach
Fig. 9: The predicted and recorded levels for flood of 100 year ARI 
along the Langat River reach
Prediction of Flood Levels Along a Stretch of the Langat River with Insufficient Hydrological Data
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 The HEC-RAS model for the Langat River was used to identify the zones which might 
experience inundation during the floods of various return periods.  For the discharge of the return 
period of 200 years, the whole stretch could be subjected to flooding.  Table 5 shows the flooded 
zones.
TABLE 5
Flood depth and flood zones for Langat River for discharges of various return periods            
Return period (yr) Flood inundation zones Maximum flood depth (m)
5 Km 15 – Km 26, Km 32 – Km 34.4  2.65
10 Km 13.2 – Km 27, Km 31.8 – Km 34.4 2.81
25 Km 13 – Km 28.6, Km 31.2 – Km 34.4 3.78 
50 Km 12 – Km 34.4 4.84
100 Km 12 – Km 34.4 5.83
200 Whole river (Km 0.0 – Km 34.4) 7.80
 This information is useful for planners and developers as measures can be taken to protect 
these areas in any future development.  The maximum and minimum depths predicted by the model 
were based on the vertical floodwalls which were used as defaults in the HEC-RAS model since 
there were insufficient input survey data describing the topography of the flood plain for the Langat 
River.  More accurate flood levels could then be obtained if enough topographical data for Langat 
River flood plain were available.
 Boundary conditions are required to simulate water surface level.  The downstream boundary 
condition was set at a known water surface elevation and the value of the water surface elevation 
was taken from the Langat River rating curve at downstream gauging station (Fig. 3).
Fig. 10: The predicted flood levels for the Langat River for 
200 year ARI flood
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CONCLUSIONS
The HEC-RAS model is a good tool to predict the extent of flooding and help in managing flood 
damage.  However, constraints encountered when using the model for the Langat River might affect 
the accuracy of the model output.  An approximation was made to overcome the lack of hydrological 
and topographical data for the Langat River.  The calibration process showed that the value of the 
Manning’s coefficient of roughness ranged from 0.04 to 0.1.  Based on the selected values of the 
Manning’s coefficient of roughness, the predicted flood levels and the recorded flood levels were 
found to be in agreement.  Meanwhile, the differences between the predicted and recorded flood 
levels were ranged from 3 to 15%.  
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ABSTRACT
Shotcrete is a process where concrete is projected or “shot” under pressure, using a feeder or a 
“gun” onto a surface to form structural shapes including walls, floors, and roofs.  The surface can 
be wood, steel, polystyrene, or any other surfaces that concrete can be projected onto.  The surface 
can be trowel led smooth while the concrete is still wet.  Shotcrete has high strength, durability, low 
permeability, excellent bond, and limitless shape possibilities.  These properties allow shotcrete 
to be used as a structural material in most cases.  Although the hardened properties of shotcrete 
are similar to conventional cast-in-place concrete, the nature of the placement process provides 
additional benefits, such as excellent bond with most substrates and instant or rapid capabilities, 
particularly on complex forms or shapes.  In addition to building homes, shotcrete can also be used 
to build pools.  The practice of underground tunneling shows that the degree of stability of tunnels 
is dependent on the state of the soil, rock mass, and shotcrete around the tunnel contour.  The 
development in the urban or suburban areas leads to the construction of tunnels in all kinds of soil 
and rock.  Meanwhile, the construction of tunnels in shallow depth or soft soils causes the ground 
to displace.  The determination of soil and rock mechanical properties to assess the stability of New 
Austrian Tunnelling Method (NATM) tunnels and design the support system is one of the most 
important steps in tunnelling.  This paper provides information pertaining to the safety and increase 
the stability of NATM tunnel before, during and after the operation of the tunnel.  Therefore, the 
shotcrete process is a recognized method for cemented sandy silt stabilization, with the aid of high 
pressure shot concrete to increase the stability of tunnels.
Keywords: Shotcrete, concrete, tunnel stability, NATM, tunnel construction
NOTATION
fc, 0 = Asymptotic Uniaxial compressive strength of shotcrete for Time t = ∞ (MPa);
ft = tensile strength of shotcrete (kPa);
ft, t =  tensile strength of shotcrete at Time (MPa);
ft, 0 =  Asymptotic tensile strength of shotcrete for Time t = ∞ (MPa);
H, D = rise and span of the intrados of a lining segment(m);
H′, D′  = measured value of H and D respectively(m);
Hi, Di = rice and span of the arc AB(refer to Fig. 1)  at time i,respectively (m);
h = thickness of a cross section (m);
b = width of a cross section (m);
Ei = Elastic modulus of shotcrete at time i (kPa)
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E0 =  Asymptotic elastic modules of shotcrete at time t = ∞ (MPa);
Et =  elastic modules of shotcrete at time t (MPa);
e = eccentricity =M/N (m);
fc = compressive strength of shotcrete at time t (MPa);
fc, t = uniaxial compressive strength of shotcrete at time t (MPa);
I = moment of inertia of a cross section, I = bh3/12 (m4) 
i = time of measurement;
Li, Li-1 = arc length of the central axis of a lining segment at time i  and 1i −
M = bending moment (kN m);
N = Axial force (kN);
T = time (h);
ifD  = change in strain of the central axis of a lining segment from time 1i −  
  to i ,  /L L Li i i i1 1Tf = - - -] g ;
ii  = central angel of the arc AB (refer to Fig. 1) at time i,
arcsin( . / . ) ( );D h rad2 0 5 0 5i i ii t= -   
m  = time constant (I/H)
,p g  = random variables for the measurement errors in H and D, separately (m)
, 1i it t -  = radius of curvature  of the central axis of a lining segment at time i  and 1i − , 
  separately (m):
z = stability factor for plain concrete compaction which is a function of the slenderness  
ratio of the component, z=1 is often a suitable default setting for tunnel lining. 
a  = eccentricity influence factor, which is a function of a ratio of a eccentricity of axial force 
over the section thickness of a component a=1+0.648(e/h)–12.569 (e/h)2  =15.444 
(e/h)2  (Chinese Railway Standard 2005);
MiT = change in bending moment from time 1i −  to i(kN m);
NiT  = change in axial force from time 1i −  to i(kN m);
INTRODUCTION
According to the New Austrian Tunnelling Method (NATM), shotcrete is applied onto the 
tunnel walls, constituting a thin flexible, closed shell, after excavation of a cross section of a 
tunnel.  Deformations, as well as the loading of the lining, are continuously monitored during the 
construction, serving as input for decision-making process, following the closed control cycle 
“excavation–monitoring–parameter adaptation–excavation”.  The objective of this control cycle is 
to optimize the tunnelling process with respect to cost, crew safety, and long-term tunnel stability. 
In this paper, questions related to this optimization process are addressed, whereby the influence 
of driving parameters and changes in the in situ geological and geotechnical conditions on the 
deformation and loading of the shotcrete lining are dealt with.  Based on the realistic material 
models for shotcrete and ground, axisymmetric analyses, allowing for consideration of the three-
dimensional nature of the tunnel excavation, were performed.  The assumption of axisymmetry 
represents a good approximation of the static conditions of the tunnels with high overburden.  The 
obtained results are presented in a dimensionless form so as to provide new insights into the complex 
ground-shotcrete interaction in the NATM tunnelling.
 The New Austrian Tunnelling Method (NATM) is characterized by the continuous adaptation 
of driving parameters, such as unsupported excavation length (i.e. the distance between the tunnel 
face and shotcrete lining, excavation rate, etc.) to the observed response of the already-excavated 
part of the tunnel.  The tunnel response is continuously monitored by the deformation measurements 
of the shotcrete lining of the tunnel and surface settlements, and the extensometer measurements 
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in the surrounding ground, as well as by the so-called hybrid analysis tools providing the evolution 
of the level of loading in the lining (Lackner & Mang, 2003; Shi, 2003).  The available data are the 
input for adapting the driving parameters to ensure safety or/and to optimize the tunnelling process.
PERFORMANCE FUNCTION
It is important to note that the initial failure of a cross section of the shotcrete lining is taken into 
consideration.  The deformation of the lining is assumed to be small, linear, and elastic.  For a 
concrete component without rebar’s, there are two types of failures, namely, crushing due to axial 
compression, and cracking due to bending, which must be simultaneously avoided.  Meanwhile, 
for a section subjected to a certain set of internal forces of the axial force N, bending moment M, 
and shear force V, only one type of failure may occur.  Therefore, the performance function for the 
limit state against crushing and cracking can be expressed as:
    
  
                     
.
g
bhf N
bh Nh M1 7 6
for e < 0.225h
       for e 0.225h
c
2 $
{a
{
=
-
+ -
*  (1)
 In order to evaluate the internal forces through displacements, let consider a lining segment as 
shown in Fig. 1.  The segment can be a portion cut out of a lining, or the whole segment itself as 
often constructed when the non-full-face construction methods are adopted.  The forces exerting on 
the segment can be represented by arbitrarily distributed loads acting on the extrados (the exterior 
curve of an arch), as well as the axial forces, bending moments, and shear forces acting at the two 
ends.
Fig. 1: Lining of a segment               
Vahed Ghiasi and Husaini Omar
252 Pertanika J. Sci. & Technol. Vol. 19 (2) 2011
 Theoretically, all the external forces that are applied on the segment will contribute to its 
displacement (axially compressive deformation and bending deformation), whereas the internal 
forces within the segment can be found using the displacements only.  In order to make this a reality, 
the following assumptions are employed:
1.  Deflection of the lining is small and, within this amount of deformation, shotcrete is a linearly 
elastic material.
2.  Cross sections of the segment remain plane and normal to its longitudinal axis, i.e. the 
assumption of the plane cross section holds.
3.  Ignored is the deformation in the plane of cross section itself due to Poisson’s ratio and the 
load acting on the extrados of the segment; in other words, the dimension of a cross section 
and the distance between any two points within the plane stay unchanged during deformation.
4.  The neutral axis passes through the centric of the cross section area.
5.  The presence of internal shear forces is disregarded, which means pure bending is adopted 
instead of actual non-uniform bending.  A detailed investigation shows that for a rectangular 
beam with a slenderness ratio less than 10, the proportion of the deflection made by shear 
forces is not more than 2.2% (Timoshenko & Goodier, 1970) (De Figueiredo et al., 1995; Sun, 
2000).  As for the lining segment ABFE (Fig. 1), the changes in the axial force and the bending 
moment under the assumption are made earlier and can be written as:
  E bhN i iiT Tf=  (2)
                    
  M E Ii 1
1 1
i
i i
T = t t -b l (3)
 It is obvious that the segment does not necessary be in the shape of an arc during deformation. 
When it happens to be a straight line at the time of measurement i, for instance, the term 1/ it  in 
Eq. (3) becomes zero.  Another noteworthy item shown in Fig. 1 is that the configuration of the 
arch-like segment is expressed by two values, namely the arch rise H and the arch span D of the 
intrados (i.e. the inner curve of an arch).  Nonetheless, doing so does not mean the two values 
have to be measured directly.  If the intrados of the lining are determined by the coordinates of a 
certain number of the measured points, a conversion from the coordinates to the two values must 
be performed so as to use the following formulas to compute the length and radius of curvature of 
the central axis.
 In order to evaluate the length and the radius of curvature required in Eqs. (2) and (3), choosing 
a curve to interpolate the central axis of the segment is therefore necessary.  It is important to note 
that different types of the interpolated curves give different values for the length and the radius 
of curvature.  In this case, a circle is chosen and used to interpolate through three points: two end 
points and the apex (mid point) of the central axis of the segment.   The interpolation ends up with 
the formulas to reckon the length and the radius of curvature of the central axis of the segment, as 
listed in the following:
  Hi i H
D h
4 22
1 i
i
2
t = + +b l  (4)
  Li i it i=  (5)
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PROBABILITY CHARACTERISTICS OF BASIC VARIABLES
It can be seen from Eqs. 1 to 5 that the performance function is related to certain variables, such as 
lining displacement (the rise and the span of the intrados of the lining segment), thickness of the 
lining and properties of shotcrete (namely, compressive strength, tensile strength, and the elastic 
modulus).  Attention is paid to the probability characteristics of these variables hereinafter.
UNCERTAINTIES IN THE DISPLACEMENT OF LINING
The main cause of uncertainties in the displacement of a lining is error in measurement.  In general, 
this error does not vary considerably with the magnitude of the length surveyed.  Hence, two random 
variables for the errors are introduced to represent the uncertainities in the measurement of the rise 
and the span of an arch-like segment, respectively.
                         
                                                                     
H H
D D
p
g
= +
= +
l
l
 (6)
 In this case, two ways are usually used in practice to survey the displacement of the lining. 
The first way is to measure the relative displacement (convergence) between the two points on 
the intrados of a cross section of the lining.  The instrument used in this measurement could be a 
convergence meter.  The second way is to measure the displacement of a point on the lining with 
reference to a fixing point elsewhere.  A level or a theodolite can be used to do this measurement. 
The statistical samples for pand gcan be obtained by taking measurements of the distance between 
two fixed points.  In this case, the convergence measurement data of five cross sections from the 
Shengjie Tunnel are taken on the Jingjiao Express Way, which connects Jingcheng City in Shanxi 
Province to Jiaozuo City in Henan Province, to make the statistics of the uncertainties in pand g  
(4).  Meanwhile, the shotcrete lining at the five cross sections remained stable during the whole 
measuring period.  The statistical results showed that  pand gwere both of the normal distributions 
with zero means and standard deviations of 0.812 and 0.740, respectively.
 The difference between the two standard deviations of pand g  is believed to be caused by 
different measurement methods used (i.e. the rise of the arch was measured with a level, whereas 
the span of the arch was scaled with a convergence meter).  It is justifiable to take the same standard 
deviation for both pand g , if the same measuring instruments are used somewhere else.
UNCERTAINTIES IN THE THICKNESS OF LINING
Lackner & Mang (2003) studied the probability characteristics of the thickness of shotcrete linings. 
Their work came to the conclusion that, owing to overbreak, the actual thickness of shotcrete lining 
is often greater than the designed value.  On the basis of their statistical results, it is therefore 
recommend that the excess thickness of shotcrete due to over break be ignored and the designed 
value are taken as the mean of lining thickness, with the coefficients of variation equivalent to 0.05, 
0.07, and 0.09 for the ground of Classes III, IV, and V, respectively.  The type of distribution of 
lining thickness came out to be normal.
UNCERTAINTIES IN THE PROPERTIES OF SHOTCRETE (ORESTE, 2003)
The parameters for the properties of shotcrete include compressive strength, tensile strength, 
and elastic modulus.  Compressive strength is often taken as a basic parameter of the material. 
Meanwhile, tensile strength and elastic modulus are assumed to have a linear relationship with 
compressive strength.  In as much as shotcrete gains its strength as it cures, the strength growth of 
the material with time should be taken into account.  The uniaxial compressive strength of shotcrete 
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during hardening can be expressed using the following negative exponential equation (Oreste, 2003):
  ( )f f e1, ,c t c t0= - m-  (7)
Suppose that the tensile strength and the elastic modulus have the same hardening rate as the 
compressive strength does, one will then find:
  f f e1, ,t t t t0= - m-^ h (8)
                                                                                     
  E E e1t t0= - m-^ h (9)
Up to now, the data for the strength of shotcrete at different curing ages are still rare.  The stress 
measuring on shotcrete lining near the cutting face tells that the largest stress-to-strength ratio often 
appears at the times of 3 to 5 days after the shotcrete lining is cast in place (Celestino & Guimaraes, 
1995).  Cheng (2007) and Lian & Han (2001) summarized the range of variation of the compressive 
strength of shotcrete at different ages.  The mix design of the shotcrete collected in the statistical 
data by Cheng & Yang (1998) are as follows: maximum diameter of gravel (20 mm), sand ratio 
(50%), type and grade of cement (Portland cement of number 425), mixing ratio for cement: sand: 
gravel: water: accelerants (1:2:2:0.45:0.03), spray process (dry-mix shotcreting), and rebound loss 
(25%).  The shotcrete samples used for the strength tests in the statistical data were prepared in 
the following way:
1. Spay the mix into a box of 450*350*120mm until the box is filled;
2. Cut a specimen of size 100*100*100mm out of the sprayed mix;
3. Cure the specimen for 28 days in the temperature of 20±3°C, with a relative humidity of not 
less than 90%;
4. Measure the compressive strength of the specimen; and
5. Finally, multiply the tested value of the strength by 0.95, which is the dimension-effect reduction 
factor.  In this context, the data collected by Cheng & Yang (1998) were taken into consideration 
and the statistical parameters of the compressive strength of shotcrete were derived (Table 1).
TABLE 1
The probability characteristics of the comparative strength of shotcrete at different ages                       
[Cheng & Yang, 1998]
Age of shotcrete 5h 10h 3 days 7 days 14 days 28 days 90 days 180 days
Mean (MPa) 3.97 6.56 23.79 27.75 30.36 32.31 34.44 35.17
Coefficient 
of variation 0.208 0.207 0.129 0.131 0.135 0.140 0.149 0.156
Type of distribution                                                                 Normal
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TABLE 2
Uniaxial compressive strength for three types of shotcrete (MPa) [Oreste, 2003]
                                                                                                            Hardening time
Type of shotcrete 1-3 hours 3-8 hours 1 day 28 days
Shotcrete without accelerants 0.0 0.2 5.2 41.4
Shotcrete with accelerants (3%) 0.69 5.2 10.3 34.5
Shotcrete with regulated hardening 8.27 10.3 13.8 34.5
 As can be seen in Table 1, the coefficient of variation changes with curing time has the largest 
difference of 0.079; however, considering the scarcity of the data and for the sake of simplicity, it 
would be reasonable to take one value for each strength grade of the shotcrete throughout the time 
of curing.  The rate of hardening changes for different types of shotcrete.  Some typical values of 
the uniaxial compressive strength of shotcrete in time are illustrated in Table 2 (Oreste, 2003). 
By virtue of the data presented in Tables 1 and 2, the regulations are pertinent to materials in the 
Chinese codes.
TABLE 3
The strength parameters of shotcrete (MPa) (Oreste, 2003)
                                                                Strength grade of shotcrete
Parameter C20 C25 C30 C35 C40
Compressive strength f ,c 0   20 25 30 35 40
Tensile strength f ,c 0  1.8 2.0 2.2 2.4 2.6
Elastic modulus E0   21,000 23,000 25,000 27,000 28,000
Coefficient of variation 0.18 0.16 0.14 0.13 0.12
 The mechanical parameters of shotcrete can be figured out as shown in Table 3, with all 
parameters normally distributed.  Meanwhile, time constant  in Eqs. 7 to 9 describes the speed of 
hardening.  Note that it significantly changes with the types of the shotcrete.  Hence, it needs to be 
determined according to the specific shotcrete used in the project undertaken in the analysis.  The 
typical value of  ranges from 0.003 to 0.03 (1/h).
 As illustrated in Fig. 1, the rise H and the span D of the intrados can be measured directly 
or be determined through the coordinates of at least three measured points (Points A and B and a 
midpoint on the intrados).  To a specific lining under consideration, how many segments to use and 
how to divide the lining are determined by user.  In general, the measured points can be placed at 
the crown, the springs, the middles of the sidewalls, the feet, and the midpoint of the invert.  The 
whole lining can be divided into five segments, namely, one segment of arch, two segments of 
sidewalls, and one segment of invert.  Fig. 2 schematically demonstrates the general layout of the 
measured ( )f f e1, ,c t c t0= - m-  points and the measured lines which are often incorporated in practice 
in China.  The relevant displacement between the two points can be taken with a convergence meter. 
When higher accuracy is required, more points and more segments are needed, and more precise 
instruments should be used in the measurement.
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Tunnel Lining                   
Measured Line
Measured Point
 
Fig. 2: The arrangment for displacement measurement on tunnel lining
 On the basis of the displacements and by means of direct Monte Carlo simulation, the process 
to compute the reliability index of the lining can be elaborated as follows:
1.  For a segment of the lining under analysis at a typical measurement time i, a set of the values 
of the basic variables is generated.
2.  Compute the arc length Li and the radius of curvaturei it  of the central axis of the segment at 
the measurement time, i.
3.  Using Eqs. (2) and (3), the changes in the internal forces from time i−1 to I are calculated by 
attaining DNi and DMi.
4.  Taking sum of the internal forces at time i−1 and the changes make the axial force Ni and the 
bending moment Mi at time i equivalent to Ni−1 + DNi and Mi−1 + DMi, respectively.
5.  The value of the performance function g is evaluated using Eq. (1).
6.  Steps 1–5 are repeated by m times (m should usually range from 50,000 to 100,000 times of 
simulation so as to meet the precision requirement in engineering practice), and the number 
of failure n, i.e. the occurrence where g <0 is calculated.
7.  The failure probability Pf (=n/m) and reliability index p3 1 f1z= -- ^_ hiare reckoned to 
be corresponding to the segment.  Here, 1z-  stands for the inverse of the standard normal 
distribution function.
8.  Steps 1–7 are performed over all the segments at the cross section of tunnel lining.
9.  The smallest reliability index among all the segments is picked to represent the reliability of 
the shotcrete lining at the typical measurement time, i.
CONCLUSION AND REMARKS
This review paper proposes a displacement-based method which can be used to evaluate the reliability 
of shotcrete lining in tunnel construction.  The contents of this work consist of the establishment of 
the performance function, the investigation of statistical characteristics of basic random variables, 
and the development of a computer programme and two case studies.  The proposed method is 
applicable to different construction methods such as full face method, full arch method, bench 
method, and pocket method.  Meanwhile, the method relies only upon the displacements occurred 
of the lining.  The method is suitable for safety control and observational design of underground 
tunnels with shotcrete lining.  Reinforced shotcrete is widely used nowadays and it should therefore 
be studied in future approaches.  Deformation resulting from shrinkage, temperature, and creep 
(Hellmich et al., 2000) needs to be analyzed.  More work could be done in generating the method 
beyond the tunnels to other underground work.
Analysis of Shotcrete Lining of Underground Tunnels 
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ABSTRACT
Piezoelectric materials, such as Lead Zirconate Titanate (PZT), have the ability to convert mechanical 
forces into an electric field in response to the application of mechanical stresses or vice versa.  
This novel property of the materials has found applications in sensor and actuator technologies, 
and recently, in the new field of energy harvesting.  The study presented in this paper targets the 
modelling of a PZT beam device for voltage generation by transforming ambient vibrations into 
usable electrical energy. This device can potentially replace the battery that supplies power in 
microwatt range necessary for operating some wireless sensor devices.  While the feasibility of this 
application has been repeatedly demonstrated in the literature, challenges for accurate modelling of 
mechanical to electrical energy generation in real world applications still remain.  In this study, a 
simple mathematical model of simple voltage generation by a PZT beam device, based on classical 
beam analysis, was proposed.  Experimental testing showed that the proposed model simulations 
are in good agreement with the experimental results. The energy harvesting capabilities of the 
fabricated PZT beam device were experimentally evaluated for possible application in low power 
wireless devices.
Keywords: Modelling, voltage generation, energy harvesting, piezoelectric material
INTRODUCTION
Energy harvesting is a form of renewable power generation and is a key enabling technology for 
a whole host of future distributed systems such as wireless sensors, implantable medical devices, 
and structural health monitoring.  Among the possibilities for energy generators, piezoelectric 
materials have been generally used because of their ability to convert ambient mechanical energy into 
electrical energy (Chadrakasan et al., 1988; Kim et al., 2005a; Kim et al., 2005b).  Meanwhile, recent 
advancements in the electronics industry have made it possible to reduce the power requirements of 
most electronic devices to levels that are comparable to the generation capabilities of piezoelectric 
harvester devices.  Lead Zirconate titanate (PZT) is the most used piezoelectric material because of 
its high electromechanical coupling characteristics in single crystals (Sodano et al., 2003; Sodano 
et al., 2004a,b).  Analytical modelling is an inevitable element in the design process to understand 
various interrelated parameters and to optimize the key design parameters, while studying and 
implementing such power harvesting devices.  Earlier work by Goldfarb & Jones (1999) presented 
a linear model of a PZT stack and analyzed its power harvesting capabilities.  Their study showed 
that the maximum efficiency of the energy harvesting system occurs in a low frequency region 
which is much lower than the structural resonance of the PZT stack system.  In addition, their 
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work suggested that the efficiency of electrical power generation is related to the amplitude of the 
input forcing function due to the hysteresis behaviour of the PZT.  Kasyap et al. (2002) developed 
a lumped element model to represent the dynamic behaviour of PZT in multiple energy domains 
using an equivalent circuit.  They constructed flyback converter which allowed the impedance of 
the circuit to be matched to that of the PZT material so as to maximize power transfer from the 
PZT.  Their model was experimentally verified using a one dimensional beam structure with peak 
power frequencies of around 20%.  Roundy et al. (2003) studied the use of piezoelectric elements 
attached to vibrating beam to convert mechanical vibration energy for possible application in 
powering wireless sensor nodes.  Their work demonstrated that when a piezoelectric energy harvester 
device was made to operate at frequency matching the vibrating frequency that is at resonance, the 
output electrical power generated was maximized.  Meanwhile, Sodano et al. (2004a) developed 
an analytical model of a beam with attached PZT elements to provide an accurate estimate of the 
power generated by the piezoelectric effect.  Their model was based on a more general model by 
Hagood et al. (1990); it incorporates the model by Crawley & Anderson (1990) in formulating 
the actuation equations for PZT device, and constitutive equations of bimorph actuators by Smit 
et al. (1991).  The models by Crawley et al. and Smit et al. (1991) were developed for actuation. 
Later, Sodano et al. (2004) adopted these models for application in energy harvesting.  In addition, 
the researchers also introduced an important addition by including ‘material damping’ which was 
excluded from the previous models.  In this study, a theoretical model of voltage generation by 
a PZT element attached to a vibrating beam could be developed in the present study.  Unlike the 
previous models which appeared to be mathematically complex, the approach used in this model 
is fairly simpler since it uses basic classical beam analysis and basic piezoelectric equations.  The 
proposed model was experimentally investigated for validity.
THEORY AND SYSTEM MODELLING
Piezoelectric materials physically deform in the presence of an electric field, or conversely, produce 
an electrical charge when they are mechanically deformed.  This effect is due to the spontaneous 
separation of charge within certain crystal structures, thereby producing an electric dipole.  For 
a piezoelectric material, it is known that the output voltage of the material is a function of stress. 
Typically, stress is achieved through the displacement or bending of the piezoelectric beam.
Piezoelectric Materials
Piezoelectricity involves the interaction between electrical and mechanical behaviours of the 
material.  Meanwhile, the static linear relations between the electrical and mechanical variables 
can approximate this interaction.  In strain-charge form, these relations can be given by equations 
(1) and (2) (IEEE, 1988), as follows:
 
  Strain –Charge form
    
  D E dTTf +=                     (1)
    
    
                    S s T dTE= +  (2)
Where, T-Stress (N/m2), S-Strain (m/m), E-Electric field Strength (V/m), and D-Dielectric 
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displacement (C/m2), s-Elastic compliance (m2/N), e-Permittivity (F/m), d-Piezoelectric constant 
(C/N or m/V).
 In equations (1) and (2) above, the electrical quantities (E, D) have vector nature, while the 
mechanical quantities (T, S) have tensor nature of six components.  In piezoelectric materials, the 
constants d, e and ε depend on the directions of electric field, displacement, as well as stress and 
strain.  The piezoelectric strain constant (d) can be presented as dij which can be interpreted as 
charge created in the ith direction under a stress applied in the jth direction.
 Based on piezoelectric cantilever, the most important piezoelectric strain coefficients when 
designing harvesting devices are d31 and d33 (Roundy et al., 2003).  In the 3-1 mode, imposed 
strain in the 1-direction is perpendicular to the electric field in the piezoelectric material (i.e. in the 
3-direction).  In the 3-3 mode, the strain and electric field are parallel to each other (in the 3-direction) 
(IEEE, 1988)).  Since the stress in a cantilever beam is always in the longitudinal direction, one 
can manipulate the poling direction within the material when configuring the electrodes on the 
piezoelectric material (Figs. 1 and 2).
 The electrical–mechanical coupling of the 3-3 mode is higher than the 3-1 mode and the 
3-3 mode piezoelectric cantilever will allow for a much higher open circuit voltage compared to 
a similarly sized 3-1 cantilever.  Despite this limitation, 3-1 based cantilever energy harvesting 
systems are the most popular due to their simplicity and ease of integration into in a wide variety 
of structures and existing Micro-Electro-Mechanical Systems (MEMS).  Another key advantage 
of the 3-1 mode of operation over the 3-3 system is that the 3-1 system is much more compliant, 
hence larger strains can be produced with smaller input forces.  In addition, resonance frequency 
of the 3-1 systems is much lower than for the 3-3 mode (Sodano et al., 2003); therefore, the 3-1 
mode is the mode of interest in this work.
Fig. 1: A schematic view of a {3-1} mode harvester
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Fig. 2: A schematic of a {3-3} mode harvester
Model of PZT Voltage Generation 
Electrical model of PZT as a voltage generator
The piezoelectric material can be modelled as an AC voltage source in series with a capacitor (Cs) 
and a resistor (Rs), as shown in Fig. 3. 
 
 
        
Fig. 3: PZT generator circuit model
 The piezoelectric constitutive equation (1) can be rewritten as:
    
           ( , ) ( , )D x y E d T x yT3 33 3 31 1f= +   (3)
For an open circuit, the dielectric displacement (D) is zero.  Thus
    
  ( , )E d T x yT33 3 31 1f =-            (4)
From the definition of uniform electric field strength:
    
  E t
V
p
oc=  (5)
Modelling of a PZT Beam for Voltage Generation
 Pertanika J. Sci. & Technol. Vol. 19 (2) 2011 263
 
  tb =  thickness of substrate 
 tp = thickness of PZT layer 
                Lp=length of PZT layer 
  
       Fig. 4: Cantilever beam made of piezoelectric patch and metal substrate
      
 For a beam of uniform cross section, the beam curvature (k) is the second derivative of the 
beam deflection curve (Gere & Timoshenko, 1997):
           
    
dx
d y
YI
M
2
2
l = =  (7)
Where, M is the bending moment, Y the Young Modulus of the beam material and I is the Second 
Moment of Area about the principal axis.
 Meanwhile, the average curvature is given by:
    
             ( ) ( )x
L dx
d y
dx
L
y L
1 1
p
L
p
p
0
2
2p
l = = l#  (8)
where tp is the thickness of the piezoelectric material, and Voc is the open circuit voltage
Combining equations (4) and (5), the following will be yielded:
    
                                   ( , )V t d T x yoc T
p
33
31
1
f
=-  (6)
The next task is to use a simplified cantilever beam analysis to find an expression for the stress T1 
(x, y) at the surface of the PZT.
Cantilever beam analysis
The schematic view of the beam undertaken in this study is shown in Fig. 4.  If the thickness of the 
host substrate layer (tb) is far greater than the thickness of the PZT patch (tp), and the beam length L 
is approximately ten times the length of the PZT layer (Lp), the classical Euler-Bernoulli theory is 
then applied.  Modelling is carried out for the case where the forcing function is a harmonic excitation.
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 The average strain can be described in terms of the average curvature using the following 
relation:
   ( , ) ( )S x y y yc1 l=- -  (9)
Where, yc is the distance from the neutral axis of the PZT element.
 The relation between the stress to the strain is ( , ) ( , )T x y E S x yp1 1= .  Using equations (8) and 
(9) in the relation, the following will be yielded:
                   
           ( , ) ( ) ( )T x y
L
E y y y L
1
p
p c p1 = - l  (10)
Choosing the reference position to be the interface between the PZT and the substrate, the magnitude 
of stress at the surface of the PZT is then given by:
  ( , ) ( )T x y
L
E t y L
1
p
p p p1 = l  (11)
Assuming a static load at the end of the cantilever beam, the angular displacement (i.e. slope) of 
the tip of the beam (Urugal & Fenster, 1995) is as follows:
    
         ' ( ) ( )y x
L
a
Lx x
2
3
23
2= -  (12)
Where, a= y(L) is the displacement at the cantilever beam end.  Evaluating the slope at the end of 
the PZT element, x = Lp and substituting in equation (11) gives:
    
                       ( , ) ( )T x y
L
a
E t L L
2
3
2p p p31 = -  (13)
Substituting equation (13) into equation (6) gives the magnitude of the peak output voltage as:
 
  ( )Voc
L
t d aE
L L
2
3
2T
p p
p3
33
2
31
f
= -  (14)   
 Assuming low vibrations and neglecting damping effects, the displacement at the tip end is 
the representative of amplitude of vibration of the tip of the beam.  In this beam model, the forcing 
function is assumed to be sinusoidal.  In the experimental setups, an electromagnetic shaker is used as 
the excitation source to drive the beam.  The output voltage is essentially AC and has to be rectified 
and conditioned for it to be useful for applications such as powering sensors or battery charging. 
The power delivered to a particular load is a function of the ambient excitation frequency and the 
value of the load resistance relative to the impedance of the piezoelectric patch.  The beam must be 
excited at its first resonance frequency to maximize the power output (Eggborn, 2003).  Equation 
(14) describes a simple electromechanical model, where the output voltage is a linear function of 
amplitude of oscillation of the beam device.
MATERIALS AND METHODS
A thin PZT layer was attached to the aluminium substrate layer using two-part epoxy glue in a 
typical unimorph configuration (Fig. 5).  The PZT model number PSI-5A4E, manufactured by Piezo 
Systems Inc., was used to cover the aluminium beam as the piezoelectric layer to ‘fabricate the 
device’.  This method has been successfully used in some previous studies by various researchers 
(see for instance, Chadrakasan et al., 1988; Sodano et al., 2003; Sodano et al., 2004a, b; Roundy 
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et al., 2003).  The dimensions and properties of the materials are shown in Table 1.  It should be 
noted that the aluminium substrate beam was made longer to ensure enough material was available 
for secure clamping.  The actual clamped length of the aluminium beam and the PZT are 150 mm 
and 72.4 mm, respectively.  The width of the PZT and aluminium beam was 25 mm.
TABLE 1
The dimensions and properties of PZT and aluminium beam
 Parameter Value
   
PZT length, Lp 72.4 mm
 width, w 25 mm
 thickness,tp
0.267 mm
 Young modulus, Yp
66 GPa
 Piezo-strain constant 190 E-12  C/N
 permitivity ε33 320E-12 m/V
Al beam length, L 150 mm
 width, w 25 mm
 Thickness 1.57 mm
 Young modulus, Y 70 GPa
 Fig. 6 shows the experimental setup to test the device and to validate the proposed model. 
The device is clamped at one end and an electromagnetic shaker driven by a function generator is 
used to simulate the forcing function.  When the forcing function was moved near the free end of 
the beam device, the deflections of the free end were observed to be too large to be accommodated 
by the shaker and its accompanying slender rod.  This resulted in a distorted output voltage signal. 
In order to avoid this situation, an appropriate point of the location of the forcing function was 
Fig. 5: The attachment of PZT on the aluminium beam
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investigated and this was found to be 10.6cm from the clamped end of the device.  It is crucial to 
highlight that this location was kept fixed throughout the experimental investigations.  To measure 
the deflection amplitude at the tip of the beam, a reflective optical technique employing a He-Ne 
laser and a small mirror attached to the beam, was used (Putman et al., 1992).
 The value of the first resonance frequency of the beam device was experimentally found to 
be 58.60Hz.  With the function generator set at 58.60Hz, the open circuit voltage generated by the 
PZT was measured using an oscilloscope (HP 54610B) for different beam vibration amplitudes. 
The values were compared to the theoretical simulations generated from the suggested model.  The 
results are discussed in the next section.
RESULTS AND DISCUSSION
The proposed model was simulated to investigate the relations represented by equation (14).  The 
parameters used in the simulation study are the values indicated in Table 1, but with values of Lp 
ranging from 6 cm to 8 cm.  Meanwhile, the value of Lp used in experimental investigation was 
72.4mm.  In this research work, only one length of the PZT layer was used in the experiments and it 
became the object of the ongoing study to use various lengths of PZT layer for further experimental 
validation of the model.  The values of the open circuit voltage predicted by the suggested model 
are shown in Fig. 7 below.
 From Fig. 7, the output voltage is a linear function of amplitude of vibration.  Varying the length 
of the piezoelectric layers affects the value of the output voltage, whereas the effect is dependent 
on the clamping conditions and the application point of the force inducing the vibrations.  For a 
fixed value of L, the closer the PZT layer is to the point of stress application, the more the voltage 
output.  The results of the open circuit voltage, predicted by the proposed theoretical model, were 
compared to the experimental results.  Table 2 shows the values of the open circuit voltage as a 
function of the amplitude of vibration of the tip of the beam.  A plot of the voltage versus amplitude 
of the vibration of beam tip for the experimental results and the theoretical model are shown in Fig. 
8.
Fig. 6: The experimental setup
Bridge rectifer +
filter
Function
generator
All substrate beam
Shaker
Rigid support
Clamp
D.C Voltage
PZT layer
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TABLE 2
Measurements of amplitude and open circuit voltage
Amplitude of Al 
beam tip (mm)
Open circuit voltage-vocpp (V)
Experimental Theoretical model Absolute deviation
0.33 3.19 3.75 0.56
0.44 4.10 5.00 0.90
0.58 5.80 6.58 0.78
0.86 8.11 9.76 1.65
1.04 9.87 11.81 1.94
1.27 11.99 14.42 2.43
1.50 14.22 17.03 2.81
1.63 15.16 18.51 3.35
1.80 16.80 20.44 3.64
Fig. 7: Simulation results showing open circuit peak-to-peak voltage as a function of       
amplitude for various Lp values
Vo
c 
pp
 (V
)
Lp = 6cm Lp = 6.5cm
Lp = 7cm Lp = 7.5cm
Lp = 8cm
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Fig. 8: The plot of the peak-to-peak output voltage as a function of amplitude
 The theoretical model predicted a voltage output of 11.35 V per mm, while the experimental 
results suggested an output of 9.26 V per mm.  The theoretically predicted voltage output is greater 
than the experimentally determined values by a margin of 2.09 V per mm.  This observation was 
probably expected since the model did not take into account the effect of the glue-bonding layer. 
The glue bonding used had less elastic compliancy compared to the substrate beam; hence, not all 
stress was transmitted from the beam to the PZT element, resulting in reduced voltage generated 
by the PZT element.
ENERGY HARVESTING CAPABILITIES
Once the open circuit voltage was characterized and the theoretical model was validated, the next 
step was to investigate the power generation capabilities of the device.  A full-wave bridge rectifier 
(Fig. 9) was constructed using Si diodes on a breadboard to convert the alternating voltage output 
from the harvester device into a steady DC signal.
Fig. 9: Voltage output after signal is sent through a full bridge diode rectifier
Vo
lta
ge
 p
p 
(V
)
Amplitude (mm)
Ideal
actual
PZT
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 After the preliminary investigation on the values of possible filter capacitors, a 3.3 μF capacitor 
was chosen because it was experimentally found to give the optimum DC output voltage (Nechibvute, 
2008).  It is important that the power measured was of a rectified - DC voltage signal, not the 
direct output from the device.  This is a more accurate depiction of the useful power output of the 
harvester devices for low power electronics and wireless sensor applications.  A load resistance, R 
was connected across the filter capacitor and the output voltage and the power output (P) calculated 
using the following equation:
  P
R
V2
=  (15) 
where, V is the voltage delivered to the resistor of resistance R.
 The values of R were varied and the corresponding values of voltage and power were also 
determined.  These values were determined for the amplitude of the beam set at 1.69 mm and 1.19 
mm.  The power supply characteristic curves for the device are shown in Fig. 10.
Fig. 10: Output power as a function of load resistance
 From the power supply characteristic shown in Fig. 10, the optimum load resistance is about 
4.6 MΩ.  This value is very large and its magnitude is a fair representative of the output impedance 
of the piezoelectric harvester device.  When the device is vibrating at the amplitude of 1.69mm, the 
maximum power it can deliver is 24.5 μW and the maximum current is 4.25 μA.  At the amplitude of 
1.19mm, the maximum power is 11.56 μW, and it can deliver up to 3 μA current.  From the reviewed 
literature (Sazovoz, 2006; Carlos, 2007), the primary goal of vibration energy harvesting is to power 
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wireless sensor devices.  The power output of the studied beam system is relatively low compared 
to the real application requirements.  As future research, the efficiency of the power harvesting 
circuitry needs to be optimized to allow a full amount of energy generated to be transferred to the 
load.
CONCLUSIONS
A simple but useful model of voltage generation by a piezoelectric harvesting beam device was 
successfully developed and experimentally validated.  For the fabricated PZT beam, the proposed 
model predicted a voltage output of 11.35 V, while the experimental results suggested an output 
of 9.26 V, when the beam was vibrating at 1mm.  This represented an agreement of up to 78% 
between the theoretical model and the experimental results.  The power generation capabilities of 
the fabricated device were investigated for possible application in ultra low power applications.  In 
future research, the model could be improved by incorporating the effects of damping and bonding 
layers on the voltage generated by the PZT.  Furthermore, the intended location of the PZT on 
the host beam or structure needs to be studied so that its displacement can be optimized and the 
excitation range realized to allow for the tuning of power harvesting device and consequently 
increase the output power.
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ABSTRACT 
Microinjection is a powerful tool to deliver various substances, such as nucleic acids, proteins, 
peptides, RNA, and synthetic molecules into mammalian cells mechanically.  Through microinjection, 
a controlled amount of protein can be delivered into the target cells to elucidate the specific functional 
effects in vitro.  In this study, a series of protein microinjection optimization was performed in 
human breast cancer cells.  The presence of Maltose Binding Protein (MBP) was microscopically 
monitored through indirect immunofluorescence assay.   The optimization experimentation gave a 
high success rate when MBP protein was used at the minimum concentration of 1.5 mg/ml and at the 
injection pressures of 50 and 70 hPa.  The average success rate of injections was 49.2±4.15% and 
50.8±4.6%, while the average cell survivability was 50.98±4.67% and 49.72±5.48% at 50 and 70 
hPa, respectively.  The optimization of the MBP concentration and injection pressures successfully 
allowed an efficient delivery of precise protein dosage into breast cancer cells without any adverse 
effect.  This microinjection optimization can be a practical guideline in any downstream applications 
of protein functional work.
Keywords: Cell microinjection, fluorescence microscope, immunofluorescence, MBP
ABBREVIATIONS
Maltose Binding Protein (MBP)
Mammary Carcinoma Cells (MCF7)
Fetal Bovine Serum (FBS)
Deoxyribonucleic acid (DNA)
Ribonucleic acid (RNA)
Milligram per milliliter (mg/ml) 
Micrometer (µm)
Minute (min)
Hectopascal (hPa)
Carbon dioxide (CO2)
Second (s)
Hour (h)
Fluorescein Isothiocyanate (FITC)
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INTRODUCTION
In biological research, microinjection is a prominent approach for delivering dissolved substance 
such as DNA, proteins, cellular organelles, enzymes, antibodies, genes, metabolites, ions, RNA, and 
various markers into living cells (King, 2003; Feramisco et al., 1999).  This particular technique 
is complemented with live cell imaging to observe immediate phenotypic changes in the cells 
to study the effect of the injected protein on cell morphology or the localization of the injected 
protein.  Thus, it elucidates the roles of specific proteins in cell function, specifically when studying 
severe or transient cellular responses in various applications, such as cytology, physiology, genetic 
engineering, molecular biology, virology, tumour biology, developmental biology, pharmacology, 
and toxicology (Viigipuu & Kalio, 2004).
 As parameter requirements for microinjection such as protein concentration and injection 
pressure are different from cell to cell, validated optimization is necessary to ensure the survival of 
the cells and to minimize the mortality of the cells (Smaili et al., 2008; Derouazi et al., 2006).
 This manuscript reports the optimization of microinjection for breast cancer cells using 
Maltose-Binding Protein (MBP), which includes the determination of success rates for penetration, 
the survival rate of the injected cells and the presence of the injected protein in the cells.  The 
optimization of the microinjection of the targeted protein into adherent cell is needed to ensure 
that the morphology that changes in the cell is not due to drastic injection so that evaluation of the 
effect of the injected sample can be done.
 The optimization of microinjection into adherent cells is crucial to exclude the interference of 
morphological changes in cells due to technical fault.  An optimized approach will make way for 
a precise evaluation of the effect of injected substance.
MATERIALS AND METHODS
Cells
The experiments were performed on adherent cell line, human breast cancer cell MCF7 (provided 
by Professor Fauziah Othman, at the Faculty of Medicine and Health Sciences, Universiti Putra 
Malaysia).  The maintenance medium for MCF7 cell was RPMI media, which was supplemented 
with 10% fetal bovine serum (FBS) and antibiotic solution (100 units/ml penicillin, 100 mg/ml 
streptomycin).  All the cell culture media and supplements were retrieved from Gibco Invitrogen 
Life Sciences (Paisley, UK).  MCF7 cells were plated on cover slip (sized 22x22 mm2) 24 h prior 
to microinjection.
Injection Substances
Maltose-Binding Protein (MBP protein) and PBS were used as injection substance.  MBP protein was 
expressed using in vitro protein expression system, Rapid Translation System (Roche Diagnostic, 
USA).  The protein was then purified by using amylose resin (New England Biolabs, US) and 
resuspended in PBS buffer (137mM NaCl, 2.7 mM KCl, 100 mM Na2HPO4, 2 mM KH2PO4).  The 
protein concentration was determined using UV Visible Spectrophotometer (Cary UV DKSH, 
USA).  Meanwhile, PBS (137 mM NaCl, 12 mM Phosphate, 2.7 mM KCl, pH 7.4) was used as a 
negative control for the injection.
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Microinjection
A 0.5 µm diameter sterile microinjection needle (Femtotip, Eppendorf, USA) was loaded with protein 
sample, MBP protein by using Eppendorf microloader (Eppendorf, USA).  The experimented protein 
concentrations were 0.8, 1.0, 1.5, 2, and 2.5 mg/ml, respectively.  Prior to loading, the injection 
samples were centrifuged at 16,000xg at 4°C for 20 min to eliminate precipitates that might block 
the microinjection needles.
 During microinjection, the cells were incubated in phenol red free RPMI 1640 medium 
(containing 25 mM Hepes, pH 7.2, 10% FBS, penicillin, and streptomycin).  The temperature of 
the medium was kept at 37°C using an objective heater.  Protein or PBS delivery into the cytoplasm 
of cells was carried out under an injection pressure ranging from 30-110hPa, with an injection time 
of 0.5 s.  A total number of 50 MCF7 cells were injected on each cover slip and the injected cells 
were switched to fresh culture medium immediately after microinjection and incubated at 37ºC in 
5% CO2 incubator at different time points (1, 2, 5, 10, and 24 h).
Pressure Optimization
The microinjector is equipped with an inverted microscope (Axiovert 135 TV, Zeiss, Germany), 
a pressure injector, Femtojet (Eppendof, USA) and a joystick micromanipulator, InjectMan NI2 
(Eppendorf, USA).  The MCF7 cells were injected using Femtojet at various injection pressures 
(30, 50, 70, 90 and 110 hPa) for 0.5s, respectively.
Viability Observation
A light microscopic observation was performed periodically at various time points (1, 2, 5, 10, and 
24 h), after microinjection of 50 cells per cover slip.  Meanwhile, the attached viable microinjected 
cells were calculated prior to cell fixation.
Indirect Immunofluorescence Assay
At various time points (1, 2, 5, 10, and 24 h) after microinjection of 50 cells per cover slip, the 
cells were fixed with 100% ice-cold methanol for 30 min at 4ºC and washed 3 times with PBS 
for 5 min each.  In order to detect the presence of MBP protein in the injected cells, anti-MBP 
mouse monoclonal (Chemicon, USA) was used.  This monoclonal antibody recognized the epitope 
within the MBP protein.  The fixed cells were incubated with this monoclonal antibody for 1h at 
room temperature, and this was followed by 3 washing steps.  The FITC-labelled goat anti-mouse 
antibody (Chemicon, USA) was used as the secondary antibody.  The cells were incubated with 
this secondary antibody for 30 min at room temperature and this was also followed by 3 washing 
steps.  The stained cells were analyzed using fluorescence microscopy (Zeiss, USA).  Images were 
captured using digital image analysis equipment.
RESULTS AND DISCUSSION
Delivery of Protein into Human Breast Cancer Cells
The injection tests were carried out to study the injection success rate into the cells.  From a total of 
50 cells which had been injected on each cover slip, 20-30 cells were successfully injected, giving 
an average success rate of 49.2±4.15% at the injecting pressure of 50 hPa and 50.8±4.6% at 70 hPa 
(Table 1).  Successful protein injection was indicated by liquid flow transfer from the end of the 
microneedle into the cell upon microneedle penetration.
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 Nonetheless, penetration of elastic cellular membrane without causing any damage is indeed 
a challenge.  Optimum injection pressure is an important factor to ensure success of cell injection. 
When the cell was injected with low pressure at 30 hPa, no flow was observed, and this raised 
doubts on intended protein delivery.  However, cell injection with high injection pressures at 90 
and 110 hPa caused the cells to burst immediately after the liquid had flowed into the cells (Figs. 
1m-1p), and thus, not possible for survival rate determination.  Meanwhile, MBP protein transfer 
into breast cancer cells was readily attained at both 50 and 70 hPa injection pressures.
 A common hurdle for effective protein microinjection is capillary clogging (Viigipuu & 
Kalio, 2004).  Protein aggregates could easily block, specifically at the edge of fine microcapillary. 
Hence, protein has to be centrifuged at high speed for 15-20 min before loading the protein into the 
microneedles (King, 2003; Komarova et al., 2007).  However, obstruction induced by cell debris 
or flowing particles in the cell culture medium could not be excluded (Viigipuu & Kalio, 2004).
 There is a vast difference between microinjecting salt and protein.  Protein has a tendency to 
form aggregates and its viscosity increases with concentration.  Microinjecting protein is much 
more challenging as compared to salt substances, whereby the latter has been found to have higher 
injection success rate.  KCl could be a safe and ideal substance for beginners to practice with, as it is 
a cellular constituent (Viigipuu & Kalio, 2004).  Since injection skills had been acquired beforehand, 
the experimentation with MBP protein (negative control) was therefore relevant for future study on 
MBP-based proteins.
Survival Test of Microinjected Human Breast Cancer Cells
In this study, the survival rate of microinjected human breast cancer cells was examined.  The 
nature and amount of injected substance should be of no harm to the cells.  To encourage cell 
survival during and after the injection, a constant temperature at 37°C and pH 7.4 were maintained 
throughout the procedure.  Injection time is another important factor in ensuring a good cell survival 
rate.  The cells must be injected within 15 min, specifically in a harsh environment such as in the 
absence of CO2 supply.
 The injected cells were observed under a light microscope for morphological changes.  In 
Figs. 1a-1l, the injected viable cells remained attached to the cover slip and showed no significant 
changes from their initial morphology after 10h of post injection, whereas at this time point, dying 
cells remained rounded, detached and failed to return to their original shape, as illustrated in Figs. 
1h and 1l.
 The injected cells were also observed at 10h post injection and the survival rates are shown in 
Table 2.  The average survivability of the MBP injected cells at 50 and 70 hPa was 50.98±4.67% 
and 49.72±5.48% respectively, while the PBS injection demonstrated 50.2±9.5% and 49.52±4.88% 
survival rates at 50 and 70 hPa injections, respectively.  The MBP protein alone did not induce any 
adverse effect to the cells, as the differences in the success rate among MBP and PBS injections 
were negligible.
 Eventually, viable injected cells from a total of 50 cells were only 24.8±4.15% and 25.2±3.35% 
for the MBP protein delivery and 24.4±4.15% and 24.8±3.35% for the PBS delivery at 50 and 70 hPa, 
respectively.  These findings indicate the overall damage undergone by cells under microinjection 
procedure.  Cells could die during post injection incubation time if delivery holes failed to shut. 
This could be due to prolonged penetrating time and delayed microneedle removal (Robert, 2003). 
Moreover, other external factors might also influence the low survival rate, such as pH of the culture 
medium, the molarity between the cells, as well as injecting substances and temperature changes. 
Furthermore, microinjection process should be limited within 15 minutes to prevent cell damage 
due to pH changes in the culture medium (Komarova et al., 2007).
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Fig. 1: Microinjection of the PBS and MBP proteins into MCF7 cells.  PBS acted as a negative control.  
The microinjected cells were still adhering to the cover slip after 2 and 10 h of post injection.  The arrows 
in figures m, n, o and p show cell burst after microinjected with high pressures (90 and 110 hPa), whereas 
the arrows in figures h and l show that the microinjected cells remained rounded, detached and could not 
attach back after 2 and 10 h of incubation, suggesting cell death
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Fluorescent Tracking of the MBP Protein in the Injected MCF7 Cells
This microinjection experiment involved staining of the injected cells with fluorescent 
antibodies against the MBP protein and analysis using fluorescence microscopy.  The indirect 
immunofluorescence was used to detect the presence of protein in the injected cells as the MBP 
protein was not fused with fluorochrome-conjugate.
 In Figs. 2a-2e and 3a-3e, the MCF7 cells that had been injected with low protein concentrations 
(0.8 and 1.0 mg/ml) at a low pressure of 30 hPa showed no fluorescence signal at the cytoplasm of 
the cells, whereas in Figs. 2f-2o and 3f-2o, the increased pressures at 50 and 70 hPa respectively 
Fig. 2: Indirect immunofluorescence staining of the injected MCF7 cells.  The cells were injected with 0.8 
mg/ml of the purified MBP protein. The cells that had been injected (Figs. a-e) at 30 hPa 
showed no fluorescence signal, (Figs. f-j), whereas 50 hPa and (Figs. k-o) 70 hPa 
showed mild or very little fluorescence signal
Fig. 3: Indirect immunofluorescence staining of the injected MCF7 cells with 1.0 mg/ml of the purified 
MBP protein.  The cells which had been injected (Figs. a-e) at 30 hPa 
showed no fluorescence signal, whereas (Figs. f-j) 50 hPa and (Figs. k-o) 70 hPa 
showed mild or little fluorescence signal.
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showed mild or little fluorescence signals at the cell cytoplasm.  Similarly, Figs. 4a-4e illustrate 
an increase in the MBP protein concentration to 1.5 mg/ml, indicating the absence in cytoplasmic 
fluorescence when injected at 30 hPa; however, fluorescence was detected when the pressure was 
increased to 50 and 70 hPa (Figs. 4f-4o).  In Figs. 5a-5e and 6a-6e, cell cytoplasm emitted a mild 
or little fluorescence signal when injected with 2 and 2.5 mg/ml, respectively, at 30 hPa.  On the 
contrary, the cells exhibited a strong fluorescence signal when the injection pressure was increased 
to 50 or 70 hPa.
 The results gathered in the current study have demonstrated the importance of concentration 
optimization for cell injection.  Protein with a low concentration (less than 1 mg/ml) could not be 
tracked in the cells as the protein had been diluted in the intracellular liquid or extracellular culture 
medium.  Therefore, the findings of this study indicated a slightly higher protein concentration at a 
range of 1.5-2.5 mg/ml.  Nevertheless, too high protein concentration might block the microcapillary 
or induce osmosis, which could subsequently lead to cell burst.
 In summary, the findings have demonstrated the importance of injection pressure in delivering 
sufficient protein into the cells.  MBP protein was visible at high injection pressures (50 and 70 hPa), 
but it could not be tracked at a reduced injection pressure (30 hPa).  The findings have indicated 
that higher concentration of protein, along with a sufficient injecting pressure, is a prerequisite 
for successful delivery.  However, not all successful injections have shown fluorescence at higher 
protein concentration, and this is due to protein leakage to culture medium.  Therefore, variable 
factors can pose influence on determination of success rate of cell microinjection at various protein 
concentrations (0.8 to 2.5 mg/ml).
CONCLUSIONS
This study has demonstrated that the protein concentration ranging from 1.5 - 2.5 mg/ml, at the 
injection pressures of 50 to 70 hPa, as the most favourable parameters in protein microinjection 
into human breast cancer cells.  These recommended pressure and protein concentration can be 
starting platforms for the optimization of recombinant MBP-fused protein delivery into adherent 
cells for cell functional studies.
Fig. 4: Indirect immunofluorescence staining of the injected MCF7 cells. The cells were injected with 1.5 
mg/ml of purified MBP protein.  The cells that had been injected (Figs. a-e) at 30 hPa 
showed no fluorescence signal, whereas 50 hPa (Figs. f-j) and 70 hPa (Figs. k-o) 
showed strong fluorescence signals
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Fig. 5: Indirect immunofluorescence staining of the injected MCF7 cells with 2 mg/ml 
of the purified MBP protein.  The cells which had been injected at 30 hPa (Figs. a-e) 
showed very little or mild fluorescence signal, whereas 50 hPa (Figs. f-j) 
and 70 hPa (Figs. k-o) showed strong fluorescence signals
Fig. 6: Indirect immunofluorescence staining of the injected MCF7 cells injected 
with 2.5 mg/ml of purified MBP protein. The cells that had been injected at 
30 Hpa (Figs. a-e) showed very little or mild fluorescence signal, 50 hPa (Figs. f-j) 
and 70 hPa (Figs. k-o) showed strong fluorescence signal
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ABSTRACT
Setting a question paper for test, quiz, and examination is one of the teachers’ tasks.  The factors that 
are usually taken into consideration in carrying out this particular task are the level of difficulty of 
the questions and the level of the students’ ability.  In addition, teachers will also have to consider 
the number of questions that have impact on the examination.  This research describes a model-based 
test theory to study the confidence intervals for the projected number of items of a test, given the 
reliability of the test, the difficulty of the question, and the students’ ability.  Using the simulated data, 
the confidence intervals of the projected number of items were examined.  The probability coverage 
and the length of the confidence interval were also used to evaluate the confidence intervals.  The 
results showed that the data with a normal distribution, the ratio variance components of 4:1:5 and 
reliability equal to 0.80 gave the best confidence interval for the projected number of items.
Keywords: Confidence interval, reliability, normal distribution, chi-square distribution
INTRODUCTION
One of the teachers’ tasks is to set question papers for tests, quizzes, and examination.  However, 
several factors have to be taken into consideration when preparing the question papers.  Among 
which are:
1. The difficulties of the questions
2. The total number of questions and time needed to answer them
3. Students’ abilities
 The level of the students’ ability is taken into consideration, along with the difficulty level of the 
items as both will affect the reliability of the test.  In addition to this, the number of items in a test 
paper must be appropriate as it is also capable of causing mental fatigue and lost of concentration. 
Hence, the main purpose of this research work was to study the confidence interval of the projected 
number of items (questions), nb.  This study used Generalizability Theory (G-theory) established 
by Cronbach, Rajaratnam & Gleser (1963) to assess the reliability of the test items.  G-theory is 
made up of two parts or studies.  The first part is known as the generalizability study (G study), 
while the second in called the decision study (D study).  In the G study, the magnitudes of the 
factors affecting a particular test were estimated as variance components.  These are the same 
variances from the random effects model of the multifactor analysis of variance (ANOVA).  From 
these variance components the reliability of the test can be calculated.  In contrast, the D study 
uses these variance components to improve the design of the test.  One aspect of this is the number 
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of the projected items, nb, given certain reliability and magnitudes of the variance components of 
the items’ difficulty and students’ ability.  In more specific, the effects of data distribution on the 
confidence interval of nb were also investigated.
MATERIALS AND METHODS
According to Bernnan (2001), the G-theory can be explained using the statistical factorial design. 
It emphasizes on the estimation of variance components.  The model used in this study was the 
random model with two effects crossed design without interaction.
  Yij i j ijn x b f= + + +  (1)
 Where, Yij  is score obtained by the ith student answering the jth question, ix  is the effect ith student, 
jb  is the effect of the jth item and ijf  is the error term.  Since each student was evaluated once, the 
student-question interaction effect was confounded in the error term.  The effects in Equation (1) 
were random, hence their distributions were ~ ,N 0i 2x vx_ i,  ~ ,N 0j 2b vb_ i and ~ ,N 0ij e2f v_ i.  Based 
on the definition of the model, the variance for the observed score was partitioned into:
    
       Var Yij e2 2 2v v v= + +x b^ h                (2)
where, 2vx ,  2vb  and  e2v  are known as variance components.  In this study, these variance components 
were estimated using the expected values for the mean sum of square for the effects, as shown below:
           ( )E MSstudent be2 2v v= + x                 (3)
  E MSitem ae2 2v v= + b] g                 (4)
            
  ( )E MSE e2v=  (5)
Based on Equations (3), (4) and (5), the variance components can be estimated using the following:
        
  MSEe2v =t  (6)
    a
MSitem MSE2v = -bt   (7)
                                  
   
b
MSstudent MSE2v = -xt  (8)
where, a is the number of students and b is the number of the original items.  The generalizability 
coefficient n2bt , which is based on nb questions, is given by: 
    
      
n
n
b
e
2
2
2
2
bt
v
v
v
=
+x
x                                (9)
From Equation (9), nb is written as:
    
     n
1
b
n
n e
2 2
2 2
b
b
t v
t v
=
- x_ i
                   (10)
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 The value of  nb can be obtained if the values of 2vx ,  e2v  and n2bt  are known.  Let this value be 
known as the target, nb.  The target nb can be used to monitor the effectiveness of the confidence 
intervals of nb.  With reference to Burdick and Graybill (1992), the 100 (1-2a) % confidence interval 
for 
e
2
2
v
vx  is given by:
     
b
L
b
U1 1* *
e
2
2
1 1
v
v- -x   (11)
With  *
MSE F
MSstudentL
;( );( )( )a a b1 1 1
=
a - - -^ h
, *
MSE F
MSstudentU
;( );( )( )a a b1 1 1 1
=
a- - - -^ h
Hence, Equation (10) can be rewritten as:
  
n 1e b n
n
2
2
2
2
b
b
v
v
t
t
=
-
x
_ i
 (12)
By 
e
2
2
v
vx  substituting from Equation (12) into Equation (11), the following confidence is obtained.
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--^ ^h h  (13)
From Equation (13), the confidence interval 100(1-2α) % of nb is obtained as shown in Equation (14):
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n
L1 1 1 1* *n
n
b
n
n
2
2
2
2
b
b
b
b1 1
t
t t
t- -- -_ ^ _ ^i h i h
  (14)
In this study, the investigation on whether the confidence intervals of nb remained constant at certain 
levels of n2bt , 2vx , 2vb  and e2v was carried out when the distribution of the data was varied.  Since the 
variance components were supposed to be obtained from a testing scenario, the number of students, 
a = 30, and the number of items in their test, b = 6, were fixed in this study.  The rationales for 
these choices include:
1. Normally, the class size in a Malaysian school is 30; and 
2. The usual number of questions in Paper 2 of the Mathematics subject for the Unified 
Examination of Chinese (UEC) schools is 6, and the usual time allocated is two and half hours.
 It is important to note that the UEC paper was chosen over Penilaian Menengah Rendah 
(PMR) or Sijil Pelajaran Malaysia (SPM) for the sake of convenience.  This study can certainly 
be extended to Paper 2 of the Mathematics subject of these examinations which comprises of 20 
and 15 items, respectively.  Data in the form of 30 students by 6 items were simulated.  Two types 
of data distributions were considered.  They were the normal and chi-square distributions.  These 
distributions were selected because they are additive in nature.  Thus, the distribution type in 
preserved throughout Equation 1.  The ratios of  : : e2
2 2v v vx b  were set at 1:1:8, 2:1:7, 3:1:6 and 4:1:5, 
respectively.  The ratio for the variance component 2vx  was gradually changed from 1 to 4 to reflect 
a shift from the homogeneous to the heterogeneous ability of the students.  The variance component 
representing the item’s difficulty 2vb  was set at the same level, i.e. at 1.  A test is considered reliable 
when its calculated reliability value is greater than or equivalent to 0.80.  In this study, the values 
of  2t = 0.80, 0.85, 0.90, and 0.95 were therefore considered.
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 Due to the unavailability of the real data, a student by item data matrix was simulated with the 
size 30 x 6.  Each question had a maximum score of 10.  The data matrix was generated in such a 
manner that 5n=  and the var .Y 2 25ij =^ h .
 One of the approaches used to monitor confidence intervals is probability coverage.  Efron 
& Tibshirani (1993) illustrated this by constructing many confidence intervals of a parameter and 
determined the probability coverage by counting the number of times the target parameter fell within 
the interval.  Similarly, the same calculation was done for the confidence intervals of nb.  A count 
is consider to be count left if the value of target nb falls to the left or less than the lower bound.  If 
the target nb falls within the interval, it is considered as count in.  If the target nb falls to the right 
or greater than the upper bound, it is taken as count right.  In addition, there are possibilities of 
negative values for the interval.  Therefore, a count impossible was allocated for the intervals with 
negative bounds.  As for a 95% confidence interval, a count of 950 was expected if 1000 data sets 
were generated.  
 Another approach of evaluating the confidence interval of nb is the length of the confidence 
interval, nb. The shorter the length of the confidence interval, the better they become.
RESULTS AND DISCUSSION
Table 1 shows the probability coverage of 95% confidence intervals of nb using generated from the 
normal and chi-square distributions.
 Table 1 shows that the values of reliability coefficient 2t in both the normal and chi-square 
distributions do not have any effect on probability coverage. In conditions where the ratios of 
component variance are kept constant, the numbers of count in, count left and count right are not 
affected by 2t .  On the other hand, the ratios of variance components do affect probability coverage. 
The number of count in would increase when the magnitude of the student variance component was 
increased at the expense of the error variance.  Both distributions gave better results when the ratios 
of variance components were at 3:1:6 and 4:1:5, respectively.  However, only normal data achieved 
95% of the confidence interval at the ratio of 4:1:5, while the chi-square data only achieved about 
87% of the confidence interval.
 Table 2 displays the lengths of the confidence intervals of nb for the data generated from the 
normal and chi-square distributions.  The results showed that the length of the confidence interval 
is affected by both the ratio of variance component and the value of 2t .  Both distributions gave 
shorter expected length of confidence intervals when the magnitude of student variance components 
increased against the error.  When the value of 2t  was heightened, the expected length of the 
confident intervals also increased.  The shortest expected length of confidence intervals was 
generated from the normal distribution.  The shortest length was 10.37, which was evaluated at the 
ratio of 4:1:5 and 2t equivalent to 0.80.  For the chi-square distribution data, the shortest length 
was observed at 18.55 when the ratio was 4:1:5 and 2t equivalent to 0.80.
CONCLUSIONS
Comparatively, the data generated from the normal distribution had higher probability coverage than 
those from the chi square distribution.  This study has shown that when the variance components 
ratio is 4:1:5, the probability coverage for both the distributions reached the maximum values. 
Despite this, nb will give a realistic value only when t = 0.80, i.e. a targeted number of items of 
5.  The length of the confidence interval of nb is the shortest when the variance components ratio is 
4:1:5 and  t = 0.80 for both the distributions with the data from normal distribution being shorter. 
Conclusively, both the approaches in monitoring the confidence interval of nb produced coherent 
results. The appropriate number of items in the existing format of test paper is adequate as it gives 
a high reliability.
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ABSTRACT
The physical strength of the elderly aged above 60 years is typically 10 to 30% less than the young 
adult population of ages between 25 to 35 years.  This reduction of strength has a strong impact 
on the activity of the daily living (ADL) of the elderly population.  There has been little research 
done studying on the physical strength of the elderly population in Malaysia.  The objective of this 
study was to determine the static strength of the elderly population in Malaysia.  In particular, the 
grip and pinch strength were investigated as these two static strengths are extensively used in their 
instrumental activity of daily living (IADL).  The results were then compared to the strength of the 
university students.  A total of 30 subjects (15 males and 15 females) participated in the study.  Their 
age ranged between 60 to 83 years, with the mean of age of 67.1 years.  The comparison group 
comprised a total of 30 university students (20 male, 10 female) aged between 23 to 24 years, with 
the mean of age of 23.2 years.  Grip and pinch strengths of both groups were measured and analysed 
using a descriptive statistics. It was found that the elderly male subjects are stronger in both strength 
measurements than their female counterpart.  The 95th percentile of the female grip strength was 
slightly lower than that of the male while the male pinch strength was 31.07% higher.  It was also 
found that the male students had higher strengths compared to the females.  The grip strength of the 
elderly was 30.66% lower than the university student, while their pinch strength was 13.42% lower.  
Both static strengths of the elderly were found to be lower than those of the university students.  This 
supported the research hypotheses postulating that the static strength had a negative correlation with 
age.  In terms of gender differences, the male subjects were found to be stronger than the females.
Keywords:  Elderly, reduction of strength, ADL and IADL, grip and pinch strength, university 
students, age, gender differences
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INTRODUCTION
Task performance is closely related to the physical status of an individual.  From the perspective of 
human ecology, the decline of human performance is significant with age.  In other words, the older 
the person, the weaker and slower they are in their physical performance.  Maximal muscle strength 
is reached at the age of about 20 for men, and a few years earlier for women.  Grip strength may 
reach its maximum value in the middle to late 20s and then declines as age advances.  The strength 
of a 65-year-old person is about 75-80% of that attained at the age of 20-30 years (Rodahl, 1989). 
Muscle strength in the sense of the maximum instantaneous force that can be exerted by various 
muscle groups, such as those responsible for hand grip, declines by about 15 - 40% from the 20s 
and 60s (Welford, 1985).  In terms of gender differences, there are also strength differences between 
male and female.  The grip strength of men is greater than that of the women (Falkel et al., 1985). 
On average, the grip strength for the women is about 60% of men’s (Fraser, 1983).
 Grip and pinch are extensively used in everyday task performance.  In human biomechanical 
study, grip and pinch strengths are categorised as static strength.  Static strength is defined as the 
maximum voluntary muscle exertion (contraction) of a body part in a restrained position without 
movement (Tayyari & Smith, 2000).  Static strength is also known as isometric strength, which is 
a steady force exerted while the limbs are in a stationary or static position.  One of the methods to 
investigate biomechanical limitation is by using static strength measurement.  In 1996, the FAA 
William J. Hughes Technical Centre developed and established a standard known as Human Factors 
Design Guide, which also included these measurements (Wagner et al., 1996).
 Thus, testing and investigating elderly static strength of grip and pinch can provide valuable 
information about their functional ability towards improving ADL task design, and IADL products 
and tools design.  This “accessible design” could be very beneficial for designers to design consumer 
products to increase user’s accessibility, especially to the aging person as well as the disables (Trace 
R&D Centre of University of Wisconsin-Madison, 1992).
METHODS
The subjects of the study were elderly people between the ages of 60 to 83 years old, with a mean 
of age at 67.1 years.  The strength of a total of 30 volunteered subjects (15 males and 15 females) 
was measured during the data collection session which was held in a Community Hall.  All of them 
are in good health and live independently in their own home setting.  The subjects were briefed on 
the data acquisition protocol and the equipment were also shown and demonstrated to them.  The 
subjects were asked to apply one-handed peak grip and peak pinch using their dominant hand.  Each 
of the maximum grip or pinch was performed three times with a 30-seconds rest intervals and the 
average was recorded.  The static strength measurement procedure used in this study was referred to 
standard procedures introduced by Caldwell et al. (1974), although new equipment was also used.
 During the screening session, the subject’s background information was collected for 
demographic purposes.  Only selected subjects were offered to take part in the data collection session. 
They should not have any hand problem, and possess normal healthy condition, age 60 years and 
over, live independently and were willing to participate.  The subjects were also informed that the 
data they gave would be regarded as strictly confidential and used only for academic purposes.  A 
small token was given as appreciations of their commitments.
 The collected data were processed using the SPSS software (version 16.0; SPSS Inc., Chicago, 
IL, USA) to obtain the percentile and analysed using descriptive statistics.
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INSTRUMENT
The measurements taken from each subject were grip and pinch strengths.  Both measurements 
were taken on the same day.  This was to ensure that the data collection session had little impact on 
the subjects’ daily routines.  They were also given an alternative whether to come in the morning 
or afternoon session.
 The data was collected using JAMAR Hydraulic Hand Dynamometer, which is standard grip 
measurement equipment (Fig. 1).  For the thumb or pinch strength measurement, the JAMAR Pinch 
Gauge was used.  Fig. 2 shows how pinching and the readings were done.
RESULTS
The selected mode of reporting strength data recommended by Chaffin (1975) was used in this study. 
One of the most basic types of analysis is to compare groups of people, such as males to females, 
adolescents to parents, and clinical to normative samples (Hectner et al., 2007).
 There are also comparisons made to two different age cohort groups, like the elderly aged 
between 60-85 years and university students aged 22-29 years to see the significant differences 
among the studied groups (Pennathur & Dowling, 2003).
 In this study, a comparison was made between the genders and two different age groups.  This 
was done to evaluate the biomechanical limitation differences.  The elderly were between 60-83 
years old, while the university students were between 23-24 years old.  Tables 1, 2, and 3 show the 
results for the measurements done for the elderly.  Meanwhile, Tables 4, 5, and 6 present the results 
of the measurements for the university students.  Table 7 shows the comparison between Malaysian 
elderly and elderly from ADNFS, as well as with Malaysian Industrial Workers.
Fig. 1: JAMAR Hydraulic Hand 
Dynamometer is a standard 
instrument used in measuring
 one-handed grip strength
Fig. 2:  This figure shows the pinch gauge and how it was 
used to measure the subject’s pinch strength
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Fig. 3:  Result of elderly grip strength
Fig. 4:  Result of showing the grip strength of the elderly for both genders
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Grip Strength
The results of the elderly grip strength are as shown in Table 1, as well as in Figs. 3 and 4.
 Table 1 shows the result of grip strength measurement of both genders.  It ranged between 11-
17 kg.  A slight difference was observed in the mean strength between the genders.  The standard 
deviation shows that the female is higher than the male.  The 5th and 95th percentile of the female 
population were slightly lower than the male.
TABLE 1 
Elderly grip strength (N=30)
Range of strength 11 kg - 17 kg
Gender Male Female
 
No. of subject 15 15
Mean (kg) 14.73 14.25
Std. Deviation 1.94 2.12
95th Percentile 17.93 17.75
5th Percentile 11.53 10.77
 Fig. 3 shows an equal number of male and female recorded at the grip strength of 15 kg and 
17 kg.  However, there were more females recorded the grip strength of 11 kg, 12 kg and 14 kg, as 
compared to the males.  On the other hand, only the male recorded grip strength at 13 kg and 16 kg 
compared to the females.  Fig. 4 shows the results for the grip strength of both genders.  The bell 
curve shows a normal data distribution.
Thumb/Pinch Strength
The results of elderly pinch strength measurement are shown in Table 2, Figs. 5 and 6.  Table 2 
shows that the pinch strength for the elderly ranged between 4-12 kg.  The mean difference of 
pinch strength between the male and female was 3.33, and that of the male strength is obviously 
high.  There was a slight (0.2) difference in Standard Deviation.  Meanwhile, the gap between the 
5th percentile for the male and female is rather obvious (3.02).  In fact, it is more than double.  The 
95th percentile shows the males have 3.65 kg higher than that of the females.
 Fig. 5 shows that male elderly is stronger than the female.  The frequency for the females is 
higher at 4 kg and 5 kg, while there is no male recorded at this low strength limit.  The highest 
female pinch strength was 9 kg, while the males recorded 25% higher at the reading of 12 kg.  The 
male highest frequency was at 8 and 9 kg.  There is no female recorded at 10 kg, 11 kg and 12 kg 
pinch strength limit.  Fig. 6 shows the result of pinch strength for both genders.  Once again, the 
bell curve shows a normal data distribution.
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Fig. 5. Result of elderly thumb/pinch strength
Fig. 6: Result of elderly thumb/pinch strength for both gender
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TABLE 2 
Elderly thumb/pinch strength (n=30)
Range of strength  4 kg - 12 kg
Gender Male Female
No. of subject 15 15
Mean (kg) 8.73 5.40
Std. deviation 1.83 1.63
95th percentile 11.74 8.09
5th percentile 5.72 2.70
TABLE 3
Percentiles of elderly grip and pinch strength for both genders (N=30)
  Percentile
 5th 50th 95th
Grip strength (kg) 11.00 14.00 17.00
Pinch strength (kg)   4.00 7.00 11.45
               
 Since the task or product used to perform task should fit both genders, engineers or designers 
might refer to both genders, specifically on the 95th percentile to overcome task performing issues, 
although the result of split gender revealed some differences.  Table 3 shows the percentile of 
strength measurements for both genders.
Comparison Group
In this study, the strengths of the students from the University of Malaya, Kuala Lumpur were 
measured and the results were compared to the results yielded for the elderly.  The data collection 
session utilized the same equipment, measurements and protocol previously used for the elderly to 
ensure the validity of the results.  A total of 30 subjects (20 male and 10 female) were involved in 
the data collection session.  They aged between 23-24 years old, with the mean age of 23.2 years. 
The results of the gripping strength are as shown in Table 4, and Figs. 7 and 8.
TABLE 4 
Grip strength of university students (N=30)
Range of strength 24 kg - 56 kg
Gender Male Female
No. of subject 20 10
Mean (kg) 44.60 27.00
Std. deviation 7.27 2.53
95th percentile 56.56 31.17
5th percentile 32.63 22.82
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 Table 4 shows the results of grip strength measurement of both genders.  It ranged between 24-56 
kg.  It also reveals that the male student is much stronger in terms of gripping strength compared to 
that of the female.  The mean difference between the grips of the male and female students was 17.6 
kg.  The difference of standard deviation was 4.74.  The 95th percentile shows 25.39 kg difference, 
while the 5th percentile is 9.81 kg.
Fig. 8:  Result of student grip strength for both genders
Fig. 7: Result of student grip strength
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 Fig. 7 illustrates that no male student recorded strength as low as the females, i.e. from the 
range of 24-30 kg.  On the other hand, no female student was found to have grip strength up to 
38 kg-56 kg as the males.  Only 32 kg grip strength was recorded for both genders.
TABLE 5 
Thumb/pinch strength of university students (N=30)
Range of strength 6 kg - 13.5 kg
Gender Male Female 
No. of subject 20 10
Mean (kg) 9.99 7.30
Std. deviation 1.69 0.94
95th percentile 12.78 8.86
5th percentile 7.20 5.73
 The results for the students’ pinch strength are shown in Table 5, as well as in Figs. 9 and 10. 
The male students have higher pinch strength, with 26.92% or 2.69 kg higher mean of pinch strength 
compared to that of the females.  The males were also higher in standard deviation at 0.75, higher 
3.92 kg on 95th percentile and 1.47 kg in the 5th percentile.
 Compared to the elderly, the minimum pinch strength for the students was 2 kg higher and 
the maximum strength was 1.5 kg higher.  Once again, based on both genders’ statistics (Tables 3 
and 6), the students’ gripping strength was 69.34% higher than that of the elderly at 95th percentile. 
Meanwhile, the pinch strength of the elderly was 13.38% lower than that of the students.
TABLE 6
Percentiles of university students’ grip and pinch strengths for both genders (N=30)
  Percentile
 5th        50th      95th
     
Grip strength (kg) 24.55 40.00 55.45
Pinch strength (kg)   6.00  9.00 13.22
TABLE 7
Grip strength comparisons from previous research
Measurement Malaysian elderly Malaysian industrial workersª¹ ADNFS (1992)ª²
 (60-83 years) (18-40 years) (65-74 years)
Gender Male Female Male Female Male Female
Mean (kg) 14.73 14.25 21.13 12.23 39.87 23.23
Std. deviation   1.94   2.12 1.43   2.79  8.74   5.59
ª¹Taha, Z and Nazaruddin.
ª²Alan M. Nevill and Roger L. Holder.
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Fig. 9: Result of student thumb/pinch strength
Fig. 10: Result of student thumb/pinch strength for both genders
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 Table 7 shows another finding on gripping measurement by Nevill & Holder (2000), as well 
as Taha & Nazaruddin (2005), as a comparison to the investigated group.
DISCUSSIONS
In terms of gender, the analysis shows differences in the gripping and pinching strengths among the 
male and female elderly.  In more specific, the male elderly had better strength ability compared to 
that of the female.  The university students also show the same strength pattern in terms of gender 
differences.  This particular finding affirms the previous literature, i.e. age is significant with frail 
or physical breakdown as well as gender differences.
 The males were slightly stronger both at 5th and 95th percentile of grip strength.  Meanwhile, 
the thumb/pinch strength showed a wider gap between the male and female elderly.  The females 
were 47.26% weaker than the males at 5th percentile and being much lower at 68.93% for the 95th 
percentile (Table 3).  The high strength measurement in the females was contributed by younger 
elderly, namely those aged 70 years and below within the investigated age cohort.  This was also 
applied to the highest frequency measurement in the male subjects.  On the other hand, the lower 
strength measurements of grip and pinch for both gender groups were contributed by older elderly 
who aged between 75-83 years.
 As compared to the younger university student group, the 5th percentile of grip strength of the 
elderly was 44.8% less.  While at the 95th percentile, the elderly strength was 30.66% less than the 
students’ grip strength (Table 6).  The 5th percentile of university students’ pinch strength was 33.33% 
stronger than the elderly.  On the other hand, the 95th percentile shows that the elderly strength is 
13.42% lower compared to that of the university students.
 The results from previous research performed by Taha & Nazaruddin (2005) focused on 
gripping rather than pinching strength.  Compared to the findings by Taha & Nazaruddin (2005), 
the grip strength of the elderly males was found to be 30.28% lower than the industrial worker.  On 
the contrary, the result contradicted that of the females’ grip strength.  The elderly was found to 
be 14.23% stronger than the female industrial workers.  These may be caused by several reasons. 
First, the females are light industrial workers.  They are not hard labour.  Second, psychologically, 
the subjects may not perform their actual peak strength because they are sent to another heavier task 
or another section.  In other words, they are reluctant to leave their present comfort zone.  Further 
investigation may discover these assumptions.
 Another research was performed by Nevill & Holder (2000) through the Allied Dunbar National 
Fitness Survey (ADNFS) which had studied several age cohorts based on ten years range.  One of 
the age cohorts comprised of people aged between 65-74 years old, who were categorized as the 
elderly.  The results revealed that the mean grip strength value of the males was 63.05% stronger 
than that of the Malaysian male elderly while the females were 38.61% stronger than the Malaysian 
female elderly.  It was also found that their female counterparts had stronger grip strength compared 
to that of the Malaysian elderly males.  The gap between these two groups was obvious and this 
could probably be linked to the ethnic origin factor.  In terms of gender, the gap shows that the male 
strength is 40% higher than that of the females.
 The FAA William J. Hughes Technical Centre, USA DOT/FAA/CT-96/1 (FAA) reported the 
male mean grip strength was recorded to be 47.20 kg for momentary hold and 28.00 kg for sustained 
hold.  Compared to the Malaysian elderly, the differences between the momentary hold of the FAA 
was 68.79% higher, whereas this was 47.39% higher for the sustained hold.  The gap is obviously 
very wide.  Therefore, the FAA Human Factors Design Guide (FAA-HFDG) cannot be used as a 
reference in designing products for the elderly population in Malaysia.  In other words, there should 
be a special design guide for the Malaysian elderly population.
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RECOMMENDATIONS
Based on the result illustrated in Table 3, it is recommended that any spring stiffness on future 
elderly IADL products related to gripping task should not exceed 11 kg.  An example of the product 
is pruning scissor for gardening task, whereas for the products related to pinching, they should not 
exceed the maximum spring stiffness of 4 kg.  An instance product of this kind is tong for meal 
preparation task.  This recommendation is based on the 5th percentile of both elderly static strength 
limitations since it accommodates 90% of their total population.
CONCLUSIONS
Based on the findings, there was a significant difference in the grip and pinch strengths between 
the elderly population in Malaysia and the university students, as well as that of the FAA report. 
Nonetheless, the differences in the grip and pinch strengths between the university students and the 
FAA report are not obvious.  Therefore, it can be concluded that the older the person is, the lower 
the grip and pinch strengths measurement will be; this also means that there is a negative correlation 
between age and static strength in human performance.  The significant difference between the 
grip and pinch strength limitations of the male and female elderly affirms the research hypothesis 
although the percentages are not close to those in the previous findings.
 The research on elderly biomechanical limitations should be investigated more deeply so as to 
determine the physical strength capability, particularly of the females, since not many strength data 
have been collected from them.  Statistically, female elderly are more than the males in the Malaysian 
population.  For future research, it is suggested that other elderly static strength measurements 
should be investigated to find their correlation with ADL tasks or job design.  With the complete 
data, some recommendations could be made, specifically on material handling and product weight 
limits.  In terms of product design, some sets of strength limitation could be very useful guidance 
in designing equipment or hand tools for the elderly population in Malaysia.  These design criteria 
could later on be proposed to match the tasks and the capabilities of the elderly.
 It is hoped that the finding from this study could improve the quality of life and independency 
of the elderly through the reduction or elimination of normal physical strains or fatigue caused 
by repetitive tasks or other IADL which involve either carrying, lifting or use of equipment.  By 
applying the finding of this research, engineers and industrial designers may design and introduce 
certain assistive products to this population to enhance their task performance.
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ABSTRACT
In this research wok, three different techniques of change detection were used to detect changes 
in forest areas.  One of the techniques used a local similarity measure approach to detect changes.  
This new approach of change detection technique, which used mutual information to measure 
the similarity between two multi-temporal images, was developed based on correspondence of 
the pixel values, rather than the difference in their intensity.  Pixels suffering any changes will be 
maximally dissimilar.  The study was conducted using multi-temporal SPOT 5 satellite images, 
with the resolution of 10 m x10 m on 5th August 2005 and 13th June 2007.  The experimental results 
show that local mutual information provides more reliable results in detecting changes of the multi-
temporal images containing different lighting condition compared to the image differencing and 
NDVI technique, specifically in areas with less plant growth.  In addition, it can also overcome the 
problem on selecting the threshold value.  Besides, the findings of this study have also shown that 
band 3, which is sensitive to vegetation biomass, gave the best result in detecting area of changes 
compared to the others.  
Keywords:  Change detection, forest, image differencing, local similarity, mutual information, 
NDVI
INTRODUCTION
Mangrove is an ecological term referring to a diverse aggregation of trees and shrubs that form 
dominant plant communities in tidal saline wetlands along sheltered coasts (Lee & Yeh, 2009). 
Mangroves provide a variety of ecological services for human beings, such as the protection of 
coasts from typhoon damage, pollutant absorption, and water purification (Howari et al., 2009). 
They also function as habitats for diverse flora and fauna, including many rare species (Murray et 
al., 2003; Sheridan & Hays, 2003; Liu et al., 2008; Nagelkerken et al., 2008).  In December 2004, 
the world was shocked by the tsunami that hit parts of Asia.  The scale of the 26 December 2004 
Indian Ocean tsunami was almost unprecedented.  Danielsen et al. (2005) stated that the force of 
the tsunami impact in Cuddalore District in Tamil Nadu, India, has completely destroyed parts of a 
village and removed sand spit that formerly blocked the river, especially at the river mouth.  However, 
areas with mangroves and tree shelterbelts were significantly less damaged compared to other areas. 
Unfortunately, mangrove forests are dramatically declining in most areas worldwide (Conchedda et 
al., 2008; Alongi, 2002; FAO, 2007).  Towards the end of the twentieth century, scientific concern 
began to focus on the unprecedented loss of naturally occurring mangrove ecosystems around the 
world (Bosire et al., 2008).
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 Remote sensing technology could provide adequate tool for monitoring tropical forests (Lee 
& Yeh, 2009).  Satellite imageries cover large forested regions that are often difficult to access. 
The increasing availability of remote sensing data and the fast evolution in the change detection 
techniques (Lu et al., 2004) could help to monitor activities in the forest areas.  The goal of change 
detection is to discern those areas on digital images that depict change features of interest (e.g. 
forest clearing or land-covert land-use change) between two or more image dates (Hayes & Sader, 
2001).
 To date, many change detection techniques have been developed.  These include image 
differencing and Normalized Difference Vegetation Index (NDVI).  Image differencing is a simple 
approach of the change detection technique.  It is done by subtracting a pair of spatially registered 
images taken on different dates.  In fact, image differencing is a common change detection approach 
for forested and agricultural areas (Coppin & Bauer, 1994; Guild et al., 2004). This method has 
been documented widely in change detection research (Hayes & Sader, 2001).  Some researchers 
favour this particular method due to its accuracy, simplicity in computation, and ease in interpretation 
(Podeh, 2009).  The histogram of the resulting image depicts a range of pixel values from negative 
to positive numbers, where those clustered around zero represent no change and those at either 
tail represent reflectance changes from one image date to the next (Jensen, 1996).  Interpreting the 
distinguished images might be difficult to do because different input values could have the same 
result after subtraction and the original pixel value information is not retained (Guild et al., 2004).
 Normalized Differenced Vegetation Index (NDVI) presents the amount of photosynthesizing 
vegetation.  The greater the amount, the brighter the pixel will be.  The NDVI is calculated using 
spectral reflectance measurements acquired in the red and near-infrared regions.  The NDVI 
algorithm subtracts the red reflectance values from the near infrared and divides it by the sum of 
the near-infrared and red bands.  Thus, the NDVI itself varies between -1.0 and +1.0.  The NDVI 
emphasizes on the differences in the spectral response of different features and reduces the impacts 
of topographic effects and illumination.  The NDVI has been shown to be highly correlated with 
green biomass, crown closure, and leaf area index, among other vegetation parameters (Sader et 
al., 2001).
 Mutual information is normally used globally to find the similarity between two images.  It has 
the advantage of measuring the similarity of the images when the images were taken from different 
modalities (Alberga, 2009).  It has widely been used to register medical images (Inglada, 2002). 
In addition, mutual information is also used to measure the similarity of individual image points 
to detect changes in medical images.  The use of local mutual information in detecting landslide is 
promising.  However, it is only used to detect extensive landslides, where the area covered by the 
landslide region is also identified as the largest area among the other regions (Khairunniza-Bejo et 
al., 2010).  Therefore, the use of the local mutual information in an environmental change detection 
field is still limited, and this requires further investigation to be carried out.
STUDY AREA AND IMAGERY USED
Study Area
The Matang Mangrove Perak forest is located approximately between the latitudes of 4°49’22.98”N 
to 4°34’12.91”N and the longitudes of 100°33’22.14”E to 100°39’43.41”E.  Images with the 
resolution of 10 m x 10 m taken from SPOT 5 dated 5 August 2005 and 13 June 2007 (Fig. 1) were 
used to detect the changes in the selected forest areas.
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 Based on the ten years’ working plan (i.e. from 2000 to 2009) given by Perak Forestry 
Department, Matang Mangrove forest would go through two thinning processes before is being 
harvested.  Only excellent and good forests, as well as old growth forest, would be allocated as 
the final feeling areas for harvesting.  The forest is ready for the final feeling after five years of the 
second thinning process.  All the allocated forests must be 30 years or older at the time of harvesting 
(Azahar & Nik Mohd. Shah, 2003). 
 In this study, four areas namely area 1, area 2, area 3, and area 4 were selected and used and 
these areas were also scheduled for harvesting.  In total, there are 12, 9, 3, and 5 change locations 
which had been visually identified from the working plan map and field visits in area 1, area 2, area 
3 and area 4, respectively.
Area 1
Fig. 2 shows the image of area 1 with the size of 750 x 505 pixels.  In this area, 12 locations were 
identified as the changed areas.  Descriptions of the year of harvesting in those areas are tabulated 
in Table 1. 
 (a) (b)
Fig. 1: Satellite image of Matang Mangrove Forest Area, Perak loaded with Bands 4, 3, and 2 taken from 
SPOT 5 (a) Image dated 5th August 2005, (b) Image dated 13th June 2007
 (a) (b) 
Fig. 2: Images for area 1 (a) Image dated 5th August 2005, (b) Image dated 13th June 2007
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 Based on the working plan given by Perak Forestry Department, the harvesting process at 
locations 1 and 7 should begin in 2004 and 2003, respectively.  However, Fig. 2a shows that those 
locations were still represented by the magenta colour, indicating the forest area.  According to 
a forest officer at Perak Forestry Department this was probably due to the delaying process of 
harvesting by the contractor.  Fig. 2b illustrates that these areas were clearly harvested in 2007. 
Other mismatched conditions were detected in locations 3 and 11.  Nonetheless, the working plan 
of Perak Forestry Department revealed that the harvesting process should begin in 2003 for both the 
locations.  On the contrary, only parts of those areas were harvested in 2005.  The targeted process 
was achieved for harvesting in 2007.  
TABLE 1
Detail condition of the plant in Area 1 based on the working plan for the 
Matang Mangrove Forest Reserve, Perak
Location number Year of harvest     (plan)
Condition in 2007
(visual inspection)
1 2004 Lost
2 2001 Growth
3 2003 Loss
4 2001 Growth
5 2005 Loss
6 2001 Growth
7 2003 Loss
8 2000 Growth
9 2002 Growth
10 2001 Growth
11 2003 Loss
12 2000 Growth
 (a) (b)
Fig. 3: Images for area 2; (a) Image dated 5th August 2005, (b) Image dated 13th June 2007
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Area 2
Fig. 3 shows image of area 2 with the size of 234 x 338 pixels.  A total of nine locations were 
identified as the changed areas.  Details and descriptions about the year of harvesting in those areas 
are tabulated in Table 2.
 Fig. 3a compares the years of harvest in the working plan.  Based on this working plan, locations 
4, 6, and 7 should have been harvested in 2004. However, the satellite image illustrated in Fig. 3a 
revealed that those areas were still covered by plants.  This indicates that in those areas, the process 
of harvesting was still not started up to 2005.  On the other hand, the harvesting process in location 
5 should begin in 2003.  Nonetheless, the image taken in 2005 showed that this area was not fully 
cleared until that particular year.
Area 3
Fig. 4 shows the image of area 3 with the size of 257 x 437 pixels.  For this particular area, there 
are three locations identified as changed areas.  Descriptions of the year of harvesting in those areas 
are presented in Table 3.
 Location 1 was scheduled to be harvested in 2006.  Therefore, it can be seen in Fig. 4a that 
this particular location was still covered by plants in 2005.  Meanwhile, Fig. 4b shows that only 
a small portion of location 1 was harvested in 2007.  This means that the harvesting process had 
been started.  For location 2, the map of the working plan shows that this particular area should 
TABLE 2
Detail condition of the plant in Area 2, based on the working plan for the 
Matang Mangrove Forest Reserve, Perak
Location number Year of harvest (plan) Condition in 2007(visual inspection)
1 2003 Growth
2 2001 Growth
3 2001 Growth
4 2004 Loss
5 2003 Loss
6 2004/2005 Loss
7 2004 Loss
8 2001 Growth
9 2005 Loss
TABLE 3
Detail condition of the plant in Area 3 based on the working plan for the 
Matang Mangrove Forest Reserve, Perak
Location number Year of harvest (plan)
Condition in 2007
(visual inspection)
1 2006 Loss
2 2000 Loss
3 2003 Loss
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already be harvested in 2000.  However, the image in Fig. 4a shows that this location was still not 
fully harvested until 2007.  It took about 5 years to fully harvest this areas and this might be due to 
problem on the contractor’s part.  Meanwhile, Location 3 was supposed to be harvested in 2003. 
Nevertheless, the process was still not done up to 2005.  This location was fully cleared only in 
2007.
Area 4
Fig. 5 shows the image of area 4 with the size of 489 x 374 pixels.  There were five locations 
considered to be changed areas.  Further descriptions of the year of harvesting in those areas are 
mentioned in Table 4.
 Fig. 5a shows that although the areas in location 1 were scheduled to be harvested in 2000, the 
harvesting process was not even started in locations 1, 2, 3, and 4 in 2005.  However, those areas 
were successfully cleared in 2007, as illustrated Fig. 5b. 
 (a) (b)
Fig. 4: Images for area 3; (a) Image dated 5th August 2005, (b) Image dated 13th June 2007
 (a) (b)
Fig. 5: Images for area 4; (a) Image dated 5th August 2005, (b) Image dated 13th June 2007
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 Location 5 was identified as a cleared area in 2005 because it was already harvested in 2000. 
Fig. 5b shows that some plants already started to grow in this location based on the image taken in 
2007.
METHODOLOGY
Image Pre-processing
Before performing the change detection technique, the images need to be pre-processed.  Pre-
processing includes radiometric and geometric corrections.  The radiometric correction was done 
by the Axis Commerce, located in Selangor, Malaysia.  Therefore, the pre-processing undertaken 
in this study only involved a geometric correction.
Local Mutual Information
The proposed forest change detection technique was developed based on the modification of the 
change detection technique used to detect landslide with huge extent by Khairunniza-Bejo et al. 
(2010).  Instead of detecting the huge amount of changes, the original technique was modified to 
detect any changes which are considered to have significant changes.
 Point similarity measure is defined as a measure which is used to calculate the similarity 
of individual pixels.  The basic idea of the method is that any change pixel value is maximally 
dissimilar, i.e. the value of similarity of these pixels will be low.  Therefore, in this study, the location 
of the changes in the image of the forest areas was first detected by calculating the value of mutual 
information for every pixel in the images.  These data were then analyzed to differentiate between 
the change and unchanged areas.
 Mutual information of the two images over their overlapping part was computed using equation 
1, as follows:
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Where, P pA A_ i is the normalized histogram of the grey values of the reference image, P pB B_ i is 
the normalized histogram of grey values of the sensed image, ,P p pAB iA iB_ iis the normalized joint 
histogram of the grey values of piA  and piBwhich correspond to the same pixel, i.
TABLE 4
Detail condition of the plant in Area 4, based on the working plan for the 
Matang Mangrove Forest Reserve, Perak
Location number Year of harvest (plan)
Condition in 2007
(visual inspection)
1 2001 Loss
2 2005 Loss
3 2005 Loss
4 2004 Loss
5 2000 Growth
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 Then, the local mutual information is derived from the global mutual information. Equation 1 
can be written as:
  log
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Where, iN is the number of the occurrences of intensity pair, ,p pi
A
i
B_ i and N is the number of 
pixels in the overlapping part of the two images.  Meanwhile, ,P p pAB c
A
c
B_ i is the normalized joint 
histogram of the grey values, pcA  and pcB , which correspond to the same coordinate, c .
 The final summation was taken over the spatial image coordinates instead of the intensities. 
Therefore, the global similarity can be treated as an average of the point similarities defined for 
each pixel at coordinate, c:
  
N
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= /  (3)  
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 The point similarity of a pixel in each coordinate was also calculated.  Thus, every pixel in 
location c  is represented by its value of mutual information.  After that, the local mutual information 
image was threshold, as follows: 
  ( )G c
if
if
S Th
S Th
0
255
M
M
AB
AB #
= *   (5)
 
Where, Th is the threshold value and G(c) is the binary value of the pixel at the coordinate c  in the 
threshold image.  Therefore, the changed areas are represented by the white pixels in a binary image.
Normalized Differenced Vegetation Index (NDVI)
The Normalized Differenced Vegetation Index (NDVI) presents the amount of photosynthesizing 
vegetation.  The NDVI is calculated using spectral reflectance measurements acquired in the red 
and near-infrared regions.  It is based on the band rationing, and calculated from the individual 
measurements, as follows:
    
  NDVI
NIR RED
NIR RED=
+
-] g  (6)
The change areas were then detected from the different NDVI images.
Image Differencing
Image differencing requires each pixel value in the image to be subtracted from its corresponding 
pixel value in the other image.  This particular technique is simple, straightforward, and easy 
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to interpret the result method.  However, it cannot provide a detailed change matrix.  The most 
challenging part in using this particular technique lies in the selection of the threshold value.  In 
more specific, the technique requires a trial and error process in order to get the best threshold value.
Accuracy Assessment
The accuracy of the results given by all of the change detection techniques was also compared. 
The accuracy was verified using the field data provided by the working plan for Matang Mangrove 
Forest, Perak, by Perak Forestry Department.  The total number of pixel for the changed area which 
varied in all technique was compared with the real total number of pixels which was stated in the 
working plan.  This was done by overlapping the reference image with the results given by the 
change detection technique.  Therefore, the percentage of accuracy is calculated as follows:
  % Accuracy =  
G
G
100
f
d #  (7)
where Gd is the total pixel detected from the change detection technique and Gf is the total pixel 
from the field data.
RESULTS AND DISCUSSION
Image Pre-processing
Geometric correction was done during the image pre-processing stage.  It is a process of finding the 
best fit between the sensed image and the reference image.  As a result, the pixel at location A in the 
sensed image has the same meaning with the pixel at the same location in the referenced image.  In 
this study, the image taken on 5th August 2005 and 13th June 2007 was used as a referenced and a 
sensed image, respectively.  The steps involved in geometric corrections include locating Ground 
Control Points (GCPs) and image resampling.  Fifty GCPs, namely, water body, the intersection of 
river and road were identified from both the images.  These GCPs were widely dispersed throughout 
the images and used to correct the geometric distortion in an image by matching the coordinates 
of the images with those of the map.  Each GCP was ordered by the residual error it contributed to 
the polynomial fit.  It is calculated as follows:
         ( ) ( )RMSE x x y y1 0 2 1 0 2= - + -  (8)
Where, x0  and y0 are the original image column and row coordinates of the GCP, whereas  x1  and y2 
are the computed original image column and row coordinates of the GCP, respectively.  The first 
order transformation was used in the experiment.  Image fit was considered acceptable if the root 
means square (RMS) error is less than half pixel width, i.e. RMSE <0.5 pixels.  In this study, the 
average value for both the images was calculated as 0.34, which is acceptable. 
 After the GCPs had been collected, the next step of geometric correction was the re-sampling 
process.  Re-sampling involved interpolating between the existing pixels to obtain and estimate 
their values in the new pixel locations.  In this study, the nearest neighbour interpolation technique 
was used during the re-sampling process.  Therefore, the pixel value which is closest to the new 
pixel location (x’, y’) is assigned to the output pixel location (x, y) (Jensen, 1996).  This particular 
technique was selected because of its simplicity and capability to retain colour information of the 
image.  Therefore, it is computationally efficient.  Besides, the technique enlarges a digital image 
for the purpose of closer examination.
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Local Mutual Information
Figs. 6a, b, c, and d show the histogram distribution of the values of the local mutual information 
calculated in area 1, i.e. between the images taken on 5th August 2005 and 13th June 2007 for band 
1, band 2, band 3, band 4, respectively.  The figures show that the mutual information image is 
dominated by zero to one mutual information value.  After locating the value of the local mutual 
information in every pixel location, the images need to be threshold by using a trial and error process. 
This was done to classify the changed and unchanged areas.
 The changed areas were identified with the threshold values of 1, 0 and -1, as shown in Figs. 
7, 8 and 9, respectively.  The changed areas in these figures are represented by the white pixels. 
Therefore, if the threshold value of 1 was chosen, pixel with the value of local mutual information 
greater than 1 would be eliminated.  These pixels are defined as the unchanged areas.  Fig. 7a shows 
the results for the detected changed area in band 1 by using a threshold value of 1.  From this figure, 
it is clear that most of the areas are recognized as the changed areas.  The same condition was also 
found in the images for band 2, band 3 and band 4.  When the threshold value decreased to zero 
(Fig. 8), it could be seen that the areas which had been detected as the changed areas would be the 
same as what was seen by our eyes; similar thing was found in the map given by Perak Forestry 
Department.  Meanwhile, Figs. 8a, b, c, and d show the results for band 1, band 2, band 3, and 
band 4 images, respectively.  When the threshold value reduced to negative one (Fig. 9), i.e. only 
the pixel values of the negative one and below were identified as changes, less changed areas were 
detected, as shown in Fig. 9a.  From Figs. 7 to 9, it can be seen that the threshold value of 0 is 
more appropriate to differentiate between the changed and unchanged areas in all the band images. 
Therefore, it can provide solution on the trial and error processes of selecting a threshold value. 
The local mutual information images were threshold as follows:
    ( )G c
if
if
S
S
255
0
0
0
M
M
AB
AB #
= *  (9)
 
Where, SMAB  is the average point similarity and  G(c) is the binary value of the pixel at coordinate 
c  in the threshold image.  The changed areas are represented by the white pixels in a binary image. 
The same conditions were also observed for the other areas.
 Fig. 8 shows the result of the local mutual information for area 1 using a threshold value of 0. 
From this figure, it can be seen that in general, band 2, band 3, and band 4 could clearly identify 
the changes, especially in locations 1, 3, 5, and 7.  The results for band 1, nonetheless, could not 
give a clear classification of the changed and unchanged areas.  In other words, the change and 
unchanged regions could not be clearly isolated, specifically at the border of the regions.
 However, in general, the results from certain bands are still not promising.  Therefore, the results 
of change detection in every band would be analyzed to identify the band with the best results.  The 
results for the local mutual information were then compared with those of the map of a working plan 
for the Matang Mangrove Forest Reserve, Perak.  Table 1 shows details of the condition detected 
in the location in area 1.
 Figs. 8b, c, and d show that band 2, band 3, and band 4 gave quite similar results of change 
detection.  In particular, band 1 (see Fig. 8a) could not clearly differentiate between the changes 
and unchanged areas.  As for locations 5, 7, and 1, the regions of change and unchanged could be 
clearly isolated, especially at the border of the region.  Fig. 8b reveals that band 2 could detect 
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Fig. 6: Histogram distribution of the value of the local mutual information calculated in area 1; 
(a) Band 1 (b) Band 2 (c) Band 3 (d) Band 4
Fig. 7: Result of the mutual information for area 1 using thresholding the value of 1.  Changed areas are 
shown in white pixels and unchanged ones are represented by black pixels. (a) Changed areas for Band 1, 
(b) Changed areas for Band 2, (c) Changed areas for Band 3, (d) Change areas for Band 4
Mahirah Jahari, S. Khairunniza-Bejo, Abdul Rashid Mohamed Shariff and Helmi Zulhaidi Mohd. Shafri
318 Pertanika J. Sci. & Technol. Vol. 19 (2) 2011
Fig. 8: Result of mutual information for area 1 using thresholding value of 0. Change areas are shown in 
white pixels and unchanged are represented by black pixels. (a) Change areas for Band 1, (b) Change areas 
for Band 2, (c) Change areas for Band 3, and (d) Change areas for Band 4
Fig. 9: Result of the mutual information for area 1 using the thresholding value of -1.  Changed areas are 
shown in white pixels and unchanged areas are represented by black pixels. (a) Changed areas for Band 1, 
(b) Changed areas for Band 2, (c) Changed areas for Band 3, and (d) Changed areas for Band 4
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changes at locations 1, 3, 5, 7, and 11, which were also identified as the loss areas.  The growth 
area in locations 2, 4, 6, 10, and 12 are mixed with the white and black pixels.  
 The results gathered for band 3 and band 4 are shown in Fig. 8c and 8d, respectively.  Even 
though the white pixel can only be used to detect the loss areas, which are at locations 1, 5, 7, and 
3, the growth areas at locations 2, 4, 6, 8, 9, 10, and 12 are clearly represented by black colour.  This 
also means that the local mutual information in those areas is greater than zero and has the same 
group with those in the unchanged areas.
 Table 2 shows a detailed condition of the plant in area 2 based on the working plan for the 
Matang Mangrove Forest Reserve, Perak.  Figs. 10a, b, c, and d show the results for the local 
mutual information using the threshold value of 0 for area 2 in bands 1, band 2, band 3 and band 4, 
respectively.  From these figures, it can be seen that band 2 and band 3 give quite similar results.   
 There are five lost areas in area 2 (i.e. in locations 4, 5, 6, 7, and 9, respectively), as depicted in 
Table 2.  These areas were detected as the changed areas and represented by the white pixels.  The 
growth areas are located in locations 1, 2, 3, and 8.  Since the growing condition is also defined as 
the changed conditions, these locations should therefore be represented by white pixels.  However, 
the results presented in Fig. 10 show that the growth areas are represented by the black pixels.  It 
means that the growth areas were grouped into the unchanged areas.  Overall, the results show that 
the loss and growth areas can easily be isolated using band 2 and band 3.  Both bands can clearly 
Fig. 10: Result of the mutual information for area 2, using thresholding value of 0. Changed 
areas are shown in the white pixels and the unchanged areas are represented by the black pixels. 
(a) Changed areas for Band 1, (b) Changed areas for Band 2, (c) Changed areas for Band 3, 
and (d) Changed areas for Band 4
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identify the changed areas.  Compared to the results for band 4 in which all changed locations could 
be detected, it cannot cover the whole changed areas, and only the edge of the growth areas could 
be detected.  For the loss location, on the other hand, the whole change areas were fully covered.
 Table 3 shows a working plan of the Matang Mangrove Forest reserve, Perak for area 3.  From 
the table, location 1 was planned to be harvested in year 2006, whereas location 2 in 2000 and 
location 3 in 2003.  The image taken in 2005 (Fig. 4a), however, shows that there are still some 
forest areas in locations 2 and 3, as indicated by the magenta colour.  According to the Forest 
Officer, the harvesting process might be delayed in certain areas.  However, both the locations were 
successfully harvested in 2007, as shown in Fig. 4b.  Therefore, the growth condition was assumed 
in both locations in 2007 because a gap of more than four years than the planned harvesting time 
is not applicable.  The results for band 2 (Fig. 11b) and band 3 (Fig. 11c) are more acceptable than 
those of band 1 (Fig. 11a) and band 4 (Fig. 11d).  In band 2 and band 3, all of the lost locations 
could be detected by the local mutual information.  Those areas are represented by the white pixels. 
Both the bands gave quite similar results.
 The detailed conditions for area 4, based on the working plan for the Matang Mangrove Forest 
Reserve, Perak, are given in Table 4.  Location 1 of area 4 was planned to be harvested in 2001. 
However, there were still some forest areas in location 1 in 2005, as shown in Fig. 5a.  Fig. 5b 
shows that this area was successfully harvested in 2007.  Therefore, location 1 has been identified 
as a loss of plant condition.  Band 3 (Fig. 12c) and band 4 (Fig. 12d) yielded the same results, as 
what had been expected.  Both the bands could detect all the changed areas caused by plant loss in 
locations 1, 2, 3, and 4.  Meanwhile, Fig. 12b shows that band 2 could only detect the edge of the 
changed locations, whereas band 1 (Fig. 12a) gave a totally different result.  It could not detect the 
loss and growth areas at all.
 Overall, the use of the local mutual information in forest monitoring is promising.  It could 
successfully detect changes caused by plant loss.  However, further analysis is still needed to identify 
the changes caused by plant growth.  Band 2 and band 3 gave quite similar results in all the areas. 
Both bands clearly identified the changed areas.  Therefore, it can be concluded that band 2 and 
band 3 are the best bands to be used in change detection for forest areas using the local mutual 
information technique, as compared to the other bands (band 1 and band 4). 
Image Differencing
Fig. 13 shows a histogram distribution of the distinguished images.  The best threshold for the 
changed areas was determined using the trial and error technique.  The figure shows that the graphic 
representations of image differencing pixel distribution are skewed to the right of the histogram. 
Meanwhile, the pixel values varied from 0 to 50.
 Four different threshold values, namely, 50, 100, 125 and 150, were used in this study.  The 
best threshold value was selected based on its capability to detect the changed areas.  The results 
from the experiment show that a threshold value of 50 can detect changes in area 1 in all the bands, 
as illustrated in Fig. 14.  This threshold value, nevertheless, is not applicable to all the bands of the 
other areas.  Table 5 shows a summary of the best threshold value for each area in all the bands.
Normalized Differenced Vegetation Index
 The value of NDVI varies between -1.0 and +1.0.  The vigorously growing healthy vegetation 
has low red-light reflectance and high near-infrared reflectance.  Therefore, it produces high NDVI 
values.  The mounting amount of the positive NDVI values indicates the increasing amounts of 
green vegetation.  Meanwhile, the NDVI values near zero and decreasing negative values indicate 
non-vegetated features, such as barren surfaces (rock and soil) and water, snow, ice, and clouds.  In 
this study, the NDVI data were re-scaled to 0-255 so as to store the results as unsigned 8-bit data. 
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The re-scaled process was done using the following equation:
       ( )
| |
| ( ) |
I n
X X
X n X
255
minMax
#=
-
-     (10)
where I(n) is the scaled image, X(n) is the value of NDVI of n, X is the mean value, XMax is the 
maximum value of NDVI, XMin  is the minimum value of NDVI.  The scaled NDVI image taken on 
13th June 2007 was then subtracted to the scale NDVI image of 5th August 2005.  The histogram 
distribution of the different images is shown in Fig. 15a.  The histogram will be used as a guideline 
TABLE 5
Summary of the best threshold value for image differencing technique
Area Band Threshold value
1
Band 1 50
Band 2 50
Band 3 50
Band 4 50
2
Band 1 50
Band 2 50
Band 3 50
Band 4 50
3
Band 1 100
Band 2 150
Band 3 125
Band 4 100
4
Band 1 100
Band 2 150
Band 3 100
Band 4 100
TABLE 6
Summary of the best threshold value for difference of NDVI technique
Area Threshold value
1 125
2 140
3 125
4 130
TABLE 7
Accuracy statistics for change detection techniques
Area Local mutual information Image differencing NDVI
1 40.55% 58.33% 46.42%
2 31.97% 53.20% 45.85%
3 51.85% 55.39% 95.92%
4 81.07% 51.32% 80.79%
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Fig. 11: Result of the mutual information for area 3, using the thresholding value of 0.  Changed areas are 
shown in the white pixels and the unchanged areas are represented by the black pixels. (a) Changed areas 
for Band 1, (b) Changed areas for Band 2, (c) Changed areas for Band 3, and (d) Changed areas for Band 4
Fig. 12: Result of the mutual information for area 4 using the thresholding value of 0. Changed areas are 
shown in the white pixels and unchanged areas are represented by the black pixels. (a) Changed areas for 
Band 1, (b) Changed areas for Band 2, (c) Changed areas for Band 3, and (d) Change areas for Band 4
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Fig. 14: Result of image differencing for area 1 with the threshold value of 50. Changed areas are shown in 
the white pixels and unchanged areas are represented by the black pixels; (a) Band 1, (b) Band 2, 
(C) Band 3, and (d) Band 4
Fig. 13: Histogram distribution of the value of image differencing calculated in area 1; 
(a) Band 1, (b) Band 2, (C) Band 3, and (d) Band 4
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Fig. 16: Result of the change detection for NDVI using the best threshold value. Changed areas are shown 
in the white pixels and unchanged areas are represented by the black pixels; (a) Area 1 with the 
threshold value of 125, (b) Area 2 with the threshold value of 140, (c) Area 3 with the 
threshold value of 125, and (d) Area 4 with the threshold value of 130
Fig. 15: Histogram distribution of the value of image differencing for NDVI; (a) Area 1,
 (b) Area 2, (C) Area 3, and (d) Area 4
N
o.
 o
f 
P
ix
el
s
0             50           100               150               200               250          300
Value of image difference for NDVI
(b)
0             50               100               150               200                250           300
Value of image difference for NDVI
(d)
0            50           100              150             200                 250         300
Value of image difference for NDVI
(a)
N
o.
 o
f 
P
ix
el
s
N
o.
 o
f 
P
ix
el
s
N
o.
 o
f 
P
ix
el
s
0             50                100                150               200                250           300
Value of image difference for NDVI
(c)
4.5
4.0
3.5
3
2.5
2
1.5
1
0.5
0
2.5
2
1.5
1
0.5
0
14
12
10
8
6
4
2
0
7
6
5
4
3
2
1
0
Change Detection Studies in Matang Mangrove Forest Area, Perak 
 Pertanika J. Sci. & Technol. Vol. 19 (2) 2011 325
in selecting a threshold value.  The threshold values of 125, 130, 135, and 140 were used during the 
trial and error process.  The best threshold value in every area is tabulated in Table 6.  From this 
table, it can be seen that the best threshold value is not the same for all the areas.  The results for the 
detected change areas are shown in Fig. 16.  Overall, the result of the NDVI after the thresholding 
process is quite similar to those of the simple local mutual information. It can only detect the change 
areas caused by plant loss.  The changed areas caused by plant growth are grouped into unchanged 
condition.
Accuracy Assessment
The results for the local mutual information, image differencing and NDVI were compared with 
those of the reference image, based on the map in the working plan of Matang Mangrove Forest, 
Perak, taken from Perak Forestry Department (Azahar & Nik Mohd. Shah, 2003).  This was done by 
overlapping each of them with the reference image.  The accuracies of the results in each technique 
were then computed and compared.
 The percentages of the overlapping pixels in all the techniques were calculated to determine 
their accuracy.  Table 7 shows the accuracy of each technique in all the studied areas.  From the 
table, it can be seen that image differencing can accurately detect the location of the changes at two 
out of the four areas, with the percentage accuracy of 58.33% and 53.20% for area 1 and area 2, 
respectively.  NDVI gives the highest percentage of accuracy (95.92%) in area 3.  The local mutual 
information shows a higher percentage of accuracy in area 4, with 81.07%.
CONCLUSION
In this study, three different techniques of change detection were used to detect the changes in 
Matang Mangrove Forest areas.  Although the image differencing technique has given the highest 
percentage of accuracy in 2 out of the 4 areas undertaken in the study, the value of its percentage of 
accuracy is rather small (i.e. less than 60%).  Both difference NDVI and local mutual information 
techniques successfully detected the changes in 2 other areas, with higher percentages of accuracy, 
namely, 95.92% (area 3) and 81.07% (area 4), respectively.  Hence, it can be concluded that both the 
techniques perform better in less growth condition areas – as tabulated in Tables 4 and 3, where the 
numbers of growth locations were identified as 1 out of 5 in area 4 and none in area 3.  Meanwhile, 
the number of growth locations was identified as 7 out of 12 in area 1 (Table 1) and 4 out of 9 in area 
2 (Table 2).  The consistency of the best threshold value in detecting changes gives the advantage 
to the local mutual information technique.  However, the pure local mutual information technique, 
which does not adopt any morphological operations in detecting changes, still needs to be refined 
to make it more applicable for use in forest areas.  This can be done by analyzing the value of the 
mutual information in plant growth areas compared to the value of the local mutual information 
in the unchanged areas.
 Moreover, it can be concluded that band 3, which is sensitive to vegetation biomass, gave the 
best results in all the conditions for change detection as compared to the other bands.  Therefore, the 
use of only a single band for change detection operation not only can help the reduction of memory 
allocation, but also reduces the time taken to process the image. 
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ABSTRACT
Polyaniline (PANI) and polyaniline composites with aluminium oxide (Al2O3) were prepared using 
the in situ polymerization method.  The composites were then blended with acrylic paint and applied 
to carbon steel panels.  The coated steel panels were evaluated for corrosion using the immersion 
test technique.  The results revealed that the steel panels coated with polyaniline composites and 
with Al2O3 containing coatings had small corrosion as compared to the bare sample and the samples 
coated with polyaniline and paint alone.  The samples were characterized by Fourier transform 
infrared (FTIR) and X-ray diffraction(XRD).  In addition, the morphology of the finished samples 
was observed using the scanning electron microscopy (SEM).  This novel composite was used as a 
paint pigment for enhancing the barrier properties and the paint protectable against aggressive ions.  
Meanwhile, corrosion was evaluated through visual monitoring using a digital camera after 60 days 
of fully immersion test in 5% NaCl.  The weight loss method was also used to evaluate corrosion.
Keywords: Polyaniline pigments, organic coating, corrosion protection
INTRODUCTION
Polyaniline (PANI) is one of the most famous polymers used as corrosion inhibitor.  It is aesthetically 
pleasing and attractive when used with conventional coating as an anti-corrosion pigment.  Coatings 
containing polyaniline protect steel by forming a passive layer on the iron surface.  Polyaniline is 
recognized as one of the best candidates for enhancing anticorrosion properties of paint due to its 
environmentally friendly anticorrosion ability, ease of preparation, excellent environmental stability 
and interesting redox properties that are associated with the chain of nitrogen (Lu et al., 1995; Kinlen 
et al., 1997; Talo et al., 1999; Wessling, 1997; Talo et al., 1997; Wessling & Posdorfer, 1999).
 Recently, many improved anti-corrosion properties for polyaniline and even better performance 
by making composites of polyaniline with other active pigments, such as glass flack that is used 
with epoxy coatings in marine atmosphere, are being reported (Sathiyanarayanan et al., 2007a). 
In organic coating, Fe2O3 is widely used in primer coating under organic barrier or as a pigment. 
Meanwhile, polyaniline-Fe2O3 composites have been reported to offer excellent corrosion protection 
(Sathiyanarayanan et al., 2007b; Kryszewski & Jeszka, 1998).  Titanium dioxide (TiO2) is another 
main pigment which is usually used in organic coatings.   In particular, polyaniline–TiO2 composites 
(PTC) exhibit efficient performance in organic coating as compared to PANI alone (Sathiyanarayanan 
et al., 2007c).  Several previous studies have mainly focused on the reinforced epoxy organic coating 
modified by Al2O3 against corrosion (Bierwagen, 1996).  Meanwhile, Zhao and Li (2008) studied 
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some important properties of Al2O3-PANI, such as electrical conductivity, thermal stability and 
the effect of water absorption on the mechanical and dielectric properties of the composites.  This 
study was carried out to synthesize and characterize PANI and PANI-Al2O3, as well as compare 
their anti-corrosion performance using the immersion tests on acid media.
METHODOLOGY
Materials
The monomer aniline was provided by Mallinckrodt U.S.A, whereas dopant phosphoric acid (H3PO4) 
was provided by MERCK, Germany and the composite of Al2O3 was provided by Fisher Scientific, 
U.K.  Ammonium persulphate (NH4)2S2O8  was provided by QRëC, acrylic paint, paint coating 
(Nippon paint), while sodium chloride (NaCl) for the immersion test was obtained from MERCK, 
Germany and carbon steel plates were provided by a local factory in Malaysia.
Synthesis of PANI and Composite of PANI- Al2O3
Initially, 18.6g of aniline was dissolved in 200ml of 1 M solution of phosphoric acid.  Later, Al2O3 
powder was added for the preparation of the composites.  After adding the powder into the solution, 
the mixture was stirred for 30 minutes to separate the powder from the aggregation.  Pre-cooled 200 
ml of 1 M solution of ammonium persulfate was dropped into the pre-cooled solution (aniline-acid) 
for about 2 hours with a constant stirring.  The reaction was conducted at 5±1°C.  After a complete 
dropping of ammonium persulfate, the stirring was continued further for 3 more hours to ensure 
a complete polymerization.  A dark green coloured polyaniline (see Fig. 1) was collected on a 
Büchner funnel, and the cake was washed several times with de-ionized water to remove excessive 
acid content until the filtrate became almost colourless.  The polymer was dried in an oven at about 
55°C for 24 hours.  The dried PANI and PANI-Al2O3 composites were finely ground using a mortar 
before they were used as pigments.
Pigments (PANI and composite of PANI-Al2O3) Characterization 
The pigments synthesized were characterized by the FTIR spectra, in which the two pigments were 
taken with the KBr pellets using Perkin Elmer FTIR Spectrometer in the range of 3000–550 cm−1.  
The pigments were also analyzed using the X-ray diffraction method and Siemens (Diffraktometer 
D5000) X-ray.  Meanwhile, the scanning electron microscopy (SEM) JEOL (JSM-6390LV) was used 
for the morphological examination of the two pigments.  As for the SEM analysis, each pigment 
was dispersed over a copper block in four parts.
 
Fig. 1: Polyaniline protonation
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Blending and Preparation of the Paint Containing the Pigments
The coatings were prepared using solvent based vinyl acrylate wall sealer.  The pigments were finely 
ground hand mortar and mixed with primer using lab attritor for 45 minutes.  The loading of the 
pigments (PANI, PANI-Al2O3) was kept at 15% by volume with 25% of acrylic paint.  The prepared 
coatings were kept in air tight jar to avoid any solvent evaporation and the formation of paint gel.
Studies of Coating Rust Gain
The total paint system was applied over circles carbon steel plates using dip technique and allowed 
to dryness for two days at a suitable temperature.  Three types of the samples were prepared for this 
test, and each comprised of five specimens.  These coated panels were weighed using an electronic 
balance (Precisa, Model XT220), before and after the immersion test, with an accuracy of 0.1 mg. 
After finishing the immersion test periods for 60 days, again the samples were weighted.  Rust 
deposit for every sample was examined after 60 days.
Evaluation of the Coating by Total Immersion Testing
The coated samples were immersed in 5% sodium chloride solution for a period of 60 days.  The 
performance of the coating was visually examined.  The anticorrosion properties of the coatings 
were evaluated using the total immersion test according to ASTM G31.  The samples were taken 
out and cleaned according to ASTM G1 and weighed again.  The procedure used for cleaning the 
samples consists of two steps.  In the first step, the coatings were removed using acetone as a solvent, 
while in the second step, the corrosion products were removed by taking 500 mL of hydrochloric 
acid (HCl, specific gravity 1.19) to which 3.5 g of hexamethylene tetramine was added.  Distilled 
water was added to make it 1000 mL.  The samples were dipped for 10 min at room temperature 
and cleaned with brush.  The weight loss method was adopted to evaluate the corrosion rate.  The 
calculated values of the weight loss are shown in Table 1.  The equation for the weight loss method 
is as below.
Evaluation of the Coating by Total Immersion Testing
The coated samples were immersed in 5% sodium chloride solution for a period of 60 days.  The 
performance of the coating was visually examined.  The anticorrosion properties of the coatings 
were evaluated using the total immersion test according to ASTM G31.  The samples were taken 
out and cleaned according to ASTM G1 and weighed again.  The procedure of cleaning the samples 
consists of two steps. In the first step coatings were removed by using acetone as a solvent and in 
second step corrosion product were removed by taking 500 mL of hydrochloric acid (HCl, specific 
gravity 1.19) to which 3.5 g of hexamethylene tetramine was added.  Distilled water was added 
to make it 1000 mL. The samples were dipped for 10 min at room temperature and cleaned with 
brush. The weight loss method was adopted to evaluate the corrosion rate. The calculated values of 
weight loss are shown in Table 1. The equation for weight loss method is as below.
                                        
. .
.
Corrosion Rate
A T D
KW           (1)
       
K = a constant, T = time of exposure, A = area in cm2, W = mass loss and D = density
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TABLE 1
Average value of losing weigh
Paint system Average value of losing weight (g)
Paint alone 91 mg
Paint PANI modified 60  mg
Paint PANI- Al2O3 modified 28  mg
RESULTS AND DISCUSSION
Fourier Transform Infrared (FTIR)
The FTIR spectra examination of PANI and PANI-Al2O3 revealed that the composites contain all 
the main characteristics of polyaniline bands.  The bands around 1600 (Tang et al., 1988) and 1500 
cm−1 (Cao et al., 1986) are the stretching mode of C=N and C=C, while the bands around 1300 and 
1250 cm−1 (Sathiyanarayanan et al., 2007c) are to C–N stretching mode of benzenoid ring and the 
band at 1105.5 cm−1 is assigned to a plane bending vibration of C–H mode which is found during 
protonation (Kang et al., 1998).  In the case of polyaniline composites with Al2O3, the spectrum, 
the composites have been shown to contain all the main characteristics of the PANI bands, except 
for C-H peak at 1105.5 cm-1; these peaks are found to be slightly shifted to be at 1108.5 cm-1 as 
compared to pure PANI, indicating significant interactions between polyaniline and Al2O3 (Teoh et 
al., 2007), as depicted in Fig. 2.
X-ray Diffraction (XRD) 
The XRD patterns of Al2O3, PANI and the composition of PANI with Al2O3 suggest some similarities 
between the XRD patterns of two inorganic particles before the composite and almost similar to 
that after mixing with polyaniline.  Furthermore, the broad diffraction peak of PANI at 2θ =25o is 
absent in the PANI-Al2O3, indicating that the presence of Al2O3 in the polymerization system strongly 
affects the crystalline behaviour of PANI form and the interaction of PANI with Al2O3 narrows the 
crystallization of PANI.  This further indicates that PANI which has been deposited onto the surface 
of particles has no effect on the crystalline structure of Al2O3 and a similar observation on the XRD 
pattern has been reported for polyaniline– Al2O3 composites illustrated in Fig. 3.
Scanning Electron Micrographs (SEM)
The scanning electron micrographs of the Al2O3 particles alone and modified with PANI are shown 
in Fig. 4.  It can be seen that PANI appears in the surface of alumina particles flake.  In addition, 
the flake like the particles of Al2O3 are covered by the polyaniline spheres which are deposited and 
encapsulated upon the surface of the Al2O3 particles, as shown in Fig. 4.
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Fig. 2: FTIR spectra of polyaniline and polyaniline-Al2O3
Ahmed A. Ahmed Al-Dulaimi, Shahrir Hashim and Mohammed Ilyas Khan
334 Pertanika J. Sci. & Technol. Vol. 19 (2) 2011
Coating Evaluation
Weight loss study
At the end of immersion period, the samples were taken out and observed.  The photographs of the 
samples are shown in Fig. 5.  Meanwhile, the average values of the samples weight loss are shown 
in Table 1 and in Fig. 6.  The results reveal that the paint which was modified with PANI- Al2O3 
composite has a better effect on the anti-corrosion function.
Fig. 3: The XRD of the samples, before and after synthesis polyaniline
Fig. 4: The SEM samples, before and after composite (a)PANI, (b) Al2O3 
and (c) PANI-Al2O3
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Fig. 5: The samples after 60 days of full immerison test in 5% NaCl, (a) pain alon, (b) paint modified with 
PANI, (c) paint modified with PANI PANI- Al2O3 composite
Fig. 6: Weight loss by the different coated steel panels
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CONCLUSIONS
In this work, polyaniline (PANI) and polyaniline composites, with aluminium oxide (PANI-Al2O3), 
were prepared using the situ-polymerization technique and used as anticorrosive pigments in the 
acrylic paint system to be applied on the carbon steel samples.  The pigments were characterized by 
the FTIR, XRD, and SEM.  Meanwhile, the anticorrosion ability of the coating was evaluated using 
the totally immersion test sodium chloride solution according to ASTM G31 standard and calculating 
the average weight loss method.  Polyaniline modified Al2O3 particles containing paint showed 
better results than polyaniline alone in terms of corrosion protection of the carbon steel samples.
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ABSTRACT
This study was conducted for the development of the green protection garments.  For this purpose, 
laminate composite material was developed from Kevlar 29-ramie-unsaturated polyester resin.  The 
aim of this study was to develop a solid body armour that meets the specific requirements of ballistic 
resistance.  This composite is subjected to high impact loading.  The target was shot using gas gun 
machine that is supported by camera hardware to capture the projectile speed.  In order to achieve 
the goal of the research, several experiments were conducted with the aim to estimate the ballistic 
limit, maximum energy absorption, composite failure mode, life time rupture, target geometry, and 
environmental effect.  The results of these experiments indicated that the maximum ballistic limit 
validated at impact speed is in the range of 250 m/s to 656.8 m/s for the second protection level.  
The targets are improved in term of the impact response with the increase in the relative humidity, 
i.e. the range of 50% ± 20%, whereas, reduction of resistance results in the increase of temperature.  
The range of temperatures was between 20oC and 70oC.  A limited delamination was generated under 
multiple shots.  Targets geometry plays a major role in increasing the impact response.  Hence, the 
results present a high resistant impact for pairs from the panels with total thickness arrived to 15 
mm ± 3 mm.   This body armour is one of the most economical armour products, in which common 
materials are used in its production, particularly to reduce the amount of Kevlar, and this could 
further lead to a decrease in its production cost.  On the other hand, this armour meets the ballistic 
threats under 623 m/s of 15 mm ± 3 mm target thickness and 837.5 m/s of 25 mm ± 2.mm.  Thus, 
the armour is equivalent to the third level of protective ballistic limits in the National Institute of 
Justice (NIJ) standards.
Keywords: Green protection, composites, natural fibre, Kevlar, ramie fibre, polyester resin 
INTRODUCTION
Human’s protection has been an important issue since the beginning of creation.  Throughout the 
recorded history, there have been various types of material that are utilized as protection garments 
from injury, such as in battles and other dangerous situations.  Thus, different materials were used 
as body shield; these include animals’ skin, as well as wooden shield and metal shield.  Since the 
introduction of the composite materials, a number of the armour systems involving composites have 
been designed to protect human lives from vital instruments (Sanjay, 2001).  Recently, the interest 
is being directed to natural fibre as a ballistic protective fibre due to economic and environmental 
benefits that are seriously considered in various applications related to automotive, building, 
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furniture, and packaging industries.  Friendly materials commonly contribute to reduction in 
production cost, in addition to its highest possible filling levels.  In particular, ballistic embedding 
represents the necessary issues in this perspective to create reinforce natural fibre.
 Ramie is one of the commercial fibres that has been widely used for its significant properties 
(Mohanty et al., 2000).  Another commercial fibre that was utilized in the current investigation was 
the Kevlar which represents one of distinct protective textiles and commercialized under different 
types from productions and styles to meet the necessary protection requirements (Yang, 1993).
 The composite protective property has attracted the researchers’ attention, particularly due 
to its highest protection level and other significant properties.  Morye’s (2000) investigation was 
directed to analyze the impact event of three types of the polymer composite targets.  Meanwhile, 
Shokrieh and Javadpour studied the penetration analysis of a projectile in the ceramic composite 
armour and their finding reveal a good agreement between the analytical method and numerical 
solution.  In general, the metal hard armour performance is determined by the material’s properties, 
as in the front and rear the armour.  Hence, the front face erodes the projectile while the laminate 
of the target rear face absorbs the residual kinetic energy of the projectiles to prevent penetration. 
Rimantas (2007) carried out a numerical study to study the hard armour ceramic response.  The 
amount of energy absorption function to the amount the transferring composite mass with projectile 
kinetic energy, the fibre deflects.  Hence, the tensile forces will pull the material towards the impact 
point.  The shape of the projectile has a major role in pulling the fabric.  More details can be found 
in the report by Tan (2003).
 Potti & Sun (1996) investigated a dynamic penetration process and related it with the length, 
mass and the shape of the projectiles, the delaminated area based the velocity level and the target 
area.  Meanwhile, BФrvik shifted to understand the mechanisms damage, which represented the 
main key of a successful design, at the micromechanical level.  The delaminating and penetration 
mechanisms of laminated Kevlar were studied by Goldsmith (1992).  The environment has effects 
on the area of this field.  Andreia (2005) presented the environment effects at ultrahigh molecular 
weight polyethylene (UHMWPE) fibres and affirmed the external factors as sunlight, raining and 
radiation, which possessed the main role of changing the mechanical and physical properties of the 
composite.  Based on above fact, the potential response of natural composite for arrest the impact 
threat is evident.  Therefore, the objective of this study was to develop a combat armour material 
from the Ramie fibre of natural fibre composites.
Sample Preparation
The current paper delineates the accredited methods for fabricating composite laminates using three 
materials with accurate descriptions of the specific tasks.  The advancement in designing a new 
composite constructor is embodied in the composite compounds arrangement and the tactical ways 
that are depended on the assembled layers.  Meanwhile, the target geometry is a sensitive point in this 
investigation, and the adjacent panels have the responsibility to reduce the projectile kinetic energy.
 The target preparation processes include composite preparation and geometry of the target. 
Hence, the composite was constructed from the Kevlar and ramie layers, since the target area was 15 
× 10 cm.  In particular, the ramie and Kevlar layers were arranged and impregnated using polyester 
resin to have the interfacial linkage between the layers, as illustrated in Fig. 1.
The Experimental Procedures
In this study, the ballistic experiments were conducted using a high-pressure gas gun to propel the 
projectile in the targets.  In addition, a high speed camera hardware was used to capture the projectile 
speed.  Fig. 2 illustrates the gas gun equipment and impact set-up.
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 The tests were conducted using two types of simulation projectiles over a range of up to 623 m/s. 
The mentioned projectiles are ogival and semi-conical projectile heads with 5 and 7g, respectively. 
Two stiff panel contents from eight layers of Kevlar and eight layers of ramie were impacted for 
the tested the ballistic limits.  The target area was 15 cm ×10 cm which was clamped in the iron 
frame (see Fig. 3).
Fig. 1. Final Kevlar29 - ramie composite (the front panel from the TSP)
                      
Fig. 2. Gas gun equipment, (b) Experimental set-up impact
 (a)  
 (b)
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Fig. 3: (a) Projectiles types, (b) Target frame
 
TESTING AND DISCUSSION
Target Geometry
A geometry target has the major role of increasing the life time rupture in the target, beside 
significantly increasing energy absorption.  For the purpose of the current study, several tests were 
conducted on three types from the targets geometry, the panel content from Kevlar layers in the 
front target face and the ramie layers of the back face.  This system is defined by one solid panel 
(OSP).  The second target geometry is defined by two solid panels (TSP).  Finally, the flexible–tough 
panels (FTP), which is defined by the front face soft Kevlar layers, in addition to a series of back 
face solid panels of the back face of target board as illustrated in Fig. 4.  The ballistic impact tests 
were conducted on these targets and the results recorded a high impact resistance of the TSP targets. 
Meanwhile, all the projectiles have been fully arrested at the TSP, with probability of penetration 
at OSP and FTP.  Fig. 5 shows that the TSP has a higher ballistic limit compared to the others.
                                                  
 (a) (b)
Fig. 4: Target geometry
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Fig. 5: Initiation projectile velocity vs. residual-based target geometry
Projectile Parameter and Target Response 
It is crucial to note that the simulation projectile head and impact force represent the most important 
parameters to limit the failure level mode.  In this study, two types of projectile, namely ogival 
and semi-conical ends, were impacted to estimate their effectiveness.  The recording cylinder gas 
pressure date represents the applied pressure at the projectile end.  Thus, the propellant force can 
be estimated using the following equation:
  Propellant Force
  PAPPLIED  = (1)  Projectile Cross Section Area
Where the dynamic energy that is required to propel the projectile through long panel of ballistic 
gun machine reaches 4.30 m in length, as clarified in equation (2) below:
  Propellant Energy = Propellant Force x Panel Gun Length (2)
The initiation velocity (Vi) can be estimated from the propellant energy and the mass of propelling 
bullet, as follows:
  Propelling Energy mv
2
1
i
2=  (3)
Essentially, the mass has a direct relationship with the size of damage, which can be generated after 
the impact event.  Meanwhile, the flat end surfaces can be increased from the projectile resistant 
against the target hardness.  Thus, there is a reduction in the projectile deformation.  Sharp angle 
edges play the role of digging at the impact point and shearing the fabric, whereby the Kevlar 
filaments will travel with the ogival head due to the missing sharp edge that is responsible for the 
dynamic shear stress.  After projectile propelling, all the cutting Kevlar filaments will be reflected 
on outside of the front face.  Fig. 6 illustrates the projectile effect of the front and rear faces of the 
TSP panels at 700 psi using semi-conical and ogival projectile head.
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 In addition, target thickness also plays an essential role of increasing the target response, apart 
from increasing the friction between the projectile and the target.  Fig. 7 depicts the higher amount 
of energy absorption of the target that has been shot by a semi-conical bullet, whereby, the flat 
Fig. 6: The effects of projectile shape
Front face - semi-conical Front face - ogival
Rear face - semi-ogivalRare face - semi-conical
Fig. 7: Energy absorption based on the projectile shape
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end requires a high propelling energy to disrupt the composite fabric with no deformations in the 
projectile head due to the superiority of the projectile hardness.  In contrast, in the state of the actual 
projectile, the target reaction against the projectile direction leads to the exhaustion of the projectile 
which is interpreted as a consumption of energy that generates a deformation of the projectile shape 
and exceptional attenuating of the projectile hazard.
Environmental Effect on the Test Result
In this study, the targets were exposed to a range of temperatures and wet conditions, as well as shot 
under these conditions.  The data recorded the impact velocities under specific temperature and wet 
condition.  The relative humidity was 50% ± 20%, which was controlled by steeping the target in 
water pool for different periods of time.  The method used to determine the moisture content was 
similarly to one proposed by Gloria (2001).  The weight of the composites was recorded both in 
the dry and wet conditions.  Meanwhile, the drying temperature in the oven was set to 103oC for 
15 min, and this was followed by the use of the following equation:
  100%
W
W W
Moisture content x
d
w d=
-  (4)
 The temperature has an essential role in determining effectiveness, particularly in changing 
the properties of the composite.  Thus, the impact experiments were carried out under a range of 
temperatures, i.e. between 20oC and 70oC and the shots were done using semi-conical projectiles.
The temperature effect versus energy absorption is illustrated in Fig. 8.  There are direct proportional 
between the increase in humidity and energy absorption.  In this perspective, the increase in the 
energy absorption was direct proportional with the increase in the weight, which will be reducing 
of the amore user mobility.  Both the specimen humidity and energy absorption are shown in Fig. 
9 below:
Fig. 8: Temperature in relation to 
energy absorption
Fig. 9: Humidity content in relation to 
energy absorption
Multi-Shots Impact Results
The multi-shots test was conducted for the TSP target to estimate the lifetime rupture and failure 
percentages of the target.  The specimen volume was 15 × 10 ×15 cm under multi-shots.  Table 1 
presents the data that were derived from the multi-shots test, and these are also plotted in Fig.10. 
The minimum distance between the adjacent hits with no penetration was found to reach 1 cm 
within the limit area of the target centre which is 3.8 × 2 cm, as shown in Fig. 11.  It was found that 
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a limited deformation (narrow rupture) was generated under the multi shots that was concentrated 
of tiny area of the target derived from the target stiffness effect.
TABLE 1
Multi-shots data
Test 
number
Layers 
number
Initiation 
velocity 
m/s
Residual velocity
m/s
Energy absorption
J
Probability of 
enetration
1
8k-8R
247 0 183.02 No
2 232 0 161.47 No
3 276 0 228.52 No
4 275 0 226.87 No
5 282 103 206.74 Yes
6 288 0 248.83 No
7 333 0 332.66 No
8
8k-8R
618.6 0 1147.99 No
9 623 0 1362 No
10 342 0 350.89 No
11 285 0 243.67 No
12 315 0 297.67 No
13 294 0 259.30 No
14 337 0 340.707 No
15 312 176 199.104 Yes
Fig. 10: Multi-shots data at 15×10 cm of the target area
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Fig. 11. Kevlar-Ramie specimen upon the multi-shots test
CONCLUSIONS
This paper presents gas gun experiments for the developed laminates composite model.  As 
compared to modern hard armour, there are improvements observed in term of the target weight 
and thickness, beside the economical cost and ability to maintain.  Thus, the increase of the current 
composite thickness is supported by its high protection level.  A failure mode is embodied in the 
front and back faces deformation, in addition to the delaminating which is generated from the high 
strain rates.  Under multi-shots, local delaminating was found to be generated in the target rear 
face, whereas the delaminating area could be increased according to the number of shots that are 
concentrated in the limited area.
 The environment effects, which are temperature and relative humidity, were investigated 
and the results indicated an inversely proportional between the rise of temperature and the target 
response, while there is a relative effect at the temperature ranging between 20oC and 70oC.  The 
temperature has been found as a factor causing composite degradation at a temperature higher 
than 70oC.  Meanwhile, increasing humidity has direct proportional with increasing of weight.  As 
compared to common hard armours, the Kevlar-ramie armour has been shown to meet the third 
level of the NIJ threats by increasing the number of panels.
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ABSTRACT
The physical properties by natural fibre have a great importance, specifically in the structural of 
natural fibre which reinforces matrix.  Response surface methodology with Box-Behnken (BB) 
design of experiment was utilized to study water absorption and melt flow index (MFI) of abaca fibre 
reinforced high impact polystyrene (HIPS) composites.  The design utilizes fraction of weight abaca 
fibre, maleic anhydride (MAH), and impact modifier to develop models for characteristic behaviours 
of water absorption and MFI of composites.  Abaca fibre reinforced high impact polystyrene (HIPS) 
composites were produced with different fibre loadings (30, 40, and  50 wt%), different compositions 
of coupling agent, maleic anhydried (MAH) (1, 2, and 3 wt%) and different compositions of impact 
modifier (4, 5, 6 wt%).  The individual optimum of water absorption was found when loading abaca 
fibre close to 34.61 wt%, maleic anhydride 1 wt%, and impact modifier 4.01 wt%.  The individual 
optimum of melt flow index dealt with loading abaca fibre 36.71 wt%, maleic anhydride 3 wt% and 
impact modifier 4.02 wt%.  Meanwhile, the optimum condition for water absorption of abaca fibre 
reinforced HIPS composites was followed by a decreasing trend of the value of melt flow index.
Keywords: Water absorption, Melt Flow Index, Box-Behnken, abaca fibre
INTRODUCTION
Studies on the use natural fibre reinforced composites are emerging in polymer science.  Natural 
fibres such as jute, kenaf, pineapple leaf, abaca, sisal, bamboo have been investigated for use in 
polymer composites (Bogoeva-Gaceva et al., 2007).  However, there are several disadvantages of 
the natural fibre composites as demonstrated by their properties.  Generally, thermal and mechanical 
degradation during processing of natural fibre reinforced polymer composites can make them 
undesirable for certain applications.  As far as compatibility between natural fibre and polymer is 
concerned, the main problem is the poor interfacial adhesion between the hydrophobic polymer 
matrix and hydrophilic natural fibre (Espert et al., 2004; Majid et al., 2008).
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 Abaca is also known as Manila hemp.  It is a Musasea family plant native to Asia and planted 
in humid areas including in the Philippines and East of Indonesia.  Abaca fibres are extensively 
used to produce ropes, woven fabrics, tea bags, etc.  Abaca fibre reinforced polymer composites 
have been investigated by Shibata et al. (2002; 2003), Ochi (2006) and Teramoto et al. (2004), in 
which they focused on using thermosetting matrices, especially polyesters.  A study carried out 
on abaca fibre reinforced thermoplastic, specifically polypropylene, has been reported by Bledzki 
et al. (2007).  In the recent innovative application, abaca fibres are used in under floor protection 
for passenger cars made by Daimler Chrysler (Bledzki et al., 2006).  The application is a new 
combination of polypropylene (PP) thermoplastic embedded with abaca fibres and it was patented 
by Daimler Chrysler’s researchers, and the manufacturing process (compression moulding process) 
has been initiated by Rieter Automotive.
 All polymer composites absorb moisture in humid atmosphere and when immersed in water. 
The effect of water absorption leads to the degradation of fibre matrix interfacial region resulting 
in undesirable effects on the mechanical properties and dimensional stability of the composites (Lu 
et al., (2004) as well as Gassan & Bledzki (1997).  It is important to study the water absorption 
behaviour in detail so as to estimate the amount of water absorbed and the effects on the durability 
of natural fibre composites.
 Generally, the addition of natural fibre to polymer composites restricts molecular motion in 
the matrix and causes the lowering of melt flow index (MFI) values.  Meanwhile, an increase in 
the MFI value indicates a better molecular motion between polymer chains.
 This paper reports work related to the water absorption behaviour and MFI of abaca fibre 
reinforced HIPS composites.  The study uses response surface methodology with Box-Behnken (BB) 
design of experiment.  The research concerned with the interaction between effect and optimization, 
based on the composition of fractions of with abaca fibre, maleic anhydride (MAH) as a coupling 
agent and styrene butadiene styrene (SBS) as an impact modifier of composites.
EXPERIMENTAL DESIGN
Materials
Abaca is a type of banana plant that is native to the Philippines.  It is also grown in moderately humid 
area in Indonesia.  The abaca fibres used in this study were obtained from Pekalongan, Central Java, 
Indonesia, which were produced by Ridaka Hand Craft.  The matrix used for this study was High 
Impact Polystyrene (HIPS) Idemitsu PS HT 50, a product of Petrochemical (M) Sdn. Bhd, Sungai 
Besi, Malaysia.  It has a density and a melt index of 1.04 g/cm3 and 4.0 g/10 min, respectively.  The 
coupling agent used in this study was maleic anhydride (MAH) - (polystyrene-block-poly(ethylene-
ran-butylene)-block-polystyrene-graft-maleic anhydride), a product of Sigma Aldrich Inc., Germany. 
The supplier was Sigma Aldrich Malaysia (M) Sdn. Bhd, Petaling Jaya, Selangor, Malaysia.  Impact 
modifier was a styrene butadiene styrene (SBS) copolymer rubber (Cyclo resin).  Meanwhile, the 
cylindrical granules of cyclo resin were produced by multiversum, Germany and supplied by PT. 
Wahana Makmur Kencana, Jakarta, Indonesia.
Sample Preparation
The abaca fibres were dried under the sun between 27 and 30oC for four days.  The dry abaca 
fibres were cut into 2–3 mm by means of an electronic cutting machine.  The matrix, high impact 
polystyrene (HIPS), maleic anhydride (MAH), Cyclo resin, and abaca fibres were prepared based on 
the design of experiment and they were classified into three levels (namely, high [+], intermediate [0], 
and low [-]).  The abaca fibre reinforced high impact polystyrene (HIPS) composites were produced 
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with different abaca fibre loadings (30, 40, and 50 wt%) compared with high impact polystyrene. 
The compositions of the coupling agent, maelic anhydried (MAH) (1, 2, and 3 wt%) and different 
compositions of impact modifier (4, 5, 6, wt%) were designed according to the performance of 
matrix composites.  The processing of the abaca fibre reinforced HIPS composites was accomplished 
using a rolling machine (see Fig. 1).  The working temperature of the rolling machine was kept 
approximately 200oC.  The composites were produced in the rolling machine by manually placing 
the matrix and fibres in the rolling machine at a very slow rate.  The speed of the first cylinder 
was on 6.6 m/min (meter/minutes) and the second cylinder was on 10.5 m/min.  The process was 
continued until all the materials were well-mixed.  The composites produced were brown in colour, 
following the natural colour of abaca fibres.  Sheets of abaca fibre reinforced HIPS composites 
produced had an average thickness of approximately 1 mm.
Fig. 1: The production of abaca fibre reinforced HIPS composites using a rolling machine
 The composite materials produced were then crushed and pressed to the thicknesses of 1, 2, 
and 3 mm using a hot pressing machine.
MEASUREMENTS
Water Absorption
The water absorption tests of the abaca fibre reinforced HIPS composites were carried out according 
to ASTM D 570.  The composites were dried at 80°C for 24 h in a vacuum oven and in the room 
temperature; the specimens of the composites were weighed to the nearest 0.1 mg.  They were 
immersed in water in a water beaker at 30°C for 24 h.  Weight gains were recorded by periodic 
removal of the specimens from the water and weighed on a balance with a precision of 0.1 mg.  The 
composites were calculated by weight difference between the samples which were immersed in 
water and the dry samples.  The percentage gain at any time t (Mt) as a result of moisture absorption 
was determined using Equation (1):
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  (1)
where Wd and Ww  denote the weight of dry material (the initial weight of materials prior to exposure 
to the water absorption) and the weight of materials after exposure to water absorption, respectively.
Melt Flow Index Test
The melt flow index is a measure of the ease of flow of the melt of a thermoplastic polymer.  It is 
defined as the weight of polymer (in grams) flowing in 10 minutes through a capillary of specific 
diameter and length by a pressure applied via prescribed alternative gravimetric weights at alternative 
prescribed temperatures.  Approximately 7 grams of the material were loaded into the barrel of the 
melt flow apparatus.  The melt flow index was performed according to ASTM D 1238, in a melt 
flow indexer, and the temperature of 200oC.  The weight of 5 kg was applied to a plunger and the 
molten material was forced trough the die.  The extruders within the duration of 10 minutes, being 
several extrudates, were cut before weighing.
Design of the Experiments
The response surface methodology was used to divide the samples into three levels.  This research 
uses the Box-Behnken design to analyze the physical properties of the abaca fibres reinforced HIPS 
composites, whereas the water absorption and melt flow indexes identified were strongly affected by 
the three factors chosen for this study designated as X1 (abaca fibres), X2 (maleic anhydride (MAH)) 
and X3  (impact modifier (IM)) and also prescribed into three levels, coded +1, 0, −1 for high, 
intermediate and low value, respectively.  They are described in Table 1.  The three test variables 
were coded according to equation 2 below:
            
X
X Xo
i
i
X D
=
- ; i = 1, 2, 3           (2)
Where is the coded value of an independent variable, Xi is the actual value of an independent variable, 
X0 is the actual value of an independent variable at the centre point, and ΔX is the change value of an 
independent variable.  The Box-Behnken design consists of a set of points lying at the midpoint of 
each edge and the replicated centre point of the multidimensional cube.  All the experiments were 
performed in triplicates and the averages of the physical property yields were taken as responses.
%
W
W W
100M xt
d
w d=
-
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TABLE 1
Levels and codes of the variables for the Box-Behnken design
 Symbol Coded levels
Variables
 Uncoded Coded -1 0 +1
Abaca X1 X1 30 40 50
MAH X2 X2 1 2 3 
IM X3 X3 4 5 6
 
 For predicting the optimum point, a second-order polynomial model was fitted to correlate the 
relationship between the independent variables and responses (physical property yield).  For the 
three factors, equation (3) is as follows:
Y 0 1 1 2 2 3 3 11 12 22 22 33 32 12 1 2 13 1 3 23 2 3b b | b | b | b | b | b | b | | b | | b | | f= + + + + + + + + + +
where Y is the predicted response, ob  is model constant,  x1 ; x2  and  x3  are independent variables, 
1b ;  2b  3b  and are linear coefficients, 12b ,  13b , and  23b   are cross-product coefficients, and 11b , 
22b , and  33b are the quadratic coefficients.  The quality of the fit of the polynomial model equation 
was expressed by the coefficient of determination R2.
RESULTS AND DISCUSSION
The Physical Properties of Abaca Fibre Reinforced with HIPS Composites
The experimental results for the water absorption and melt flow index (increasing % of mass) at 
different contents of abaca fibre, coupling agent of maleic anhydride (MAH) and impact modifier 
(SBS) (IM) are the responses which were measured at three levels of three factors in the abaca 
fibre reinforced HIPS composites.  A three-coded level Box-Behnken design was used to analyze 
the responses.  The abaca fibres, MAH and IM were independent variables changed in order to 
predict the responses (physical properties) of abaca fibre reinforced HIPS composites.  The optimum 
responses and the interaction effect of each independent variable were carried out based on the 
design of the experiment given in Table 2.  In this study, the Box-Behnken experimental design 
was used to determine the relationship between the responses of water absorption and melt flow 
index (MFI) of the abaca reinforced HIPS composites for three different variables with three levels.
 To ensure a good model (equation 3) of the physical properties of the abaca fibre reinforced 
HIPS composites, test for significance of the regression model, test for significance on individual 
model coefficients and test for lack-of-fit must be performed.  The ANOVA analysis was used to 
perform the tests for this particular analysis.  Tables 3 and 4 summarize the test performance of the 
ANOVA analysis for the physical properties of the abaca fibre reinforced HIPS composites.
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X1 X2 X3 Y1 Y2
TABLE 2
The Box-Behnken design with the actual values for three weight fractions and three levels for the physical 
responses of the abaca fibre reinforced HIPS composites
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TABLE 3 
ANOVA table (partial sum of squares) for quadratic model (response: water absorption)
TABLE 4
ANOVA table (partial sum of squares) for quadratic model (response: melt flow index - MFI)
 In Tables 3 and 4, the value of “Prob>F” is less than 0.05 for the model.  It will indicate that 
the model is significant. The condition deals with desirable that indicating the terms in the model 
of abaca reinforced HIPS composites has a significant effect on the response (physical properties). 
The ratio of abaca fibre (A), coupling agent MAH (B), two level interaction of abaca fibre (A2), 
Maleic Anhydride (B2) and Impact Modifier (C2), as well as the abaca fibre to impact modifier 
ratios (AC) are significant terms for the response of water absorption of abaca fibre reinforced 
HIPS composite.  Then, other model terms can be said to be insignificant.  In a similar manner, the 
responses of the melt flow index (Table 4), based on each value of “Prob>F”, ratios of abaca fibre 
(A), a two level interaction of abaca fibre (A2), Maleic Anhydride (B2) and Impact Modifier (C2), 
as well as the abaca fibre to Maleic Anhydride ratios (AB) are significant terms for the response 
of melt flow index of the abaca fibre reinforced HIPS composite.  The ANOVA analysis indicates 
that the responses of the physical properties of abaca fibre reinforced HIPS composites are in a 
linear relationship between the main effects of abaca fibre wt% and impact modifier wt% (water 
absorption).  Besides, between the main effects of the abaca fibre wt% and maleic anhydride wt% 
(melt flow index).  The quadratic relationship of the factors of abaca fibre wt%, maleic anhydride 
wt%, and Impact Modifier wt% resulted in melt flow index (MFI).
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 As indicated by equation 1 and based on the ANOVA analysis, the final mathematical equations 
are based on the coded factors given in equations 2 and 3. The models were obtained after the analysis 
of variance and they gave the levels of weight percentages of the abaca fibres, maleic anhydride 
(MAH) and impact modifier (IM) using the Design-expert software.
The equation of water absorption (2):
. . . . . . .
. . .
y X X X X X X
X X X X X X
3 25 0 51 0 03 0 33 0 62 0 69 0 76
0 049 1 07 1 13
1 2 3 1
2
2
2
3
2
1 2 1 3 2 3
= + - + + - +
+ - -
The equation of melt flow index (3):
. . . . . . . .
. .
y X X X X X X X X
X X X X
0 66 0 32 0 016 0 0015 0 099 0 24 0 13 0 40
0 0086 0 021
1 2 3 1
2
2
2
3
2
1 2
1 3 2 3
= - + - - + - -
+ +
 
 This model can be used to predict the physical properties of the abaca fibre reinforced HIPS 
composites within the limits of the experiment.  Figs. 2 and 3 respectively show the relationship 
between the actual (experiments) and the predicted values of the abaca fibre reinforced HIPS 
composites for their physical properties responses.  It is seen in Figs. 2 and 3 that the developed 
models are adequate because the residuals for the prediction of each response are minimum, since 
the residuals tend to be close to the diagonal line.  The R2 value for water absorption is 0.9770 and 
the Melt Flow Index is 0.9983 which desirable.  All the predicted R2 of the physical properties of 
the abaca reinforced HIPS composites are in agreement with the adjusted R2 (Tables 3 and 4).  The 
adequate precision value of the physical properties of the abaca fibre reinforced HIPS composites 
are well above 4.
Fig. 2: Relation between experimental and 
predicted water absorption (%)
Fig. 3: Relation between experimental and 
predicted Melt Flow Index (g/10min)
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 Table 5 summarizes the coefficients regression for the responses variables in the experimental 
design written in equations 3 and 4.  The response functions representing water absorption and melt 
flow index properties are expressed as a function of loading abaca fibre wt% ( 1b ), maleic anhydride 
(MAH) wt% ( 2b ), and impact modifier wt% ( 3b ).  Table 5 also shows the statistical significance 
of each effect of the abaca fibre reinforced HIPS composites.
 The results of the study carried out on the physical properties show that they are strongly 
affected by the independent variables selected.  It was also observed that the main effects of X1 and 
X3, represent the effects of the abaca fibre and impact modifier to be correlated with the function 
of water absorption of the abaca fibre reinforced HIPS composites.  Table 3 shows the values of 
“Prob > F” for the abaca fibre β1 (0.0003) and the impact modifier β3 (0.003) less than 0.05, whereas 
Table 5 reveals that X1 is a positive value and X3 is a negative value.  These conditions describe 
that the effect of abaca fibres has affected for the maximum response and the impact modifier has 
the minimum response to the performance of water absorption of the abaca fibre reinforced HIPS 
composites.  The negative coefficients (see Table 5), where β23 = -0.1346 for all the independent 
variables (β23; Prob>F = <0.0001) indicate very little effect on water absorption.  In this case, the 
interaction between the abaca fibre and impact modifier is well correlated with water absorption.
 Using a similar approach, the main effect of the abaca fibre (β1) is positive, so it has a strong 
effect on the melt flow index (MFI).
TABLE 4
  ANOVA table (partial sum of squares) for quadratic model (response: melt flow index - MFI)
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TABLE 5
Regression coefficients of approximate polynomials for response variables in the experimental design
Regression  Water absorption Melt flow index
coefficients  (WA) (MFI)
Main effects 1b  0.0813 0.1219
 2b  3.2199 0.5288
 3b  -2.6722 1.2605
Interaction effects
 12b  0.0049 -0.0395
 13b  -0.1073 0.0009
 23b  -0.1346 0.0208
R2  0.9770 0.9983
Values of “Prob > F” less than 0.0500 indicate model terms are significant
R2 : Determination coefficients obtained by ANOVA
Water Absorption of the Abaca Fibre Reinforced HIPS Composites
Water absorption of natural fibre composites is an important study.  Most natural fibre composites 
absorb moisture as the cell wall polymers contain hydroxyl and other oxygenated groups that attract 
moisture through hydrogen bonding (Shanks, 2004).  The hemicelluloses are mainly responsible for 
moisture absorption in the natural fibre, but the other non-crystalline cellulose, lignin, also plays 
a major role in this content.  Generally, increasing the content of natural fibre in the composites 
increases the number of hydroxyl group, and consequently, it increases water absorption (Rahman 
et al., 2009).  In this study, the water absorption of the abaca fibre reinforced HIPS composites, 
observed through the response surface method (Box-Behnken design), revealed the interactive 
effect of the level and fraction wt% of variables (abaca fibre, coupling agent (maleic anhydride), 
and impact modifier that made water absorption desirable.
 The observation, which was based on Table 3 and Figs. 4a and b, evaluated showed that water 
absorption in the abaca fibre reinforced HIPS composites was influenced by the addition of the abaca 
fibre and impact modifier.  The graph illustrates that together, the abaca fibre and impact modifier 
caused the changes in the water absorption of the composites.  When the abaca fibre loading was 
close to 30 wt%, impact modifier 4.25 wt% and coupling agent (maleic anhydride) was fixed at 20 
wt%, the water absorption of the composites became minimal.  Thus, the interaction between the 
abaca fibre and impact modifier strongly affected water absorption in the composite specimen.
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Melt Flow Index (MFI) of the Abaca Fibre Reinforced HIPS Composites
The melt flow index (MFI) is a measure of the ease of flow of the melt of a thermoplastic polymer. 
It provides a means of measuring flow of a melted material which can be used to differentiate 
grades or determine the extent of degradation of the plastic as a result of moulding.  The MFI of 
the plastic materials is a point of a degraded material which generally flows more as a result of 
Fig. 4b: Response surface contour plots showing the effect of the abaca fibres and
 impact modifier for water absorption (%)
Fig. 4a: Response surface 3D plots showing the effect of the abaca fibres and 
impact modifier for water absorption (%)
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reduced molecular weight, and can exhibit reduced physical properties.  For polypropylene/wood 
fibre composites, the MFI of PP was found to be a key factor governing the mechanical properties 
(tensile and flexural strength) Kim et al. (2008).
 Figs. 5a, b shows 3D and surface contour plots of the MFI of the abaca fibre reinforced HIPS 
composite that was designed using the response surface methodology.  The interaction effects among 
the three factors, namely, the abaca fibre, maleic anhydride and impact modifier, are described by 
Fig. 5a: Response surface 3D plots showing the effect of the abaca fibres and 
Maleic Anhydride for the Melt Flow Index (g/10 min)
Fig. 5b: Response surface contour plots showing the effect of the abaca fibres and 
Maleic Anhydride for the Melt Flow Index (g/10 min)
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the saddle point graph.  From the previous discussion on the ANOVA analysis (Table 4), the abaca 
fibre is as the main factor that affected the interaction between abaca fibre and maleic anhydride, 
as well as significantly influenced the melt flow index of composite.  Normally, the addition of 
partitive restricts molecular motion in the matrix imposes resistance to flow and gives lower MFI. 
Meanwhile, an increase in MFI value indicates a better molecular motion between polymer chains. 
In this study, the interaction between maleic anhydride and abaca fibre improves the poor interfacial 
interaction between the hydrophilic abaca fibre and hydrophobic HIPS matrix.  It is important to 
note that the impact modifier is fixed variable at 5 wt%.  A possible reason for this phenomenon is 
that the abaca fibre and maleic anhydride exhibit antagonistic interaction, as shown in Figs. 5a, b. 
It can be concluded that the melt flow index in this case was governed by the abaca fibre and maleic 
anhydride.  This research has enabled the loading of abaca fibre 32.76 wt%, maleic anhydride 2.92 
wt% and impact modifier to be fixed at 5 wt% to give a value of MFI 1.295 g/10 min.
Optimization of the Experiments
Since the interactions were found to be present, the next step was to optimize these interactions 
to obtain the optimum physical properties and to deal with the minimum amount of the chemicals 
added.  To achieve this, the Design Expert software was used and an optimization was carried out 
for optimizing both the physical properties and the amount of chemicals used.  A compromised 
zone of the abaca fibre reinforced high impact polystyrene where all the experimental responses 
had been satisfying.  This condition was dependent on the characteristics of the optimum individual 
values of water absorption and melt flow index (MFI).  For example, a good value of the melt flow 
index (MFI) 0.992 g/10 min was compromised with 2.623% water absorption; this condition was 
dealt with the loading of abaca fibre 36.76 wt%, maelic anhydride 3 wt%, and impact modifier 4 
wt%.  These optimized properties were also based on the models shown in equations 3 and 4.  After 
optimization, there are some solutions for the physical properties of the abaca fibre reinforced HIPS 
composites, as shown in Table 6.  However, the performance of the physical properties of the abaca 
fibre reinforced HIPS composites did not show any linear relationship.
TABLE 6 
Optimization experiments of physical properties prepared by Box-Behnken design
Number Abaca
wt%
MAH
wt%
IM
wt%
Water 
absorption
Melt flow 
Index g/10 min
1 36.75 3.00 4.00 2.623 0.992
2 40.36 3.00 6.00 3.470 0.782
3 38.18 3.00 4.00 3.459 0.770
4 43.64 1.00 6.00 3.451 0.751
5 43.78 1.02 6.00 2.596 1.001
6 34.44 1.00 4.00 2.989 0.811
7 35.63 1.00 4.00 3.092 0.765
8 35.76 1.00 4.00 2.231 0.713
9 40.57 3.00 4.87 3.862 0.690
MAH: Maeliic Anhydride, IM: Impact Modifier
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 The Box Behnken designed experiments in optimum composition within the range of the level 
plotted.  The optimum conditions are the solution for the whole physical properties of the abaca 
fibre reinforced HIPS composites.  In this study, the individual optimum of water absorption was 
a minimum value 2.231%, with the optimum level of abaca fibre 34.61 wt%, maleic anhydride 1 
wt%, and impact modifier 4.01 wt%.  The individual optimum value of the melt flow index (MFI) 
was on 1.001 g/ 10 min with deal on abaca fibre 36.71 wt%, Maleic Anhydride 3 wt%, and impact 
modifier 4.02 wt%.
CONCLUSION
The results obtained in this study have indicated that the enhancement of the physical properties 
by water absorption and Melt Flow Index of the abaca fibre reinforced HIPS composite is possible 
by changing the level of three-level fraction variables (abaca fibre, maleic anhydride, and impact 
modifier).  The Box-Behnken design was reliable to explain the interaction effect of each variable 
which focused on finding the optimum physical yields of the abaca fibre reinforced HIPS composites. 
The optimum condition for the individual water absorption of the abaca fibre reinforced HIPS 
composites was following the decreasing tendency value of the Melt Flow Index. The characteristic 
of the composites (abaca fibre reinforced high impact polystyrene) designed might be produced 
based on the compromised zone with all the experimental responses satisfied.
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ABSTRACT
This work was carried out with the aim to optimise the tool path by simulating the removal of material 
in a finite element environment which is controlled by a genetic algorithm (GA).  To simulate the 
physical removal of material during machining, a finite element model was designed to represent a 
thin walled workpiece.  The target was to develop models which mimic the actual cutting process 
using the finite element method (FEM), to validate the developed tool path strategy algorithm with 
the actual machining process and to programme the developed algorithm into the software.  The 
workpiece was to be modelled using the CAD (ABAQUS CAE) software to create a basic geometry 
co-ordinate system which could then be used to create the finite element method and necessary 
requirement by ABAQUS, such as the boundary condition, the material type, and the element type.
Keywords: Thin-walled workpiece, tool path, genetic algorithm
INTRODUCTION
Thin-walled components are widely used in the aerospace industry.  However, the thin-walled 
components of airplane, with complicated structure and high precision, are very easy to deflect 
under the forces during the cutting process.  The deflection results in a decrease in the machining 
precision and efficiency, which is a fact that acts as a barrier in achieving higher performance 
airplane requirement.  The thin-walled components were deflected due to poor rigidity and the 
effect of changing in the cutting force.  Despite this difficulty, the thin-walled components are still 
used as the main components for the airplane part because of the characteristics of the part, such 
as high intensity and light weight.
 The deflection of the workpiece and machining efficiency of the thin-walled components 
always contradict with each other and this machining scenario must be solved instantly.  Altintas 
(1992) et al. devoted their efforts to investigate the analysis and the prediction of cutting forces 
and deflections in end milling of thin-walled components.  The researchers used the theoretical 
analysis and the Finite Element Method (FEM) to calculate the deflection of the component and 
tool, and it was verified that the machining errors almost coincided with the experimental values. 
These results are very useful in predicting the machining accuracy as well as for simulation the end 
milling process.
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 Some idiographic methods have been presented in the current study.  As for the problems of 
high efficiency and high precision machining of thin-walled components, beside the new approach of 
ultra-high speed machining, other efficient methods such as the numerical control (NC) compensation 
using of the FEM, tool path optimization, and cutting parameters optimization can be applied using 
common CNC machining.
 The thin-walled section parts can be fabricated using the sheet metal process.  However, this 
particular process involves a secondary process i.e. assembly process.  By machining the part, it is 
possible to machine a large product and this ends up with the thin-walled product.  Machining a large 
product requires a huge amount of machining time, and thus, it is not appropriate.  To overcome this 
problem, it is advisable to use high speed machining.  This machining process normally introduces 
a self excitation vibration or chatter.  The chatter can be avoided using several techniques.  One of 
the methods used to eliminate chatter is by varying the cutting input parameters.  This method has 
been carried out by Smith & Tlusty (1992), as well as Tarng & Li (1994).  The technique involves 
recognizing the changes of the spindle drive current (Soliman & Ismail, 1997), and when the chatter 
is encountered, the machine parameters are changed to compensate the error.  However, the drawback 
of this particular technique is that it requires pricy sensor that leads to high manufacturing cost.
 Alternatively, the problem could be solved by controlling the workpiece stiffness, i.e. in 
manually controlling cutting tool path strategy (Smith & Dvorak, 1998).  In the recent years, Ariffin 
(2006) in his work has successfully combined finite element method (FEM) and genetic algorithm 
(GA) to automatically create tool path by incorporating workpiece stiffness.  However, the tool 
path strategy is sensitive to the workpiece geometry features, such as round, fillet, and chamfer.  In 
addition to that, the tool path has to consider the tool travelling distance, which is crucial in for the 
cost calculation.
 Based on above problem statement and taking advantage of a successful work carried out 
by Ariffin (2006) at the University of Sheffield, United Kingdom, an extension of the method 
was performed while a new model of tool path strategy was developed and the parameters of the 
geometric features and tool travelled distance were also incorporated.
 Meanwhile, the work of genetic algorithm optimisation has successfully been created and 
implemented at the University of Sheffield Server by Ariffin (2006).  The work consisted of finite 
element simulation for a thin-walled section specimen taken from Smith & Tlusty (1992).  It has 
been proven that this particular technique can be applied to find the workpiece stiffness.
PREVIOUS RELATED WORK
The problems involved in machining have been described by Tlusty et al. (1996) who identified the 
main problems that occurred when long end–mills were used in high-speed milling of thin features. 
Rao (1995) proposed a method for machining thin webs that are supported either by positioning them 
directly against the table of the machine tool or using specially designed fixtures.  Fairman (1995) 
studied the main factors contributing to the occurrence of vibrations during machining.  Although 
the method used was varying the axial and radial depths of cut as well as the spindle speed and 
tool geometry, it did not successfully produce a chatter free part.  Altintas et al. (1992) developed 
a dynamic model for simulating peripheral milling for very flexible plate type structures, but the 
work was confined to a low spindle speed range.  Kline et al. (1982) proposed the use of plate and 
beam static theory to develop a FEM to statically model the plate and beam theory for the end mill. 
Ariffin (2006) developed and used the FEM simulation for a thin wall section specimen taken from 
Smith & Dvorak (1998).  It was shown that the simulation combined with optimisation algorithm 
(GA) had worked very well in finding the optimal tool path for a complicated product and as a 
result, the manufacturing cost was greatly decreased.
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 In addition, the researchers have also proposed some general principles that should be followed 
when designing parts by incorporating thin features.  In particular, the design should allow such 
features to be supported somehow by their adjacent features/structures during the machining, such 
as that performed by Tlusty et al. (1996) for machining thin feature using the stiff, uncut portion 
of the workpiece to support the flexible section being cut.  Thus, the stiffness of the webs would be 
much higher in the direction of the axial cutting forces.
SIMULATION
In this research work, the simulation was carried out using FEM software called ABAQUS.  In 
this software, the first step was to model the workpiece.  For this simulation, the dimensions of 
the workpiece are 600 mm x 300 mm x 25 mm.  The next step was to mesh the model as shown 
in Fig. 1.  After that, all the constraints and the load were incorporated into the model.  The fully 
constrained model is shown in Fig. 2.
Fig. 1: Workpiece with appropriate mesh
Fig. 2: Constraint and load condition
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 The next step was to run the analysis and to check the results.  The results of the ABAQUS 
could either be in the contour plot format or in term of a text file or even in the form of a graph, as 
shown in Fig. 3 (the contour plot) and Fig. 4 (the chart results).  Fig. 3 displays the residual stress 
results and the energy plot is illustrated in Fig. 4.
 
Fig. 3: The residual stress distribution after milling
Fig. 4: Energy plot versus time
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EXPERIMENTAL 
The experimental results for the cutting parameters are listed in Table 1.  In the simulation, the tool 
itself was assumed to have a rigid body, and therefore, it did not contribute to the acquired result.
TABLE 1
Parameters setting for the milling process cutting
Tool diameter                            8 mm
Rake angle                                15
Clearance angle 25
Tool helix angle                         25 mm
Cutting edge radius                    0.01 mm
Milling depth                             26 mm
Feet rate                                    70 mm/min
Spindle speed                            2000 rpm
Milling width                             1 mm
Cutting environment Dry cutting
 The block having the same dimensions with the simulation model was machined to a 1 mm 
thick of thin-walled section.  Detailed information of the specimen after the machining process is 
tabulated in Table 2.
TABLE 2
Dimension parameters of the specimen after machining
Total length 516.03  mm
Deforming length 516.03 mm
Gage length 516.03 mm
Width 200 mm
Thickness 1 mm
 The tensile tests were carried out according to the ASTM 3039-95 standard.  The specimens 
were subjected to uni-axial tension, as shown in Fig. 5.
Fig. 5: Specimen under tensile test
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 Table 3 shows the strength of the material after the test has been carried out.  The experiment 
has confirmed the simulation results that the ultimate stresses are almost the same.  In the simulation, 
the stress was 1130.00 MPa, but this was 1139.40 MPa during in the actual testing.
TABLE 3
The results obtained during the tensile test after machining
Ultimate tensile strength 
(MPa)
Yield strength
(MPa)
Young’s modulus
(MPa)
1139.40 547 432
 Details of the results gathered for the actual testing are shown in Fig. 6, in which the graph 
illustrates the load that was applied against the extension until the break of the specimen.
Fig. 6: The graph showing the tensile test result
 Meanwhile, the condition of the specimen after the test is shown in Fig. 7.  It is evidenced that 
the weakest point breaks when it cannot withstand the load.
Fig. 7: Thin-walled work piece after the tensile test
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CONCLUSIONS
The tensile test of the thin-walled workpiece was successfully simulated using the finite element 
models.  A comparison of the results from the simulation and the experiment shows that there is 
a reasonable agreement between the simulation and the actual test.  The correct tool path that is 
used for the milling process will ensure the quality of the produced product in term of the surface 
finished and also the strength of the product.  In the future, this work could be extended by adding 
other tool path, such as the zigzag cut to compare it with the old tool path contour-parallel cut.
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ABSTRACT
A hybrid composite consisting of untreated kenaf fibre and glass fibre was investigated by varying 
the fibre glass weight ratios and using interply fabrication method.  The expected results were to 
have better composite performance in terms of its toughness and impact strength as a comparison 
between the hybrid (kenaf/E-glass fibre composites) and E-GF composites alone.  For the purpose 
of this study, all the samples were prepared using typical sample preparation.  Results show that the 
incorporation of E–glass fibre resulted in brittle failure and a higher amount of E-Glass fibre with 
low percentage of kenaf fibre causing high strength, low ductile, and low toughness behaviours.
Keywords: Kenaf fibre, E- glass fibre, weight ratio, fibre reinforced composites
INTRODUCTION
This investigation was done to verify the mechanical properties of the un-treated kenaf fibre/E–glass 
fibre composites.  The preparation of the composites samples was carried out utilizing the vacuum 
bagging process in order to minimize the percentage of water ingression inside the composites 
samples.  The idea of hybrid fabrication is due the understanding of low mechanical properties of 
cellulose fibre in comparison to syntactic fibres, such as E–glass fibre.  As such, this investigation 
should provide evidence of low mechanical properties or the behaviour of kenaf fibre (as a single 
fibre or as hybrid) and an increase in the toughness of the kenaf/E- glass fibre composite samples 
as compared to the E–glass fibre composites alone.
MATERIALS
In this study, the kenaf fibres were obtained from Malaysian Agricultural Research and Development 
Institute (MARDI), Malaysia.  The estimated properties of the kenaf fibres used in this study 
possessed a density of 1.4 g/cm-1 (Zampaloni et al., 2007), with the tensile strength 930 MPa, the 
Young’s modulus of 53 GPa and elongation at break of 1.6% (Mohanty et al., 2005).  Meanwhile, 
the glass fibre used was of the fabric type non-prepreg E-glass fibre (120-38 STD E-Glass).  The 
estimated tensile strength for the E-glass fibre ranged from 2400 to 3400 MPa, with a tensile modulus 
of 69 to 73 GPa and a density of 2.5 to 2.55 g/cm-1 (Mohanty et al., 2005).  In this work, the resins 
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used were the Alpha Epoxy resins (Parts A and B).  The density of epoxy resin used was 1.15 g/ml. 
The fabrication of the composite samples in this study utilized the ideal wet lay up mixing ratio of 
60:40 (fibre:resin).  This investigation used an epoxy system that cures at room temperature, and 
it thus requires post-curing stage prior to a complete fabrication of the composite samples.  The 
post-curing stage is required for this composites system for the purpose of increasing the mechanical 
and toughness properties of the sample.  With regards to post-curing, the fabricated samples were 
post-cured inside an oven at 100ºC for 2 hours.
METHODOLOGY
Preparation of the Composites
The hybrid samples of the kenaf fibre and E-glass fibre produced for this study utilized the bi-
directional orientation concept, where one fibre layer runs in the weft direction and the second fibre 
layer runs in the warp direction.  Hybrids are most commonly found in 0°/90° woven fabrics, which 
are also known as multi-axial fabrics.  The main concern involved in the production of bidirectional 
samples is to have better mechanical properties as there are more orientations of fibre per number 
of layers of fabric which will result in a better stress distribution.
Lay up Process
Kenaf fibre were chosen randomly, cleaned and cut based on the length of the mould (i.e. 30 cm x 
30 cm).  The matrix ratio used in this study was 2:1, where Epoxy resin and hardener were mixed 
well to achieve a proper mixing by using an air pressure mixing tool.  Meanwhile, the wet lay up 
method was used to fabricate the samples by laying down each fibre in sequence and with the centre 
kenaf fibre core.  To provide compression pressure to the composites preparations, an air pressure 
vacuum fixed at 21 ± 3 Hg pressure was used by means of vacuum bagging.  Figs. 1 and 2 show 
an example of a complete sample preparation used in this study.
Fig. 1: 100% wt E- glass fibre composites 
(Control) Fig. 2: 10% wt kenaf (Un-treated)
Preparation of the Test Specimen
The determination of the tensile properties was as per ASTM D 3039.  The tensile test was carried 
out using Lloyd 30 kN machine.  A gauge length of 50 mm, with a cross head speed of 0.02 inch/
min, was employed.  The average width and the length of the specimen were 25.4 mm and 172 mm, 
respectively.  The impact properties using Charpy impact test for un-treated kenaf / E- glass fibre 
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composites were determined under specific conditions of humidity, i.e. of 50% at the temperature 
of 73°F.  The width of all the impact specimens was set at 12.7 mm and the length was standardized 
at 127.0 mm.  The breaking energy for all the specimens was estimated using 11.0 Joule pendulum. 
All the procedures for the impact resistance determination are in accordance with ASTM D 256. 
Meanwhile, the determination of the flexural properties is in accordance with ASTM D 790-98 and 
92 for the standard test methods for the flexural properties of un-reinforced and reinforced plastics 
and electrical insulating materials using Instron machine for the 3–point bending system.
RESULTS AND DISCUSSION
Tensile Properties
The tensile behaviour of 100% wt kenaf composites in Fig. 3 shows a unique curve of brittle-ductile 
failure and ductile failure. It is assumed that the brittle failure is due to the matrixes system and 
ductile behaviour is produced mainly by the higher percentage of kenaf fibre % wt. Observation 
on overall tensile result showing a similar pattern of brittle failure. Observation on each hybrid 
composites samples surfaces after tensile testing shows that most of the samples were de-bonding in 
between the interphase layers of kenaf -E-glass fibre composites samples due to un-treated surfaces 
that resulted in the interphase failure of the specimens.  The observation during the tensile test also 
showed that failure occurred mainly at the E-glass fibre section which is the outer skin, whereas the 
sudden failure at the kenaf section indicated that majority of the tensile strength was actually provided 
by the E-glass fibre, not the kenaf fibres.  As such, the behaviour of brittle failure is considered 
acceptable as the total strength is provided by the E-glass fibre in comparison to kenaf fibres.
Fig. 3: Tensile properties of 100% wt kenaf composites
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 The overall results for the hybrid (untreated kenaf - 10% wt, 20% wt, 30% wt, 40% wt, 50% 
wt, 60% wt, 70% wt, 80% wt, and 90% wt kenaf fibres) and 100% wt E – Glass fibre composites 
showed a similar pattern of brittle failure, as illustrated in Figs. 4, 5, and 6 below.
Fig. 4: Tensile properties of 100% wt E – glass fibre composites
Fig. 5: Tensile properties of 10% wt E – glass fibre composites
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Fig. 6: Tensile properties of 90% wt E – glass fibre composites
Flexural Properties
The flexural results show an increase in amount by the weight of E-glass fibre resulted in a brittle 
behaviour of all the composite samples.  Meanwhile, a fibre combination of the kenaf/E-glass fibre 
resulted in a brittle-ductile or ductile-brittle transition behaviour.  Fig. 7 shows that at 100% wt kenaf 
fibre, the flexural properties became uncertain; for instance, the curve shows ductile behaviours and 
multiple ductile behaviours in certain locations.  The SEM observation carried out on the fractured 
surfaces for 100% wt kenaf fibre, after the flexural testing, showed poor adhesion and poor resins 
contributed to uncertain results.  On the contrary, the flexural result (Fig. 8) for 100% wt E- glass 
fibre composites showed a brittle behaviour for all the composite specimens.
Fig. 7: Untreated 100% wt kenaf fibres
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Fig. 8: 100% wt E-glass fibre composites
 The fibre combination of kenaf /E-glass fibre resulted in a brittle-ductile or ductile-brittle 
transition behaviour.  In more specific, brittle-ductile transitions are shown in untreated 10% wt, 
20% wt, 30% wt and 40% wt kenaf fibre samples, whereby the amount by weight for the E-glass 
fibre is dominant.  Fig. 9 shows the brittle-ductile or ductile-brittle transition behaviour for 10% 
wt untreated kenaf composites.
Fig. 9: Untreated 10% wt kenaf fibres
 The ductile-brittle transitions are also shown at higher amount by weight of the kenaf fibres 
for the untreated 90% wt, 80% wt, 60% wt and 50% wt kenaf fibre samples.  Fig. 10 presents the 
ductile–brittle failure for 90% wt untreated kenaf composites.
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Fig. 11: Impact properties comparison between the hybrid composites
Fig. 10: Untreated 90% wt kenaf fibres
Impact Properties
As shown in Fig. 11, the impact value for 70% wt E- glass fibre up to 100% wt E- glass fibre is 
higher compared to those with higher percentages of kenaf fibre % wt.  The results also show that 
E- glass fibre provides higher impact property values, suggesting that a combination of the hybrid 
at higher E – glass fibre increases the overall impact value.
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Morphology Properties
Fig. 12 shows untreated 100% wt kenaf composites with high impurities on the fibre surfaces. 
The observation carried out showed a poor resin –fibre surface adhesion and no wettability to the 
surfaces of kenaf fibre.
 Fig. 13 illustrates 30% wt untreated kenaf composites phase separation between the E-glass 
fibre and kenaf fibre, indicating poor fibre-matrix adhesion, high porosity, and inhomogenity at 
fractured surface areas.
 Fig. 14 shows 10% wt untreated kenaf composites with high porosity; the presence of fibre 
aggregation and surface impurities, cellulose porous structure (lumen) due to the non-treated fibres 
and high void areas resulted in a low fibre-matrix adhesion.
Fig. 12: SEM for 100% wt kenaf composites Fig. 13: SEM for 30% wt kenaf composites
Fig. 14: SEM for 10% wt kenaf composites
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CONCLUSIONS
Several conclusions made include:
1. The incorporation of E – glass fibre resulted in brittle failure.
2. Combining E-glass fibre at higher amount to cellulose fibre resulted in high strength, low 
ductile, and low toughness behaviour.
3. Ductile behaviour was observed in several composites at higher cellulose fibre % wt.
4. An increased amount of cellulose fibre % wt resulted in high ductility and high toughness 
behaviours.
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ABSTRACT
A study of kaolin addition in polypropylene (PP-kaolin) melt was carried out to characterize its 
flow behaviour and viscoelasticity at different temperatures.  The compound of 20 wt% kaolin was 
prepared by melt mixing using two roll-mill heated at 185°C, while the compounded composites 
were put through a single screw extruder to evaluate its melt flow properties.  The prepared PP-
Kaolin composites exhibited a shear thinning behaviour and appeared to be strongly dependent on 
temperature.  Moreover, it was also found that the power law index was constantly increased as the 
temperature increased.  Meanwhile, a similar trend was observed for swelling ratio, whereby it also 
increased with increasing temperature.  It was also observed that changes in the die temperatures 
would result in the formation of obvious bubble like surface morphology, and it became more 
prominent when the temperature was lowered.
Keywords: Composites, polyolefins, processing, rheology, swelling
INTRODUCTION
Flows of molten polymer are greatly affected by the heat generation due to viscous dissipation. 
This heat generation could cause large temperature rises in the region of high shear rate, such as 
near the wall of capillaries and die.  Moreover, significant flow rearrangement may also occur due 
to the large temperature dependence of viscosity of most polymer melts.  The occurrence of viscous 
dissipation or shear heating may harm and generate significant error in the processing of polymer 
melt, particularly for data taken at high shear stress or shear rates (Gang Yang, 1998; Gupta, 2000).
.  The effect of shear heating or sometimes interpreted as non-Newtonian effect may cause reduction 
in polymer viscosity as the shear rate increases.  Therefore, initiatives are taken in this study to 
determine the effect of flow and viscoelastic behaviour of PP-kaolin composites at different test 
temperatures.
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 EXPERIMENTS
Materials
The thermoplastic used was Polypropylene (PP) copolymer, grade Pro-Fax SM240, supplied by 
Titan PP Polymer, Malaysia, and with the melt index of 25g/10 min.  Kaolin was provided by Finn 
Chemicals with the density of 2.59 g/cm3 and the mean particle diameter of 3.0 µm.  PPgMA was 
supplied by the Exxon Mobil Chemical.  The compound formulations contained 75 wt% PP, 5 
wt% PPgMA, whereas 20 wt% Kaolin was chosen as several difficulties in extrusion process was 
confronted when exceeding 20 wt% of kaolin loading.
Rheological Test
The rheological behaviour evaluation of the prepared sample was performed using a Brabender 
stand-alone single screw extruder KE 19/25 D.  The test was conducted using a fabricated die with 
the L/D ratio of 22/3.  The die temperature used in this study was in a range of 190°C - 230°C. 
Meanwhile, the volumetric flow rates (Q) were calculated from the weight of the extrudate cut in 
grams for 15 sec (Wext), which was divided with the melt density (ρm) obtained from the MFI, as 
expressed in equation 1.
  Q = W
m
ext
t  (1)
   
 The apparent shear rate ( appc
: )
 
and the apparent shear stress ( appx ) were calculated from the 
known length (L) and radius (R) of the fabricated die and the pressure (P) generated at the die during 
the extrusion.  These parameters are expressed in equations 2 and 3.  The apparent shear viscosity 
is given by the relation of appx  over the appc
: , as shown in equation 4 below.
   
L
RP
2app
x = (apparent shear stress) (2)
   
R
Q4
app 3c r
=
: (apparent shear rate)  (3)
    
  app
app
apph
c
x
= :  (4)
 The extrudates were carefully cut at 3 cm long strand from the die and directly quenched in 
water.  The ratio of the extrudate diameter to the die diameter was calculated using equation 5.
  B = 
D
D
d
e   
   (5)
where De and Dd are the diameters of the extrudate and the die, respectively.
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RESULTS AND DISCUSSION 
The results gathered for the effects of temperature on the flow behaviour of the PP-kaolin composites 
are shown in Fig. 1.  It has been clearly demonstrated that appx  decreases with the increase in 
temperature.  Initially, the decreasing value in appx  adhered to the common trend previously observed 
by many researchers for other polymeric materials (Gupta, 2000; Brydson, 1989; Sombatsompop 
& Thongsan, 2001).  This could be explained by with the rise of the temperature, while the flow 
resistance decreased with the increasing amount of free volume.  Fig. 2 illustrates the correlation 
between the apph  of the melt and the appc
:  at test temperature ranging from 190°C to 230°C for 
the PP-kaolin composites.  As expected, the melt apph  reduced with the increase in appc
:  and test 
temperatures respectively (Liang et al., 2000; Liang et al., 1998).
Fig. 2. Viscosity curve of the PP-kaolin composites at various temperature 
Fig. 1. Melt flow curve of PP-kaolin composites at various temperatures
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 Table 1 shows the power law flow indices (n) of the power law relation which was obtained 
from the slope of the linear variation of log appx - log appc
:  plot.  It was also observed that the value 
decreases with temperature, indicating that the polymer melt became more pseudoplastic as the 
temperature increased; therefore, signifying the ease of flow for the polymeric chain segment.
 
TABLE 1
Power law index (n) for PP-kaolin composites at different temperatures
 (°C) Power law index, n
190°C 0.3389
210°C 0.3053
230°C 0.2892
 
 Extrudate swell is often related to the elastic recovery of the materials at the inlet of the die where 
the polymer usually swells to a much greater diameter than that of the orifice.  Fig. 3 illustrates the 
swelling ratio of the PP-kaolin composites at different appc
:  for various processing temperatures.  It 
also shows that the increase in temperature causes a decrease of the swelling ratio.  This could be 
explained by the decrease in the polymer melt strength with the increase in temperature (Samsudin 
et al., 2006).
Fig. 3: Swelling ratio vs. shear stress of PP-kaolin composites at various temperatures
 The extrudates collected were examined, whereas the extrudate surface textures of the composite 
at a constant speed of 35 rpm for the temperature of 190°C and 230 °C are presented in Fig. 4.  It 
can be observed that the bubble size for the extrudates at lower temperature of 190°C is bigger 
compared to the bubble size generated for the extrudates at higher temperatures.  This phenomenon 
is closely related to the decreasing value of  apph  
at higher processing temperatures.  At the same 
amount of filler loading, apph  plays a vital role in altering the surface tension of the polymer.  In 
190oC
210oC
230oC
Temperature (oC)
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the molten state, lower apph  will initially decrease the polymer melt surface tension, and produce 
smaller bubbles like surface texture which are obtained when high shear forces are applied with 
respect to the melt with higher apph  (Brydson, 1989; Beloshenko et al., 1999) at lower temperature. 
Therefore, this finding provides an indication that it is important to optimize the extrusion speed 
of the PP-kaolin composites as smooth extrudate surface texture was obtained below 35 rpm at the 
temperature of 190°C to 230°C.
CONCLUSIONS
appx
 
has been shown to decrease, while the melt apph  reduces with the increase in appc
: , as the 
temperature increases.  This is caused by the decreasing flow resistance with the increasing amount 
of free volume (i.e. with a rise in the temperature).  On the other hand, the increase in the processing 
temperature was observed to have caused a decrease of the swelling ratio due to the decrease in the 
polymer melt strength.  Meanwhile, the size of bubbles on the extrudate surface at lower temperature 
of 190°C was found to be bigger compared to the size of the bubbles generated for the extrudates 
produced at higher temperature.  This phenomenon could be closely related to the decreasing value 
of that creates lower melt surface tension at higher processing temperatures.
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ABSTRACT
An experimental study was performed to determine the drying characteristics of dried papaya using 
different drying methods.  They were dried using several methods, such as sun drying, solar drying, 
oven drying, and microwave drying.  The effects of different operating conditions on physical quality 
attributes were investigated.  The papaya were cut into different thicknesses and cooked in sugar syrup 
with different sugar concentration for 24 hours.  Three different temperature settings were used in 
oven and microwave drying.  The drying curve and drying rate of each method, temperature, sample 
thickness and sugar concentration were studied.  The drying times were found as in 6-15 minutes, 
5 to 11 h, 10 to 18 h, and 14 to 23 h for the microwave, oven, sun and solar drying, respectively.  
The drying time increased with the increase of sample thickness and sugar concentration, as well as 
with the decrease of the drying temperature.  In this study, quality attributes like colours and textural 
property of dried papaya were explored.  Among the various methods of the drying characteristics 
of papaya halwa, oven drying was preferred with the optimum sample in 5 mm thickness and at 
the air temperature of 70ºC as it saved up to 40% of the drying time as compared to other methods, 
except microwave, and produced acceptable physical quality of product.
Keywords: Papaya halwa, drying methods, drying curves, colour, texture
INTRODUCTION
Dried fruit is becoming more popular these days due to their longer shelf life, taste, and product 
diversity, but most importantly, it is due to the increased awareness in consumers in avoiding 
chemical and food preservatives.  Papaya is one of the major horticultural crops of the tropics 
and sub-tropics.  After harvesting, the quality of papaya deteriorates easily.  Drying is largely 
utilized to stabilize the product by reducing its moisture content.  It is the oldest method of food 
preservation by removing water from the food.  Reduction in water activity prevents the growth of 
micro-organisms and this consequently reduces the rate of chemical reaction (Wallace & Arsedec, 
1973).  The reductions in weight and volume upon drying also reduce transportation and storage 
costs, and for some types of food, these provide greater variety and convenience for the consumers. 
Drying involves heat and mass transfer which will change the nutritive quality of the product and 
affect the taste.  Physical changes that may occur include shrinkage, puffing, and crystallization. 
In some cases, desirable or undesirable chemical or biochemical reactions may occur, leading to 
changes in colour, texture, odour or other properties of the food product (Bala et al., 2002).  Halwa 
are relatively dense confections that are sweetened with sugar or honey.  In Malaysia, halwa are 
usually made from fruits and are quite popular, especially among the Malays and Indians.
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 There are different types of dryers and drying methods, each being better suited for a particular 
situation and are commercially used to remove moisture from a wide variety of food products.  The 
drying method is chosen not only to obtain the required properties of the drying product, but also 
to meet certain requirements on the final product.  The methods used for drying of food are such as 
sun drying, solar drying, oven drying, freeze drying, vacuum drying, microwave drying, and others 
(Wallace & Arsedec, 1973).  Sun drying is a traditional and the oldest method, where it directly 
utilizes heat from the sun.  Nonetheless, it has several disadvantages; for instance, the slowness of 
the process, risk of contamination, and total dependency on weather condition (Doymaz, 2004).  It 
is widely used as it is efficient and economical.  A solar cabinet dryer can be successfully used for 
drying mango, apples, figs, and other fruits (Bala et al., 2002; Brenndorfer & Kennedy, 1985).
 Oven drying is suitable for small-scale drying, gives good protection from insects and dust, 
and does not depend on weather conditions.  The dry oven method is much easier, and its drying 
time may vary considerably, depending on the temperature variation used (Bouraoui et al., 1993). 
Oven-dried foods are usually darker, more brittle and less flavoured compared to sun-dried product 
(Wallace & Arsedec, 1973).  Recently, microwave drying is increasingly becoming popular in 
the drying of food, particularly fruit.  It is more efficient and provides rapid and uniform drying 
compared to conventional drying methods (Wang & Chao, 2001; Maskan, 2000).  One study has 
showed that microwave drying reduced the drying time significantly and the sensory acceptance 
of the microwave processed samples was much higher than that of commercial products (Yang 
& Atallah, 1985).  However, this method may result in poor quality products if it is not applied 
properly (Maskan, 2001).  Dried products are subject to physical characteristics, such as colour, 
textural properties and nutritional changes (Prachayarawarakom et al., 2007).  The colour changes 
according to sugar content, temperature, and exposure time (Doymaz, 2004).  Several studies have 
reported that higher drying rates, obtained by higher drying temperatures, result in higher degrees of 
deformation of food products (Orikasa et al., 2007).  Thus, the aim of this study was to investigate 
the effect of different drying methods and operating parameters on the physical attributes of dried 
papaya halwa.
MATERIALS AND METHODS
Materials 
Papaya Carina was used in this experiment.  It was selected based on ripeness, and for this reason, half 
ripe papaya is an ideal choice.  The fruit were cleaned and cut into slices with different thicknesses 
of 3, 5 and 7mm, respectively.  They were boiled in water and sugar for 15 minutes to produce 
halwas.  The halwas were dried using 4 different methods with different temperatures (for oven and 
microwave drying).  The weight loss of the sample for sun, solar, and oven drying was recorded 
at 1 hour intervals until the final stage of drying was reached.  The effects of different variables on 
the physical attributes, such as texture, colour, and drying rate were evaluated.
RESULTS AND DISCUSSION
In this study, the effects of different drying methods on the drying rate and physical properties were 
evaluated.  For this purpose, different operating conditions were applied and the effects on drying 
rate and other physical characteristics were studied.
Effects of Different Operating Parameters in Papaya Halwa Drying
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The Effect of the Drying Method on Drying Time
The drying process started with an average initial moisture content of 1.15kgH2O/kg dry solid 
until it reached 0.10kgH2O/kg dry solid.  Table 1 shows the drying time for the different drying 
methods.  The time was found to vary according to the different temperatures, thicknesses, and 
sugar concentrations of the samples.  It is evident that microwave drying is much faster than other 
methods.  Faster drying time obtained by the solar drier compared to sun drying is due to the fact 
that the samples in the dryer receives more energy from the collector and incident solar radiation 
which reduces a bit of the drying time compared to sun drying.  As expected, microwave drying 
may be perceived as the most efficient method in terms of the time it takes to reach the final dried 
condition.  In food processing, however, there are also other qualities that need to be taken into 
consideration before making any conclusion.  Microwave drying has been found to increase the 
elasticity and decrease the viscosity of products (Krokida & Maraoulis, 1999).  Meanwhile, the 
drying time was significantly reduced (up to 90%) compared to other methods.  Similar results were 
also found in the existing literatures (Maskan, 2001; Funebo & Ohlsson, 1998).  The significantly 
shorter drying time could be due to the rapid heat penetration by microwave.  Sun drying took the 
longest time and consequently, it increased the risk of microbial growth in the product.
The Effect of Temperatures
It is important to note that temperature plays a vital role in the effect of drying process because it 
represents the quantity of heat externally supplied.  As the temperature is increased, the drying time 
is reduced as the driving force for heat transfer to the samples increases.  Three different operating 
temperatures (50oC, 60oC and 70oC, respectively) were used for oven and microwave drying.  The 
effect of temperature on the drying kinetics was one of the interests in this study.  Increasing the 
temperature would reduce up to 30% of drying time in oven drying and more than 60% in microwave 
drying.  In microwave drying, for instance, the time requires to reach 0.10kgH
2
O/kg dry solid ranges 
from 5-20 minutes, depending on the microwave temperature.  Fig. 1 shows the changes in the 
moisture content of papaya slices in oven drying while Fig. 2 illustrates the changes in microwave 
drying at constant thickness and sugar concentration.  It was evident from these curves that the 
moisture contents decreased continuously with the drying time.  At constant sample thickness, 
increasing air temperature resulted in reduced drying time.  According to the kinetic theory, this 
phenomenon is a result of the increased energy of water molecules as the temperature is increased. 
The total drying time was found to be 7.0h, 5.7h, and 4.9h at the air temperature of 50ºC, 60ºC and 
70ºC, respectively.  The drying curves were similar with the other research that were observed in 
kiwifruit drying by Orikasa et al. (2007) and the drying characteristics of irradiated apple slices 
(Wang & Chao, 2001).  Drying temperature also affects the hardness of papaya slices and the high 
temperature drying also induces greater changes of papaya colour.
TABLE 1
Drying time for different drying methods
Drying method Time taken to reach final moisture content
Sun 18-23 hours
Solar 15-19 hours
Oven 5-7 hours
Microwave 0.08 – 0.33 hours
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The Effects of Sample Thickness
The papayas were sliced into three different thickness; 3, 5, and 7 mm respectively.  Fig. 3 shows 
that the drying curves of papaya slices were affected by their thicknesses as more rapid moisture 
removal at thinner initial thickness was due to the reduced distance between the moisture molecules 
moving.  During the same drying period, more water was lost in the thinner sample and this explained 
the steeper curve.  The results are in agreement with the findings of other researchers (e.g. Wang 
& Chao, 2001; Maskan, 2000).
 The moisture contents versus drying time curves at a variation of thickness for sun drying of 
papaya slices samples under natural convection are given in Fig. 4.  The drying time to reach the 
final moisture content was in between 14-23 hours.  The drying time for the sun and solar drying 
was higher than oven drying.  This is due to the temperature fluctuations resulting from the changes 
in weather and the environment (Bala et al., 2002).
Fig. 1: Drying curves for oven drying (7 mm thickness, 60 ºbrix)
Fig. 2: Drying curves for microwave drying (7 mm thickness, 60 ºbrix)
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The Effects of Sugar Concentration 
In general, halwa has higher sugar concentration than fresh dried samples.  This affects drying rate 
and it takes longer drying time (to reach the desired moisture content) for all the drying methods. 
This is because at higher sugar concentration, water under the surface is trapped and it takes a 
longer time to evaporate (Togrul & Pehlivan, 2004).  In addition, the presence of sugar also affects 
the physical properties and the appearance of the samples, making it harder and darker in colour 
as compared to the fresh samples.  Fig. 5 shows the drying curves for sun and solar drying under 
different sugar concentrations.  At the same sugar concentration, it was found that solar-dried samples 
dried faster than sun-dried samples, and this was due to the fact that the papaya slices in the drier 
received energy from the collector and incident solar radiation which led to the reduction of drying 
time up to 20% compared with sun drying method (Bala et al., 2002).
Fig. 3: Drying curves for oven drying (70oC, 60 ºbrix)
Fig. 4: Drying curves for sun drying (60 ºbrix)
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Texture Measurement
The samples were tested for texture analysis using texture analyser (INSTRON 5566, USA).  Fig. 
6 shows the forces needed to penetrate the samples.  The peak indicates the maximum force that is 
needed to compress the samples.  The hardness of the samples during sun, solar, oven, and microwave 
drying was found to be 2.0 to 3.0, 2.5 to 3.5, 4.0 to 6.5, and 5.0-13.0N, respectively.  Meanwhile, 
the samples dried using microwave were the hardest with the highest peak as they were very dry 
and had hard surfaces as compared to the solar-dried and sun-dried samples with the hardness value 
in the range of 2N – 3.5N only.
 As expected, the thicker the sample is, the higher forces are needed to compress the sample. 
This can be observed in the results presented in Table 2.  However, note that in microwave drying, 
the hardness of the samples increased significantly (more than 100%) as the thickness was increased 
from 3 mm to 7 mm.  On the other hand, the increment of hardness dried using other methods only 
Fig. 6: Hardness of papaya slices for different drying methods
Fig. 5: Drying curves sun and solar drying (5 mm thickness)
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TABLE 2
Sample hardness for different thicknesses
Method
Thickness
3 mm 5 mm 7 mm
Sun drying 2.1±0.4 2.5±0.4 2.8±0.4
Solar drying 2.8±0.4 3.1±0.4 3.4±0.4
Oven drying 4.2±0.6 4.8±0.6 6.5±0.6
Microwave drying 5.3±0.8 8.1±0.8 12.2±0.8
TABLE 3
Colour quality for the fresh and dried samples
Method
Thickness
L* a* b*
Fresh 55±1.6 36±2.1 40±2.0
Sun drying 50±2.4 32±1.4 38±1.2
Solar drying 48±2.1 30±1.8 37±1.4
Oven drying 43±1.5 26±0.9 35±1.6
Microwave drying 25±0.8 17±1.7 30±2.8
increased between 21% -55%.  Meanwhile, the samples dried using microwave tended to be the 
hardest due to effect of rapid drying and rapid evaporation.
Colour Measurement
Colour is one of the most important physical quality attributes in a product.  In this study, the colour 
was analysed using Ultrascan PRO Spectrophotometer (HunterLab, USA).  Table 3 presents the 
results of colour measurements of fresh and dried papaya slices at the end of drying.  The lightness 
(L*) of the dried samples ranged from 25 to 57, while redness value (a*) ranged from 17 to 38, and 
yellowness (b*) from 32 to 42.  The colour values of the microwave dried sample indicated the 
highest change with the lowest value of L (lightness) and a* (redness), and this simply meant the 
colour was darker as compared to other drying methods.
CONCLUSION
Factors such as air temperature, sample thickness, drying time, and sugar concentration played a 
major role during the drying process in all drying methods applied.  At high temperature, the samples 
at any thickness dried faster than those at lower temperature.  Meanwhile, the samples with lower 
thickness also resulted in faster drying time.  The moisture in the thinner samples was removed 
faster than the thicker samples at any temperature and sugar concentration.  An increase in sugar 
concentration resulted in longer time for the moisture to evaporate at different thicknesses and 
temperatures.  Similarly, different drying methods resulted in different drying rates and affected the 
physical attributes of the dried samples such as colour and texture.  Depending on the temperature, 
sample thickness and sugar concentration, the time needed to achieve the equilibrium moisture 
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content (0.10 kgH
2
O/kg dry solid) for oven drying ranged between 5 to 11 hours.  For the solar and 
sun drying, the drying time was between 14-23 hours; whereas, it only took 6-15 minutes using 
microwave to achieve particular moisture content.  Although microwave drying method could save 
up to 90% of the drying time, as compared to the sun drying method, the microwave dried samples 
were the least popular when colour appearance and texture were considered.
 Among the various methods of drying characteristics of papaya halwa, oven drying was preferred 
with the optimum sample in 5mm thickness and at the air temperature of 70ºC, as it saved up to 40% 
of drying time compared to other methods (except microwave) and produced acceptable physical 
quality of the product.
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ABSTRACT
Controller tuning is needed to select the optimum response for the controlled process.  This work 
presents a new tuning procedure of PID controllers with safety and response quality measures on a 
non-linear process model by optimization procedure, with a demonstration of two tanks in series.  
The model was developed to include safety constraints in the form of path constraints.  The model 
was then solved with a new optimization solver, NLPOPT1, which uses a primal-dual interior point 
method with a novel non-monotone line search procedure with discretized penalty parameters.  
This procedure generated a grid of optimal PID tuning parameters for various switching of steady-
states to be used as a predictor of PID tunings for arbitrary transitions.  The interpolation of tuning 
parameters between the available parameters was found to be capable to produce state profiles with 
no violation on the safety measures, while maintaining the quality of the solution with the final set 
points targeted achievable.
Keywords:  Non-linear programming, optimal PID tuning parameters, path constraints, PID 
controller tuning, primal-dual interior point method
NOMENCLATURE
Latin Symbols
A1,  A2 cross-sectional areas of tank 1 and tank 2, respectively
apipe cross-sectional area of the pipes
cs controller’s actuating signal
c(t) controller’s output
Fin  low rate into tank 1
Fmax  maximum flow rate
f(x) objective function 
h1,  h2 liquid levels of tank 1 and tank 2, respectively
hm measured liquid level
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hsp targetted liquid level
hss initial steady-state level
h(x) equality constraints as defined in the context
KC proportional gain 
l  total losses in pipe
l∞ infinity norm of the Lagrange multiplier values
lcontraction loss contributed by a sudden contraction at tank exit
lvalve loss contributed by a half open globe valve in pipe
tf final time
ts  starting time
x  primal variables
xL lower bounds on variables x
xU upper bounds on variables x
Greek symbols
εss final steady-state satisfaction parameter
ε(t) deviation
µ barrier parameter
ΦB barrier function
τD derivative time constant
τI integral time constant
Abbreviations
AI  artificial intelligent
CPU   CPU time
FL   fuzzy logic
GA   genetic algorithm
IAE   integral of the absolute value error
IFT   Iterative Feedback Tuning
IMC   Internal Model Control
ISE   integral of the square error
ITAE   integral of the time-weighted absolute error 
MILP   mixed integer linear programming problem
MINLP   mixed integer nonlinear programming problem
MIQP   mixed integer quadratic programming problem
MPC  Model Predictive Control
NLP   nonlinear programming problem
PI   proportional-integral
PID   proportional-integral-derivative
SIMC   Simple Internal Model Control
SISO   single-input single-output
SOC   second order correction
Dynamic Optimization for Controller Tuning with Embedded Safety and Response Quality Measures
 Pertanika J. Sci. & Technol. Vol. 19 (2) 2011 399
INTRODUCTION
This paper focuses on a proportional-integral-derivative (PID) controller, which can be represented 
as:
  ( ) ( ) ( ') 'c t K t K t dt K
dt
d
cc
c
t
t
c s
1 o
Df x f x
f
= + - +#  (1)
 In the model, c(t) is the controller’s output, Kc is the proportional gain of the controller, τI is the 
integral time constant, τD  is the derivative time constant, and cs is the controller’s actuating signal 
at ε(t) = 0.  These parameters vary across process models and must be tuned to get the optimal 
behaviour of the process.
 The processes studied are non-linear dynamic processes.  This is because most of the chemical 
processes are nonlinear and non-stationary.  The characteristics of the process change over time.  In 
general, the particular case of servo-control (steady-state switching) is a situation that is not easy 
to deal with by the local linearization of the dynamic model of the system.
 For example, the controller must be targeted to satisfy the maximum product yield, stabilize 
the process, sustain product quality, and maintain the maximum feed throughput.  Meanwhile, too 
tight control might produce large oscillations, low product yield, and process swing.
PID Controller Tuning
In tuning a controller, the general performance criteria used to determine good controller tuning 
parameters are that it is required to produce a response with minimum overshoot and oscillation, 
use minimum settling time to reach the new steady-state, and fulfil the steady-state performance 
criterion which needs the deviation error to be zero after a sufficient time.  Different performance 
criteria chosen for the same process will give different optimal tuning of the controller.
 There are two ways the controller can be tuned, manually or computationally, e.g. as described 
by Stephanopoulos (1984).  Manually, for a process with a possibility of offline tuning, the system 
can be subjected to changes in input, where the response is then measured to determine the controller 
parameters.  For online tuning, two common methods to choose from are the Cohen-Coon’s process 
reaction curve tuning method and the Ziegler-Nichols tuning method.  Basically, no process model is 
required for the Cohen-Coon method.  The open control loop of the system is subjected to changes 
in its input, and the model of the recorded response is then approximated as a first-order system 
with a dead-time.  From the approximated process model, the tuning parameters are then determined 
using the developed Cohen-Coon formula.  Almost similar is the Ziegler-Nichols method, where 
some changes are introduced to the closed loop system, in the input or the disturbance, from which 
the Ziegler-Nichols recommended settings can be used to tune the controller.
 Computationally, provided the complete mathematical model of the system is available, 
the optimization of time-integral performance criteria can be used to tune the parameters, such 
as those described by Stephanopoulos (1984).  Here, the response of the system is optimized so 
that the deviation in the set point is minimized throughout the process.  The solution generated 
computationally is expected to perform better than the tuning parameters produced through a manual 
procedure as these tuning parameters should comply all the control constraints required, while 
minimizing the performance criterion.  Various criteria for the error of the response are the integral 
of the square error (ISE), integral of the absolute value of the error (IAE) and integral of the time-
weighted absolute error (ITAE).  Similarly, the optimizers used vary as well, across a whole range 
of state-of-the-art optimizers available.  An example is an ant system algorithm as implemented by 
Tan et al. (2005) to obtain optimal PID tuning parameters in their PID controller.  Another example 
is the tuning of a PID controller for the first-order plus time delay models by Tavakoli & Tavakoli 
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(2003), whereby dimensional analysis and curve fitting techniques are used to build the model, and 
a genetic algorithm optimization technique is used to find the optimal PID tuning parameters.  It 
has been demonstrated that the proposed novel optimal design method performs better compared 
to traditional tuning procedures.
 Another relatively new method in optimization is in the area of artificial intelligent (AI) where 
methods such as neural networks, fuzzy logic, and genetic algorithms are used to tune the controller 
parameters.  Some research in the area, including a paper by Gadoue et al. (2005).  In their study, the 
researchers compared an offline genetic algorithm (GA) strategy to online fuzzy logic (FL) tuning 
scheme in tuning a PI controller of an induction motor.  They found that the GA strategy is better 
for the normal operation conditions, while FL performed better when there are variations in the 
system parameters.  Another example is by Lin et al. (2004), where a real-time GA is used to search 
the optimal controller tuning parameters of a PI controller of a linear induction motor.  Meanwhile, 
combinations between AI with the optimization methods have also been done, such as the work by 
Kao et al. (2006), in which a heuristic optimization algorithm, particle swam optimization method, 
is used to produce the optimal tuning parameters of a slider crank mechanism system at no load and 
full load conditions.  With this information, a fuzzy rule is then used to tune the parameters online 
according to changes in the system.
 Apart from optimization methods, direct synthesis (as discussed in the book by Smith & 
Corripio, 1985), is another tuning method suitable for processes with a complete process model. 
If there is a complete control loop, with the dynamics of each element in the control loop including 
the process dynamics as well as the desired form of the closed-loop response characteristic, direct 
substitution and rearrangement of the closed-loop system equations will then give the optimal 
controller tuning parameters for the system.  Other related methods include the Internal Model 
Control applied to PID controller design (IMC-PID) by Rivera et al. (1986), and the Simple Control 
Internal Model Control on PID controller (SIMC-PID) by Skögestad (2003).  With the availability 
of a process model, the IMC-PID and SIMC-PID design procedures will give controller parameters 
which are related straightforwardly to the model parameters, except for one tuning parameter, i.e. 
the closed-loop time constant.  Meanwhile, the IMC-PID tuning rules are derived analytically for 
each process, SIMC-PID tuning rules simplify all the processes to an approximate first- or second-
order process with time delay.  Then, only the approximated model is subjected to direct synthesis 
to obtain the relationship between the controller tuning parameters and the process model.
Steady-state Switching and Existing Control Methodologies
Often, steady-state conditions are disturbed while operating a process.  This may be due to some 
upsets or disturbances into the process, where a new steady-state must be obtained to get the optimal 
process output.  An example is in a combustion system where the temperature of the air affects the 
efficiency of the combustion.  Therefore, the inlet fuel/air ratio needs to be changed accordingly 
to maintain the efficiency of the system (Stephanopoulos, 1984).  Another example is a process 
consisting of a methanol synthesis fixed-bed reactor (Shahrokhi & Baghmished, 2005), where 
changes in the input feed composition of the reactor will affect the reactor yield.  Therefore, pressure 
of the boiling water in the reactor which is the manipulated variable, must be changed accordingly 
responding to the changes in the feed.
 When the steady-state of a process switches, it is then natural to expect the controller to adapt 
itself to the changes.  The controller implemented will be able to bring the process towards the 
required new steady-state provided enough time is given and “bad behaviour” is allowed in the 
controller response, such as oscillations, high overshoot, or long settling time, which will affect the 
product output.
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 However, as the performance of the controller is not guaranteed, more insights are needed 
into the tuning procedure to include steady-state switching.  There is a number of existing control 
methodologies used to deal with the steady-state switching so that the final output is still under 
control, some of the techniques are to be discussed next.
Adaptive control
An adaptive control, as described by Stephanopoulos (1984), adapts itself automatically when it 
detects changes in the steady-state condition of the process.  The extra control loop in the controller 
provides new tuning parameters based on an extra objective.  The objective is set so that it applies 
one of the performance criteria and produces adjusted tuning parameters which are then fed to the 
controller.  For a process with a complete model of the system available, programmed adaptive 
control can be used.  The controller measures an auxiliary variable of the process, detects the changes 
in the chosen variable when there is a change of process steady-state, does a simple calculation 
based on the changes using the process model, and provides the adjusted tuning parameters to the 
controller.  However, if the process model is not available, self-adaptive control can be used.  The 
model-reference adaptive control tunes the controller parameters online based on the output from 
the process and compares the response produced to the reference model. From the deviation in the 
error of the response, new values for controller parameters are obtained.  Another self-adaptive 
controller, the self-tuning regulator estimates new tuning parameters after a steady-state switching 
by assuming the process to behave like a first-order system with dead time.  The tuning parameters 
produced from the estimated model are then adjusted accordingly to fulfil the design criteria before 
being fed back to the controller (Stephanopoulos, 1984).
Optimization with internal model control (IMC)
This is another method that has been used recently by Shahrokhi & Baghmisheh (2005) in a methanol 
synthesis fixed-bed reactor system.  The method is based on online changes in the set-point, in 
this case the pressure of the boiling water.  First, the pressure dynamics are modelled as an offline 
open loop response using the least squares method.  Various magnitudes of pressure steady-state 
switching are introduced to the loop to collect the input-output data.  These data are then used to 
estimate the process model by the least squares method.  Next, the IMC technique is applied based 
on the model obtained to provide the required PID tuning parameters.  This is a simple technique 
which calculates the suggested PID tuning parameters using the supplied equations.  It is interesting 
to note that this technique produces a single set of tuning parameters that consider all the possible 
steady-state switchings.  The shortcoming with this is that it will by necessity be slower in cases a 
more rapid response should be feasible, and in general desired.
Iterative feedback tuning (IFT)
Iterative feedback tuning technique has been first introduced by Hjalmarsson et al. (1994).  It is 
a procedure used on a model-free process.  The technique is based on optimizing a specific cost 
function which includes the system’s output error and the control effort to obtain the optimal 
controller tuning parameters.  Since this is a model-free process, the iterations in the minimization 
will be based on signal information on the closed-loop system of the process. The optimization 
technique used is based on Newton’s method.  However, since it is a model-free process, the gradient 
and the Hessian of the cost function is unavailable analytically.  Here, the gradient of the cost function 
is an estimated gradient found from iterative external experiments done on the closed-loop system 
formed by the real plant and the actual controller.  On the other hand, the Hessian can be estimated, 
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for instance, using an identity matrix as the Hessian, or the Gauss-Newton approximation of the 
Hessian, as long as it is a positive definite matrix which will be able to give a descent direction.
 Since then, this technique has been modified, and a comparison done by Lequin et al. (2003) 
showed that it outperforms other online techniques, namely the Ziegler-Nichols, IMC and the ISE 
methods.
Optimization with mathematical modelling
In their paper, Syrcos & Kookos (2005) suggested that the bilinear expression in their PID controller 
to be remodelled so that the available optimizer could be used to solve the model.  In their model, 
the process is formulated as a single input single output (SISO) linear time variant system, while 
the PID controller was presented in the velocity form of the discrete approximation of an ideal PID 
controller.  Included in the model are limit constraints on the state variables.  This model is then 
presented as an optimization problem with the objective of minimizing the performance criterion 
of the controller.  In their model, however, exists a bilinear term due to the formulation of the PID 
controller.  On the other hand, the bilinear term occurs can be removed by mathematical programming 
formulation and reformulated into linear terms.  The final model will then be either MINLP, MILP, 
or an MIQP optimization problem, depending on the objective function, and solved using GAMS 
interface to CPLEX and MINOS solvers.
 An almost related method is by Kazantzis et al. (2005) who suggested optimization on the 
performance criteria to select the best tuning parameters.  The performance criterion chosen is a 
quadratic function of the tracking error and the control effort, which is solved by Zubov’s partial 
differential equations.  The resulting model is an NLP model which is then optimized using the 
non-linear programming library of MAPLE.  In their paper, the optimal control parameters were 
found to depend on the step-size of the set-point.  This means, each steady state switching needs 
different control parameters to behave optimally.  They also suggested finding a single set of optimal 
controller parameters for the process using minimax optimization to find the optimal solution by 
minimizing the effect from the worst case scenario, taken to be the biggest step up and biggest step 
down in the steady state changes.
 By understanding the above procedures, an approach for a simpler but effective optimal tuning 
procedure for PID controllers for processes with steady state switching is introduced.
The New Approach
For the present work, a simple and effective tuning procedure for PID controller adaptation, with 
respect to steady-state switching operations, is formulated through an optimization procedure.  The 
targets are to produce tunings that give high quality controller performance (rapid and stable transfer 
to new steady-state), and satisfy operational and state constraints (path constraints) throughout the 
transition.  Here, the demonstration will be done on servo tuning of a system of two tanks in series 
with path constraints, which include the limitation on the liquid level in the tanks, the amount of 
inlet feed flow rate permitted and the requirement for a stable steady-state condition to be reached 
in reasonable time.
PROCESS MODEL
In the real world chemical engineering scenario, a linear, first-order, steady state process rarely 
occurs.  Therefore, a first-order case study would be arbitrary, while a non-linear, higher order, and 
dynamic example will be more beneficial as it refers closely to the actual situation.  In the example 
is a second order non-linear process consisting of two tanks arranged in series, as shown in Fig. 1. 
The control objective is to control the level of the liquid in tank 2, switched from one steady-state 
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to another desired steady-state, without violating any safety measures while maintaining stability 
and fast response, in the presence of changes in the inlet feed flow rate.
 To model the process, material balance was done on the two tanks, for which, for tank 1 is:
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and, for tank 2:
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  h2 (0) = hss`  (3b)
h1 and h2 are the liquid levels of tank 1 and tank 2, respectively.  At the beginning of the process, h1 
and h2 were at the same initial steady-state level hss as both tanks were assumed to be at atmospheric 
pressure.  A1 and A2 are the cross-sectional areas of tank 1 and tank 2, respectively, for which, in this 
case A1 = 3.80 m2 and A2 = 2.54 m2.  apipe is the cross-sectional area of the pipes with apipe = 7.85 ´ 
10-5m2 in the system.  Fin is the flow rate of the liquid into tank 1 and hss is the initial steady-state 
of the system, which is the initial liquid level in tank 2.  l (l = 10.0) is the total losses in the pipe 
contributed by a sudden contraction at tank exit (lcontraction = 0.5) with a half open globe valve used 
in the pipe (lvalve = 9.5) (Perry et al., 1963).
 The liquid levels in tank 1 and tank 2 were restricted to an upper and lower limit to prevent 
overflow and dry condition in the tanks.  The liquid level limit for tank 1 was such that:
                                                                . ( ) .h t1 0 3 01# #  (4)
and the liquid level limit for tank 2 was:
                                                               1.0 ( ) 3.0h t2# #  (5)
To measure the liquid level, a measurement device with the first-order dynamics was installed for 
tank 2.  The differential equation is such that:
  10 h hm
dt
dh
2
m + =  (6a)
                                                                                              
  hm(0) = hss` (6b)
where hm is the measured liquid level in tank 2.
 In the system, a PID controller was used to achieve the desired output value.  Here, hsp was let 
to be the set point, i.e. the targeted liquid level in tank 2.  Then, the difference of the measured and 
the desired liquid level was recorded as the deviation ε(t) where:
   ( ) ( )t h h tsp mf = -  (7)
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The response of the PID controller was given by:
   (8)
 For this case study, the controller’s actuating signal was set to cs = hss.  Here, the manipulated 
variable Fin was related directly to the PID controller output, although this was not actually the 
case in real models.  The final control element’s response to changes was assumed to be very fast 
which is true for small or medium-size valves (Stephanopoulos, 1984) that the dynamics could be 
neglected.  The remaining constant gain term was set as 1.  Therefore, the dynamics of the actuator 
was not included in the equations.
 Thus, it is important to get a high quality and stable solution.  To guarantee this, the final steady 
state was set to:
                               
dt
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dt '
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ss
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2
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f
# fb l#  (9)
where εss was the final steady-state satisfaction parameter such that εss  < 1 and ts and tf were the 
starting and end time of the integration.  In this case study, εss  = 10-6 and ts = 0.7tf  were used.  Here, 
the final time, tf, was set as a free variable.  This was done to allow the final time to vary, so that 
the tank could have a longer time for a difficult switching with the objective being to minimize the 
time needed to satisfy all the requirements (tf).
 Apart from guaranteeing the quality of the solution, the operability and safety measures needed 
to be satisfied as well.  The level of the liquid was controlled such as not to exceed the operable 
limit as in equations (4) and (5).  The inlet flow rate was also controlled as the operating capacity 
was restricted to be below a limit to follow some safety measures such that: 
  ( )F t F0 maxin# #  (10)
Where, Fmax was the maximum allowable flow rate in the pipe.  Alternatively, such constraints might 
be imposed by the pumping capacity available.  Here, Fmax = 0.04m3/s was used.
 To conclude, the objective was defined as to find the optimal response in getting to the required 
liquid level in tank 2.  It can be formulated as:
                                             | ( ) |min imize h t h dt
t
t
sp2
o
f
-#  (11)
Where, the criterion was based on the integral of the absolute value of the error (IAE) 
(Stephanopoulos, 1984).
METHODS AND PROCEDURES
The model produced was then converted into general non-linear equations to be used in a non-linear 
optimization solver.  All the integral equations were reformulated into differential equations, from 
which, the differential equations were then discretized using backward finite differences to produce 
a set of general nonlinear equations such that:
  
( )x f x
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K
t dt K
dt
d
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c
t
t
c sin
1 o
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subject to:
                                                             h (x) = 0 (12b)
                                                                    
  xL ≤ x ≤ xU (12c)
where x Rnxd .  Inequality constraints were reformulated into equalities with appropriately bounded 
slack variables.  The sequence of equality constrained problems with bounded variables was solved 
with a primal-dual interior point method by solving:
       [( ( ) ( ) ( ) ( ) [( ) ( ) (min B x f x i n x x i U x i x i x x i x i L1 1 1n n. . . . . . . . .n= - = - + - + -- - -R /    
   (13a)
subject to:
   h (x) = 0 (13b)
where n  > 0 was the barrier parameter and n  must be chosen such as 0"n  so that ( ) , ,x x x* * *"n  
was the optimal and feasible solution of the NLP problem of equations (12a) to (12c). 
 The above model was then solved through an optimization procedure using the NLPOPT1 
solver, developed by Vassiliadis et al. (2006).  In short, the NLPOPT1 solver is a primal-dual interior 
point algorithm using logarithmic barrier method.  It solves the Lagrangian of the barrier equation 
(13a) and (13b) using the Newton method with line search and backtracking procedure to obtain 
the optimal solution.
 In NLPOPT1, a novel non-monotone line search procedure with a standard l1-penalty function 
for the definition of the merit function as a measure of accepting or rejecting the updated points 
from the line search is used.  However, one of the major problems with the l1-penalty function is 
such that the penalty parameter is not known a priori.  Another problem with the mentioned merit 
function is the well-known Maratos effect (Maratos, 1978).
 To overcome these issues, a coarse-grained non-monotone line search scheme had been 
implemented by Vassiliadis et al. (2006) in their line search technique.  Here, the penalty parameter 
is made up from discretization of a whole range of meaningful numbers (10+16 to 10-16) to produce 
penalty parameter levels, with an additional provision of a memory list for each level to maintain 
the non-monotonicity.  In this way, there is no need to specify a single penalty parameter, which 
is hard to guess in the first instance, and may not be correct until the iteration is very close to the 
optimal solution.  At each iteration, the operating merit function selected will be based on the active 
operating penalty parameter level, which is obtained through a comparison with the infinity norm 
of the Lagrange multiplier value, l3 .  Acceptance of the search direction is then determined by an 
Armijo non-monotone acceptance criterion (Armijo, 1966).  Otherwise, a backtracking procedure 
will be applied.
 As a safety measure, a Levenberg-Marquardt scheme is implemented in the solver, to be 
activated in the cases where a descent direction is not obtainable.  Second-order correction (SOC) 
steps (Wächter & Biegler, 2004) are also implemented as an extra caution measure to counter the 
Maratos effect.
 NLPOPT1 was programmed in MathematicaTM version 5.0, with a customised equation-based 
interface and able to produce exact first and second-order sparse derivative information.  All the  
 To demonstrate the application of the PID controller tuning parameter grid produced, two 
situations were selected where the initial steady states and the final set points were not in the grid. 
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simulations were done on a Pentium IV computer with 224 MB RAM and 1.19 GHz CPU clock. 
Each optimization model, obtained using 30 backward finite difference steps, consisted of 322 
variables, 165 equality constraints, 123 equality constraints, 168 lower bounds, 168 upper bounds, 
65 linear constraints, and 223 non-linear constraints.  The sparsity of the problem involved 1421 
non-zeros in the constraint Jacobian, 1044 non-zeros in the Lagrangian Hessian, and 3886 non-zeros 
in the overall Lagrange-Newton matrix.  The number of the variables, lower and upper bounds, 
non-zeros in the Jacobian, the Hessian and the Lagrange-Newton overall matrix, includes the 
automatically generated slack variables for inequality constraints.  On average, each steady-state 
switching optimization run required 15 CPU seconds for symbolic parsing and 114 CPU seconds 
for solving.
RESULTS AND APPLICATIONS
Through the optimization runs on the model of equations (2a) to (11), the optimal and feasible PID 
controller tuning parameters (Kc, τI and τD) of the process model from various selected initial steady 
states to corresponding final set points were obtained.  The points for the steady state transitions 
were purposely selected so that the points were more concentrated at the crucial liquid level limits 
of the tanks, which were the lower and upper bound constraints on liquid level.  The data obtained 
were given on a grid as in Table 1, and were to be stored into the memory of the controller.  When 
needed, the memory would be evoked and interpolated to give the tuning parameters for cases not 
available in the memory storage.
TABLE 1
PID controller tuning parameters (Kc, τI and τD) for selected steady states transitions
Initial 
steady 
states, hss
Set points, hsp
1.001 1.25 1.5 2 2.5 2.75 2.999
1.001
Kc 0.118453 0.059108 0.029524 0.019676 0.016864 0.014762
τI 4027.76 3157.04 2999.35 2788.9 2345.38 4087.46
τD 117.769 143.828 204.778 237.655 203.971 605.321
1.25
Kc 0.047146 0.113043 0.037681 0.022609 0.01884 0.016158
τI 5173.23 4410.86 3700.75 3069.18 3083.95 4587.48
τD 450.097 122.913 189.934 237.257 317.504 633.4
1.5
Kc 0.025771 0.051439 0.05428 0.02714 0.021712 0.018106
τI 3461.32 2795.39 5301.39 2556.77 3956.14 5227.07
τD 428.673 129.482 178.271 226.117 396.227 671.511
2
Kc 0.014864 0.019799 0.029699 0.050302 0.01782 0.025176
τI 2597.15 2165.05 2551.8 5497.2 3515.92 7329.34
τD 397.103 145.938 139.702 182.273 250 727.219
2.5
Kc 0.010754 0.013282 0.016602 0.033204 0.075292 0.034034
τI 2283.56 2022.37 2417.89 3495.57 8503.02 10000
τD 378.248 166.968 167.788 157.294 249.086 754.203
2.75
Kc 0.009956 0.011608 0.01393 0.023216 0.069649 0.034297
τI 2100.65 1715 1505.02 3445.76 5177.42 10000
τD 291.138 105.612 8.87E-06 185.944 157.306 762.564
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Fig. 1: Process diagram of the two tanks in series with controller loop
From the interpolation done on the neighbouring steady state transitions, the tuning parameters 
obtained were used in the simulation to produce the profiles in Figs. 2 and 3.  The integrations had 
been set to simulate the real situation, where the controller would be saturated at both ends, with the 
flow rate only allowed to vary between 0 and 0.04 m3/s.  The profiles of the steady-state switching 
from 1.3 m to 2.9 m obtained show no violation on the safety measure and quality measures with 
the final set points targeted achievable.  However, in the case study of steady-state switching from 
2.6 m to 1.4 m, one of the constraints, the lower level limit on tank 1, had been violated.
 The assumption for this violation was that more steps for the discretization of the differential 
equations were needed.  The model was then reoptimized with the differential equations discretized to 
100 steps, with 88% of the steps concentrated at the earlier 30% of the total time used, to reproduce 
the optimal tuning parameters for the steady-state switching around the desired steady state.  The 
modified optimal tuning parameter sets were as shown in Table 2.  Re-interpolating and re-integrating 
the model gave the profiles as in Fig. 4.  The new profiles obtained showed no violation on the safety 
and quality measures with the final set points targeted achievable.  The conclusion from this was 
that the assumption was correct, and tight handling of path constraints was necessary to produce a 
reliable grid of optimal pre-tuned PID settings.
Ahamad, I.S., Choong, T.S.Y., Yunus, R., Chuah, T.G. and Vassiliadis, V.S.
408 Pertanika J. Sci. & Technol. Vol. 19 (2) 2011
Fig. 2: Height of tank 1, height of tank 2 and inlet flow rate profiles for the steady state 
transitions from hss = 1.3 to hsp = 2.9
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Fig. 3: Height of tank 1, height of tank 2 and inlet flow rate profiles for the 
steady state transitions from hss = 2.6 to hsp = 1.4
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Fig. 4: Height of tank 1, height of tank 2 and inlet flow rate profiles for the steady state transitions from 
hss = 1.3 to hsp = 2.9, re-integrated with 100 steps in the finite difference discretization
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TABLE 2
New PID controller tuning parameters (Kc, τI and τD) for 4 steady states transitions after being re-optimized 
with 100 steps in the finite difference discretization
Initial steady states, hss Set points, hsp
1.25 1. 5
2.5
Kc 0.013282 0.016602
τI 2149.03 2462.84
τD 202.159 197.489
2.75
Kc 0.011608 0.01393
τI 2100.60 2357.52
τD 209.995 205.981
 On the contrary, using non-optimal parameter tunings would give infeasible and/or worse 
objective solution.  To show this, a steady state transition of 1.25 to 2.999 was simulated twice; 
one with the correct tuning parameters as produced by the optimizer and another with parameters 
produced by the optimizer, but for a different steady state transition (1.25 to 2.5).  Again, the 
simulations done had been set to represent the real situation, with the controller saturated at both 
ends, where the flow rate was only allowed to vary between 0 and 0.04 m3/s.  The set with non-
optimal parameters violated both the safety and operability measures, as shown in Fig. 5.
CONCLUSIONS AND FUTURE WORK
The objective of this work had been dedicated in exploring a grid of PID controller tuning 
methodologies of a nonlinear process model for different steady-state switching.  The tuning 
parameters produced were optimal and strictly satisfying all the response quality and safety 
constraints.  The model produced was then reformulated into a standard nonlinear optimization 
model and the novel interior point method implemented in the NLPOPT1 solver was applied to solve 
them.  It was observed that through interpolation of the available optimal tuning parameters in the 
steady-state switching tuning parameters grid, near-optimal tuning parameters for any steady-state 
switching between the ones considered could be obtained.  The concept was demonstrated through 
two examples and the results seemed to be satisfactory.  No constraints were violated and the new 
steady states were achievable.
 This work is different from the reviewed literature in the sense that the solution found from 
this method did not only seek some optimal tuning solution, but also included the operational 
constraints.  In realistic applications, these constraints are important and need to be accounted for 
in order to optimize the tuning of the controller parameters.  Furthermore, this grid method is more 
refined to enable us to find a better solution as a process with large system changes should not only 
rely to optimal solutions found at only the two ends of the variations, at no load and at full load 
conditions.  With a finer mesh of optimal and feasible solutions, it is more likely to find a good, 
feasible solution to begin with.
 In the future, it is planned to replace the simple interpolation used in finding the controller 
pre-tuned settings for steady state changes with a better representation of interpolation by fuzzy-
logic and neural network methodologies.  Another challenging avenue to explore is the coupling of 
this approach with Model Predictive Control (MPC), particularly tying in model adaptation when 
parameter drift occurs.  Although the pre-tuned settings might be adequate under certain conditions, 
the re-tuning of the grid will be inevitable.  In that case, it is expected that the previous grid values 
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Fig. 5: Height of tank 1, height of tank 2 and inlet flow rate profiles for hss = 1.25 to hsp = 2.999 simulations 
with correct (solid lines) and non-optimal (dashed lines) tuning parameters used
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will provide close starting points so that the re-tuning of the grid will require for less effort in solving 
optimal control problems than the base case.
 Other things to be done are to examine further applications in terms of regulatory control, 
extending the present work on servo control and to investigate the implementation of these concepts 
into more complex nonlinear systems.  Finally, experimental testing of an on-line implementation 
of this approach will be investigated.
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ABSTRACT
Xylitol can be obtained from lignocellulosic materials containing xylose.  However, the fraction 
of lignocellulose converted through dilute acid hydrolysis contains compounds that inhibit the 
fermenting micro-organisms.  These inhibitors can be removed from the hydrolysate by detoxification 
method, prior to fermentation.  This study describes effectiveness of overliming process to reduce 
the toxicity of hydrolysates generated from pre-treatment of sago trunk for xylitol production.  The 
overliming pH 9 and 10 was studied and the results showed that pH 9 was showed 20% of sugar loss, 
which is low compared to pH 10.  Candida tropicalis strain was used to evaluate the fermentability 
of overlimed sago trunk hydrolysate at pH 9 and non-overlimed hydrolysate medium.  Meanwhile, 
Xylitol accumulation and productivity in the overlimed medium was found to be higher than the 
non-treated medium.  The maximum production of xylitol was increased up to 74% and converted 
within 76 h.  The results obtained improved the fermentation process when compared with the non-
treated medium.
Keywords: Overliming, sago trunk, dilute acid hydrolysis, xylose, xylitol
INTRODUCTION
Sago trunk is an agricultural waste produced from the production of sago starch.  The sago palm 
waste is the cheapest biodegradable and most readily available of all renewable natural sources 
existing in Malaysia (Pushpamalar et al., 2006).  The bark of the trunk is normally used as walls, 
ceiling and fences; however, it was not fully utilize for higher value products as fuels and chemicals 
(Rahman, 2009).
 The presence of hemicellulose of sago trunk waste (20-30%) can be used as a potential renewable 
carbon source which contains xylose as the intermediate for the production of xylitol, a five carbon 
sugar alcohol with high sweetening power and valuable anti-cariogenic properties (Parajo et al., 
1998).
 Xylitol production through dilute acid hydrolysis was hindered by toxic compounds normally 
presents in hemicellulose hydrolysates (Mussatto et al., 2005).  These compounds will inhibit the 
microbial growth and lead to the decreasing of product formation in the fermentation medium.  In 
his paper, Mussatto discussed on types of inhibitors derived from dilute acid hydrolysates. Four 
groups of toxic compounds derived; these were (1) sugar degradation products, (2) lignin degradation 
products, (3) compounds derived from lignocellulose structure, and (4) heavy metal ions (Mussatto 
& Roberto, 2004).  Furfural and hydroxymetylfurfural were toxic compounds derived from sugar 
degradation products.  Mussatto et al. (2005) observed that furfural concentrations lower than 0.5 g 
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L-1 had a positive effect on cell growth but if the concentrations were increased to 2 g L-1, it would 
inhibit the cell growth almost completely.
 Meanwhile, a variety of procedures have been employed for removing inhibitory compounds 
from hydrolysates for their inhibitory action in the fermentation (Cruz et al., 1999).  Physico-
chemical procedures, neutralization and overliming (Roberto et al., 1991), adsorption in activated 
charcoal (Dominguez et al. 1997), extraction with organic solvents (Parajo et al. 1996) have been 
used for this purpose.
 According to Roberto et al. (1991), overliming methods was found to be low cost treatment 
and gives good results.  This author obtained a partial removal of phenolic compound by adjusting 
pH to 10 with Ca(OH)2 and then to 6.5 with H2SO4.  The detoxifying effect of overliming is due 
to both the precipitation of toxic components and to the instability of some inhibitors at high pH 
(Palmqist & Hagerdal, 2000).  Palmqvist et al. (2000) observed the pre-adjustment to pH 10 with 
NaOH and CaOH, which were reported to decrease the concentration of Hibbert’s ketones in a 
dilute acid hydrolysate of spruce from 203 to 158 (22%) decrease and to the concentration of both 
furfural and HMF by 20%.
 The main purpose of this work was to use sago trunk hemicellulose hydrolysate as a feedstock 
for microbial production of xylitol.  The overliming method was used to monitor the effects of 
growth, xylitol accumulations and to confirm the suitability of overliming hydrolysates for making 
culture media that could easily be fermentable with Candida tropicalis.
MATERIALS AND METHODS
Raw Materials
Sago trunks were obtained from local plantations, dried to 7% moisture content on oven dry basis, 
and ground to the particle size less than 1 mm, homogenized, air-dried, stored, and used for the 
experiments.
Dilute-acid Hydrolysates
Sago trunk ground chips were hydrolyzed by 6% H2SO4 at 121°C for 45 minutes.  The slurry was 
filtered through vacuum filtration to separate the solid containing cellulose and lignin with the liquid 
portion which primarily contained hemicellulose.  The hydrolyzate contains 27.63 g L-1 xylose, 
5.399 g L-1 glucose, 0.5 g L-1 furfural, 2.75 g L-1 acetic acid, and 3.2 g L-1 total phenolic compound. 
The pH of the initial hydrolyzate was 0.956.
Overliming Treatment
The overliming treatment was chosen to be a detoxification method by increasing the pH of 
hydrolysates to 9 and 10 by addition of Ca(OH)2.  The hydrolysate was placed on the stirrer plate 
and heated to 50°C.  Ca(OH)2 was added gradually and mixed by using stirring bar until reach the 
target pH.  The hydrolysate was then maintained at 50°C for 30 minutes (Mohagheghi et al., 2006). 
The mixture of hydrolysate and Ca(OH)2 was vacuum filtered and the recovered solids (CaSO4) 
were removed.  The overlimed filtrate pH was adjusted to 6.5 for further analysis.
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Microorganism
The yeast Candida tropicalis was obtained from the Faculty of Medicine and Health Sciences, 
Universiti Putra Malaysia, stored at 4°C on sabourod dextrose agar plates and sub-cultured twice 
a month.
Inoculum Preparation
The pre-culture medium consisted of (gL-1) D-xylose, 10; yeast extract, 60; KH2PO4, 15; (NH4)2HPO4, 
3, and MgSO4·7H20 (Yahashi et al. 1996). The pH was adjusted to 5 with 1 M HCl. The preculture 
was incubated in 250 ml Erlenmeyer flask containing 100 ml of medium, agitated at 250 rpm on a 
rotary platform shaker for 24 h at 30°C (Rao et al. 2006). The cells recovered by centrifugation at 
4000 rpm for 15 minutes, then washed twice with sterile water and used for inoculum.
Fermentation
Fermentations were performed to compare the performance of overliming treated medium at 
suggested pH with the non-treated medium.  Fermentations were carried out in 250 ml cotton-plug 
Erlenmeyer flask containing 155 ml of production medium provided by both medium which include 
135 ml hydrolyzates, 5 ml of inoculums, and 15 ml solution of nutrients similar to inoculums (Millati 
et al., 2002).  All fermentations were done in triplicates and placed in a platform shaker at 200 rpm 
and at a temperature of 30°C for 76 h without controlling pH.
Analysis
Xylose, glucose, and xylitol were analyzed by High Performance Liquid Chromatography (HPLC) 
Class VP Shimadzu, Japan, using Refractive Index Detector and Inertsil NH2 5µm column.  The 
mobile phases used were 75% acetonitrile and 25% deionized water with flowrate of 0.5 ml/min. 
Furfural compound was detected by HPLC using an ultraviolet (UV-VIS) detector and C18 column 
under the same conditions for sugar detection.
 A phenolics compound was detected by spectral analysis using UV-vis spectrophotometer with 
absorbance at 280 nm (Wrolstad 2009).  Cell concentration was estimated by measuring absorbance 
at 600 nm.  The relationship between absorbance and dry weight (gL-1) was given by a standard 
curve.
RESULTS AND DISCUSSION
Table 1 shows the composition of hydrolysates of non-treated medium and overliming detoxification 
method.  The reduction of 85% and 65% of furfural and phenol composition in the overliming 
detoxified method had improved the recovered hydrolysate composition, specifically for further 
fermentation process.  Furfural and phenol compounds, which are normally derived from sugar 
degradation and compounds from lignocellulosic structure, are effectively removed from the 
hydrolysates; however, acetic acid compound could remove only 29.3% of the hydrolysate (Mussatto 
& Roberto 2004).  According to Felipe et al. (1997), the concentration of acetic acid up to 1.0 g/l 
improved xylose-to-xylitol bioconversion, but concentrations higher than 3 g/l were harmful to the 
fermentation process.
 The overliming detoxification method had extensively affected the total reducing sugar.  After 
the pH adjusted to 10, the yields of xylose and glucose were reduced by 30% and 19.5%, respectively 
(Fig. 1).  The loss of fermentable sugars is the major drawback of these methods (Villareal et al., 
2006).
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TABLE 1
Composition of hydrolysate
Composition Non-treated medium(g L-1)
Detoxified medium
(g L-1)
Xylose 23.145 27.066
Glucose 5.399 9.576
Furfural 2.641 0.372
Acetic acid 1.674 1.185
Phenol 0.482 0.164
TABLE 2
Volumetric productivities and yields of fermentation experiments
Medium Time(h)
Pm
(g l-1)
Y p/s
(g g-1)
Qp
(g l-1h-1)
qp
(g g-1 h-1) Y x/s(g g-1)
U
(h-1)
Non-treated 76 7.523 0.325 0.098 0.041 0.25 0.039
Overliming 76 19.739 0.729 0.25 0.03 0.69 0.047
Note:
Pm, maximum production of xylitol; Yp/s, xylitol yield on consumed xylose; Qp, volumetric productivities; qp, specific 
productivity; Yx/s, yield of biomass on consume xylose; U, specific growth rate
 In order to check the effectiveness of the detoxification, C. tropicalis was grown in the media 
made from raw non-treated and detoxified sago trunk hydrolysate.  The non-treated medium was 
referred to medium that was subjected to only neutralize to the pH7.  Figs. 2 and 3 showed the 
time courses of cell growth, xylose consumption and xylitol production in the media made from 
the detoxified hydrolysate and non-treated hydrolysate.
 The amount of glucose concentration was consumed by the micro-organism within 24 h before 
the depletion of xylose, and it was assumed that glucose had been converted to ethanol.  The 
same result was also observed by Villarreal et al. (2006) using C. guilliermondii on Eucalyptus 
hydrolysates. As shown in Fig. 2, the production of xylitol was slowed by the inhibitors contained 
in the non-treated medium compared to the overliming medium.  Table 3 indicates the volumetric 
productivity of xylitol for the non-treated medium was only 0.098 gL-1h-1 and the maximum 
production was 7.523 g L-1.  However, the fermentation process on the overliming medium improved 
the maximum production of xylitol to 2 folds compared to the non-treated medium with increased 
up to 19.739 g L-1.  The result of the detoxified hydrolysates of overliming methods indicates the 
capability of improving the yeast performance.
 Fig. 3 shows the trend in xylitol accumulation and xylose consumption of the non-treated and 
overliming treated medium.  A faster xylose consumption was reached with hydrolysates subjected to 
overliming process.  Meanwhile, xylitol accumulation was observed to increase from the beginning 
of fermentation.  In the non-treated medium, however, no accumulation of xylitol was observed 
within the 24 hours of fermentation time.
 The glucose was completely consumed by yeast after 24 h and was followed by xylose 
fermentation.  Xylose was completely consumed by 72 h with the xylitol concentration and yield 
of 19.832 g L-1 and 0.73 g xylitol/g xylose.  In the non-treated medium, however, the xylose 
consumption was faster than the overliming medium, which is 52 h with the xylitol accumulation 
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Fig. 1: Amount of sugar losses after the overliming treatment
(a)
(b)
Fig. 2: Cell growth of C. tropicalis on the non-treated medium (□) and overliming medium (■); 
 (a) optical density at 600 nm, and (b) dry cell weight
non-treated
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of 5.039 g L-1 and yield of only 0.23 g xylitol/g xylose (Table 2).  This results demonstrated the 
ability of yeast to convert xylose to high production of xylitol after the overliming process.
 On the basis of the above results, overliming has been proven to be the selected method for the 
detoxification of hydrolysates with excellent yield; Yp/s was obtained (0.729 gg
-1) at good productivity 
(0.25 gL-1h-1) with the maximum xylitol production of 19.739 gL-1 (Table 2).
Fig. 3: Time courses for xylitol accumulation in (a) non-treated medium, and (b) overliming medium
xy
lo
se
, x
yl
it
ol
, g
lu
co
se
 (
g/
l)
xy
lo
se
, x
yl
it
ol
, g
lu
co
se
 (
g/
l)
Fermentation time (hr) 
Fermentation time (hr) 
Overliming Effects on Xylitol Production from Sago Trunk Hydrolysate
  
 Pertanika J. Sci. & Technol. Vol. 19 (2) 2011 421
CONCLUSION
This study represented the main outcome of detoxification method and lime to improve the 
fermentability of hydrolysates by using Candida tropicalis.  The results have been proven using the 
overliming method, while the volumetric productivity and yields were found to have increased to 
two folds compared to the non-treated medium.  Thus, an optimal strategy should be carried out and 
taken into consideration since chemical detoxification degrades the sugar content of the hydrolysates, 
is cost extensive and produces waste as well.  A combination of hydrolysate detoxification may 
be a general solution for dilute-acid hydrolysate continuous cultivation to achieve high xylitol 
productivity.
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ABSTRACT
Yeast producing alcohol dehydrogenase 1 (YADH 1) enzyme has been used as a biocatalyst for 
the synthesis of an optically active flavouring compound known as citronellol.  However, the slow 
growth of yeast (Saccharomyces cerevisiae) has deterred the progress of biotransformation.  The 
main purpose of this work is to clone the genes producing YADH1 enzyme from yeast into a faster 
growing bacteria, Escherichia coli.  Initially, the sequence of the gene encoding this protein has 
been identified in the S. cerevisiae Genome Databases (SGD).  The so-called Yadh1 gene sequence is 
located from coordinate 159548 to 160594 on chromosome XV of yeast.  Based on this information, 
two primer sequences (Forward and Reverse) were constructed.  Each of these primers will bind to 
either end of the Yadh1 gene.  The Yadh1 gene was then amplified using Polymerase Chain Reaction 
(PCR) technique.  The amplified Yadh 1 gene was successfully cloned into a cloning vector, TOPO TA 
plasmid.  This plasmid also contains a gene which confers resistance to ampicillin.  This recombinant 
plasmid was then inserted into Escherichia coli TOP 10 using heat shock protocol at 42oC.  Finally, 
the cloned bacteria containing the recombinant TOPO TA plasmid harbouring Yadh1 gene was able 
to grow on Luria Bertani (LB) media supplied with antibiotic.
Keywords: Yeast alcohol dehydrogenase 1 (Yadh 1) gene, Polymerase Chain Reaction (PCR), 
cloning vector, TOPO TA plasmid
NOMENCLATURE
X-gal     bromo-chloro-indolyl-galactopyranoside
kb          Kilobases
INTRODUCTION
Specific Bioreduction of Geraniol into Citronellol
Bakers’ yeast has been used to catalyse the stereospecific, asymmetric reduction of geraniol forming 
citronellol (a compound that constitutes the odour of rose). It was demonstrated that the conversion of 
trans-3,7-dimethyl-2,6-octadiene-1-ol (geraniol) into 3,7-dimethyloct-6-en-1-ol ((R)-(+)-citronellol). 
The product formed was reported to be of high optical purity, which is more than 98% enantiomeric 
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excesses and is significantly higher than that available from natural pool (70- 80% e.e) (Gramatica 
et al., 1982).  Hence, this method promises a greater commercial value for the production of (R)-
citronellol.  The ability of bakers’s yeast to catalyse bioreduction of geraniol forming citronellol in 
remarkable degree of regio-specificity and stereo-specificity lies in the ability of this organism to 
produce yeast alcohol dehydrogenase (YADH) enzyme (Reynolds & Holland, 1997).
Yeast Alcohol Dehydrogenase (YADH) Protein
Yeast alcohol dehydrogenase (YADH) is one of the first enzymes to be purified and isolated (Negelein 
et al., 1937).  Prior to the 20th century, only five ADHs were known, namely, ADH1, ADH2, ADH3, 
ADH4, and ADH5 (de Smith et al., 2008).  Following the completion of the sequencing of the S. 
cerevisiae genome in April 1996, additional number of ADH’s or sequences related to these enzymes 
were revealed, and this led to the identification and characterization of ADH6 (Larroy et al., 2003; 
Jornvall et al., 1999) and ADH7 (de Smith et al., 2008).
 YADH1 is believed to be involved in the specific bioreduction of geraniol into citronellol due 
to several reasons.  Firstly, it is located in the cytoplasm, the region where the transformation takes 
place (de Smith et al., 2008).  Secondly, it can catalyse a stereospecific reduction of acetaldehyde 
to ethanol during fermentation.  Fisher et al. (1953) reported that YADH catalyses the transfer of 
hydrogen from NADH (co-factor) to acetaldehyde (substrate) forming NAD+ and ethanol as the 
product.  In this reaction, the enzyme is shown to be able to discriminate between the diastereotopic 
hydrogens attached at a C4 of the co-factor.
 Furthermore, the specificity of YADH is also given by a particular arrangement of substrate and 
co-factor at the active site (Weinhold et al., 1991).  In the context of geraniol as the substrate, the 
active site of YADH is positioned in a way that the hydrogen atom from NADH can be transferred 
to the Si faces of the central carbon of the geraniol (Fig. 1).  As a result, the methyl group attached 
to the central carbon is protruded to the Re face, forming (R)-citronellol instead of the (S)-isomer.
 Therefore, the purification of ADH1 from yeast is crucial to demonstrate whether this enzyme 
is the one involves in the reduction of geraniol into citronellol.  In this experiment, the first step to 
obtain the isolated and purified ADH1 was carried out by identifying and isolating the gene that 
encodes for ADH1.  The gene of yeast alcohol dehydrogenase 1 (Yadh1) was cloned and recombinant 
Escherichia coli was constructed.  This strain can express the recombinant YADH1 protein and will 
be subsequently used as a possible biocatalyst that can perform the bioreduction of geraniol into 
(R)-citronellol.
MATERIALS AND METHODS
Microorganism, Plasmid and Cultivation Conditions
In this study, Saccharomyces cerevisiae strain used in the fermentation of geraniol was used as the 
genetic source.  Meanwhile, Escherichia coli TOP10 was used as the host cell, whereas, TOPO TA 2.1 
plasmid was the cloning vector. S. cerevisiae and E. coli were grown at 30oC and 37oC, respectively.
Yeast Genomic Extraction
The yeast genomic extraction procedure was carried out according to Sambrook et al. (2000).  The 
overnight 10 ml yeast culture was harvested by centrifugation at 3000 rpm for 5 minutes at room 
temperature.  The supernatant was discarded and the cell pellet was transferred to a microcentrifuge 
tube and spun for 5 seconds.  The supernatant was decanted and the cell pellet was disrupted by a 
brief vortex.
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 The technique to break open the cell was then performed by treating the cells with 200 µl 
breaking buffer, 200 µl phenol, and chloroform and isoamyl alcohol, prior to vortexing at the highest 
speed for 3 minutes.  The sample was vortexed and added with 200 µL TE buffer.  After 5 minutes 
of centrifugation at a high speed, the aqueous layer was transferred into a microcentrifuge tube and 
100% ethanol was added.  This was followed by another 3 minutes of high speed centrifugation 
and then, the supernatant was collected and resuspended in 0.4 ml TE buffer.  The suspension was 
added with 30 µl 1 mg/ml DNase-free RNase A and incubated at 37oC for 5 minutes.  10 µL of 4 M 
ammonium acetate and 100% ethanol were also added.  After a final microcentrifugation, the dry 
pellet containing the desired DNA was resuspended in 100 µl TE buffer.
Identification and Amplification of Yadh 1 Gene 
Saccharomyce cerevisiae Genome Databases (SGD) [http://www.yeastgenome.org/] and National 
Centre for Biotechnology Information (NCBI) [http:// www.ncbi.nlm. nih.gov/] were used as the 
sources of the genetic information of this particular organism.
Primer Construction
The forward and reverse primer was constructed (Table 1) based on the Yadh1p gene sequence 
revealed in the SGD and NCBI online databases.
TABLE 1
Specific primers used for the amplification of Yadh1 gene
Primer Sequence
Forward 5’-GGCGGATCCTATCCCAGAAACTCAAAAAGGTG-3’  
Reverse  5’-GGGGAATTCCAACAACGTATCTACCAACGA-3’     
Polymerase Chain Reaction (PCR)
PCR was performed using the cycle and conditions shown in Table 2.  The time for cooling process 
in step 7 was set infinite because the PCR product was very unstable and must always be kept at a 
very low temperature.  The PCR products obtained were analyzed using gel electrophoresis.  The 
PCR product was then purified using QIAquickTM Gel Extraction kit.
TABLE 2
PCR cycle and condition for the amplification of Yadh1 gene
Step Reaction Temperature (oC) Time (min) Cycle
1 Initial 95 5 1
2 Denaturation 95 1 1
3 Annealing 59 1 1
4 Extension 72 1 1
5 Go to step 2 95 30
6 Final Elongation 95 10 1
7 Cooling 10 ∞ 1
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Gene Sequencing and Analyses
The purified PCR product (Yadh1 gene) sample was sent to First Base Laboratories for sequencing 
analysis.  Finally, the sequencing results obtained was analyzed using the Nucleotide Blast Software 
(NCBI).
Construction of Recombinant Plasmid and Cloning of Yadh 1 Gene into E. coli TOP10 
The Yadh 1 gene was ligated into TOPOTA 2.1 plasmid (Fig. 2).  The recombinant plasmid was 
inserted into E. coli TOP10 using heat shock protocol at 42oC for two minutes as described by 
Sambrook et al. (2000).  The transformed cells were grown overnight at 37oC on Luria Bertani 
(LB) agar media supplied with ampicilin and bromo-chloro-indolyl-galacto- pyranoside (X-gal).
Fig. 1: Stereospecific reduction of geraniol into (R)-citronellol catalysed by yeast 
alcohol dehydrogenase (YADH) enzyme
Fig. 2: Schematic representation of TOPO TA 2.1 plasmid map (Invitrogen) containing Yadh 1 gene insert
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Analyses of the Recombinant Plasmid carrying Yadh 1 Gene
The recombinant TOPO-Yadh1 plasmid was extracted from the transformed E. coli TOP10 and 
subjected to molecular analyses, such as digestion with restriction enzyme EcoRI and BamHI.  The 
purified recombinant plasmid was also sequenced to confirm the presence of Yadh1 gene insert.
RESULTS AND DISCUSSION
The isolation of Yadh1 gene was carried out by extracting the genomic DNA of S. cerevisiae 
and amplifying it using direct PCR technique.  The genomic DNA with the concentration of 
approximately 50 ng/uL (Fig. 3) was successfully extracted using the conventional (phenol/
choloroform) extraction method.
 Based on the analyses of the DNA sequence using the Nucleotide Blast software, the sequence 
of PCR product possesses 97% similarities in identities compared to the Adh1p sequence of S. 
cerevisiae chromosome XV, which is designated as NC_001147.5 on the NCBI and SGD databases.
 The purified Yadh1 gene was ligated into the multiple cloning sites (MCS) of TOPO 2.1 cloning 
vector.  Meanwhile, E. coli TOP10 was transformed with the TOPO plasmid.  The identification 
and selection of successfully transformed cells were also undertaken.  Only the cells containing 
the plasmid can grow on ampicillin containing agar as they carry the gene conferring resistance 
to ampicillin.  In addition, this plasmid also contains LacZα which codes for β-galactosidase. 
β-galactosidase will cleave colourless X-gal presents in the agar media to yield galactose and 
5-bromo-4-chloro-3-hydroxyindole.  The latter is then oxidized into 5,5’-dibromo-4,4’-dichloro-
indigo, an insoluble blue product (Bassaneze et al., 2008).  Therefore, the bacterial colony will 
appear blue.
 However, the recombinant plasmid that formed, following a successful ligation, has the Yadh1 
gene being inserted in the middle of LacZα.  As this gene was disrupted, it would no longer produce 
functional β-galactosidase and thus, appeared white on the LB agar, as shown in Fig. 5.  This finding 
is summarized in Table 3.
TABLE 3
Expression of Recombinant Yadh1 in E. coli TOP10
Strain Growth on LB media containing ampicilin
X-gal 
indication
E. coli TOP10  (without TOPO TA) No -
E. coli TOP10 (TOPO TA plasmid) Yes Blue
E. coli TOP10 (TOPO TA plasmid plus Yadh1 gene) Yes White
 The extraction of recombinant TOPO-Yadh1 plasmid was performed from an overnight culture 
of a white colony.  The extracted plasmid was analysed by digestion with restriction enzyme EcoRI 
and BamHI.  In Fig. 6 (a), two distinct bands were produced when the TOPO-Yadh1 was digested 
with EcoRI.  This enzyme cuts at three sites on the plasmid, as illustrated in Fig. 2.  The resulting 
fragments are 3.9 kb (contains the plasmid vector only), 1.05 kb (consists of 1.047 kb Yadh1 gene 
inserts).  Meanwhile, the digestion with BamHI, shown in Fig. 6b, produced only one linear band 
of 4.95 kb since there is only one BamHI recognition site present in this plasmid.
 In order to prove the success of the cloning of Yadh1 gene into E. coli TOP10, the purified 
recombinant TOPO-Yadh1 plasmid had to undergo a sequencing analysis.  The sequencing results 
DNA 
Marker
DNA 
Marker
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Fig. 3: A photograph of electrophoresis gel showing the analysis 
of genomic DNA extraction of S. cerevisiae
Fig. 4: A photograph of electrophoresis gel showing the analysis 
of the PCR product (amplified Yadh1 gene)
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were then analyzed using the Nucleotide Blast software.  The sequence of the PCR product possessed 
100% similarities in identities in comparison with the Adh1p sequence of S. cerevisiae chromosome 
XV, designated as NC_001147.5 on the NCBI and SGD databases.
 (a) (b)
Fig. 6: Recombinant TOPO-Yadh linear fragments digested with restriction enzyme; EcoRI and (b) BamHI
Fig. 5: Formation of blue and white E. coli TOP10 colonies on 
selective LB agar media containing ampicilin
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CONCLUSIONS
Yadh1 gene has been successfully cloned from S. cerevisiae into E. coli TOP10.  The molecular 
studies have shown that the recombinant TOPO-Yadh1 gene produced by the genetically engineered 
E. coli TOP10 has significant similarities in identities in comparison with the one available in the 
databases.  The next step is to allow the cloned E. coli strain to produce Yadh1 gene for further use 
as a biocatalyst for highly specific bioreduction of geraniol into citronellol.
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We aim for excellence, sustained by a responsible and professional approach to journal publishing. 
We value and support our authors in the research community.
Please read the guidelines and follow these instructions carefully; doing so will ensure that the publication of your manuscript 
is as rapid and efficient as possible. The Editorial Board reserves the right to return manuscripts that are not prepared in 
accordance with these guidelines.
About the Journal
Pertanika is an international peer-reviewed journal devoted to the publication of original papers, and it serves as a forum for 
practical approaches to improving quality in issues pertaining to tropical agriculture and its related fields.  Pertanika began 
publication in 1978 as Journal of Tropical Agricultural Science. In 1992, a decision was made to streamline Pertanika into 
three journals to meet the need for specialised journals in areas of study aligned with the interdisciplinary strengths of the 
university.  The revamped Journal of Science and Technology (JST) is now focusing on research in science and engineering, 
and its related fields.  Other Pertanika series include Journal of Tropical Agricultural Science (JTAS); and Journal of Social 
Sciences and Humanities (JSSH).
JST is published in English and it is open to authors around the world regardless of the nationality. It is currently published 
two times a year i.e. in January and July.
Goal of Pertanika
Our goal is to bring the highest quality research to the widest possible audience.
Quality
We aim for excellence, sustained by a responsible and professional approach to journal publishing.  Submissions are 
guaranteed to receive a decision within 12 weeks. The elapsed time from submission to publication for the articles averages 
5-6 months. 
Indexing of Pertanika
Pertanika is now over 30 years old; this accumulated knowledge has resulted in Pertanika JST being indexed in SCOPUS 
and EBSCO.
Future vision
We are continuously improving access to our journal archives, content, and research services. We have the drive to realise 
exciting new horizons that will benefit not only the academic community, but society itself.
We also have views on the future of our journals. The emergence of the online medium as the predominant vehicle for the 
‘consumption’ and distribution of much academic research will be the ultimate instrument in the dissemination of the research 
news to our scientists and readers. 
Aims and Scope
Pertanika Journal of Science and Technology aims to provide a forum for high quality research related to science and 
engineering research. Areas relevant to the scope of the journal include: bioinformatics, bioscience, biotechnology and 
bio-molecular sciences, chemistry, computer science, ecology, engineering, engineering design, environmental control and 
management, mathematics and statistics, medicine and health sciences, nanotechnology, physics, safety and emergency 
management, and related fields of study. 
Editorial Statement
Pertanika is the official journal of Universiti Putra Malaysia. The abbreviation for Pertanika Journal of Science & Technology is 
Pertanika J. Sci. Technol.
Guidelines for Authors
Publication policies
Pertanika policy prohibits an author from submitting the same manuscript for concurrent consideration by two or more 
publications.  It prohibits as well publication of any manuscript that has already been published either in whole or substantial 
part elsewhere. It also does not permit publication of manuscript that has been published in full in Proceedings. Please refer 
to Pertanika’s Code of Ethics for full details.
Editorial process
Authors are notified on receipt of a manuscript and upon the editorial decision regarding publication.
Manuscript review:  Manuscripts deemed suitable for publication are sent to the Editorial Board members and/or other 
reviewers.  We encourage authors to suggest the names of possible reviewers.  Notification of the editorial decision is usually 
provided within to eight to ten weeks from the receipt of manuscript.  Publication of solicited manuscripts is not guaranteed.  In 
most cases, manuscripts are accepted conditionally, pending an author’s revision of the material.
Author approval:  Authors are responsible for all statements in articles, including changes made by editors.  The liaison 
author must be available for consultation with an editor of The Journal to answer questions during the editorial process and to 
approve the edited copy.  Authors receive edited typescript (not galley proofs) for final approval.  Changes cannot be made to 
the copy after the edited version has been approved.
Please direct all inquiries, manuscripts, and related correspondence to:
The Executive Editor
Pertanika Journals
Research Management Centre (RMC)
IDEA Tower II, UPM-MTDC Technology Centre
Universiti Putra Malaysia
43400 UPM, Serdang, Selangor 
Malaysia
Phone: + (603) 8947 1622
ndeeps@admin.upm.edu.my
or visit our website at http://www.pertanika2.upm.edu.my/jpertanika/index.htm for further information.
Manuscript preparation
Pertanika accepts submission of mainly four types of manuscripts.  Each manuscript is classified as regular or original 
articles, short communications, reviews, and proposals for special issues.  Articles must be in English and they must 
be competently written and argued in clear and concise grammatical English.  Acceptable English usage and syntax are 
expected.  Do not use slang, jargon, or obscure abbreviations or phrasing.  Metric measurement is preferred; equivalent 
English measurement may be included in parentheses.  Always provide the complete form of an acronym/abbreviation the 
first time it is presented in the text. Contributors are strongly recommended to have the manuscript checked by a colleague 
with ample experience in writing English manuscripts or an English language editor.  
Linguistically hopeless manuscripts will be rejected straightaway (e.g., when the language is so poor that one cannot be sure 
of what the authors really mean).  This process, taken by authors before submission, will greatly facilitate reviewing, and thus 
publication if the content is acceptable.
The instructions for authors must be followed.  Manuscripts not adhering to the instructions will be returned for revision 
without review.  Authors should prepare manuscripts according to the guidelines of Pertanika. 
1. Regular article
Definition: Full-length original empirical investigations, consisting of introduction, materials and methods, results and 
discussion, conclusions.  Original work must provide references and an explanation on research findings that contain new and 
significant findings.
Size: Should not exceed 5000 words or 8-10 printed pages (excluding the abstract, references, tables and/or figures).  One 
printed page is roughly equivalent to 3 type-written pages.
2. Short communications
Definition: Significant new information to readers of the Journal in a short but complete form.  It is suitable for the publication 
of technical advance, bioinformatics or insightful findings of plant and animal development and function. 
Size:  Should not exceed 2000 words or 4 printed pages, is intended for rapid publication. They are not intended for publishing 
preliminary results or to be a reduced version of Regular Papers or Rapid Papers.
3. Review article
Definition: Critical evaluation of materials about current research that had already been published by organizing, integrating, 
and evaluating previously published materials.  Re-analyses as meta-analysis and systemic reviews are encouraged.  Review 
articles should aim to provide systemic overviews, evaluations and interpretations of research in a given field.
Size: Should not exceed 4000 words or 7-8 printed pages.
4. Special issues
Definition: Usually papers from research presented at a conference, seminar, congress or a symposium.
Size: Should not exceed 5000 words or 8-10 printed pages.
5. Others
Definition: Brief reports, case studies, comments, Letters to the Editor, and replies on previously published articles may be 
considered.
Size: Should not exceed 2000 words or up to 4 printed pages.
With few exceptions, original manuscripts should not exceed the recommended length of 6 printed pages (about 18 typed 
pages, double-spaced and in 12-point font, tables and figures included).  Printing is expensive, and, for the Journal, postage 
doubles when an issue exceeds 80 pages.  You can understand then that there is little room for flexibility.
Long articles reduce the Journal’s possibility to accept other high-quality contributions because of its 80-page restriction.  We 
would like to publish as many good studies as possible, not only a few lengthy ones.  (And, who reads overly long articles 
anyway?) Therefore, in our competition, short and concise manuscripts have a definite advantage.
Format
The paper should be formatted in one column format with the figures at the end.  A maximum of eight keywords should be 
indicated below the abstract to describe the contents of the manuscript.  Leave a blank line between each paragraph and 
between each entry in the list of bibliographic references.  Tables should preferably be placed in the same electronic file as 
the text. Authors should consult a recent issue of the Journal for table layout. 
There is no need to spend time formatting your article so that the printout is visually attractive (e.g. by making headings bold 
or creating a page layout with figures), as most formatting instructions will be removed upon processing.
Manuscripts should be typewritten, typed on one side of the A4 paper with at least 4cm margins and double spacing 
throughout.  Every page of the manuscript, including the title page, references, tables, etc. should be numbered.  However, no 
reference should be made to page numbers in the text; if necessary, one may refer to sections.  Underline words that should 
be in italics, and do not underline any other words. 
Authors are advised to use Times New Roman 12-point font.  Be especially careful when you are inserting special characters, 
as those inserted in different fonts may be replaced by different characters when converted to PDF files.  It is well known that 
‘µ’ will be replaced by other characters when fonts such as ‘Symbol’ or ‘Mincho’ are used.
We recommend that authors prepare the text as a Microsoft Word file. 
1. Manuscripts in general should be organised in the following order:
o Page 1: Running title. (Not to exceed 60 characters, counting letters and spaces). This page should only 
contain your running title of your paper. In addition, the Subject areas most relevant to the study must be 
indicated on this page. Select one or two subject areas (refer to the Scope Form). 
A list of number of black and white / colour figures and tables should also be indicated on this page. 
Figures submitted in color will be printed in colour.  See “5. Figures & Photographs” for details.
o Page 2: Author(s) and Corresponding author information. This page should contain the full title of 
your paper with name(s) of all the authors, institutions and corresponding author’s name, institution and full 
address (Street address, telephone number (including extension), hand phone number, fax number and 
e-mail address) for editorial correspondence. The names of the authors must be abbreviated following the 
international naming convention. e.g. Salleh, A.B., Tan, S.G., or Sapuan, S.M.
Authors’ addresses.  Multiple authors with different addresses must indicate their respective addresses 
separately by superscript numbers: 
George Swan1 and Nayan Kanwal2 
1Department of Biology, Faculty of Science, Duke University, Durham, North Carolina, USA.
2Research Management Centre, Universiti Putra Malaysia, Serdang, Malaysia.
o Page 3: This page should repeat the full title of your paper with only the Abstract (the abstract should 
be less than 250 words for a Regular Paper and up to 100 words for a Short Communication). Keywords 
must also be provided on this page (Not more than eight keywords in alphabetical order). 
o Page 4 and subsequent pages: This page should begin with the Introduction of your article and the rest 
of your paper should follow from page 5 onwards.
Abbreviations.  Define alphabetically, other than abbreviations that can be used without definition.  Words or 
phrases that are abbreviated in the introduction and following text should be written out in full the first time that they 
appear in the text, with each abbreviated form in parenthesis. Include the common name or scientific name, or both, 
of animal and plant materials.
Footnotes.  Current addresses of authors if different from heading.
2. Text.  Regular Papers should be prepared with the headings Introduction, Materials and Methods, Results 
and Discussion, Conclusions in this order.  Short Communications should be prepared according to “8. Short 
Communications.” below. 
3. Tables.  All tables should be prepared in a form consistent with recent issues of Pertanika and should be numbered 
consecutively with Arabic numerals.  Explanatory material should be given in the table legends and footnotes.  Each 
table should be prepared on a separate page.  (Note that when a manuscript is accepted for publication, tables must 
be submitted as data - .doc, .rtf, Excel or PowerPoint file- because tables submitted as image data cannot be edited 
for publication.) 
4. Equations and Formulae.  These must be set up clearly and should be typed triple spaced.  Numbers identifying 
equations should be in square brackets and placed on the right margin of the text.
5. Figures & Photographs.  Submit an original figure or photograph.  Line drawings must be clear, with high black and 
white contrast.  Each figure or photograph should be prepared on a separate sheet and numbered consecutively 
with Arabic numerals.  Appropriate sized numbers, letters and symbols should be used, no smaller than 2 mm in size 
after reduction to single column width (85 mm), 1.5-column width (120 mm) or full 2-column width (175 mm).  Failure 
to comply with these specifications will require new figures and delay in publication.  For electronic figures, create 
your figures using applications that are capable of preparing high resolution TIFF files acceptable for publication.  In 
general, we require 300 dpi or higher resolution for coloured and half-tone artwork and 1200 dpi or higher for 
line drawings.  For review, you may attach low-resolution figures, which are still clear enough for reviewing, to keep 
the file of the manuscript under 5 MB.  Illustrations may be produced at extra cost in colour at the discretion of the 
Publisher; the author could be charged Malaysian Ringgit 50 for each colour page. 
6. References.  Literature citations in the text should be made by name(s) of author(s) and year.  For references with 
more than two authors, the name of the first author followed by ‘et al.’ should be used. 
Swan and Kanwal (2007) reported that …
The results have been interpreted (Kanwal et al. 2009). 
o References should be listed in alphabetical order, by the authors’ last names.  For the same author, or 
for the same set of authors, references should be arranged chronologically.  If there is more than one 
publication in the same year for the same author(s), the letters ‘a’, ‘b’, etc., should be added to the year. 
o When the authors are more than 11, list 5 authors and then et al. 
o Do not use indentations in typing References.  Use one line of space to separate each reference. The 
name of the journal should be written in full. For example: 
	 Jalaludin, S. (1997a). Metabolizable energy of some local feeding stuff. Tumbuh, 1, 21-24.
	 Jalaludin, S. (1997b). The use of different vegetable oil in chicken ration. Malayan 
Agriculturist, 11, 29-31.
	 Tan, S.G., Omar, M.Y., Mahani, K.W., Rahani, M., Selvaraj, O.S. (1994). Biochemical genetic 
studies on wild populations of three species of green leafhoppers Nephotettix from Peninsular 
Malaysia. Biochemical Genetics, 32, 415 - 422.
o In case of citing an author(s) who has published more than one paper in the same year, the papers should 
be distinguished by addition of a small letter as shown above, e.g. Jalaludin (1997a); Jalaludin (1997b).
o Unpublished data and personal communications should not be cited as literature citations, but given in the 
text in parentheses.  ‘In press’ articles that have been accepted for publication may be cited in References.  
Include in the citation the journal in which the ‘in press’ article will appear and the publication date, if a date 
is available.
7. Examples of other reference citations: 
Monographs: Turner, H.N. and Yong, S.S.Y. (2006). Quantitative Genetics in Sheep Breeding. Ithaca: Cornell 
University Press.
Chapter in Book: Kanwal, N.D.S. (1992). Role of plantation crops in Papua New Guinea economy. In Angela R. 
McLean (Eds.), Introduction of livestock in the Enga province PNG (p. 221-250). United Kingdom: Oxford Press.
Proceedings: Kanwal, N.D.S. (2001). Assessing the visual impact of degraded land management with landscape 
design software. In N.D.S. Kanwal and P. Lecoustre (Eds.), International forum for Urban Landscape Technologies 
(p. 117-127). Lullier, Geneva, Switzerland: CIRAD Press.
8. Short Communications should include Introduction, Materials and Methods, Results and Discussion, 
Conclusions in this order. Headings should only be inserted for Materials and Methods.  The abstract should be 
up to 100 words, as stated above. Short Communications must be 5 printed pages or less, including all references, 
figures and tables.  References should be less than 30. A 5 page paper is usually approximately 3000 words plus four 
figures or tables (if each figure or table is less than 1/4 page). 
*Authors should state the total number of words (including the Abstract) in the cover letter.  Manuscripts that do not 
fulfill these criteria will be rejected as Short Communications without review. 
STYLE OF THE MANUSCRIPT
Manuscripts should follow the style of the latest version of the Publication Manual of the American Psychological Association 
(APA).  The journal uses British spelling and authors should therefore follow the latest edition of the Oxford Advanced 
Learner’s Dictionary.
SUBMISSION OF MANUSCRIPTS
All articles submitted to the journal must comply with these instructions.  Failure to do so will result in return of the 
manuscript and possible delay in publication.
The softcopy of your manuscript, along with the Form BR 25 comprising Declaration, Referral A and Scope form may be 
submitted electronically together with a cover letter.  The forms and the sample of the cover letter are available from the 
Pertanika’s home page at http://www.rmc.upm.edu.my/jPertanika/index.htm or from the Executive Editor’s office upon request.
Please do not submit manuscripts directly to the editor-in-chief or to the UPM Press.  All manuscripts must be submitted 
through the executive editor’s office to be properly acknowledged and rapidly processed:
Dr. Nayan KANWAL
Executive Editor
Research Management Centre (RMC)
IDEA Tower II, UPM-MTDC Technology Centre
Universiti Putra Malaysia
43400 UPM, Serdang, Selangor, Malaysia
email: ndeeps@admin.upm.edu.my; tel: + 603-8947 1622
Cover letter
All submissions must be accompanied by a cover letter detailing what you are submitting.  Papers are accepted for 
publication in the journal on the understanding that the article is original and the content has not been published or submitted 
for publication elsewhere.  This must be stated in the cover letter.
The cover letter must also contain an acknowledgement that all authors have contributed significantly, and that all authors are 
in agreement with the content of the manuscript.
The cover letter of the paper should contain (i) the title; (ii) the full names of the authors; (iii) the addresses of the institutions 
at which the work was carried out together with (iv) the full postal and email address, plus facsimile and telephone numbers of 
the author to whom correspondence about the manuscript should be sent.  The present address of any author, if different from 
that where the work was carried out, should be supplied in a footnote.
As articles are double-blind reviewed, material that might identify authorship of the paper should be placed on a cover sheet. 
Peer review
In the peer-review process, three referees independently evaluate the scientific quality of the submitted manuscripts.  The 
Journal uses a double-blind peer-review system.  Authors are encouraged to indicate in referral form A the names of three 
potential reviewers, but the editors will make the final choice.  The editors are not, however, bound by these suggestions.
Manuscripts should be written so that they are intelligible to the professional reader who is not a specialist in the particular 
field.  They should be written in a clear, concise, direct style.  Where contributions are judged as acceptable for publication 
on the basis of content, the Editor or the Publisher reserves the right to modify the typescripts to eliminate ambiguity and 
repetition and improve communication between author and reader.  If extensive alterations are required, the manuscript will 
be returned to the author for revision.
The editorial review process
What happens to a manuscript once it is submitted to Pertanika?  Typically, there are seven steps to the editorial review 
process:
1. The executive editor and the editorial board examine the paper to determine whether it is appropriate for the journal 
and should be reviewed.  If not appropriate, the manuscript is rejected outright and the author is informed. 
2. The executive editor sends the article-identifying information having been removed, to three reviewers.  Typically, 
one of these is from the Journal’s editorial board.  Others are specialists in the subject matter represented by the 
article.  The executive editor asks them to complete the review in three weeks and encloses two forms: (a) referral 
form B and (b) reviewer’s comment form along with reviewer’s guidelines.  Comments to authors are about the 
appropriateness and adequacy of the theoretical or conceptual framework, literature review, method, results and 
discussion, and conclusions.  Reviewers often include suggestions for strengthening of the manuscript.  Comments 
to the editor are in the nature of the significance of the work and its potential contribution to the literature.
3. The executive editor, in consultation with the editor-in-chief, examines the reviews and decides whether to reject the 
manuscript, invite the author(s) to revise and resubmit the manuscript, or seek additional reviews.  Final acceptance 
or rejection rests with the Editorial Board, who reserves the right to refuse any material for publication.  In rare 
instances, the manuscript is accepted with almost no revision.  Almost without exception, reviewers’ comments (to 
the author) are forwarded to the author.  If a revision is indicated, the editor provides guidelines for attending to the 
reviewers’ suggestions and perhaps additional advice about revising the manuscript. 
4. The authors decide whether and how to address the reviewers’ comments and criticisms and the editor’s concerns.  
The authors submit a revised version of the paper to the executive editor along with specific information describing 
how they have answered’ the concerns of the reviewers and the editor. 
5. The executive editor sends the revised paper out for review.  Typically, at least one of the original reviewers will be 
asked to examine the article. 
6. When the reviewers have completed their work, the executive editor in consultation with the editorial board and the 
editor-in-chief examine their comments and decide whether the paper is ready to be published, needs another round 
of revisions, or should be rejected. 
7. If the decision is to accept, the paper is sent to that Press and the article should appear in print in approximately two 
to three months. The Publisher ensures that the paper adheres to the correct style (in-text citations, the reference 
list, and tables are typical areas of concern, clarity, and grammar).  The authors are asked to respond to any queries 
by the Publisher.  Following these corrections, page proofs are mailed to the corresponding authors for their final 
approval.  At this point, only essential changes are accepted.  Finally, the article appears in the pages of the Journal 
and is posted on-line. 
English language editing 
Authors are responsible for the linguistic accuracy of their manuscripts.  Authors not fully conversant with the English 
language should seek advice from subject specialists with a sound knowledge of English.  The cost will be borne by the 
author, and a copy of the certificate issued by the service should be attached to the cover letter.
Note When your manuscript is received at Pertanika, it is considered to be in its final form.  Therefore, you need to check your 
manuscript carefully before submitting it to the executive editor.
Author material archive policy
Authors who require the return of any submitted material that is rejected for publication in the journal should indicate on the 
cover letter. If no indication is given, that author’s material should be returned, the Editorial Office will dispose of all hardcopy 
and electronic material.
Copyright
Authors publishing the Journal will be asked to sign a declaration form.  In signing the form, it is assumed that authors 
have obtained permission to use any copyrighted or previously published material.  All authors must read and agree to the 
conditions outlined in the form, and must sign the form or agree that the corresponding author can sign on their behalf.  
Articles cannot be published until a signed form has been received. 
Lag time 
The elapsed time from submission to publication for the articles averages 5-6 months.  A decision of acceptance of a 
manuscript is reached in 2 to 3 months (average 9 weeks).
Back issues
Single issues from current and recent volumes are available at the current single issue price from UPM Press.  Earlier issues 
may also be obtained from UPM Press at a special discounted price.  Please contact UPM Press at penerbit@putra.upm.edu.
my or you may write for further details at the following address:
UPM Press
Universiti Putra Malaysia
43400 UPM, Serdang
Selangor Darul Ehsan
Malaysia.

