1. Phylogenetic comparative models (PCMs) have been used to study 15 macroevolutionary patterns, to characterize adaptive phenotypic landscapes, to quantify 16 rates of evolution, to measure the heritability of traits, and to test various evolutionary 17 hypotheses. A major obstacle to applying these models has been the complexity of 18 evaluating their likelihood function. Recent works have shown that for many PCMs, the 19 likelihood can be obtained in time proportional to the size of the tree based on post-order 20 1 tree traversal, also known as pruning. Despite this progress, inferring complex multi-trait 21 PCMs on large trees remains a time-intensive task. Here, we study parallelizing the 22 pruning algorithm as a generic technique for speeding-up PCM-inference. 23 2. We implement several parallel traversal algorithms in the form of a generic C++ 24 library for Serial and Parallel LIneage Traversal of Trees (SPLITT). Based on SPLITT, we 25 provide examples of parallel likelihood evaluation for several popular PCMs, ranging from 26 a single-trait Brownian motion model to complex multi-trait Ornstein-Uhlenbeck and 27 mixed Gaussian phylogenetic models.
Introduction 46
Phylogenetic comparative models (PCMs) have been used for studying the evolution of various biological species, ranging from micro-organisms to animals and plants.
remote cousins on the tree. Formally, SPLITT makes the following key assumption: 152 Assumption 1. Calculating the state of a node j can be done independently from the calculation of the state of any other node k, provided that neither j is an ancestor of k, nor k is an ancestor of j. 153 To maximize the potential for parallel execution, the lifecycle of a node during 154 traversal is divided in three operations (Fig. 1c,d) : 155 1. InitNode: initializes the node-state based on the input data and model parameters 156 only. This operation does not depend on the states of other nodes. Hence, it is fully VisitNode(i ,S,T ,z,Θ):
InitNode(i ,S,T ,z,Θ):
Heritable component After a branching, the daughter branches inherit their parent's value and evolve independently, following Brownian Motion: Hence, we define the node-states as the polynomial coefficients S i = a i ,b i ,c i . The PMM-specific operations are defined as follows:
Calculating the states S i is done via post-order traversal (pruning) of the tree.
SPLITT divides this procedure in parallelizable steps.
During step 0. Initialization, the InitNode operation is executed on each node. Then, the tree is traversed in a sequence of "prune-range" steps (see also Section 1. polynomial of g M (Theorem S1, Section 2.2, Supplementary Information): recursive formulas (Theorem S1, Section 2.2, Supplementary Information) :
otherwise.
( 2) Based on Eq. 2, we define the node-traversal operations (InitNode, VisitNode and topologies of sizes N ∈ {100; 1000; 10, 000; 100, 000}. To generate the random trees, we 2. p = 0.1 corresponding to unbalanced trees in which one of any two sibling branches 265 (sharing the same parent node) splits at rate p = 0.1, while the other splits at rate 266 p = 1 − p = 0.9 (time units are arbitrary, so we can assume that the rates correspond 267 to splitting probabilities per unit time). 268 3. p = 0.01 corresponding to very unbalanced trees (splitting rates of p = 0.01 and 269 p = 0.99 for any couple of sibling branches); 270 4. p = 0.01/N corresponding to a ladder-like tree (see Fig. 2 ).
271
This resulted in a total of 16 topologies (trees for N = 1, 000 shown on Fig. 2 ). For 272 each topology, random branch lengths were assigned overwriting the default branch lengths 273 of 1 assigned by rtreeshape(). Since the OU-implementations in the current 274 diversitree and Rphylopars versions do not support non-ultrametric trees, each tree was 275 ultrametrized (adjusting branch lengths so that all tips have the same root-tip distance).
276
For each tree, we generated random trait-values by simulating under the POUMM model 277 using random parameters.
278 13 p = 0.5 (balanced) p = 0.1 p = 0.01 p = 0.01/N (ladder) Figure 2 : Test tree topologies for N = 1, 000. For visualization purpose, all branch lengths have been set to 1, whereas the random branch lengths were used in the benchmarks. Note that the tree for p = 0.5 is nearly but not perfectly balanced due to the random nature of the tree generation process, as well as N not being an exact degree of 2. PCMBaseCpp. For the multi-trait implementations, we measured the time for 1, 4, 8 p = 0.5 (balanced) p = 0.1 p = 0.01 p = 0.01/N (ladder) 100 1,000 10,000 100,000 100 1,000 10,000 100,000 100 1,000 10,000 100,000 100 1,000 10,000 100,000 Figure 3 : Likelihood calculation times for single-trait R and C++ implementations of the POUMM model on a PC (processor Intel(R) Core(TM) i7-4850HQ CPU @ 2.30GHz with four physical cores). Both, the x−axis denoting the number of tips in the tree and the y−axis denoting the calculation time in milliseconds are on a log-10 scale. Panels from left to right correspond to different tree topologies with left-most panel corresponding to a perfectly balanced tree and right-most panel corresponding to a ladder tree, see also Fig. 2. matrix inversion in the multi-trait case.
Parallel speedup 346
The parallel speed-ups for the Euler cluster benchmark for single-trait 347 implementations and for multi-trait implementations with 16 traits are shown on figs. 5 348 and 6 (see also Figs. S7-S9, for multi-trait implementations with 1, 4 and 8 traits).
349
For single-trait implementations, the parallel speed-up is negligible for trees of less 350 than 1000 tips and for highly unbalanced trees (Fig. 5) . The parallel speed-up becomes 351 noticeable for large balanced trees, peaking at 10x for a balanced tree of 100,000 tips,
352
running on 20 CPU cores (Fig. 5) . The above behaviour is explained by the fact that the For the multi-trait implementations, the InitNode and VisitNode operations are 360 computationally more intensive. This is why we observe substantial parallel speed-up on 361 the smallest as well as the most unbalanced trees trees (Fig. 6 ). However, for all multi-trait 362 cases, we observe a decline in parallel speed-up with more than 12 CPU cores (Fig. 6) . The 363 most reasonable explanation for this is competition between the CPU cores for a limited 364 hardware resource.
365
Combined parallel likelihood calculation with adaptive Metropolis sampling 366
In Bayesian MCMC inference, the parallel likelihood calculation can be combined with an 367 adaptive MCMC sampler. The POUMM R-package implements this approach by 368 19 p = 0.5 (balanced) p = 0.1 p = 0.01 p = 0.01/N (ladder) k=1 traits k=4 traits k=8 traits k=16 traits 100 1,000 10,000 100,000 100 1,000 10,000 100,000 100 1,000 10,000 100,000 100 1,000 10,000 100,000 Mode serial parallel queue parallel range Figure 6 : Parallel speed-up for the multi-trait (k = 16 traits) POUMM implementation (package PCMBaseCpp) on the Euler cluster. The grey and red lines denote the expected speed-up at 100% and 50% parallel efficiency, respectively. Horizontally, the panels correspond to the different tree topologies, see also Fig. 2 . Vertically, the panels correspond to the different tree-sizes.
22
embedding the SPLIT-based likelihood calculation in a Metropolis sampler with coerced 369 acceptance rate available from the adaptMCMC R-package (Scheidegger 2017) (Section 3.1, 370
Supplementary Information). We tested this approach during a POUMM analysis of a
