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Abstract - School is one of the facilities in the implementation and development of education. SMK Raksana 
2 Medan is one of the best schools in North Sumatra. With differing abilities, students differ in their level 
of achievement. There are several factors that greatly affect student learning achievement, among others: 
talent, interest, student motivation, parental motivation, home learning facilities, quality teaching from 
teachers, school facilities, extracurricular, additional tutoring and student association. This study aims to 
simplify and reduce these factors so as to obtain dominant factors that influence student learning 
achievement by using Principal Component Analysis (PCA). The study was conducted by collecting data 
through questionnaires to respondents or research samples. Finally to obtain 3 factors: The main factor 
(PC1) has an eigenvalue of 3.11 with a variance of 31%. The supporting factor (PC2) has an eigenvalue of 
1.50 with a variance of 15%. The additional factor (PC3) has an eigenvalue of 1.16 with a variance of 12%. 
The overall factor gives a cumulative diversity proportion of 57.70%, meaning that the three factors 
according to the perceptions of students who are respondents in this study can influence student 
achievement at SMK Raksana 2 Medan at 57.70%. 
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Abstrak - Sekolah merupakan salah satu sarana dalam penyelenggaraan dan pengembangan pendidikan. 
SMK Raksana 2 Medan merupakan salah satu sekolah yang memiliki banyak prestasi terbaik di Sumatera 
Utara. Dengan berbeda-bedanya kemampuan siswa maka berbeda pula tingkat prestasinya. Terdapat 
beberapa faktor yang sangat mempengaruhi prestasi belajar siswa, antara lain: bakat, minat, motivasi 
siswa, motivasi orang tua, fasilitas belajar dirumah, kualitas pengajaran dari guru, fasilitas sekolah, 
ekstrakullikuler, les tambahan dan pergaulan siswa. Penelitian ini bertujuan untuk menyederhanakan dan 
mereduksi faktor – faktor tersebut sehingga memperoleh faktor dominan yang mempengaruhi prestasi 
belajar siswa dengan menggunakan metode analisis Principal Component Analysis (PCA). Penelitian 
dilakukan dengan mengumpulkan data melalui kuesioner kepada responden atau sampel penelitian yaitu 
siswa/i kelas X dan XI SMK Raksana 2 Medan, Sehingga diperoleh 3 faktor yaitu: faktor utama (PC1) 
memiliki nilai eigenvalue sebesar 3.11 dengan jumlah varians sebesar 31%. Faktor pendukung (PC2) 
memiliki nilai eigenvalue sebesar 1.50 dengan jumlah varians sebesar 15%. Faktor tambahan (PC3) 
memiliki nilai eigenvalue sebesar 1.16 dengan jumlah varians sebesar 12%. Keseluruhan faktor 
memberikan proporsi keragaman kumulatif sebesar 57.70%, artinya ketiga faktor tersebut menurut 
persepsi siswa/i yang menjadi responden dalam penelitian ini dapat mempengaruhi prestasi belajar siswa/i 
di SMK Raksana 2 Medan sebesar 57.70%.  




Peserta didik merupakan suatu organisme yang sedang 
tumbuh dan berkembang. Para peserta didik memiliki 
potensi masing-masing seperti bakat, minat, prestasi 
dan lain sebagainya. Dalam kehidupan bermasyarakat 
yang semakin maju, prestasi seseorang dipandang 
sangat penting. Lembaga-lembaga pendidikan 
menekankan pentingnya penampilan belajar yang 
baik, persaingan dan keberhasilan dalam menempuh 
tes, baik tes pengetahuan maupun tes kemampuan. 
Salah satu lembaga pendidikan formal adalah Sekolah. 
Sekolah adalah salah satu sarana dalam 
penyelenggaraan dan pengembangan pendidikan. 
SMK Swasta Raksana 2 Medan merupakan salah satu 
sekolah yang memiliki banyak prestasi terbaik di 
Sumatera Utara. Dengan berbeda-bedanya 
kemampuan siswa maka berbeda pula tingkat 
prestasinya. Terdapat beberapa faktor yang sangat 
mempengaruhi prestasi belajar siswa, Antara lain: 
bakat, minat, motivasi siswa, motivasi orang tua, 
fasilitas belajar dirumah, kualitas pengajaran dari guru, 
fasilitas sekolah, ekstrakullikuler, les tambahan dan 
pergaulan siswa. 
 Dalam penelitian ini, PCA diterapkan dalam 
pelatihan dan menguji faktor yang sangat 
mempengaruhi prestasi belajar siswa. PCA akan 
mengidentifikasi pola dalam kumpulan data, 
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menemukan persamaan dan perbedaannya diantara 
masing-masing faktor. Karena PCA berfungsi sebagai 
model yang kuat untuk menganalisis data.  
 Pendekatan Principal Component Analysis 
(PCA) diharapkan mampu menyederhanakan dan 
menghilangkan faktor – faktor yang yang kurang 
dominan atau relevan mempengaruhi prestasi belajar 
siswa namun memiliki korelasi cukup besar terhadap 
pembentukaan faktor prestasi belajar siswa dengan 
total proporsi varians kovarians yang diharapkan 
sebesar 60%, Sehingga hal ini memudahkan lembaga 
pendidikan untuk lebih meningkatkan prestasi belajar 
Siswa/i di Sekolah, Karena prestasi belajar adalah 
salah satu ukuran sumber daya manusia yang 
berkualitas dan merupakan ukuran keberhasilan dalam 
kegiatan belajar mengajar 
PCA memberikan hasil yang baik ketika 
diterapkan pada atribut yang berkorelasi. Dalam 
penelitian ini, PCA diterapkan dalam pelatihan dan 
menguji atribut dari set data kanker serviks. PCA akan 
mengidentifikasi pola dalam kumpulan data, 
menemukan persamaan dan perbedaannya diantara 
masing-masing atribut [1]. Karena berfungsi sebagai 
model yang kuat untuk menganalisis data. Data asli 
dan rata-rata data asli dipilih. Matriks kovarians 
dihitung dimana hasilnya digunakan dalam 
menghitung vektor eigen dan nilai eigen [2] dan vektor 
eigen dengan nilai eigen tertinggi dipilih sebagai 
komponen utama dari data kanker serviks yang 
ditetapkan karena menunjukkan hubungan yang paling 
signifikan antara atribut kumpulan data. Nilai Eigen 
diurutkan dalam urutan menaik untuk memilih data 
yang paling signifikan dan membuang yang paling 
tidak signifikan. Dengan ini berarti data dengan ruang 
yang lebih banyak dikurangi ke ruang yang lebih 
rendah/sedikit. 
Dengan demikian, PCA merupakan suatu teknik 
seleksi data multivariat (multivariable) yang 
mengubah atau mentranformasi suatu matriks data 
original menjadi suatu kumpulan kombinasi homogen 
yang lebih sedikit namun menyerap sejumlah besar 
varian dari data awal [3]. Tujuan utamanya ialah 
mendefinisikan sebanyak mungkin jumlah keragaman 
data original dengan seminim mungkin principal 
component [4] [5]. 
 
1. Teori 
a. Principal Component Analysis (PCA) 
 PCA merupakan kombinasi linear dari variabel 
awal yang secara geometris kombinasi linear ini 
merupakan sistem koordinat baru yang diperoleh dari 
rotasi sistem semula. Metoda PCA sangat berguna 
digunakan jika data yang ada memiliki jumlah variabel 
yang besar dan memiliki korelasi antar variabelnya. 
Perhitungan dari principal component analysis 
didasarkan pada perhitungan nilai eigen dan vektor 
eigen yang menyatakan penyebaran data dari suatu 
dataset [2]. Dengan menggunakan PCA, variabel yang 
tadinya sebanyak n variabel akan diseleksi menjadi k 
variabel baru yang disebut principal component, 
dengan jumlah k lebih sedikit dari n. Dengan hanya 
menggunakan k principal component akan 
menghasilkan nilai yang sama dengan menggunakan n 
variabel. Variabel hasil dari seleksi disebut principal 
component [6]. 
PCA digunakan untuk menjelaskan struktur 
matriks varians-kovarians dari suatu set variabel 
melalui kombinasi linier dari variabel-variabel 
tersebut. Secara umum principal component (PC) 
dapat berguna untuk seleksi fitur dan interpretasi 
variabel-variabel.  
Skema konseptual yang diilustrasikan 
bagaimana PCA dapat membantu untuk 
menyederhanakan dimensi dari data melalui hipotesa 
dataset berjumlah m variabel dapat ditunjukkan pada 
Gambar 2.1 berikut : 
Gambar 1 Model konseptual PCA untuk tahap seleksi fitur 
(Sumber: Kotu & Deshpande, 2015) 
 
Menurut (Jolliffe, 2002), Prosedur pengerjaan 
Principal Component Analysis bertujuan untuk 
menyederhanakan dan menghilangkan faktor atau 
indikator skrining yang kurang dominan dan kurang 
relevan tanpa mengurangi maksud dan tujuan dari data 
asli dari variabel acak x (matrik berukuran n x n, 
dimana baris-baris yang berisi observasi sebanyak n 
dari variabel acak x) adalah sebagai berikut: 
 
1. Menghitung matrik varians kovarian dari data 
observasi.  
Varians (Var(x)) dihitung untuk menemukan 
penyebaran data dalam set data kanker serviks 
untuk menentukan penyimpangan data dalam set 
data sampel [1]. Matrik Kovarian Cov (x,y)  ialah 
matriks yang nilai-nilai kovariansi pada tiap cell-
nya diperoleh dari sampel. Misalkan x dan y 
adalah variabel acak. (Jolliffe, 2002).  
Var(x) = 𝝈2 = 
𝟏
𝒏






Cov (x,y) = 
𝟏
𝒏−𝟏
∑ (𝒙𝒊𝒋 − µ𝒙𝒋)
𝒏
𝒊=𝟏 (𝒚𝒊𝒋 − µ𝒚𝒋) 
 
Dengan  µx dan µy merupakan rata – rata (mean) 
sampel dari variabel x dan y,  dimana xi dan y𝑖 
merupakan nilai observasi ke-i dari variabel x dan 
y. Dari data nilai yang digunakan, maka diperoleh 
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matrik kovarian berukuran n x n. 
2. Mencari eigenvalues dan eigenvector dari matrik 
kovarian yang telah diperoleh [2] yaitu: Nilai 
eigen dan vektor eigen untuk matriks kovarians 
dihitung. Nilai eigen yang dikomputasi kemudian 
ditransformasikan (rotasi orthogonal varimax) 
menggunakan persamaan berikut [2] : 
Det (A – λI) = 0 
dimana : 
A = matrik nxn 
λ = nilai eigenvalue 
I = matriks identitas (matriks persegi  
          dengan elemen diagonal utama bernilai   
          1 sedangkan elemen lain bernilai 0 
3. Menentukan nilai proporsi Principal Component 






4. Menghitung bobot factor (factor loading) 
berdasarkan eigenvector dengan persamaan 
(Jhonson & Wichern, 2007) [2]: 
Ax = λx 
Sehingga diperoleh kombinasi linear yaitu: 
a. λ1, λ2, λ3… λn  adalah eigenvalue matrik A 
b. x1, x2, x3… xn  adalah eigenvector sesuai 
eigenvalue-nya (λn)  
Persamaan eigenvalue & eigenvector merupakan 
Eigen Value Decomposition (EVD), dengan 
persamaan sebagai berikut: 
AX = XD 
A= X D X-1 
dimana : 
A = matrik nxn yang memiliki n eigenvalue (λn) 
D = eigenvalue dari eigenvector-nya 
X = eigenvector dari matrik A 
X-1= invers dari eigenvector X 
 
b. Prestasi Belajar 
Belajar merupakan suatu proses kegiatan yang 
dilakukan oleh seseorang yang menghasilkan suatu 
perubahan tingkah laku yang baru sebagai hasil 
interaksi dengan lingkungannya. Kata kunci dari 
pengertian belajar adalah “perubahan” dalam diri 
individu yang belajar. Karena belajar merupakan suatu 
proses usaha yang didalamnya terdapat tahapan-
tahapan yang harus dilalui untuk sampai kepada hasil 
belajar itu sendiri yaitu aspek kognitif, afektif dan 
psikomotor. Istilah prestasi belajar terdiri dari dua suku 
kata, yaitu prestasi dan belajar. Istilah prestasi sebagai 
hasil yang telah dicapai. Prestasi adalah hasil dari suatu 
kegiatan yang telah dikerjakan, diciptakan baik secara 
individu maupun secara kelompok. Sedangkan 
menurut Mas’ud Hasan Abdul Dahar bahwa prestasi 
adalah apa yang telah dapat diciptakan, hasil 
pekerjaan, hasil yang menyenangkan hati yang 
diperoleh dengan jalan keuletan kerja. Dapat 
disimpulkan bahwa prestasi adalah hasil kegiatan yang 
telah dikerjakannya dengan jalan ketekunan dalam 
menciptakan suatu hasil kerja yang baik. 
Belajar merupakan perubahan tingkah laku yang 
bersifat permanen yang dipengaruhi oleh proses 
interaksi dengan lingkungannya. Sedangkan Prestasi 
Belajar adalah tingkat keberhasilan tujuan 
pembelajaran yang dicapai dari suatu kegiatan atau 
usaha yang dapat memberikan kepuasan emosional 
dan dapat diukur dengan alat atau tes tertentu.  
Adapun dalam penelitian ini yang dimaksud 
prestasi belajar adalah tingkat keberhasilan siswa 
dalam memahami materi, tingkat penguasaan materi, 
perubahan emosional, atau perubahan tingkah laku 
yang dapat diukur dengan tes tertentu dan diwujudkan 
dalam bentuk nilai atau skor setelah menempuh proses 
pembelajaran. 
Pengukuran Intelegensi (IQ) merupakan tolak 
ukur dari prestasi belajar, kesuksesan dalam prestasi 
belajar tergantung dari IQ, Hal ini sangat berperan 
penting dalam prestasi belajar. Namun ada beberapa 
kasus yang membuktikan bahwa IQ yang tinggi 
ternyata tidak menjamin kesuksesan dalam belajar dan 
hidup bermasyarakat. Dari pernyataan itu dapat 
disimpulkan bahwa IQ bukan satu-satunya mengukur 
dan mengembangkan prestasi belajar. 
Faktor-faktor yang ikut serta mempengaruhi prestasi 
belajar yaitu terdiri atas tiga bagian, yaitu: 
1. Faktor-faktor internal 
Faktor yang ada didalam dirinya sendiri yang 
dapat mempengaruhi prestasi belajar : 
a. Faktor fisiologis 
Merupakan faktor kesehatan fisik yang kuat akan 
memberi keuntungan dan hasil belajar yang baik. 
Begitu sebaliknya keadaan yang kurang baik akan 
berpengaruh pada hasil belajar. 
b. Faktor psikologis 
Dalam faktor psikologis yang mempengaruhi 
hasil belajar dibagi menjadi beberapa bagian yaitu 
: 
Intelegensi, faktor ini mengutamakan prestasi 
belajar tergantung pada IQ yang dimiliki 
seseorang. Slameto mengatakan bahwa “tingkat 
intelegensi yang tinggi akan lebih berhasil 
daripada yang mempunyai tingkat intelegensi 
yang rendah”.  
Perhatian adalah keaktifan jiwa yang bertujuan 
semata-mata kepada suatu benda atau sekumpulan 
obyek. Perhatian yang terarah akan menghasilkan 
pemahaman dan kemampuan yang mantap.  
Minat adalah “kecenderungan yang tetap untuk 
memperhatikan dan mengenang beberapa 
kegiatan, kegiatan yang diminati seseorang, 
diperhatikan terus yang disertai dengan rasa 
sayang”. Minat adalah keinginan yang tinggi 
terhadap sesuatu yang dimiliki seseorang. 
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Bakat adalah kemampuan untuk belajar, potensi, 
ketrampilan yang dimiliki seseorang dalam 
menyongsong masa yang akan datang. 
Motivasi, dorongan seseorang dalam meraih 
prestasi setinggi mungkin 
2. Faktor – faktor eksternal 
Faktor yang memepengaruhi dari luar diri 
seseorang, Faktor yang ada diluar dirinya sendiri 
yang dapat mempengaruhi prestasi belajar.  
 
2. Metode Penelitian 
I. Data Observasi 
Data observasi diperoleh menggunakan metode 
pengumpulan data dengan cara menyebarkan 
kuesioner kepada responden atau sampel penelitian 
sebanyak 200 siswa/i kelas X dan XI SMK Raksana 2 
Medan khususnya Jurusan RPL dan Multimedia. 
 
II. Tahapan Penelitian 
Berikut tahapan penelitian secara keseluruhan yang 
dapat dijabarkan sebagai berikut : 
1. Mengumpulkan data dengan cara menyebarkan 
kuesioner kepada responden atau sampel 
penelitian yaitu siswa/i kelas X dan XI SMK 
Raksana 2 Medan khususnya Jurusan RPL dan 
Multimedia. 
2. Mengolah data dengan melakukan proses 
preprocessing untuk mengetahui kevalidan dan 
keandalan data yang diperoleh. Pada penelitian 
ini, hanya melakukan dua proses preprocessing. 
Pertama adalah penanganan missing value. 
Missing value pada atribut yang bernilai numerik 
digantikan dengan nilai rata-rata (mean) dari 
atribut pada kolom yang sama. Sedangkan missing 
value pada atribut yang bernilai nominal 
digantikan dengan nilai kemungkinan terbanyak 
dari atribut pada kolom yang sama. Selanjutnya 
adalah proses cleaning dilakukan dengan 
membuang duplikasi data 
3. Melakukan analisis faktor PCA dengan 
mengidentifikasi variabel – variabel, antara lain: 
X1 = Bakat, X2 = Minat, X3 = Motivasi siswa, X4 
= Motivasi orang tua, X5 = Fasilitas belajar di 
rumah, X6 = Kualitas pengajaran guru, X7 = 
Fasilitas di sekolah, X8 = Ekstrakulikuler, X9 = 
Les tambahan dan X10 = Pergaulan siswa. 
4. Membuat kesimpulan berupa hasil analisis 
 
Berikut adalah tahapan analisis faktor dengan 
menggunakan PCA yang dapat dijabarkan sebagai 
berikut: 
1. Data Preprocessing  
Pada penelitian ini, hanya melakukan dua proses 
preprocessing. Pertama adalah data cleaning dilakukan 
dengan membuang duplikasi data sehingga jumlah 
data observasi yang semula sebanyak 200 record 
menjadi 187 record.  
Proses selanjutnya adalah data normalization 
dilakukan dengan standarisasi data sehingga interval 
atau rentang data menjadi lebih proporsional dengan 
menggunakan metode yaitu Z-Score sebagai berkut: 




z: nilai standard score, x: data observasi, μ: mean per 
variabel dan σ: standar deviasi per variabel. Hasil dari 
Z-score ini adalah data dengan mean = 0 dan standar 
deviasi = 1.  
Proses Z-score adalah setiap data observasi pada 
sebuah variabel dikurangi dengan mean variabel 
tersebut dan dibagi dengan standar deviasinya (dengan 
kata lain, tiap baris per kolom dikurangi mean kolom 
tersebut, dibagi dengan standard deviasi kolom yang 
sama). Dalam penelitian ini, atribut hasil 
preprocessing direpresentasikan kedalam bentuk label 
(X1, X2, X3…X10) yang mewakili urutan data yang 
sesuai dengan data yang diuji. Berikut hasil 
representasi variabel dalam bentuk label: 
X1 = Bakat  
X2 = Minat  
X3 = Motivasi siswa  
X4 = Motivasi orang tua  
X5 = Fasilitas belajar di rumah  
X6 = Kualitas pengajaran guru 
X7 = Fasilitas di sekolah  
X8 = Ekstrakulikuler  
X9 = Les tambahan  
X10 = Pergaulan siswa. 
2. Menghitung korelasi antar data observasi 
Kovarian (Covariance) digunakan untuk mengukur 
besarnya hubungan antara dua faktor.  
Matrik kovarian (covariance matrix) diperoleh dengan 
menghitung pasangan 2 buah faktor dari total n faktor 
menggunakan persamaan Cov (x,y) 
Misalkan: Atribut x, y dan z, dengan jumlah faktor = 
3,  






Maka matrik kovariannya berukuran 3x3 = nxn, yaitu:  
[
𝑐𝑜𝑣(𝑥, 𝑥) 𝑐𝑜𝑣(𝑥, 𝑦) 𝑐𝑜𝑣(𝑥, 𝑧)
𝑐𝑜𝑣(𝑦, 𝑥) 𝑐𝑜𝑣(𝑦, 𝑦) 𝑐𝑜𝑣(𝑦, 𝑧)
𝑐𝑜𝑣(𝑧, 𝑥) 𝑐𝑜𝑣(𝑧, 𝑦) 𝑐𝑜𝑣(𝑧, 𝑧)
] 
Dimana cov(x,x), cov(y,y) dan cov(z,z) nilainya sama 
dengan perhitungan nilai variansi (variance) dari 
atribut x, y dan z. sehingga matrik kovariannya: 
[
𝑣𝑎𝑟(𝑥) 𝑐𝑜𝑣(𝑥, 𝑦) 𝑐𝑜𝑣(𝑥, 𝑧)
𝑐𝑜𝑣(𝑦, 𝑥) 𝑣𝑎𝑟(𝑦) 𝑐𝑜𝑣(𝑦, 𝑧)
𝑐𝑜𝑣(𝑧, 𝑥) 𝑐𝑜𝑣(𝑧, 𝑦) 𝑣𝑎𝑟(𝑧)
] 
Jika nilai komponen diagonalnya (var(x), var(y) dan 
var(z)) adalah 1, maka matrik kovariannya sama 
dengan matrik korelasi sebab hasil korelasi dari data 
yang tidak distandarisasi adalah sama dengan hasil 
kovarian dari data yang distandarisasi. Berarti bahwa 
matrik kovarian merupakan matrik simetris. Bila 
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didekomposisikan dengan Eigenvalue, maka nilai pada 
diagonal eigenvalue ≥ 0. Dengan demikian nilai: 
cov(y,x) = cov(x,y) 
cov(z,x) = cov(x,z) 
cov(z,y) = cov(y,z) 
3. Menentukan eigenvalue dari covariance matrix 
 Nilai eigen (λ ) merupakan bilangan skalar yang 
mendefinisikan matrik kovarian. Dimana matrik 
kovarian tersebut adalah matriks bujur sangkar (square 
matrix) berukuran m x m, maka untuk nilai eigen (λ) 
yang sesuai dengan matrik kovarian tersebut diperoleh 
melalui persamaan eigenvektor, sehingga setiap skalar 
(λ1, λ2……..λm) membentuk matrik eigenvektor. Proses 
rotasi faktor bertujuan untuk mencari faktor - faktor 
yang mampu mengoptimalkan korelasi antar indikator 
yang diobservasi. Pada analisis ini, rotasi faktor yang 
digunakan adalah varimax rotation dengan nilai 
loading factor lebih besar dari 0.3 
4. Memilih sejumlah principal component (PC) 
Komponen utama yang dipilih memiliki jumlah 
kontribusi maksimum sebesar 99% berdasarkan 
proporsi varians dari masing-masing principal 
component yang terpilih maka terlebih dahulu dihitung 
nilai proporsi varians dari masing-masing principal 





Dimana, Varians Kovarians diperoleh dari 
penjumlahan total nilai diagonal matrik kovarian. 
 
5. Menghitung bobot faktor (factor loading) 
menggunakan persamaan eigenvektor 
Untuk menentukan atribut mana yang termasuk 
kedalam principal component dengan jumlah 
kontribusi maksimum sebesar 99%, maka dilakukan 
perhitungan bobot nilai eigenvektor melalui 
persamaan eigenvektor, dimana setiap nilai vektor x 
yang terbentuk bersesuaian dengan satu nilai eigen (λ) 
untuk masing-masing faktor.  
6. Memilih nilai factor loading menggunakan 
perbandingan besar korelasi 
 
Interpretasi hasil dilakukan dengan melihat nilai dari 
factor loading yang terdapat dalam matriks faktor. 
Factor loading adalah angka yang menunjukkan 
besarnya korelasi antara suatu variabel dengan faktor 
satu, dua, atau faktor 
tiga yang terbentuk. Proses penentuan variabel mana 
yang akan masuk kedalam faktor dilakukan dengan 
melihat perbandingan besar korelasi pada 




3. Hasil Penelitian 
 
Penelitian menggunakan perangkat lunak Rapid 
Miner® versi 5.3 dan spesifikasi processor Intel Core 
i5 2.60GHz, kapasitas memory 4 GB. Untuk 
memudahkan perhitungan nilai-nilai dalam proses 
perhitungan PCA, maka menggunakan perangkat 
lunak Matlab versi 2013.   
 
I. Hasil Data Preprocessing 
 
II. Hasil Data Normalization (Z-Score) 
Siswa X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 
1 1.25 1.2 -0.35 0.34 -1.21 -0.6 0.5 -0.8 -0.1 1.2 
2 -0.92 0.1 0.4 0.34 -1.21 0.3 -0.4 -0.8 -1.1 -1.4 
Siswa X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 
1 5 5 3 4 3 3 4 4 4 5 
2 3 4 4 4 3 4 3 4 3 2 
3 5 5 5 5 3 5 5 4 4 5 
4 5 4 5 4 4 4 5 5 5 5 
5 4 4 2 3 4 3 2 4 2 3 
6 3 4 5 4 5 5 5 5 5 4 
7 3 5 2 4 5 4 2 4 2 3 
8 4 5 5 3 4 5 5 4 5 5 
9 3 2 3 3 4 2 2 4 4 4 
10 5 4 5 4 5 5 5 5 4 4 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
187 5 4 2 4 4 4 2 4 2 5 
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Siswa X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 
3 1.25 1.20 1.23 1.40 -1.21 1.25 1.34 -0.83 -0.05 1.21 
4 1.25 0.10 1.23 0.34 0.03 0.32 1.34 0.93 1.04 1.21 
5 0.16 0.10 -1.15 -0.72 0.03 -0.61 -1.29 -0.83 -2.24 -0.50 
6 -0.92 0.10 1.23 0.34 1.27 1.25 1.34 0.93 1.04 0.35 
7 -0.92 1.20 -1.15 0.34 1.27 0.32 -1.29 -0.83 -2.24 -0.50 
8 0.16 1.20 1.23 -0.72 0.03 1.25 1.34 -0.83 1.04 1.21 
9 -0.92 -2.10 -0.35 -0.72 0.03 -1.54 -1.29 -0.83 -0.05 0.35 
10 1.25 0.10 1.23 0.34 1.27 1.25 1.34 0.93 -0.05 0.35 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
187 1.25 0.10 -1.15 0.34 0.03 0.32 -1.29 -0.83 -2.24 1.21 
 
III. Hasil Perhitungan Covariance Matrix (Rapidminer) 
 
 
IV. Hasil Dekomposisi Eigenvalue 
PC Nilai Eigen Proporsi 
Varian (%) 
Cumulative 
1 3.11 31.10 31.10 
2 1.50 15 46.10 
3 1.16 11.60 57.70 
4 0.94 9.4 67.20 
5 0.78 7.8 75.00 
6 0.64 6.4 81.30 
7 0.58 5.8 87.10 
8 0.51 5.1 92.20 
9 0.45 4.5 96.70 
10 0.33 3.3 100 
 
V. Hasil Perhitungan Eigenvector (Varimax Rotation) 
 47 
 
   
48 
 
VI. Faktor – faktor yang Mempengaruhi Prestasi 




Dari kesepuluh variabel yang diamati, setelah 
dilakukan analisis faktor dengan metode principal 
component analysis, diperoleh 3 faktor yang 
mempengaruhi yaitu: Faktor pertama (PC 1) 
merupakan faktor yang paling dominan mempunyai 
nilai eigenvalue sebesar 3.11 dan mampu menjelaskan 
keragaman total sebesar 31%. Faktor ini terdiri atas 
variabel X1 = bakat, X3 = motivasi siswa, X6 = 
kualitas pengajaran guru, X7 = fasilitas sekolah dan 
X10 = pergaulan siswa yang dinamakan faktor dalam 
diri siswa dan lingkungan sekitar. Faktor kedua (PC 2) 
terdiri atas X8 = ekstrakulikuler dan X9 = les tambahan 
dengan nilai eigenvalue sebesar 1.50 dan mampu 
menjelaskan keragaman total sebesar 15%. Faktor ini 
dinamakan faktor pendukung. Faktor ketiga (PC 3) 
terdiri atas X2= minat, X4=motivasi orang tua dan X5 
= fasilitas belajar dirumah, dengan nilai eigenvalue 
sebesar 1.16 dan mampu menjelaskan keragaman total 
sebesar 12%. Faktor ini dinamakan faktor tambahan. 
2.  
Ketiga faktor (PC1 s/d PC3) memberikan proporsi 
keragaman kumulatif sebesar 57.70%, artinya ketiga 
faktor tersebut menurut persepsi siswa/i yang menjadi 
responden dalam penelitian ini dapat mempengaruhi 
prestasi belajar siswa/i di SMK Raksana 2 Medan 
sebesar 57.70% dan sisanya dapat dipengaruhi oleh 
faktor-faktor yang lain yang tidak terungkap dalam 
model penelitian 
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