Definition 1. Let ∆ n−1 = {(l 1 , ..., l n ) : l i > 0, l 1 + ... + l n = 1} be the (n − 1)-dimensional simplex. Given L = (l 1 , l 2 , ..., l n ) ∈ ∆ n−1 we can obtain n subintervals of the unit interval: I 1 = [0, l 1 ), I 2 = [l 1 , l 1 + l 2 ), ..., I n = [l 1 + ... + l n−1 , 1). If we are also given a permutation on n letters π we obtain an n-Interval Exchange Transformation (IET) T π,L : [0, 1) → [0, 1) which exchanges the intervals I i according to π. That is, if
Interval exchange transformations can be minimal but not uniquely ergodic. Let us consider a minimal (that is, every orbit is dense) interval exchange T π,L with ergodic measures µ 1 and µ 2 . Let L c = (cµ 1 (I 1 (T )) + (1 − c)µ 2 (I 1 (T )), ..., cµ(I d (T )) + (1 − c)µ 2 (I d (T ))) .
The IET S π,Lc is also minimal and not uniquely ergodic. When c ∈ (0, 1) Lebesgue measure is a preserved but not ergodic measure. When c ∈ {0, 1} Lebesgue measure is ergodic and there is another singular ergodic measure. See [6, Section 1] for a more general discussion. In this setting one can ask what is the Hausdorff dimension of the singular ergodic measure. This is equivalent to creating two new metrics on [0, 1), d µi (a, b) = µ i ( [a, b] ) and asking what is the Hausdorff dimension of µ 1 with respect to the metric d µ2 and vice-versa.
Michael Keane introduced a construction of a minimal but not uniquely ergodic 4-IET [3] . This construction is based on proving that there are orbits that have asymptotically different distribution. It leads to two different ergodic measure λ 2 and λ 3 (see section 2). We use Keane The definition requires that the limit exists.
Theorem 3. There exists a minimal non uniquely ergodic IET T where the complement of Lebesgue generic points has Hausdorff dimension 0.
Lebesgue measure is ergodic in this example. This says that all but a set of Hausdorff dimension zero of the points behave Lebesgue typically. Recall that a dense G δ set of points are not generic for any ergodic measure of a continuous, not uniquely ergodic, minimal map of a compact metric space. On the other hand, by the Birkhoff Ergodic Theorem (and the fact that C[0, 1] with supremum norm has a countable dense set) if µ is an ergodic probability measure then µ almost every point is µ generic.
The first section provides a description of Keane's construction. The second section proves bounds on the measures of subintervals. The third section briefly recalls Hausdorff dimension and proves the theorems. Some concluding remarks are made at the end of the paper. There is an appendix that shows that the two ergodic measures can approximate each other differently.
An introduction to Keane type examples
Consider IETs with permutation (4213). Observe that the second interval gets shifted by l 4 − l 1 . If this difference is small relative to l 2 then much of I 2 gets sent to itself. At the same time, pieces of I 3 do not reach I 2 until they have first reached I 4 . This is the heart of the Keane construction. The details of the Keane construction are centered around iterating this procedure by the first return map. 
Keane considered the first return map on the fourth interval, which we denote I (1) . The first return map on this interval is once again a 4-IET. (The induced map of an IET on I j is an IET on at most the same number of intervals. This is in general false for the induced map of an IET on [a, b).) Keane showed that by choosing the lengths appropriately one could ensure that this induced map had the permutation (2431). Name these in reverse order and we once again get a (4213) IET. Motivated by this, we name the 4 exchanged subintervals of I (1) under T | I (1) in reverse order; that is, I
(1) 1
is the subinterval furthest to the right. Keane also showed that for any choice m, n ∈ N one can find an IET whose landing pattern of I
(1) j is given by the columns of following matrix:
In order to see this, pick lengths for I (1) and write it as a column vector. Now assign lengths to the original IET by multiplying this column vector by A m,n . The induced map will travel according to this matrix by construction. For instance, if one chooses lengths [ .) Compactness (of ∆ 3 , which can be thought of as the parameterizing space of (4213) IETs) ensures that we can pass to an infinite sequence of these matrices.
Since the intervals are named in reverse order, the discontinuity (under the induced map) between I 
4 ∪ I
3 ). The discontinuity (under the induced map) between I is given by T −m (δ 2 ) where δ 2 denotes the discontinuity between I 2 and I 3 . As the second row of the matrix suggests
The discontinuity (under the induced map) between I
(1) 3
and I
(1) 4
is given by T −n−1 (δ 3 ) where δ 3 denotes the discontinuity between I 3 and I 4 . As the third row of the matrix suggests
2 )∪T n (I
4 ∪I
3 )∪T m+n (I
2 )∪T n+1 (I
4 ).
1 . As the columns of the matrix suggest, this is also
4 ). To summarize, the composition of I j can be given by the j th row of the matrix.
The travel before first return of I
(1) j can be given by the j th column. Additionally, because the intervals were named in reverse order, the permutation of the induced map is once again (4213).
It is important for this construction that everything be iterated. The composition of I (k) j in pieces of I (k+r) is given by e τ j A m k+1 ,n k+1 ...A m k+r ,n k+r (where e τ j denotes the transpose pf e j ). Likewise, the travel of
Now for some explicit statements about the travel of subintervals of
2 . Moreover part of this intersection will stay in O(I (1) The choice of n k has no effect on b i,2 for i < k.
(2) The choice of n k has no effect on b i,3 for i < k. (3) The choice of m k has no effect on b i,2 for i < k. (4) The choice of m k has no effect on b i,3 for i < k + 1.
Measure estimates for Keane's construction
The previous section discussed the topological properties of Keane type IETs. Keane's construction of these IETs was motivated by their measure properties.
In Keane's example we have a minimal non-uniquely ergodic 4-IET T with ergodic measure λ 2 and λ 3 . To gain some further intuition consider the product: In particular he showed the limit exists. One can remove the assumption on n 1 or any finite number of matrices in Keane's Theorem.
2.1.
Estimates on the size of intervals with respect to the two ergodic measures. In this section we bound λ i (I (k) j ) between two constants. Many of these are needed in the later arguments. We include the rest for completeness.
In these computations, we use jth entry of partial products r t=1Ā k+t e i to estimate
. To complete these estimates we remark that b
Remark 3. The proofs of these lemmas often provide better results than their statements. Additionally, it is often straightforward to provide better estimates, especially under stronger growth conditions on m i and n i . Lemma 8, for instance, would be amenable to such an approach.
= the jth entry of lim r→∞ r t=1Ā m k+t ,n k+t e i . Lemma 1.
Proof. It suffices to show that the second entry ofĀ m k+1 ,n k+1Ā m k+2 ,n k+2 e 3 > m k+1 2n k+1 n k+2
. This is a direct computation.
Lemma 2.
This result is in the proof of Lemma 3 of [3] .
This is Lemma 3 of [3].
Lemma 4.
is the disjoint union of an image of I and that I (k) contains at least
Lemma 5.
Proof. I 
The lemma follows by Lemma 3.
is made up of a disjoint union of an image of I each of which has at least n k+1 + 1 disjoint images in I (k) .
Lemma 7.
Proof. It follows from the composition of I by subintervals of I (k+1) that
). The proof follows from Lemmas 5 and 3.
Lemma 8. 4(n k+1 +m k+1 +2) .
Lemma 9.
.
Before the next estimate we need a lemma.
entries but the first and m k A m k−1 ,n k−1 e 2 > A m k−1 ,n k−1 e 1 in all entries (the second entry of A m k ,n k e j is 0 and the second entry of A m k ,n k e 2 is m k e 2 and also the first entry of A m k ,n k e j = 1). This argument shows that A m k−1 ,n k−1 A m k ,n k e 2 has each entry greater than or equal to the corresponding entries of A m k−1 ,n k−1 A m k ,n k e j for j = 3, 4.
Lemma 11.
. We now provē A m k+1 ,n k+1 e 2 [3] <Ā m k+1 ,n k+1 e i [3] for i = 1, 3, 4. This is because |A m k+1 ,n k+1 e 2 | > |A m k+1 ,n k+1 | for i = 1, 3, 4 (Lemma 10) and A m k+1 ,n k+1 e i = n k+1 for i = 1, 2, 4. For i = 3 notice that |A m k+1 ,n k+1 e 2 | > 3|A m k+1 ,n k+1 e 3 | and A m k+1 ,n k+1 e 3 = n k+1 − 1 >
Lemma 12.
Proof. There are at most m k+1 + n k+1 + 1 disjoint images of any I cover I (k) .
Lemma 13.
Proof. By construction the fourth entry of A m k+1 ,n k+1 (Ā m k+2 ,n k+2 ...Ā m k+r ,n k+r ) is 1. By Lemma 8 the second entry is at least Lemma 14.
is made up of one image of I (k+1) 3 and one image of I
. By the fact that I (k+1) = I
4 , Lemma 9 and Lemma 13 this is less than
Lemma 15.
contains one image of I (k+1) 3
. By Lemma 11,
and by Lemma 12, 
Notice that the limit exists. Let H dim (S) = inf{s : H s (S) = 0}. This is equivalent to defining H dim (S) = sup{s : H s (S) = ∞}. We state a few well known properties of Hausdorff dimension.
Definition 7. For a Borel Measure µ we define the Hausdorff dimension of a probability measure µ is 
Lemma 17. If T is a piecewise isometry then H dim (T (S)) ≤ H dim (S).
This holds for locally Lipshitz maps as well, but this fact is unnecessary for the present paper.
3.2.
Estimates towards calculating the Hausdorff dimension for ergodic measures of IETs. For upper bounds to the Hausdorff dimension for an ergodic measure of an IET the following proposition is useful.
Proposition 2. Let T be a µ-ergodic IET and the H dim (µ) = t. If S is a set such that H dim (S) < t then µ(S) = 0.
Proof. This follows from the countable stability of H dim and ergodicity. If µ(S) > 0 then µ(
i (S)) = 1 by ergodicity. However, by the countable stability of
This proposition says that one needs to only prove upper bounds on part of the measure. If µ(S) > 0 and H t (S) = 0 then H dim (µ) ≤ t. Below is a lemma based adapting Frostman's Lemma to our particular circumstances to provide lower bounds for the Hausdorff dimension of an ergodic measure.
Lemma 18. If there exists
Proof. By Frostman's Lemma it suffices to show that for any interval J we have Cλ 3 (J) α > λ 2 (J). We will show that log λ3(J) λ 2 (J) is dominated by something comparable to log λ3(I
). This follows from the fact that I 
2 . In either case, log λ3(J) λ 2 (J) is dominated by something proportional to I for i ∈ {1, 2, 3, 4} and so reduce to these cases. Similar arguments hold for log λ2(J) λ 3 (J). Lemma 20.
The lemma follows by induction.
This Lemma establishes that λ 3 (I (k) ) is proportional to b
Proof. By Lemma 10 b k,2 > b k,i and so
. This Lemma establishes the λ 2 (I (k) ) is proportional to b
Proof.
2 ) has positive λ 2 measure and is T invariant except for a set of measure zero (because λ 2 (I (k)
2 ) → 0). By ergodicity it has full measure.
Proof. Assume that lim inf
It suffices to show that
.. be an increasing sequence of natural numbers such that log λ3(I
). It has positive λ 2 measure by Lemma 22. The naive covering
)) = 0. That is, fix δ > 0 and choose i such that
. By the fact that log λ3(I
Proof. By Lemma 18 we have that
To determine the i that attains the minimum it suffices to consider log λ 3 (I
. For all large k the smallest of these is log λ 3 (I (k) 2 )
< log 2m k+1 n k+1 n k+2 1 4 (see Section 2.1).
The proof is similar to Proposition 4.
To determine the i that attains the minimum it suffices to consider log λ 2 (I
). The smallest of these is log λ 2 (I
) (see Section 2.1).
Proofs of Theorems.
Proof of Theorem 2.
Lastly, choosing n k+1 = 4m k implies that H dim (λ 2 , d λ3 ) = 1 by Proposition 5. By suitable choices of m k and n k any of the four possibilities in Theorem 2 can be accomplished.
Proof of Theorem 1(a). H
. By our assumptions we have that this is between α and α + 2 k . At the other k's choose m k and n k to be the minimal allowed by Keane's construction (so n k+1 = 2m k and m k+1 = 3n k+1 ).
3.4.
Large sets of generic points. The result of this section is Theorem 3 that the λ 3 -generic points can be the complement of a set of Hausdorff dimension 0. This states that all but a tiny set of points behave typically for λ 3 at all times. Theorem 3 holds in particular when m k = 3n k and n k+1 = b k k,2 .
3 ) and lim 2 )). The theorem follows with the previous proposition.
Concluding remarks
The previous discussion can be repeated in another example of minimal but not uniquely ergodic IETs: those arising from skew products over rotations [5] . In this case the ergodic measures are symmetric. Therefore if there are two ergodic measures µ 1 and µ 2 then H dim (µ 1 , d µ2 ) = H dim (µ 2 , d µ1 ). We suspect that for almost every α the Hausdorff dimension for any ergodic measure obtained in this way is 1. Briefly, one considers a small interval and examines how often any point must hit it and apply Frostman's Lemma. We suspect that for exceptional α with carefully chosen continued fraction expansion any Hausdorff dimension can be obtained. To establish upper bounds one truncates the sum which defines the skewing interval to provide obvious δ-coverings for any fixed δ > 0. The lower bound comes from Frostman's Lemma. Following [2] one can skew over two intervals. For any fixed irrational α one can obtain any Hausdorff dimension by appropriate choice of the two skewing intervals. The arguments are similar to those above. We end with a question. 
