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We investigate mean-square asymptotic stability of equilibria in linear systems of
stochastic differential equations with non-normal drift coefficients, with particular
emphasis on the role of interactions between the drift and diffusion structures that act
along, orthogonally to, and laterally to the flow. Hence we construct test systems with
non-normal drift coefficients and characteristic diffusion structures for the purposes of a
linear stability analysis of the θ-Maruyama method. Next we discretise these test systems
and examine the mean-square asymptotic stability of equilibria of the resulting systems
of stochastic difference equations. Finally we indicate how this approach may help to
shed light on numerical discretisations of stochastic partial differential equations with
multiplicative space–time perturbations.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
A framework for the linear stability analysis of numerical methods for systems of stochastic differential equations (SDEs)
was proposed in [1], and emphasised the role of the diffusion structure in test system design. Stochastic perturbations with
feedback patterns capturing almost sure (a.s.) stabilising and destabilising effectswere included in two classes of test system
and a linear stability analysis for the θ-Maruyama discretisation performed on each. Since the focus was on the influence of
the diffusion in a.s. asymptotic stability, diagonal drift coefficients were chosen. For these systems, changes to the pattern
of feedback in the diffusion did not affect the mean-square asymptotic stability of the equilibria.
However, analysis in [2] indicates that when the drift coefficient is non-normal, mean-square asymptotic stability may
be influenced by an interaction between the drift and a stochastic perturbation acting orthogonally to the flow, and that this
phenomenon persists following an Euler–Maruyama discretisation. Motivated by this observation, simulations in [1] appear
to show a loss ofmean-square asymptotic stability in a discretised SDE systemwith non-normal drift when the perturbation
geometry changes such that it acts laterally to the flow, rather than along it. Recall that a normal matrix is one that is
diagonalisable by a unitary matrix, and a non-normal drift coefficient is associated with large transients in the unperturbed
system; see [3, Chapter 14]. References to other, equivalent, conditions for normality may be found in [3, Chapter 1].
In Sections 2 and 3 of this article, we build upon the analysis in [1,2] in order to explore the mean-square stability
implications of non-normal drift coefficients that interact with diffusion coefficients acting along, orthogonally to, and
laterally to the flow. Hence we construct two classes of test system for a linear stability analysis of the θ-Maruyama
numerical method, extending the strategy proposed in [1] whereby each perturbation geometry under investigation is
associated with a single intensity parameter, in order to ensure that stability regions can be determined precisely.
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There are many ways for a drift coefficient matrix to deviate from normality, and we cannot hope to categorise and
treat them all here. Instead, we use test systems with an upper triangular drift where the deviation from normality may be
controlled via a single parameter b. Various scalar measures have been used to characterise the extent to which a matrix
is non-normal (for a discussion see [3, Chapter 48]); in our case the magnitude of b corresponds to the measure of non-
normality proposed byHenrici [4]. There are also connections between the test systems examinedhere and low-dimensional
models in fluid dynamics [5], ecology [6,7], and stochastic control theory [8].
Formulae developed in [9], and described in Section 1.2 of this article, allow us to derive the system of ordinary
differential/difference equations governing mean-square dynamics before and after discretisation. The precise final form
of each test system is based upon the manifestation of drift/diffusion parameters in the stability matrices of these systems
(referred to asmean-square stabilitymatrices), and the resulting comparative stability analysis provides insight into the effect
of discretisation on mean-square asymptotic stability in non-normal systems with multiplicative stochastic perturbations.
Finally, in Section 4, we give a simple example indicating that the structural analysis of mean-square stability matrices
may provide insight into the stability implications of spatial discretisation in method-of-lines discretisations of stochastic
partial differential equations (SPDEs).
In the preparation of this article, we used the MAPLE 14 software package as follows: symbolic eigenvalue calculations
in the proofs of Theorems 2.2 and 3.1 were performed with the LinearAlgebra[Eigenvalues] function, which was
additionally used with Plots[ImplicitPlot] to generate all figures.
1.1. Linear systems of stochastic differential equations and the θ-Maruyama numerical method
Consider
dX(t) = FX(t) dt +
m
r=1
GrX(t) dWr(t), t > 0, X(0) ∈ R, (1)
where F ∈ Rd×d, G1, . . . ,Gm ∈ Rd×d, and W = (W1, . . . ,Wm)T is an m-dimensional Wiener process defined on the
filtered probability space (Ω,F , (F (t))t≥0, P), where (F (t))t≥0 is the natural filtration generated by W . Unique strong
global solutions X = {X(t; X(0)), t ≥ 0} exist (see, for example, [10]). For a given (stochastic or deterministic) evolutionary
problem, the set of steady-state solutions, or equilibria, consists of all solutions that assume a constant value regardless of the
independent variable. Note that Eq. (1) has a single equilibrium solution X(t) ≡ 0 (the zero equilibrium), which corresponds
to X(0) = 0.
The one-step θ-Maruyama method, with step-size h > 0 and θ ∈ [0, 1], applied to solutions of Eq. (1) yields a discrete-
time approximation Xn ≈ X(n h) satisfying the stochastic difference equation
Xn+1 = Xn + (1− θ)hFXn + θhFXn+1 +
√
h
m
r=1
GrXnξr,n+1, n ∈ N. (2)
Here each ξr,n, r = 1, . . . ,m, n ∈ N, represents the F (nh)-measurable standardisedWiener increment [Wr(nh)−Wr((n−
1)h)]/√h. For the analysis in this paper it is sufficient to consider the m-dimensional discrete-time stochastic process
(ξ1,n, . . . , ξm,n)n∈N consisting of m independent sequences of mutually independent standard Normal random variables
generating the natural filtration {Fn}n∈N. Notice that Eq. (2) has a single equilibrium solution Xn ≡ 0 (again called the
zero equilibrium), which corresponds to X0 = 0. The set of steady-state solutions of (1) is therefore preserved under
discretisation.
In this paper we are concerned with mean-square asymptotic stability of equilibria. Recall that the zero equilibrium of
(1) is globally mean-square asymptotically stable if and only if for all X(0) ∈ Rd, limt→∞ E|X(t)|2 = 0. Similarly, the zero
equilibrium of (2) is globally mean-square asymptotically stable if and only if for all X0 ∈ Rd, limn→∞ E|Xn|2 = 0. A detailed
discussion of stochastic stability may be found in [1].
1.2. Theoretical tools for mean-square stability analysis
Our analysis relies on a set of tools developed in [9], which provide an algorithm for writing a system of first-order
ordinary differential equations that govern the process EX(t)X(t)T , where X is any solution of (1). In what follows, A ⊗ B
denotes the Kronecker product of two matrices A and B.
Definition 1.1. Let F and Gr be the drift and diffusion coefficients of (1). Define the mean-square stability matrix of the
linear SDE system (1) as
S = Id ⊗ F + F ⊗ Id +
m
r=1
Gr ⊗ Gr . (3)
Lemma 1.2. The equilibrium solution X(t) ≡ 0 of (1) is globally mean-square asymptotically stable if and only if the spectral
abscissa α of S is negative.
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The proof of Lemma 1.2 relies upon S being the coefficient matrix of a linear system of first-order ordinary differential
equations where the conditions for global asymptotic stability of the zero equilibrium are precisely equivalent to those for
the global mean-square asymptotic stability of the zero equilibrium of (1). See [9] for further details.
A similar result exists for solutions of the θ-Maruyama discretisation (2).
Definition 1.3. Let F and Gr be the drift and diffusion coefficients of (1). Set
A = (Id − hθF)−1(Id + h(1− θ)F) and Br = (Id − hθF)−1
√
hGr . (4)
Then the mean-square stability matrix of the θ-Maruyama method applied to (1) is defined as
Sθ = (A⊗ A)+
m
r=1
(Br ⊗ Br). (5)
Lemma 1.4. The equilibrium solution Xn ≡ 0 of (2) is globally mean-square asymptotically stable if and only if the spectral
radius ρ of Sθ is less than 1.
The proof of Lemma 1.4 relies upon writing (2) in the form of a one-step linear system of difference equations
Xn+1 = ΣnXn, n ∈ N, (6)
where {Σn}n∈N is a sequence of independent, identically distributed randommatrices, each given byΣn = A+mr=1 Brξr,i.
Notice that, for all n ∈ N, E[Σn ⊗ Σn] = E[Σn+1 ⊗ Σn+1], and the common value may be denoted as E[Σ ⊗ Σ]. The
statement of the lemma then follows from a result of Bellman [11], which states that the zero equilibrium of (6) is mean-
square asymptotically stable if and only if ρ(E[Σ ⊗Σ]) < 1, combined with analysis in [9] showing that E[Σ ⊗Σ] = Sθ .
2. Orthogonal stochastic perturbation of non-normal systems
2.1. The background to the test system
Higham and Mao [2] show that an ODE system x′(t) = Ax(t) governed by
A =
−1 b
0 −1

(7)
may be destabilised inmean-square by a stochastic perturbation acting orthogonally to the flow, as captured in the following
equation:
d

X1(t)
X2(t)

=
−1 b
0 −1

X1(t)
X2(t)

dt +

0 σ
−σ 0

X1(t)
X2(t)

dW (t), t > 0. (8)
Their analysis demonstrates that an orthogonal stochastic perturbation with arbitrarily small intensity will destabilise a
linear system of ODEs, provided that b is sufficiently large. We reproduce the relevant theorem here in Proposition 2.1.
Proposition 2.1. Let X be a solution of (8). Given sufficiently large b, there exist positive constants D = D(b) and δ = δ(b) such
that
E[∥X(t)∥22] ≥ DE[∥X(0)∥22]eδt , for all t > 0,
and hence if E[∥X(0)∥22] ≠ 0 we have
lim inf
t→∞
1
t
log(E[∥X(t)∥22]) ≥ δ.
Wemay use the stability matrix described in Definition 1.1 to provide a sharp condition for the mean-square asymptotic
stability of this class of equations.
Theorem 2.2. The zero equilibrium of
d

X1(t)
X2(t)

=

λ b
0 λ

X1(t)
X2(t)

dt +

0 σ
−σ 0

X1(t)
X2(t)

dW (t), t > 0, (9)
is mean-square asymptotically stable if and only if
2λ− 1
3
σ 2 + 1
3
3

8σ 6 + 27b2σ 2 + 3

48σ 8b2 + 81b4σ 4 + 4
3
σ 4
3

8σ 6 + 27b2σ 2 + 3√48σ 8b2 + 81b4σ 4
< 0. (10)
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Fig. 1. Mean square stability regions in the (b, σ 2)-plane for the equilibria of (a) Eq. (8) and (b) Eq. (12), each with λ = −1.
Proof. The mean-square stability matrix (in the sense of Definition 1.1) that corresponds to (9) is given by
Sorthog =

2λ b b σ 2
0 2λ −σ 2 b
0 −σ 2 2λ b
σ 2 0 0 2λ
 . (11)
The result follows by direct inspection of the eigenvalues of Sorthog. 
By contrast, a stochastic perturbation acting along the deterministic flow does not have a similar effect.
Theorem 2.3. The zero equilibrium of
d

X1(t)
X2(t)

=

λ b
0 λ

X1(t)
X2(t)

dt +

σ 0
0 σ

X1(t)
X2(t)

dW (t), t > 0, (12)
is mean-square asymptotically stable if and only if
2λ+ σ 2 < 0. (13)
Proof. The mean-square stability matrix (in the sense of Definition 1.1) that corresponds to (12) is
Sdiag2d =

2λ+ σ 2 b b 0
0 2λ+ σ 2 0 b
0 0 2λ+ σ 2 b
0 0 0 2λ+ σ 2
 . (14)
The result follows by inspection of the eigenvalues of Sdiag2d. 
To illustrate stability regions for the equilibria of (9) and (12) given by the inequalities (10) and (13), respectively, we
present a finite portion of each region (with λ = −1) in Fig. 1.
Remark 2.4. Notice that Sdiag2d is non-normal but upper triangular, and therefore its eigenvalues lie along the diagonal
and are unaffected by the magnitude of b. Since Sdiag2d is the coefficient of the system of ODEs governing the mean-square
process of (12), this tells us that the non-normality of Sdiag2d (which is entirely a consequence of the non-normality of the
drift coefficient of (12)) has no effect on the asymptotic stability, but may induce transient growth over finite intervals.
2.2. Linear stability analysis of the θ-Maruyama method with test system (8)
The θ-Maruyama discretisation of (8) is given by

X1,n+1
X2,n+1

=

1+ (1− θ)hλ
1− θhλ +
θh3/2bσξn+1
(1− θhλ)2
1+ θ(1− θ)h2bλ
(1− θhλ)2 +
√
hσξn+1
1− θhλ
−
√
hσξn+1
1− θhλ
1+ (1− θ)hλ
1− θhλ
X1,nX2,n

, n ∈ N. (15)
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Fig. 2. Comparative regions of MS-stability for test equation (9) (area below the higher curve) and the θ-Maruyama discretisation (15) (shaded area) with
θ = 0, for (a) hb = 0, (b) hb = 1, (c) hb = 2, (d) hb = 3, (e) hb = 4, (f) hb = 5.
Higham and Mao [2] demonstrated that the effect described in Proposition 2.1, whereby an arbitrarily small stochastic
perturbation resulted in mean-square instability in the presence of a sufficiently large b, also occurs after discretisation by
the Euler–Maruyama method (corresponding to (15) when θ = 0). Their result takes the following form.
Proposition 2.5. Let X be a solution of (15) with θ = 0, and suppose E[∥X0∥22] ≠ 0. Given sufficiently large b, there exist
positive constants γ = γ (b), T = T (b) and h∗ = h∗(b) such that for any h ∈ (0, h∗) with the property that T is a multiple of h,
the Euler–Maruyama recurrence given by (15) with θ = 0 satisfies
lim inf
n→∞
1
nh
log(E[∥Xn∥22]) ≥ γ .
We investigate this phenomenon in further detail via the method of stability matrices. For the mean-square stability
matrix Sorthogθ (in the sense of Definition 1.3) it is not possible to explicitly write down eigenvalues (and therefore stability
criteria) in closed form. For example, for θ = 0 we have
S
orthog
0 =

(1+ hλ)2 (1+ hλ)hb (1+ hλ)hb h2b2 + hσ 2
0 (1+ hλ)2 −hσ 2 (1+ hλ)hb
0 −hσ 2 (1+ hλ)2 (1+ hλ)hb
hσ 2 0 0 (1+ hλ)2
 .
ThematricesSorthog1/2 andS
orthog
1 can be computed similarly, but are omitted due to constraints on the length of themanuscript.
However we can numerically develop comparative stability regions in the (h, hσ 2)-plane for both test equation and
discretisation. The results for θ = 0, 0.5, 1 when λ = −1 are shown in Figs. 2–4. The loss of stability with increasing
values of b, even for small values of h, is clearly visible in each case. However we can see that the θ-Maruyama discretisation
tracks this loss of stability, with (as expected) underdamping visible when θ = 0, overdampingwhen θ = 1, and apparently
coincident stability regions when θ = 1/2. Motivated by this numerical evidence for the θ = 1/2 case, we conjecture that
the actual mean-square asymptotic stability regions coincide for all step-sizes h > 0.
Conjecture 2.6. Let Sorthog be the mean-square stability matrix (in the sense of Definition 1.1) of (9), and let Sorthog1/2 be the
mean-square stability matrix (in the sense of Definition 1.3) of (15) for θ = 1/2. Then, for all h > 0,
{b, λ, σ ∈ R : α(Sorthog) < 0} = {b, λ, σ ∈ R : ρ(Sorthog1/2 ) < 1}.
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Fig. 3. The shaded area represents the coincident regions of MS-stability for test equation (9) and the θ-Maruyama discretisation (15) with θ = 1/2 for
(a) hb = 0, (b) hb = 1, (c) hb = 2, (d) hb = 3, (e) hb = 4, (f) hb = 5.
Fig. 4. Comparative regions of MS-stability for test equation Eq. (9) (area below the lower curve) and the θ-Maruyama discretisation Eq. (15) (shaded
area) with θ = 1, for (a) hb = 0, (b) hb = 1, (c) hb = 2, (d) hb = 3, (e) hb = 4, (f) hb = 5.
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Remark 2.7. Although an analytic strategy is not pursued in this article, notice that Sorthog0 may be rewritten as
S
orthog
0 =

(1+ hλ)2 (1+ hλ)hb (1+ hλ)hb hσ 2
0 (1+ hλ)2 −hσ 2 (1+ hλ)hb
0 −hσ 2 (1+ hλ)2 (1+ hλ)hb
hσ 2 0 0 (1+ hλ)2
+
0 0 0 h
2b2
0 0 0 0
0 0 0 0
0 0 0 0
 ,
where the eigenvalues of the first matrix in the decompositionmay be written explicitly, and the norm of the secondmatrix
in the decomposition vanishes with h and increases with b. This suggests that eigenvalue perturbation theorymay be a valid
theoretical approach.
3. Lateral stochastic perturbation of non-normal systems
3.1. The background to the test system
In [1] it was observed that a change in perturbation geometry could lead to destabilisation in simulations of the mean-
square of solutions of the following equations:
d
X1(t)
X2(t)
X3(t)

=

λ b 0
0 λ b
0 0 λ
X1(t)
X2(t)
X3(t)

dt +
3
r=1

ε√
3
0 0
0
ε√
3
0
0 0
ε√
3

X1(t)
X2(t)
X3(t)

dWr(t), t > 0, (16)
and
d
X1(t)
X2(t)
X3(t)

=

λ b 0
0 λ b
0 0 λ
X1(t)
X2(t)
X3(t)

dt +
0 ε 0
0 0 0
0 0 0
X1(t)
X2(t)
X3(t)

dW1(t)
+
0 0 0
0 0 ε
0 0 0
X1(t)
X2(t)
X3(t)

dW2(t)+
0 0 0
0 0 0
ε 0 0
X1(t)
X2(t)
X3(t)

dW3(t), t > 0. (17)
In that article, both equations had the non-random initial values (X1(0), X2(0), X3(0))T = (1, 1, 1)T and λ = −1, b = 10
and ε = 0.05. For each of (16) and (17), the mean-square of each component of the θ-Maruyama discretisation (θ = 1/2,
h = 0.03125) was estimated from 1000 trajectories, and a loss of mean-square stability was observed in moving from
the perturbation structure of (16)–(17). In this case destabilisation was achieved by perturbing each component of the
system with an isolated independent Wiener process from an orthogonal direction. We will refer to perturbations with
this geometry as lateral stochastic perturbations.
We may now characterise this loss of stability in an appropriate test equation. Mean square stability matrices for
equations (16) and (17) are given by
Sdiag3d =

2λ+ ε2 b 0 b 0 0 0 0 0
0 2λ+ ε2 b 0 b 0 0 0 0
0 0 2λ+ ε2 0 0 b 0 0 0
0 0 0 2λ+ ε2 b 0 b 0 0
0 0 0 0 2λ+ ε2 b 0 b 0
0 0 0 0 0 2λ+ ε2 0 0 b
0 0 0 0 0 0 2λ+ ε2 b 0
0 0 0 0 0 0 0 2λ+ ε2 b
0 0 0 0 0 0 0 0 2λ+ ε2

(18)
and
Slat3d =

2λ b 0 b ε2 0 0 0 0
0 2λ b 0 b 0 0 0 0
0 0 2λ 0 0 b 0 0 0
0 0 0 2λ b 0 b 0 0
0 0 0 0 2λ b 0 b ε2
0 0 0 0 0 2λ 0 0 b
0 0 0 0 0 0 2λ b 0
0 0 0 0 0 0 0 2λ b
ε2 0 0 0 0 0 0 0 2λ

, (19)
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Fig. 5. Regions of mean-square stability in the (b, ε2)-plane for the equilibria of (a) Eq. (16) and (b) Eq. (17), in each case with λ = −1.
respectively. It is clear that, since Sdiag3d in (18) is upper triangular with diagonal entries all equal to 2λ + ε2, the zero
equilibrium of (16) will be mean-square asymptotically stable if and only if 2λ+ε2 < 0. However, Slat3d in (19) is not upper
triangular, since the component of the diffusion of (17) given by0 0 0
0 0 0
ε 0 0
X1(t)
X2(t)
X3(t)

dW3(t) (20)
contributes a non-zero entry ε2 at Slat3d(9, 1). The MAPLE software package calculates 2λ to be an eigenvalue with
multiplicity 4, and the remaining five eigenvalues are the zeros of a fifth-order polynomial, for which we find no closed
form. We can approximate the spectral radius when λ = −1 over a range of values of the parameter set (b, ε) in order to
compare mean-square asymptotic stability regions for (16) and (17): the results are given in Fig. 5.
If the term (20) is absent from (17), thenmean-square asymptotic stability of the zero equilibrium is equivalent to λ < 0,
since Slat3d will then be upper triangular. The phenomenon can therefore be reduced to its essence in the two-dimensional
test system
d

X1(t)
X2(t)

=

λ b
0 λ

X1(t)
X2(t)

dt +

0 0
ε 0

X1(t)
X2(t)

dW (t), t > 0. (21)
Theorem 3.1. The zero equilibrium of (21) is mean-square asymptotically stable if and only if
λ+

εb
2
2/3
< 0. (22)
Proof. The mean-square stability matrix (in the sense of Definition 1.1) corresponding to (21) is given by
Slat2d =
2λ b b 00 2λ 0 b0 0 2λ b
ε2 0 0 2λ
 . (23)
The result follows by direct inspection of the eigenvalues of Slat2d. 
Remark 3.2. If one of b, ε is zero, then the other does not influence the mean-square asymptotic stability of the zero
equilibriumof (21); only if both are non-zero do they have an effect. Notice also that the order of their combined contribution
to the left hand side of (22) is 2/3, by contrast with Condition (13).
3.2. Linear stability analysis of the θ-Maruyama method with test equation (21)
The θ-Maruyama discretisation of (21) is

X1,n+1
X2,n+1

=

1+ (1− θ)hλ+ h3/2εbθξn+1
1− θhλ +
θ2h5/2bεξn+1
(1− θhλ)2
hb(1+ hλθ(1− θ))
1− hλθ +
h2λbθ2(1− hλ(1− θ))
(1− hλθ)2√
hεξn+1
1− θhλ
1+ (1− θ)hλ
1− θhλ

×

X1,n
X2,n

, (24)
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Fig. 6. Comparative regions of MS-stability for (21) (area below the higher curve) and the θ-Maruyama discretisation Eq. (24) (shaded area) with θ = 0,
for (a) hb = 0, (b) hb = 0.1, (c) hb = 0.2, (d) hb = 0.3, (e) hb = 0.4, (f) hb = 0.5.
for n ∈ N. The mean-square stability matrices corresponding to test system (21) and its discretisation (24), in the sense of
Definitions 1.1 and 1.3 respectively, may be computed. For example, we have for θ = 0,
Slat2d0 =

(1+ hλ)2 (1+ hλ)hb (1+ hλ)hb h2b2
0 (1+ hλ)2 0 (1+ hλ)hb
0 0 (1+ hλ)2 (1+ hλ)hb
hϵ2 0 0 (1+ hλ)2
 .
Again, Slat2d1/2 and S
lat2d
1 are easily computed via Definition 1.3, but are omitted due to constraints on length. Comparative
stability regions in the (h, hε2)-plane for θ = 0, 0.5, 1 when λ = −1 are shown in Figs. 6–8. Notice in each case that
when b = 0, the parameter ε plays no role in determining mean-square stability after discretisation: this is consistent
with Condition (22). As before, we see that the θ-Maruyama discretisation tracks the loss of stability in mean-square as b
grows large, with underdamping when θ = 0, overdamping when θ = 1, and apparently coincident stability regions when
θ = 1/2. Again motivated by this numerical evidence for the θ = 1/2 case, we conjecture that the actual mean-square
asymptotic stability regions coincide for all step-sizes h > 0.
Conjecture 3.3. Let Slat2d be the mean-square stability matrix (in the sense of Definition 1.1) of (21), and let Slat2d1/2 be the mean-
square stability matrix (in the sense of Definition 1.3) of (24) for θ = 1/2. Then, for all h > 0,
{b, λ, σ ∈ R : α(Slat2d) < 0} = {b, λ, σ ∈ R : ρ(Slat2d1/2 ) < 1}.
4. Application: perturbations of the periodic advection equation
We conclude the paper with a simple example demonstrating how the structure of mean-square stability matrices may
help us understand the effects of spatial discretisation of deterministic and stochastic components of SPDEs. Consider the
periodic advection equation
ut(t, x)+ ux(t, x) = 0, t ≥ 0, x ∈ R; u(0, x) = u0(x), u(t, x+ 1) = u(t, x). (25)
Maintaining the same initial profile and periodicity condition, consider the SPDE
dU(t, x) = −∂xU(t, x) dt + U(t, x) dW (t, x), t ≥ 0; U(0, x) = u0(x), U(t, 0) = U(t, 1), (26)
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Fig. 7. The shaded area represents the coincident regions of MS-stability for (21) and the θ-Maruyama discretisation (24) with θ = 1/2 for (a) hb = 0,
(b) hb = 0.1, (c) hb = 0.2, (d) hb = 0.3, (e) hb = 0.4, (f) hb = 0.5.
Fig. 8. Comparative regions of MS-stability for (21) (area below the lower curve) and the θ-Maruyama discretisation (24) (shaded area) with θ = 1, for
(a) hb = 0, (b) hb = 0.1, (c) hb = 0.2, (d) hb = 0.3, (e) hb = 0.4, (f) hb = 0.5.
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whereW is a space–timeWiener process (see [12] for an introduction to SPDEs).We use (26) as a test equation to investigate
the interaction of a finite difference approximation of the ∂x operator and a truncated Fourier expansion of W , when the
perturbation is multiplicative.
Discretising (26) in x over [0, 1] with step-size ∆, we use a first-order upwind finite difference operator to replace ∂x,
and anM-term truncated Fourier series expansion to replaceW to get, for j = 1, . . . , 1/∆,
dUj(t) = 1
∆
(Uj−1(t)− Uj(t)) dt + Uj(t)
√
2
M−1
k=0
sin(kπ j∆) dBk(t), t ≥ 0; U0(t) = U1/∆(t), (27)
where {√2 sin(jπx)}j∈N is an orthonormal basis for L2(0, 1), and {Bk}k∈N is a sequence of independent scalar Wiener
processes. This technique for discretising the stochastic component was used for example in [13], for an SPDE model of
waves in excitable media with stochastic forcing. Setting N = 1/∆, we can write (27) in matrix form as
d

U1(t)
U2(t)
...
UN(t)
 =

−N 0
N −N
. . .
. . .
0 N −N


U1(t)
U2(t)
...
UN(t)
 dt
+√2
M−1
k=1

sin

kπ
N

0
sin

2kπ
N

. . .
0 sin

Nkπ
N



U1(t)
U2(t)
...
UN(t)
 dBk(t), t > 0. (28)
We can derive a relationship between N (the number of spatial discretisation steps) and M (the number of terms in the
truncated series representation ofW ) that is necessary and sufficient for the mean-square asymptotic stability of the trivial
solution of (28). This stability is global and hence the form of u0(x) (from which the initial values of (28) derive) is not
important.
Theorem 4.1. Let N ∈ 2N. The zero equilibrium of (28) is mean-square asymptotically stable if and only if M < N.
Proof. Themean-square stabilitymatrix (in the sense of Definition 1.1) corresponding to (28) is anN2×N2 lower triangular
matrix with N2 real diagonal entries (and hence eigenvalues) of the form
−2N + 2
M−1
k=1
sin(ikπ/N) sin(jkπ/N), i, j = 1, . . . ,N.
Since N is even, note that for every k = 1, . . . ,M − 1, the product sin(ikπ/N) sin(jkπ/N) attains its maximum possible
value of 1 when i = j = N/2. Therefore,
−2N + 2
M−1
k=1
sin(ikπ/N) sin(jkπ/N) < 0 for all i, j = 1, . . . ,N ⇔ −2N + 2(M − 1) < 0
⇔ M < N. 
Remark 4.2. Since the drift coefficient of (28) is non-normal, the geometry of the diffusion coefficient may have a profound
effect on the mean-square asymptotic stability, even if all discretisation parameters remain fixed. Of the three perturbation
geometries investigated in this article, diagonal perturbations are the least problematic, in the sense that their impact on
mean-square asymptotic stability is not connected to the non-normality of the drift, which after all arises from the choice
of difference operator rather than any inherent property of the SPDE. In (28) we see that, for this example, the most benign
perturbation geometry is associated with the usual discretisation of U in the SPDE diffusion.
Consequently, in Theorem 4.1 we can develop a relatively straightforward condition (M < N) for mean-square
asymptotic stability that relates the number of points in the spatial discretisation to the number of terms in the truncated
series approximation of the stochastic component. This type of condition already appears in [13], though not directly related
to stability: for a discretised SPDE the author derives a relationship between N and M which ensures a root mean-square
error estimate of O(∆) for a method-of-lines discretisation. Further, he points out that requiring M < N is sufficient to
satisfy this relationship.
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