Abstract. We consider the attenuated geodesic ray transform defined on pairs of symmetric 2-tensors and 1-forms on a simple Riemannian manifold. We prove injectivity and stability results for a class of generic simple metrics and attenuations containing real analytic ones. In fact, methods used in this paper can be modified to generalize our results for a class of non-simple manifolds similar to Stefanov-Uhlmann [American Journal of Mathematics, 130 (1):239-268 (2008)].
Introduction and main results
Consider a smooth compact n-dimensional Riemannian manifold (M, g) with smooth boundary ∂M . Let SM be its unit sphere bundle and ∂ ± SM be the set of inward/outward unit vectors on ∂M , ∂ ± SM := {(x, v) ∈ SM : x ∈ ∂M and ± v, ν(x) g(x) ≥ 0}, where ν is the inward unit normal to ∂M . For a given (x, v) ∈ SM , γ x,v is the unique geodesic with x = γ x,v (0), v =γ x,v (0) and τ (x, v) is the first positive time when it exits M . Throughout the paper, we assume that (M, g) is simple, meaning that ∂M is strictly convex and that any two points on ∂M are joined by a unique minimizing geodesic. The notion of simplicity naturally arose in the context of the boundary rigidity problem [24] . In particular, simplicity implies that M is simply connected and τ is a bounded function on SM .
The attenuated geodesic ray transform of f ∈ C ∞ (SM ; C), with attenuation a ∈ C ∞ (M ; C), is given by It is clear that a general function f ∈ C ∞ (SM ; C) cannot be determined by its attenuated geodesic ray transform, since f depends on more variables than I a f . Moreover, one can easily see that the functions of the type Xu with u| ∂(SM) = 0 are always in the kernel of I a . However, in applications one often needs to invert the transform I a acting on functions on SM arising from symmetric tensor fields. Further, we will consider this particular case.
We denote by S are conformally embedded in a product of the Euclidean line and a simple manifold. In [11] , unique determination of the conductivity from the boundary measurements was reduced to injectivity of I a . In a similar way the latter is related to inverse problems for other elliptic equations and systems [4, 19, 20, 21] including nonlinear ones [5] . The transform I a arises in several problems as well. Namely, boundary and lens rigidity problems [36, 39, 43] and inverse boundary value problems for the Hodge Laplacian [7] . In forthcoming works we demonstrate two applications of I a . In the first one, it will be illustrated that unique determination of coefficients of polyharmonic operators with second order perturbation from Dirichlet-to-Neumann on admissible manifolds can be reduced to injectivity of I a , generalizing results of [13] . In the second one, we will show application of I a in the linearized anisotropic Calderón's problem posed in [35] . We believe that I a will find applications in other inverse boundary value problems as well.
The problem of injectivity of I a has a natural obstruction. Indeed, the kernel of I a has a nontrivial elements, since, as one can easily see, We say that I a is s-injective if these are the only elements of the kernel. Then the inverse problem we consider is whether I a is s-injective.
In the case a = 0, the problem is known as the tensor tomography problem which received considerable interest [29, 31, 36, 41, 42, 44, 45, 49] . The latter problem consists of determining a tensor field from its geodesic ray transform (with no attenuation). The reader is referred to the survey articles [30, 39, 43] for the most recent developments in this direction. For a ≡ 0, this problem was studied in two dimensions. On simple surfaces, s-injectivity was proven in [2] (see Remark 7.5 therein) following [28, 29] . Inversion formulas/procedure were given on Euclidean unit disc [26] and on simple surfaces [25] . Range characterization of I a was studied in Euclidean case [33] and on simple surfaces [3] .
In the present paper, we are interested in proving injectivity results and stability estimates for the transform I a . Focusing in the real-analytic setting, we use analytic microlocal analysis which was developed in [41, 42, 44] for the tensor tomography. This method, which goes back to Guillemin and Sternberg [15] , led to many injectivity results of various types of ray transforms in the real-analytic category [1, 8, 12, 16, 17, 50] .
We now state the main results and give an outline of the remainder of the article. Our first main result is the following injectivity result for I a . Theorem 1.1. Let (M, g) be a real analytic simple manifold. Suppose that a : M → C is real analytic. Then I a is s-injective.
This result is based on the complex stationary phase method of Sjöstrand [38] , which was already used in [12, 16, 17, 44, 50] . Theorem 1.1 can be considered as a generalization of the corresponding result in [42] . For I a , analogous results are given in [12, 17, 50] .
We also give a stability estimate for I a in terms of its normal operator following [40, 41] . To state this result, let us embed M into the interior of a compact manifolds M with boundary and extend the metric g to M and keep the same notation for the extension, choosing ( M , g) to be sufficiently close to (M, g) so that it remains simple. We also extend the attenuation coefficient a to M smoothly and keep the same notation for the extension.
We denote byĨ a the attenuated geodesic ray transform on M . Then the normal operator is defined as N a := (Ĩ a ) * Ĩ a . Let E M be the operator which extends all pairs on M to M \ M by zero. In this way, we can and shall considerĨ a and N a acting on pairs on M asĨ a :=Ĩ a E M and N a := N a E M . As it was pointed out in [50, Section 2] , the knowledge of I a is equivalent to that ofĨ a .
We show in Section 2 that every
This generalizes stability estimates which were proven in [42] . Similar results were obtained in [12, 17, 34, 50] for I a .
Combining Theorem 1.1 and Theorem 1.2, one can see that I a is s-injective for a generic set of simple metrics and attenuations.
Corollary 1.3.
There exists an open dense set of (g, a) with (M, g) simple so that I a is s-injective and (1.1) holds.
The arguments of this paper also apply to generalize the presented results in several directions:
• For other types of attenuations including matrix-valued ones and linearly-dependent on direction. Such attenuations play an important role in differential geometry and physics (linear connections and Higgs fields); see [14, 28, 32, 50] and references therein. In the current paper, we restrict our attention just to scalar-valued attenuations which depend on position only, since this case appears most in applications [6, 7, 11, 18] .
• For I a acting on tensor fields of any rank, after some minor adjustments in the proofs; see Remark 2.3. For ease of notation and readability, we have limited ourselves to I a .
• For a class of non-simple compact manifolds as in [12, 44] . Such a manifold allows conjugate points and trapped geodesics, and have boundary which is not necessarily convex. The integration is then taken over non-trapped geodesics only, so the given data is incomplete. More precisely, the assumption is that the union of the conormal bundles of nontrapping geodesics without conjugate points cover T * M . If n = 2, this condition guarantees the absence of conjugate points but not the absence of trapped geodesics. Finally, we mention the recent breakthrough in [49] , where the local injectivity of I 0 0 was proved near a point p ∈ ∂M , provided that n ≥ 3 and ∂M is strictly convex near p. Their approach is based on the scattering calculus of Melrose [23] and the requirement n ≥ 3 is needed to guarantee ellipticity of the normal operator near p. This result was further used to prove the global injectivity of I 0 0 when the manifold (M, g) is globally foliated by strictly convex hypersurfaces; see [49] . This method was later adjusted to prove analogous local and global results for I [45] , and for I a in [32] . It is likely that the approach used in these papers could be extended to I a with some modifications. We reserve this for future work. This paper is organized as follows. In Section 2, we present some important notions and properties of the space of pairs [2-tensor, 1-form]. In Section 3, we study the normal operator N a . We show that it is a pseudodifferential operator of order −1, which turns out to be elliptic on pairs [f, α] with δ a [f, α] = 0. Using the ellipticity, we then construct a parametrix for N a . Section 4 contains the proof of Theorem 1.2. Finally, we prove Theorem 1.1 in Section 5.
There is a bounded solution operator
Proof. One can see that σ p (−∆ g,a )(x, ξ) = |ξ| 2 , so −∆ g,a is a second order elliptic operator. Also, the Dirichlet boundary condition is coercive. Therefore, it is left to show that this elliptic problem has trivial kernel and cokernel.
We first prove the triviality of the kernel.
This finishes the proof. Remark 2.3. To prove analogs of Proposition 2.1 and Theorem 1.2 for higher ranked tensors, one needs to derive a generalization of Korn's inequality. This can be achieved following the same reasonings as in [10, 22] 
Later, we will also need the following result.
Then the boundary value problem
, and there is a constant C > 0 such that the following estimate holds 
This equation has a unique solution u, since on any fixed geodesic the transport equation is an ODE with zero initial condition and an integral expression gives us that u| ∂+SM matches
Define the integrating factor U a : SM → C, unique solution to
whose integral expression is given by
By solving explicitly the transport equation along the geodesic, one can show that
and hence the following integral formula holds
where dΣ 2n−2 be the volume form on ∂(SM ). Using Santaló formula [8, Lemma A.8] , one can show that I a can be extended to a bounded operator I a :
. From this, one can get the following explicit expression for the adjoint of I a
where dσ x is the measure on S x M .
3.3. The normal operator. We embed M into the interior of a compact manifolds M with boundary and extend the metric g to M and keep the same notation for the extension, choosing ( M , g) to be sufficiently close to (M, g) so that it remains simple. We also extend the attenuation coefficient a to M smoothly and keep the same notation for the extension. We denote byĨ a the attenuated geodesic ray transform on M . The the normal operator is defined as N a :=Ĩ * aĨa . We say that N a is elliptic on a-solenoidal pairs, if diag(d a Λδ a , N a ), acting on pairs, is elliptic (as a system of pseudodifferential operators of order −1), where Λ is a proper pseudodifferential operator on M int with principal symbol 1/|ξ|
int \ {0}; see [37, page 46] . Proposition 3.1. N a is a pseudodifferential operator of order −1 in M int which is elliptic on a-solenoidal pairs.
Proof. First, we prove that N a is a pseudodifferential operator of order
. Therefore, we introduce the following notation
Following [12, 17] , we use [8, Lemma B.1] to deduce that N a is a pseudodifferential operator of order −1, and the principal symbols of the above operators are as follows: 
where the inner product ·, · g is for pairs. Note that U −2 Re(a) > 0 and that the set S x,ξ := {ω ∈ S x M : ω, ξ g(x) = 0} is non-empty. Therefore, for all such ω, we get f ij ω i ω j + α i ω i = 0. Since −ω is also in S x,ξ , we also have f ij ω i ω j − α i ω i = 0. These two equalities imply that f ij ω i ω j = 0 and α i ω i = 0 for all ω ∈ S x,ξ . Combining these with (3.1), we conclude that f = 0 and α = 0. Thus,
) be the operator which extends all pairs in
).
Generic stability
In this section we prove Theorem 1.2. Since diag(d a Λδ a , N a ), acting on pairs, is elliptic, there are pseudodifferential operators Q and
where K 1 is a smoothing operator acting on pairs in
). Note that the kernel of
where
Hence, it is not difficult to see that
and hence
where σ dχ is the symmetrized tensor product by dχ. Observe that
is a pseudodifferential operator of order −1 in M int 1 , and hence so is
), i.e. smoothing on M 1 . Therefore, we can rewrite (4.2) as
where K := K −1 + K 7 which is a pseudodifferential operator of order −1 in M int 1 . Now, we are ready to prove Theorem 1.2. To that end we need the following apriori estimate.
Proof. Starting from (4.3), our first goal is to construct
If we recover [w, φ]| ∂M ∈ H 1/2 (∂M ; Λ From (4.4) we get
along geodesics γ in M 1 \ M connecting points on ∂M and ∂M 1 , and using the fact that
Following the similar arguments used to derive the estimate (28) 
Then using Korn's inequality in [46, Corollary 5.12 
Applying trace theorem and using [w, φ]| ∂M1 = 0, this implies
) .
Using this together with (4.3) and (4.4),
where in the last step we used the fact that K is a pseudodifferential operator of order −1 in M To prove part (b), we need the following results. We use the notation
Given a Riemannian metricg andã ∈ C ∞ (M ; C), there exists sufficiently small ε > 0 such that for any metric g and a ∈ C ∞ (M ; C) with (g, a) − (g,ã)
with C > 0 a locally uniform constant depending on (g,ã) only.
Here and in what follows, · denotes the operator norms for
Proof. Suppose that g is a Riemannian metric and a ∈ C ∞ (M ; C). Then
where C > 0 is a uniform constant in an ε-ball of (g,ã) in
This together with (4.5) and, implies that
This then can be used to prove the corresponding estimates for P g,a and S g,a .
Proposition 4.3. Let ( M , g) be a simple manifold and let a ∈ C ∞ ( M ; C). Suppose that a metricg
) is simple and the following estimate holds
for some C > 0 constant depending only on (g, a).
Proof. This can be proven following similar arguments as in [12, Proposition 5.1] and [17, Proposition 3] ; see also [16, Theorem 8] . One needs to show is that the generators of the geodesic flows related to g andg are Cε close in C 2 . Also, one needs U a − Uã C 2 (S M ) ≤ Cε. These follow from our assumption (g, a) − (g,ã) 
, where C > 0 depends only on (g, a).
Generic s-injectivity
The present section contains the proof of Theorem 1.1. The notation WF A ([f, α]) stands for the analytic wave front set of the pair [f, α]; see [38, 48] .
Proposition 5.1. Suppose that a simple manifold (M, g) and a : M → C are real analytic. For a given (x 0 , ξ 0 ) ∈ T * M int \{0} let γ 0 be a geodesic through x 0 and normal to
Proof. Without loss of generality, we assume that
As it was explained in [44, Section 2.1], we can work in a tubular neighborhood U of γ 0 in M with analytic coordinates x = (x ′ , t), with
We also can assume that g ij (0) = δ ij and ξ 0 = (ξ ′ 0 , 0). Then v 0 :=γ 0 (0) = (0, . . . , 0, 1) and hence γ 0 = γ x0,v0 .
We parameterize curves near γ 0 using the above mentioned analytic coordinates. For |x ′ | < 2ε/3 and |θ ′ | ≪ 1, we write [44] , we work with a sequence of cut-off functions
for some constant C > 0 independent of N ; see [48, Lemma 1.1] for the existence of such cut-off functions. Let λ > 0 be a large parameter and ξ = (ξ ′ , ξ n ) be in a sufficiently small complex neighborhood of ξ 0 . Then for |θ
and integrating with respect to x ′ , we obtain
Since supp(χ N ) ⊂ {x ′ ∈ R n−1 : |x ′ | < 2ε/3}, we can assume that local coordinates near γ 0 are given by x = γ x ′ ,θ ′ (t) for fixed |θ ′ | ≪ 1. If θ ′ = 0 we clearly have x = (x ′ , t). By perturbation arguments, one can see that (x ′ , t) are analytic local coordinates which depend analytically on θ ′ . As a result, we have
In a sufficiently small complex neighborhood of ξ 0 , we write θ ′ = θ ′ (ξ) analytically depending on ξ and such that θ ′ (ξ) · ξ ′ = 0 and θ ′ (ξ 0 ) = 0. Using these change of variables,
where ϕ is the phase function given by
The function u N and the vector field b are both analytic for x and ξ near γ 0 and ξ 0 , respectively. Moreover, u N vanishes outside U and satisfies (5.1). Also,
. We need the following result which was proven in [44] .
Lemma 5.2. For the phase function ϕ, given by (5.3), there is δ > 0 such that if ∂ ξ ϕ(x, ξ) = ∂ ξ ϕ(y, ξ) for some x ∈ U , |y| < δ and |ξ − ξ 0 | < δ, then x = y.
Suppose |y| < δ and |η − ξ 0 | < δ/2. Consider ρ ∈ C ∞ 0 (R n ) such that supp(ρ) ⊂ {ξ ∈ R n : |ξ| < δ} and ρ(ξ) = 1 for |ξ| < δ/2. Multiplying (5.2) by
and integrating with respect to ξ, we obtain
According to Lemma 5.2, there is a constant C 0 > 0 such that the function ξ → Φ(x, y, ξ, η) has no critical points when |x − y| > C 0 δ. Therefore, we can estimate
for some constant C ′ > 0. To get the estimate (5.5), we integrate by parts N times with respect to ξ using the identity
together with boundedness of |∂ ξ Φ| from below on the region of integration. We also used the facts that on the boundary of the region of integration, the function e iλΦ(x,y,ξ,η) is exponentially small in λ, and U N (x, ξ, η) satisfies an estimate like (5.1) in ξ.
To estimate the integral in (5.4) for |x − y| ≤ C 0 δ, we study the critical points of ξ → Φ(x, y, ξ, ζ). One can see that ∂ ξ Φ(x, y, ξ, η) = i(ξ − η) + ∂ ξ ϕ(x, ξ) − ∂ ξ ϕ(y, ξ). If x = y, the function Φ has the unique critical point ξ c = η which is non-degenerate. By Lemma 5.2, the function Φ has at most one critical point ξ c = ξ c (x, y, η), depending analytically on x, y and η, if |x − y| ≤ C 0 δ. Furthermore, Im ∂ 
for all N > 0, where the function u N and the vector field B are analytic. Note that the left side of (5.6) is in fact independent of N on |x−y| ≤ C 0 δ. Then choosing N such that N ≤ λ/(C ′ e) ≤ N +1, we get that the right side of (5.7) is O(e −λ/C ). It was shown in [44] that ∂ ξ ∂ y ϕ(0, ξ 0 ) = Id and hence ϕ is a non-degenerate near (0, ξ 0 ). Therefore, we can make a change of variables (y, η) → β = (y, ζ), with ζ := ∂ y ϕ(y, η), in a small enough neighborhood of (0, ξ 0 ). Then plugging η = η(β) in (5.7), we get
whereΨ,ũ andB are analytic and have the same properties as Ψ, u N and B. In particular,
Then (5.8) can be rewritten as
Note thatB(0, 0, ξ 0 ) = v 0 = (0, . . . , 0, 1) and
. . , N − 1, and any symmetric 2-tensor f and 1-tensor α with f ij (ξ 0 ) j = 0 for all i = 1, . . . , n and α j (ξ 0 ) j = 0, can be uniquely determined by [44] . Hence, we can assume that v k is in a sufficiently small neighborhood of v 0 . Moreover, for each geodesic γ x0,v k , k = 0, . . . , N − 1,
Then, after rotating the coordinate system so that v k = (0, . . . , 0, 1), we repeat the above construction and get N phase functionsΨ k and symbols P k , k = 0, . . . , N − 1, such that . Note also that
We need n + 1 more equations in order to turn (5.10) into an elliptic system of n + 1 + N = n + n(n + 1)/2 equations. For this, recall that δ a [f, α](x) = 0 near x 0 = 0. Following [44] , consider
](x) = 0 with respect to x, applying the integration by parts and using Im(Ψ 0 (x, β)) > |x − y| 2 /C, we get
and
where 
where A(x, y, ζ; λ) is a matrix valued symbol acting on [f, α]. Now, we prove that (5.13) is elliptic at (0, 0, ξ 0 ). For this, suppose that f is a symmetric 2-tensor and α is a 1-form such that σ p (A)(0, 0, ξ 0 ) = 0. Then by looking at principal symbols in (5.10), (5.11) and (5.12), one can see that this is equivalent to
Following the ideas as in the end of the proof of Proposition 3.1, we can show that this implies f = 0 and α = 0. Finally, we need to replace A in (5.13) by the identity matrix Id and all phase functions by the same phaseΦ 0 . Then this would show that (0, ξ 0 ) = (x 0 , ξ 0 ) / ∈ WF A ([f, α]) in the sense of [38, Definition 6.1] . For this, we need to modify the proof of [38, Proposition 6.2] to the case of matrix-valued symbols following [44] . Consider the operator Op(A) given by
whereΦ j =Ψ j for j = 0, . . . , N − 1 andΦ j =Ψ 0 for j = N, . . . , N + n. This is a pseudodifferential operator with an elliptic principal symbol. Therefore, there is an analytic classical matrix-valued symbol R(x, β; λ), defined near (0, 0, ξ 0 ), such that Op(A) R(·, β; λ)e iλΦ0 (y) = Id e iλΦ0(y,β)
for β in a neighborhood of (0, ξ 0 ). Following the same argument as is in the proof of [38, Proposition 6.2], we can show that Id e iλΦ0 can be expressed as a superposition of Ae iλΦ0 modulo an exponentially decreasing function. Then the rest of the proof is identical to that of [38, We solve the first system by setting i = n and solving the system of ODEs ∂ n w n + aφ = f nn , ∂ n φ + aw n = α n with the initial conditions w n | x n =0 = φ| x n =0 = 0. Then we solve the remaining system of (n − 
