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Abstract 
In this paper, we study the numerical solution of general nonlinear mixed Volterra-Fredholm integral equations by 
the trapezoidal Nystriim method. It focuses on the derivation and analysis of asymptotic error expansion of the Nystriim 
solution, providing the basis for Richardson’s extrapolation. This will greatly increase the accuracy of the numerical 
solution. Some numerical results are given to illustrate this theory. 
Keywords: Volterra-Fredholm integral equation; Nystrijm method; Asymptotic error expansion; Richardson’s ex- 
trapolation 
1. Introduction 
Consider the nonlinear Volterra-Fredholm integral equation of the second kind 
t b 
24(x, t) = 
ss 
K(x,t,5,z,u(5,z))d4:dz +&t), (x,t)~D. 
0 a 
(1.1) 
Here, u(x, t) is an unknown function, the real-valued functions g(x, t) and K(x, t, 5, z, U) are at least 
continuousonD=[a,b]x[O,T]andSx[W(whereS={(x,t,~,z):a~x,~db,Od~~tdT}, 
R = (-co, co)), respectively and are such that (1.1) possesses a unique solution U(X, t) E C(D). 
Existence and uniqueness results for (1.1) may be found in [2,6,7] (see also [3,5] for the linear case). 
Without loss of generality, we assume that K(x, t, 5, z, 0) = 0. 
Let 
(Ku)(x,t) = t 
ss 
b 
K(x, t, 5, z> 45, z)) d5 dz, 
0 a 
Lu=u-Ku. 
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Then Eq. (1.1) becomes 
Lu=u-Ku=g. (1.2) 
Equations of type (1.1) arise in the theory of parabolic boundary value problems and the 
mathematical modeling of the spatio-temporal development of an epidemic. Detailed descriptions 
and analyses of these models may be found in [2,7] and references therein. Actually few numerical 
methods for (1.1) are known. For the linear case, a method for numerical treatment of (1.1) was 
given in [3]. It was essentially an Euler-Nystrom method. In [S], Kauthen studied continuous time 
collocation, time discretization collocation methods, and he analyzed their global discrete conver- 
gence properties, local and global superconvergence properties. The results of Kauthen’s had been 
extended to nonlinear Volterra-Fredholm integral equations in Cl]. In [4], the authers considered 
the particular trapezoidal Nystriim method of linear Volterra-Fredholm integral equations. The 
asymptotic error expansion of Nystrijm solution for this problem was obtained. 
In this paper, the trapezoidal Nystrijm method of (1.1) is introduced. We show that the 
trapezoidal Nystriim solution admits an asymptotic error expansion in even powers of the 
step-sizes k and h, beginning with terms in h2 and k2. So that the Richardson extrapolation can be 
done. This will increase the accuracy of numerical solution greatly. We also give some numerical 
results to illustrate this theory. 
2. The trapezoidal Nystriim method and its asymptotic error expansion 
Let dr) and d i2’ denote, respectively, equidistant partitions of [a, b] 
A(‘). h . a=xo<x,< s-S <x,=b, 
and 
and [0, T ] in D: 
A?‘: O=t, <tl < ..a <tM= T, 
h = (b - a)/N, k = T/M. We assume the step-sizes h and k satisfy h = ck, where c is a positive 
constant. These partitions define a grid for D. 
A h,k = A; x Ap’ = {(xJ,): 0 < n d N, 0 d m d M}. 
The trapezoidal Nystriim method to (1.1) is: Find $‘, i = 0, 1, . . . , N, j = 0, 1, . . . , M such that 
hkN-1 j-l 
UFJ =gij +T C C {K(xi,~j,xn,tm,u!k) + K(xi,tj,x,,tm+1,u~~m+l) 
n-0 m-0 
+ K(xi,tj,x”+1,tm,U~:1,m) + K(Xt,~j,x”+1,trn+1,U~k+l,m+l)), 
i=O,l,... ,N,j=O,l,..., M, (2.1) 
where gij = g(xi, tj), and we assume throughout this paper that the summation 1: equals to zero 
when i > j. 
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Since u(x, 0 ) = g(x,O) for x E [a, b], we can set u$ = gio, i = 0, 1, . . . , N and thus, for every 
j = 1,2,... , M, the equation 
hkN-1 j-1 
uf~=Clij+~ C & {K(xi,tj,x”,t,,U~k,)+K(xi,tj,x”,t,+l,u~:,+l) 
n-o m-o 
+ K(Xi,tj,X,+l,tm,U~k+l,m) + K(xi,tj,x,+l,t,+l,U~k+l,m+l)}, 
i=O,l,..., N, (2.2) 
represents one nonlinear system of dimension N + 1 for the unknowns uf!, i = 0, 1, . . . , N. Thus at 
each time stepj, one has to solve a nonlinear system; all in all M nonlinear systems of dimensions 
N + 1 are to be solved. Eq. (2.2) can be solved by a number of standard numerical methods, such as 
Newton’s iterative method or modified Newton’s iterative method. 
Now we consider the existence of unique solution of (2.1). 
Theorem 1. Suppose that 
Then Eq. (2.1) has a unique solution and the estimation 
holds for the solution of Eq. (2.1). 
Proof. In view of assumptions 
and K(x, t, l, T, 0) = 0, we have 
IK(x,t,&r,n)I = lK(x,t,L~,u) - K(x,t,t,~,O)l d 44. 
Let 
dj = rn;xIufjl, j = O,l, . . . . M. 
From (2.2) we have 
luFfI G ISijl +4 _ chk;$; y& (bm + I4?,+1l + led + I~!Lm+llI. _ 
The remainder of the proof now proceeds exactly as in the proof of Theorem 1 in [4]. 0 
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Lemma 2. Let f(x, t) E C(D). Then,for any j = 1,2, . . . , M, we have 
IS 
’ bf (x, t)dxdt -TN:’ j&f.. +fn,m+l +fn+~,m +fn+l,m+d 
0 a n-0 m-0 




where the integer r 2 2, Bj are Bernoulli numbers, [f(x)]:=. = f(b) -f(a), 
CfW)l~=o,;i=c =f@,4 -fk44 -f@,c) +.G,c). 
Lemma 3. Let Y, 1 be positive integers, r I = CrPl, J(.Jx, t) E C(D), p = O,l, . . . ,k 4 = 0, 
1 , . . . , rl - p, VO,,O(x, t) = 0,for other pairs (i, j), Vi,j(x, t) = Vi,j(x, t). Then 
(9 i ‘lip h2Pk2qT/p,q(x, t) ’ 
p=o q=o > 
(ii) 
= 5 ‘?‘hZikZj c 
{ 
c 
i=O j=O orl+...+al=i /?~+...+Bl=j n=l 
a, > 0 lb. 0 
2 ‘2’ h2pk2q&,q(x, t) - V-o,o(x, t) ’ 
p=o q=o > 
= 5 'f'h2ik2j 1 + O(h,+l + I?‘+‘). 
i=O j=O ai+ ... +cq=i @I+ +@l=j n=l 
a, > 0 Bs 2 0 
Using the Taylor expansion and Lemma 3, we can obtain the following result. 
Lemma 4. Let 
a *1+1 
pK(x,t,<,z,U)EC(SxR), V(~,Z)= $ “~Ph2pk2q&,q(5,z), 
&fl + 1 
p=o q=o 
~p,q(t,~) E C(D), p = (41, . . . . rl, 4 = O,L . . . , rl - p. Then, for any (x, t, <, z) E S, we have 
K(x9 t, 5,? V(5,z) = K(x, 4 5,7, ~0,0(5?)) 
+ 5 h2P 
p=l 
~K(x,t,r,t,~o,o(5,2))V,,o(5,c) +fp,o(x,t&) 
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+ C C h2pk2q 
p=l q=l 
+ O(h’+’ + k’+l), 
where 
It is evident thatfo,o(x,t,t,z) =O,fl,O(~,t,&~) = 0 andf,,,(x,t,l,z) =O. 
For any (x, t) = (xor, tD) E Ah,k. Define operators I& and Lhk: 
hkN-‘B-1 
WhkWJ) =4 g & {WW,Wrn~~JIrn) + K(x,t,X,,t,+l,U,,,+1) 
n-o m-o 
+ K(x,t,x,+l,Ll,u n+l,m) + K(X,t,X,+l,t,+1,U”+1,,+1)}, 
tLhkU)kt) = u(x,t) - (&kU)(X,t)- 
Then Eq. (2.1) becomes 
(LhkUhk)(X, t) = g(x, t), 6, t) E Ah,k. (2.3) 
Lemma 5. Suppose that K(x, t, 5, z, u) E C’+ ’ (S x R), 
V(& z) = : “i”h 2pk2q I$,,(<, z), 
p=o q=o 
v,,,ct-9 7) E cr- 2p-2q+‘(D), p = 0,l ,..., rl,q=O,l 7 S”, rl - p, r1 = [r/2 J. Then&or any (x, t) E Ah,kt 
we have 
Kk t, 5,~, vO,oK z)) dt dz 
bfp,O(X,t,S,r)dtd~ - p~l~p-i,O,i.O(X,t) 
i=O 
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+ g g h2pk24 (L, Vp,q)(~,t) - ’ 
p=l q=l ( ss 
o abr,,,(x, t, 532) dt dz 
- i 5 Ap-i,q- j,i,j(T t, + Ao,o,p,q(X~ t) 
i=o j=lJ 
+ O(h’+l + k’+‘), 
where 
(Ll &w)k t) = b/p.&, t) - 
B f a 2P-1 
P,O,O,O(X~ t) = (gj o 
SK > 1 b A ;54 K(x> t, 5, z, J’o,o(t, z)) dz, <=a 
B b a Q-1 
Ao,q,o,ok t) = 2q 
SK > 
2 
(2q)! (I az K(x, t, 6 7, vo.o(S,z)) dk r=O 
a2p+2q-2 
~~2p-laz2q-l K(x, G tpz9 vO,O(S~z)) 1 b I 6=0,r=Oi 
b 
K(x, 4 5, z, vO,O(t, 7)) V,(<, 7) +Jj(X, 4 5, r) >I dz, <=a t 
K(x, 6 t,r, b,o(<, r)) Vij(t, r) +hj(X, t, G!, r) d<, 
r=O 
Ap4Aj(X~ t, 
= &p Bzq [ a2p+2q-2 (2 b t 
(2p)!(~)! a<2p- 1 a22q- 1 au K(x~ t3t,z3 KJ,0(t9T>>Kj(Lz> +f;jkt~t~~) 9 
<=a,r=O 
f;i(X, t, 5, 7) are de$ned in Lemma 4. 
Proof. Let (x, t) = (xor, ts) E dh,k. From Lemma 4 we have 
r1 n-p 
+ C C h2Pk2q 
p=o q=o 1 
; K(x,t, ~,~,~o,o<~,~>>~p,q<~,~> +fp.q(x, t> 5,~) 
+ O(h’+’ + k’+ ‘). 
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So we get 
t&k v) (x5 t) = t&k ~O’o,Oh t) 
+ 5 ‘If’ h2Pk24 
p=o q=o 
+ O(If+l + k’+l), on Ah,k. 
Using Lemma 2 we can write down the expansions 
(&kvO,O)(X,t) = t 
ss 
b 
K(x, t, 5,~, J’-o,oK z))G dz 
0 a 
+ g hzPA p,o,o,o(x, t) + : kzq Ao,q,o,o(x, t) 
p=l q=l 
+ c -ip h2pk2qAp,q,o,o(x,t) + O(h’+’ + kr+l), 
p=l q=l 







aK(x, t, L 7, J’o,o(S, z)) vp,q(C 7) +fp,qh 4 5,z) d5 dz 
o a au > 
+ 2 h2’A. r,o,p,q(~, t) + 5 k’jAo,j,p,q(X, t) + z ‘i’ h2’k2jAi,j,p,q(X~ t) 
i=l j=l i=l j=l 
+ o(,,+’ + k’+l), (x,t) E dj,k. (2.6) 
Substituting expressions (2.5) and (2.6) into (2.4), writing it as polynomials in h and k we can obtain 
rt rb 
(&k v) (X, t) = JJ K(x, t,t, 7, ~o/o,o(L d) dt dz 0 a 
+ 2 hZP 
p=l 
&K(x, t, 5, ‘t, vo,o(L 7)) J’p,o(5,d +fp,oh t, 5,~) d5 dz 
> 
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+ C Ap-i,O,i,O(X,t) 
i=O 1 
q-1 
+ C A0,q-j,0,j(X7t) 
j=O I 
I1 rt-P 
+ C 1 h2Pk2q 
p=l q=l 
P 4 ‘1 
+ 1 1 Ap-i,q-j,i,j(X7t) - A0,0,p,q(X7t) 
j i=O j=O 
+ O(h’+l + k’+‘), (x,t) E LI~,~. 
Note that 
(Lhk V) (x, t) = V(x, t) - Kk v )(x9 t). 
Using (2.7) we can obtain Lemma 5. ??
Now we choose T/o,o(x, t) = u(x, t). The functions 
(p = 1,2 )...) ?.I, 4 = 1,2 )..., rl) satisfy the following linear 
equations: 
r’ rb p-1 
~p,~(xT t), bq(x, t) and I/p,q(x9 t) 
mixed Volterra-Fredholm integral 
(2.7) 
(J5 &ho )(x9 t) = JJ fp,~ (X3 4 e, 7) d5 dz + 1 Ap- i,o,i,o(X, t), (2.8) 0 a i=O 
t (L v0.q Nx,t) = 
ss 
bfo,q (X7 C 5, T)dtdr + ‘cl Ao,q-j,o,j(X, t), (2.9) 
0 a j=O 
(Ll VP,, )(x3 t) = + f i Ap-i,q-j,i,j(X,t) 
i=O j=O 
-A O,O,P&~ tL (2.10) 
where (L, T/p,o)(x, t), (~5, Vo,q)(x, t) and (L, P’p,q)(x, t) are defined in Lemma 5. 
From Lemma 5 we get 
(LhkV)(x, t) = g(x, t) + O(h’+’ + k’+ ‘), (x, t) E Ah,/‘. 
Subtracting (2.3) from (2.11) and then using Theorem 1 we obtain 
Uhk(x, t) - v(x, t) = O(h’+’ + k’+ ‘), (x, t) E &k. 
So we have the following theorem. 
(2.11) 
(2.12) 
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Theorem 6. Suppose the hypotheses of Theorem 1 hold, u(x, t) E: CI+l(D) is a solution of (l.l), 
K(x, t, 5, 7, u) E cr+ 1 (S x R). Then the Nystriim solution based on the trapezoidal rule has expansion 
uhk(x, t) = u(x, t) + f h2P Vp,,,(x, t) + g k2q VO,q(x, t) 
p=1 q=l 
+ g ‘lip h2Pk2q Vp,q(x, t) + .(,,+I + k’+l), (x,t) E dh,k, 
p=1 q=l 
+vhere rl = [r/21, V,,O<X, t), I/o.q(x, t) and V”,,(x, t) (p = 1,2, . . . ,rl, q = 1,2, . . . , rl) me the solutions 
of the Eqs. (2.8), (2.9) and (2.10) respectively. 
Remark 7. When r = 4 or 5, VI,&, t), VO,I(X, t),V2,&, t), T/0,2(x, t) and F’~,~(x, t) are the solutions 
of the following equations: 






1 b a 
S[ 1 r Wl ~O,lk t) = - jj a ~WMwK4 K r=o 
(bI/,,oht) = -$ 1 
S[ 
-$K(x,t,S.r,u(~.r)) 1 b d7 <=ll 
1 b a2 
+i?, S[ 
arau(K(x’t,4,z,u(~,z))V,,,(C,z)) ’ 1 dC r=O 
t b 
ss 
o (I ~~(xJ&,~(5,~)) V’o,,K,4)2d5dz, 
(Ll h,&J) = i ; 
S[ 
~(K(x,t,e,r,u(r,i))~l,O(r,r)) I b dz <=a 1 b a2 
+E, S[ 
~(K(x,t,~,z,u(r,z))l/o.l(S,z)) ’ I d5 r=O 
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3. Richardson extrapolation and numerical illustration 
Now we present one method, which is called the Richardson extrapolation method, for increas- 
ing accuracy based on the asymptotic error expansion. We construct two grids dh,k and AhiZ,k,2 
with mesh sizes (h,k) and (ih,jk) which solve (2.1) for both grids. Let tihk and u~“*~/’ be the 
solutions of these problems (the accuracy of each solution being of order 0(h2 + k’)). 
The first step Richardson extrapolation is 
U:k(X, t) = &,Q@.k/2 (x, t) - +u”“(x, t) (x, t) E dh,k. 
From the asymptotic error expansion, it easy to see that the function u:” approximates u with 
accuracy of order O(h4 + k4). 
For general positive integer m, we have the mth step Richardson extrapolation 
ukk(x, t) = 
4%:2’y(X, t) - UF_ 1 (x, t) 
4” - 1 , (x7 t) E &,k. 
The function uLk approximates u with accuracy of order 0(h2”+2 + k2”+2). 
We give one numerical example which illustrates the results of the previous section. 
Example 8 (Brunner Cl]). Consider the Volterra-Fredholm integral equation 
t 1 
4% t) =fk t) + 
ss 
W,~,WU -exp(- 4ZA))Wk 
0 0 
with (x, t) E [0, l] x [0, 11, 
41 - C2) 
j-(x, t) = - log 1 + ( +) + Xt2 8(1 + t)(l + t2)’ 
Its exact solution is u(x,t) = - log(1 + xt/(l + t2)). 
We choose uniform partitions with the same mesh length h = k in x- and t-direction 
h = 2-“, m = 1,2,3,4,5. The maximum absolute errors of Example 8 are given in Table. 1. 
Table 1 
Maximum absolute errors of Example 8 
h=k=2-” EIpk’ UO E”’ hk a1 E (2) hk a2 
and 
m=l 1.086E - 2 1.9119 2.281E - 4 3.9895 4.329E - 7 5.8985 
m=2 2.886E - 3 1.9788 1.436E - 5 3.9994 7.257E - 9 5.9860 
m=3 7.322E - 4 1.9949 8.979E - 7 3.9997 1.145E - 10 
m=4 1.837E - 4 1.9986 5.613E - 8 
m=5 4.597E - 5 
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For ease of notation, we define 
E$&! = max {124(x, t) - uz(x, t)j: (x, t) E dh,k}, 
%I = log,(&Ol~~~~k,2). 
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