We examine the influence of optimality measures on the benchmarking process, and show that scaling requirements lead to a convergence test for nonlinearly constrained solvers that uses a mixture of absolute and relative error measures. We show that this convergence test is well behaved at any point where the constraints satisfy the Mangasarian-Fromovitz constraint qualification and also avoids the explicit use of a complementarity measure. Our computational experiments explore the impact of this convergence test on the benchmarking process with performance profiles.
Introduction
Benchmarking is essential when developing numerical software because this process reveals the strengths and weaknesses of the software. To obtain useful information from the benchmark, attention must be given to the convergence tests and tolerances used by competing solvers. In particular, a comparison between a solver that computes a highly accurate solution and another that computes an inaccurate solution can be highly biased.
We propose a convergence test for benchmarking nonlinearly constrained optimization solvers. The use of a specific convergence test means that all solvers are treated equally and that we can guarantee that the approximate solutions returned have the same level of accuracy. This removes a major bias in the benchmarking process. While we are primarily interested in convergence tests that can be used by solvers for the constrained optimization problem min {f (x) : l ≤ c(x) ≤ u} , (1.1) our remarks apply to the benchmarking of general iterative solvers. We could introduce a specific convergence test in the benchmarking process by modifying all the solvers in the benchmark. This approach is not feasible, however, unless we have access to the source code for all of the solvers. Even with this access, adding a new convergence test requires detailed knowledge of the solver. In general, only the developers can reliably modify their code. Furthermore, the cost of applying a convergence test may be nonnegligible if some of the required information is not readily available and must be computed, resulting in a noticeable increase in the total time taken to solve the benchmark problem.
An alternative approach is to compute and check a specific convergence test to all the solvers a posteriori. In this approach each solver is first asked to solve the problem by using the solver's native convergence test and default tolerances. If the approximate solution does not satisfy the convergence test, then the solver tolerances are reduced and the problem is resolved. This process is repeated until the convergence test is satisfied or a time limit is exceeded. This approach guarantees that the solution reported is at least as accurate as all the other solutions. Moreover, this approach can be readily implemented because access to the source code for each solver is not required.
We impose two major requirements on the convergence test. The first requirement is that the accuracy be based only on the approximate solution returned by the solver; all other quantities needed to assess the level of accuracy must be computed independently. The other requirement is scale invariance of the convergence test when either the function and constraints are scaled or when the variables are scaled.
Our convergence test for constrained optimization problems is based on the first-order optimality conditions but uses a mixture of absolute and relative error measures. Section 2 defines these measures and uses them to define τ -active constraints and the associated approximate multipliers. We have used the nonstandard term τ -active constraint because the term -active constraint is invariably related to absolute error measures.
We define a convergence test in Section 3 in terms of measures for feasibility and stationarity that take into account the relative size of the constraints. We show that this convergence test is well behaved at any point where the constraints satisfy the MangasarianFromovitz constraint qualification, but may fail if this constraint qualification does not hold. We also examine the relationship of our convergence test to other tests commonly used in optimization software and show that our convergence test avoids the explicit use of a complementarity measure.
Section 4 examines the scaling properties of the convergence tests introduced in Section 3. We show that these convergence tests are scale invariant under reasonable conditions. We also examine the scale invariance properties of other convergence tests.
Sections 5 describes the benchmarking process based on the convergence test introduced in Section 3. We use performance profiles [3] and Version 3.0 of COPS [4] , the Constrained Optimization Problem Set, to evaluate the effect of the convergence tests. Performance profiles have been used in a wide variety of benchmarking studies (for example, [1, 2, 8, 9] ), but in almost all cases the convergence criteria have not been specified in detail. This is certainly the case for benchmarking studies in the AMPL or GAMS modeling environment because in these cases there is no easy access to the source of the solvers. Our computational results in Section 6 show the importance of using a specific convergence test for all the solvers in the benchmark because some of the solvers have widely different notions of optimality with the default tolerances. Our results show that the trends in the performance profiles remain the same, but that important differences arise with a consistent test.
Approximate Active Sets and Multipliers
Given τ in (0, 1) and an approximate solution x to the general optimization problem (1.1), we define measures of optimality in terms of the set of τ -active constraints and associated approximate multipliers.
The set of τ -active constraints at x consists of all constraints that are near the bounds l and u as measured by τ . Since we want our measure to be almost scale independent, the measure of nearness involves a mixture of the absolute and relative errors. Given real numbers ξ 1 and ξ 2 , we define
In particular, δ[ξ 1 , ξ 2 ] is the relative error whenever |ξ 1 | + |ξ 2 | ≥ 1. Given x, y in R n , we extend this definition of error to vectors by defining a vector-valued
This inequality shows that d[x, y] is closely related to the absolute and relative error between x and y. This definition of error between vectors can be modified in various ways. In particular, if we wish to introduce different levels of absolute and relative errors by requiring that
for some τ a ≥ 0, then we can define
The case where τ a = 0 is equivalent to using a purely relative error test and can be obtained . We set τ a = 1 in the remainder of this paper, but all results can be easily modified for any τ a ≥ 0.
Given τ in (0, 1) and the definition d : R n × R n → R n of error between vectors, we define the set of τ -active constraints at x by
In general, τ is related to the expected accuracy of the optimization algorithm because the set A τ (x) contains all constraints that are nearly active as measured by τ . Moreover, for τ sufficiently small, A τ (x) is the set A 0 (x) of active constraints at x. This definition of τ -active constraints for the optimization problem (1.1) reduces to standard notions for optimization problems in generic form. For example, if we consider
3) is needed for dealing with realistic problems that have not been forced into standard forms. We measure optimality by computing multipliers explicitly with the requirement that the multipliers lie in the cone S τ (x) associated with A τ (x), where
If the kth constraint is an equality constraint and is τ -active, then l k = u k , and thus the kth component is free in the cone S τ (x). Moreover, the kth component is zero if the kth constraint is not τ -active.
Recall that a Karush-Kuhn-Tucker (KKT) pair (x * , λ * ) for the optimization problem
where λ * are the multipliers. Thus it is natural to determine multipliers via the optimization problem
for some norm · . If λ(x, τ ) is a solution of (2.6), then
is the residual in the KKT conditions. In the next section we will show that r(x, τ ) is an upper bound on our measure of optimality, If we consider the special case of bound-constrained problems where c(x) = x, the residual is given by
if we use any l p norm (p < ∞) in (2.6). This expression shows that −r(x, 0) agrees with the projected gradient as used, for example, by Chin and Moré [7, page 1105] . Thus −r(x, τ ) can be viewed as a generalization of the projected gradient to general nonlinearly constrained problems.
The choice of the l 2 norm in the computation of the multipliers in (2.6) leads to a linearly constrained least squares problem. We prefer to use the l ∞ norm and thus define λ(x, τ ) as a solution of min { y ∞ :
This problem can be formulated as a linear programming problem, and thus λ(x, τ ) can be readily computed by several solvers. The solution λ(x, τ ) to (2.7) is a set of approximate multipliers for the original optimization problem.
Convergence Tests
We define a convergence test for the optimization problem (1.1) in terms of measures of feasibility, complementarity, and stationarity that takes into account the relative size of the constraints. Given tolerances τ 1 , . . . , τ p and measures of optimality ν i : R n → R + , a convergence test defines a set
of acceptable points. A minimal requirement on the convergence test is that C(0) contain only KKT points. The standard measure of feasibility for constraints of the form l ≤ c(x) ≤ u can be written in the form
where mid{· , ·, ·} is the argument in the middle. We introduce the relative size of the constraints by defining the feasibility measure
where · is any norm and
otherwise.
A short computation shows that if · is a monotone norm, then
and thus ν f (x) is bounded above by the absolute error in the constraint violation. We define a vector x ∈ R n to be τ -feasible if ν f (x) ≤ τ .
In most cases we use the l ∞ norm. For this norm a τ -feasible vector is precisely a vector that satisfies
Moreover, if we consider the generic optimization problem (2.4) and any τ ∈ (0, 1), then x is τ -feasible if and only if c(x) + ≤ τ . The equivalence of norms in finite dimensions shows that these results hold for any norm provided τ is sufficiently small. Finally, 0 ≤ ν f (x) ≤ 1 with the l ∞ norm. An advantage of computing the multipliers by either (2.6) or (2.7) is that all the multipliers of the τ -active constraints have the proper sign. Moreover, λ k (x) = 0 if the kth constraint is not τ -active. Hence, complementarity should be defined in terms of the constraint violation for the τ -active constraints. We define
as a measure of complementarity, where
The definition of A τ (x) implies that ν c (x, τ ) ≤ τ when we use the l ∞ norm, and thus the complementarity measure ν c is never large. An optimization algorithm should deliver approximate solutions that are τ -feasible, that is, ν f (x) ≤ τ . For τ -feasible vectors in the l ∞ norm we have
and thus the complementarity measure dominates for τ -feasible vectors.
The classical method to measure stationarity is with the norm of the residual in the KKT conditions. However, in order to take into account the relative size of ∇f (x), we use the stationarity measure
If · is a monotone norm, then the definition of the function d :
so that ν s (x, τ ) is bounded above by the norm of the residual in the KKT conditions. Table 3 .1 summarizes all the measures of optimality for an optimization problem. We have defined these measures in terms of an arbitrary norm, but we use the l ∞ norm. We define a convergence test in terms of tolerances τ f and τ s by computing multipliers via (2.7) with the τ -active set determined by (2.3) with τ = τ f , and requiring that
The definition of ν c guarantees that ν c (x, τ f ) ≤ τ f in the l ∞ norm, and thus it is not necessary to require a test on complementarity. This statement seems to be incorrect at first sight but is a consequence of using a set of multipliers that are zero if the constraint is not τ -active but otherwise have the proper sign. 
The following result shows that the optimality measures in Table 3 .1 behave appropriately if we consider a sequence of tolerances that converge to zero. We assume that we have a sequence that converges to a point x * that satisfies the Mangasarian-Fromovitz constraint qualification at x * in the sense that
where S 0 (x * ) is the cone (2.5) at τ = 0. This constraint qualification reduces to the classical Mangasarian-Fromovitz constraint qualification for the generic optimization problem (2.4).
Theorem 3.1 Assume that τ a > 0 in (2.1), that {τ k } is a sequence of tolerances that converges to zero, and that {x k } is a sequence that converges to x * . If {ν f (x k )} converges to zero, then x * is feasible. Moreover, if {ν s (x k , τ k )} converges to zero and the constraints satisfy the Mangasarian-Fromovitz constraint qualification at x * , then x * is a KKT point of the optimization problem (1.1).
Proof. Since τ a > 0, the definition (2. We now assume that {ν s (x k , τ k )} converges to zero and show that x * is a KKT point of the optimization problem (1.1) if the constraints satisfy the Mangasarian-Fromovitz constraint qualification at x * . Consider the sequence S τ k (x k ), and note that for any subsequence K there is a refinement K 0 such that
shows that any limit point λ * of {λ(x k , τ k )} is a valid set of multipliers for x * , that is, λ * ∈ S 0 (x * ).
We show that {λ(x k , τ k )} is bounded by first noting that since {ν s (x k , τ k )} converges to zero, {∇c(x k )λ(x k , τ k )} is bounded. Since {x k } converges to x * and the constraints satisfy the Mangasarian-Fromovitz constraint qualification at x * , the sequence {λ(x k , τ k )} is bounded.
We have now shown that {λ(x k , τ k )} is bounded and that any limit point of this sequence is a valid set of multipliers for x * . Since {ν s (x k , τ k )} converges to zero, x * is a KKT point of the optimization problem (1.1).
We can generalize Theorem 3.1 by noting that the proof of this result shows that ν s is lower semicontinuous, that is,
where we have made explicit the dependence of ν s on τ . This is of interest because simple examples show that ν s is not continuous in (x, τ ), although ν s (·, τ ) is certainly continuous. The assumption that the constraints satisfy the Mangasarian-Fromovitz constraint qualification at x * is essential for Theorem 3.1. Consider, for example, the optimization problem in R, min ξ :
If {ξ k } is any monotone sequence that converges to zero and τ k = ξ k , then the multipliers determined by (2.7) are λ(ξ) = 1/ξ. Thus, in this case, {ν f (ξ k , τ k )} converges to zero, but ξ * = 0 is not a KKT point. Of course, in this case the Mangasarian-Fromovitz qualification fails and the approximate multipliers are unbounded. We now relate the optimality conditions in Table 3 .1 to convergence tests used in optimization algorithms. Consider, for example, the generic optimization problem min {f (x) : c(x) ≤ 0} .
Given tolerances τ f , τ c and τ s , assume that the convergence tests are
on the approximate solution x and multiplier estimates π(x), and
on the residual of the KKT conditions. These are suitable convergence tests in the sense that if all the tolerances are set to zero, then we recover the KKT conditions. An important difference between these convergence tests and the optimality measures in Table 3 .1 is that the multiplier estimates π k (x) are not guaranteed to be nonpositive. However, if we define
Moreover, in either case (3.2) implies that |π k (x)| ≤ τ c . Hence, (3.4) also holds in this case.
The estimate (3.4) shows that the residual of the KKT condition is bounded in terms of the tolerances and the problem data. Indeed, a direct consequence of (3.3) and (3.4) is that
Hence, we have shown that if the convergence tests (3.2) and (3.3) hold, then
This is an important observation because (3.2) and (3.3) are closely related to convergence tests used by optimization solvers such as SNOPT and KNITRO. For example, instead of (3.2), SNOPT [6] requires that
This is a stronger convergence test than (3.2) because if (3.6) holds, then
We also note that (3.6) not only implies (3.2) but also implies a bound on the multipliers of the τ -active constraints. Assume, for example, that the kth constraint is τ -active with
Under this assumption (3.6) implies that
Thus, for problems with large multipliers, this bound shows that τ f may have to be relatively small in order to satisfy (3.6). Similar remarks apply to the optimization solver KNITRO [13] . The convergence test in KNITRO replaces (3.2) by
Thus, the only difference between the convergence test in SNOPT and KNITRO is that KNITRO guarantees that the multipliers are negative. For the KNITRO convergence test we can show that if
then (3.4) holds. Hence, (3.5) also holds. The convergence tests in SNOPT and KNITRO require the user to choose tolerances τ P and τ D . SNOPT sets
while KNITRO sets
for some absolute tolerance τ 0 ≥ 0. An important difference between these tests and (3.1) is that there is no explicit test of the complementarity error in (3.1). Another difference is that with (3.1) it is readily apparent when the solution is not sufficiently accurate because in these cases one of the measures in Table 3 .1 is above the required tolerance (but less than one). On the other hand, with unscaled tests, large or small values for an optimality measure may just be a reflection of the scale of the problem.
Scale Invariance
We now examine the invariance properties of convergence tests when the general optimization problem (1.1) is transformed into an equivalent optimization problem
Scale invariance is a desirable attribute of a convergence test because then the choice of tolerances can be made on the basis of the desired accuracy, without interference from the scale of the problem. We first consider the change of scalef = αf ,ĉ = βc, where f is scaled by α > 0, and the constraints c are scaled by β > 0. With this change of scale we must also scale the bounds l and u in the optimization problem (1.1) by β so thatl = βl andû = βu. The optimization problems (1.1) and (4.1) are equivalent under this change of scale in the sense that they have the same solution. Moreover, most optimization algorithms generate the same set of iterates when the optimization problem is scaled in this manner.
We also consider the change of scale x → Sx in (1.1), where S is a nonsingular diagonal matrix. In this case we havef (x) = f (Sx) andĉ(x) = c(Sx) in (4.1). With this change of scale any minimizer x * of the optimization problem (1.1) generates a minimizerx * of (4.1) via x * = Sx * . The converse of this statement also holds. Thus, both optimization problems, (1.1) and (4.1), have the same solution sets.
We explore the scale invariance of convergence tests under the assumption that all absolute tolerances are set to zero. For the optimality measures in Table 3 for all nonsingular diagonal matrices S and vectors x and y. If τ a > 0, then (4.2) holds if
Hence, scale invariance of d[·, ·] holds if the scaled variables for at least one of the vectors is above the absolute tolerance level, that is, |s k ||x k | ≥ τ a or |s k ||y k | ≥ τ a . The change of scalef = αf ,ĉ = βc, in f and c implies thatλ(x) = (α/β)λ(x) for the multiplier defined by (2.7), and hence
Thus, (4.2) shows that both ν f (x) and ν s (x) are invariant under this change of scale. The scaling behavior (4.2) of d[·, ·] also shows that the set of τ -active constraints is invariant under the change of scale x → Sx, where S is a nonsingular diagonal matrix. On the other hand, the multipliers λ(x) defined by (2.7) are not invariant under this change of scale because
However, if we modify the norm in (2.7) and consider
where D is determined from the problem data, then we can have scale invariance. For example, if
is invariant under this change of scale. If we take into account (4.2), then we have shown that with this modification all the optimality measures in Table 3 .1 are invariant. An analysis of the scaling behavior of the convergence tests (3.2) and (3.3) requires that we specify how the multiplier estimate π(x) depends on the change of scale. If we consider the change of scale wheref = αf andĉ = βc, and assume thatπ(x) = (α/β)π(x) under this change of scale, then (3.3) shows that this convergence test is scale invariant if the tolerances are scaled by the appropriate problem data. On the other hand, if we consider the change of scale x → Sx, where S is a nonsingular diagonal matrix, then the convergence test (3.3) is not scale invariant unless (3.3) is modified to use a norm scaled by the problem data.
The scaling properties of the convergence test (3.2) are shared by (3.7), but this is not the case for (3.6). Indeed, if we consider the change of scale wheref = αf andĉ = βc, and assume thatπ(x) = (α/β)π(x), thenĉ(x)π(x) = αc(x)π(x). Hence, (3.6) shows that τ c must be scaled by both α/β and α. Since τ c cannot absorb two different changes of scale, the convergence test (3.6) is not scale invariant.
Benchmarking
We use performance profiles [3] and COPS [4] (Version 3.0) to evaluate the effect of the optimality measures in Table 3 .1. The COPS benchmark collection provides a selection of difficult nonlinearly constrained optimization problems from applications in optimal design, fluid dynamics, parameter estimation, mesh smoothing, computational chemistry, and optimal control, among others. Moreover, each application has a short description of the formulation of the application as an optimization problem. Figure 5 .1 has plots for the solutions of four of the problems in COPS. For each of these applications we use three to five instances of the application obtained by varying a parameter in the application, for example, the number of grid points in a discretization. Table 5 .1 gives the quartiles for four problem parameters: the number of variables, the number of equality and inequality constraints, and the total number of constraints (including bounds).
Our benchmarking results are done with a set of problems and solvers. We have used COPS, but we could have also used a selection of the engineering problems provided by Vanderbei [11] . Also note that timing data refers to a particular computing environment (machine, compiler, libraries). The usual cautions apply, and thus our conclusions could change if the problems, solvers or computing environment changes. On the other hand, the use of performance profiles tends to minimize the effect of these issues, as noted in [3] . We also note that the solvers for constrained optimization problems invariably have different requirements. Some of the solver use second-order information, while others (for example, MINOS and SNOPT) only use first-order information. The use of second-order information can reduce the number of iterations, but the cost per iteration usually increases. In addition, obtaining second-order information is more costly and may not even be possible. Memory requirements can also play an important role. In particular, solvers that use direct linear equation solvers are often more efficient in terms of computing time, provided there is enough memory. Moreover, some of the solvers are designed for problems with a modest number of degrees of freedom.
The script for generating the timing data sends a problem to each solver successively, so as to minimize the effect of fluctuation in the machine load. The script tracks the wallclock time from the start of the AMPL process to the end of the solve. Any process that runs 30 minutes is declared unsuccessful. We cycle through all the problems, recording the wall-clock time as well as the combination of AMPL system time (to interpret the model and compute varying amounts of derivative information required by each solver) and solver time for each model variation. We have verified that the AMPL time results we present can be reproduced to within 10 percent accuracy.
Computational Experiments
We now investigate how performance profiles behave when the convergence test (3.1) is enforced on all the solvers. We also describe some of the computational experiments that we have done with an analyzer that computes the optimality measures in Table 3 .1 for optimization problems in the AMPL or GAMS modeling language. Figure 6 .1 displays performance profiles for the two experiments performed with the COPS 3.0 test set [4] . The following solvers were used for the experiments: All of the computations were performed on an Intel Pentium 4 1.8 GHz CPU with 512 MB of RAM and a 256 KB cache, running Red Hat Linux 7.3. Furthermore, a time limit of 30 minutes was imposed on the solvers for each problem in the test set. A failure is reported when the time limit expires. The first experiment does not check the optimality measures, trusting the optimization solver to report optimality. In the second experiment, if the convergence test proposed in Section 3,
is not satisfied, then the convergence tolerances used by the solvers are reduced and the problem is re-solved. This procedure is stopped when the tolerances provided to the solver reach 10 −16 . The analyzer computes the optimality measures in Table 3 .1 for optimization problems in the AMPL or GAMS modeling language. The main computational task in determining the optimality measures is to compute multipliers by setting up and solving the linear program (2.7) with MINOS. All the data for (2.7) is written to a file with at least fifteen digits of accuracy. The optimality and feasibility tolerances for MINOS are set to 10 −14 when computing the multipliers. In all tests, MINOS indicates that an optimal solution to the linear program was found.
The solvers reported optimal solutions that satisfied the convergence test (6.1) on 109 of the 272 problem instances (40%). In two cases, one of the solvers reported that a nonoptimal solution had been found, when in fact our optimality measures were within the desired tolerances.
The major conclusion that can be drawn from Figure 6 .1 is that performance profiles do indeed change when a consistent convergence test is used. The trends in the plots remain the same, but the magnitude of the differences, especially at the beginning of the plots can change significantly. The effect of convergence criteria on solver performance can also be seen in Figure 6 .2. In this figure we plot the performance metric
for all the solvers. The white bars are for the first experiment where the convergence test (6.1) is not enforced, while the black bars are for the second experiment where the convergence test is enforced. The height of the bars in Figure 6 .2 give the level of accuracy reached. The scaling of the measures ν f and ν s shows that we can expect to have the performance metric p(x) ∈ [0, 16] on computations with 16 decimal digits. Problems where p(x) is near zero have not been solved accurately. If p(x) < 6, then the convergence test (6.1) is not satisfied.
Note that some of the bars in these plots do not reach a tolerance of τ f = τ s = 10 −6 . In these cases, the solver reported something other than an optimal solution. The iterative reduction in the tolerances was stopped. Those models with no bar present either encountered the time limit imposed during the testing or reported a failure.
If only a white bar is shown for a problem, the solver either satisfied the convergence test with the default tolerances and no refinement was needed, or reported a failure. Figure 6 .2 clearly shows that the default convergence test for MINOS tends to agree with (6.1) in most cases. This code was able to satisfy the convergence test with the default tolerances for most of the problems. On the other hand, the results obtained with KNITRO tended to perform poorly when measured with the metric (6.2).
If a black bar can be seen in Figure 6 .2, then for this problem the default tolerances had to be reduced to meet the convergence test (6.1). As can be seen, all solvers failed to satisfy (6.1) initially in several cases but managed to satisfy the convergence test as the tolerances were reduced.
Concluding Remarks
We have shown that the convergence test (3.1) is scale invariant when absolute tolerances are set to zero and behaves satisfactorily at any point where the constraints satisfy the Mangasarian-Fromovitz constraint qualification. We have also shown that this test does not need to use the multipliers given by (2.7), but can use the projection of any set of multipliers into the cone (2.5) associated with A τ (x). This approach avoids an explicit test on complementarity.
Our computational experiments have shown that the use of this convergence test on the benchmarking process can have a significant effect on performance profiles. These experiments have also shown that an additional advantage of the measures associated with this convergence test is that solutions of low accuracy will have either ν f or ν s close to one, while high accuracy solutions will satisfy (6.1) for the appropriate values of τ f and τ s . This is clearly seen in Figure 6 .2.
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