Abstract: Symbol-pair codes are proposed to protect against pair errors in symbol-pair read channels. One of the most important task in symbol-pair coding theory is to determine the minimum pair-distance of symbol-pair codes. In this paper, we investigate the symbol-pair distances of cyclic codes of length p e over F p m . The exact symbol-pair distances of all cyclic codes of such length are determined.
Introduction
codes. This inspires us to study the minimum pair-distances of repeated-root cyclic codes. For the class of cyclic codes of length p s over F p a , their Hamming distance had been completely determined in [8] . This will help us to determine the exact values of their pair-distances.
In this paper, we study the minimum pair-distance of cyclic codes of length p e over F p m . In Section 2, we give some background and recall some basic results of the pair-distance and cyclic codes. In Section 3, we compute the pair-distance of all cyclic codes of length p e over F p m . Finally, the conclusion of paper is reached in section 4.
Preliminaries
Let Ξ be the alphabet consisting of q elements. Each element in Ξ is called a symbol. We use Ξ n to denote the set of all n−tuples, where n is a positive integer. Let x = (x 0 , x 1 , · · · , x n−1 ) ∈ Ξ n , the symbol-pair read vector of x is defined as π(x) = [(x 0 , x 1 ), (x 1 , x 2 ), · · · , (x n−2 , x n−1 ), (x n−1 , x 0 )].
Every vector x ∈ Ξ n has an unique pair representation π(x) ∈ (Ξ × Ξ) n . For any two symbol pairs (a, b) and (f, g), say (a, b) = (f, g) if both a = c and b = g. Recall that the Hamming weight of a vector x is defined by ω H (x) = |{i ∈ Z n |x i = 0}|, where Z n denotes the ring Z/nZ. Define the pair-weight of a vector x is ω p (x) = |{i ∈ Z n |(x i , x i+1 ) = (0, 0)}|. For two vectors x, y ∈ Ξ n , the pair-distance x and y is define as
n , and let d p (C) = min{d p (x, y)|x, y ∈ C, x = y} be the minimum pair-distance of C. Similar to the classical case, a code over Ξ of length n with size M and minimum pair-distance d is called an (n, M, d) symbol-pair code. If C is a linear code, then the minimum pair-distance of C is the smallest pair-weight of nonzero codewords of C. The minimum pair-distance is one of the important parameters of symbol-pair codes. A code C with minimum pair-distance d can correct t pair-errors if and only if d ≥ 2t + 1 [1 and 2, Proposition 3]. This distance distribution is very difficult to compute in general, however, for the class of cyclic codes of length p s over F p m , their Hamming distance has been completely determined in [8] . This will help us to determine the exact values of their pair-distances.
The structure of cyclic code of length p s over F p m has been extensively studied in [8] , which is Proposition 2.1. ( [8] , Theorem 6.4) Let C be a cyclic code of length p e over F p m , then For any x, y ∈ Ξ n with 0 < d H (x, y) < n, define the set
B l be a minimal partition of the set S H to subsets of 2 consecutive indices ( Each subset B l = [s l , e l ] is the sequence of all indices between s l and e l , inclusive, and L is the smallest integer that achieves such partition ). Then
The minimum pair-distance d p is an important parameter in determining the error-correcting capability of C. Thus it is significant to find symbol-pair codes of fixed length n with pairdistance d as large as possible. In [5] and [6] , the authors have proved the following Singleton bound.
A symbol-pair code achieving the Singleton bound is a maximum distance separable (MDS) symbol-pair code.
Pair-distance of cyclic codes
In this section, we will determine the pair-distance of cyclic codes of length p e over F p m . Firstly, for two codes
If e = 1, we have the following results.
Proposition 3.1. If p is prime and e = 1, then
From Proposition 3.1, we have C i is a MDS symbol-pair code over F p m , where i ∈ {0, 1, · · · , p− 2}. We will always assume e ≥ 2 in the following paper.
On the other hand,
Proposition 3.4. Let β, e be integer such that 1 ≤ β ≤ p − 2 and e ≥ 2, then d p (C βp e−1 +1 ) = 2(β + 2).
Proof. For any fixed 1 ≤ β ≤ p−2, let c(x) be any nonzero element of C βp e−1 +1 , then there is a nonzero element f (x) and deg(f (x)) < (p−β)p e−1 −1 such that c(x) = (x−1) Obviously, the cyclic shift of c(x) have the same symbol-pair weight. Hence, we will consider g(0) = 0.
If ω H (c(x)) = 2β + 3, we will shown that d p (c(x)) > 2β + 4. Indeed, if d p (c(x)) = 2β + 4, applying the cyclic shift a certain number of times on c(x) if necessary, then c(x) have the form c 0 + c 1 x + · · · + c 2β+2 x 2β+2 , but 2β + 2 < βp e−1 + 1 except for e = 2 and p = 3. If e = 2 and p = 3, then (x − 1) 
On the other hand, c(x) have the form
In summary, we have
Proposition 3.5. Let β, γ, e be integer such that 1 ≤ β ≤ p − 2, e ≥ 2 and βp
Hence, ω p ((x − 1)
Proof. For any fixed 1 ≤ k ≤ e − 1, let c(x) be any nonzero element of C p e −p e−k , then there is a nonzero element a(x) and deg(a(x)) ≤ p e−k − 1 such that c(x) = (x − 1)
Proposition 3.9. Let k, β, γ be integer such that 1 ≤ k ≤ e − 2 and
Proof. For any fixed 1 ≤ k ≤ e − 2, let c(x) be any nonzero element of C p e −p e−k +βp e−k−1 +1 , then there is a nonzero element a(x) and deg(a(x)) ≤ (p − β)p e−k−1 − 2 such that c(x) = (x − 1)
, and e ′ = e − k ≥ 2, from Proposition 3.4, we have ω p (b(x)) ≥ 2(β + 2)(this can be obtained from the case e = e ′ in proposition 3.4), then
We summarize the results obtained above in the following theorem.
Theorem 3.10. Let C be a cyclic code of length p e over F p m , then 
Conclusion
In this paper, the symbol-pair distances of all cyclic codes of length p e over F p m are completely determined. A further research in this area is to construct some new MDS symbol-pair codes via the repeated-root cyclic codes.
