Abstract. We find minimal regularity conditions on the coefficients of a parabolic operator, ensuring that no nontrivial solution tends to zero faster than any exponential.
Introduction, statements and remarks
Let A be a nonnegative self-adjoint operator in a Hilbert space H. Consider the Cauchy problem (1.1)
The solution u(t) can be represented in terms of the spectral resolution E λ of −A and it turns out that its asymptotic behavior is like e −λ 0 t , where λ 0 is the infimum of those values of λ for which E λ u 0 = u 0 . It follows that no solution, except the trivial one, can tend to zero faster than any exponential.
Peter Lax [4] considered nonautonomous perturbations of (1.1) of the form (1.2) du dt + (A + K(t))u = 0 u(0) = u 0 where K(t) is a bounded linear operator. He proved that, if the norm of K(t) is sufficiently small, then again solutions of (1.2), unless identically zero, do not tend to zero faster than any exponential.
The question then arised naturally, whether a similar result could hold even for perturbations which were not relatively bounded with respect to A. In the years following, attention focussed mainly on parabolic inequalities, written in integrated form, like (1.3)
Several results (see e.g. [2, 5, 8, 9] ) were obtained, relating the decay of C 1 (t), C 2 (t) and ∇ x a ij (t, ·) L ∞ to that of the solutions of (1.3). Some years later, Agmon and Nirenberg [1] reconsidered the whole matter by an abstract point of view and proved a general result for inequalities of the form
Without entering into technical details, we notice that there is a common feature in all the above mentioned results: at a certain point one needs to perform some integration by parts and this requires some (kind of) differentiability of the coefficients with respect to t. That a certain amount of regularity were actually necessary in order to get lower bounds for the solutions became clear thanks to a well known example of Miller [7] . He exibited a parabolic operator whose coefficients are Hölder continuous of order 1/6 with respect to t and which possesses solutions vanishing within a finite time.
The aim of this paper is the following: for a parabolic inequality of the form (1.3), find the minimal regularity of the coefficients a ij 's with respect to t, ensuring that no solution, except the trivial one, can tend to zero faster than any exponential.
We prove that a sufficient regularity condition is given in terms of a modulus of continuity satisfying the so called Osgood condition. The counter example contained in [3] shows that this condition is optimal. The main result (Theorem 1 below) is a consequence of a Carleman estimate in which the weight function depends on the modulus of continuity; such kind of weight functions in Carleman estimates were introduced by Tarama [10] in the study of second order elliptic operators.
In order to make the presentation simpler, we consider an equation whose coefficients are independent of the space variable x. The general case can be recovered by the same microlocal approximation procedure exploited in [3] .
Let a be a continuous function defined on R + such that
for a.e. t ∈ R + . A function u satisfying the conditions (1.6) and (1.7) is called rapidly decaying solution to (1.7) if for all λ > 0, (1.8) lim
Let µ be a modulus of continuity i.e. µ is a function defined on R + with values in R + such that µ is continuous, increasing, concave and µ(0) = 0. A modulus of continuity µ is said to satisfy the Osgood condition if
Now we can state our main result: Theorem 1. Let µ be a modulus of continuity satisfying the Osgood condition.
Suppose that there exists a positive function ψ in
for a.e. t ∈ R + . If u is a rapidly decaying solution to (1.7) then u ≡ 0.
The counter example alluded to above is given by the following Theorem 2. Let µ be a modulus of continuity which does not satisfy the Osgood condition. Then there exists l ∈ C(R t ) with 1/2 ≤ l(t) ≤ 3/2 for all t ∈ R t and (1.11) sup
x . The proof of Theorem 2 is contained in our previous paper [3] .
Proof of Theorem 1
First of all we remark that it is not restrictive to suppose that t 2 t 1 ϕ(s) ds > 0 and
ψ(s) ds > 0 for all 0 ≤ t 1 < t 2 . Moreover we will admit without lack of generality that (2.1)
we remark that (1.9) gives, in particular,
Finally we set, for γ > 0 and t ≥ 0,
Let us show how to prove Theorem 1 from the Carleman estimate (2.6). Let w be a function in
for all λ > 0. We show first that an inequality similar to (2.6) holds for w.
Consider χ ∈ C ∞ (R) with χ decreasing, χ(s) = 1 for s ≤ 1 and χ(s) = 0 for s ≥ 2 and define v n (t,
) and is compactly supported, so that by (2.6) we deduce
) for all γ and t, while
for all γ and t. Hence, using (2.7) and the fact that w ∈ C(]1, +∞[, H 1 (R x )) (see [6, pp. 18-19 ]), we deduce that
for a.e. t. Passing to the limit for n → +∞, and applying the dominated convergence theorem on the right hand side and the monotone convergence theorem on the left hand side, we obtain that (2.8)
for all γ ≥ γ 0 . Let now u be a rapidly decaying solution to (1.7). Let θ ∈ C ∞ (R) with θ increasing, θ(s) = 0 for s ≤ 2 and θ(s) = 1 for s ≥ 3. Setting w(t, x) = θ(t)u(t, x) and applying (2.8) we obtain
Hence, using also (1.7) we have
We take α = 2Λ 0 . We recall that b(t) ≤ 1 and that Φ γ is increasing. Hence
From (1.9) we deduce that lim γ→+∞ Ψ γ (γ) = +∞ and consequently letting γ go to +∞ we obtain that u(x, t) = 0 in [3, +∞[×R. We apply now the backward uniqueness result in [3] and we easily deduce that u ≡ 0.
Let us come to the proof of Lemma 1. Setting z(t, x) = e Φγ (t) v(t, x) we have
whereẑ denotes the Fourier transform of z with respect to the x variable. We compute the second part of the last term of the above inequality and we obtain
It remains to estimate the quantity
Since a is not Lipschitz-continuous and consequently we cannot integrate by parts, we exploit the approximation technique developed in [3] . Let ρ ∈ C ∞ 0 (R) with supp ρ ⊆ [−1/2, 1/2], R ρ(s) ds = 1 and ρ(s) ≥ 0 for all s ∈ R. We set
where a has been extended to R setting a(t) = a(0) for all t ≤ 0. We obtain that there exists C 0 > 0 such that
for all ε ∈ ]0, 1] and for a.e. t ∈ R + . Hence
We have
Putting all these inequalities together it is easy to see that (2.6) will be a consequence of the following claim: for all α > 0 there exist γ 0 > 0 and a function R → ]0, 1], ξ → ε ξ such that (2.9)
) is compactly supported. From (2.3) and (2.4) we have that
The concavity of µ implies that the function σ → σµ(1/σ) is increasing on [1, +∞[ and consequently the function σ → σ 2 µ(1/σ) is increasing and
On the other hand from (2.1) and (2.2) we deduce
for all t ∈ [1, +∞[. Finally since µ is increasing there exists ξ 0 ≥ 1 such that
for all ξ with |ξ| ≥ ξ 0 . Moreover lim γ→+∞ Ψ γ (γ) = +∞ and then there exists γ 0 > 0 such that (2.14)
for all γ ≥ γ 0 . It is not restrictive to suppose also that
We set
Suppose first |ξ| ≤ ξ 0 . From (2.11), (2.12) and (2.14) we have
for all γ ≥ γ 0 and for all t ∈ [1, +∞[. Consequently
As a consequence, from (2.13), we have that
If a(t)ξ 2 ≤ 2Φ ′ γ (t) then (1.5), (2.5) and (2.12) imply that
From (2.10) we infer 
