We discretize the stochastic Allen-Cahn equation with additive noise by means of a spectral Galerkin method in space and a tamed version of the exponential Euler method in time. The resulting error bounds are analyzed for the spatio-temporal full discretization in both strong and weak senses. Different from existing works, we develop a new and direct approach for the weak error analysis, which does not rely on the associated Kolmogorov equation. It turns out that the obtained weak convergence rates are, in both spatial and temporal direction, essentially twice as high as the strong convergence rates. Also, it is revealed how the weak convergence rates depend on the regularity of the noise. Numerical experiments are finally reported to confirm the theoretical conclusion.
Introduction
Over the past decades, the numerical analysis of stochastic partial differential equations (SPDEs) has attracted increasing attention (see e.g. [28, 32] and references therein). In these two recent monographs, the analysis always relies on the globally Lipschitz condition imposed on the nonlinearities. Nevertheless, most models encountered in practice fail to satisfy such a restrictive condition, which motivates the development of numerical SPDEs in the non-globally Lipschitz regime. A typical example is the stochastic Allen-Cahn equation. Although there has been a few works on numerical stochastic Allen-Cahn equations, e.g., [4, 5, 8, 9, 10, 11, 14, 19, 23, 27, 30, 31, 34, 36] , it is still far from being well-understood. The present article aims to make further contributions to the weak error analysis for a spatio-temporal full discretization of stochastic Allen-Cahn equation driven by additive noise.
Given T ∈ (0, ∞), let A be Dirichlet Laplacian and F be a Nemytskii operator associated with a cubic polynomial that violates the globally Lipschitz condition. Moreover, we let {W (t)} t∈[0,T ] be a standard (possibly cylindrical) Q-Wiener process in a separable Hilbert space H on the stochastic basis Ω, F , P, {F t } t∈ [0,T ] . Throughout this article we consider the stochastic Allen-Cahn equation, given by dX(t) + AX(t) dt = F (X(t)) dt + dW (t), t ∈ (0, T ], X(0) = X 0 .
(1.1)
Under certain assumptions, it is well-known that (1.1) has a unique solution defined by
where E(t) = e −tA , t ≥ 0 is an analytic semigroup on H generated by −A. As indicated in [3] , the fully discrete exponential Euler and the fully discrete linear-implicit Euler approximations diverge strongly and numerically weakly when used to solve the stochastic Allen-Cahn equations. In the existing literature, the backward Euler [19, 26, 27, 30, 31, 34] and modified Euler-type time-stepping schemes [4, 8, 9, 11, 19, 20, 36] are introduced to produce convergent approximations for such SPDEs. In this article, a tamed exponential Euler time discretization is proposed based on the spectral Galerkin spatial semi-discretization. For N, M ∈ N, N = {1, 2, · · · }, by X M,N t we denote the full-discrete approximations of X(t), produced by the proposed fully discrete scheme, where 1 N and τ := T M represent, respectively, the uniform space and time step sizes. The goal of this work is then to analyze the weak error estimates. More specifically, the main result, Theorem 4.8, shows that for Φ ∈ C 2 b (H, R) and arbitrarily small ǫ > 0,
where γ from Assumption 2.3 is a parameter used to measure the spatial regularity of the noise process and λ N is the N-th eigenvalue of the linear operator A. As a by product of the weak error analysis, we also obtain strong convergence rates as The weak error, sometimes more relevant in various fields such as financial engineering, concerns with the approximation of the law of the solution. In recent years, much progress has been made Let (H, ·, · , · ) and (U, ·, · U , · U ) be the real separable Hilbert spaces. Let L(U, H) be the space of all bounded linear operators from U to H endowed with the usual operator norm · L(U,H) and by L 2 (U, H) ⊂ L(U, H) we denote the space consisting of all Hilbert-Schmidt operators from U to H. For short, we write L(H) and L 2 (H) instead of L(H, H) and L 2 (H, H), respectively. It is well-known that L 2 (U, H) is a Hilbert space equipped with the scalar product and norm,
which are both independent of the choice of orthonormal basis {φ i } of U. If Γ ∈ L 2 (U, H) and L ∈ L(H, U), then ΓL ∈ L 2 (H) and LΓ ∈ L 2 (U). Furthermore,
3)
Let I := (0, 1) and let L r (I, R), r ≥ 1 be the Banach space consisting of r-times integrable functions. Particularly, taking r = 2, H := L 2 (I, R) denotes the real separable Hilbert space endowed with usual inner product ·, · and norm · = ·, · 1 /2 . For convenience, the notation L r (I) (or L r ) is frequently used. By C 2 b (H, R) we denote the space of not necessarily bounded mappings from H to R that have continuous and bounded Fréchet derivatives up to order 2. Finally, V := C(I, R) represents the Banach space of all continuous functions from I to R endowed with supremum norm.
Main assumptions and the well-posedness of the model
In this article, we restrict ourselves to an abstract stochastic evolution equation in the Hilbert space H, driven by additive noise, described by
To get started, main assumptions are formulated in this subsection. Throughout this paper, by C we denote a generic positive constant that is independent of the discretization parameters and that possibly differs at different occurrences. 
(2.6) Assumption 2.2. Let F : L 6 (I, R) → H be a Nemytskii operator defined by
Furthermore, we denote, for v, ζ, ζ 1 , ζ 2 ∈ L 6 (I, R), 
In the case γ ≤ 1 2 , we in addition assume that Q commutes with A. Here by L 0 2 := L 2 (U 0 , H) we denote the space of Hilbert-Schmidt operators from the Hilbert space U 0 = Q 1 /2 (H) to H. To simplify the notation, we write
(2.14)
A slight modification of the proof in [16, Theorem 5.25] derives that for any p ≥ 2,
Assumption 2.4 (Initial value). The initial value X 0 is considered to be deterministic and for γ ∈ (0, 1] from (2.13) it holds
The above assumptions are sufficient to establish well-posedness and spatio-temporal regularity properties of (2.4) [12, 8, 34] . Here we just state the main results as follows.
Theorem 2.5. Under Assumptions 2.1-2.4, there is a unique mild solution of (2.4) given by
(2.18)
Moreover, for any p ≥ 2,
Additionally, for any α ∈ [0, γ] and 0 ≤ s < t ≤ T ,
(2.20)
Introduction to Malliavin calculus
In this part, we give a brief introduction to Malliavin calculus, which is a key tool for the weak analysis. For a comprehensive knowledge one can refer to the classical monograph [33] . We firstly define an isonormal process W :
where the integral is the usual Itô-integral. Next, for N, M ∈ N, h i ∈ H, i = 1, 2, . . . , N and κ j ∈ L 2 [0, T ], L 2 (U 0 , R)), j = 1, 2, . . . , M, let ϑ(H) be a family of all smooth H-valued cylindrical random variables
represents the space of all continuous mappings g : R M → R with the infinitetimes continuous Fréchet differentiable derivatives such that g and all its derivatives are at most polynomially growing. Then we are ready to introduce the action of the Malliavin derivative on G ∈ ϑ(H):
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where h i ⊗ κ j (t) denotes the tensor product, that is, for 1 ≤ j ≤ M and 1 ≤ i ≤ N,
The operator D t is well-defined since h i ⊗ κ j (t) ∈ L 0 2 . For brevity, we write D s G, u = D u s G to represent the derivative in the direction u ∈ U 0 . Recall that if G is F t -measurable, then D s G = 0 for s > t. Thanks to the fact that D t defines a closable operator, we then denote by D 1,2 (H) the closure of the set of smooth random variables ϑ(H) in L 2 (Ω, H) with respect to the norm
The chain rule of the Malliavin derivative holds. Namely, given a separable Hilbert space
Based on these preparations, at the very heart of Malliavin calculus is the following integration by parts formula. For any G ∈ D 1,2 (H) and adapted process Υ ∈ L 2 ([0, T ], L 0 2 ), the duality reads
Finally, the Malliavin derivative acts on the Itô integral 
Weak error estimates for the spectral Galerkin method
This section is devoted to the weak error analysis for the spectral Galerkin spatial semi-discretization. For N ∈ N, we define a finite dimensional subspace H N ⊂ H which is spanned by the N first eigenvectors of the linear operator A. Also, we define the projection operator P N fromḢ ι onto
Meanwhile, by I ∈ L(H) we denote the identity mapping on H. Based on these facts, we can easily obtain that
In the sequel, we define A N = AP N from H to H N and −A N generates the analytic semigroup E N (t) = e −tA N in H N for any t ∈ [0, ∞). As a result, the spatial semi-discretization of (2.4) results in the finite dimension SDEs
whose unique mild solution is given by
A priori estimate and regularity of the semi-discretization
Before starting the proof of weak convergence rate, we offer several results which are essential in the convergence analysis. 
Proof. This lemma is an immediate consequence for γ ∈ (0, 1 2 ] from [6, Lemma 5.4] under the condition that A commute with Q. In the case of γ ∈ ( 1 2 , 1], the assertion can be deduced easily with the aid of the Sobolev embedding inequality.
In the sequel, we denote u p
for convenience. The particular case p = 2, when equipped with the inner product u, w L 2 (I×[0,t]) = t 0 u(s), w(s) ds, turns to be the Hilbert space. With the previous preparations, we will give the forthcoming estimate in [36, Lemma 4.2] which plays a key role in proving moment bounds.
Then for any t ∈ [0, T ] it holds
In order to get the a priori moment bounds for the numerical approximation, we need additional assumption on the initial data.
As a consequence, we obtain the next lemma, similar to the proof of [ 
Now we consider the moment of X N (t) V in the following theorem. 
Proof. We firstly introduce a process
Then we can recast (3.3) as
Furthermore, we denotê
Now one can apply Proposition 3.2 to deduce that
As a result, we have
Bearing (3.7) and (3.4) in mind, one can verify the desired assertion.
With Theorem 3.5 at hand, it is easy to validate the next corollary. 
Next we are prepared to give the regularity of the Malliavin derivative of X N (t). 
Proof. Differentiating the equation (3.3) in the direction y ∈ U 0 and by (2.26) , the chain rule we derive that for 0 ≤ s ≤ t ≤ T ,
It is easy to check that Γ N s (t, y) is time differentiable and satisfies the following equation
Consequently,
where Ψ(t, r) is the evolution operator associated with the linear equation
Multiplying both sides by Ψ(t, r)z and integrating over [r, t] tell us that
(3.23)
By use of Gronwall's inequality we deduce
This yields for α < 1 2 and s < t,
together with a priori moment estimate of X N (r) yields that 
Weak convergence rate of the spatial semi-discretization
In addition to the above preparations, we still rely on the following regularity results of the nonlinearity, which are important in identifying the expected weak error rates. 
(3.29) Lemma 3.9. Let F : L 6 (I, R) → H be the Nemytskii operator defined in Assumption 2.2. Then for any θ ∈ (0, 1) and η ≥ 1 it holds
Proof. Standard arguments with the Sobolev-Slobodeckij norm yields that
This finishes the proof.
Armed with the above preparatory results, we are now ready to obtain weak convergence rate for the spectral Galerkin method. Theorem 3.10 (Spatial weak convergence rate). Suppose Assumptions 2.1-2.4 and 3.3 are fulfilled. Let X(t) and X N (t) be the mild solution of (2.4) and (3.2), respectively. Then for sufficiently small ǫ > 0 and arbitrary test function
Then we can separate the weak error term E Φ(X(T )) − E Φ(X N (T )) as
(3.34) Next, we bound |I 2 | by the second-order Taylor expansion,
(3.35)
By utilizing (2.15) and (3.1), we follow standard arguments to derive
Employing Proposition 3.7, the Malliavin integration by parts formula (2.25) and the chain rule of the Malliavin derivative enables us to obtain
At the moment, it remains to bound |I 1 |. Since Φ ∈ C 2 b (H, R),
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where e 1 (T ) :=X N (t) − P NX (t) and e 2 (t) := P NX (t) −X(t).
(3.39)
Owing to (2.19) , it is easy to see, Finally, we turn to the error term e 1 (T ) L 2 (Ω,H) , where e 1 (t) is differentiable with respect to t,
(3.43)
Then integrating over [0, T ] we get
Based on the Taylor expansion, Lemmas 3.4, 3.9 and Hölder's inequality we get 
Proof. By (3.36), (3.46), (3.41) and the triangle inequality, we deduce
as required.
Error estimates for the full discretization
In this section, we turn our attention to the strong and weak convergence analysis for a spatiotemporal full discretization. A uniform mesh is constructed on [0,T] with the time stepsize τ = T M and we denote the nodes t m = mτ for m ∈ {1, . . . , M}, M ∈ N. Before introducing the full discretization, we need the following notation:
Based on the spatial semi-discretization (3.2), we propose a tamed exponential Euler scheme,
Particularly, we pay more attention to its continuous version, Proof. In the case γ ∈ ( 1 2 , 1], the assertion follows easily thanks to the Sobolev embedding inequality. For γ ∈ (0, 1 2 ], let β i : [0, T ] × Ω → R be a family of independent standard Brownian motions and {q i , e i } i∈N be the eigenpairs of covariance operator Q. Here {e i } i∈N is also the eigenfunction of A as A and Q commute by assumption. Then we have W (t) = i∈N √ q i β i (t)e i . Using (2.13) and the Burkholder-Davis-Gundy inequality yields
∀x, y ∈ I. Letting p > 2 γ for γ ∈ (0, 1 2 ] and employing the Sobolev embedding inequality V ⊂ W This completes the proof.
Moment bounds for the full discretization
In the sequel, a certain bootstrap argument will be applied to obtain a priori moment estimate for the full discretization. In order to show it, we construct a sequence of decreasing subevents,
For brevity, we denote Ω c and χ Ω the complement and indicator function of a set Ω, respectively. It is easy to confirm that χ Ω B,t i is F t i adapted and χ Ω B,t i ≤ χ Ω B,t j for t i ≥ t j . where we set χ Ω Bτ ,t −1 = 1.
Proof. Firstly we introduce a process Z M,N t , defined by We apply Proposition 3.2 to derive that for any i ∈ {1, 2, · · · , M}, For s ∈ [0, t i ], i ∈ 0, 1, . . . , M , one can separate the integrand into several parts:
(4.12)
The first term J 1 can be easily estimated according to the Sobolev embedding theorem, Before proceeding further, by the same argument used in [36] , we can show that for r ∈ [0, t i ], X M,N r V can be bounded on the subevent Ω Bτ ,t i−1 ,
In order to deal with the third term J 3 , we again use the Sobolev embedding inequality to infer, Putting these estimates together we can deduce from (4.12) that for any s ∈ [0, t i ],
The desired assertion is thus verified by taking (4.10) and (4.11) into account.
By use of the Markov inequality, we follow the same way in [36, Theorem 4.5 ] to obtain the moment bound for the full discretization. 
(4.19)
Based on the above facts, it is easy to validate the forthcoming regularity estimates. Proof. Firstly, we recall the continuous version of the fully discrete scheme
which combined with (2.6), properties of nonlinearities and Theorem 4.3 yields
where we used the fact t m − ⌊s⌋ τ ≥ τ for 0 ≤ s < t m .
Weak convergence rate for the full discretization
In order to carry out the error analysis, we similarly introduce the continuous process
The next lemma is essentially used in the weak error analysis. 
(4.33)
Now it remains to bound K 2 , which can be done by estimating X M,N T −X N (T ) L 2 (Ω,H) . To this end, we define Λ M,N (t) :=X M,N t −X N (t), which is differentiable with respect to t and
Using the Newton-Leibniz formula and then integrating over [0,T] promise Based on the fact that A is self-adjoint, we have
Applying Theorem 4.3 and Young's inequality yields that
(4.37)
To bound K 23 , we employ Lemma 3.8, Corollary 4.6, the regularity of X M,N t , 
(4.40)
Finally, we turn to the estimate of K 24 , which is the most difficult term in the weak convergence analysis. With the aid of the Taylor expansion, we have
where
Using this we separate K 24 into four parts:
(4.42)
For the first term K 241 , using (2.6), Lemma 3.9, Corollary 4.5 and Hölder's inequality, we infer
(4.43)
Utilizing the Cauchy-Schwarz inequality and moment bounds of the numerical solutions yields
We are now in the position to estimate K 243 . Note first that
(4.46) Inserting (4.46) into (4.45) and using (2.6), (2.13), (2.10), Corollaries 3.6, 4.5, Lemma 4.4 as well as the properties of stochastic integrals, we arrive at Also, we get the strong convergence rate of full discretization as follows. 
Numerical experiments
We perform some numerical experiments in this section to visually confirm our theoretical conclusion. To this end, we focus on a stochastic Allen-Cahn equation driven by additive Q-wiener process in one space dimension,    ∂v ∂t (t, x) = ∂ 2 v ∂x 2 (t, x) − v 3 (t, x) + v(t, x) +Ẇ (t, x), (t, x) ∈ (0, 1] × (0, 1), v(0, x) = sin(πx),
x ∈ (0, 1), v(t, 0) = v(t, 1) = 0, t ∈ (0, 1].
(5.1)
Here {W (t)} t∈[0,T ] is a cylindrical Q-wiener process. In order to satisfy the condition (2.13), we take Q = A −0.5005 for the trace-class noise case (i.e. Tr(Q) < ∞). As a result, we can easily verify that the assumptions in section 2 are fulfilled. We choose Φ(X) = sin( X ) to measure the weak error at the endpoint T = 1 and the expectations are approximated by computing averages over 100 samples. Since no expression for the exact solution is available, we identify the 'exact' solution by using sufficiently small step-size. Particularly, we take M exact = 2 20 ; N exact = 2 10 to compute the 'exact' solution for the spatial discretization and take N exact = 1000, M exact = 2 15 for the temporal discretization, respectively. In the left picture of Figure 1 , we depict the weak errors due to the spatial discretization, against space step-sizes 1 N , N = 2 i , i = 1, 2, . . . , 7, on a log-log scale, together with two reference lines. Also, the resulting weak errors for the temporal discretization against time step-sizes τ = 1 M , M = 2 i , i = 5, 6, . . . , 12 are plotted on a log-log scale in the right picture of Figure 1 . One can observe that, the slopes of the error lines and the reference lines match well, which indicates that the weak convergence rates are almost 1 in space and almost 1 /2 in time for the space-time white noise case. Analogously, one can find that the weak convergence order is almost 2 in space and almost 1 in time for the trace-class noise.
