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ABSTRACT
A﻿common﻿design﻿of﻿the﻿Internet﻿of﻿Things﻿(IoT)﻿system﻿relies﻿on﻿distant﻿Cloud﻿for﻿management﻿
and﻿processing,﻿which﻿faces﻿the﻿challenge﻿of﻿latency,﻿especially﻿when﻿the﻿application﻿requires﻿rapid﻿
response﻿in﻿the﻿edge﻿network.﻿Therefore,﻿researchers﻿have﻿proposed﻿the﻿Fog﻿computing﻿architecture,﻿
which﻿distributes﻿the﻿computational﻿data﻿processing﻿tasks﻿to﻿the﻿edge﻿network﻿nodes﻿located﻿in﻿the﻿
vicinity﻿of﻿data﻿sources﻿and﻿end-users﻿to﻿reduce﻿the﻿latency.﻿Although﻿the﻿Fog﻿computing﻿architecture﻿
is﻿ promising,﻿ it﻿ still﻿ faces﻿ a﻿ challenge﻿ in﻿mobility﻿when﻿ the﻿ tasks﻿ come﻿ from﻿ubiquitous﻿mobile﻿
applications﻿in﻿which﻿the﻿data﻿sources﻿are﻿moving﻿objects.﻿In﻿order﻿to﻿address﻿the﻿challenge,﻿this﻿
article﻿proposes﻿a﻿proactive﻿Fog﻿service﻿provisioning﻿framework,﻿which﻿hastens﻿the﻿task﻿distribution﻿
process﻿in﻿Mobile﻿Fog﻿use﻿cases.﻿Further,﻿the﻿proposed﻿framework﻿provides﻿an﻿optimization﻿scheme﻿
in﻿ task﻿ allocation﻿based﻿on﻿ runtime﻿context﻿ information.﻿A﻿proof-of-concept﻿prototype﻿has﻿been﻿
implemented﻿and﻿tested﻿on﻿real﻿devices.
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INTRoDUCTIoN
The﻿information﻿systems﻿designed﻿for﻿integrating﻿the﻿Internet﻿of﻿Things﻿(IoT)﻿(Gubbi﻿et﻿al.,﻿2013)﻿are﻿
usually﻿applying﻿the﻿global﻿centralized﻿model,﻿in﻿which﻿the﻿IoT﻿devices﻿rely﻿on﻿distant﻿management﻿
systems.﻿Such﻿a﻿model﻿is﻿considered﻿to﻿be﻿a﻿drawback﻿in﻿terms﻿of﻿agility﻿(Bonomi﻿et﻿al.,﻿2012).﻿In﻿
many﻿real-time﻿ubiquitous﻿applications﻿such﻿as﻿augmented﻿reality,﻿environmental﻿analytics,﻿ambient﻿
assisted﻿living,﻿etc.,﻿mobile﻿device﻿users﻿require﻿rapid﻿responses.﻿However,﻿the﻿latency﻿caused﻿by﻿
the﻿ distant﻿ centralized﻿model﻿ is﻿ too﻿ high,﻿ even﻿ though﻿ the﻿mobile﻿ Internet﻿ speed﻿ has﻿ improved﻿
significantly﻿during﻿the﻿last﻿few﻿years.﻿To﻿address﻿this﻿problem,﻿Fog﻿Computing﻿(Fog)﻿(Bonomi﻿et﻿
al.,﻿2012)﻿introduces﻿data﻿pre-processing﻿with﻿the﻿computers﻿in﻿the﻿vicinity﻿of﻿the﻿data﻿sources﻿and﻿
end-user﻿applications﻿located﻿in﻿the﻿edge﻿network﻿of﻿IoT﻿systems.
In﻿general,﻿Fog﻿computing﻿resources,﻿which﻿are﻿known﻿as﻿Fog﻿nodes,﻿are﻿mediating﻿devices﻿that﻿
connect﻿the﻿edge﻿network﻿with﻿the﻿Internet.﻿Some﻿typical﻿examples﻿are﻿industrial﻿integrated﻿routers﻿
(e.g.,﻿Cisco﻿829﻿Industrial﻿Integrated﻿Services﻿Routers),﻿home﻿hubs﻿or﻿set-top﻿boxes﻿that﻿are﻿employed﻿
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as﻿wireless﻿Internet﻿access﻿points﻿together﻿with﻿embedded﻿virtualization﻿technologies﻿(e.g.,﻿Virtual﻿
Machines)﻿or﻿containerization﻿technologies﻿(e.g.,﻿Docker﻿containers﻿(https://www.docker.com)),﻿which﻿
allow﻿clients﻿to﻿deploy﻿software﻿onto﻿them.﻿Compared﻿to﻿the﻿traditional﻿distant﻿Cloud﻿computing﻿
model,﻿which﻿requires﻿sending﻿all﻿the﻿data﻿to﻿the﻿Distant﻿Data﻿Center﻿(DDC)﻿for﻿the﻿processing,﻿Fog﻿
can﻿provide﻿much﻿better﻿agility.
Although﻿Fog-driven﻿IoT﻿system﻿provides﻿explicit﻿enhancement﻿in﻿performance,﻿it﻿also﻿faces﻿
numerous﻿challenges﻿in﻿terms﻿of﻿connectivity﻿(Zhang﻿et﻿al.,﻿2015),﻿discoverability﻿(Troung-Huu﻿et﻿
al.,﻿2014),﻿efficient﻿deployment﻿(Ravi﻿&﻿Peddoju,﻿2014;﻿Guo﻿et﻿al.,﻿2016;﻿Ceselli﻿et﻿al.,﻿2017;﻿Lin﻿&﻿
Shen,﻿2017)﻿and﻿so﻿on.﻿While﻿many﻿of﻿the﻿previous﻿works﻿focused﻿on﻿Fog﻿deployment﻿for﻿specific﻿
use﻿cases,﻿this﻿paper﻿aims﻿to﻿address﻿the﻿mobility﻿issue﻿raised﻿in﻿the﻿case﻿of﻿integrating﻿Fog﻿with﻿
ubiquitous﻿mobile﻿applications.
Imagine﻿a﻿mobile﻿ubiquitous﻿care﻿ application﻿ that﻿needs﻿ to﻿provide﻿ real-time﻿environmental﻿
information﻿to﻿its﻿user﻿by﻿continuously﻿collecting﻿and﻿processing﻿data﻿derived﻿from﻿the﻿surrounding﻿
environment﻿while﻿ its﻿user﻿ is﻿moving﻿ in﻿outdoor﻿areas.﻿For﻿ improving﻿ the﻿efficiency,﻿ the﻿mobile﻿
device﻿(i.e.﻿delegator)﻿is﻿distributing﻿its﻿computational﻿tasks﻿to﻿vicinal﻿Fog﻿servers﻿(i.e.﻿workers).﻿
However,﻿the﻿delegator﻿may﻿need﻿to﻿repeatedly﻿resend﻿the﻿tasks﻿to﻿different﻿Fog﻿nodes,﻿due﻿to﻿the﻿
dynamic﻿nature﻿of﻿the﻿mobile﻿environment,﻿where﻿the﻿limited﻿wireless﻿signal﻿coverage﻿of﻿the﻿Fog﻿
nodes﻿could﻿cause﻿failure﻿in﻿delivering﻿results.
Consequently,﻿it﻿raises﻿a﻿question:
How can the system avoid the situation that requires the delegator to re-send tasks to the other workers 
due to the failed process result delivery?
In﻿order﻿to﻿address﻿the﻿question,﻿this﻿paper﻿proposes﻿a﻿proactive﻿task﻿distribution﻿framework﻿for﻿
mobile﻿Fog﻿environments.﻿The﻿proposed﻿framework﻿consists﻿of﻿two﻿core﻿schemes:
•﻿ Proactive﻿task﻿distribution,﻿which﻿is﻿an﻿extension﻿of﻿the﻿Work﻿Stealing﻿scheme﻿(Loke﻿et﻿al.,﻿2015)﻿
that﻿provides﻿the﻿mechanism﻿to﻿hasten﻿the﻿speed﻿of﻿task﻿distribution.
•﻿ Context-aware﻿Work﻿Stealing,﻿which﻿provides﻿an﻿optimal﻿decision-making﻿mechanism﻿that﻿helps﻿
workers﻿(Fog﻿nodes)﻿to﻿decide﻿how﻿they﻿should﻿participate﻿in﻿the﻿distributed﻿processes.
In﻿essence,﻿the﻿contribution﻿of﻿the﻿paper﻿is﻿to﻿study﻿the﻿potential﻿of﻿applying﻿context-aware﻿Work﻿
Stealing﻿scheme﻿in﻿Fog﻿computing﻿towards﻿improving﻿the﻿mobility-awareness.﻿The﻿study﻿provides﻿
new﻿insights﻿about﻿how﻿distributed﻿systems﻿can﻿achieve﻿ the﻿high-performance﻿process﻿migration﻿
in﻿ the﻿edge﻿networks.﻿Although﻿the﻿study﻿is﻿based﻿on﻿a﻿specific﻿ubiquitous﻿application﻿use﻿case,﻿
the﻿involved﻿theoretical﻿design﻿still﻿provides﻿an﻿important﻿foundation﻿for﻿the﻿discipline﻿of﻿mobile﻿
distributed﻿computing.
This﻿paper﻿is﻿organized﻿as﻿follows.﻿In﻿the﻿next﻿section,﻿ the﻿authors﻿provide﻿an﻿overview﻿and﻿
comparison﻿of﻿the﻿related﻿works.﻿Afterwards,﻿the﻿details﻿of﻿the﻿proposed﻿system﻿design﻿are﻿described.﻿
This﻿is﻿followed﻿by﻿the﻿Evaluation﻿section﻿that﻿provides﻿detailed﻿analysis﻿of﻿the﻿performed﻿experiments.﻿
Finally,﻿this﻿paper﻿is﻿concluded﻿along﻿with﻿future﻿research﻿directions.
RELATED WoRKS
Computation offloading
Computation﻿offloading﻿is﻿a﻿common﻿strategy﻿to﻿reduce﻿the﻿resource﻿consumption﻿and﻿to﻿improve﻿
the﻿overall﻿performance﻿of﻿ubiquitous﻿mobile﻿applications.﻿Specifically,﻿earlier﻿works﻿such﻿as﻿MAUI﻿
(Cuervo﻿et﻿al.,﻿2010)﻿or﻿Cuckoo﻿(Kemp﻿et﻿al.,﻿2012)﻿have﻿introduced﻿the﻿schemes﻿that﻿assist﻿the﻿system﻿
in﻿offloading﻿the﻿process﻿from﻿mobile﻿devices﻿to﻿central﻿surrogates﻿such﻿as﻿the﻿Cloud.
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Considering﻿the﻿latency﻿caused﻿by﻿the﻿centralized﻿offloading﻿schemes,﻿recent﻿strategies﻿have﻿
introduced﻿the﻿utilization﻿of﻿vicinal﻿computational﻿resources﻿such﻿as﻿Virtual﻿Machine﻿(VM)-based﻿
Cloudlet﻿(Satyanarayanan﻿et﻿al.,﻿2009).﻿In﻿general,﻿Cloudlet﻿represents﻿the﻿VM-enabled﻿server﻿machines﻿
located﻿on﻿the﻿same﻿network﻿as﻿the﻿mobile﻿application﻿nodes.﻿For﻿example,﻿a﻿local﻿business﻿may﻿
provide﻿a﻿Cloudlet﻿machine﻿to﻿their﻿customers﻿to﻿improve﻿the﻿Quality﻿of﻿Experience﻿(QoE)﻿of﻿the﻿
mobile﻿applications﻿used﻿by﻿the﻿customers.
In﻿order﻿to﻿optimize﻿the﻿efficiency﻿of﻿the﻿Cloudlet-based﻿computation﻿offloading,﻿a﻿number﻿of﻿
researchers﻿have﻿proposed﻿the﻿machine﻿learning﻿algorithms﻿to﻿help﻿the﻿mobile﻿applications’﻿decision﻿
in﻿whether﻿or﻿not﻿to﻿offload﻿the﻿tasks﻿(Zhang﻿et﻿al.,﻿2015;﻿Troung-Huu﻿et﻿al.,﻿2014).
Similarly,﻿the﻿offloading﻿optimization﻿is﻿also﻿an﻿imperative﻿research﻿question﻿in﻿terms﻿of﻿balancing﻿
the﻿workload﻿between﻿Cloud﻿and﻿Fog﻿(Lin﻿&﻿Shen,﻿2017)﻿and﻿optimizing﻿the﻿task﻿distribution﻿in﻿
mobile﻿ad﻿hoc﻿Clouds﻿(Shi﻿et﻿al.,﻿2015;﻿Yousafzai﻿et﻿al.,﻿2016).
Although﻿existing﻿works﻿described﻿above﻿have﻿proposed﻿numerous﻿strategies﻿for﻿distributing﻿
the﻿computational﻿tasks﻿from﻿mobile﻿devices﻿to﻿external﻿resources,﻿most﻿of﻿them﻿have﻿assumed﻿the﻿
communication﻿between﻿the﻿delegator﻿and﻿the﻿workers﻿is﻿fairly﻿stable,﻿thus﻿they﻿did﻿not﻿fully﻿address﻿
the﻿challenge﻿raised﻿in﻿this﻿paper.
Result Routing
An﻿important﻿aspect﻿in﻿mobile﻿Fog﻿is﻿how﻿to﻿route﻿the﻿process﻿result﻿back﻿to﻿the﻿delegator.﻿In﻿particular,﻿
the﻿delegator﻿may﻿have﻿moved﻿out﻿from﻿the﻿wireless﻿network﻿coverage﻿of﻿the﻿Fog﻿node,﻿which﻿has﻿
taken﻿the﻿computational﻿tasks.
Instead﻿of﻿assuming﻿the﻿connectivity﻿between﻿the﻿delegator﻿and﻿workers﻿is﻿fairly﻿stable,﻿a﻿number﻿
of﻿related﻿research﻿projects﻿have﻿proposed﻿corresponding﻿strategies.﻿For﻿example,﻿Zhang﻿et﻿al.﻿(2016)﻿
and﻿Su﻿ et﻿ al.﻿ (2015)﻿ propose﻿ opportunistic﻿ collaborative﻿ caching﻿with﻿ proximal﻿ peers.﻿ Further,﻿
Fernando﻿et﻿al.﻿(2013;﻿2016)﻿and﻿Shi﻿et﻿al.﻿(2012)﻿utilize﻿the﻿Time-To-Live﻿(TTL)﻿policy,﻿which﻿defines﻿
the﻿work﻿expiring﻿time,﻿i.e.﻿the﻿time﻿before﻿the﻿delegator﻿restarts﻿its﻿delegation﻿process.﻿However,﻿
these﻿approaches﻿can﻿potentially﻿cause﻿extra﻿latency.﻿Hence,﻿Ravi﻿et﻿al.﻿(2014)﻿have﻿proposed﻿the﻿
interconnected﻿Cloudlet﻿scheme﻿in﻿which﻿the﻿delegator﻿can﻿establish﻿a﻿data﻿routing﻿network﻿among﻿
multiple﻿Cloudlet﻿machines﻿on﻿the﻿move.
Load Balancing and Efficient Deployment
A﻿lot﻿of﻿work﻿(Ceselli﻿et﻿al.,﻿2017;﻿Lin﻿&﻿Shen,﻿2017;﻿Guo﻿et﻿al.,﻿2016;﻿Hong﻿et﻿al.,﻿2013)﻿has﻿introduced﻿
approaches﻿for﻿optimizing﻿the﻿workload﻿or﻿discussed﻿the﻿efficiency﻿of﻿deployment﻿for﻿applications﻿
that﻿could﻿be﻿improved﻿via﻿Fog.﻿Specifically,﻿Ceselli﻿et﻿al.﻿(2017)﻿have﻿proposed﻿a﻿scheme﻿for﻿the﻿
optimized﻿placement﻿of﻿Virtual﻿Machines﻿(VM)﻿that﻿provides﻿improved﻿computation﻿support;﻿Hong﻿
et﻿al.﻿(2013)﻿proposed﻿a﻿process﻿placement﻿algorithm﻿based﻿on﻿utilizing﻿the﻿customized﻿scaling﻿policy﻿
acquired﻿from﻿the﻿user.
Existing﻿works﻿(Huerta-Canepa﻿&﻿Lee,﻿2010;﻿Marinelli,﻿2009)﻿did﻿not﻿consider﻿the﻿heterogeneous﻿
device﻿ capabilities﻿ of﻿ the﻿worker﻿ nodes.﻿Consequently,﻿ this﻿ raises﻿ the﻿ issue﻿ of﻿ assuming﻿ that﻿
heterogeneous﻿and﻿unknown﻿devices﻿have﻿uniform﻿capabilities.﻿However,﻿in﻿the﻿case﻿of﻿uniformly﻿
distributing﻿the﻿works,﻿some﻿nodes﻿may﻿be﻿overloaded﻿and﻿cannot﻿accept﻿more﻿works.﻿Further,﻿the﻿
weaker﻿nodes﻿may﻿not﻿be﻿able﻿to﻿effectively﻿complete﻿the﻿tasks﻿they﻿received﻿in﻿time﻿and﻿thereby﻿
result﻿in﻿the﻿bottleneck﻿issue.
Different﻿to﻿the﻿previous﻿works﻿that﻿were﻿based﻿on﻿reactive﻿strategies,﻿the﻿approach﻿proposed﻿
in﻿this﻿paper﻿is﻿a﻿proactive﻿task﻿distribution﻿scheme﻿that﻿combines﻿the﻿Work﻿Stealing﻿scheme﻿with﻿
context-awareness.
Mobility-Aware Edge Computing
Prior﻿works﻿have﻿considered﻿the﻿mobility-awareness﻿of﻿task﻿distribution﻿(Bittencourt﻿et.﻿al.,﻿2017;﻿
Chamola﻿et﻿al.,﻿2017).﻿Bittencourt﻿et.﻿al.﻿(2017)﻿propose﻿policy-based﻿task﻿scheduling﻿to﻿improve﻿
International Journal of Mobile Computing and Multimedia Communications
Volume 8 • Issue 4 • October-December 2017
4
the﻿mobility-awareness﻿of﻿Cloudlet﻿services.﻿Chamola﻿et﻿al.﻿(2017)﻿propose﻿a﻿framework﻿that﻿allows﻿
mobile﻿devices﻿to﻿offload﻿computationally﻿intensive﻿tasks﻿to﻿Cloudlets,﻿where﻿the﻿decision﻿of﻿which﻿
Clouldet﻿handles﻿the﻿task﻿is﻿made﻿by﻿a﻿central﻿Cloudlet﻿manager.
Existing﻿works﻿(Alam﻿et﻿al.,﻿2016;﻿Chamola﻿et﻿al.,﻿2017;﻿Lee﻿&﻿Shin,﻿2013)﻿have﻿also﻿attempted﻿to﻿
address﻿the﻿mobility-awareness﻿of﻿computation﻿offloading.﻿Specifically,﻿Alam﻿et﻿al.﻿(2016)﻿proposed﻿
a﻿mobility-aware﻿extension﻿to﻿Fog,﻿based﻿on﻿reinforcement﻿learning.﻿Lee﻿&﻿Shin﻿(2013)﻿proposed﻿a﻿
mobile﻿computation﻿offloading﻿scheme﻿based﻿on﻿user﻿mobility﻿models,﻿offering﻿improved﻿mobility﻿
support﻿by﻿predicting﻿user﻿movement﻿and﻿future﻿network﻿conditions.
Although﻿previous﻿research﻿has﻿considered﻿mobility-awareness﻿in﻿various﻿contexts,﻿several﻿of﻿these﻿
works﻿have﻿only﻿considered﻿the﻿strategies﻿for﻿task﻿allocation﻿in﻿the﻿context﻿of﻿a﻿single﻿computational﻿
node﻿ and﻿ have﻿ not﻿ focused﻿ on﻿ utilizing﻿ vicinal﻿ nodes.﻿ Furthermore,﻿ various﻿ assumptions,﻿ e.g.,﻿
the﻿offloadable﻿application﻿will﻿be﻿initially﻿executed﻿on﻿the﻿mobile﻿device﻿in﻿order﻿to﻿analyze﻿the﻿
execution﻿beforehand,﻿may﻿not﻿be﻿applicable﻿for﻿real-world﻿applications﻿and﻿tasks.﻿Similarly,﻿having﻿
a﻿centralized﻿manager﻿in﻿place﻿to﻿handle﻿the﻿decision﻿of﻿computation﻿offloading﻿or﻿task﻿allocation﻿
makes﻿the﻿system﻿less﻿adaptive﻿and﻿increases﻿overall﻿latency.
SySTEM DESIGN
overview
Figure﻿1﻿illustrates﻿an﻿overview﻿of﻿the﻿proposed﻿system﻿based﻿on﻿an﻿Ambient﻿Assisted﻿Living﻿(AAL)﻿
scenario﻿in﻿which﻿the﻿user﻿Alice’s﻿mobile﻿device﻿is﻿operating﻿an﻿AAL﻿service﻿that﻿is﻿continuously﻿
collecting﻿and﻿processing﻿the﻿data﻿derived﻿from﻿the﻿surrounding﻿IoT﻿devices﻿in﻿order﻿to﻿provide﻿useful﻿
information﻿to﻿Alice﻿while﻿she﻿is﻿walking﻿in﻿an﻿urban﻿area.﻿Considering﻿that﻿the﻿application﻿includes﻿
a﻿large﻿volume﻿of﻿data﻿processing,﻿the﻿Cloud﻿backend﻿management﻿system﻿of﻿the﻿AAL﻿application﻿
has﻿utilized﻿Fog﻿services﻿to﻿provide﻿rapid﻿responses.
One﻿assumption﻿is﻿that﻿Alice’s﻿route﻿has﻿been﻿pre-defined﻿using﻿the﻿corresponding﻿mechanism﻿
based﻿on﻿the﻿historical﻿records﻿(Rahaman﻿et﻿al.,﻿2017)﻿or﻿Google﻿Maps﻿API.
Figure 1. Overview of proactive Fog
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Another﻿assumption﻿is﻿that﻿the﻿Cloud﻿backend﻿has﻿gained﻿access﻿to﻿the﻿Fog﻿servers﻿before﻿Alice﻿
starts﻿moving.﻿In﻿general,﻿the﻿Fog﻿servers﻿either﻿belong﻿to﻿the﻿same﻿provider﻿as﻿the﻿AAL﻿service﻿or﻿
the﻿collaborative﻿providers﻿provide﻿them.
Cloud﻿backend﻿selects﻿the﻿candidate﻿Fog﻿servers﻿based﻿on﻿the﻿route﻿of﻿the﻿user﻿(see﻿the﻿Candidate﻿
Worker﻿Selection﻿section).﻿Further,﻿ it﻿also﻿deploys﻿ the﻿software﻿ to﻿ the﻿Fog﻿servers﻿ to﻿ trigger﻿ the﻿
proactive﻿behavior.
In﻿Figure﻿1,﻿T1﻿to﻿T5﻿represent﻿the﻿timestamps﻿of﻿the﻿user’s﻿route.﻿In﻿general,﻿while﻿Alice﻿is﻿
moving,﻿the﻿AAL﻿application﻿(i.e.,﻿delegator)﻿advertises﻿its﻿existence﻿to﻿Fog﻿nodes﻿(i.e.,﻿workers)﻿by﻿
sending﻿any﻿of﻿them﻿a﻿registration﻿message.﻿Specifically,﻿the﻿message﻿contains﻿the﻿information﻿of﻿
the﻿tasks﻿in﻿the﻿delegator’s﻿queue,﻿including﻿the﻿type﻿of﻿the﻿computational﻿tasks.﻿For﻿example,﻿the﻿
task﻿can﻿be﻿CPU-intensive,﻿GPU-intensive,﻿RAM-intensive﻿and﻿so﻿on.﻿This﻿information﻿is﻿updated﻿
periodically﻿via﻿the﻿Work﻿Stealing﻿requests.
As﻿Figure﻿1﻿shows,﻿in﻿T1,﻿a﻿chosen﻿candidate﻿Fog-B﻿actively﻿‘steals’﻿two﻿work﻿items﻿from﻿the﻿
delegator.﻿While﻿Alice﻿is﻿moving,﻿the﻿AAL﻿application﻿has﻿generated﻿more﻿tasks﻿(T2).﻿At﻿T3,﻿the﻿
delegator﻿has﻿encountered﻿a﻿new﻿worker﻿Fog-C.﻿Since﻿there﻿are﻿ two﻿workers﻿ in﻿ the﻿group﻿where﻿
Fog-C﻿belongs,﻿both﻿of﻿them﻿will﻿assist﻿the﻿AAL﻿application.
As﻿can﻿be﻿seen﻿from﻿the﻿figure,﻿Fog-C﻿and﻿Fog-D﻿have﻿acquired﻿a﻿different﻿number﻿of﻿tasks﻿
(Fog-D﻿has﻿stolen﻿some﻿tasks﻿from﻿the﻿delegator﻿via﻿Fog-C).﻿In﻿summary,﻿the﻿number﻿of﻿works﻿they﻿
acquire﻿is﻿based﻿on﻿the﻿runtime﻿context﻿(e.g.,﻿resource﻿availability,﻿workload﻿and﻿bandwidth)﻿of﻿the﻿
Fog﻿nodes.﻿The﻿details﻿are﻿described﻿in﻿the﻿Context-aware﻿Work﻿Stealing﻿Scheme﻿section.
There﻿is﻿an﻿inevitable﻿situation,﻿where﻿the﻿Cloud﻿backend﻿does﻿not﻿find﻿any﻿direct﻿connection﻿
between﻿two﻿Fog﻿nodes﻿on﻿the﻿user’s﻿moving﻿route.﻿For﻿example,﻿Fog-E﻿does﻿not﻿have﻿the﻿connection﻿
to﻿Fog-F.﻿In﻿such﻿a﻿case,﻿Fog-E﻿may﻿deliver﻿the﻿process﻿result﻿to﻿the﻿delegator﻿via﻿the﻿Cloud﻿backend.﻿
Afterwards,﻿the﻿Cloud﻿backend﻿can﻿either﻿directly﻿send﻿the﻿results﻿to﻿the﻿delegator﻿or﻿indirectly﻿deliver﻿
the﻿results﻿via﻿Fog-F.﻿The﻿corresponding﻿strategy﻿of﻿the﻿result﻿delivery﻿is﻿described﻿in﻿the﻿Results﻿
Delivery﻿section.
Candidate Worker Selection
Based﻿on﻿the﻿route﻿of﻿Alice,﻿the﻿Cloud﻿backend﻿can﻿identify﻿the﻿candidate﻿Fog﻿nodes﻿needed﻿in﻿assisting﻿
Alice’s﻿AAL﻿application.﻿The﻿Cloud﻿backend﻿selects﻿the﻿Fog﻿servers﻿based﻿on﻿the﻿scheme﻿below.
Let﻿E﻿=﻿{E1,﻿…,﻿En}﻿be﻿ the﻿set﻿of﻿all﻿possible﻿encounter﻿Fog﻿nodes﻿on﻿ the﻿end﻿user’s﻿path.﻿
E e i Nk i= ≤ ≤{ : }1 ﻿denotes﻿the﻿current﻿encounter﻿node(s)﻿and﻿Ek+1﻿denotes﻿the﻿next﻿encounter﻿
node(s)﻿after﻿Ek.﻿E1﻿are﻿the﻿closest﻿encounter﻿nodes﻿to﻿the﻿starting﻿point﻿of﻿the﻿user.
Let﻿Ex﻿be﻿one﻿of﻿the﻿members﻿of﻿E.﻿Then﻿each﻿of﻿the﻿e Ei x∈ ﻿(denoted﻿by﻿ei
x )﻿would﻿be﻿included﻿
based﻿on﻿the﻿following﻿considerations:
•﻿ If﻿ei
x ﻿has﻿a﻿route﻿through﻿network﻿infrastructure﻿to﻿ei
x+1 ﻿without﻿utilizing﻿the﻿Cloud,﻿then﻿ei
x ﻿
is﻿considered﻿as﻿a﻿priority﻿candidate.
•﻿ Let﻿ey
x ﻿to﻿be﻿one﻿of﻿the﻿ei
x .﻿If﻿ey
x ﻿has﻿a﻿direct﻿route﻿to﻿a﻿priority﻿candidate,﻿it﻿is﻿also﻿considered﻿
as﻿a﻿candidate.
•﻿ An﻿isolated﻿Fog﻿node,﻿with﻿high﻿computational﻿capabilities﻿and﻿on﻿the﻿moving﻿path﻿of﻿the﻿user,﻿
where﻿there﻿are﻿no﻿alternatives,﻿is﻿also﻿considered﻿as﻿a﻿candidate.
Once﻿the﻿Cloud﻿backend﻿has﻿selected﻿the﻿candidate﻿Fog﻿servers,﻿it﻿will﻿deploy﻿the﻿corresponding﻿
software﻿to﻿the﻿Fog﻿servers﻿in﻿order﻿to﻿trigger﻿the﻿proactive﻿behavior.
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The Worker Network
The﻿Cloud﻿backend﻿ forms﻿ a﻿worker﻿ network﻿ for﻿ the﻿AAL﻿application﻿based﻿on﻿ configuring﻿ the﻿
candidate﻿Fog﻿nodes﻿into﻿non-overlapping﻿subgroups﻿beforehand,﻿such﻿that﻿all﻿the﻿members﻿of﻿the﻿
group﻿are﻿aware﻿of﻿the﻿other﻿Fog﻿nodes﻿in﻿their﻿group.﻿The﻿Work﻿Stealing﻿process﻿among﻿Fog﻿nodes﻿
only﻿takes﻿place﻿within﻿the﻿boundaries﻿of﻿the﻿group.
The﻿members﻿of﻿the﻿group﻿receive﻿updates﻿on﻿various﻿characteristics﻿of﻿their﻿peers,﻿such﻿as﻿the﻿
current﻿CPU﻿usage,﻿RAM﻿usage,﻿bandwidth﻿usage,﻿etc.,﻿delivered﻿by﻿a﻿resource-efficient﻿publish-
subscribe﻿protocol﻿such﻿as﻿MQTT﻿(Bank﻿&﻿Gupta,﻿2014).﻿MQTT﻿also﻿offers﻿a﻿Last Will and Testament﻿
feature,﻿to﻿notify﻿peers﻿when﻿a﻿node﻿unexpectedly﻿goes﻿offline.﻿Such﻿information﻿is﻿useful﻿in﻿the﻿
optimization﻿process.
Upon﻿receiving﻿information﻿from﻿the﻿delegator,﻿the﻿Fog﻿node﻿also﻿notifies﻿the﻿group﻿members﻿
about﻿ the﻿ number﻿ of﻿work﻿ items﻿ available﻿ per﻿ type﻿ (e.g.,﻿CPU﻿ intensive,﻿GPU﻿ intensive,﻿RAM﻿
intensive,﻿etc.).
Once﻿the﻿Fog﻿node﻿steals﻿the﻿task(s)﻿from﻿the﻿delegator,﻿the﻿Fog﻿node﻿will﻿also﻿register﻿to﻿a﻿topic﻿
of﻿the﻿delegator’s﻿events﻿(e.g.,﻿an﻿update﻿of﻿the﻿current﻿location).﻿Thus,﻿the﻿Fog﻿nodes﻿would﻿have﻿
the﻿knowledge﻿of﻿the﻿delegator’s﻿currently﻿connected﻿Fog﻿node﻿and﻿could﻿transmit﻿the﻿results﻿to﻿the﻿
delegator﻿accordingly.
Transmitting﻿the﻿results﻿back﻿to﻿the﻿user﻿via﻿the﻿network﻿of﻿Fog﻿nodes﻿could﻿still﻿cover﻿as﻿many﻿
Fog﻿nodes﻿as﻿needed.
The﻿grading﻿value﻿ to﻿partition﻿ the﻿ tasks﻿ indicates﻿ the﻿expected﻿number﻿of﻿ tasks﻿a﻿Fog﻿node﻿
will﻿handle.﻿This﻿value﻿can﻿be﻿used﻿as﻿an﻿estimate﻿for﻿the﻿initially﻿stolen﻿tasks.﻿Any﻿Fog﻿node﻿will﻿
effectively﻿make﻿the﻿final﻿decision﻿on﻿whether﻿or﻿not﻿to﻿take﻿some﻿tasks﻿for﻿processing.
Context-Aware Work Stealing Scheme
Basic Multi-Layered Work Stealing
Loke﻿et.﻿al.﻿(2015)﻿introduce﻿an﻿extension﻿of﻿the﻿original﻿Work﻿Stealing﻿approach﻿for﻿mobile﻿ad-hoc﻿
Cloud﻿computing.﻿In﻿addition﻿to﻿the﻿workers﻿and﻿delegators﻿(i.e.﻿distributors﻿of﻿tasks),﻿there﻿exist﻿
intermediaries,﻿who﻿can﻿act﻿as﻿workers﻿for﻿some﻿nodes﻿and﻿delegators﻿to﻿others.﻿This﻿enables﻿the﻿
delegator﻿to﻿distribute﻿the﻿works﻿to﻿the﻿workers﻿beyond﻿the﻿direct﻿connection﻿range,﻿thereby﻿increasing﻿
the﻿resources﻿available﻿for﻿handling﻿tasks﻿and﻿creating﻿a﻿multi-layered﻿view﻿of﻿the﻿system.﻿As﻿the﻿
workers﻿finish﻿their﻿tasks,﻿they﻿steal﻿more﻿work﻿from﻿each﻿other﻿and﻿via﻿the﻿delegator.
Context-Awareness Extension
The﻿context-aware﻿extension﻿of﻿the﻿Work﻿Stealing﻿scheme﻿optimizes﻿the﻿multi-layered﻿work﻿item﻿
distribution﻿within﻿ the﻿worker﻿ network,﻿ considering﻿ the﻿ current﻿ capabilities﻿ of﻿ the﻿workers.﻿The﻿
scheduled﻿work﻿ items﻿ (tasks)﻿ contain﻿ information﻿about﻿ the﻿primary﻿hardware﻿ resource﻿ required﻿
for﻿processing﻿the﻿tasks.﻿Such﻿information﻿helps﻿the﻿workers﻿to﻿steal﻿works﻿based﻿on﻿their﻿resource﻿
availability.﻿For﻿example,﻿a﻿worker﻿will﻿steal﻿CPU-intensive﻿tasks﻿if﻿it﻿has﻿available﻿CPU﻿resources.﻿
Fog﻿nodes﻿would﻿also﻿query﻿for﻿runnables﻿to﻿process﻿the﻿work,﻿either﻿directly﻿from﻿the﻿delegator﻿
(e.g.,﻿jar﻿files﻿or﻿offline﻿Docker﻿images)﻿or﻿from﻿the﻿Internet﻿(e.g.,﻿Docker﻿Hub).
To﻿extend﻿the﻿basic﻿possibility﻿of﻿stealing﻿one﻿task﻿for﻿each﻿resource﻿type,﻿the﻿proposed﻿framework﻿
includes﻿a﻿rating﻿for﻿each﻿of﻿the﻿primary﻿resources﻿of﻿a﻿Fog﻿node.﻿Further,﻿the﻿ratings﻿will﻿be﻿fetched﻿
by﻿each﻿of﻿the﻿Fog﻿nodes﻿(e.g.,﻿at﻿the﻿start﻿of﻿every﻿day﻿from﻿an﻿external﻿service)﻿and﻿would﻿show﻿the﻿
capability﻿of﻿the﻿Fog﻿node﻿in﻿the﻿given﻿context﻿of﻿the﻿resource﻿(e.g.,﻿CPU),﻿thus﻿enabling﻿different﻿
Fog﻿nodes﻿to﻿be﻿mutually﻿comparable﻿based﻿on﻿these﻿values.﻿An﻿example﻿of﻿such﻿external﻿service﻿
could﻿be﻿www.cpubenchmark.net﻿for﻿the﻿ratings﻿of﻿CPUs.
The﻿proposed﻿framework﻿aims﻿to﻿allow﻿the﻿Fog﻿nodes﻿to﻿steal﻿work﻿until﻿their﻿resources﻿are﻿
properly﻿utilized.﻿However,﻿it﻿is﻿not﻿sensible﻿to﻿steal﻿much﻿more﻿work﻿than﻿what﻿can﻿be﻿currently﻿
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processed﻿by﻿the﻿adjacent﻿Fog﻿nodes,﻿due﻿to﻿the﻿overhead﻿of﻿routing﻿the﻿computed﻿results﻿back﻿to﻿
the﻿continuously﻿moving﻿user.
A﻿key﻿aspect﻿is﻿thus﻿to﻿consider﻿the﻿estimation﻿of﻿the﻿number﻿of﻿work﻿items﻿that﻿should﻿be﻿stolen﻿
by﻿a﻿specific﻿Fog﻿node.
A﻿ set﻿ of﻿ context﻿ parameters﻿ considered﻿ in﻿ the﻿ performance﻿measurement﻿ of﻿ Fog﻿ node﻿ can﻿
include﻿values﻿such﻿as﻿CPU﻿capability,﻿RAM﻿capability,﻿network﻿speed﻿capability﻿and﻿so﻿on.﻿As﻿a﻿
basis,﻿it﻿requires﻿a﻿normalized﻿value﻿for﻿each﻿context﻿element﻿of﻿each﻿Fog﻿node﻿in﻿a﻿given﻿group.﻿The﻿
calculation﻿for﻿the﻿case﻿when﻿a﻿higher﻿raw﻿value﻿is﻿better﻿is﻿illustrated﻿below.
v raw uw
raw uw
l
x l
x
l
x
l
i
l
i
i
O=
×
×
=
∑
0
| |
﻿ (1)
where:
•﻿ vl
x ﻿denotes﻿the﻿normalized﻿value﻿of﻿context﻿element﻿l﻿of﻿Fog﻿node﻿x.
•﻿ rawl
x ﻿denotes﻿the﻿raw﻿value﻿of﻿context﻿element﻿l﻿of﻿Fog﻿node﻿x.﻿This﻿is﻿the﻿rating﻿value﻿for﻿the﻿
resource﻿of﻿the﻿Fog﻿node﻿that﻿denotes﻿the﻿capability﻿of﻿the﻿Fog﻿node,﻿usually﻿in﻿regards﻿to﻿an﻿
execution﻿of﻿a﻿common﻿algorithm﻿or﻿a﻿benchmark.
•﻿ uwl
x ﻿denotes﻿the﻿utilization﻿weight﻿of﻿context﻿element﻿l﻿of﻿Fog﻿node﻿ x .﻿The﻿weight﻿can﻿be﻿used﻿
to﻿account﻿for﻿the﻿actual﻿unutilized﻿percentage﻿of﻿a﻿resource﻿on﻿a﻿Fog﻿node.﻿In﻿this﻿case,﻿the﻿
weight﻿would﻿be﻿equal﻿to﻿the﻿idleness﻿of﻿the﻿Fog﻿node﻿in﻿the﻿given﻿context﻿l﻿(i.e.﻿1-Ul,﻿where﻿Ul﻿
denotes﻿the﻿current﻿load).
•﻿ denotes﻿the﻿set﻿of﻿all﻿Fog﻿nodes,﻿which﻿belong﻿to﻿the﻿same﻿group.
For﻿the﻿case﻿when﻿a﻿lower﻿raw﻿value﻿is﻿better﻿(e.g.,﻿the﻿number﻿of﻿intermediate﻿hops﻿involved﻿in﻿
delivering﻿the﻿result﻿to﻿the﻿delegator),﻿simply﻿the﻿formula﻿(1−vl
x )﻿is﻿used.
Based﻿on﻿the﻿data﻿from﻿Equation﻿1,﻿one﻿can﻿calculate﻿the﻿overall﻿grade﻿per﻿resource﻿context,﻿in﻿
order﻿to﻿gain﻿a﻿preliminary﻿estimate﻿on﻿the﻿ratio﻿of﻿the﻿work﻿items﻿to﻿be﻿taken﻿by﻿any﻿given﻿Fog﻿node.﻿
This﻿concept﻿is﻿illustrated﻿as﻿follows.
grade
v cw
v cw
l
x
l
x
l
l
C
l
i
l
l
C
i
O=
×
×
=
==
∑
∑∑
0
00
| |
| || |
﻿ (2)
where:
•﻿ gradel
x ﻿denotes﻿the﻿preliminary﻿estimate﻿of﻿the﻿ratio﻿of﻿all﻿work﻿items﻿to﻿be﻿taken﻿by﻿Fog﻿node﻿
x﻿that﻿utilize﻿the﻿resource﻿of﻿context﻿l.
•﻿ vl
x ﻿denotes﻿the﻿normalized﻿value﻿of﻿context﻿element﻿l﻿of﻿Fog﻿node﻿x.
•﻿ O﻿denotes﻿the﻿set﻿of﻿all﻿Fog﻿nodes,﻿which﻿belong﻿to﻿the﻿same﻿group.
•﻿ C﻿denotes﻿the﻿union﻿set﻿of﻿the﻿current﻿context﻿and﻿common﻿contexts.﻿Common﻿contexts﻿are﻿the﻿
ones﻿that﻿impact﻿the﻿performance﻿of﻿all﻿the﻿contexts﻿(e.g.﻿the﻿network﻿speed﻿capability).
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•﻿ cwl﻿denotes﻿the﻿context﻿weight﻿of﻿context﻿element﻿l﻿in﻿the﻿overall﻿perspective.﻿Not﻿all﻿contexts﻿
may﻿be﻿equally﻿important,﻿e.g.,﻿number﻿of﻿hops﻿to﻿the﻿delegator﻿may﻿be﻿considered﻿less﻿important﻿
than﻿the﻿actual﻿CPU﻿capability﻿of﻿the﻿Fog﻿node.
The﻿estimate﻿on﻿the﻿actual﻿number﻿of﻿work﻿items﻿for﻿fogx﻿to﻿handle﻿(denoted﻿by﻿#FWl
x )﻿is﻿thus﻿
deducible﻿from﻿the﻿grading﻿value﻿and﻿the﻿number﻿of﻿work﻿items.﻿This﻿concept﻿is﻿also﻿illustrated﻿as﻿
follows.
#FW grade Wl
x
l
x
l= ×  ﻿ (3)
where:
•﻿ Wl﻿denotes﻿the﻿set﻿of﻿all﻿work﻿items﻿with﻿the﻿given﻿context﻿as﻿the﻿primary﻿resource.
The﻿formulae﻿have﻿been﻿validated﻿experimentally﻿and﻿the﻿results﻿are﻿reported﻿in﻿the﻿Evaluation﻿
section.
Results Delivery
In﻿general,﻿there﻿is﻿a﻿possibility﻿that﻿the﻿delegator﻿node﻿has﻿moved﻿out﻿from﻿the﻿range﻿of﻿the﻿worker﻿
node﻿before﻿ the﻿worker﻿ node﻿has﻿ completed﻿ the﻿ tasks﻿ and﻿delivered﻿ the﻿ result﻿ to﻿ the﻿ delegator.﻿
Fundamentally,﻿there﻿are﻿two﻿basic﻿approaches﻿for﻿handling﻿the﻿situation.
1.﻿﻿ Worker﻿Network﻿Routing.﻿As﻿mentioned﻿previously,﻿Cloud﻿backend﻿has﻿chosen﻿the﻿Fog﻿nodes﻿
based﻿on﻿the﻿priority﻿of﻿the﻿connectivity﻿(see﻿Candidate﻿Worker﻿Selection).﻿Hence,﻿the﻿workers﻿
can﻿always﻿attempt﻿to﻿route﻿the﻿process﻿result﻿to﻿the﻿node﻿that﻿is﻿currently﻿connected﻿with﻿the﻿
delegator.
2.﻿﻿ Cloud-assisted﻿Routing.﻿In﻿the﻿case﻿of﻿missing﻿routing﻿path﻿to﻿the﻿currently﻿connected﻿Fog﻿node﻿
or﻿due﻿to﻿heavy﻿traffic﻿among﻿the﻿nodes﻿within﻿the﻿routing﻿path,﻿the﻿worker﻿can﻿choose﻿to﻿route﻿
the﻿process﻿result﻿to﻿the﻿delegator﻿via﻿Cloud﻿backend.
In﻿order﻿to﻿identify﻿the﻿best﻿approach﻿for﻿the﻿process﻿result﻿delivery,﻿the﻿workers﻿may﻿need﻿to﻿
continuously﻿update﻿the﻿network﻿status.﻿Considering﻿the﻿status﻿needs﻿to﻿be﻿up-to-date,﻿the﻿workers﻿
will﻿only﻿keep﻿the﻿information﻿in﻿the﻿vicinity﻿(i.e.﻿within﻿the﻿group).﻿When﻿a﻿Fog﻿node﻿in﻿the﻿group﻿
should﻿transmit﻿data﻿to﻿the﻿Cloud﻿backend,﻿it﻿would﻿also﻿keep﻿a﻿record﻿of﻿the﻿communication﻿speed.﻿
Hence,﻿ if﻿ any﻿node﻿has﻿ a﻿ choice﻿ to﻿possibly﻿ transmit﻿data﻿ to﻿ the﻿Cloud﻿ (or﻿ alternatively﻿use﻿ the﻿
Fog﻿node﻿network),﻿it﻿would﻿aggregate﻿the﻿communication﻿speed﻿data,﻿and﻿compute﻿the﻿weighted﻿
average﻿of﻿the﻿times﻿to﻿the﻿Cloud,﻿where﻿the﻿most﻿recent﻿communications﻿have﻿the﻿highest﻿weight.﻿
For﻿optimization﻿reasons,﻿some﻿of﻿the﻿calculation﻿results﻿may﻿be﻿cached,﻿in﻿order﻿to﻿improve﻿the﻿
performance﻿of﻿the﻿system.
Another﻿crucial﻿aspect﻿would﻿be﻿the﻿distance﻿of﻿hops﻿from﻿the﻿original﻿worker,﻿which﻿handles﻿
the﻿computation,﻿to﻿the﻿current﻿Fog﻿node﻿that﻿the﻿delegator﻿is﻿connected﻿to.
The﻿distance﻿in﻿hops﻿could﻿be﻿statically﻿calculated,﻿assuming﻿that﻿each﻿Fog﻿node﻿would﻿know﻿at﻿
least﻿the﻿Fog﻿nodes﻿in﻿its﻿vicinity﻿(i.e.﻿a﻿subgraph﻿of﻿the﻿vicinal﻿network﻿of﻿Fog﻿nodes)﻿or﻿a﻿similar﻿
approach﻿as﻿for﻿the﻿Cloud﻿context﻿can﻿be﻿used.﻿As﻿the﻿user﻿is﻿constantly﻿moving,﻿at﻿each﻿timestamp﻿
when﻿the﻿user﻿connects﻿with﻿a﻿Fog﻿node,﻿this﻿node﻿would﻿send﻿an﻿MQTT﻿message﻿to﻿the﻿topic﻿of﻿
the﻿user’s﻿location.﻿Only﻿the﻿Fog﻿nodes﻿that﻿have﻿some﻿in-progress﻿tasks﻿from﻿the﻿delegator﻿would﻿
subscribe﻿to﻿the﻿topic.
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EVALUATIoN
Reactive and Proactive Task Handling Performance
This﻿section﻿aims﻿to﻿evaluate﻿the﻿performance﻿between﻿the﻿proposed﻿proactive﻿approach﻿and﻿a﻿reactive﻿
approach.﻿In﻿the﻿reactive﻿approach,﻿the﻿delegator’s﻿work﻿items﻿are﻿expired﻿upon﻿disconnection﻿with﻿
one﻿Fog﻿node﻿and﻿retransmitted﻿upon﻿connection﻿with﻿a﻿new﻿Fog﻿node.﻿Conversely,﻿in﻿a﻿proactive﻿
approach,﻿the﻿Fog﻿nodes﻿can﻿transmit﻿the﻿results﻿back﻿to﻿the﻿user﻿via﻿the﻿local﻿network﻿between﻿Fog﻿
nodes.
The﻿devices﻿involved﻿in﻿the﻿experiment﻿were﻿as﻿follows:
•﻿ Fog-1﻿and﻿Fog-2﻿—﻿HP﻿Elitebook﻿Folio﻿9470m﻿(Intel﻿i5-3437U,﻿8GB﻿RAM).
•﻿ Delegator﻿—﻿Nexus﻿5﻿smartphone﻿(LG-D821).
The﻿experiment﻿begins﻿with﻿the﻿delegator﻿transmitting﻿a﻿registration﻿message﻿to﻿Fog-1.﻿Fog-1﻿
then﻿steals﻿work﻿item(s)﻿and﻿also﻿the﻿runnable﻿from﻿the﻿delegator.﻿In﻿our﻿current﻿experiment,﻿only﻿a﻿
single﻿work﻿item﻿exists.﻿As﻿soon﻿as﻿Fog-1﻿begins﻿the﻿computation,﻿the﻿delegator﻿disconnects﻿from﻿
Fog-1﻿and﻿connects﻿with﻿Fog-2.
The﻿sizes﻿of﻿the﻿runnable﻿and﻿result﻿are﻿constant﻿values﻿of﻿25MB.﻿The﻿computation﻿time﻿is﻿a﻿
fixed﻿value﻿of﻿5﻿seconds﻿on﻿both﻿of﻿the﻿Fog﻿nodes.﻿The﻿work﻿item﻿data﻿is﻿a﻿varying﻿unit﻿with﻿a﻿size﻿
of﻿25MB,﻿50MB,﻿75MB﻿or﻿100MB.
Figure﻿2﻿illustrates﻿the﻿differences﻿in﻿time﻿in﻿the﻿context﻿of﻿utilizing﻿the﻿Fog﻿with﻿either﻿a﻿reactive﻿
or﻿a﻿proactive﻿approach.
Figure 2. Comparison of reactive and proactive approach of utilizing Fog
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In﻿the﻿reactive﻿case,﻿the﻿delegator﻿transmits﻿the﻿work﻿item﻿and﻿runnable﻿initially﻿to﻿Fog-1﻿and﻿
upon﻿delegator﻿disconnection﻿from﻿Fog-1,﻿the﻿same﻿data﻿is﻿transmitted﻿again﻿to﻿Fog-2.﻿No﻿data﻿is﻿
transmitted﻿between﻿the﻿Fog﻿nodes﻿and﻿the﻿computation﻿is﻿simply﻿terminated﻿by﻿Fog-1.
In﻿the﻿proactive﻿case,﻿the﻿work﻿item﻿and﻿runnable﻿data﻿is﻿transmitted﻿once﻿to﻿Fog-1.﻿When﻿the﻿
delegator﻿connects﻿with﻿Fog-2,﻿there﻿is﻿nothing﻿left﻿for﻿Fog-2﻿to﻿steal﻿since﻿the﻿only﻿task﻿has﻿been﻿taken﻿
by﻿Fog-1,﻿and﻿the﻿task﻿has﻿not﻿yet﻿expired.﻿When﻿Fog-1﻿finishes﻿the﻿processing,﻿results﻿are﻿transmitted﻿
back﻿to﻿the﻿delegator﻿via﻿Fog-2﻿(i.e.﻿the﻿Fog﻿node﻿where﻿the﻿delegator﻿is﻿currently﻿connected).
A﻿lot﻿of﻿data﻿needs﻿to﻿be﻿retransmitted﻿when﻿the﻿system﻿utilizes﻿the﻿reactive﻿approach.﻿Therefore,﻿
the﻿proactive﻿approach﻿is﻿shown﻿to﻿perform﻿better﻿under﻿the﻿circumstances.
Docker Image Transfer Performance
This﻿section﻿aims﻿to﻿evaluate﻿the﻿performance﻿of﻿using﻿Docker﻿in﻿the﻿local﻿scenario,﻿where﻿the﻿user﻿
transmits﻿the﻿Docker﻿image﻿via﻿smartphone﻿using﻿Wi-Fi,﻿and﻿also﻿in﻿the﻿scenario,﻿where﻿the﻿image﻿
is﻿downloaded﻿from﻿Docker﻿Hub,﻿via﻿image﻿name﻿and﻿Docker﻿provided﻿API(s).
The﻿experiments﻿were﻿conducted﻿using﻿Gigabit﻿Ethernet﻿connection﻿for﻿ the﻿Fog﻿node﻿ to﻿ the﻿
Internet﻿and﻿802.11n﻿Wi-Fi﻿network﻿for﻿smartphone﻿communication.
The﻿Docker﻿images﻿were﻿chosen﻿from﻿the﻿popular﻿Docker﻿Hub﻿images﻿listing,﻿so﻿that﻿the﻿file﻿sizes﻿
(not﻿compressed)﻿would﻿be﻿near-linearly﻿increasing﻿(php:alpine﻿57.3MB,﻿maven:alpine﻿115.7MB,﻿
python:slim﻿198.6MB).
The﻿devices﻿used﻿in﻿the﻿experiments﻿were﻿as﻿follows:
•﻿ Fog-1﻿—﻿HP﻿Elitebook﻿840﻿(Intel﻿i5-4200U,﻿12GB﻿RAM).
•﻿ Delegator﻿—﻿Nexus﻿5﻿smartphone﻿(LG-D821).
Local Docker Image Transfer
The﻿process﻿starts﻿with﻿downloading﻿the﻿image﻿file﻿from﻿the﻿delegator﻿and﻿ends﻿with﻿loading﻿the﻿
image﻿into﻿the﻿Docker﻿infrastructure﻿running﻿on﻿a﻿Fog﻿node.
The﻿ compression﻿used﻿ in﻿ the﻿ experiment﻿was﻿7-zip﻿normal﻿ preset﻿with﻿ the﻿ standard﻿deflate﻿
compression﻿method.
Docker Image File Transfer
Figure﻿3﻿illustrates﻿the﻿Docker﻿image﻿transmission﻿times﻿for﻿different﻿images﻿for﻿both﻿with﻿and﻿without﻿
the﻿use﻿of﻿compression.﻿This﻿shows﻿that﻿the﻿transmission﻿times﻿can﻿still﻿be﻿quite﻿high,﻿even﻿in﻿the﻿
local﻿network.﻿The﻿relatively﻿low﻿speeds﻿were﻿most﻿likely﻿influenced﻿by﻿the﻿Wi-Fi﻿adapter﻿hardware,﻿
especially﻿that﻿of﻿the﻿delegator.
In﻿ the﻿ case﻿ of﻿ transmission﻿with﻿ using﻿ compressed﻿ files,﻿ the﻿ image﻿ files﻿would﻿ have﻿ to﻿ be﻿
decompressed﻿on﻿the﻿Fog﻿node﻿before﻿they﻿are﻿used.﻿Therefore,﻿this﻿experiment﻿also﻿includes﻿the﻿
decompression﻿time.﻿It﻿is﻿important﻿to﻿note﻿that﻿the﻿time﻿improvement﻿from﻿compression﻿may﻿or﻿may﻿
not﻿be﻿substantial,﻿depending﻿on﻿the﻿exact﻿image.﻿For﻿example,﻿in﻿our﻿specific﻿case,﻿the﻿compressed﻿
sizes﻿of﻿the﻿files﻿did﻿not﻿turn﻿out﻿to﻿be﻿linear.﻿The﻿compressed﻿maven:alpine﻿image﻿was﻿larger﻿than﻿
the﻿compressed﻿python:slim﻿image,﻿which﻿reduced﻿the﻿benefit﻿of﻿compression﻿to﻿under﻿a﻿second﻿for﻿
maven:alpine.﻿The﻿sizes﻿of﻿the﻿compressed﻿images﻿were﻿approximately﻿between﻿30-65%﻿smaller﻿than﻿
their﻿uncompressed﻿counterparts﻿(php:alpine﻿25.3MB,﻿maven:alpine﻿77.5MB,﻿python:slim﻿70.3MB).
Loading Image into the Docker Infrastructure
Figure﻿4﻿illustrates﻿the﻿time﻿taken﻿to﻿load﻿the﻿Docker﻿image﻿into﻿the﻿Docker﻿infrastructure﻿running﻿
on﻿a﻿Fog﻿node.﻿When﻿this﻿action﻿completes,﻿the﻿Docker﻿infrastructure﻿will﻿contain﻿the﻿new﻿image﻿
that﻿can﻿be﻿used﻿to﻿run﻿a﻿Docker﻿container.
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Figure 3. Docker image transmission time
Figure 4. Loading time of Docker image to Docker infrastructure
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Total Latency of Local Docker Image Loading into the Docker Infrastructure
Figure﻿5﻿illustrates﻿the﻿overall﻿comparison﻿of﻿time﻿spent﻿utilizing﻿the﻿compressed﻿and﻿uncompressed﻿
approaches.﻿This﻿involves﻿all﻿the﻿intermediary﻿tasks﻿required﻿to﻿migrate﻿the﻿Docker﻿image﻿from﻿the﻿
delegator﻿to﻿the﻿Fog﻿node﻿in﻿a﻿local﻿network﻿and﻿is﻿completed﻿when﻿the﻿loaded﻿image﻿is﻿ready﻿to﻿be﻿
deployed﻿as﻿a﻿container﻿on﻿the﻿Fog﻿node.
Docker Image Transfer via Docker Hub
Instead﻿of﻿transferring﻿the﻿runnable﻿directly﻿from﻿the﻿delegator﻿to﻿the﻿Fog﻿node,﻿the﻿system﻿can﻿choose﻿
to﻿utilize﻿a﻿remote﻿repository.﻿For﻿example,﻿the﻿delegator﻿can﻿specify﻿the﻿link﻿of﻿a﻿Docker﻿Hub﻿image﻿
as﻿the﻿runnable.﻿Such﻿an﻿option﻿can﻿reduce﻿the﻿file﻿transmission﻿overhead﻿for﻿the﻿delegator.
Figure﻿6﻿illustrates﻿the﻿complete﻿time﻿to﻿download﻿the﻿image﻿with﻿all﻿its﻿layers﻿from﻿Docker﻿
Hub﻿and﻿loading﻿the﻿image﻿into﻿Docker﻿infrastructure.﻿This﻿is﻿the﻿over-the-Internet﻿equivalent﻿of﻿
Figure﻿5.﻿Even﻿though﻿the﻿local﻿network﻿has﻿the﻿reduced﻿latency﻿due﻿to﻿the﻿devices﻿being﻿in﻿close﻿
physical﻿proximity,﻿the﻿physical﻿hardware﻿limitations﻿become﻿very﻿relevant﻿when﻿the﻿devices﻿have﻿
constrained﻿resources.
Task Execution Performance
This﻿subsection﻿aims﻿to﻿compare﻿the﻿performance﻿of﻿task﻿execution﻿by﻿using﻿direct﻿node﻿execution﻿
(tasks﻿are﻿not﻿distributed,﻿but﻿solely﻿processed﻿by﻿the﻿directly﻿connected﻿Fog﻿node),﻿Work﻿Stealing﻿
approach﻿or﻿a﻿simple﻿round-robin﻿task﻿assignment﻿(even﻿number﻿of﻿tasks﻿distributed﻿to﻿all﻿nodes).
The﻿devices﻿that﻿were﻿involved﻿in﻿this﻿analysis﻿were﻿as﻿follows:
Figure 5. Total latency of local Docker image loading into Docker infrastructure
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•﻿ Fog-1﻿—﻿HP﻿Elitebook﻿840﻿(Intel﻿i5-4200U,﻿12GB﻿RAM),﻿where﻿approximately﻿50%﻿RAM﻿and﻿
50%﻿CPU﻿were﻿utilized﻿before﻿the﻿start﻿of﻿the﻿experiment,﻿in﻿order﻿to﻿simulate﻿a﻿Fog﻿node﻿that﻿
is﻿already﻿busy﻿with﻿some﻿other﻿tasks﻿beforehand.
•﻿ Fog-2﻿—﻿HP﻿Elitebook﻿Folio﻿ 9470m﻿ (Intel﻿ i5-3437U,﻿ 8GB﻿RAM),﻿where﻿ the﻿OS﻿utilized﻿
approximately﻿10-15%﻿of﻿RAM﻿by﻿default.
•﻿ Fog-3﻿—﻿Lenovo﻿V570﻿(Intel﻿i7-2670QM,﻿16GB﻿RAM),﻿where﻿the﻿OS﻿utilized﻿approximately﻿
10-15%﻿of﻿RAM﻿by﻿default.
•﻿ Delegator﻿—﻿Nexus﻿5﻿smartphone﻿(LG-D821).
The﻿work﻿items﻿were﻿either﻿CPU-intensive﻿or﻿RAM-intensive﻿tasks,﻿where﻿each﻿category﻿utilized﻿
mainly﻿the﻿CPU﻿or﻿RAM﻿resources﻿respectively.
CPU-intensive﻿tasks﻿were﻿further﻿subcategorized﻿as﻿small-cpu﻿and﻿large-cpu﻿tasks,﻿where﻿the﻿time﻿
to﻿process﻿small-cpu﻿task﻿was﻿approximately﻿equivalent﻿to﻿half﻿of﻿the﻿large-cpu﻿task.﻿The﻿tasks﻿were﻿
designed﻿such﻿that﻿the﻿CPU﻿would﻿be﻿kept﻿utilized﻿at﻿about﻿70-80%﻿usage﻿level﻿by﻿one﻿task﻿on﻿average.
RAM-intensive﻿tasks﻿were﻿further﻿subcategorized﻿as﻿small-ram﻿and﻿large-ram﻿tasks,﻿where﻿the﻿
time﻿to﻿process﻿small-ram﻿task﻿was﻿approximately﻿equivalent﻿to﻿half﻿of﻿the﻿large-ram﻿task.﻿The﻿tasks﻿
were﻿designed﻿such﻿that﻿approximately﻿3-3.5GB﻿of﻿RAM﻿would﻿be﻿utilized﻿by﻿one﻿task﻿on﻿average.
The﻿size﻿of﻿the﻿inputs﻿for﻿the﻿tasks﻿was﻿5MB﻿for﻿the﻿small﻿tasks﻿and﻿10MB﻿for﻿the﻿large-tasks.﻿
The﻿size﻿of﻿the﻿result﻿data﻿was﻿1MB.
The﻿evaluation﻿was﻿conducted﻿in﻿the﻿scenario﻿of﻿completing﻿30﻿tasks﻿and﻿60﻿tasks.﻿In﻿the﻿case﻿
of﻿having﻿30﻿tasks﻿in﻿total,﻿20﻿tasks﻿were﻿CPU-intensive﻿(10﻿small-cpu﻿and﻿10﻿large-cpu﻿tasks)﻿and﻿
10﻿were﻿RAM-intensive﻿(5﻿small-ram﻿and﻿5﻿large-ram﻿tasks).﻿The﻿case﻿of﻿60﻿tasks﻿in﻿total﻿followed﻿
the﻿same﻿overview﻿as﻿the﻿30﻿tasks﻿variant,﻿except﻿there﻿was﻿exactly﻿twice﻿the﻿number﻿of﻿each﻿type﻿
of﻿task.﻿The﻿delegator﻿of﻿the﻿work﻿was﻿connected﻿to﻿Fog-1.﻿Since﻿there﻿were﻿tasks﻿with﻿CPU﻿type﻿
and﻿RAM﻿type,﻿then﻿the﻿formula﻿used﻿for﻿estimated﻿distribution﻿of﻿works﻿also﻿contained﻿these﻿main﻿
context﻿values.
Figure 6. Total Docker image transfer and loading via Docker Hub (Internet)
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Task Execution Time
Figure﻿7﻿illustrates﻿the﻿differences﻿of﻿task﻿execution﻿times﻿for﻿the﻿three﻿approaches.﻿Firstly,﻿the﻿direct﻿
node﻿execution﻿approach﻿performs﻿the﻿worst,﻿because﻿it﻿relies﻿on﻿one﻿node﻿to﻿handle﻿all﻿the﻿tasks,﻿
which﻿is﻿already﻿partially﻿utilized﻿beforehand.﻿Secondly,﻿the﻿round-robin﻿approach﻿statically﻿assigns﻿
tasks﻿to﻿workers,﻿which﻿produced﻿better﻿performance﻿than﻿the﻿direct﻿node﻿execution﻿approach.﻿Finally,﻿
the﻿Work﻿Stealing﻿approach,﻿which﻿considered﻿the﻿runtime﻿context﻿factors,﻿has﻿outperformed﻿the﻿
other﻿two﻿approaches.
The﻿experimental﻿results﻿indicate﻿the﻿importance﻿of﻿considering﻿the﻿heterogeneous﻿specification﻿
and﻿the﻿runtime﻿context﻿factors﻿of﻿the﻿Fog﻿nodes﻿in﻿the﻿mobile﻿Fog﻿computing.
Partition of Tasks Allocated to Fog Nodes
Figure﻿8﻿shows﻿the﻿partition﻿of﻿all﻿the﻿tasks﻿that﻿were﻿executed﻿at﻿any﻿Fog﻿Node,﻿for﻿all﻿the﻿task﻿
distribution﻿methods.
The﻿direct﻿node﻿execution﻿approach﻿relies﻿on﻿one﻿single﻿Fog﻿node﻿to﻿handle﻿all﻿the﻿tasks,﻿and﻿the﻿
Fog﻿node﻿does﻿not﻿distribute﻿the﻿works﻿further.﻿Hence,﻿it﻿has﻿taken﻿all﻿the﻿tasks.
Since﻿the﻿round-robin﻿approach﻿does﻿not﻿consider﻿the﻿different﻿capabilities﻿of﻿the﻿Fog﻿nodes,﻿the﻿
works﻿are﻿distributed﻿uniformly﻿over﻿all﻿the﻿Fog﻿nodes.
The﻿Work﻿Stealing﻿approach,﻿on﻿the﻿other﻿hand,﻿considers﻿the﻿heterogeneous﻿capabilities﻿of﻿the﻿
workers.﻿Therefore,﻿the﻿Fog﻿node﻿with﻿the﻿highest﻿characteristics﻿has﻿handled﻿the﻿greatest﻿number﻿of﻿
work﻿items﻿and﻿the﻿one﻿with﻿the﻿lowest﻿current﻿capabilities﻿has﻿handled﻿the﻿least﻿work﻿items.
Figure 7. Task execution time
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Task Distribution
Figure﻿9﻿illustrates﻿the﻿partitioning﻿of﻿types﻿of﻿work﻿between﻿Fog﻿nodes,﻿e.g.,﻿how﻿were﻿the﻿small-cpu﻿
type﻿of﻿tasks﻿partitioned﻿between﻿Fog﻿nodes.
Since﻿Fog-3﻿has﻿a﻿much﻿more﻿capable﻿CPU﻿than﻿the﻿other﻿Fog﻿nodes,﻿it﻿has﻿taken﻿the﻿majority﻿
of﻿both﻿the﻿small-cpu﻿and﻿large-cpu﻿typed﻿tasks.﻿Since﻿Fog-1﻿is﻿already﻿considerably﻿utilized﻿both﻿in﻿
the﻿CPU﻿and﻿RAM﻿categories,﻿it﻿has﻿taken﻿the﻿least﻿amount﻿of﻿work﻿items.﻿The﻿context﻿of﻿the﻿RAM﻿
follows﻿a﻿similar﻿approach.﻿The﻿reason﻿for﻿the﻿partitions﻿to﻿not﻿differ﻿as﻿greatly﻿in﻿this﻿context﻿is﻿
most﻿likely﻿because﻿CPU-intensive﻿tasks﻿also﻿use﻿up﻿a﻿part﻿of﻿the﻿RAM.﻿Therefore,﻿if﻿a﻿Fog﻿node﻿is﻿
busy﻿with﻿many﻿CPU-intensive﻿work﻿items,﻿then﻿it﻿directly﻿affects﻿the﻿amount﻿of﻿available﻿RAM﻿and﻿
thus﻿influences﻿the﻿amount﻿of﻿RAM﻿tasks﻿to﻿be﻿processed.﻿The﻿CPU﻿usage﻿by﻿the﻿RAM-intensive﻿
work﻿items﻿is﻿comparably﻿smaller,﻿thus﻿not﻿producing﻿the﻿opposite﻿effect﻿in﻿the﻿other﻿context.﻿This﻿
is﻿yet﻿another﻿aspect﻿that﻿cannot﻿be﻿easily﻿taken﻿into﻿account﻿by﻿the﻿static﻿task﻿distribution﻿methods.
A﻿similar﻿figure﻿regarding﻿the﻿round-robin﻿approach﻿was﻿omitted,﻿due﻿to﻿the﻿fact﻿that﻿it﻿would﻿
show﻿a﻿uniform﻿distribution﻿of﻿all﻿types﻿of﻿work﻿items﻿between﻿all﻿Fog﻿nodes.﻿Similarly,﻿the﻿direct﻿
node﻿execution﻿approach﻿would﻿show﻿everything﻿executing﻿on﻿Fog-1.
CoNCLUSIoN
This﻿paper﻿introduced﻿a﻿mobility-aware﻿framework﻿for﻿proactive﻿Fog﻿service﻿provisioning.﻿In﻿contrast﻿
to﻿the﻿previous﻿works﻿that﻿assumed﻿the﻿stable﻿connectivity﻿between﻿the﻿delegator﻿and﻿worker﻿nodes,﻿
or﻿ required﻿prior﻿analysis﻿of﻿historical﻿data﻿ in﻿order﻿ to﻿provide﻿an﻿efficient﻿offloading﻿approach;﻿
the﻿proposed﻿scheme﻿of﻿this﻿paper﻿enables﻿mobile﻿ubiquitous﻿applications﻿to﻿perform﻿computation﻿
offloading﻿with﻿Fog﻿computing﻿servers﻿with﻿minimal﻿prerequisite﻿analysis.﻿Further,﻿the﻿approach﻿
Figure 8. Partition of tasks distributed to Fog nodes
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provides﻿ for﻿ an﻿ adaptable﻿ environment﻿ in﻿which﻿ stable﻿ connectivity﻿ need﻿ not﻿ be﻿ guaranteed.﻿
Specifically,﻿the﻿Fog﻿nodes﻿can﻿deliver﻿the﻿computational﻿results﻿to﻿the﻿mobile﻿delegator﻿node﻿either﻿
through﻿the﻿local﻿worker﻿network﻿or﻿via﻿the﻿assistance﻿of﻿the﻿Cloud,﻿depending﻿on﻿the﻿performance﻿
analysis﻿ of﻿ the﻿ approaches.﻿Moreover,﻿ the﻿ proposed﻿ system﻿utilizes﻿ an﻿ extended﻿Work﻿Stealing﻿
paradigm﻿with﻿worker﻿groups,﻿which﻿considers﻿heterogeneous﻿capabilities﻿of﻿Fog﻿nodes﻿and﻿ the﻿
heterogeneous﻿nature﻿of﻿incoming﻿tasks﻿to﻿be﻿distributed﻿amongst﻿these﻿Fog﻿nodes.﻿The﻿elements﻿of﻿
the﻿framework﻿were﻿evaluated﻿on﻿real﻿devices.
In﻿the﻿future,﻿the﻿authors﻿plan﻿to﻿address﻿additional﻿optimizations,﻿where﻿work﻿items﻿that﻿share﻿
a﻿runnable﻿would﻿preferably﻿be﻿distributed﻿to﻿Fog﻿nodes﻿that﻿already﻿possess﻿the﻿runnable﻿to﻿further﻿
improve﻿efficiency.﻿In﻿addition,﻿it﻿would﻿be﻿interesting﻿to﻿research﻿the﻿pre-scheduling﻿or﻿reservation﻿
of﻿Fog﻿nodes﻿in﻿a﻿given﻿area,﻿where﻿a﻿higher﻿priority﻿of﻿execution﻿and﻿a﻿more﻿aggressive﻿variant﻿
of﻿freeing﻿up﻿resources﻿(or﻿executing﻿fewer﻿tasks)﻿for﻿the﻿reservation﻿would﻿be﻿used.﻿Additionally,﻿
analysis﻿of﻿the﻿energy﻿efficiency﻿of﻿the﻿proposed﻿approach,﻿along﻿with﻿an﻿exploration﻿of﻿network﻿
fluctuations﻿of﻿mobile﻿scenarios﻿are﻿also﻿considered﻿as﻿future﻿research﻿directions.
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