Regression estimation using matched samples is not uncommon in applied economics. This paper demonstrates that ordinary least squares estimation of linear regression models using matched samples is inconsistent and that the convergence rate to its probability limit depends on the number of matching variables. In line with these …ndings, bias-corrected estimators are proposed, and their asymptotic properties are explored. The estimators can be interpreted as a version of indirect inference estimators. Monte Carlo simulations con…rm that the bias correction works well in …nite samples.
Introduction
Consider a linear regression model
where X 1 2 R d1 , X 2 2 R d2 and Z 2 R d3 . While d 1 = 0 is allowed (see Example 1 below, for instance), the intercept term is assumed to be included as a component of X 2 so that d 2 2 must be the case. Detailed distinction between the regressors X 1 , X 2 and Z is explained shortly. When In reality, however, we often face the problem that (Y; W ) cannot be taken from a single data source. Indeed, it is not uncommon in labor and public economics to collect the variables necessary for regression analysis from two sources: examples include Lusardi (1996) , Björklund and Jäntti (1997) , Currie and Yelowitz (2000) , Dee and Evans (2003) , Borjas (2004) , and Fujii (2008) , to name a few. To illustrate our problem more concretely, suppose that instead of observing a complete data set (Y; W ), we can observe only two kinds of data sets, namely, (Y; X 1 ; Z) and (X 2 ; Z). Then, econometricians are often tempted to construct a matched data set via making use of the proximity of the common variable Z across two samples. Here are two typical examples on this practice.
Observe that Examples 1 and 2 correspond to the case in which the entire set of regressors is replaced by the matched observations and the one in which only a subset of regressors is replaced, respectively.
Example 1. (intergenerational income mobility)
Let Y , X 2 , and Z denote (the logarithm of) son's income, (the logarithm of) father's income and his individual characteristics, and father's education, respectively. In this example, X 1 is absent. Because a complete data set of (Y; W ) is unavailable, all we can do is to take two data sets (Y; Z) and (X 2 ; Z) separately from two Panel Study of Income Dynamics ("PSID") data sets with a gap of 20 years, for instance, and then construct a matched data set of (Y; W ) via the nearest neighbor matching ("NNM") with respect to Z.
Example 2. (return to schooling) Let Y , X 1 , X 2 , and Z denote (the logarithm of) earnings, individual characteristics, ability measured by test scores, and education, respectively. Although (Y; X 1 ; Z) is available in PSID, for instance, it is often the case that (X 2 ; Z) can be found only in some psychometric data set. Again, we must construct a matched data set of (Y; W ) via NNM with respect to Z.
This paper has two objectives. The …rst objective is to demonstrate that OLS estimation of (1) using the matched data set via NNM is inconsistent. The source of inconsistency is attributed to the fact that OLS generates a non-vanishing bias term. The bias can be viewed as a measurement error bias stemming from replacing unobservable X 2 with its proxy in the matched data. Moreover, the rate of convergence to the probability limit of the OLS estimator is shown to depend on the number of matching variables. In particular, the parametric rate is attained only when
there is only one matching variable. In line with these …ndings, as the other objective, this paper proposes two versions of bias-corrected estimators. The …rst estimator is based on the original level regression (1) and designed only for the case with d 3 = 1. The second estimator, as a remedy for the curse of dimensionality in d 3 , is built on the …rst di¤erence of (1) and it attains the parametric convergence rate as long as d 3 3. It is worth noting that each estimator can be interpreted as a version of indirect inference estimators (Gouriéroux, Monfort and Renault, 1993; Smith, 1993) , in the sense that it can be obtained by taking as the binding function the probability limit of the OLS estimator from the regression on which the bias-corrected estimator is built. Monte Carlo simulations con…rms that the bias correction works reasonably well in …nite samples.
This paper contributes to the literature in three respects. First, asymptotic results on regression estimation using matched data are formally provided for the …rst time in the literature, to the best of our knowledge. The results have similarity to what has been developed in the literature on matching estimators for average treatment e¤ects. Abadie and Imbens (2006) , for instance, show that when there is only one matching covariate, the bias in matching estimators of the average treatment e¤ect due to NNM may be asymptotically ignored and they attain the parametric convergence rate.
Second, our matched-sample estimation theory provides a guidance in regression analysis based on survey sampling when some covariates are found to be completely missing after the initial survey.
The theory refers to (approximately) how many observations should be collected in the follow-up survey and how to obtain consistent estimators from the linear regression model of interest using the matched data.
Third, the estimation theory is also closely related to the literature on two-sample estimation of linear regression models. So far the two-sample estimation theory has been studied within the framework of instrumental variables ("IV") or generalized method of moments ("GMM") estimation.
In both methodological contributions (e.g. Krueger, 1992, 1995; Inoue and Solon, 2010) and empirical studies listed above, the regression models take the form of Y = X 0 2 2 + u with
in our notation, two random samples (Y; Z) and (X 2 ; Z) are only observable, no matching is made, and variants of either two-sample instrumental variables ("TSIV") or two-sample two-stage least squares ("TS2SLS") estimation are employed. 1 In contrast, while our regression model (1) is free of endogeneity, we do not rely on the assumption that common valid instruments are available across two samples, upon which TSIV and TS2SLS are built; in fact, it is hard to believe that PSID and psychometric data sets have candidates of valid instruments in common.
The remainder of this paper is organized as follows. 
Inconsistency of OLS Estimation Using Matched Samples
To explain how a matched sample can be constructed, denote two random samples by S 1 and S 2 .
Also let n and m be the sample sizes of S 1 and S 2 , respectively. Speci…cally, the two samples can be expressed as
When n m is the case (at least for su¢ ciently large n and m), NNM with respect to Z chooses
Here are a few details on NNM. First, NNM considered here is a single match, which is a special case of M matches per unit studied by Abadie and Imbens (2006) . Second, we focus on matching with replacement, allowing each unit to be used as a match more than once.
Third, each element of Z is assumed to be continuously distributed, because inclusions of discrete matching variables with a …nite number of support points do not a¤ect the subsequent asymptotic results. Fourth, for notational simplicity, we ignore ties in NNM, which happen with probability zero as long as Z is continuous.
NNM yields a data set of n matched observations
, where X 2j(i) is the observation originally paired with Z j(i) . Throughout it is assumed that the econometrician estimates (1) by OLS using the matched sample S. The best she can do is to estimate from the regression of
by OLS. 2 The OLS estimator
is referred to as the matched-sample OLS ("MSOLS") estimator hereafter.
It will be shown shortly that the MSOLS estimator is inconsistent. Demonstrating this result and establishing bias-corrected, consistent estimation of require the following assumptions. Assumption 1. Two random samples (S 1 ; S 2 ) = (S 1n ; S 2m ) are drawn independently from the joint distribution of (Y; W ) with …nite fourth moments, where the two sample sizes satisfy n = o (m) as n; m ! 1.
2 Alternatively, we could use Z i in place of Z j(i) . However, the bias-corrected estimators in Section 3 after this replacement are shown to be …rst-order asymptotically equivalent to those based on the regression of Y i on W i;j(i) . Therefore, we concentrate exclusively on the latter case.
Assumption 2. The matching variable Z is continuously distributed with a convex and compact support Z, with the density bounded and bounded away from zero on its support.
.
Lipschitz continuous on Z.
These regularity conditions are largely inspired by those in the literature on semi-parametric, comes from the fact that the low and column of corresponding to the intercept are identically zero.
While conditional homoskedasticity in and uncorrelatedness between and in this assumption appear to be restrictive, they simplify subsequent analysis considerably. In particular, the former enables us to estimate the conditional variance of nonparametrically with no smoothing parameter chosen; see Section 3 for details.
We start our asymptotic analysis from rewriting Y i as a 'partial linear'-like format. 3 A straightforward calculation yields
In the regression (2), W i;j(i) is employed as the regressor of the full-parametric part W 0 i;j(i) , whereas the semi-parametric part i;j(i) could be viewed as an analog to the summand for the conditional bias in the matching estimator investigated in Abadie and Imbens (2006) . A key di¤erence from the partial linear regression models studied in Robinson (1988) and Yatchew (1997 
is endogenous, i.e. X 2j(i) and i;j(i) are correlated. The theorem below is established on (2) and provides the probability limit of^ OLS with the rate of convergence.
Theorem 1. If Assumptions 1-3 hold and
The theorem states that MSOLS is inconsistent in general. The term in P W , the source of inconsistency, is generated by misspecifying the regression of Y i on W i with as the one of Y i on W i;j(i) , or equivalently, employing X 2j(i) as a proxy of the latent variable X 2i . Therefore, the nonvanishing bias in MSOLS can be thought of as a measurement error bias. We can also …nd from a straightforward calculation that the OLS estimator of 2 (= the coe¢ cient vector on the matched regressor X 2 ) is biased toward zero in limit.
A quick inspection also reveals that^ OLS would be consistent if either (i) 2 = 0, i.e. X 2 were irrelevant in the correctly speci…ed model; or (ii) = 0, i.e. X 2 were expressed as a nonlinear deterministic function of Z. Because implementing (b) must result in a two-step estimation with an initial consistent estimate of plugged in, we …rst explore the strategy (a). As discussed shortly, this idea can be interpreted as a variant of indirect inference ("II") by Gouriéroux, Monfort and Renault (1993) and Smith (1993) . On the other hand, the strategy (b) reminds us of the fully-modi…ed ("FM") least squares estimation for cointegrating regressions by Phillips and Hansen (1990) , and it is investigated at the end of this section.
MSOLS-Based Bias Correction
To obtain a p n-consistent and asymptotically normal estimator of based on the strategy (a), we assume that d 3 = 1. The estimator can be interpreted as an II estimator. Take the probability limit of^ OLS as the binding function b ( ), i.e. b ( ) = Q as the MSII-L estimator. The last letter "L"stands for the level regression (2), re ‡ecting that later MSII is also applied for the …rst-di¤erence of (2).
Our remaining task is to deliver the functional form ofP W . Obviously,Q W is a natural estimator of Q W . Furthermore, when estimating = diag f0 d1 d1 ; ; 0 d3 d3 g, we may use S 2 alone and do without any nonparametric estimation of g ( ). Assume that S 2 is reordered by the ordering rule in Lemma A2 in the Appendix. Then, can be consistently estimated bŷ
where X 2j := X 2j X 2j 1 . This is known as the di¤erence-based variance estimator suggested by Rice (1984) , and it holds that^ = + O p m 1=2 as long as d 3 3. In the end, the form of
The next theorem demonstrates p n-consistency of^ II L and its limiting distribution. . Then, the lower-right block of P W collapses to
which becomes singular if g ( ) is linear. Second, the proof of Theorem 2 reveals that if n=m ! 2 (0; 1) is the case, then both p nE N 2 and p n ^ are asymptotically normal. Accordingly, the asymptotic variance V W takes a more complicated form.
Improved Estimation Against the Curse of Dimensionality
While MSII-L yields a consistent estimate of , its apparent de…ciency is that it can be applied only for the case with a single matching variable. The curse of dimensionality in NNM can be commonly observed in other applications. Abadie and Imbens (2006, Corollary 1), for instance, argue that the matching discrepancy bias for matching estimators can be safely ignored to derive their limiting distributions when the dimension of matching variables is only one.
To provide a remedy for this issue, we follow the strategy in Yatchew (1997) . Assume that S and S 2 are both reordered by the ordering rule in Lemma A2 in the Appendix. Then, taking the …rst-order di¤erence of the regression (2) yields
where
and so on. Note that the row corresponding to the intercept is assumed to be eliminated from
As in MSII-L, we start our analysis from deriving the …rst-order bias of the OLS estimator for this regression
where the abbreviation "FD" stands for the …rst-di¤erence. The theorem below provides the probability limit of with the convergence rate.
Theorem 3. If Assumptions 1-3 hold and Q
block-diagonal matrix, and (> 0) is a constant arbitrarily close to 0. 
. Then, by a straightforward calculation, it can be demonstrated that^ 0 = 0 + O p n minf1=2;(1 )=d3g for the same as in Theorem 3. Therefore, although^ 0 is consistent for 0 , the parametric convergence rate is not attained for d 3 = 2; 3. Because^ II L is more e¢ cient than^ II F D for d 3 = 1, the e¢ ciency loss in the intercept estimation can be viewed as the potential price to pay for a higher-dimensional matching.
Covariance Estimation
Covariance estimation is essential for inference. First, consider a consistent estimator of V W , the asymptotic variance of p n ^ II L . By E W i;j(i) i;j(i) = , W can be rewritten as
Let the MSII-L residual be^ i;j(i) := Y i W 0 i;j(i)^ II L . Then, W can be consistently estimated bŷ
and thus the estimator of V W is given byV W =P
Second, for a consistent estimate V W , the asymptotic variance of
Denote the MSII-FD residual as c i;
Then, a consistent estimator of W takes the form of
and thus the estimator of V W is obtained asV W =P
The following proposition presents consistency of these covariance estimators. The proposition can be established by the techniques employed for the proofs of Theorems 1-4, and thus it is omitted. 
E¢ ciency Comparison Between FM-and II-Type Estimators
So far consistent estimation of has been explored based on the strategy (a). Here, following the strategy (b), we attempt to deliver asymptotic properties of two-step, FM-type estimators.
Speci…cally, given^ II L as the …rst-step estimate, the FM-type estimator for the level regression (2) is de…ned as^
Likewise, given^ II F D as the …rst-step estimate, the FM-type estimator for the …rst-di¤erenced regression (4) is also de…ned aŝ
These are consistent for by construction. Moreover, they are …rst-order asymptotically equivalent to their …rst-step estimates, although they may di¤er numerically in …nite samples. The proposition below addresses these aspects. Because our preliminary Monte Carlo study also indicates that there is very little di¤erence in …nite sample performance between FM-and II-estimators for a given regression model, we do not pursue FM-type estimation any further. 4 Finite Sample Performance
Monte Carlo Setup
We conduct small Monte Carlo simulations to examine …nite sample properties of MSII estimation corresponding to Example 1. Consider the regression model
where two samples are 
with ( ) being the pdf of N (0; 1). Speci…cations A and B are convex and concave, respectively.
While C is monotone and closest to a linear function, D is periodic and thus highly nonlinear. E This procedure provides us with two observable samples
as well as an unobservable complete sample
Finally, the matched sample
can be constructed via NNM with respect to Z.
Three pairs of sample sizes, namely, (n; m) = (250; 500) ; (500; 1500) ; (1000; 4000) are considered.
For each combination of sample sizes and the functional form of g (z), 1000 Monte Carlo samples are generated. The following three estimators of = ( 0 ; 1 ; ) 0 are examined: (i) the infeasible OLS (denoted as "OLS*"in Table 1 ) estimator using the unobservable complete sample S ; the MSOLS estimator using the matched sample S; and (iii) the MSII-L estimator using the matched sample S. For each estimator, averages, standard deviations (in parentheses) and root-mean squared errors ("RMSEs") (in brackets) over 1000 replications are reported. Table 1 reports the simulation results. Since there is only one matching variable, each of the three estimators has a p n-rate of convergence. Moreover, because of conditional homoskedasticity of the error term u, OLS* is the Gauss-Markov estimator, regardless of the speci…cation of g ( ) and the sample sizes. Each panel well presents that OLS* is unbiased and yields a small standard deviation.
Simulation Results
It can be also found that the standard deviation tends to be smaller as n increases.
However, OLS* is an infeasible, oracle estimator. Rather, we should make a realistic comparison between MSOLS and MSII-L, and use OLS* as the benchmark to measure the e¢ ciency loss when the variables cannot be taken from a single data source. Table 1 illustrates that MSOLS is inconsistent and that the MSOLS estimate of 1 is biased toward zero, as predicted. The bias is indeed nonvanishing; each panel reveals that simulation averages of MSOLS estimates do not vary across sample sizes. We can also see that their standard deviations shrink with n, as Theorem 1 suggests.
Now we turn to MSII-L. At a …rst glance, we can …nd its nearly unbiasedness, regardless of the speci…cation of g ( ). On the other hand, sizes of standard deviations are always greater than those of OLS*, which can be thought of as the price we should pay when collecting the variables from two samples. The magnitude of e¢ ciency loss de…nitely depends on the degree of nonlinearity in g ( ).
In particular, when it is close to a linear function (e.g. C; E), standard deviations of MSII-L are often quite large for smaller sample sizes. In contrast, as long as g ( ) contains a highly nonlinear part (e.g. D; F ), the standard deviations are likely to be small.
To sum up, our simulation results indicate that the bias correction made by MSII works reasonably well. While the size of the estimation error is subject to the functional form of g ( ), it is likely to be acceptably small for large samples even if g ( ) is close to a linear function.
Conclusion
Regression estimation using the samples that are constructed via NNM from two sources is not uncommon in applied economics. This paper has demonstrated that OLS estimation using matched samples is inconsistent and thus an appropriate bias correction is required. It has been also shown that the convergence rate to the probability limit of OLS depends on the number of matching This is particularly relevant to empirical study using earnings data, which are thought to include measurement errors. Third, the estimation theory may be extended to kernel estimation of varying coe¢ cient models using matched samples. It can be shown that kernel estimators of the varying coe¢ cients are inconsistent, and bias-correction methods similar to those proposed in this paper are worth investigation. Following this, knit the paths together by joining endpoints in contiguous sub-cubes to obtain the reordered sample fZ k g N k=1 . Then for any > 0, (1=N )
A.2 Proof of Theorem 1
It is easy to see from (2) thatR W :
, and E R W = (1=n) We begin with evaluating B OLS1 . Because E X 1i
= , and ith and j (i)th observations are independent, we have
Then, by Cauchy-Schwarz inequality and Lipschitz continuity of g, kB R W 2 k is bounded by O p n 1=d3 .
Hence,
by CLT, and thus
A.3 Proof of Theorem 2
Consistency of^ II L can be established in line with the proof of Theorem 1. To derive the asymptotic distribution of p n ^ II L , we …rst obtain
by the proof of Theorem 1. Substituting this into
By Assumptions 1-3 and Lemma A2, it can be also shown that^ = + O p m 1=2 , which im- 
A.4 Proof of Theorem 3
The proof largely follows from the one of Proposition 1 in Yatchew (1997) . Before proceeding, the proof requires the following lemma. = o p n 1=2 ;
where (> 0) is a constant arbitrarily close to 0.
A.4.1 Proof of Lemma A3
By Lipschitz continuity of f ( ) and g ( ), Then, the result immediately follows fromQ W = Q W + O p n 1=2 .
A.5 Proof of Proposition 2
Consistency of each estimator is obvious. For asymptotic normality, we only demonstrate that
to save space. By (A1) and (A2),
and thus (A6) indeed holds. 
