Kinks, Sistemas Integrables y Geodésicas: Solitones en el Modelo Sigma O(3) Lineal by González León, Miguel Angel
Kinks, Sistemas Integrables y Geodésicas:
Solitones en el Modelo Sigma O(3) Lineal
Departamento de Matemática Aplicada
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1 De Kinks y Sistemas Integrables 11
1.1 Solitones y Kinks . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
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4.2 Métrica de Jacobi . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
4.2.1 Teorema de Jacobi . . . . . . . . . . . . . . . . . . . . . . . 147
4.2.2 Hessiano Dinámico y Hessianos Geodésicos . . . . . . . . . . 154
4.2.3 Operador de Desviación Geodésica y Diagonalización de la
Curvatura seccional . . . . . . . . . . . . . . . . . . . . . . . 163
4.3 Sistemas Pre-Supersimétricos . . . . . . . . . . . . . . . . . . . . . 165
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E Correcciones cuánticas a la masa de Kinks 327
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Introducción
La finalidad de esta Memoria es el estudio de los defectos topológicos de tipo kink
que existen en teoŕıas de campos relativistas con varias componentes escalares
definidas sobre un universo bidimensional.
La literatura existente sobre este tema es abundant́ısima en lo que respecta a
teoŕıas con un solo campo escalar real (los ejemplos más famosos de este tipo de
objetos extensos son el kink de la teoŕıa φ4 y el solitón del modelo de Seno-Gordon
[22]). Sin embargo, son muy escasas las referencias que atañen a sistemas con
varias componentes escalares. Se han obtenido algunos resultados parciales, como
por ejemplo los trabajos citados en las referencias [11] y [18].
El estudio que se ha realizado en este trabajo tiene, como pretendemos de-
mostrar, gran importancia tanto desde el punto de vista f́ısico como desde el
matemático. Nuestro interés, sin embargo, se centrará en éste último. El objeto
del trabajo, por tanto, será el desarrollo de técnicas matemáticas que nos permi-
tirán calcular expĺıcitamente todas las soluciones de tipo onda solitaria, o kinks, de
la deformación natural del conocido Modelo Sigma O(N) Lineal, aśı como analizar
el espacio funcional que dichas soluciones constituyen y su estabilidad.
Importancia de los kinks en Teoŕıas F́ısicas
Las soluciones de tipo solitón, o kink, en una Teoŕıa de Campos, son importantes
por varias razones:
a) Forman parte del espacio de estados (desde la perspectiva cuántica), o del
espacio de soluciones (desde la clásica) de la teoŕıa y, en consecuencia, es necesario
su cálculo para disponer del conjunto completo de soluciones.
b) Este tipo de soluciones describen estados extensos con propiedades muy distintas
a las que presentan los cuantos habituales, y con muchas implicaciones en F́ısica
Fundamental, Cosmoloǵıa y F́ısica de la Materia Condensada.
1
2 INTRODUCCIÓN
c) El tipo de kinks que vamos a estudiar en este trabajo, muy poco conocido en la
literatura cient́ıfica hasta este momento, aparece en modelos tan importantes, en
el contexto expuesto en b), como los que enumeraremos a continuación:
• El sector de Higgs de la teoŕıa electrodébil de interacción entre part́ıculas
elementales se describe en términos de una acción (ver [106]) susceptible de
admitir defectos de este tipo, si bien en forma de “pared” por ser vistos en
una perspectiva (3 + 1)-dimensional. Lo mismo puede afirmarse del sector
de Higgs de los modelos de gran unificación.
• El Modelo Sigma O(N) Lineal propuesto por Gell-Mann y Lèvy en los años
60, ver [43] y [102], para explicar la fenomenoloǵıa hadrónica a baja enerǵıa,
es también un sistema con N campos escalares.
• Importantes avances en el estudio de la Gluodinámica N=1 supersimétrica,
[29], y el modelo de Wess-Zumino, [44], se han conseguido mediante el estu-
dio de una configuración de membrana en una teoŕıa de cuerdas débilmente
acoplada cuyo ĺımite de baja enerǵıa da lugar a las teoŕıas de campos alu-
didas, [109]. Los defectos de tipo “pared” que dan lugar a las membranas
bidimensionales aparecen aśı en modelos con sector escalar que incluye más
de un campo.
• Como último ámbito en el que sistemas del tipo que estudiamos en esta
Memoria juegan un papel importante citaremos la f́ısica de la materia con-
densada: para configuraciones estáticas la enerǵıa de los modelos a considerar
puede interpretarse como la enerǵıa libre de la teoŕıa de Ginzburg, [48], de
las transiciones de fase y sus generalizaciones.
Interés matemático del cálculo de soluciones de tipo kink
Es bien conocido, desde los años 60, que la búsqueda de soluciones estáticas a las
ecuaciones de evolución de los campos en un espacio-tiempo bidimensional equivale
a la resolución de un sistema mecánico en dimensión N , donde N es el número
de campos escalares de la teoŕıa. Por tanto el estudio de los defectos de tipo kink
con N componentes escalares reales se traduce, por medio de esta equivalencia o
“analoǵıa mecánica”, en el análisis de sistemas dinámicos con N grados de libertad.
En el caso de teoŕıas con un único campo escalar (N = 1), el sistema mecánico
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análogo será unidimensional y, en consecuencia, completamente integrable. Muy
pronto se reconoció el salto en dificultad de resolución del problema si el número
de campos escalares presentes en la teoŕıa es superior a uno (N > 1), como prueba
la cita de la referencia clásica sobre este tema, el libro de R. Rajaraman [87]:
“Unlike the N = 1 motion equation which could be integrated by quadra-
ture, there is no simple way of integrating the N coupled differential equa-
tions ruling the evolution of the N -dimensional mechanical system. Here
the analogy to mechanics does not help. Given a general potential and
end-point boundary conditions, it is not easy to integrate Newton’s law of
motion in two or more dimensions. This may seem surprising in view of the
long history of mechanics and the several classical text on orbit theory”.
El problema, por tanto, reside en el hecho de que para N > 1 no está asegurada
la integrabilidad del sistema dinámico análogo y, de esta forma, no es posible en
general encontrar las soluciones kink de la teoŕıa. La estrategia que utilizaremos
en este trabajo es la de centrarnos en el estudio detallado de los sistemas completa-
mente integrables y de su integración efectiva, de cara a la obtención de soluciones
de tipo kink en teoŕıas con varios campos reales.
El pesimismo de Rajaraman ha sido superado en los últimos años por varios
resultados importantes. Un ejemplo de ellos es el Modelo MSTB (de Montonen-
Trullinger-Sarker y Bishop), con N = 2 campos escalares: en [71] y [91] este
modelo se propuso en el contexto de la búsqueda de solitones no topológicos cuya
estabilidad proviene de una simetŕıa interna respecto del grupo U(1). En [66],
el modelo MSTB se consideró como la aproximación continua clásica a un cristal
unidimensional con un parámetro de orden de dos componentes. Más importante
aún que la diversidad de aplicaciones del mismo es el hecho de que en [66] se
reconoció que el sistema mecánico análogo a resolver en la búsqueda de kinks es
un sistema completamente integrable. H. Ito, a continuación, [52], encontró todos
los kinks del sistema usando el hecho de que la ecuación de Hamilton-Jacobi es
separable. Realmente el sistema dinámico no es otro que el sistema de Garnier,
[42], cuya completa integrabilidad y, de hecho, su integración expĺıcita, hab́ıa sido
demostrada por R. Garnier en 1919 en otro contexto diferente al de la búsqueda
de kinks.
Un segundo aspecto en el que la presencia de más de un campo escalar produce
un problema cualitativamente mucho más dif́ıcil que en el caso N = 1 es el estudio
de la estabilidad de los diferentes tipos de kinks de un modelo determinado. El
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estudio del espectro de matrices N × N de operadores diferenciales no es tarea
fácil en absoluto. Por esta razón hay incluso errores flagrantes en la literatura
sobre esta materia. El método correcto de análisis de la estabilidad en el Modelo
MSTB fue sugerido en la referencia [53] y desarrollado completamente en la serie
de art́ıculos [67], [68] y [69]. La idea fundamental se basa en la analoǵıa existente
con el estudio de la estabilidad de geodésicas tal como se enmarca en la Teoŕıa
de Morse, [70]. Ello requiere plantear el problema dinámico como un problema
geodésico y la prescripción para conseguirlo es el principio de Maupertuis-Jacobi:
las trayectorias de una part́ıcula en un potencial son las geodésicas en una variedad
riemanniana dotada de la métrica de Jacobi asociada al mismo, [65].
Objetivos de este trabajo
El propósito fundamental de este trabajo es extender el procedimiento de resolución
del Modelo MSTB citado anteriormente al Modelo Sigma O(N) Lineal Defor-
mado que generaliza el modelo MSTB al caso de N campos escalares. El sistema
dinámico a resolver es entonces el modelo de Garnier en dimensión N , [42]. Las
dificultades anaĺıticas aumentan notablemente pero emerge una estructura en la
variedad de kinks del sistema de gran interés: de modo natural constituye un es-
pacio modular, como los espacios de monopolos BPS, [10], o instantones, [36], si
bien el grupo por el que se ha de tomar cociente es discreto.
En particular, nos centraremos en describir la riqúısima estructura del espacio
modular de kinks en el caso N = 3, que da la pauta para los sistemas con N > 3.
El caso N = 2 es bien conocido, sin embargo la ampĺısima oferta de modelos de
Liouville, con sistemas dinámicos asociados completamente integrables (ver [80]),
que presentan soluciones de tipo kink, sugiere que en teoŕıa de campos escalares
complejos hay multitud de sistemas donde existen defectos tipo kink que se pueden
describir anaĺıticamente con gran precisión. En la tesina de Grado de A. Alonso
y en la referencia [4] se ha explotado esta idea y se han encontrado variedades
de kinks con propiedades muy ricas. La posible limitación a modelos con sistema
dinámico asociado integrable se puede evitar parcialmente estudiando deforma-
ciones realistas de los sistemas en que se conoce la variedad de kinks y analizando
cuáles de ellos sobreviven a la deformación. El estudio general del caso N = 2 es
el objetivo de la Memoria titulada: “Kinks, Sistemas Integrables y Supersimetŕıa”
elaborada por A. Alonso y que puede considerarse, en buena medida, paralela a la
que aqúı presentamos.
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En lo que respecta a la estabilidad de las soluciones, en la Memoria se estable-
cen con precisión, y desde un punto de vista general, las diferencias existentes, al
segundo orden en el cálculo de variaciones, entre el criterio de estabilidad propor-
cionado por las variaciones segundas del funcional de acción (estabilidad dinámica)
y las correspondientes a los funcionales de enerǵıa y longitud en la métrica de Ja-
cobi asociada (estabilidad geométrica).
El análisis general anterior permite completar el estudio del Modelo Sigma O(3)
Lineal Deformado al particularizarlo a sus soluciones kink concretas. La teoŕıa de
Morse del sistema de Garnier queda demostrada aśı de modo riguroso y con ello
identificadas las propiedades de estabilidad de los distintos tipos de kink.
Por último, en la Memoria se ha demostrado que el Modelo Sigma O(N) Li-
neal Deformado es un modelo pre-supersimétrico, es decir: admite una extensión
supersimétrica. Se profundiza asimismo en la relación no trivial que existe entre
la completa integrabilidad de un sistema y su carácter pre-supersimétrico.
Estructura de la Memoria
En el Caṕıtulo 1 de la Memoria se presentan, a modo de introducción general,
las ideas fundamentales que se manejan en este trabajo. Se trata por tanto de
una recopilación de resultados y teoŕıas muy tratadas en la literatura cient́ıfica,
y en la que en ningún caso pretendemos ser originales. Más bien lo contrario,
hemos procurado seleccionar las que a nuestro modo de ver son las referencias más
significativas sobre el tema tratado y hemos reproducido de ellas los resultados y
comentarios principales.
Este caṕıtulo está dividido en tres secciones. La primera de ellas da cuenta de
aspectos históricos acerca de los solitones y sus aplicaciones. Se resalta particu-
larmente la importancia de los solitones en las teoŕıas de campos y se presentan
las diferentes definiciones posibles de los conceptos de solitón y onda solitaria.
En la segunda se presenta la ya citada “analoǵıa mecánica” que permite calcular
los kinks de una teoŕıa de campos escalares 1+1-dimensionales por medio de la
resolución de un sistema dinámico en Mecánica Clásica. Aunque dicho resultado
está descrito en varias referencias bibliográficas citadas en la Memoria, es de re-
saltar que la presentación que aqúı realizamos es más completa que las que pueden
encontrarse habitualmente en la literatura. Finalmente, la tercera sección de este
caṕıtulo está dedicada a exponer los aspectos más relevantes de la Teoŕıa de Sis-
temas Integrables, y particularmente los separables Hamilton-Jacobi, que van a
ser utilizados en el resto de la Memoria. De nuevo se ha optado por acudir a las
6 INTRODUCCIÓN
referencias clásicas sobre el tema para la elaboración de dicha sección.
En el Caṕıtulo 2 se resuelve completamente, por el método de separación de
variables, la ecuación de Hamilton-Jacobi del sistema de Garnier, asociado v́ıa la
analoǵıa mecánica al Modelo Sigma O(N) Lineal Deformado.
En una primera sección se define el Modelo Sigma O(N) Lineal y se plantean
las diferentes deformaciones del mismo que pueden realizarse. Se describe también
cómo, desde el punto de vista de las aplicaciones f́ısicas del modelo, dichas de-
formaciones son inevitables. Se establece, en la segunda sección, la deformación
concreta que se estudiará fundamentalmente en esta Memoria, que no es otra que
la generalización natural del Modelo MSTB al caso de N campos escalares, y se
analiza el sistema dinámico asociado que, como ya hemos dicho, es el sistema de
Garnier N -dimensional. Tras una sección dedicada a la definición y presentación
detallada de las propiedades de las coordenadas eĺıpticas de Jacobi, se demuestra
la separabilidad, en dichas coordenadas, de la ecuación de Hamilton-Jacobi del
sistema, procediéndose al planteamiento de las cuadraturas que resuelven comple-
tamente la misma. El planteamiento realizado en esta sección es muy novedoso y
constituye el punto de partida de las varias aportaciones completamente originales
que contiene esta Memoria.
El Caṕıtulo tercero trata la particularización de los resultados anteriores al caso
N = 3, aśı como el análisis pormenorizado de los diferentes tipos de soluciones
kink del modelo. Para favorecer la claridad expositiva se han recordado, en una
primera sección, los resultados conocidos acerca del Modelo MSTB, presentados
ahora en las coordenadas eĺıpticas antes citadas, lo cual resulta novedoso frente a
la literatura existente.
La rica estructura del espacio de soluciones del Modelo O(3) es tratada de modo
exhaustivo y con precisión. Se demuestran con todo detalle aspectos no triviales
de la misma como son las reglas de suma de las enerǵıas de los diferentes tipos
de kink o los ĺımites asintóticos de los mismos, que permiten plantear finalmente
diferentes compactificaciones del espacio modular de soluciones. Los resultados
citados son absolutamente originales y permiten una comprensión completa del
Modelo O(3).
Hemos dedicado el cuarto caṕıtulo al planteamiento variacional de la Mecánica
Anaĺıtica sobre variedades Riemannianas. Se ha dedicado una primera sección a ex-
poner brevemente los aspectos fundamentales, o más conocidos, del mismo. Poste-
riormente nos hemos centrado en el Teorema de Jacobi (o Principio de Maupertuis-
Jacobi) y sus implicaciones en el segundo orden del Cálculo de Variaciones. Fi-
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nalmente, de una manera muy novedosa, se relaciona la métrica de Jacobi de un
sistema con su carácter pre-supersimétrico. Podemos resumir, por tanto, en cuatro
puntos concretos los objetivos abordados en este caṕıtulo:
- En primer lugar se trata de formular con precisión el Teorema de Jacobi acer-
ca de la equivalencia entre la resolución de un sistema dinámico y el estudio de
las geodésicas en una variedad Riemanniana asociada (Principio de Maupertuis-
Jacobi).
- En segundo lugar, y relacionado con el anterior, hemos demostrado la relación que
existe entre la “estabilidad dinámica”, determinada por el espectro del funcional de
segunda variación de la acción del sistema, y la “estabilidad geométrica” asociada
al espectro del operador de desviación geodésica en la variedad asociada. Mediante
dos Teoremas, se establece la no-equivalencia estricta entre ambos conceptos, si
bien se desvela la relación existente entre los dos espectros citados. Los resultados
aqúı demostrados no están incluidos en ninguna de las referencias que conocemos
sobre el tema.
- Se plantea, en el apartado 4.2.3, un método de diagonalización de la ecuación
de desviación geodésica que generaliza al planteado habitualmente en la literatura
(ver por ejemplo [70]) para el caso de variedades localmente simétricas. Bajo
ciertas condiciones se demuestra que dicha ecuación puede diagonalizarse aún en
el caso de variedades no localmente simétricas. Se extiende por tanto, de manera
novedosa, un resultado particular a un caso mucho más general.
- Finalmente se estudian en este caṕıtulo los sistemas pre-supersimétricos y las
consecuencias que dicho carácter tiene sobre la métrica de Jacobi correspondiente.
Se presenta asimismo un elegante y original Teorema que caracteriza los sistemas
con N=2 pre-supersimetŕıa en términos de la curvatura Gaussiana de la variedad
riemanniana asociada v́ıa la métrica de Jacobi.
El Caṕıtulo 5 está dedicado al análisis de la estabilidad de los kinks del Modelo
Sigma O(3) Lineal Deformado. Se aplican, evidentemente, los resultados generales
obtenidos en el caṕıtulo anterior. Para ello se comienza resolviendo las ecuaciones
de las geodésicas de la métrica de Jacobi asociada y, posteriormente, se calculan
los espectros de los funcionales hessianos correspondientes.
Se consigue aśı demostrar completamente, y de forma anaĺıtica, la estabilidad
e inestabilidad de los diferentes tipos de kinks, algo que, como se ha dicho antes,
no estaba logrado previamente.
En el Caṕıtulo 6 se aborda el estudio de la Teoŕıa de Morse del sistema tratado.
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En una primera sección se demuestra que el modelo es pre-supersimétrico, algo que
no hab́ıa sido probado hasta ahora. Para ello se integra la ecuación en derivadas
parciales que determina el superpotencial de la teoŕıa. La obtención del superpo-
tencial permite el planteamiento de ecuaciones de primer orden para el sistema,
y, en consecuencia, la clasificación de los kinks en dos tipos: kinks BPS y kinks
no-BPS. Esta clasificación establece a su vez un criterio acerca de la estabilidad,
cuya aplicación al Modelo Sigma O(3) Lineal Deformado proporciona, obviamente,
idénticos resultados a los determinados en el caṕıtulo anterior.
En una segunda sección se resuelven las ecuaciones de primer orden del sis-
tema. Los resultados evidentemente coinciden con los obtenidos por medio de la
integración de la ecuación de Hamilton-Jacobi en el Caṕıtulo 3. La nueva reso-
lución aporta, no obstante, la obtención de las enerǵıas de los kinks como cotas de
Bogomol’nyi de muy diferentes formas para cada uno de los tipos de kink, según
las caracteŕısticas de los mismos.
Finalmente se estudia la Teoŕıa de Morse del modelo. La aplicación del Teo-
rema del Índice de Morse permite establecer la estabilidad o inestabilidad de cada
solución de acuerdo con el número de puntos conjugados por los que dicha solución
pase. Se determinan aśı cuáles son dichos puntos conjugados y cuál es el ı́ndice
correspondiente a cada uno de ellos, para aplicar posteriormente el Teorema de
Morse.
La Memoria se completa con cinco apéndices de muy diferente carácter:
- Dedicamos el Apéndice A al estudio de un modelo con tres campos escalares
que engloba al Modelo Sigma O(1) Lineal y al Modelo MSTB. Hemos denominado
a dicho sistema Modelo Eĺıptico-Ciĺındrico. Este modelo constituye, en cierto
sentido, un paso intermedio entre el Modelo MSTB y el que hemos denominado
Modelo Sigma O(3) Lineal Deformado. A pesar de ello, presenta aspectos bien
diferenciados de los correspondientes a los distintos modelos del caso general, como
por ejemplo el poseer cuatro puntos de vaćıo; por esta razón lo incluimos dentro de
un apéndice y no en un caṕıtulo de la Memoria, a pesar de tratarse de resultados
originales de este trabajo.
- El Apéndice B recoge los largos cálculos que conducen a la obtención, en coor-
denadas cartesianas, del superpotencial del Modelo Sigma O(3) Lineal Deformado
que se ha presentado en el Caṕıtulo 6 (en coordenadas eĺıpticas). Con el fin de no
entorpecer el discurso lógico de los razonamientos incluidos en dicho caṕıtulo, nos
ha parecido oportuno dedicar un apéndice a las expresiones y cálculos citados.
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- Los Apéndices C y D son de una ı́ndole muy distinta. Se trata de dos breves
recopilaciones de materias a las que la Memoria se remite con frecuencia y que
habitualmente vienen presentadas en la literatura de formas y notaciones muy
diversas. El primero de ellos está dedicado a la Geometŕıa Riemanniana y con
el mismo se pretende fijar con precisión la notación escogida y las definiciones
adoptadas. El segundo, por su parte, trata de presentar someramente el Cálculo de
Variaciones aplicado a Geodésicas, incluyendo la ecuación de desviación geodésica
y una pequeña descripción de los aspectos fundamentales de la Teoŕıa de Morse.
- En el Apéndice E presentamos, de una manera concisa, los resultados que hemos
obtenido acerca de la cuantificación de las ondas solitarias que se han calculado en
la Memoria. Si bien el proceso de cuantificación de los kinks escapa, en principio,
a los objetivos perseguidos por este trabajo, razón por la cual se incorporan dichos
cálculos en forma de Apéndice, nos parece totalmente adecuado incluir estos resul-
tados, que complementan los objetivos alcanzados y, finalmente, cierran el estudio
completo del Modelo Sigma O(3) Deformado. No está de menos resaltar, además,
que la cuantificación realizada representa una aportación completamente novedosa
a la literatura sobre el tema.
Por último, se ha incluido una lista abundante de referencias bibliográficas.
Algunas de ellas, evidentemente, han representado un papel fundamental en la
elaboración de esta Memoria, otras, por contra, han sido consultadas únicamente
para completar algún aspecto puntual de los conceptos citados en la misma. Las
citas que se realizan a lo largo del trabajo a ellas determinan uno u otro carácter.
Pedimos disculpas por aquellas referencias importantes que hayamos podido olvi-
dar.
Creemos adecuado resaltar que los aspectos más originales del trabajo que
aqúı presentamos están recogidos en los Caṕıtulos tercero, quinto y sexto, y en las
secciones 2.4 y 4.3 de los Caṕıtulos segundo y cuarto, respectivamente.
10 INTRODUCCIÓN
Caṕıtulo 1
De Kinks y Sistemas Integrables
Dividiremos este primer caṕıtulo en tres secciones, en una primera se presentan los
conceptos y teoŕıas fundamentales acerca de los solitones y su importancia en las
teoŕıas de campos, en segundo lugar se planteará la búsqueda de soluciones de tipo
solitónico (kinks) en una teoŕıa de campos, sobre un espacio-tiempo bidimensional,
por medio del análisis de un sistema dinámico en Mecánica Clásica, y finalizaremos
con una sección dedicada a revisar la teoŕıa de los Sistemas Dinámicos Integrables
y de los Sistemas separables Hamilton-Jacobi.
1.1 Solitones y Kinks
Existen en la literatura f́ısica y matemática muchas definiciones del concepto de
solitón, dependiendo del marco de estudio o de la aplicación concreta que se esté
analizando. Intentaremos en esta sección aclarar en buena medida los diferentes
conceptos y definiciones acerca de los objetos solitónicos que aparecen en el ámbito
de la Matemática Aplicada y de la F́ısica Matemática. Nuestro análisis será más
detallado en lo que respecta a la importancia de la Teoŕıa de Solitones en las
Teoŕıas Cuánticas de Campos, marco en el que pueden encuadrarse algunos de los
objetivos principales de este trabajo.
De una manera general se suele denominar solitón a toda solución de tipo
onda solitaria de una ecuación no lineal. Se trata, por tanto, de una onda via-
jera u(x, t) = f(x − vt) tal que f es una función diferenciable que tiende a cero
rápidamente en el infinito. La presencia, para algunos tipos de ecuaciones, de pe-
culiares propiedades de scattering de las soluciones (fenómenos de superposición
no lineal) puede refinar la definición general, y establece habitualmente en la lite-
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ratura una clasificación entre solitones propiamente dichos (cuando se requiere la
verificación de las propiedades de superposición) y ondas solitarias o kinks1 (lumps
en el lenguaje de Coleman [22]). Aclararemos todos estos conceptos a continuación,
utilizando fundamentalmente el siguiente soporte bibliográfico: el art́ıculo de R.S.
Palais [79] y los textos de T.D. Lee [63], R. Rajaraman [87], P.G. Drazin y D.S.
Johnson [28], y M.J. Ablowitz y P.A. Clarkson [1].
1.1.1 Oŕıgenes de la Teoŕıa de Solitones
La Historia de la Teoŕıa de Solitones se remonta al mes de Agosto del año 1834,
cuando el naturalista e ingeniero naval John Scott Russell observó, montado en
su caballo, una “Onda de Traslación” viajando en un canal cercano a Edimburgo
(“Union Canal”). Reproduciendo sus propias palabras, del famoso “Report on
Waves” de 1844 [90]:
“ I believe I shall best introduce this phænomenon by describing the
circumstances of my own first acquaintance with it. I was observing the
motion of a boat which was rapidly drawn along a narrow channel by a pair
of horses, when the boat suddenly stopped-not so the mass of water in the
channel which it had put in motion; it accumulated round the prow of the
vessel in a state of violent agitation, then suddenly leaving it behind, rolled
forward with great velocity, assuming the form of a large solitary elevation, a
rounded, smooth and well-defined heap of water, which continued its course
along the channel apparently without change of form or diminution of speed.
I followed it on horseback, and overtook it still rolling on at a rate of some
eight or nine miles an hour, preserving its original figure some thirty feet long
and a foot to a foot and a half in height. Its height gradually diminished,
and after a chase of one or two miles I lost it in the windings of the channel.
Such, in the month of August 1834, was my first chance interview with
that singular and beautiful phænomenon which I have called the Wave of
Translation, a name which it now very generally bears; which I have since
found to be an important element in almost every case of fluid resistance,
and ascertained to be the type of that great moving elevation of the sea,
1Es conveniente precisar que la palabra kink no siempre se utiliza en la literatura desde el
punto de vista general que hemos adoptado en este trabajo, y que se especificará en las secciones
siguientes. En varios contextos diferentes es posible encontrar la denominación kink usada para
describir un tipo de onda solitaria muy concreto.
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which, with the regularity of a planet, ascends our rivers and rolls along our
shores”.
J.S. Russell quedó fascinado con este fenómeno y realizó numerosos experimen-
tos con este tipo de ondas en un tanque de ondas de su propio diseño. Obtuvo la
fórmula que relaciona la velocidad y la altura de estas ondas:
c2 = g(h + η)
(donde c es la velocidad, g la aceleración de la gravedad, h la profundidad del canal
y η la amplitud de la onda), y propuso que el objeto solitario que hab́ıa encon-
trado realmente representaba un tipo general de soluciones de la Hidrodinámica,
que primeramente denominó “ondas de traslación”, y más tarde “ondas solitarias”.
A diferencia de la onda de choque, singular en el frente de choque, la “onda soli-
taria” es regular en todas partes, no presenta singularidades. La onda solitaria
es no dispersiva y estable, por tanto es diferente de cualquier paquete de ondas
compuesto por las habituales soluciones en ondas planas.
El éxito de Russell fue mucho menor en lo que respecta a convencer a los
cient́ıficos de su tiempo de estos hechos. Airy y Stokes, las mayores autoridades
en la materia de la época, aparentemente “demostraron” que una onda de ese tipo
era necesariamente inestable. Los trabajos posteriores de Boussinesq (1871) [16],
Lord Rayleigh (1876) [88] y finalmente D.J. Korteweg y G. de Vries (1895) [60]
señalaron los errores de Airy y Stokes y reivindicaron las conclusiones de Russell.
En el art́ıculo citado [60] “On the change of form of long waves advancing in
a rectangular canal, and on a new type of long stationary waves”, Korteweg y de
Vries dieron una explicación anaĺıtica completa de lo que actualmente se denomina
“solución solitón” de la ecuación hidrodinámica no lineal (la llamada ecuación de
Korteweg-de Vries), ecuación que gobierna la evolución de ondas propagándose en






























donde η es la elevación de la onda sobre el nivel de equilibrio h, α es un parámetro
constante relativo al movimiento uniforme del ĺıquido, g es la aceleración de la
gravedad, T es la tensión superficial y ρ la densidad. La ecuación puede pasarse a
















ut + 6uux + uxxx = 0 (1.2)
donde el sub́ındice significa obviamente diferenciación.2
La solución “onda solitaria” de Korteweg y de Vries es:




con κ y x0 constantes.
Podemos ya definir, de una manera precisa, qué se entiende exactamente por
onda solitaria actualmente:
Definición 1. ([1]) Una solución “onda solitaria” de una ecuación en derivadas
parciales:
Φ(x, t, u) = 0
donde x, t ∈ R (variables espacial y temporal respectivamente) y u : R2 → R es la
variable dependiente, es una solución de onda viajera de la forma:
u(x, t) = φ(x− γt) = φ(z)
para alguna velocidad γ, y cuya transición ocurre desde un estado asintótico cons-
tante, cuando z → −∞, hasta otro estado asintótico constante cuando z → +∞.
Una cuestión quedó sin resolver en tiempos de Korteweg y de Vries: cuándo
tales soluciones estables, no singulares y no disipativas pueden ocurrir en otras
ramas de la f́ısica, independientemente de la Hidrodinámica.
El estudio de los solitones permaneció en un “estado estacionario” hasta sesenta
años después. Entre 1954 y 1955 se construyó en Los Álamos una nueva computa-
dora, MANIAC I, para la realización de los cálculos necesarios en el diseño de
la primera bomba de hidrógeno. Enrico Fermi y Stanislaw Ulam propusieron un
problema-prueba para calibrar las posibilidades de la nueva máquina; buscaron un
problema sencillo de establecer tal que su resolución requiriera una cantidad de
cálculos tan grande que no pudiera ser resuelto “a mano” ni utilizando las com-
putadoras mecánicas existentes. Naturalmente, deb́ıa de tratarse de un problema
con solución ya conocida. La propuesta que realizaron fue el estudio de una cuerda
elástica, con extremos fijos, sujeta no sólo a la fuerza elástica usual, de intensidad
proporcional al estiramiento, sino también a un término corrector no lineal. La
2Es importante resaltar que cualquiera de los tres sumandos de la ecuación puede ser modi-
ficado por una constante arbitraria sin más que re-escalar adecuadamente las variables indepen-
dientes y dependiente.
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cuestión a estudiar era cómo el movimiento global termalizaŕıa al cabo del tiempo.
Se trataba, por tanto, de verificar un hecho que constitúıa un art́ıculo de fe en
mecánica estad́ıstica: la creencia de que cuando un sistema mecánico, con varios
grados de libertad y cercano a una posición de equilibrio estable, es sometido a una
interacción no lineal genérica, ésta termalizará su enerǵıa total, es decir la ener-
ǵıa estará equidistribuida entre los modos normales del correspondiente sistema
linealizado. Fermi créıa haber demostrado este hecho, [34].
El experimento fue llevado a cabo por Fermi, Ulam y John Pasta, que programó
el MANIAC I. El resultado del hoy conocido como experimento de Fermi-Pasta-
Ulam fue completamente diferente a lo que se esperaba, de hecho no encontraron
termalización en absoluto. Los detalles del planteamiento y de los cálculos realiza-
dos pueden verse en [79], o en la referencia original [35]; recordaremos simplemente
que el experimento se realizó aproximando (discretizando) la cuerda (continua,
unidimensional, con extremos fijos y sujeta a fuerzas elásticas no lineales) por
un número finito de puntos, de tal manera que las ecuaciones en derivadas par-
ciales que describen el movimiento de la cuerda pasan a ser un número finito de




= K(yn+1 − 2yn + yn−1) [1 + α(yn+1 − yn−1)] (1.3)
El resultado del experimento fue que la enerǵıa, inicialmente concentrada en
el primer modo, no se distribuyó por igual entre todos los modos sino que fue
pasando sucesivamente casi en su totalidad de modo en modo. De esta manera, al
cabo de un cierto tiempo hab́ıa retornado al primer modo con una exactitud del
99% y el proceso se reinició.
La explicación del experimento FPU no fue completada hasta diez años des-
pués en el famoso art́ıculo de M. Kruskal y N. Zabusky [62]. Kruskal y Zabusky
demostraron que, en un ĺımite continuo, ciertas soluciones de las ecuaciones FPU
pod́ıan ser descritas en términos de las soluciones de la ecuación de Korteweg-de
Vries; probaron además, utilizando cálculo numérico para el problema de valor
inicial en la ecuación KdV, que estas soluciones “pulsos de onda solitaria” o “soli-
tones” (Kruskal y Zabusky fueron los primeros en utilizar esta denominación,
por analoǵıa con el comportamiento de las part́ıculas), tras interaccionar no-
linealmente, permanećıan inalteradas, es decir, y utilizando las palabras de Kruskal
y Zabusky: los solitones se “atraviesan” unos a otros sin perder su identidad tras
interaccionar.3
3Realmente este hecho fue descubierto también por Russell, ver [28].
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Es el momento de precisar, por tanto, qué es un solitón, al menos en la versión
de sus “descubridores”:
Definición 2. ([1]) Un solitón es una onda solitaria que preserva asintóticamente
su forma y su velocidad bajo interacciones no lineales con otras ondas solitarias,
o de manera más general, con otra perturbación localizada arbitraria.
Mucho se ha investigado con relación a los solitones desde la época de Kruskal y
Zabusky. Por otra parte, se ha diversificado extraordinariamente el campo de apli-
cación de dichas investigaciones. En las próximas secciones reseñaremos algunas
de las aplicaciones más remarcables.
Para finalizar esta breve exposición histórica, resaltaremos dos resultados muy
importantes y relacionados entre śı. El primero de ellos fue el descubrimiento de
que la ecuación KdV teńıa un número infinito de leyes de conservación independien-
tes asociadas, y, por tanto, un número infinito de cantidades conservadas. Sin
ánimo de entrar en detalles técnicos, diremos que la importancia de esta pre-
sencia de infinitas simetŕıas fue crucial, por un lado para la comprensión de las
propiedades de las soluciones solitónicas y, por otro, para la obtención del segundo
de los resultados, el método del scattering inverso.
En el año 1967, C. Gardner, J. Greene, M. Kruskal y R. Miura, en uno de los
art́ıculos más citados en la historia de la Matemáticas, [40], introdujeron el Método
de la Transformación de Scattering Inverso para resolver la ecuación KdV. En los
años siguientes este método cambió la Matemática Aplicada como ningún otro
desde la Transformada de Fourier (con el que está intimamente relacionado), y
pronto quedó claro que era la llave para la comprensión de las propiedades de las
ecuaciones de los solitones.
La idea fundamental del Método del Scattering Inverso fue asociar a la ecuación
KdV una ecuación de Schrödinger independiente del tiempo para un proceso de
scattering en la que el potencial no era otro que la solución de KdV. Este paso
surgió de manera natural en la transformación de Miura (que serv́ıa para trans-
formar soluciones de la llamada ecuación KdV modificada en soluciones de KdV,
y ulteriormente probar que ambas ecuaciones teńıan asociadas un número infinito
de leyes de conservación, como ya hemos citado). En definitiva, el método consta
de tres pasos:
• 1. Problema directo: Dadas las soluciones a tiempo t = 0 (condiciones
iniciales4 para la ecuación KdV), resolver el problema de Scattering asociado,
4El Método es efectivo para condiciones iniciales de la forma u(x, 0) = f(x) tales que f(x)
tiende a cero lo suficientemente rápido cuando |x| → ∞, como ocurre en las ecuaciones con
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es decir, calcular el espectro de la ecuación de Schrödinger:
vxx + u(x, 0)v = λv
• 2. Evolución temporal: Obtenido el espectro (datos de scattering) a tiempo
cero, su evolución temporal viene determinada por la ecuación:
vt = (γ + ux)v − (4λ + 2u)vx
donde γ es una constante arbitraria. Es posible, por tanto, obtener los datos
de scattering a tiempo t.
• 3. Problema Inverso: Reconstruir el potencial de la ecuación de Schrödinger
a tiempo t (es decir, las soluciones u(x, t)) a partir de los datos de scattering
a tiempo t. El procedimiento es altamente no trivial, requiere la construcción
y resolución de una ecuación integral lineal (ecuación de Gel’fand-Levitan-
Marchenko).
La analoǵıa con el Método de Fourier es clara, los datos de scattering juegan el
papel de transformación de Fourier y el problema inverso el de la transformación
inversa de Fourier.
Existen multitud de textos y publicaciones donde el método de Scattering In-
verso está explicado y detallado desde diferentes puntos de vista, por ejemplo: [77],
[33], [1], [28], etc.
1.1.2 Aplicaciones de la Teoŕıa de Solitones
Hemos limitado la sección anterior a la que posiblemente es la ecuación de soli-
tones más conocida, la de Korteweg-de Vries, existen sin embargo muchas otras
ecuaciones con soluciones solitónicas o de tipo solitónico u(x, t), las más famosas,
y las que más relevancia han tenido por su amplio rango de aplicación son sin
duda la citada KdV, la ecuación Seno-Gordon (SG) y la ecuación de Schrödinger
no lineal (SNL).
Además de la primera aplicación de KdV, ya mencionada en el apartado an-
terior, en 1960 Gardner y Morikawa [41] “redescubrieron” la ecuación KdV en
el estudio de ondas hidromagnéticas. Otras aplicaciones han sido desarrolladas
soluciones solitónicas.
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en otros campos de la F́ısica, como ondas internas estratificadas, ondas iónico-
acústicas, f́ısica de plasmas, dinámica de redes, etc. Existen, además, otras ecua-
ciones hidrodinámicas relacionadas en mayor o menor medida con la ecuación
KdV, como la ecuación de Benjamin-Ono o la ecuación de ondas largas interme-
dia. Una ecuación muy relacionada con KdV, y que en cierto modo la generali-
za para dos variables independientes espaciales y una temporal, es la conocida
ecuación de Kadomtsev-Petviashvili. Por otro lado, muchos son los experimentos
y observaciones que se han realizado sobre la presencia de fenómenos solitónicos
hidrodinámicos en la naturaleza; podemos citar como más espectaculares los soli-
tones oceánicos, vistos por primera vez en el Mar de Andaman, por Osborne y
Burch (para detalles, ver [1] y las referencias alĺı indicadas).
La ecuación Seno-Gordon apareció por primera vez, a mediados del siglo XIX,
en el estudio de las superficies de curvatura Gaussiana constante negativa, en
R3, es decir las superficies pseudoesféricas o “pseudoesferas”5. Las ecuaciones
de Codazzi-Mainardi, para este tipo de superficies, se reducen a la ecuación del
Seno-Gordon6:
uxt = sen u (1.4)
de tal forma que existe una correspondencia biyectiva entre las clases de isometŕıa
de las inmersiones isométricas del plano hiperbólico en R3 y las soluciones de la
ecuación SG7. En este contexto, u no es más que el ángulo entre dos direcciones
asintóticas (x, t) en la superficie a lo largo de la cual la segunda forma de curvatura
es nula, [78].
Esta teoŕıa dió lugar al concepto de transformaciones de Bäcklund (descubiertas
por Bianchi), un hecho verdaderamente notable. Sin ánimo de extendernos demasi-
ado (ver por ejemplo [100] para detalles), recordaremos simplemente que dichas
5Bianchi denominó a esta ecuación “l’equazione fondamentale di tutta la teoria delle superficie
pseudosferiche”.
6La denominación Seno-Gordon (Sine-Gordon en inglés) procede de una aliteración con el
nombre de la ecuación de Klein-Gordon, apareció por primera vez en un art́ıculo de Rubinstein,
y parece que hay cierta disputa, en cuanto al origen de la broma, entre Finkelstein y Kruskal
(ver [87], pág. 35); el “mérito”, en cualquier caso, es discutible (Coleman califica este nombre
como “tonto” [22], pág. 262).
7Siendo rigurosos, es necesario precisar que esta correspondencia biyectiva existe si se relaja
la condición de inmersión para admitir singularidades cuspidales a lo largo de curvas. De hecho,
y a pesar de que la ecuación SG tiene soluciones definidas globalmente en R2, las superficies co-
rrespondientes siempre tienen singularidades. Hilbert demostró que no existe ninguna superficie
completa inmersa en R3 con curvatura seccional constante negativa.
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transformaciones permiten, dada una solución de la ecuación SG, la creación de
una familia biparamétrica de nuevas soluciones. Una pequeña complicación es que
ello requiere la resolución de una nueva ecuación diferencial ordinaria. La “fórmula
de permutación de Bianchi” permite sin embargo componer fácilmente transfor-
maciones de Bäcklund de manera que una vez se ha encontrado el primer conjunto
de nuevas soluciones, la aplicación de una transformación a una de ellas produce
una segunda familia que se escribe, expĺıcitamente, en términos de funciones alge-
braicas de la primera, sin resolver ninguna nueva ecuación diferencial. Se puede
aśı conseguir una serie infinita de familias de soluciones de la ecuación SG cada
vez más complicadas. Si se comienza este procedimiento con la solución trivial,
idénticamente nula, en el primer paso encontraremos la llamada solución kink de
la ecuación SG, cuya familia correspondiente de superficies pseudoesféricas es la
familia de Dini (que incluye a la pseudoesfera de Beltrami). Usando la fórmula
de Bianchi obtendremos la solución doble-solitón de SG y correspondientemente
la famosa superficie de Küen, y aśı sucesivamente. Como vemos, los geómetras de
la segunda mitad del pasado siglo conoćıan muy bien el sector solitónico del con-
junto de soluciones de la ecuación SG. La explicación de porqué no descubrieron
realmente los solitones no es dif́ıcil de encontrar, por un lado sólo conoćıan las
soluciones solitónicas, y no sab́ıan nada acerca de la existencia de otro sector
de soluciones, dispersivas y no-solitónicas; no teńıan manera alguna, además, de
descubrir la transformación de Scattering Inversa, crucial para comprender com-
pletamente el espacio de todas las soluciones. Por otro lado, y quizás la razón más
importante, nunca se plantearon la ecuación SG como una ecuación de evolución
para una onda unidimensional, con lo cual no percibieron las extrañas propiedades
de scattering que sus soluciones teńıan.
Sin embargo, el trabajo de estos matemáticos no fue en absoluto en vano,
el método de las transformaciones de Bäcklund es transportable a la ecuación
de Korteweg-de Vries y, de hecho, todas las ecuaciones de solitones tienen sus
transformaciones de Bäcklund asociadas.
Para finalizar con esta presentación de la ecuación SG citaremos únicamente
que aparece en muy diversos dominios, como por ejemplo en la modelización de
la propagación de dislocaciones en una red cristalina, o en el estudio del efecto
túnel Josephson en superconductores (ver [27], pág. 164 y siguientes), o como
modelo simplificado de una teoŕıa de part́ıculas elementales que describe bosones
y fermiones simultáneamente (ver [22], pág. 262, ó [87], pág. 214) mediante la
identificación de la ecuación SG con un sector del Modelo de Thirring masivo.
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tiene también una historia muy interesante. Fue descubierta “disfrazada” a prin-
cipios de este siglo por el matemático italiano Da Rios, [25], en su tesis doctoral
bajo la dirección de Levi-Civita. La ecuación de Da Rios8 modelizaba el compor-
tamiento de un filamento vórtice fino en un fluido viscoso de la siguiente forma: si
la curva ~γ(x, t) representa al filamento en R3, entonces la ecuación que describe su
movimiento será: ~γt = ~γx × ~γxx. Usando las ecuaciones de Frenet: ~γx × ~γxx = κ~B.
Es decir, la curva evoluciona en el tiempo en la dirección de su vector binormal
y a una velocidad igual a su curvatura. En 1971, Hasimoto, [49], encontró una
transformación de tipo gauge que transforma la ecuación de Da Rios en la ecuación
SNL.
La ecuación SNL ha sido “redescubierta” varias veces más en el presente siglo.
Su actualidad, en cualquier caso, radica en su uso como ecuación envolvente: si una
onda unidimensional de alta frecuencia y amplitud modulada se mueve en un medio
no lineal altamente dispersivo, entonces es una buena aproximación suponer que la
onda envolvente, en un sistema de coordenadas moviéndose a la velocidad de grupo,
evoluciona de acuerdo con la ecuación SNL. Este hecho significa en la práctica que
el estudio de la ecuación SNL tiene una gran importancia en la transmisión de datos
por fibra óptica, de hecho se están realizando actualmente serios intentos, tanto
teórica como técnicamente, para utilizar las soluciones solitónicas en la transmisión
de datos por Internet (ver [79], pág. 383).
Muchas otras ecuaciones con soluciones solitónicas han sido estudiadas y apli-
cadas en los últimos años; algunas, como la ecuación de Fisher, simultáneamente
en áreas tan dispares como la selección genética, las teoŕıas de combustión o la
Cinética Qúımica. Desde un punto de vista experimental, cabe resaltar los resul-
tados obtenidos en Óptica, fundamentalmente en la última década, con rayos de
luz que exhiben comportamientos solitónicos al propagarse en medios no lineales
(ver [93] y referencias alĺı recogidas).
En otros casos, como en el ejemplo citado de la ecuación SG, las ecuaciones
solitónicas aparecen en muy diversas áreas de las propias matemáticas. Citando
a C.L. Terng y K. Uhlenbeck: “Soliton theory is an enticingtly elegant part of
modern mathematics. It has a multitude of interpretations in geometry, analysis
8Frecuentemente llamada ecuación del anillo de humo.
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and algebra” [99]. Algunas referencias importantes a este respecto son [78], [98],
[100] y el libro [99].
Un apartado especial merece la aplicación de los solitones a la F́ısica de la
Materia Condensada y a los Defectos de Tipo pared en Cosmoloǵıa, lo que se ha
venido en llamar Teoŕıa de Defectos Topológicos o Defectos en Teoŕıas de Campos.
Incluiremos estos resultados en el próximo apartado, no obstante citaremos como
principal referencia de esos temas el libro de A. Vilenkin y E. Shellard [104] (ver
también el trabajo de Tesis Doctoral de W. Garćıa Fuertes [39]).
1.1.3 Solitones en Teoŕıa de Campos
Dedicaremos esta sección a presentar la parte de la Teoŕıa de Solitones en la que
las aportaciones fundamentales de esta memoria se concentran.
Durante los años 70 fue desarrollada, por un amplio abanico de cient́ıficos de la
F́ısica Matemática, la técnica de evaluar el impacto que en el espacio de estados de
ciertas Teoŕıas Cuánticas de Campos tiene la existencia de soluciones clásicas de
las ecuaciones correspondientes. Existen varias referencias que recogen con detalle
la génesis y el desarrollo de estas ideas, como por ejemplo: [22], [32], [55] y [87], a
las que nos remitimos.
De una forma general, por tanto, se trata de estudiar las soluciones de una
Teoŕıa Cuántica de Campos, en una primera aproximación, analizando las ecua-
ciones desde un punto de vista clásico, es decir, como ecuaciones que gobiernan
el comportamiento de configuraciones de campos clásicos y no como operadores
cuánticos. La posterior cuantización de dichas soluciones permitirá “volver” a la
teoŕıa cuántica original.
En este contexto, T.D. Lee [63] define solitones como “soluciones localizadas
espacialmente y no dispersivas de una teoŕıa clásica de campos”. Restringiéndonos
a teoŕıas clásicas de campos locales y relativistas (de cara a una cuantización ul-
terior), consideraremos soluciones de las ecuaciones (en la métrica de Minkowski)
tales que su enerǵıa esté localizada espacialmente y tales que preserven su forma, en
definitiva ondas solitarias. En este punto es necesario precisar que en la literatura
al respecto se han denominado habitualmente solitones a estas ondas solitarias,
aunque no necesariamente presenten fenómenos de superposición no lineal, como
veremos. La explicación de esta aparente confusión terminológica es, por otro lado,
evidente: los solitones en esta perspectiva son paquetes localizados no dispersivos
de enerǵıa moviéndose uniformemente, es decir “se parecen” a las part́ıculas ele-
mentales reales. Por otro lado, la cuantificación de las soluciones puede entenderse
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como asociar a cada solución clásica un estado cuántico de part́ıcula-solitón funda-
mental, más una serie de estados excitados relacionados y obtenidos al cuantizar las
fluctuaciones alrededor de dicho estado fundamental. Existe toda una técnica sis-
temática, basada en la expansión semiclásica, para obtener todas las propiedades
cuánticas del solitón cuántico a partir de las correspondientes propiedades del
solitón clásico.
El carácter no dispersivo de las soluciones que consideramos obliga a que estén
presentes en la teoŕıa acoplamientos no lineales, pues en caso contrario todas las
soluciones serán ondas planas y, en definitiva, soluciones dispersivas. Es de re-
saltar entonces que el acoplamiento no lineal puede ser de cualquier magnitud y
por tanto no necesariamente fuerte. Este hecho tiene una gran importancia desde
el punto de vista cuántico, no olvidemos que esta forma de obtener soluciones de
una Teoŕıa Cuántica de Campos es no-perturbativa, de manera que determina-
dos fenómenos, no explicables perturbativamente, son ahora susceptibles de una
explicación completa.
En el caso de que se estudien las ecuaciones eucĺıdeas de una teoŕıa clásica
de campos, que no trataremos en este trabajo, las soluciones de tipo onda soli-
taria reciben el nombre de instantones, y son configuraciones clásicas localizadas
de acción finita de la versión eucĺıdea de las ecuaciones de cualquier modelo con-
siderado. A nivel clásico, los instantones no son muy diferentes de las soluciones
estáticas solitónicas de las ecuaciones independientes del tiempo, de hecho los ins-
tantones de un modelo d-dimensional son esencialmente los solitones estáticos del
mismo modelo d + 1-dimensional. Su traducción cuántica, sin embargo, es muy
diferente, mientras que los solitones conducen, como hemos dicho, a estados ex-
tensos de part́ıcula, los instantones son los responsables de efectos túnel entre los
diferentes estados de vaćıo del sistema, que pueden conducir, como en el modelo
de Higgs dos dimensional abeliano, a fenómenos de confinamiento de la carga.
La cuantización de los solitones se puede realizar por varios métodos: Exis-
ten métodos semiclásicos como los del tipo Wentzel-Kramers-Brillouin (WKB),
desarrollados por Dashen, Hasslacher y Neveu [26], métodos basados en el for-
malismo de integral funcional (Faddeev y Korepin [32]), o métodos variacionales
(similares al método de Born-Oppenheimer) debidos a Goldstone y Jackiw [46].
De manera general tendremos que las soluciones clásicas pueden ser de diver-
sos tipos: soluciones constantes (independientes del tiempo y del espacio), solu-
ciones estáticas (dependientes únicamente del espacio), soluciones dependientes del
tiempo y del espacio y, por último, las citadas soluciones eucĺıdeas que conducen
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a soluciones de tipo instantón y que no trataremos.
El significado cuántico de las soluciones constantes es claro: se trata de la
primera aproximación a los valores esperados en el vaćıo de los campos cuánticos,
y frecuentemente señalan el fenómeno de Goldstone de ruptura espontánea de la
simetŕıa. Las soluciones estáticas, y las dependientes del tiempo y del espacio,
señalan, por su parte, la presencia de estados de part́ıculas que no aparecen, como
ya hemos comentado, desde el punto de vista perturbativo.
1.1.4 Ondas Solitarias y Defectos de tipo pared
Tal y como hemos comentado y siguiendo a Rajaraman [87], definiremos el con-
cepto de solitón, en este contexto, utilizando la densidad de enerǵıa de la solución,
más que la solución misma9. De esta manera consideraremos un sistema con n
campos φ1(~x, t), . . . , φn(~x, t), con una densidad de enerǵıa ε(~x, t), función de los
campos, y tal que su integral a todo el espacio, E[φi], será la enerǵıa total, es de-
cir una cantidad conservada. Dada la arbitrariedad en la definición de la enerǵıa
podemos, sin pérdida de generalidad, suponer que el valor mı́nimo que alcanza
E es cero. En este contexto, llamaremos localizada a toda configuración de los
campos, solución de las ecuaciones del sistema y tales que la densidad de enerǵıa a
ellos asociada sea una función localizada en el espacio para cualquier tiempo finito
t, es decir, que sea finita en una región espacial concreta y que tienda a cero en el
infinito espacial lo suficientemente deprisa para que su integral converja. Una vez
definida la localización en este sentido, podemos definir:
Definición 3. ([87]) Llamaremos solitón a toda solución no singular y localizada
de una teoŕıa de campos no lineal, tal que su densidad de enerǵıa sea localizada y
con una dependencia espacio-temporal de la forma:
ε(~x, t) = ε(~x− ~vt)
para algún vector velocidad ~v.
Dicho con otras palabras, se trata de que la densidad de enerǵıa se mueva, sin
distorsionarse, con una velocidad constante.
Esta definición sugiere interesantes comentarios, en primer lugar toda solución
estática (independiente del tiempo) y localizada, desde este punto de vista, es
un solitón; en segundo lugar, y dado que estamos interesados en soluciones de las
9Rajaraman distingue entre onda solitaria y solitón, de manera análoga a como nosotros lo
hemos hecho en las definiciones 1 y 2, si bien desde el punto de vista de la densidad de enerǵıa.
Nosotros llamaremos de manera genérica solitón a ambos, como es común en la literatura.
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ecuaciones en el espacio de Minkowski, es decir, en el estudio de teoŕıas relativistas,
tendremos que la invarianza relativista nos conduce a que toda solución estática
que verifique la definición 3 puede ser transformada, mediante una transformación
de Lorentz, en una dependiente del tiempo y del espacio, y rećıprocamente. Con-
cluimos, por tanto, que, a nuestros efectos, nos bastará con estudiar las soluciones
independientes del tiempo para analizar la totalidad de las soluciones de carácter
solitónico.
La definición anterior engloba a los solitones de cualquier dimensión espacio-
temporal. Sin embargo, nos limitaremos en este trabajo a teoŕıas en 1+1 dimen-
siones, cuyas soluciones solitónicas denominaremos kinks. Las razones por las
cuales nos restringimos al estudio de los kinks son varias y de diferente ı́ndole.
Tal y como puede verse con detalle en la referencia ya citada [39], los llamados
defectos topológicos en teoŕıas de campos, soluciones solitónicas como a las que
nos estamos refiriendo, se denominan kinks en el caso 1+1 dimensional, vórtices
en el 2+1 y monopolos en el 3+1. El estudio de los kinks es relevante por varios
motivos, por un lado existe una larga tradición en F́ısica de utilizar modelos 1+1
dimensionales, que permiten un cálculo matemático simplificado frente a dimen-
siones mayores, sin que se pierdan por ello todos los aspectos significativos de un
modelo concreto; en definitiva, se obtiene información de un caso simplificado, que
permitirá después “saltar” a modelos más realistas en dimensiones mayores. No
hay que olvidar, por otra parte, que el conocido teorema de Derrick, [87] y [63],
no permite la existencia de soluciones solitónicas estáticas en teoŕıas de campos
escalares de dimensiones espaciales iguales o superiores a dos. Para esos casos, por
tanto, es necesario considerar campos más complejos, no sólo campos escalares10.
Se obtienen soluciones solitónicas con D > 1 considerando, por ejemplo, campos
de esṕın no nulo o soluciones dependientes del tiempo aunque no dispersivas. El
primero de estos casos nos lleva a solitones gauge topológicos11 (como los vórtices
de Nielsen-Olesen [76] en dos dimensiones espaciales o los monopolos magnéticos
de t’Hooft [97] y Polyakov [83] en dimensión espacial 3). El segundo de los casos
conduce a solitones no-topológicos multidimensionales (ver [63] y [38]).
Existe otra razón que motiva el estudio espećıfico de las teoŕıas en 1+1 di-
mensiones y no es otro que la abundancia de problemas que son modelizables
10El Teorema de Derrick establece que para D > 1 (D es la dimensión espacial) las únicas
soluciones independientes del tiempo de enerǵıa finita son los estados fundamentales, es decir
φa(~x, t) = Cte., siendo φa un cero (y mı́nimo) de la densidad de enerǵıa potencial considerada
en el modelo (ver [63] para la demostración y detalles).
11La distinción entre solitones topológicos y no-topológicos se hará en la próxima sección 1.2.
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realmente en este contexto. Aśı por ejemplo, en F́ısica de la materia condensada,
problemas tales como las cadenas de poĺımeros lineales, o cristales tridimensio-
nales pero fuertemente anisótropos de tal manera que los electrones se mueven
predominantemente sobre uno de los ejes cristalinos, o las uniones Josephson en
superconductores, ya citadas anteriormente al referirnos a las aplicaciones de la
ecuación SG, son algunos ejemplos de problemas f́ısicos estudiables en 1+1 di-
mensiones. En algunos de estos casos se han obtenido resultados que podŕıamos
calificar de espectaculares, como por ejemplo la cadena lineal del poliacetileno,
donde se ha observado un proceso de fraccionización de la carga eléctrica, algo que
Jackiw y Rebbi hab́ıan encontrado de manera teórica al tratar con un modelo de
interacción fermión-solitón sobre la recta, donde aparećıan números fermiónicos
semienteros, ver [56].
Otro ejemplo remarcable y que ha generado mucha literatura en los últimos
años son las paredes de dominio o “domain walls” en Cosmoloǵıa. En este caso,
se estudian defectos topológicos en 3+1 dimensiones pero tales que son triviales
en dos de las variables espaciales, es decir, se reduce el problema real a 1+1
dimensiones. Las soluciones kink estáticas, unidimensionales, lógicamente son en
realidad “muros” tridimensionales (espacialmente) al considerar todos los valores
posibles de las dos variables trivializadas. Aparecen incluso fenómenos de defectos
dentro de defectos (por ejemplo “domain ribbons” dentro de “domain walls”, [72]),
al calcularse, para los modelos en los que es posible, kinks en otra variable, es
decir, kinks dentro de kinks. De las muchas referencias existentes en este campo,
destacaremos las de Vilenkin, [103] y [104].
1.2 El problema de la búsqueda de Kinks como
un Sistema Dinámico
Siguiendo la notación y las definiciones adoptadas en el apartado 1.1.4, conside-
raremos una teoŕıa relativista de campos escalares en 1+1 dimensiones determi-















donde µ = 0, 1, se utiliza el convenio de sumación de ı́ndices repetidos de Einstein,






y ~φ ≡ (φ1, . . . , φN) es un campo vectorial de N componentes escalares, es decir una
aplicación del espacio tiempo R1,1 de Minkowski en la representación irreducible
fundamental de O(N), RN . En este “espacio interno” RN de la teoŕıa consideramos
el producto escalar eucĺıdeo estándar.
Sin pérdida de generalidad podemos considerar que el potencial V (~φ) es semide-
finido positivo, de tal forma que se anule en sus valores mı́nimos.
























de manera que la condición de enerǵıa finita se traduce en unas condiciones
asintóticas concretas: las configuraciones solitónicas tienen que ser tales que tien-
dan a uno de los ceros de V (~φ) cuando |x1| → ∞.
Consideraremos en general la existencia de n mı́nimos (y por tanto ceros) no
degenerados de la función V (~φ), de manera que el conjunto de todos ellos lo de-
nominamos:
V = {~v1, ~v2, . . . , ~vn}
variedad de vaćıo del modelo. El significado cuántico de las configuraciones ~vi
es muy claro y justifica el nombre de variedad de vaćıo. ~vi son las soluciones
constantes de la teoŕıa clásica con enerǵıa finita, y se corresponden por tanto con los
valores esperados del operador de campo cuántico sobre los estados fundamentales
o de vaćıo en la teoŕıa cuántica correspondiente.
Tal y como se explicó en la sección anterior, dada la invarianza relativista, nos
basta con buscar las soluciones estáticas para obtener todos los kinks, puesto que
un boost aplicado a un kink estático nos proporciona directamente la correspon-
diente solución solitónica de velocidad arbitraria.
Para las configuraciones estáticas φa(x
0, x1) = qa(x
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donde ~q = (q1, q2, . . . , qN). El espacio de configuración de la teoŕıa de campos es,
en definitiva, el espacio de funciones ~q : R→ RN , tales que E[~q] < ∞:
C = {~q(x1)/E[~q] < ∞}







~q = ~vi (1.9)
para algún vector ~vi = (v
1
i , . . . , v
N
i ) de V , deben ser satisfechas. El estudio de la
estructura de C en diversos modelos de interés f́ısico será uno de los objetivos que
se abordarán en este trabajo.
La presencia de más de un elemento en V , esto es, la degeneración del estado
fundamental de la teoŕıa cuántica, conduce a la identificación dentro de C de
diversos sectores, diferenciados por los vaćıos que se tomen en las condiciones (1.9)
cuando x1 → −∞ y cuando x1 → +∞. Dos configuraciones correspondientes a
valores asintóticos diferentes están separadas, además, por una barrera infinita de
potencial, de modo que hay que descartar que la evolución temporal, ya sea clásica
o cuántica, transforme la una en la otra (ver [39] y referencias alĺı recogidas para
detalles). C se separa, de esta forma, en sectores topológicos determinados por las






donde los supeŕındices denotan el vaćıo alcanzado en −∞ y en +∞ respectiva-
mente.
Es usual en la literatura asociar a cada campo una “carga topológica”, depen-





(q̂a(−∞)− q̂a(+∞)) , ∀a = 1, . . . , N (1.10)
donde q̂a = qa/|va| y siendo va la componente a-ésima del vaćıo correspondiente
alcanzado ~v. Tenemos, de esta forma, en un modelo con N campos, un vector
de cargas topológicas ~QT (~q), que toma idéntico valor para configuraciones en un
mismo sector de C. Llamaremos solitones topológicos, desde esta perspectiva, a
aquéllos pertenecientes a sectores con carga topológica diferente de cero (del vector
nulo), mientras que serán no-topológicos los que “salen” (en −∞) y “llegan” (en
+∞) al mismo punto de vaćıo, y por tanto tienen carga nula.
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Lógicamente, para que existan los solitones topológicos es necesaria la condición
impuesta de que el vaćıo del modelo esté degenerado, para los no-topológicos esta
restricción no es obligada.
Las ecuaciones de Euler-Lagrange de la acción (1.6) son:
2φa = − ∂V
∂φa
(1.11)
que son verificadas trivialmente por las configuraciones constantes citadas
~φ0(x
0, x1) = ~vi, i = 1, . . . , n; ~vi ∈ V
dado que los puntos de vaćıo vi son los mı́nimos del potencial.
Las pequeñas deformaciones en torno a la solución estable ~φ0 que siguen siendo
soluciones de las ecuaciones (1.11) se corresponderán con los cuantos fundamen-
tales de la teoŕıa cuántica. La función
~Φ~v0(~κ; x
0, x1) = ~v +
∑
κ
~a(κ)ei~κ·~x ~κ = (κ0, κ1), ~x = (x0, x1) (1.12)
es una solución en ondas planas de (1.11) si se verifica la relación de dispersión:
δab(κ
0)2 = δab(κ






M2ab(~v) es de esta manera la matriz de masas en el punto cŕıtico escogido. Dado que
los puntos ~v que consideramos son todos mı́nimos de V , no tendremos autovalores
negativos de M2ab(~v) y aśı las soluciones de pequeñas deformaciones (1.12) alrededor
del mı́nimo constante ~v dependen del tiempo de la forma eiκ
0x0 (con κ0 ∈ R), es
decir, no divergen con el tiempo.








que pueden reinterpretarse, mediante lo que llamaremos Método de la Analoǵıa
Mecánica, como las ecuaciones de Newton para un sistema dinámico en Mecánica
Clásica donde U = −V es el potencial al que se ve sometida una part́ıcula en
el espacio RN , cuya posición a “tiempo” t = x1 está determinada por el vector
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es decir, coincide exactamente con la enerǵıa total de la configuración estática en
la teoŕıa clásica de campos.
Las condiciones asintóticas (1.9) se trasladan al sistema dinámico y aśı las
trayectorias de acción J finita están en correspondencia biuńıvoca con los kinks,
de enerǵıa E = J . Como veremos en los próximos caṕıtulos dichas condiciones
determinarán que las trayectorias del sistema que corresponden a soluciones kink de
la teoŕıa de campos son exactamente las soluciones separatrices entre el movimiento
acotado y el no acotado del sistema.
Se puede concluir, por tanto, con que la búsqueda de kinks en un modelo de
este tipo se traduce, mediante la analoǵıa mecánica, en la resolución de un Sistema
Dinámico. Dedicaremos la sección siguiente a recordar conceptos fundamentales de
la Teoŕıa de Sistemas Dinámicos de cara a abordar, en las siguientes, la integración
del sistema mecánico asociado al Modelo Sigma Lineal Deformado, objeto principal
de este trabajo.
1.3 Sistemas Dinámicos Integrables y Separables
Hamilton-Jacobi
Una vez establecida la necesidad de estudiar sistemas dinámicos clásicos de cara
a encontrar las soluciones de tipo onda estacionaria o kink de las teoŕıas de cam-
pos bajo consideración en este trabajo, presentaremos ahora una breve exposición
de los principios, definiciones y propiedades fundamentales de los primeros, con el
único objetivo de fijar la notación y los métodos principales que van a ser utilizados
a lo largo de la memoria. No pretendemos en ningún momento ser exhaustivos, ni
detallaremos en ningún caso las demostraciones de los teoremas expuestos. Poste-
riormente, en el Caṕıtulo 4, desarrollaremos algunos de los aspectos que aqúı cita-
mos y nos extenderemos en el análisis de los aspectos variacionales de la Mecánica
Anaĺıtica en variedades riemannianas, con el objetivo final de estudiar la estabili-
dad de las soluciones de un sistema dinámico.
La exposición que presentaremos a continuación está basada fundamentalmente
en el soporte bibliográfico proporcionado por el texto de V.I. Arnold [9] y las
referencias complementarias [12], [61], [64] y [80].
30 CAPÍTULO 1
Plantearemos esta sección utilizando una notación rigurosa desde el punto
de vista geométrico, pero sin olvidar que trataremos en este trabajo con sis-
temas mecánicos clásicos estándar; no profundizaremos, de esta manera, en las
muchas generalizaciones matemáticas que estos conceptos admiten y que están
muy tratadas en la literatura.
1.3.1 Sistemas Integrables
Comenzaremos este resumen de los conceptos fundamentales acerca de los Sistemas
Dinámicos desde un punto de vista Lagrangiano. Un sistema dinámico estará





donde σ : [t0, t1] → M es una curva diferenciable en una variedad riemanniana M ,
(~q, ~̇q) = (q1, . . . , qn; q̇1, . . . , q̇n) son un sistema de coordenadas canónico
12 en TM ,
fibrado tangente de la variedad M , y L, lagrangiana del sistema, es la función real
en TM13:




gij q̇iq̇j − U(~q) (1.16)
siendo gij la métrica riemanniana de M y U(~q) = U(π(~q, ~̇q)) una función real en
M = π(TM), enerǵıa potencial del sistema y caracteŕıstica del mismo.
Dada la curva citada σ : [t0, t1] → M , su vector velocidad vendrá determinado
por σ′ : [t0, t1] → TM , y aśı, si llamamos xi(t) = xi(σ(t)) a las componentes de σ
y qi(t) = qi(σ























El principio de acción de Hamilton nos dice que las trayectorias solución del
sistema se corresponden con aquéllas que hacen extremal el funcional de acción,
12Se llama sistema de coordenadas canónico al construido de la siguiente forma: Sea
(x1, . . . , xn) un sistema de coordenadas locales en un abierto V de M , entonces el sistema de
coordenadas canónico asociado a él en π−1(V ) ⊂ TM , (~q, ~̇q) = (q1, . . . , qn; q̇1, . . . , q̇n) se define:
qi = xi ◦ π y q̇i = dxi.
13Nos restringiremos, como ya hemos dicho, a funciones lagrangianas estándar, es decir de la
forma L = T − U siendo T la enerǵıa cinética (forma cuadrática no degenerada) y U la enerǵıa
potencial, llamadas frecuentemente en la literatura lagrangianas naturales.
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es fácil comprobar que la condición δS = 0 conduce a las ecuaciones de Euler-







= 0, ∀i = 1, . . . , n (1.18)
Si sustituimos en las ecuaciones de Euler-Lagrange (1.18) la expresión del la-
grangiano (1.16) ó (1.17), y recordamos la definición de los śımbolos de Christoffel











que no son más que las ecuaciones de Newton del sistema generalizadas para una
métrica riemanniana cualquiera15. El gradiente de la función enerǵıa potencial,
cambiado de signo, es aśı la fuerza generalizada. Evidentemente, si consideramos
el caso de enerǵıa potencial nula, las ecuaciones (1.19) se reducen a las ecuaciones
de las geodésicas sobre la variedad M .
No es dif́ıcil demostrar, por otro lado, que si se define la enerǵıa total o función
hamiltoniana del sistema como la función real en TM : H = 2T − L = T + U ,
entonces H es constante sobre las trayectorias solución del sistema, es decir, es
una constante del movimiento.
La presencia de más integrales primeras del sistema, que nos sirvan para simpli-
ficar la resolución de las ecuaciones (1.18), está a menudo asociada con la existencia
de simetŕıas en el sistema.
Llamaremos simetŕıa del sistema, desde el punto de vista lagrangiano que es-
tamos tratando, a todo difeomorfismo ψ de M que deje invariante a la función
lagrangiana L16. Lógicamente, L es una función en TM , de manera que ψ actúa
sobre L por medio del difeomorfismo inducido ψ∗ de ψ en TM , aśı ψ es una simetŕıa
del sistema si L(ψ∗(v)) = L(v), ∀v ∈ TM . Un campo de vectores X se denomina
simetŕıa infinitesimal del sistema si genera un grupo uniparamétrico de simetŕıas.
Sea X una simetŕıa infinitesimal y sea ψs el grupo uniparamétrico de difeomor-
fismos de M por él generado, asociamos entonces a X una función X̃ en TM , que
llamaremos su función momento conjugado, de la forma X̃(v) = 〈v, Xπ(v)〉 (donde
14En el Caṕıtulo 4 y en el Apéndice C están detalladas estas ideas.
15En la expresión (1.19) se ha tomado el convenio de Einstein de suma sobre ı́ndices repetidos.
gij son las componentes de g−1.
16Para lagrangianas naturales, las simetŕıas del sistema no serán más que las isometŕıas de M
que preserven la enerǵıa potencial U .
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el paréntesis denota el producto escalar en TM y π es la proyección natural de
TM en M). Tenemos entonces el conocido Teorema de E. Noether:
Teorema de Noether. El momento conjugado de una simetŕıa infinitesimal es
una constante del movimiento.
Es decir, la función X̃ es constante sobre las trayectorias solución. En las








Los momentos conjugados a los campos ∂
∂qi
serán denotados por Pi =
∑n
j=1 gij q̇j,




, los momentos generalizados. De hecho, (q1, . . . , qn; P1, . . . , Pn) es un
sistema de coordenadas locales en TM . Es posible escribir aśı las ecuaciones de










Por otro lado, y teniendo en cuenta que la función hamiltoniana se puede
escribir H =
∑
i Piq̇i − L, tras un breve cálculo se obtienen las ecuaciones, equi-












ecuaciones de Hamilton del sistema considerado17.
Desde un punto de vista general, un sistema mecánico como el que hemos des-
crito se dice integrable si las ecuaciones que determinan su dinámica, (1.18), (1.19)
ó (1.20) son resolubles, es decir son integrables por cuadraturas. Sin embargo, esta
definición aparentemente sencilla no lo es tanto a la hora de llevarla a la práctica.
Sin ánimo de extendernos demasiado en las diferentes definiciones de integrabili-
dad que pueden darse, recordaremos simplemente dos frases oportunas sobre este
concepto, una de ellas debida a Birkhoff [12]: “When, however, one attempts to
formulate a precise definition of integrability, many possibilities appear, each with
a certain intrinsic theoretic interest”, y una segunda, citada en [12], de Poincaré:
“a system of differential equations is only more or less integrable”.
17Nótese que estas ecuaciones de Hamilton están deducidas sin abandonar el punto de vista
lagrangiano. A pesar de que los abusos de notación son habituales en estos contextos, y de que
nosotros hemos incurrido en ellos, hemos denotado a los momentos con mayúsculas, reservando
las minúsculas para el formalismo hamiltoniano propiamente dicho.
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Utilizaremos en este trabajo el concepto de integrabilidad de un sistema diná-
mico asociándolo al Teorema de Arnold-Liouville que expondremos más tarde.
Plantearemos a continuación el Formalismo Hamiltoniano, es decir, el estudio
de la dinámica del sistema en el fibrado cotangente (espacio de fases) de la variedad
M (espacio de configuración).
El mecanismo de paso del Formalismo Lagrangiano al Hamiltoniano es la Trans-
formación de Legendre. Para los lagrangianos naturales, a los que nos hemos res-
tringido, esta transformación es un isomorfismo de fibrados, de manera que ambas
formulaciones son absolutamente equivalentes. No nos extenderemos, por tanto,
en detalles sobre las transformaciones de Legendre, pertinentes cuando uno estudia
el caso general18.
En el fibrado cotangente T ∗M , tenemos definida de manera natural una forma
simpléctica ω (dos-forma cerrada, no degenerada e independiente de la métrica
que pueda estar definida en M).
De manera análoga al fibrado tangente, en T ∗M podemos dar unas coordenadas
locales naturales (q1, . . . , qn; p1, . . . , pn), de tal forma que la transformación de
Legendre L : TM → T ∗M se comporta de la forma qi ◦ L = qi, pi ◦ L = Pi,
siendo Pi el momento generalizado antes definido.
Con el abuso de notación habitual en la literatura, llamaremos de nuevo función
lagrangiana L y función hamiltoniana H a las transformadas de las definidas en el
formalismo lagrangiano: L = L ◦ L−1, H = H ◦ L−1.
La forma simpléctica citada anteriormente viene dada, en las coordenadas natu-





de hecho se denominan coordenadas canónicas a cualesquiera coordenadas locales
(q1, . . . , qn; p1, . . . , pn) del fibrado T
∗M en las que ω se escriba de esa forma. En el
caso que nos ocupa son las coordenadas naturales, pero su existencia está garan-
tizada, localmente, en toda variedad simpléctica general (Ω, ω), por el conocido
Teorema de Darboux. Por este motivo las coordenadas canónicas se llaman a
menudo coordenadas de Darboux.
La estructura simpléctica nos permite definir, asociado a cada función dife-
renciable f en T ∗M (o en Ω para el caso general), un campo Xf en T ∗M , que
18Para los lagrangianos singulares la transformación de Legendre no es un isomorfismo y ambas
formulaciones no son equivalentes.
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llamaremos campo hamiltoniano, por medio de la contracción interior con ω, de la
forma: iXω = df . La función f se llama función hamiltoniana de Xf .
Toda variedad simpléctica tiene una estructura asociada de variedad de Pois-
son. El paréntesis de Poisson asociado a ω se define de la siguiente forma: ∀f, g
funciones diferenciables en T ∗M , se define
{f, g} = ω(Xf , Xg)
Es trivial comprobar entonces que en un sistema de coordenadas canónico, el














Es necesario comentar, aun siendo reiterativos, que estamos restringiendo nues-
tro análisis al caso de lagrangianas naturales e independientes del tiempo. Es posi-
ble generalizar totalmente este análisis desde varios puntos de vista. En particular,
es habitual en la literatura (ver por ejemplo [80]) plantear un sistema dinámico
simplemente como una variedad de Poisson con una función hamiltoniana (enerǵıa)
determinada19.
Las ecuaciones de Hamilton, ahora ya en las coordenadas naturales canónicas










= {H, pi} (1.21)
En general, por tanto, si f es una función diferenciable en T ∗M , tendremos:
ḟ = {H, f}
de manera que toda función f tal que {H, f} = 0 es una constante del movimiento,
una integral primera del sistema.
Existe un análogo evidente al teorema de Noether en versión hamiltoniana,
donde se construyen los invariantes por medio de la aplicación momento. Puede
verse con detalle en muchas de referencias, resaltaremos [19] y [80].
Independientemente del origen de las integrales primeras, es fácil demostrar
que el paréntesis de Poisson de dos de ellas es otra integral primera, de tal manera
que las integrales primeras de un sistema dinámico, con el paréntesis de Poisson,
19La estructura de variedad de Poisson es más general que la de variedad simpléctica, toda
variedad simpléctica es de Poisson, pero el rećıproco no es cierto.
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constituyen un álgebra de Lie. Se dice, por otro lado, que dos integrales primeras
están en involución si su paréntesis de Poisson es nulo. Como ya hemos comentado
anteriormente, la existencia de integrales primeras en un sistema está vinculada
a la integrabilidad del mismo, en el sentido ya citado de reducir la integración de
las ecuaciones a la evaluación de cuadraturas, es decir, integrales indefinidas de
funciones conocidas. El Teorema siguiente, formulado inicialmente por Jacobi en
1842, demostrado independientemente por Bour y Liouville en 1855, y reformulado
por Arnold en los años cincuenta, establece con precisión esta vinculación20:
Teorema de Arnold-Liouville. ([80]) Sea T ∗M ≈ R2n ≡ (~q, ~p) el espacio de
fases de un sistema hamiltoniano con el paréntesis de Poisson estándar y hamil-
toniano H(~p, ~q, t). Supongamos que el sistema tiene n integrales primeras en in-
volución F1, . . . , Fn, es decir:
∂Fj
∂t
+ {Fj, H} = 0, {Fj, Fk} = 0 (1.22)
Si las funciones F1, . . . , Fn son funcionalmente independientes en el conjunto:
M~a = {(~p, ~q, t) ∈ R2n × R : Fj(~p, ~q, t) = aj, j = 1, . . . , n} (1.23)






pertenecientes a M~a pueden obtenerse por cuadraturas.
Evidentemente, para los sistemas que no dependen expĺıcitamente del tiempo,
como los que estamos considerando, la condición (1.22) se reduce a que:
{Fj, H} = {Fj, Fk} = 0, ∀j, k = 1, . . . , n
Existen varias generalizaciones de este teorema (en [80] pueden encontrarse
seis), para una exposición detallada, aśı como las demostraciones correspondientes
nos remitiremos al texto de Arnold [9]. Citaremos la primera generalización, a
variedades cualesquiera (no necesariamente tales que T ∗M ≈ R2n globalmente):
Teorema de Arnold-Liouville II. Sean F1, . . . , Fn funciones diferenciables en
involución en una variedad simpléctica 2n dimensional Ω = T ∗M :
{Fi, Fj} = 0, i, j = 1, . . . , n
Si se cumple:
20Es habitual denominar a este teorema como Teorema de Arnold-Liouville, a pesar de los
demás autores citados.
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• 1. F1, . . . , Fn son independientes en cada M~a (definida en (1.23)), es decir
sus diferenciales son linealmente independientes en cada punto de M~a.
• 2. Los campos hamiltonianos Xj = XFj son completos en M~a.
entonces se verifica:
• a) M~a es una variedad diferenciable invariante bajo el flujo de fase inducido
por las funciones hamiltonianas H = Fj, ∀j = 1, . . . , n.
• b) cada componente conexa de M~a es difeomorfa al producto de un toro k-
dimensional y un espacio vectorial eucĺıdeo (n−k)-dimensional: M~a ≈ T k×
Rn−k. Si M~a es compacta, entonces: M~a ≈ T n.
• c) existe una elección de coordenadas ϕ1, . . . , ϕk, y1, . . . , yn−k en M~a tal que
las ecuaciones de Hamilton para la función hamiltoniana Fj toman la forma:
ϕ̇m = ωmj, ẏs = csj (ω = ω(~a), c = cte.)
• d) Si M~a es compacta, entonces existe un entorno de M~a en Ω que es difeo-
morfo simplécticamente a varias copias de T n × Dn, siendo Dn la bola n-
dimensional en Rn y siendo la estructura simpléctica de T n × Dn la del
entorno de T n × {0} en el fibrado cotangente T ∗T n = T n × Rn.
Es habitual en la literatura denominar sistemas completamente integrables bien
a los que verifican las hipótesis de este teorema, bien a los que verifican únicamente
la primera de ellas (la segunda es dif́ıcil de establecer en muchos sistemas). Nos
quedaremos con la segunda opción.
La propiedad c) establecida en el teorema II nos permite introducir las variables
de acción-ángulo. En el caso M~a compacto, las variables Fj, ϕk, j, k = 1, . . . n, for-
man un sistema de coordenadas en T ∗M , no necesariamente canónico, pero no es
dif́ıcil demostrar que existen n variables I1, . . . , In, dependientes únicamente de las






es decir, coordenadas canónicas en T ∗M . Fijando aśı las constantes de movimiento
Fj, y por tanto, las Ij, se determina el toro invariante que describe la dinámica,
las variables ϕj determinarán la posición de un punto en dicho toro y variarán
linealmente con el tiempo (ver [9] para los detalles).
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1.3.2 El Método de Hamilton-Jacobi
Una vez establecido con claridad el concepto de Sistema Completamente Inte-
grable, dos son los problemas fundamentales que permanecen: el primero, obtener
el número necesario de integrales primeras (si es que existe) para saber si el sistema
es completamente integrable y el segundo, y en general nada fácil, integrar real-
mente el sistema de ecuaciones resultante. Tal y como afirma Arnold [9], de todos
los métodos existentes para integrar las ecuaciones diferenciales de la Dinámica el
más efectivo sin duda es el llamado Método de Hamilton-Jacobi, desarrollado por
Jacobi para integrar las ecuaciones de Hamilton, de ah́ı su nombre. La técnica de
Hamilton-Jacobi consiste en calcular funciones generadoras de transformaciones
canónicas, conceptos que definiremos a continuación, y en definitiva, se reduce a
integrar una ecuación en derivadas parciales, la ecuación de Hamilton-Jacobi. Una
vez más, no dispondremos de un método general para resolver esta ecuación. La
técnica más efectiva para hacerlo, y la que mayores éxitos ha conseguido en la his-
toria de la Mecánica, es el método de separación de variables. Este método requiere
encontrar un sistema de coordenadas en el cual la ecuación de Hamilton-Jacobi sea
separable, lo cual en principio no es trivial en absoluto. No conviene olvidar, sin
embargo, una célebre frase de Jacobi ([54], recogida en [9] y [61]): “La principal
dificultad para integrar una ecuación diferencial dada estriba en la introducción
de variables adecuadas, para cuyo hallazgo no existen reglas. Por lo tanto, debe-
mos recorrer el camino inverso y después de encontrar alguna sustitución evidente,
buscar problemas para los cuales se puede aplicar satisfactoriamente”21.
Por otra parte, un teorema de Jacobi asegura que si un sistema es comple-
tamente separable en unas determinadas variables, entonces una solución gene-
ral (dependiente por tanto de n-parámetros independientes) de la ecuación de
Hamilton-Jacobi se encuentra por cuadraturas, pero también entonces el sistema
correspondiente de ecuaciones canónicas podrá ser integrado por cuadraturas.
Otro teorema, éste de Stäckel, nos relacionará la separabilidad de la ecuación de
Hamilton-Jacobi con la existencia de un determinado tipo de integrales primeras,
como veremos también en esta sección.
La idea del método de Hamilton-Jacobi consiste en lo siguiente: bajo transfor-
maciones canónicas de coordenadas en el espacio de fases (cambios de coordenadas
que preservan la forma simpléctica, es decir, cambios de coordenadas canónicas a
21No está de más precisar, con respecto a esta frase, que Jacobi llamaba sustitución “evidente”
a situaciones del estilo al hallazgo de las coordenadas eĺıpticas, que veremos en un apartado
posterior.
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nuevas coordenadas canónicas) se conservan las ecuaciones de Hamilton, como se
puede probar fácilmente. De esta manera, si se consigue encontrar una transfor-
mación canónica que convierta la función hamiltoniana en una función tal que
sea posible integrar las ecuaciones de Hamilton, entonces las ecuaciones originales
también serán integrables.
Sin ánimo de extendernos demasiado, y remitiéndonos de nuevo al texto de
Arnold [9], diremos que este proceso, es decir, la obtención de la transformación







= K( ~Q) (1.24)










donde se está considerando el cambio de coordenadas canónicas (~q, ~p) a nuevas
coordenadas canónicas ( ~Q, ~P ) de tal forma que la función hamiltoniana H(~p, ~q) se
convierta en K( ~Q). S es la función generadora de dicha transformación canónica,







Las ecuaciones canónicas, en variables ( ~Q, ~P ) tomarán la forma:
Q̇i = 0, Ṗi = − ∂K
∂Qi
de tal manera que las nuevas coordenadas Qi serán constantes sobre las soluciones
del sistema.
Con todos estos ingredientes, podemos plantear el teorema:
Teorema de Jacobi. ([9]) Si se encuentra una solución general (integral com-
pleta) S( ~Q, ~q) de la ecuación de Hamilton-Jacobi (1.24), dependiente de n pará-








22Esta condición hace que la transformación canónica sea “libre”, ver [9].
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, ṗi = −∂H
∂qi
(1.27)
se pueden resolver expĺıcitamente por cuadraturas. Las funciones ~Q ≡ Qi(~q, ~p)




son integrales primeras de las ecuaciones (1.27).
Un comentario pertinente a este respecto es el de Arnold: “El Teorema de Ja-
cobi reduce la solución de un sistema de ecuaciones diferenciales ordinarias (1.27)
al hallazgo de una integral completa de la ecuación en derivadas parciales (1.24).
Puede parecer sorprendente que esta ‘reducción’ desde la simple a la complicada
nos proporcione un método efectivo para resolver problemas concretos. Sin em-
bargo, el resultado es que éste es el método más valioso conocido para la integración
exacta, y muchos problemas que fueron resueltos por Jacobi no pudieron serlo por
otros métodos”.
El proceso de separación de variables para la resolución de la ecuación de
Hamilton-Jacobi o directamente de las ecuaciones de movimiento ha sido muy
investigado, fundamentalmente en el siglo pasado y en los principios del presente.
Un análisis muy completo de los casos más importantes puede verse en el texto
ya citado de Perelomov [80]. Resaltaremos aqúı el caso de los sistemas llamados
de Stäckel, aśı como los teoremas relacionados con ellos, puesto que nos serán de
utilidad en los caṕıtulos próximos.
Llamaremos sistema de Stäckel a todo sistema dinámico cuyo hamiltoniano se











Para este tipo de sistemas Stäckel (ver [80] y referencias alĺı recogidas) demostró
el siguiente teorema:
Teorema de Stäckel. Un sistema con hamiltoniano de la forma (1.28) admite
separación de variables en su ecuación de Hamilton-Jacobi si y sólo si existe una





bjk(qk)ak(q1, . . . , qn) = δj1 (1.29)
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Si se denota por A ≡ (ajk) a la matriz inversa de B, entonces se tiene que los
coeficientes ai del hamiltoniano (1.28) serán
ai = ai1











, I1 = H (1.30)
forman un conjunto de integrales primeras en involución para el sistema (1.28).
Finalmente, el teorema de Stäckel puede reformularse en una versión más fuerte
(debida a L.A. Pars, ver [80]):
Teorema de Stäckel II. Para un sistema dinámico con hamiltoniano (1.28), los
siguientes enunciados son equivalentes:
• 1) La ecuación de Hamilton-Jacobi es separable.
• 2) Existe una matriz invertible B, cuyos elementos bij dependen únicamente
de la coordenada qj y que satisface las ecuaciones (1.29).
• 3) Existen n integrales primeras funcionalmente independientes y en in-
volución, cuadráticas en los momentos y con la forma (1.30).
Como vemos, los sistemas que verifican el teorema de Stäckel tienen asociadas n
integrales primeras en involución y además ortogonales (se dice que son ortogonales
en el caso en que no contienen términos cruzados en los momentos, es decir términos
de la forma aijpipj, i 6= j).
Como ya hemos dicho, un análisis detallado de diversos sistemas separables y
algunos resultados generales sobre los mismos puede verse en [80], en particular, se
estudian los conocidos sistemas de Liouville, que no son más que un caso particular
de los sistemas de Stäckel.
1.3.3 Simetŕıas ocultas y Deformaciones Integrables
En el primer apartado de esta sección recordábamos el teorema de Noether, que nos
permite calcular constantes de movimiento de un sistema dinámico cuando cono-
cemos una simetŕıa de dicho sistema. Como resultado directo se obteńıa que las
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cantidades conservadas (o invariantes Noether), para funciones lagrangianas natu-
rales, eran funciones lineales y homogéneas de las velocidades ~̇q. Una exposición
detallada de este hecho puede verse en [85].
Tenemos, por tanto, desde el punto de vista Hamiltoniano, que a cada grupo de
transformaciones que conservan la acción Hamiltoniana le corresponde una integral
primera de las ecuaciones de movimiento. El enunciado rećıproco es también cierto
en el siguiente sentido ([61]): El flujo de fase de un sistema Hamiltoniano con
una integral primera adicional conocida tomada como Hamiltoniano transforma
soluciones de las ecuaciones de movimiento originales en soluciones de las mismas
ecuaciones.
Se suele utilizar en la literatura el nombre de simetŕıas ocultas o generalizadas
para denominar la situación antedicha, es decir, la existencia de integrales primeras
de un sistema dinámico no explicables por medio de la aplicación del Teorema de
Noether a simetŕıas obvias del mismo. Muchos y variados son los ejemplos de este
tipo de situaciones, como el problema de Kepler, las geodésicas de un elipsoide o
el caso ya citado de las ecuaciones que dan origen a soluciones solitónicas (KdV,
SG, etc), donde aparecen infinitas cantidades conservadas independientes (ver [9],
apéndice 13 y referencias alĺı recogidas).
En algunos casos, y particularmente en el sistema dinámico asociado al Mode-
lo Sigma O(N) Lineal Deformado que estudiamos en este trabajo, la presencia de
integrales primeras que no son invariantes Noether correspondientes a la acción de
ningún grupo está asociado precisamente al hecho de tratarse de deformaciones de
sistemas que śı que admiten dichas simetŕıas Noether. De esta forma se parte de
un sistema completamente integrable gracias a la presencia del suficiente número
de integrales primeras en involución, debidas a una simetŕıa del sistema bajo la
acción de un grupo de Lie (más la integral obvia de la enerǵıa) y se llega a un
nuevo sistema, también completamente integrable, donde las integrales primeras
han sufrido a su vez la deformación, de tal manera que se corresponden en el modelo
deformado con simetŕıas ocultas. En el caso del sistema citado, que analizaremos
más adelante, la deformación del modelo considerada rompe una invarianza bajo la
acción del grupo O(N), el nuevo grupo de simetŕıa es discreto, no tiene por tanto
invariantes Noether asociados y, sin embargo, el sistema continúa siendo com-




De las Ondas Solitarias en el
Modelo Sigma O(N) Lineal
Deformado
Una vez introducidos, en el Caṕıtulo primero, los principales temas que se estu-
dian en este trabajo, dedicaremos el Caṕıtulo segundo a presentar el que hemos
denominado Modelo Sigma O(N) Lineal Deformado y a calcular expĺıcitamente
todas las soluciones de tipo kink del mismo.
En una primera sección recopilaremos brevemente las caracteŕısticas principales
del Modelo Sigma Lineal, aśı como sus aplicaciones. Especificaremos también las
posibles deformaciones que de dicho modelo pueden realizarse al mismo tiempo
que analizaremos la necesariedad e interés de las mismas desde diferentes puntos
de vista.
En la Sección 2.2 se planteará el sistema mecánico análogo al modelo y sus
propiedades. El sistema dinámico resulta ser completamente integrable en el sen-
tido del Teorema de Arnold-Liouville comentado en el Caṕıtulo precedente. De
hecho se trata de un sistema ya tratado en la literatura matemática, si bien desde
un punto de vista diferente al que aqúı nos ocupa, por R. Garnier en 1919 [42].
Tras una sección dedicada al estudio de las coordenadas eĺıpticas, resolvere-
mos finalmente la ecuación de Hamilton-Jacobi del sistema, que resulta ser una
ecuación separable en las coordenadas citadas. Demostraremos además, usando
razonamientos dinámicos, que las ondas solitarias de este modelo están restringi-
das a una determinada región en el espacio interno RN del sistema, una elipse y su
interior para el caso N = 2 (como era ya conocido en la literatura desde los años
ochenta, si bien no estaba demostrado), un elipsoide y su interior para N = 3 y
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en general un hiperelipsoide y su interior para N ≥ 3.
En el Caṕıtulo 6 abordaremos otra resolución de este sistema dinámico a partir
de las ecuaciones de primer orden que para el mismo se derivan de su carácter pre-
supersimétrico. Estudiaremos alĺı la equivalencia, para los sistemas de este tipo,
entre ambos planteamientos.
2.1 Modelo Sigma O(N) Lineal y sus deforma-
ciones
Los oŕıgenes del Modelo Sigma O(N) Lineal se remontan a principios de los años
sesenta, cuando Gell-Mann y Lèvy estudiaron la fenomenoloǵıa hadrónica de baja
enerǵıa introduciendo una teoŕıa Lagrangiana efectiva de este tipo (ver [43] para











~χ · ~χ− α2)2
}
(2.1)
(donde ~χ ≡ (χ1, . . . , χN) es un campo vectorial que representa a N campos es-
calares en 1+1 dimensiones, λ2 y α2 son constantes) y describe sistemas en Teoŕıa
Cuántica de Campos con ruptura espontánea de simetŕıa y bosones de Goldstone
en el espectro de part́ıculas.
Originariamente las deformaciones del modelo fueron usadas para tratar a los
mesones ligeros como pseudo-part́ıculas de Goldstone. Además de convertirse en
una parte central del álgebra de corrientes, el Modelo Sigma Lineal pasó a tener
una crucial importancia en la F́ısica fundamental como el sector de Higgs para
las teoŕıas gauge de las part́ıculas elementales (una exposición detallada de estos
aspectos puede verse en [102]). Como ejemplos, podemos citar el modelo sigma
O(4), en su versión lineal, que corresponde al sector de Higgs de la teoŕıa elec-
trodébil, o el caso O(24) × O(5), que proporciona el sector bosónico de la teoŕıa
de gran unificación SU(5) mı́nima. Hoy en d́ıa estas teoŕıas se consideran también
como ĺımites de baja enerǵıa de teoŕıas de cuerdas fundamentales. En esta ĺınea,
consideraremos también en esta memoria deformaciones del Modelo Sigma O(N)
Lineal similares a las propuestas en [11]; se trata de modelos tales que su renormal-
ización falla (en dimensiones f́ısicas como 2+1 o 3+1, no aśı en 1+1 dimensiones)
pero que describen correctamente los aspectos de baja enerǵıa.
Estudiaremos en este trabajo las soluciones de tipo solitónico o kinks de una
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donde β2a son constantes y se ha supuesto el Convenio de Einstein de suma en los
ı́ndices griegos.
Los motivos que nos llevan a considerar una deformación y la razón de que
tomemos espećıficamente ésta son varios. Por un lado la estructura de solitones
que encontraremos es muy rica, con solitones topológicos y no-topológicos. Desde
el punto de vista de la aplicación a la Cosmoloǵıa, ya citada en el Caṕıtulo anterior,
los solitones de esta teoŕıa (“domain walls” desde esta perspectiva), al tener es-
tructura interna, permitirán la existencia de defectos dentro de defectos, situación
similar a la propuesta por Morris en [72].
Por otro lado, el teorema de Coleman proh́ıbe la existencia de bosones de
Goldstone en teoŕıas en 1+1 dimensiones debido a la presencia de divergencias
infrarrojas (ver [23]). De esta forma, no es posible una cuantización correcta del
Modelo Sigma Lineal en 1+1 dimensiones pues la ruptura espontánea de la simetŕıa
de un grupo continuo (O(N)) produciŕıa tales bosones de Goldstone. Se hace
necesaria, por tanto, una deformación que conduzca a que en lugar de una ruptura
espontánea de la simetŕıa de O(N) por una variedad de vaćıo degenerada SN−1,
aparezcan términos de masa que rompan expĺıcitamente la simetŕıa O(N) a una
discreta. Se trata, en definitiva, de considerar en el modelo original la deformación
que se generaŕıa, en cualquier caso, al introducir las correcciones cuánticas. La
deformación que trataremos principalmente en este trabajo será, desde este punto
de vista, la más sencilla posible y romperá la simetŕıa O(N) expĺıcitamente a un
grupo discreto, Z⊗N2 . Ello permitirá la existencia de un vaćıo degenerado, con
ruptura espontánea de la simetŕıa al tomar uno de los puntos de vaćıo posibles,
pero sin la presencia de bosones de Goldstone.
La historia de este modelo, o de la versión deformada del Modelo Sigma O(N)
Lineal, se remonta a los trabajos de C. Montonen [71] y S. Sarker, S.E. Trulliger y
A.R. Bishop [91] sobre el modelo para dos únicos campos escalares, que es llamado
por ese motivo modelo MSTB en la literatura. Los autores citados propusieron el
modelo en el contexto de la búsqueda de solitones no topológicos con estabilidad
garantizada por una simetŕıa interna (U(1)). R. Rajaraman, [86], utilizando la
técnica de las órbitas de prueba, encontró algunas soluciones solitónicas para este
modelo. Posteriormente E. Magyari y H. Thomas demostraron, en 1984 [66], que
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el sistema dinámico asociado v́ıa la analoǵıa mecánica al modelo MSTB era un sis-
tema hamiltoniano completamente integrable, apuntando además que este modelo
pod́ıa verse como una aproximación continua clásica a un cristal unidimensional
con un parámetro de orden de dos componentes.
H. Ito, en 1985 [52], demostró que el sistema dinámico no sólo era completa-
mente integrable sino además separable Hamilton-Jacobi, y calculó expĺıcitamente
la totalidad de las soluciones del problema mecánico y, por tanto, todas las con-
figuraciones solitónicas de la teoŕıa. La resolución de Ito aclaraba completamente,
por otra parte, la peculiar regla de suma de las enerǵıas de los diferentes tipos de
kinks, que constitúıa hasta entonces un hecho casi emṕırico.
El mismo Ito y H. Tasaki analizaron la estabilidad de estas soluciones mediante
el uso de una generalización del Teorema del Índice de Morse [53]. Finalmente
J. Mateos Guilarte, [67] y [68], estudió completamente estos aspectos utilizando
Teoŕıa de Morse à la Bott, tras identificar la topoloǵıa del espacio de configuración
como la del espacio de caminos en la esfera S2.
En la sección 3.1 del próximo caṕıtulo describiremos el cálculo de los kinks de
este modelo y sus principales propiedades.
En el art́ıculo [4] A. Alonso Izquierdo, M.A. González León y J. Mateos Guilarte
estudiamos dos sistemas muy similares al modelo MSTB, uno de ellos consistente
en una deformación de éste, mientras que el segundo trata con una enerǵıa po-
tencial del tipo Chern-Simons-Higgs, que surge en las teoŕıas gauge planas au-
toduales. En la referencia [3] se extiende dicho estudio a toda una infinidad de
modelos con dos campos escalares reales, al realizarse un estudio general de los
sistemas dinámicos bidimensionales completamente integrables asociados.
Trataremos en este trabajo, como ya hemos citado, el modelo análogo al MSTB
para el caso de N campos escalares. Una primera presentación de los resultados
obtenidos puede verse en [5] y en [7].
A la hora de generalizar a N campos la deformación del Modelo Sigma Lineal
que presenta el modelo MSTB surgen diferentes opciones, según los diferentes
valores que puedan tomar las constantes βa introducidas en (2.2). Un punto de
vista clarificador es el de considerar todas las posibilidades dentro de una familia






























ab son los parámetros de la familia. Las divergencias ultravioletas
en la teoŕıa cuántica asociada están controladas por el orden normal del producto
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de operadores, pero surge la necesidad de introducir un punto de renormalización
µ2, y la dependencia de los parámetros renormalizados en µ2 estará determinada
por la ecuación del grupo de renormalización.
Una solución especial, con un flujo del grupo de renormalización espećıfico,
podŕıa llevar al “punto”
εRa (µ
2) = 1, βRa (µ
2) = 0, γRab(µ
2) = 0, ∀a, b = 1, . . . , N
en el espacio de teoŕıas cuánticas de campos asociadas a la familia. Este punto
es, lógicamente, el Modelo Sigma O(N) Lineal, con su correspondiente grupo de
simetŕıa G = O(N). La órbita de vaćıo, como ya hemos dicho, será SN−1, y apare-
cen, por tanto, N−1 part́ıculas sin masa, bosones de Goldstone, como corresponde
a una situación con grupo continuo de simetŕıa.
Otro punto distinguido ocurre en el caso:
εRa (µ
2) = 1, γRab(µ
2) = 0, ∀a, b = 1, . . . , N
pero βR1 (µ
2) = · · · = βRr (µ2) = 0 y βRr+1(µ2) < · · · < βRN(µ2). La órbita de vaćıo
será ahora Sr−1 y tendremos, en consecuencia, r − 1 bosones de Goldstone.
Como ya se ha citado anteriormente, el Teorema de Coleman impide la exis-
tencia de bosones de Goldstone en teoŕıas 1+1 dimensionales. El comportamiento
asintótico infrarrojo de las funciones de Green de dos puntos de un campo escalar
cuántico proh́ıbe los polos en κ2 = 0. De esta manera, no es posible buscar el
Modelo Sigma Lineal, o la deformación que acabamos de explicar (con grupo O(r)
espontáneamente rota a O(r − 1)), en el flujo del grupo de renormalización. Los
puntos permitidos más cercanos a éstos serán los de la forma:
εRa (µ
2) = 1, γRab(µ
2) = 0, ∀a, b = 1, . . . , N
βR1 (µ
2) = 0 < βR2 (µ
2) = β2 ≤ · · · ≤ βRN(µ2) = βN
Nos centraremos en el caso de máxima simetŕıa expĺıcitamente rota, es decir,
cuando tenemos las desigualdades estrictas y, por tanto, nuestro modelo a tratar
será el de la ecuación (2.2) con constantes de deformación que producen máxima
anisotroṕıa en los términos armónicos:
β1 = 0 < β2 < · · · < βN (2.4)
Los demás casos permitidos corresponden a situaciones del tipo:
β1 = 0 < β2 = · · · = βr1 < βr1+1 = · · · = βr2 < · · · < βrk+1 = · · · = βN
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que presentan un espectro de part́ıculas degenerado pero no bosones de Goldstone.
Los generadores de subgrupo de simetŕıa O(r1− 1)×O(r2− r1)× · · · ×O(N − rk)
estarán todos en el grupo pequeño del vaćıo. El grupo de simetŕıa es G = Z2 ×
O(r1 − 1) × O(r2 − r1) × · · · × O(N − rk), el grupo pequeño o grupo de simetŕıa
remanente tras escoger uno de los vaćıos es H = O(r1 − 1) × O(r2 − r1) × · · · ×
O(N−rk), y, en definitiva, la variedad de vaćıo V puede entenderse como la órbita
de uno de sus elementos por la acción del grupo: V = G/H = Z2.
Existe una gran analoǵıa entre los razonamientos expuestos y el teorema c de
Zamolodchikov [112]: las deformaciones en el espacio de teoŕıas de campos (1+1)-
dimensionales que conducen de sistemas conformes a sistemas integrables son las
más interesantes. En este caso la situación es análoga pero finito-dimensional,
el papel del grupo conforme lo representa el grupo O(N) y la integrabilidad de
sistemas con infinitos grados de libertad es sustituida por la integrabilidad de un
sistema mecánico N -dimensional.
Trataremos a continuación, como ya hemos citado, la deformación maximal-
mente asimétrica. Por otro lado, analizaremos más adelante las consecuencias que
tiene sobre la estructura de la variedad de soluciones kink los diferentes valores
relativos que puedan tomar las constantes del modelo, avanzaremos simplemente
que el caso más rico se corresponde con el rango β2a < α
2λ2, ∀a = 1, . . . , N , al que
nos restringiremos por ahora.
2.2 Modelo Sigma Lineal Deformado y búsqueda
de Kinks
Tal y como hemos comentado en la sección anterior, estudiaremos una teoŕıa
de campos (1+1)-dimensional con N campos escalares reales, que representare-
mos agrupados en un campo vectorial N -dimensional ~χ ≡ (χ1, χ2, . . . , χN), cuya







∂µ~χ · ∂µ~χ− V̄ (χ1, . . . , χN)
}
(2.5)
donde µ = 0, 1, se está considerando la métrica gµν del espacio de Minkowski 1+1






1Como ya se ha especificado, se utiliza el Convenio de Einstein de suma en ı́ndices repetidos
únicamente en los ı́ndices denotados con letras griegas.
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y el producto escalar es el eucĺıdeo estándar en RN .
La densidad de enerǵıa potencial de la deformación del Modelo Sigma Lineal
que consideramos es:














Como ya hemos comentado, nos restringiremos al caso en el que los parámetros
verifican βa 6= βb, ∀a 6= b, y dentro del rango determinado por las inecuaciones2:
β2a < m
2.
Introduciendo variables sin dimensiones, de cara a obtener expresiones más






















∂µ~Φ · ∂µ~Φ− V (φ1, . . . , φN)
}
(2.7)














mientras que la condición (2.4), junto con los rangos de parámetros tomados, se
traducen en la elección
σ1 = 0 < σ2 < · · · < σN < 1 (2.9)
de las constantes de la deformación.
La búsqueda de ondas solitarias o kinks de la teoŕıa de campos nos lleva a
centrar nuestra atención en las configuraciones estáticas, es decir: ~Φ(x0, x1) =














+ V (q1, . . . , qN)
}
(2.10)
El espacio de configuración que consideraremos es por tanto el conjunto de
aplicaciones ~q : R→ RN tales que la enerǵıa E[~q] sea finita:
C = {~q(x1)/E[~q] < +∞}
2Nótese que se ha escogido la constante α2 de la forma: α2 = m
2






3Es necesario precisar, en este punto, que en la expresión (2.5) se han utilizado unidades
naturales.
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de tal forma que pertenecerán a C aquellas configuraciones ~q continuas que sa-







~q(x1) = ~v (2.11)
donde ~v es un vector constante de V , la variedad de vaćıo del modelo, es decir, los
mı́nimos, y simultáneamente ceros, de la densidad de enerǵıa potencial tomada.
Obviamente, para este caso, será un conjunto de dos elementos:
V = {~v± = (±1, 0, . . . , 0)} (2.12)
y, por tanto, la variedad de vaćıo, a pesar de estar degenerada, es un conjunto
discreto.
Las simetŕıas del sistema serán, además de la invarianza natural bajo la acción
del grupo de Poincaré bidimensional, una invarianza o simetŕıa interna bajo la
acción del grupo discreto G = Z2 × · · · × Z2, generado por qa → (−1)δabqa, ∀b =
1, . . . , N . La variedad de vaćıo puede verse aśı como la órbita de un elemento bajo
la acción del grupo:
V = G/H~v± = Z2
donde H~v± es el grupo pequeño o grupo de isotroṕıa del vaćıo ~v
±, al que rompe
G al elegir el vaćıo concreto, es decir, el grupo de simetŕıa restante al cuantizar
alrededor de ~v±.
Los ceros de V son al mismo tiempo soluciones constantes de las ecuaciones de





= 0 ∀a = 1, . . . , N





Por otro lado, el espectro de part́ıculas, M2ab(~v





4 0 · · · 0












MODELO SIGMA LINEAL DEFORMADO 51
cuya simetŕıa es exactamente el grupo pequeño del vaćıo considerado H~v± . Al ser
los puntos ~v mı́nimos de V , los autovalores M2(~v±) son todos positivos y aśı, tal y
como se explicó en la Sección 1.2, las soluciones de pequeñas deformaciones alrede-
dor del mı́nimo constante ~v± no serán divergentes con el tiempo. Si entendemos
el modelo como una aproximación continua de un cristal unidimensional con un
parámetro de orden con N componentes (de manera similar a lo apuntado por
Magyari y Thomas, [66], para el modelo MSTB), encontramos que el espectro de
part́ıculas está dado por N ramas de fonones en una única fase.
La existencia de dos vectores de vaćıo, ~v+ y ~v−, en V , hace que el espacio de
configuración del modelo sea la unión, en este caso, de 4 sectores topológicamente
disconexos
C = C(+,+) t C(+,−) t C(−,+) t C(−,−)
Esta estructura topológica es la misma que la del modelo MSTB, profunda-
mente analizada en las referencias [67, 68]. Utilizando la identidad π0(C) = π0(V)
entre los grupos de homotoṕıa de orden cero de C y V y las condiciones asintóticas
(2.11) encontraremos que π0(C) = Z2 (ver [17] para detalles).
Teniendo en cuenta que los dos vaćıos ~v± de nuestro modelo tienen todas las
componentes nulas salvo la primera, es posible definir la carga topológica de cada
configuración como un escalar dependiente únicamente del primero de los campos,








4. Podemos utilizar QT para etiquetar las clases de homotoṕıa y
aśı la carga topológica será nula para las configuraciones de los sectores C(+,+) y
C(−,−), kinks no-topológicos, mientras que los sectores C(+,−) y C(−,+) contienen
kinks topológicos, con cargas +1 y -1 respectivamente, y que denominaremos en
adelante kinks para el sector C(−,+), y antikinks para el C(+,−).
El sistema de ecuaciones (2.13) se reduce a un sistema de ecuaciones diferen-







junto con las condiciones asintóticas (2.11).
La resolución de este sistema es equivalente, por la analoǵıa mecánica explicada
en la Sección 1.2, a encontrar las soluciones de un sistema dinámico Lagrangiano
4Mantenemos la definición similar a la (1.10) si bien en este caso |v1| = 1 independientemente
del vaćıo alcanzado, con lo que se podŕıa obviar esta “normalización”.
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en el cual la coordenada x1 = t representa al “tiempo” mecánico, mientras que ~q(t)
nos determina la posición de la “part́ıcula” descrita por dicho sistema Lagrangiano
en el espacio RN . Esta interpretación cobra sentido si tomamos como enerǵıa







La acción del sistema mecánico no es más que la enerǵıa de las configuraciones




























y aśı las trayectorias ~q(t) de acción J finita están en correspondencia biuńıvoca




Como ya hemos comentado, el método de la analoǵıa mecánica fue utilizado
exitosamente en el modelo MSTB por Magyari y Thomas [66], demostrando que el
sistema mecánico asociado era completamente integrable en el sentido de Arnold-
Liouville. Ito, [52], demostró que además el sistema era separable Hamilton-Jacobi,
encontrando de forma expĺıcita todas las trayectorias. Demostraremos a conti-
nuación que este modelo con N campos mantiene estas propiedades dinámicas y
calcularemos todas su soluciones.




= 2qa (~q · ~q − 1) + σ2aqa (2.19)
donde a = 1, . . . , N .







qa(t) = ±δa1 (2.20)
Utilizaremos el Formalismo Hamiltoniano para integrar el sistema mecánico.
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De esta forma (qa, pa) constituirán un sistema de coordenadas locales del espa-





















que nos conduce a las ecuaciones canónicas, equivalentes a (2.19):
dqa
dt
= {I1, qa}, dpa
dt
= {I1, pa}
donde se utiliza el paréntesis de Poisson estándar definido de manera natural en














R. Garnier, en su art́ıculo de 1919 titulado: “Sur une classe de Systèmes
différentiels Abéliens deduits de la Théorie des équations linéaires”, [42], integró
las ecuaciones (2.19) en términos de las funciones theta. El sistema mecánico
dado por (2.17), asociado al sistema de ecuaciones (2.19), ha sido frecuentemente
llamado Sistema de Garnier por esta razón.
La técnica empleada por Garnier se basaba en la separabilidad de las ecuaciones
en coordenadas eĺıpticas, si bien Garnier no las empleaba expĺıcitamente. En el
art́ıculo citado se demuestra la integrabilidad de un tipo general de sistemas de
ecuaciones diferenciales de los cuales (2.19) no es más que un caso particular. Este
hecho tal vez sea el causante de que durante años se hayan publicado diferentes
art́ıculos exponiendo resultados parciales acerca de la integración del sistema (2.19)
sin conocer sus autores que dicho problema estaba resuelto.
El Sistema de Garnier ha sido utilizado en el campo de la Geometŕıa Algebraica
para estudiar espacios de moduli de ciertas variedades abelianas. Desde este punto
de vista el Sistema de Garnier constituye un ejemplo de sistema completamente
integrable algebraico (ver el Caṕıtulo VII de la referencia [101] para detalles).












con a = 1, . . . , N y donde
lab = paqb − pbqa
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son integrales primeras del sistema dinámico y que, además, están en involución:
{I1, Ka} = 0; {Ka, Kb} = 0, ∀a, b (2.23)
Las funciones Ka constituyen un conjunto completo
5 de integrales indepen-
dientes. Aparentemente tenemos un conjunto, por tanto, de N + 1 integrales
primeras en involución {I1, K1, . . . , KN}. No se trata, sin embargo, de un sistema
sobreintegrable o superintegrable puesto que es fácil comprobar que K1 + K2 +
· · ·+ KN = 2I1 + 1, es decir sólo N de las integrales son independientes.
De acuerdo con el Teorema de Arnold-Liouville, el sistema es completamente
integrable.
La verificación de las condiciones asintóticas (2.20), por otra parte, determina
que las trayectorias del sistema que constituyen las soluciones de tipo onda solitaria
de la teoŕıa de campos subyacente son aquéllas para las cuales las constantes de
movimiento toman los valores siguientes:
I1 = K2 = K3 = · · · = KN = 0, K1 = 1
como puede comprobarse fácilmente.
Dado que las integrales primeras son cuadráticas en los momentos, pero no
ortogonales (contienen términos de la forma pipj, con i 6= j), no es posible aplicar
directamente el Teorema de Stäckel. Sin embargo, el sistema resulta ser no sólo
completamente integrable, sino separable. Es decir existe algún sistema de coor-
denadas en el que las ecuaciones reducen a un conjunto de ecuaciones diferen-
ciales ordinarias no acopladas, o, alternativamente, si se utiliza el Formalismo de
Hamilton-Jacobi, como nosotros haremos, la ecuación de Hamilton-Jacobi es sepa-
rable e integrable por cuadraturas. Evidentemente, en este sistema de coordenadas
śı que se verificarán todas las hipótesis del Teorema de Stäckel citado. El sistema
de coordenadas adecuado a nuestro modelo no es otro que las coordenadas eĺıpticas
de Jacobi, a las que dedicaremos la próxima sección.
2.3 Coordenadas Eĺıpticas
Las coordenadas eĺıpticas fueron descubiertas por G. Lamé en 1837 e indepen-
dientemente por C.G.J. Jacobi [54] en 1838.
5En el sentido del Teorema de Arnold-Liouville.
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Jacobi encontró el sistema de coordenadas ortogonales que permit́ıa separar
las ecuaciones de las geodésicas sobre el elipsoide triaxial y escribir las cuadra-
turas que determinaban dichas geodésicas: las coordenadas eĺıpticas. Sin embargo,
Jacobi no pudo calcular expĺıcitamente dichas cuadraturas, pues se necesitaban
las funciones theta de género dos, absolutamente desconocidas en su época. Fue
K. Weierstrass, en 1861, quien resolvió definitivamente el problema. Un estudio
cualitativo del comportamiento de dichas geodésicas puede verse en el texto de
V.I. Arnold [9], mientras que una exposición detallada del proceso de integración
de las cuadraturas con funciones theta, aśı como de las principales propiedades
de las coordenadas eĺıpticas puede encontrarse en [81]. Otra referencia importante
sobre las coordenadas eĺıpticas y el proceso de separación de variables que veremos
en la próxima sección es [111].
Lamé estudiaba los problemas de la transmisión del calor en un elipsoide, es
decir la ecuación de Laplace tomando el elipsoide como superficie equipotencial.
Históricamente, sin embargo, se ha conocido a estas coordenadas como Coorde-
nadas Eĺıpticas de Jacobi. Estos resultados históricos se refieren al caso bidi-
mensional, no es dif́ıcil, sin embargo, generalizar la definición y las propiedades
de estas coordenadas al caso N -dimensional. Las coordenadas eĺıpticas han sido
usadas, además, para la resolución del problema de la fuerza elástica sobre el elip-
soide triaxial (Jacobi [54]) o, más recientemente, para el problema de los billares
elipsóıdicos (Chang y Friedberg [24]).
Dados N números reales positivos y diferentes 0 < a1 < a2 < . . . < aN ,





aj − λ = 1 (2.24)
donde Qλ(~x) puede verse alternativamente como una función de RN , es decir de
las variables (x1, . . . , xN) ≡ ~x ∈ RN , o como una función de la variable compleja
λ, a ~x fijo.
Es posible escribir esta ecuación en la forma:












donde se ha tomado por un lado común denominador, con lo que éste será un
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polinomio de grado N en λ y, por otro, dado que el numerador también es un poli-
nomio de grado N , se ha escrito factorizado en términos de sus ráıces (λ1, . . . , λN).
El hecho crucial es que dichas ráıces, del numerador y por tanto de la ecuación,
son números reales y además separados por las constantes tomadas (a1, . . . , aN)
de la forma:
λ1 < a1 < λ2 < a2 < . . . < λN < aN
(ver Figura 2.1)6.
Se llaman coordenadas eĺıpticas del punto ~x = (x1, . . . , xN) ∈ RN a las ráıces
(λ1, . . . , λN) de dicha ecuación (2.24).
λ1 λ2 λ3
a1 a2 a3
Figura 2.1: Gráfica de la función Qλ(~x) sobre el eje real (λ) para el caso 0 < a1 < a2 < a3
y de la recta y = 1. Los puntos de corte definen las coordenadas eĺıpticas λ1, λ2 y λ3.
Desde un punto de vista geométrico, la ecuación (2.24) con λ = λi y vista por
tanto en las incógnitas (x1, . . . , xN), representa una familia de cuádricas en RN ,
de forma que el hiperplano “eĺıptico” λ1 =cte. nos proporciona la ecuación de
un hiperelipsoide, mientras que λi =cte, ∀i = 2, . . . , N se corresponden con los
hiperhiperboloides de todas las signaturas posibles en RN .
Por simplicidad en la notación, llamaremos a los dos productos que aparecen
6Es fácil demostrar que las ráıces son reales: el dominio real de Qλ(~x) (como función de λ) es
R−{a1, . . . , aN} = (−∞, a1)∪(a1, a2)∪. . .∪(aN ,∞), que coincide con su dominio de continuidad
y de derivabilidad. La derivada de (1−Qλ(~x)) es diferente de cero para todo λ del dominio, de
esta forma tendrá a lo más una ráız en cada parte conexa del mismo. Como además en todos
los intervalos del dominio excepto en el último (aN ,∞), la función 1 − Qλ(~x) cambia de signo,
por el Teorema de Bolzano queda probada la existencia de N ráıces reales.
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Para calcular la expresión de las coordenadas cartesianas (x1, . . . , xN) en tér-
minos de las coordenadas eĺıpticas (λ1, . . . , λN) podemos seguir varios caminos
equivalentes en sus resultados:
• Una primera posibilidad es plantear la ecuación (2.24) para todos los va-
lores de las coordenadas eĺıpticas λ = λi, obtendremos aśı un sistema de N





















a2−λn + · · ·+
x2n
an−λn = 1





























y construir sus soluciones directamente, por la Regla de Cramer.
58 CAPÍTULO 2
• Alternativamente, podemos ver la ecuación (2.26) como una ecuación en la
variable compleja λ y calcular los residuos de ambos miembros en cada polo
λ = ai. Para el primer miembro tendremos, trivialmente:
Res (1−Qλ(x))|λ=ai = x2i
mientras que en el segundo aplicamos la propiedad que nos da el residuo de




















, i = 1, 2, . . . , , N (2.27)





. Escrito de forma expĺıcita ten-
dremos:
x2i =
(ai − λ1)(ai − λ2) . . . (ai − λN)
(ai − a1)(ai − a2) . . . (i) . . . (ai − aN)
donde la notación escogida refleja evidentemente que falta el factor (ai− ai)
en el denominador.
• Incluiremos una tercera deducción alternativa de estas expresiones. El mo-
tivo de hacerlo es que, a pesar de ser menos elegante que las anteriores, nos
proporcionará al mismo tiempo varias identidades que relacionan expresiones
algebraicas en coordenadas eĺıpticas y en cartesianas, que nos resultarán más














el denominador es exactamente lo que hemos denominado A(λ), mientras que
el numerador es igual al polinomio Λ(λ) de grado N en λ. Desarrollamos el
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numerador en potencias de λ e igualamos al desarrollo correspondiente de
















































































Si particularizamos la ecuación (2.28) para λ = ai, obtenemos de forma
inmediata la expresión (2.27) del cambio de coordenadas, como puede com-
probarse fácilmente.
Por otro lado, igualando término a término los dos miembros de la ecuación
(2.29) tenemos N identidades no triviales. Resaltaremos las dos primeras,










































Una vez deducidas las expresiones (2.27), es trivial observar que el cambio de
coordenadas no es biuńıvoco, la transformación (x1, . . . , xN) → (λ1, . . . , λN) es 2N
a uno al estar las coordenadas cartesianas elevadas al cuadrado en las ecuaciones
que determinan dicho cambio.
En general el cambio inverso es imposible de obtener en términos anaĺıticos.
Para el caso bidimensional no es dif́ıcil pues requiere resolver ecuaciones cuadráti-
cas. Para 3 y 4 dimensiones, las ecuaciones (2.27) son cúbicas y cuárticas re-
spectivamente, con lo que cabe aplicar las fórmulas de Cardano-Tartaglia, si bien
el resultado es extraordinariamente complicado. Para dimensiones mayores evi-
dentemente las ecuaciones ya no son resolubles por radicales de manera general.
Por este motivo, las identidades que se deducen de (2.29) cobran una gran impor-
tancia, aunque no conozcamos el cambio inverso de coordenas, estas identidades
permiten al menos expresar en términos de las coordenadas cartesianas relaciones
algebraicas sencillas de las coordenadas eĺıpticas7.
Existe una importante propiedad de las coordenadas eĺıpticas que no podemos
olvidar, y que será también de gran utilidad en el proceso de separación de variables
en la ecuación de Hamilton-Jacobi que realizaremos en la próxima sección:




(αk − α1)(αk − α2) . . . (k) . . . (αk − αN)
donde (α1, . . . , αN) son cualesquiera números reales que verifiquen α1 < α2 < · · · <
αN y s es un número entero no negativo, es exactamente igual a 0 si s ≤ N − 2 y
a 1 si s = N − 1.
Demostración: La manera más fácil de demostrar el Lema, y de obtener además






7Un ejemplo claro de este hecho son las identidades que se deducen para el caso tridimensional:
λ1 + λ2 + λ3 = a− (x2 + y2 + z2)
λ1λ2 + λ1λ3 + λ2λ3 = b− a(x2 + y2 + z2) + a1x2 + a2y2 + a3z2 (2.33)
λ1λ2λ3 = a1a2a3 − a2a3x2 − a1a3y2 − a1a2z2
donde a = a1 + a2 + a3 y b = a2a3 + a1a3 + a1a2.
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con N polos en el plano complejo (en cada z = αi) más un posible polo en el






en una curva cerrada γ en el plano complejo tal que todos los polos finitos de la
función pertenezcan a la región interior a la curva, obtendremos, por aplicación
directa del teorema de los residuos de Cauchy, el resultado:
N∑
k=1
Res(fs)(αk) = −Res(fs)(∞) (2.34)







(αk − α1)(αk − α2) . . . (k) . . . (αk − αN)
mientras que el residuo de fs(z) en el infinito se calcula con relativa facilidad












































+ . . .


El residuo Res(fs)(∞) será menos el coeficiente de 1z , de manera que, para los








(αk − α1)(αk − α2) . . . (k) . . . (αk − αN) = 1
Q.E.D.
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Si consideramos el Lema para el caso αj = λj, ∀j = 1, . . . , N , las expresiones











puesto que el denominador en este caso no es más que
Λ′(λj) = (λj − λ1)(λj − λ2) . . . (j) . . . (λj − λN)











Por otro lado, la demostración que hemos hecho implica más resultados de los
que hemos resaltado, es posible calcular fácilmente los residuos para valores del


























8Nótese que estas expresiones son fácilmente combinables con las anteriormente comentadas




















Las consecuencias del Lema de Jacobi no terminan aqúı. No es dif́ıcil de-









































por aplicaciones sucesivas del Lema.





aj − λ ; Qλ(~x) = 1
era la ecuación de la familia de cuádricas citada para los diferentes valores de λ
(elipsoide si λ < a1, e hiperboloides en los demás casos). Entonces





































= (λ1 + λ2 + λ3)2 − (λ1λ2 + λ1λ3 + λ2λ3)
y aśı sucesivamente.
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deducida anteriormente, no es más que el producto escalar de los vectores normales




Concluimos por tanto que todas las cuádricas son ortogonales entre śı y, por
tanto, las coordenadas eĺıpticas constituyen un sistema ortogonal.
Calcularemos, por último, el elemento de ĺınea en este sistema de coordenadas.














































que evidencia que la métrica es definida positiva a pesar del signo del último
miembro.






, gij = 0,∀i 6= j (2.39)
es decir comprobamos de nuevo que se trata de un sistema ortogonal de coorde-
nadas en N dimensiones.



































2.4 Separabilidad de la Ecuación de Hamilton-
Jacobi
Tal y como se apuntaba en la primera sección de este caṕıtulo, el sistema dinámico
asociado al Modelo Sigma O(N) Lineal Deformado que estamos considerando no
sólo es completamente integrable, sino que además es Hamilton-Jacobi separable si
se utilizan las coordenadas eĺıpticas de Jacobi que hemos introducido en la sección
anterior.
Definimos coordenadas eĺıpticas en RN visto como espacio de configuración
del sistema dinámico. Pasamos por tanto de nuestras coordenadas canónicas ~q =
(q1, . . . , qN) a ~λ = (λ1, . . . , λN) definidas por las ecuaciones (2.27) en las que son
qa quienes juegan el papel de coordenadas cartesianas xj y donde se ha tomado
una familia de constantes adecuada al sistema, de la siguiente forma:
aN−i+1 = σ̄2i = 1− σ2i , ∀i = 1, . . . , N
de manera que la condición (2.9) se traduce ahora en que
σ̄2N < σ̄
2
N−1 < · · · < σ̄21 = 1
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La ordenación en los ı́ndices de las constantes σ̄2a, inversa a la presentada para
las constantes que definen el cambio de coordenadas en la sección anterior, nos
conduce a una identificación de las coordenadas concretas qa con las genéricas de
la Sección 2.2, xi, de la forma:
xi ≡ qN−i+1 ; i = 1, 2, . . . , N
De esta forma la ecuación del cambio de coordenadas (2.27) se mantiene for-











, ∀a = 1, . . . , N (2.42)
Las variables eĺıpticas estarán separadas en la forma:
−∞ < λ1 < σ̄2N < λ2 < σ̄2N−1 < · · · < σ̄22 < λN < 1
El producto escalar estándar eucĺıdeo que teńıamos en las variables qa se trans-














, gab = 0,∀a 6= b



















−Uλ(λ1, . . . , λN) (2.43)
El cálculo de la expresión de Uλ(λ1, . . . , λN) está lejos de ser trivial y requiere
la utilización de las identidades que hemos obtenido en el apartado anterior (2.29,














λN+1b − (α− 1)λNb + (1− α + β)λN−1b
fb(~λ)
(2.44)
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y donde se ha denotado fb(~λ) = Λ
′(λb)9.













λN+1b − (α− 1)λNb + (1− α + β)λN−1b
)







, . . . ,
∂S
∂λN
, λ1, . . . , λN
)
= 0 (2.46)
es completamente separable, si bien de una manera no trivial. Demostraremos a
continuación este hecho.
Si escribimos S de la forma:









, . . . ,
dS2
dλN




















b + . . . + ηN−1λb + ηN (2.49)















λN+1b − (α− 1)λNb + (1− α + β)λN−1b
)
(2.50)
9La notación utilizada habitualmente en la literatura es Λ′(λb) =
∏N
a=1,a 6=b(λa − λb). Se ha
elegido aqúı la notación fb(~λ) = Λ′(λb), al igual que en la referencia [7], para enfatizar el hecho
de que esta función depende de todas las componentes de ~λ y no sólo de λb.
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= 0, ∀i > 1 (2.52)
Las constantes ηa, a = 1, . . . , N son, evidentemente, arbitrarias.
Hemos demostrado, por tanto, que las soluciones del sistema de ecuaciones
(2.49), sustituidas en (2.47), conducen a una S solución de la Ecuación de Hamilton-
Jacobi (2.46).
Es posible demostrar la proposición rećıproca, es decir: las ecuaciones (2.49)
son deducibles directamente de (2.48) y, por tanto, las soluciones que resulten de
(2.49) son todas las soluciones de (2.46) de la forma (2.47). Veamos: si escribimos
(2.48) de forma expĺıcita:
H1(λ1)
(λ1 − λ2)(λ1 − λ3) · · · (λ1 − λN) +
H2(λ2)
(λ2 − λ1)(λ2 − λ3) · · · (λ2 − λN) + · · ·
+
HN(λN)
(λN − λ1)(λN − λ2) · · · (λN − λN−1) = I1 (2.53)
entonces cada uno de las funciones Ha(λa) es de la forma (2.50) debido a la su-
posición (2.47). Multiplicando (2.53) por (λ1 − λ2) y tomando λ1 = λ2 se obtiene
que H1(λ) = H2(λ) y, por simetŕıa, todos los Ha(λ), a = 1, . . . , N, serán idénticos.
De esta manera es suficiente con calcular uno de ellos, por ejemplo H1(λ). Si
multiplicamos (2.53) por f1(~λ) obtendremos:
H1(λ1) + P2(~λ)H2(λ2) + · · ·+ PN(~λ)HN(λN) = I1(λ1 − λ2)(λ1 − λ3) · · · (λ1 − λN),
(2.54)
donde cada Pa(~λ), a = 2, 3, · · · , N , es un polinomio de grado N − 1 en λ1.
Derivando (2.54) N veces con respecto a λ1 tendremos
dNH1(λ1)
dλN1
= N !I1 (2.55)
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y aśı H1(λ) es necesariamente un polinomio de grado N en λ con I1 como coeficiente
del término de mayor grado, lo que concuerda con (2.49).
El conjunto de constantes de separación ηi, i = 1, . . . , N , es otro conjunto
completo de integrales primeras. Su expresión en términos de las coordenadas
eĺıpticas del espacio de fases, λb y πb =
dSb
dλb
, se obtiene fácilmente resolviendo
el sistema de ecuaciones (2.49), lineales en las incógnitas ηi, pues resulta ser un
sistema de tipo Vandermonde.
Tenemos además otro conjunto de N invariantes en involución: se trata de las










= (λa − F2)(λa − F3) · · · (λa − FN)
más la enerǵıa F1 = I1. Los dos conjuntos están relacionados por las expresiones:




Fi1Fi2 . . . Fia ; a = 1, 2, . . . , N, iα = 2, 3, . . . , N
Se concluye entonces que todas las constantes ηa son proporcionales a I1. De
esta manera, si tenemos en cuenta las condiciones asintóticas (2.20), que era nece-
sario imponer al sistema dinámico de cara a obtener soluciones de enerǵıa (de los
campos, es decir acción del sistema mecánico) finita, tendremos I1|t=±∞ = 0, y
al ser una constante del movimiento, I1 = 0, ∀t ∈ (−∞, +∞). Por tanto ηa = 0,
∀a = 1, . . . , N .
El imponer ηa = 0, ∀a = 1, . . . , N , convierte a las ecuaciones (2.49) en las que
describen las trayectorias separatrices entre el movimiento acotado y el no acotado
del sistema. Son estas separatrices las que están en correspondencia biuńıvoca
(módulo la identificación Z⊗N) con los kinks u ondas solitarias de la teoŕıa de
campos original.
Definiremos el polinomio B(λb) de la forma
B(λb) = λ
N+1
b − (α− 1)λNb + (1− α + β + 2η1)λN−1b + 2η2λN−2b + · · ·+ 2ηN











y aśı la solución general de la Ecuación de Hamilton-Jacobi será:
S = −η1t +
N∑
b=1














La integración completa de estas cuadraturas, para cualesquiera valores de
las constantes de separación, es un problema complejo y sólo resoluble utilizando
funciones theta (de géneros dependientes del N considerado, lógicamente). Sin
embargo, los valores de las constantes que imponen las condiciones asintóticas
simplifican las integrales de tal manera que se consigue sin dificultad la integración
efectiva, como veremos en el próximo caṕıtulo para el caso tridimensional. De
hecho, la consideración del ĺımite tendiendo a cero de las constantes de separación
conduce a que alguno de los periodos de los que dependen las funciones theta tienda
a infinito, con lo que las mismas son expresables en términos de arcotangentes
hiperbólicos o, alternativamente, de combinaciones de logaritmos neperianos.
La acción restringida a las trayectorias correspondientes a los valores ηa = 0,




















y su valor, como ya hemos demostrado en anteriores apartados, no es más que la
enerǵıa del correspondiente solitón (salvo constantes multiplicativas).
La Teoŕıa general de Hamilton-Jacobi nos determina la forma expĺıcita de las
trayectorias solución, aśı como de la dependencia temporal de las mismas, por




, a = 1, . . . , N
donde γa son constantes.
Sobre la hipersuperficie del espacio de fases determinada por η1 = · · · = ηN = 0,
la primera ecuación del sistema,











λN+1a − (α− 1)λNa + (1− α + β)λN−1a
∣∣∣∣
(2.58)
nos indica la dependencia temporal de la part́ıcula en su movimiento a lo largo de












λN+1a − (α− 1)λNa + (1− α + β)λN−1a
∣∣∣∣
(2.59)
10La tilde sobre una letra significa que la función correspondiente debe ser evaluada con-
siderando ηa = 0, ∀a = 1, . . . , N .
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i = 2, . . . , N
determinan dicha órbita, la trayectoria de la part́ıcula como intersección de N − 1
hipersuperficies en el espacio de configuración.




















|A(λa) (λN+1a − (α− 1)λNa + (1− α + β)λN−1a )|
(2.61)
para i = 2, . . . , N . Volveremos a analizar estas ecuaciones en el Caṕıtulo 6 donde
se deducirán por medio de la descomposición de Bogomolny que, como veremos,
el sistema mecánico admite.
Antes de pasar al Caṕıtulo tercero en el que estudiamos con detalle las solu-
ciones (2.58, 2.59) para los casos N = 2 y N = 3, demostraremos que los valores de
las constantes de movimiento deducidos de las condiciones asintóticas del sistema
obligan a que las órbitas (2.59) del sistema dinámico estén restringidas necesaria-
mente a una región finita del espacio RN o, alternativamente, a una región finita
del espacio “eĺıptico”.











λN+1b − (α− 1)λNb + (1− α + β)λN−1b
)
Utilizando las identidades (2.35) no es dif́ıcil obtener una expresión de Hb
diferente a la anterior pero que sigue verificando la ecuación (2.45). Efectivamente,















Esta aparente arbitrariedad en la forma de elegir el potencial del modelo queda







∀s < N − 1. Dado que la diferencia entre Hb y H̄b se reduce a un polinomio de
grado N − 2, la contribución de dicha diferencia al hamiltoniano H es nula.
Si tomamos entonces en la ecuación (2.49) las funciones H̄b e imponemos que las
constantes ηb se anulen para todo b, como prescriben las condiciones asintóticas,
tendremos que H̄b = 0, ∀b = 1, . . . , N , necesariamente para las soluciones del
sistema en las que estamos interesados (soluciones de acción finita).
Por otro lado, las coordenadas eĺıpticas ~λ ≡ (λ1, . . . , λN) vaŕıan en la región
PN(∞) determinada por las inecuaciones:
−∞ < λ1 < σ̄2N < λ2 < σ̄2N−1 < · · · < σ̄22 < λN < 1
Es decir, las coordenadas λ2, . . . , λN están acotadas por definición. Fijemos
nuestra atención por tanto en la coordenada λ1. Según lo expuesto tendremos:






λ1 − 1 = 0 (2.63)
y esta ecuación, (2.63), puede interpretarse como la que describe la dinámica de






λ1−1 −∞ < λ1 < σ̄
2
N
= ∞ σ̄2N < λ1 < ∞
Como puede verse en la Figura 2.2, el potencial tiene un máximo en λ1 = 0
y tiende a −∞ cuando λ1 tiende a −∞; por tanto el movimiento acotado ocurre
únicamente en el intervalo λ1 ∈ [0, σ̄2N ].
Este razonamiento nos conduce a que las trayectorias kink del sistema están
restringidas a la región finita PN(0) ⊂ PN(∞) dada por:
0 ≤ λ1 < σ̄2N < λ2 < σ̄2N−1 < · · · < σ̄22 < λN < 1
El hiperplano λ1 = 0 que “cierra” la región PN(0) se corresponde en coorde-
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λ1
V(λ1)
Figura 2.2: Gráfica del potencial V (λ1).
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Caṕıtulo 3
De la variedad de Kinks en el
Modelo Sigma O(3) Lineal
Deformado
En el caṕıtulo anterior hemos resuelto de forma general la ecuación de Hamilton-
Jacobi correspondiente al modelo que hemos denominado Modelo Sigma O(N)
Lineal Deformado. Dedicaremos este caṕıtulo a particularizar dichos resultados
a casos concretos. En primer lugar detallaremos la resolución del Modelo Sigma
O(2) Lineal Deformado (modelo MSTB) como paso previo al estudio del modelo
O(3). Como ya se ha comentado, el Modelo MSTB está muy estudiado en la
literatura, la inclusión en esta memoria de los aspectos más relevantes del mismo,
aśı como del análisis de su variedad de soluciones, está plenamente justificada si se
tiene en cuenta que este modelo está contenido como submodelo dentro del caso
N = 3 y de una manera no trivial, como veremos.
Realizaremos un análisis detallado del Modelo O(3) que revelará el hecho de
que las soluciones recogidas en las ecuaciones (2.58) y (2.59), para valores reales
de las constantes arbitrarias en ellas involucradas, no incluyen a la totalidad de las
soluciones del sistema. Las razones de este comportamiento son, por un lado, la
singularidad de las coordenadas eĺıpticas sobre determinadas regiones del espacio
y, por otro, la peculiar estructura del espacio de soluciones, que nos llevará a
clasificar los kinks de cada modelo es tres categoŕıas: embebidos, envolventes y
genéricos. Demostraremos que todas las soluciones pueden ser descritas de una
manera conjunta si se ampĺıa el espacio de parámetros de que dependen incluyendo
casos singulares que dan cuenta de las soluciones no genéricas.
Antes de abordar el estudio del Modelo O(2) es recomendable, de alguna ma-
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nera, “empezar por el principio”, es decir, comentar, aunque sea brevemente, el
caso N = 1. El Modelo Sigma O(1) Lineal1 no es otro que el conocido Modelo φ4
(ver [87] y [22]). El sistema mecánico análogo es evidentemente unidimensional y
en consecuencia integrable.
















mientras que la acción del sistema mecánico análogo (escrita ya en variables sin































y las condiciones asintóticas (2.20) nos imponen evidentemente que I1 sea nula
para las trayectorias de tipo kink.
I1 = 0 conduce directamente a las cuadraturas:
∫
dq
q2 − 1 = ±
∫
dt
y, en consecuencia, a las soluciones:
q(t) = ± tanh(t− t0) (3.1)
Es habitual denominar solución TK1 (kink topológico de una componente) al
kink q(t) = tanh(t − t0), perteneciente al sector topológico C(−,+), y ATK1 (anti-
kink topológico de una componente) a q(t) = − tanh(t− t0), de C(+,−).
Comentaremos más detalles acerca de este tipo de kinks en las secciones si-
guientes.
1Nótese que para el Modelo O(1) la distinción entre el modelo deformado y no deformado es
innecesaria, ambos son equivalentes (siempre y cuando σ2 sea menor que 2, puesto que en ese
rango la deformación puede ser “absorbida” por una adecuada redefinición del campo χ).
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3.1 Modelo Sigma O(2) Lineal Deformado
Como ya hemos comentado, el Modelo Sigma O(2) Lineal Deformado (o Mo-
delo MSTB) está muy estudiado en la literatura. Ito, en [52], demostró la se-
parabilidad de la ecuación de Hamilton-Jacobi del sistema mecánico asociado al
modelo, utilizando para ello coordenadas eĺıpticas bidimensionales (en su versión
trigonométrica). En la referencia [4] se plantea dicha resolución en coordenadas
eĺıpticas bidimensionales de Euler y ahora presentaremos el planteamiento en coor-
denadas eĺıpticas de Jacobi.
El interés de incluir esta sección dedicada al Modelo MSTB reside en que,
por un lado, se trata de un buen primer acercamiento, en orden de complejidad,
al caso N = 3 que veremos posteriormente; se presentarán, además, pautas de
comportamiento de las soluciones que se repetirán en modelos con mayor número
de campos. Por otro lado, el Modelo MSTB está contenido dos veces en el Modelo
O(3) y, en consecuencia, está justificada su presencia en śı misma de cara a un
análisis detallado de las soluciones de éste último.










































∂µ~Φ · ∂µ~Φ− V (φ1, φ2)
}















De acuerdo con lo expuesto en el caṕıtulo anterior podemos tomar sin pérdida
de generalidad:
σ1 = 0 < σ2 = σ
y, además, σ < 1 de cara a considerar el caso en el que el espacio de soluciones es
más interesante2.
2Es fácil comprobar que para el caso σ ≥ 1 las únicas soluciones de tipo onda solitaria que
presenta el modelo son el kink y el antikink del Modelo O(1) comentado anteriormente.
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Para las configuraciones estáticas, ~Φ(x0, x1) = ~q(x1) ≡ (q1(x1), q2(x1)), el fun-



















+ V (q1, q2)
}
(3.4)



































− U(q1, q2) (3.7)
siendo t ≡ x1 y U(q1, q2) la función (ver Figura 3.1):










Figura 3.1: Representación gráfica del potencial “mecánico” U(q1, q2).













donde σ̄2 = 1−σ2 y se han denotado (µ1, µ2) a las coordenadas eĺıpticas de Jacobi
bidimensionales3.
3Para evitar confusiones reservaremos la notación λ para el caso tridimensional.
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Evidentemente se tiene:
−∞ < µ1 < σ̄2 < µ2 < 1
y se trata de un cambio de coordenadas en el que se identifica el plano R2 con el
paralelogramo infinito P2(∞). El cambio no es biyectivo, como ya se ha comentado,
la invarianza Z2×Z2 conduce a que se trate de una aplicación 22 a 1. En la Figura







Figura 3.2: La aplicación de R2 en P2(∞) debida al cambio de coordenadas (3.9).
Los razonamientos expuestos en el Caṕıtulo 2 para el caso general pueden
repetirse ahora para demostrar en que las soluciones de tipo kink del modelo se
restringen en P2(∞) a la región P2(0) determinada por las desigualdades:
0 ≤ µ1 < σ̄2 < µ2 < 1






Tal y como se ha indicado en la Figura 3.3, hemos denotado por la letra D a
los puntos de vaćıo (en eĺıpticas es un único punto, mientras que en cartesianas:
D1 ≡ ~v−, D2 ≡ ~v+), por F a los focos de la elipse (3.10) y por B a los puntos de
la elipse determinados por su semieje menor (en la recta q1 = 0).
Realizaremos la presentación de los diferentes tipos de kinks en este modelo
(tanto para el caso que nos ocupa, con N = 2, como para el caso general), de
acuerdo con una clasificación natural, en las siguientes categoŕıas:
• Kinks Embebidos: Llamaremos de manera general kinks embebidos a las





















Figura 3.3: Elipse (3.10) en R2 y paralelogramo “eĺıptico” P2(0).
de otro modelo con un menor número de campos. Como veremos en las
secciones siguientes, esta situación es común a los modelos procedentes de
deformaciones del Modelo Sigma O(N) Lineal.
• Kinks Envolventes: Hemos adoptado la denominación envolventes para deno-
tar a aquellas ondas solitarias que aparecen sobre la curva (en general hiper-
superficie) λ1 = 0 que, como vimos, limitaba el “espacio eĺıptico” PN(∞) a
la región finita PN(0), en la que se desarrollaba la dinámica de las soluciones
acotadas en los sistemas mecánicos asociados al modelo para los diferentes
valores de N .
• Kinks Genéricos: Denominaremos kinks genéricos a las soluciones de la
ecuación de Hamilton-Jacobi regulares, asociadas a valores finitos de las
constantes de integración.
Una vez establecida esta clasificación, describamos la situación presente en el
Modelo O(2):
Kinks Embebidos
Los kinks del caso N = 1 están presentes en el modelo correspondiente a N = 2
de una manera trivial. Si restringimos el sistema a la recta determinada por la
ecuación q2 = 0, tenemos entonces que el sistema dinámico se reduce al carac-
teŕıstico del caso N = 1. De esta manera encontramos las soluciones TK1 y ATK1
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recorrida dos veces, de acuerdo con los rangos de variación de t siguientes:








De nuevo se recorre dos veces la arista, para los valores de t pertenecientes al
intervalo:
t ∈ [arctanh(∓σ), arctanh(±σ)]
(ver Figura 3.4). En las expresiones (3.11), (3.12) y (3.13) se ha escogido, por
simplicidad, que la constante t0 sea nula. Mantendremos esta consideración en lo













Figura 3.4: Trayectoria del kink TK1 representada en coordenadas cartesianas y
eĺıpticas.
4En coordenadas eĺıpticas, ambos kinks, TK1 y ATK1, son indistinguibles debido a la simetŕıa.
Los denominaremos conjuntamente TK1 y mantendremos este criterio en los kinks sucesivos de




Los primeros kinks genuinos del modelo O(2) aparecen sobre otra de las aristas del













son kinks topológicos de dos componentes no nulas. Teniendo en cuenta las dife-
rentes combinaciones de signos que pueden darse, encontramos en total cuatro
kinks con denominación genérica TK2. Siguiendo la notación habitual en la lite-
ratura, podemos particularizar los kinks del tipo TK2 en la siguiente forma: lla-
maremos kink TK2 propiamente dicho al correspondiente al sector topológico
C(−,+) y en el que se considera la segunda componente positiva, es decir so-
bre la semielipse q2 = +σ̄
√
1− q21. Análogamente, llamaremos TK2* al kink
perteneciente al mismo sector pero definido sobre q2 = −σ̄
√
1− q21. Los antikinks
asociados, en C(+,−), recibirán los nombres de ATK2 y ATK2*, respectivamente.
En coordenadas eĺıpticas, todos ellos (debido a la invarianza Z2 × Z2) se re-




1− σ2 tanh2 σt
)
recorrido dos veces (la trayectoria completa se obtiene al considerar la sucesión de
















Figura 3.5: Trayectorias de los kinks del tipo TK2 en coordenadas cartesianas y en
eĺıpticas.
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Kinks Genéricos
Los kinks genéricos del modelo N = 2 se obtienen integrando la ecuación de




−4(µ1 − 1)(µ1 − σ̄2)π21 − 4(1− µ2)(µ2 − σ̄2)π22 − (µ31 − σ̄2µ21) + (µ32 − σ̄2µ22)
µ1 − µ2
(3.15)




1− µ1 − σ√




1− µ1 + 1√






1− µ2 − σ√




1− µ2 + 1√

















Figura 3.6: Varias trayectorias kink del tipo NTK2 en coordenadas cartesianas y en
eĺıpticas.




1− µ1 − σ√






1− µ2 − σ√




La constante γ1 equivale, evidentemente, a la denominada t0 en la descripción
del Modelo O(1) y su presencia en la ecuación (3.17) representa la invarianza de
las soluciones bajo la acción del grupo de traslaciones temporales.
Los kinks descritos por las ecuaciones (3.16) y (3.17) en coordenadas eĺıpticas
no son fácilmente expresables en coordenadas cartesianas, dada la complejidad de
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las mismas. Es posible, a pesar de ello, analizar su comportamiento en el plano
“cartesiano” R2.
Evidentemente la distinción entre kinks topológicos y no-topológicos carece de
sentido desde el punto de vista de las coordenadas eĺıpticas. Se han representado al-
gunas de las trayectorias descritas por la ecuación (3.16) en la Figura 3.6 (b); como
puede observarse en la misma, cada una de las soluciones se compone de cuatro
tramos diferenciados por las distintas posibilidades de elección de los signos co-
rrespondientes. Su “traducción” a coordenadas cartesianas requiere la imposición
de dos requisitos: la trayectoria ha de ser continua y además diferenciable en todo
punto de la misma. Si se elige entonces, arbitrariamente, el punto D1 = ~v
− como
punto inicial y el cuadrante (q1 < 0, q2 > 0) como región a la que pertenece el
primer tramo (el asociado a los signos sign(π1) = sign(π2) = +1), entonces dichos
requerimientos obligan a que las trayectorias sean similares a las representadas
en la Figura 3.6 (a). Se trata, en consecuencia, de kinks no topológicos de dos
componentes cartesianas no nulas y se les denomina, por tanto, NTK2.
Desde el punto de vista de las coordenadas eĺıpticas tenemos que un kink NTK2
genérico parte del punto de vaćıo D y en un primer tramo (determinado por la
elección citada de signos en (3.16)) alcanza la arista OB, para continuar hasta
el punto F, foco de la elipse (3.10). Las dos posibilidades de elección de signos
restantes reproducen en P2(0) la misma situación, retornando finalmente al punto
de vaćıo original.
La parametrización de la familia NTK2 en términos de la constante de inte-
gración γ2 tiene un significado geométrico claro. En coordenadas cartesianas γ2
está relacionada con la tangente del ángulo de incidencia de la solución NTK2
tomada sobre el punto focal F de la forma:
tan θ = ± 2e
σσ̄2γ2
1− e2σσ̄2γ2 (3.18)
(ver [3] para detalles). De esta manera, cada valor γ2 fijado determina una trayec-
toria y un ángulo de incidencia concreto sobre el punto focal.
Es posible expresar los kinks embebidos y los kinks envolventes como solu-
ciones genéricas si consideramos incluidas en las mismas los ĺımites en los cuales
la constante γ2 de la ecuación (3.16) tiende a sus valores asintóticos ±∞.
Dada la libertad en la elección de los signos ambos ĺımites son equivalentes.
De esta manera consideremos γ2 → −∞. El primer miembro de (3.16) es nulo si
se tienen las siguientes situaciones:
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• (a) sign(π1) = −1, µ1 = 0, para los dos posibles signos de π2. Tenemos
entonces, en coordenadas cartesianas, los cuatro kinks del tipo TK2.
• (b) sign(π1) = +1, µ1 = σ̄2, con las dos elecciones sign(π2) = ±1 nos deter-
mina el tramo del kink TK1 que yace en la arista FO.
sign(π2) = +1, µ2 = σ̄
2 dos veces (sign(π1) = ±1), el otro tramo del kink
TK1, sobre DF. En coordenadas cartesianas tenemos por tanto el TK1 com-
pleto.
De acuerdo con la interpretación geométrica antedicha de la constante γ2, los
ĺımites asintóticos calculados concuerdan perfectamente con la intuición geométrica
del problema: el ĺımite γ → ±∞ conduce en la ecuación (3.18) a que tan θ → 0,
de manera que el ángulo de incidencia tiende a cero, es decir los kinks NTK2 en
el ĺımite tienden, en su primera parte, al kink TK1. Consecuentemente su con-
tinuación tiende a un kink TK2 del sector topológico contrario (ver Figura 3.6).
Estas consideraciones se plasman completamente si analizamos las enerǵıas de los
diferentes tipos de kinks del modelo.
Como ya se ha explicado, la enerǵıa de cada uno de los kinks equivale (salvo
constantes multiplicativas) al valor de la acción del sistema mecánico sobre la
solución correspondiente. De esta forma tendremos, teniendo en cuenta el número



































































































Y tenemos por tanto demostrada la regla de suma de las enerǵıas:
ENTK2 = ETK2 + ETK1
ya comentada.
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Queda aśı probado que la combinación de kinks TK2+TK1 puede interpretarse
como un miembro de la familia uniparamétrica NTK2, correspondiente al valor
γ2 → ±∞ del parámetro.
Con el objetivo de sintetizar la presentación de las soluciones del modelo en
estudio, definiremos el Espacio Modular de Kinks como el espacio de soluciones de
tipo onda solitaria cociente por la acción del grupo de simetŕıa propio del sistema.
Hemos comentado ya que el grupo de simetŕıa del Modelo MSTB es G =
Z2 × Z2. El cambio de coordenadas cartesianas a eĺıpticas, por su parte, lleva
aparejada una invarianza bajo la acción de G, de tal manera que dicho cambio es
un isomorfismo entre R2/G y P2(∞).
La conclusión evidente del razonamiento anterior es que si se considera el espa-
cio de soluciones kink desde el punto de vista de las coordenadas eĺıpticas, entonces
el cociente bajo la acción de G ya está intŕınsecamente tomado y, en definitiva,
dicho espacio coincide con el Espacio Modular de Kinks del modelo. Este hecho
es trivialmente generalizable a dimensiones superiores dado que, para cualquier
N que se considere, el grupo de simetŕıa interna del Modelo Sigma O(N) Lineal
Deformado es G = Z×N2 , y exactamente el mismo grupo es el que determina la
simetŕıa del cambio de coordenadas N -dimensional.
El espacio de soluciones kink del Modelo MSTB, inicialmente isomorfo a la recta
real R dada por los valores de la constante γ2 puede ser, como hemos visto, com-
pletado por el infinito, y donde además se identifican las soluciones que aparecen
en +∞ y −∞. El resultado (ver [67] y [68] para detalles) entonces es evidente-
mente homeomorfo a la esfera S1. Concluimos por tanto que el espacio modular
de soluciones kink del Modelo Sigma Lineal O(2) Deformado es:
M' S1
3.2 Modelo Sigma O(3) Deformado
Estudiaremos en esta sección el caso N = 3 del Modelo Sigma O(N) Lineal Defor-
mado que hemos considerado de manera general en el Caṕıtulo 2. Como veremos,
la pauta de comportamiento marcada por el Modelo Sigma O(2) Lineal Defor-
mado se repetirá en este caso. De esta manera el Modelo O(3) presentará tres
tipos diferentes de soluciones kink: los kinks embebidos (el Modelo O(2)), los
kinks envolventes (en este caso sobre la superficie del elipsoide de ecuación λ1 = 0)
y los kinks genéricos.
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El Modelo O(2) aparecerá embebido dos veces en el O(3), como veremos. Sin
entrar en detalle, vislumbraremos más tarde una estructura similar de inmersión
del caso N−1 en el N . Es adecuado, por tanto, analizar detenidamente el caso N =
3, pues todos los aspectos significativos del caso general quedarán aqúı recogidos,
si bien con una estructura de soluciones mucho más compleja que la que obtuvimos
para el caso N = 2.
3.2.1 Solución General de la Ecuación de Hamilton-Jacobi
La expresión de la función Hamiltoniana (2.21) del sistema, en las coordenadas


























donde ya se ha tomado el valor σ1 = 0, de acuerdo con la elección (2.9). En



















que no es más que la expresión (2.44) para el caso N = 3, y donde se ha de tener
en cuenta que ahora: σ̄22 = 1− σ22, σ̄23 = 1− σ23, y
α = 3− σ22 − σ23 = 1 + σ̄22 + σ̄23, β = σ̄22σ̄23 + σ̄22 + σ̄23
mientras que las funciones A(λa) y fa(~λ) = Λ
′(λa) se reducen, en tres dimensiones,
a:
A(λa) = (λa − 1)(λa − σ̄22)(λa − σ̄23)
f1(~λ) = (λ1−λ2)(λ1−λ3); f2(~λ) = (λ2−λ1)(λ2−λ3); f3(~λ) = (λ3−λ1)(λ3−λ2)






























1− λ1 + σ2√
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1− λ3 − σ3√
1− λ3 + σ3
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σ2sign(π3)
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1− λ3 + σ3
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σ2σ̄22sign(π3)
con C3 = exp{2γ3σ2σ3σ̄22σ̄23(σ22 − σ23)}.
La dependencia temporal de la part́ıcula en cada trayectoria viene marcada por
la integración de la cuadratura (2.58) que, en este caso tridimensional, se escribe
en la forma:
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1− λ2 − σ3√
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1− λ3 + σ3√
1− λ3 − σ3
∣∣∣∣
σ2σ̄23sign(π3)
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con C1(t) = exp{2(γ1+t)(σ23−σ22)σ2σ3}. Tenemos, en definitiva, que las soluciones
están parametrizadas por tres constantes arbitrarias γ1, γ2 y γ3. El significado de
la constante γ1 es claro: su arbitrariedad refleja la invarianza del sistema mecánico
frente a traslaciones temporales, un valor concreto de γ1 fija el “centro” del kink,
el punto donde la densidad de enerǵıa alcanza su valor máximo. Obviando por
tanto la constante “temporal” γ1 podemos hablar, sin pérdida de generalidad, de
una familia biparamétrica de trayectorias solución en términos de γ2 y γ3.
Las ecuaciones (3.25, 3.26) representan la totalidad de las trayectorias solución
en la región del espacio donde las coordenadas eĺıpticas están bien definidas. Sin
embargo, existen varias superficies donde el cambio de coordenadas es singular y,
por tanto, el análisis de las posibles trayectorias solución del sistema dinámico debe
realizarse con especial cuidado. Es conveniente, por ello, describir los detalles del


















(σ̄23 − λ1)(σ̄23 − λ2)(σ̄23 − λ3)
de manera que el espacio total R3 se aplica en el paraleleṕıpedo infinito P3(∞):
−∞ < λ1 < σ̄23 < λ2 < σ̄22 < λ3 < 1
El cambio de coordenadas es, de esta manera, singular en los planos coordena-
dos (q3 = 0), (q2 = 0) y (q1 = 0). Las identificaciones se realizan de la siguiente
forma:
• El plano q3 = 0 se corresponde con las caras λ2 = σ̄23 y λ1 = σ̄23 del borde
∂P3(∞) del paraleleṕıpedo P3(∞).
• El plano R2(q2 = 0) se aplica en las caras λ2 = σ̄22 y λ3 = σ̄22.
• Por último, la imagen del plano q1 = 0 es una única cara en ∂P3(∞), λ3 = 1.






; gab = 0, ∀a 6= b
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3, λ2, λ3) = g22(λ1, σ̄
2
3, λ3) = g22(λ1, σ̄
2
2, λ3) =
= g33(λ1, λ2, σ̄
2
2) = g33(λ1, λ2, 1) = ∞
y, por tanto, el cambio de coordenadas es singular sobre dichas regiones, como se
ha afirmado.
Las ecuaciones (3.29) son invariantes bajo la acción del grupo G = Z2×Z2×Z2,
dado por las transformaciones: qa → (−1)δabqa, b = 1, 2, 3. Este hecho provoca que
un punto interior de P3(∞) se corresponde con 23 = 8 puntos de R3. Las regiones
singulares (los planos coordenados citados) lo son, en este sentido, debido a que
se trata de las regiones invariantes bajo los diferentes subgrupos no triviales del
grupo G. Detallaremos dichas invarianzas posteriormente.
Tal y como se demostró de manera general en el Caṕıtulo 2, las trayectorias
de acción finita permanecen en la región acotada (paraleleṕıpedo finito) P3(0)
determinado por las inecuaciones:
0 ≤ λ1 < σ̄23 < λ2 < σ̄22 < λ3 < 1
cuya única cara no-singular (desde el punto de vista del cambio de coordenadas)








en R3. Denominaremos P̄3(0) al paraleleṕıpedo P3(0) junto con su borde ∂P3(0),
es decir:
P̄3(0) = P3(0) t ∂P3(0)
En la Figura 3.7 pueden visualizarse D3 y P3(0), donde hemos denominado D
3
a la región cerrada de R3 limitada por el elipsoide (3.30).
Existen elementos distinguidos en el dominio D3 y en el paraleleṕıpedo P̄3(0)
dignos de ser resaltados por el importante papel que desempeñarán con respecto
a las trayectorias solución:
Puntos:
• El origen O. Se trata del único punto fijo bajo la acción de todo el grupo
G = Z2 ×Z2 ×Z2 y aśı un único punto O de D3 se aplica en el vértice O de
P̄3(∞) o P̄3(0).






















Figura 3.7: Elipsoide (3.30), con sus elementos caracteŕısticos, y paraleleṕıpedo P3(0).
• Los puntos B, C y D. Se corresponden con los puntos de intersección entre
las tres elipses maximales de (3.30), es decir: q21 +
q22
σ̄22









= 1. Son puntos fijos bajo la acción del subgrupo Z2×Z2 de G y, por
tanto, dos puntos del borde de D3 se aplican en un único punto del borde
de P̄3(0). D es evidentemente el punto que se corresponde con los dos vaćıos
del sistema, ~v− y ~v+.
• Los focos F1, F2 y F3 de las elipses maximales mencionadas. La simetŕıa es
idéntica a la de los puntos B, C y D, y, en consecuencia, dos puntos de D3
son correlatos de uno del borde de P3(0), ∂P3(0).
• Los puntos umb́ılicos A del elipsoide (3.30). Se trata ahora de puntos inva-
riantes bajo la acción de un único Z2. Cuatro puntos de ∂D3 son aplicados
en un vértice de P̄3(0).
Curvas:








Se trata de la arista λ1 = λ2 = σ̄
2
3 de ∂P3(0). Cuatro puntos diferentes
de (3.31) se corresponden con uno sólo de la arista de ∂P3(0) debido a la
invarianza bajo la acción del subgrupo Z2 de G. La aplicación de los puntos
F1 y F3 es, sin embargo, 2 a 1 por tener un grupo mayor de simetŕıa: Z2×Z2 ⊂
G.
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• La hipérbola, del plano q2 = 0, que pasa por F2 y por los puntos umb́ılicos












Tras el análisis realizado, es fácil concluir que para obtener todas las soluciones
solitónicas de este modelo es necesario estudiar las zonas singulares del cambio
de coordenadas independientemente. Como veremos en el siguiente apartado, las
superficies singulares contienen una variedad muy rica de soluciones (exceptuando,
claro está, el plano q1 = 0, excluido por las condiciones asintóticas al no contener
los vaćıos del modelo). Demostraremos también cómo estas soluciones “singulares”
(desde este punto de vista) se pueden obtener como los casos ĺımite de las solu-
ciones generales (3.25) y (3.26) para los valores asintóticos de las constantes, de
una manera altamente no trivial. Todas estas soluciones van a ser, como hemos
comentado anteriormente, resultado de la inmersión del modelo N = 2 (modelo
MSTB) en el N = 3. Sin embargo aparecerán también nuevas soluciones, las
que denominaremos envolventes, sobre la superficie del elipsoide (3.30), es decir
restringidas a la cara λ1 = 0 del paraleleṕıpedo P̄3(0).
3.2.2 Tipos de Kinks
Kinks Embebidos
El estudio de las soluciones del Modelo Sigma O(3) Deformado sobre los planos
q2 = 0 y q3 = 0 se reduce a dos casos del Modelo Sigma O(2) Lineal Deformado
que hemos estudiado en la sección 3.1 utilizando coordenadas eĺıpticas de Jacobi
bidimensionales. Se tratará ahora dicho modelo en coordenadas tridimensionales
restringidas a las correspondientes caras de ∂P3(0).
Como ya se comentó en la sección 3.1, encontramos que el Modelo N = 1
está inmerso en el N = 2, precisamente ocupando la región singular que queda
determinada por el cambio de coordenadas que convierte el sistema dinámico en
separable Hamilton-Jacobi. Se repite la situación, como vemos, al analizar la
manera en la que el modelo N = 2 está inmerso en el N = 3. Por otro lado,
los kinks TK25 que aparecieron en el modelo N = 2 como trayectorias singulares
5Los kinks y antikinks que recorren la elipse (3.10).
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desde el punto de vista dinámico, que no geométrico, tendrán ahora su equivalente
en las familias de kinks NTK3, trayectorias sobre el elipsoide (3.30), que hemos
incluido obviamente en la categoŕıa de Kinks Envolventes.
Es de resaltar, por último, el hecho de que los kinks embebidos del caso N = 2,
es decir los del tipo TK1, aparecen ahora como intersección de los dos modelos
N = 2 embebidos en el caso N = 3. De esta manera el Modelo O(3) posee un
único tipo de kinks unidimensional (es decir con una componente cartesiana no
constante).
I. Modelo O(1) Embebido en el Modelo O(3)
Si consideramos el modelo restringido a la órbita:
M1 =
{
(q1, q2, q3) ∈ R3/q2 = q3 = 0
}
tendremos de nuevo el modelo φ4 analizado en la introducción de este caṕıtulo. No
es necesario, evidentemente, acudir a la ecuación de Hamilton-Jacobi, las integrales
primeras K2 y K3 (ver (2.22)) son idénticamente nulas, mientras que la ecuación
K1 = 1 es la conocida ecuación de Bogomol’nyi:
dq1
dt


















donde ~qTK1(t) denota, una vez más, solución de tipo kink, topológica (pues su
carga topológica asociada es 1, a “tiempo” t = −∞ la “part́ıcula” estará en el
vaćıo ~v− ≡ D1, mientras que a “tiempo” t = ∞ alcanza el vaćıo ~v+ ≡ D2) y
de una sóla componente no nula. La correspondiente ~qATK1(t) será el antikink
asociado, es decir la misma trayectoria recorrida en sentido contrario. Desde el
punto de vista mecánico, ambas son soluciones heterocĺınicas.
En coordenadas eĺıpticas la trayectoria TK1 (y la ATK1) transcurre sobre tres
aristas del paraleleṕıpedo P̄3(0): DF3, F3F2 y F2O, como puede comprobarse en
la Figura 3.8.




















Figura 3.8: Kink TK1 en coordenadas cartesianas (a) y en eĺıpticas (b).
• Primer tramo: Se trata de la arista DF3 determinada por las ecuaciones:
λ2 = σ̄
2
3; λ3 = σ̄
2
2
Si sustituimos dichos valores directamente en la ecuación I1 = 0 tendremos















para los valores del parámetro t siguientes:
t ∈ (−∞, t0 + arctanh(−σ3)] t [t0 + arctanh(σ3),∞)
• Segundo tramo: la arista F3F2 dada por:
λ1 = σ̄
2
3; λ3 = σ̄
2
2
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con:
t ∈ [t0+arctanh(−σ3), t0+arctanh(−σ2)]t[t0+arctanh(σ2), t0+arctanh(σ3)]
• Finalmente el tercer tramo es la arista F2O dada por:
λ1 = σ̄
2
3; λ2 = σ̄
2
2
















t ∈ [t0 + arctanh(−σ2), t0 + arctanh(σ2)]
Los tramos anteriormente presentados describen en coordenadas cartesianas
únicamente el trayecto D1 →O. La trayectoria completa del kink TK1 (o del
antikink ATK1) requiere, evidentemente, que dichos tramos se recorran dos veces.
II. Modelos O(2) Embebidos en el Modelo O(3)
Existen dos planos del espacio en los que el modelo en estudio se reduce al caso
N = 2, es decir al ya citado modelo MSTB. Son, evidentemente, los determinados
por las ecuaciones q2 = 0 y q3 = 0. Se reproducen, por tanto, en este subapartado,
los resultados ya expuestos en la sección anterior al tratarse este modelo. En este
caso las coordenadas que utilizaremos son las eĺıpticas de Jacobi tridimensionales,
restringidas a la región determinada por esas ecuaciones.
Ambos modelos contienen como submodelo (a su vez embebido en ellos) al caso
N = 1 y precisamente en la intersección de ambos. Dado que ya lo hemos detallado
en el apartado anterior no repetiremos aqúı las expresiones de los correspondientes
kinks.
II.A. Modelo MSTB en el plano q2 = 0.
La restricción al plano6
M2σ3 =
{
(q1, q2, q3) ∈ R3/q2 = 0
}
6En este apartado y en los siguientes utilizaremos la palabra “planos” en coordenadas carte-
sianas, no obstante la región interesante desde el punto de vista dinámico está limitada al interior
y al borde del elipsoide (3.30).
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reduce el sistema tridimensional al caso N = 2 (modelo MSTB) sobre el plano
coordenado por q1 y q3.
En coordenadas eĺıpticas, M2σ3 se traduce en dos caras del paraleleṕıpedo P̄3(0):
λ2 = σ̄
2
2 y λ3 = σ̄
2
2. De esta manera tendremos que:
M2σ3 = {(λ1, λ2, λ3)/λ3 = σ̄22} t {(λ1, λ2, λ3)/λ2 = σ̄22} = M12σ3 tM
2
2σ3
y estudiaremos, en consecuencia, el problema en dos regiones separadamente:
• 1. En M12σ3 tomaremos coordenadas restringidas de la forma: λ3 = σ̄22








(σ̄23 − λ1)(σ̄23 − λ2)
El rango de variación de estas coordenadas eĺıpticas restringidas será:
0 ≤ λ1 < σ̄23 < λ2 < σ̄22
El Hamiltoniano reducido a M12σ3 se escribe de la forma:
H =
−2A(λ1)π21 − λ21(λ1 − σ̄22)(λ1 − σ̄23)
λ1 − λ2 +
−2A(λ2)π22 − λ22(λ2 − σ̄22)(λ2 − σ̄23)
λ2 − λ1
de forma que la integración de la correspondiente ecuación de Hamilton-







1− λ1 − σ3√




1− λ1 + 1√






1− λ2 − σ3√




1− λ2 + 1√




Esta ecuación describe, por tanto, la porción de las trayectorias que pertenece
a la región del plano q2 = 0 limitada por las aristas de P̄3(0): AD, AF2, F2F3
y F3D. Su equivalente en coordenadas cartesianas será la región limitada (en





entre el punto D y el punto umb́ılico A, el eje q1 y la hipérbola caracteŕıstica
(3.32).
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(σ̄23 − λ1)(σ̄23 − λ3)
0 ≤ λ1 < σ̄23; σ̄22 < λ3 < 1
Las ecuaciones de las trayectorias en la superficie determinada por las aristas:






1− λ1 − σ3√




1− λ1 + 1√






1− λ3 − σ3√




1− λ3 + 1√




El método de Hamilton-Jacobi nos proporciona también la dependencia tempo-




1− λ1 − σ3√






1− λ2 − σ3√




para la parte de la trayectoria que transcurre en M12σ3 y que se corresponde con
los rangos de variación del “tiempo” t siguientes:
−∞ < t ≤ t1; t2 ≤ t ≤ t3; t4 ≤ t < ∞
donde t1, t2, t3 y t4 son los valores que resultan de resolver el sistema de ecuaciones
(3.34, 3.36) cuando se alcanzan las aristas del borde de M12σ3
7.




1− λ1 − σ3√






1− λ3 − σ3√




para t en los rangos:
t1 ≤ t ≤ t2; t3 ≤ t ≤ t4
7Dichos valores, t1, t2, t3 y t4, dependen evidentemente de γ1, γ2, σ2 y σ3 y determinan los
valores del parámetro t correspondientes a la intersección de una trayectoria solución con la
arista AF2 de ∂P3(0), ver Figura 3.9.
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Para cada valor finito de la constante γ2 se tiene, en consecuencia, un kink
no topológico. Los sectores involucrados son, en definitiva, C(+,+) y C(−,−), in-
distinguibles en coordenadas eĺıpticas. La distinción kink-antikink es confusa en
este caso, de cualquier manera dos son las soluciones asociadas a cada trayectoria
puesto que cada una de ellas puede recorrerse en ambos sentidos. En la Figura
3.9 se representan algunas soluciones de esta familia que denominaremos NTK2σ3
















Figura 3.9: Kinks NTK2σ3 del sector C(−,−) en coordenadas cartesianas, (a), y en
eĺıpticas, (b).
El Modelo MSTB queda completo si se consideran ahora por un lado los kinks
del tipo TK1 (kinks embebidos del Modelo N = 1 en el N = 2, ya comentados en
el apartado anterior) y por otro los kinks del tipo TK2 (kinks envolventes del caso





del elipsoide (3.30), contenida en M2σ3 y correspondiente en coordenadas eĺıpticas
a la unión de las aristas DA y AB, {λ1 = 0, λ3 = σ̄22} y {λ1 = 0, λ2 = σ̄22}






σ̄3 sech σ3(t− t0)

 , ~qATK2σ3 =


− tanh σ3(t− t0)
0








−σ̄3 sech σ3(t− t0)

 , ~qATK2σ3∗ =


− tanh σ3(t− t0)
0
σ̄3 sech σ3(t− t0)


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en coordenadas cartesianas (como se deduce directamente de la sección 3.1). En
coordenadas eĺıpticas hemos de analizar, como hemos dicho, dos aristas diferentes
de ∂P3(0):




= ±2(λ2 − σ̄23)
√
1− λ2
de manera que obtenemos la solución8:
λ
TK2σ3(I)
1 (t) = 0 λ
TK2σ3(I)
2 (t) = 1− σ23 tanh2(σ3t) λTK2σ3(I)3 (t) = σ̄22


















• Tramo AB: {λ1 = 0, λ2 = σ̄22}. La ecuación a integrar es ahora:
dλ3
dt
= ±2(λ3 − σ̄23)
√
1− λ3
que conduce a la solución:
λ
TK2σ3(II)
1 (t) = 0 λ
TK2σ3(II)




3 (t) = 1− σ23 tanh2(σ3t)















Evidentemente los tramos anteriormente descritos se recorren dos veces (la
trayectoria completa ha de entenderse de la forma: D→ A → B → A → D).
En la Figura 3.10 está representada la trayectoria de los kinks TK2σ3 y ATK2σ3.
II.B. Modelo MSTB en el plano q3 = 0.
De similares pero no idénticas caracteŕısticas es la inmersión en el modelo
N = 3 del modelo N = 2 a través de la superficie:
M2σ2 =
{
(q1, q2, q3) ∈ R3/q3 = 0
}
que, en coordenadas eĺıpticas, se corresponde con:
M2σ2 = {(λ1, λ2, λ3)/λ1 = σ̄23} t {(λ1, λ2, λ3)/λ2 = σ̄23} = M12σ2 tM
2
2σ2



















Figura 3.10: Uno de los kinks TK2 del plano q2 = 0 en coordenadas cartesianas, (a), y
en eĺıpticas, (b).
• 1. En M12σ2 se tiene: λ1 = σ̄23, y aśı necesariamente: q3 = 0. Las coordenadas








(σ̄22 − λ2)(σ̄22 − λ3)
dentro de los rangos:
σ̄23 < λ2 < σ̄
2
2 < λ3 < 1
Desde el punto de vista de las coordenadas cartesianas esta región no es
otra que el interior de la elipse (3.31). La integración de la ecuación de







1− λ2 − σ2√




1− λ2 + 1√






1− λ3 − σ2√




1− λ3 + 1√




• 2. En M22σ2 : λ2 = σ̄23 es la ecuación que proporciona ahora la restricción








(σ̄22 − λ1)(σ̄22 − λ3)
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para el rango
0 ≤ λ1 < σ̄23; σ̄22 < λ3 < 1







1− λ1 − σ2√




1− λ1 + 1√






1− λ3 − σ2√




1− λ3 + 1√




Las expresiones anteriores se complementan con las correspondientes ecuaciones




1− λ2 − σ2√






1− λ3 − σ2√








1− λ1 − σ2√






1− λ3 − σ2√
















Figura 3.11: Kinks NTK2σ2 del sector C(−,−) en coordenadas cartesianas, (a), y en
eĺıpticas, (b).
Encontramos de nuevo que para valores finitos de la constante γ2 se obtiene una
familia uniparamétrica de trayectorias kink no topológicas, que denominaremos
ahora como NTK2σ2, pertenecientes al plano q3 = 0, como puede verse en la
Figura 3.11.
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Una vez más el modelo se completa con los kinks del tipo TK1 ya comentados
y con los kinks de tipo TK2.
Los kinks envolventes del Modelo MSTB se corresponden en este caso, para











σ̄2 sech σ2(t− t0)
0

 , ~qATK2σ2 =


− tanh σ2(t− t0)








−σ̄2 sech σ2(t− t0)
0

 , ~qATK2σ2∗ =


− tanh σ2(t− t0)




que denotaremos genéricamente por TK2σ2.
En coordenadas eĺıpticas tendremos que las trayectorias del tipo TK2σ2 parten
del punto D, llegan al punto C y retornan a D, dentro de la elipse (3.43). Se
corresponden, por tanto, con una única arista perteneciente a ∂P3(0).
Sobre DC tenemos: λ1 = 0, λ2 = σ̄
2
3. De esta manera las integrales primeras
nos proporcionan una única ecuación:
dλ3
dt
= ±2 (λ3 − σ̄22
) √
1− λ3
y aśı la expresión de los kinks del tipo TK2σ2 se reduce, en eĺıpticas, a la expresión:
λTK2σ21 (t) = 0 λ
TK2σ2




3 (t) = 1− σ22 tanh2(σ2(t− t0))
con t ∈ (−∞,∞) y donde evidentemente la arista DC se recorre una vez en cada
sentido.
En la Figura 3.12 está representada la trayectoria correspondiente a los kinks
TK2σ2∗ y ATK2σ2∗.
Kinks Envolventes
Como ya se ha comentado anteriormente, la parte del borde de la región PN(0)
determinada por la ecuación λ1 = 0 constituye la única frontera no singular con


















Figura 3.12: Kinks del tipo TK2σ2 embebidos en el Modelo O(3) en coordenadas carte-
sianas y eĺıpticas.
respecto al cambio de coordenadas que estamos utilizando. Hemos denominado
kinks envolventes a los que pertenecen a ella y, para el caso N = 2, se trataba de
los kinks del tipo TK2. Como veremos a continuación, en el modelo tridimensional
aparecen cuatro familias (desde el punto de vista “cartesiano”, simplemente una
en coordenadas eĺıpticas) uniparamétricas de kinks sobre el elipsoide λ1 = 0. Se
tratará de kinks no topológicos y, de hecho, los kinks del tipo TK2 ya estudiados
dentro de los Kinks Embebidos del modelo constituirán los ĺımites singulares de
dichas familias cuando los parámetros que las caracterizan tienden a sus valores
asintóticos. Encontraremos, de esta manera, que las soluciones TK2 constituyen
la intersección entre los Kinks Envolventes y los Embebidos.
Por otra parte, es de resaltar el hecho de que las soluciones envolventes, para
N = 2, son de tipo topológico mientras que para N = 3 se trata de kinks no
topológicos. Un análisis detallado de los modelos con N ≥ 4 (que no hemos
incluido en este trabajo) permitirá concluir que se trata de un hecho asociado al
caracter par o impar de la dimensión en cada caso.
Consideraremos, por tanto, como superficie de prueba el elipsoide (3.30), cuya
ecuación en coordenadas eĺıpticas es simplemente λ1 = 0:
M3 ≡ {(λ1, λ2, λ3)/λ1 = 0}
























y tenemos, en definitiva, un tercer modelo bidimensional (desde el punto de vista
eĺıptico, en coordenadas cartesianas las tres coordenadas son no constantes) dentro















1− λ2 − σ2√






1− λ2 + σ3√






1− λ3 − σ2√






1− λ3 + σ3√




que podemos ver representadas en la Figura 3.13.
D A
C B
Figura 3.13: Kinks NTK3 en coordenadas cartesianas, (a), y en eĺıpticas, (b).






1− λ2 − σ2√






1− λ2 + σ3√






1− λ3 − σ2√






1− λ3 + σ3√




Las trayectorias son de tipo homocĺınico, desde el punto de vista dinámico, y,
por tanto, se trata de soluciones no topológicas que denotaremos como NTK3.
Como puede observarse, se trata de una familia uniparamétrica de trayectorias
en eĺıpticas que se corresponde con cuatro pares de familias en cartesianas. Dada
una trayectoria en eĺıpticas existen cuatro en cartesianas según se escoja el vaćıo,
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~v+, o ~v−, y según se considere la trayectoria en el semielipsoide de inecuación
q3 ≤ 0 ó q3 ≥ 0. Además, a cada trayectoria le corresponden, como es habitual,
dos soluciones según el sentido en el que se recorre con respecto a t.
Todas las trayectorias convergen en el punto A (correspondiente en eĺıpticas a
los puntos umb́ılicos del elipsoide), que constituye aśı un punto conjugado al vaćıo
D. Se observa una clara similitud entre estas soluciones y las estudiadas NTK2σ2
y NTK2σ3, si bien para las familias NTK3 son los puntos umb́ılicos los que juegan
el papel de los focos de las elipses correspondientes.
Kinks Genéricos
Las trayectorias-solución generales del modelo son las correspondientes a valores
finitos y no nulos de las constantes C2 y C3, o, alternativamente, a valores finitos


















Figura 3.14: Ejemplo de Kink TK3 en el interior del elipsoide, (a), y en P3(0), (b).
Fijadas C2 y C3(ó γ2 y γ3) (ver como ejemplo la Figura 3.14), la trayectoria kink
correspondiente es una curva alabeada, en el interior de P3(0), que comienza en el
punto de vaćıo D, alcanza la cara superior BCF1O, corta a la arista AF2 para con-
tinuar hasta cortar a la arista F1F3, volver a la cara superior, cortar una segunda
vez a AF2, alcanzar por tercera vez la cara superior y terminar definitivamente en
el punto D.
La traducción de este recorrido genérico a coordenadas cartesianas es delicada
debido a la presencia de varias ambigüedades. La no unicidad del cambio de coor-
denadas (ocho a uno) complica, lógicamente, esta lectura. Un cuidado especial se
hace necesario en los cortes con las cónicas (3.31) y (3.32), pues varias posibilidades
son aparentemente válidas a priori. El requerimiento, para las soluciones, de con-
tinuidad y derivabilidad en los puntos de corte con dichas cónicas (aristas AF2 y
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F1F3 de ∂P3(0), respectivamente), dentro del elipsoide (3.30), aclara notablemente
el análisis del comportamiento de las trayectorias cartesianas. Si fijamos además
el vaćıo de partida y el cuadrante del plano q1 = 0 en el que se corta por primera
vez la trayectoria con dicho plano9, entonces una única curva queda determinada
por el cambio inverso de coordenadas.
La trayectoria representada en la Figura 3.14 se puede describir, por tanto, de
la forma siguiente:
La curva parte del punto de vaćıo D= ~v− y, tras cruzar el plano q1 = 0 en el
cuadrante escogido, corta a la rama q1 > 0 de la hipérbola caracteŕıstica (3.32),
para retornar hacia la elipse (3.31); en este corte la curva pasa al semiespacio
q3 < 0 y continúa hasta cortar a la otra rama (q1 < 0) de la hipérbola, después
de haber cortado de nuevo el plano q1 = 0. Tras este corte con la otra rama de la
hipérbola (donde corta de paso al plano q2 = 0), la curva vuelve a cortar al plano
q1 = 0 para terminar definitivamente en el otro punto de vaćıo D=~v
+.
Evidentemente se trata de kinks topológicos (en los sectores C(−,+) y C(+,−)),
que denominaremos TK3 de manera general10.
Las elecciones realizadas nos recuerdan que una sóla trayectoria en coordenadas
eĺıpticas tiene asociadas ocho en cartesianas. Como veremos en el apartado 3.2.4,
la descripción en coordenadas eĺıpticas de las soluciones nos facilitará el análisis
del Espacio Modular de Kinks del modelo, al estar considerado de manera natural
en las mismas el cociente bajo la acción del grupo de simetŕıa, G = Z2 × Z2 × Z2,
del sistema.
Variando las constantes γ2 y γ3 encontraremos la totalidad de trayectorias de
la familia TK3.
Otras Parametrizaciones de los Kinks Genéricos
De manera similar a lo ocurrido en el análisis del Modelo MSTB, en la sección 3.1,
los parámetros γ2 y γ3 tienen una interpretación geométrica muy interesante, tanto
en el espacio R3 como en P3(0). Es posible plantear unas ecuaciones similares a
(3.18) que relacionen los parámetros con ángulos de incidencia sobre diferentes
puntos (o curvas) distinguidos de la región D3 (o P3(0)). La complejidad de las
mismas para este caso hace que nos centremos preferentemente en otros aspectos
de la geometŕıa de las soluciones.
9O alternativamente el octante del elipsoide por el que la trayectoria comienza a trazarse.
10Si se especifica el sector, la notación habitual impone que TK3 corresponda a C(−,+) y ATK3
al C(+,−).


















Figura 3.15: Varios kinks TK3 en el interior del elipsoide (a) y en P3(0) (b).
Como veremos, el estudio de otras parametrizaciones de los kinks genéricos
aclarará en buena medida los ĺımites asintóticos de la familia TK3 que analizaremos
en la sección siguiente. El grado de complicación de los mismos será mucho mayor
que en el caso bidimensional ya detallado en 3.1.
Partiendo de la parametrización inicial en las constantes γ2 y γ3, que estable-
cen uńıvocamente una trayectoria TK3 (desde el punto de vista “eĺıptico”, obvia-
mente en cartesianas se corresponde con ocho trayectorias diferentes, como ya se
ha comentado), tendremos que el espacio de soluciones TK3 es isomorfo a R2 o,
equivalentemente, al plano complejo C.
Introduciremos a continuación una nueva parametrización de la familia de kinks
TK3, equivalente a la anterior, que se revelará muy útil a la hora de estudiar de-
terminados ĺımites asintóticos de los kinks, tanto anaĺıtica como geométricamente.
Definiremos las nuevas constantes, γ y γ̄, de la forma:
γ = γ3σ̄
2
3 − γ2; γ̄ = γ3σ̄22 − γ2
γ2 =





Podemos entonces manipular las ecuaciones (3.25, 3.26) para expresarlas en
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1− λ1 + σ2√






1− λ2 − 1√






1− λ2 + σ2√






1− λ3 − 1√






1− λ3 + σ2√











1− λ1 − 1√






1− λ1 + σ3√






1− λ2 − 1√






1− λ2 + σ3√






1− λ3 − 1√






1− λ3 + σ3√




Veamos a continuación algunas de las interpretaciones geométricas que estas
parametrizaciones admiten:
Puntos de corte con la cara λ3 = 1
Cada uno de los kinks de la familia TK3 corta la cara superior de P̄3(0) (plano
q1 = 0 en coordenadas cartesianas) tres veces a lo largo de su recorrido completo.
Fijado uno de dichos puntos de corte (es decir los valores correspondientes de
λ1 y λ2) los dos restantes quedan a su vez determinados. De esta manera, la
arbitrariedad en los valores que puedan tomar las dos constantes que parametrizan
a la familia de kinks (bien γ2 y γ3, bien γ y γ̄) es equivalente a fijar las coordenadas
de uno de los puntos de corte con la cara OF1BC de ∂P3(0) (por ejemplo el segundo
de ellos). Esta equivalencia se plasma anaĺıticamente en las ecuaciones siguientes:
Dada una elección tomada de las constantes (γ2, γ3), los puntos de corte con la






1− λ1 + σ2√
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1− λ2 + σ2√
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1− λ1 − 1√
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1− λ2 − 1√






1− λ2 + σ2√






1− λ2 − σ3√





MODELO SIGMA O(3) DEFORMADO 109
Equivalentemente, cada par (γ, γ̄) conduce a unas ecuaciones con idénticas






1− λ1 − 1√






1− λ1 + σ2√







1− λ2 − 1√






1− λ2 + σ2√










1− λ1 − 1√
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1− λ2 − 1√






1− λ2 + σ3√




Detallaremos en la próxima sección cómo se comportan las ecuaciones (3.50,
3.51) por un lado, y (3.52, 3.53), por otro, cuando alguno de los puntos de corte
con λ3 = 1 se considera muy cercano a alguna de las aristas de la cara OF1BC (se
tratará evidentemente de un ĺımite singular en el que una o varias de las constantes
tiendan a ±∞).
Puntos de corte con las aristas AF2 y F1F3
El Modelo O(3) presenta dos regiones especialmente distinguidas en el espacio
de configuración del sistema mecánico: se trata de las cónicas que hemos denomi-
nado caracteŕısticas, la elipse (3.31) y la hipérbola (3.32). Desde el punto de vista
dinámico, se trata de los únicos conjuntos de puntos de P̄3(0) (exceptuando los
vaćıos D1 y D2) que son atravesados por infinidad de soluciones kink. Desde esta
perspectiva, su papel en el sistema es equivalente al representado por los focos de
la elipse (3.10) en el modelo MSTB. Se tratará, por tanto, de curvas de puntos
conjugados a los de vaćıo del sistema. En el Caṕıtulo 6 de esta memoria volveremos
sobre este tema a la hora de estudiar la Teoŕıa de Morse del modelo.
Cada punto de la elipse (3.31), arista F1F3 de P̄3(0), es cortado una vez por
cada trayectoria TK3 mientras que cada punto de (3.32), arista AF2 de P̄3(0), lo es
dos veces (en cartesianas se cortará una vez cada rama diferente de la hipérbola).
Una vez fijado uno de los cortes con la arista AF2, el otro queda automáticamente
determinado, se tienen por tanto dos libertades desde este punto de vista: el corte
con F1F3 y uno de los cortes con AF2.
De forma anaĺıtica, tendremos que la parametrización en las constantes γ y γ̄
es mucho más adecuada que la determinada por γ2 y γ3 para explicitar el cálculo
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de dichos puntos de corte y, en definitiva, la posibilidad de caracterizar cada una
de las soluciones kink por los mismos.
Si tomamos el ĺımite λ2 → σ̄22, λ3 → σ̄22 (ĺımite que nos conduce a la arista AF2






1− λ1 − 1√






1− λ1 + σ3√









los dos puntos de corte con la arista AF2, determinados en definitiva por el valor de
la constante γ̄. La otra ecuación nos conduce a una expresión de la forma (donde








1− λ3 − σ2√
1− λ2 − σ2
(3.55)
de manera que la indeterminación del segundo miembro puede conducir a cualquier
valor posible de la constante γ (dado que se trata de dos ĺımites en variables
diferentes).
En lo que respecta a la elipse (3.31), de manera análoga a la anterior, deberemos
tomar los ĺımites λ1 → σ̄23 y λ2 → σ̄23 simultáneamente. Las ecuaciones (3.48, 3.49)






1− λ3 − 1√






1− λ3 + σ2√











1− λ2 − σ3√
1− λ1 − σ3
(3.57)
de manera que, fijada γ, la ecuación (3.56) determina el punto de corte con F1F3:




3, λ̃3), donde λ̃3 es una ráız (única en este caso) de (3.56). Por
su parte, la ecuación (3.57) permite que todos los valores de γ̄ sean compatibles
con dicho punto de corte.
Tenemos, en consecuencia, que una vez que se ha fijado el punto de corte
con una rama de la hipérbola, mediante una elección de γ̄, la segunda constante,
γ, parametriza a toda una subfamilia de trayectorias TK3 que, manteniendo los
cortes con la hipérbola fijos, intersecan con todos los puntos de la elipse F1F3,
exceptuando los propios F1 y F3. Una situación similar es la que se obtiene si
se fija un valor constante de γ de manera que queda determinado el punto de
intersección con la elipse (3.31). Existe otra subfamilia, dependiente del parámetro
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γ̄, o, equivalentemente, de los puntos de corte con las dos ramas de la hipérbola
(3.32).
Evidentemente, el análisis anterior puede repetirse en función de las constantes
γ2 y γ3. La dificultad que se plantea es que, al tomar los ĺımites adecuados para
alcanzar una de las dos cónicas caracteŕısticas, las dos ecuaciones, (3.25) y (3.26),
dependen de ĺımites indeterminados. Es posible entonces manipular las ecuaciones
resultantes de manera que en una de ellas se elimine la indeterminación, man-
teniéndose en la restante, el resultado que se obtiene es exactamente el sistema
(3.54, 3.55) para los cortes con la hipérbola, y (3.56, 3.57) para la elipse. No in-
cluiremos, por tanto, dichos cálculos en esta memoria puesto que conceptualmente
no aportan ninguna novedad.
En lo que respecta a los extremos de las aristas estudiadas, es decir los vértices
A, F1, F2 y F3, se trata de puntos no accesibles para las soluciones correspondientes
a valores finitos de las constantes. Se alcanzan, como veremos en la próxima
sección, cuando las constantes γ2 y γ3, o alternativamente γ y γ̄, tienden a sus
ĺımites asintóticos.
3.2.3 Ĺımites Especiales y Reglas de Suma
La enerǵıa de cada solución kink, tal y como se estableció en la Sección 1.2, no es
más que la acción de la trayectoria solución correspondiente en el sistema mecánico
análogo (salvo constantes multiplicativas). De esta forma, los kinks genéricos





































donde, evidentemente, se ha considerado el número de veces que cada tramo es
recorrido por una única trayectoria TK3 (dos veces para λ1, cuatro para λ2 y seis
para λ3).
Analizaremos en esta sección las enerǵıas de los diferentes tipos de kinks que
hemos estudiado en la precedente. De manera análoga a lo ocurrido para el caso
del Modelo MSTB, pero de una forma mucho más compleja, encontraremos una
serie de reglas de suma para los diferentes tipos de kinks y demostraremos que
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dichas reglas no son en absoluto casuales; por el contrario, se corresponden con el
hecho de que diferentes combinaciones de kinks envolventes y embebidos pueden
ser considerados kinks genéricos si se pasa al ĺımite asintótico en el espacio de los
parámetros que caracterizan a estos últimos. Estos razonamientos nos llevarán, en
la próxima sección, a presentar diferentes compactificaciones posibles del Espacio
Modular de soluciones kink de la teoŕıa.
Regla ETK3 = ENTK2σ3 + ETK2σ2
Con un razonamiento similar al utilizado en (3.58), calcularemos la enerǵıa de los



































































de manera que se observa la regla de suma:
ETK3 = ENTK2σ3 + ETK2σ2 (3.59)
Por otro lado, demostramos en la Sección 3.1 que la enerǵıa ENTK2σ3 puede
escribirse como:
ENTK2σ3 = ETK2σ3 + ETK1 (3.60)














La interpretación de la regla de suma (3.59) es clara: la suma de trayectorias
NTK2σ3 + TK2σ2 tiene que ser, de alguna manera, un elemento ĺımite de la familia
TK3, con un “tiempo” reescalado, evidentemente. Calcularemos, por tanto, los
ĺımites asintóticos de la familia TK3, utilizando para ello las ecuaciones (3.48,
3.49).
En el ĺımite γ → −∞ encontraremos kinks en la ecuación (3.48) en tres dife-
rentes circunstancias:
11El resultado, aunque calculado en otras coordenadas, es evidentemente igual al obtenido en
la Sección 3.1.
MODELO SIGMA O(3) DEFORMADO 113
• 1. Cuando el signo de π1 se considera positivo (sign(π1) = +1), el ĺımite
γ → −∞ se consigue en la ecuación (3.48) si λ1 → 0. En esta situación, la
ecuación (3.49) nos indica que γ̄ podrá mantener un valor finito sólo cuando
λ2 → σ̄23 dentro de la elección sign(π2) = +1. Se trata de un ĺımite no trivial
en el que obtendremos dos veces el único tramo (arista DC) correspondiente
al kink TK2σ2
12 (según se considere sign(π3) = ±1), en el plano q3 = 0,
siempre y cuando λ1 tienda a 0 y λ2 tienda a σ̄
2






1− λ1 − 1)σ3√





· e2σ3σ̄23 γ̄ ·
(∣∣∣∣
√
1− λ3 − 1√






1− λ3 + σ3√
1− λ3 − σ3
∣∣∣∣
)−sign(π3)
Existen otras posibilidades, para los casos:
(sign(π1), sign(π2), sign(π3)) = (+1,−1,±1)
que no corresponden con ĺımites kink en este caso γ → −∞. Serán relevantes,
por contra, en el ĺımite asociado γ →∞.
• 2. Si λ2 → σ̄22 para los casos (sign(π1), sign(π2), sign(π3)) = (±1,−1,±1),
se obtiene directamente, sin más restricciones en la ecuación (3.49), que















1− λ1 − 1√






1− λ1 + σ3√






1− λ3 − 1√






1− λ3 + σ3√




que no es otra que la ecuación de las trayectorias solución de la Ecuación
de Hamilton-Jacobi para la parte de los kinks NTK2σ3 que pertenecen a la
región M22σ2 .
• 3. Finalmente, el tercer caso relevante surge cuando λ3 tiende a σ̄22 dentro
de la elección de signos:
(sign(π1), sign(π2), sign(π3)) = (±1,±1,−1)
12Nótese que el kink completo precisa recorrer dos veces dicha arista.
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En esta situación, encontramos que γ → −∞ de nuevo directamente, sin















1− λ1 − 1√






1− λ1 + σ3√






1− λ2 − 1√






1− λ2 + σ3√




que corresponde a la ecuación de la parte de los kinks NTK2σ3 que pertenece
a M12σ3 .
Queda, por tanto, demostrado que, en el ĺımite γ → −∞, puede verse la
combinación NTK2σ3+TK2σ2 como un miembro de la familia TK3, tal y como
apuntaba la regla de suma (3.59).
El análisis no estará completo, sin embargo, si no estudiamos qué ocurre en el
ĺımite γ → ∞. El resultado es idéntico al ya tratado γ → −∞. Tomar el ĺımite
γ → ∞ equivale, en el análisis anterior, a cambiar todas las elecciones de signos
de π1, π2 y π3 por las opuestas. Las tres opciones seŕıan ahora:
• 1’. λ1 → 0 produce γ → ∞ si sign(π1) = −1. De nuevo γ̄ finito nos pro-
porciona la arista (doblemente recorrida) del kink TK2σ2, siempre y cuando
λ2 → σ̄23 en los casos con sign(π2) = −1, y con un comportamiento apropiado
de los ĺımites, dependiendo del valor de λ3 en su recorrido por la arista DC.
• 2’. λ2 → σ̄22, para los casos (sign(π1), sign(π2), sign(π3)) = (±1, +1,±1),




• 3’. Y finalmente, λ3 → σ̄22 con (sign(π1), sign(π2), sign(π3)) = (±1,±1, +1),
proporciona el ĺımite γ → ∞. La reducción de (3.49) es ahora la ecuación




En definitiva, los ĺımites γ → ±∞ en la familia TK3 proporcionan como re-
sultado la familia NTK2σ3 más el kink TK2σ2. La regla de suma (3.59) queda
completamente explicada.
Es posible estudiar ahora la combinación entre las reglas de suma (3.59) y
(3.60):
ETK3 = ETK2σ2 + ETK2σ3 + ETK1 (3.63)
Esta regla se puede demostrar considerando, dentro de los ĺımites γ → ±∞
ya tomados, la posibilidad γ̄ → ±∞ en las ecuaciones reducidas (3.61, 3.62).
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Comenzando por el caso γ̄ → ∞ encontraremos dos posibilidades en M22σ3 y tres
en M12σ3 que conducen a diferentes tramos de soluciones kink:
• A. En M22σ3 (λ2 = σ̄22):
– i. Si sign(π1) = +1, γ̄ →∞ cuando λ1 → σ̄23 en la ecuación (3.61). En
esta situación λ1 → σ̄23 y λ2 = σ̄22 proporciona el tercer tramo del kink
TK1, que hemos denotado anteriormente como TK1(III). Se obtiene,
además, dos veces, como debe de ocurrir de cara a completar toda la
trayectoria solución, de acuerdo con las dos posibilidades:
(sign(π1), sign(π2), sign(π3)) = (+1,−1,±1)
– ii. Si sign(π1) = −1, γ̄ →∞ cuando λ1 = 0. Encontramos en este caso
el segundo tramo (arista AB) del kink topológico bidimensional en el
plano q2 = 0, TK2σ3(II).
• B. En M12σ3 (λ3 = σ̄22):
– iii. Para la posibilidad: sign(π1) = +1, se alcanza γ̄ → ∞ si λ1 = σ̄23.
Se obtiene, de manera análoga, el tramo TK1(II) (dos veces de nuevo).
– iv. Para sign(π1) = −1, γ̄ → ∞ si λ1 = 0. La contribución es ahora
TK2σ3(II).
– v. Por último, en la situación sign(π2) = +1, γ̄ tiende a ∞ si λ2 = σ̄23,
obteniéndose el tramo restante, TK1(I).
El ĺımite γ̄ → −∞, después del γ → ±∞, nos proporciona exactamente el
mismo resultado. De esta manera hemos completado el análisis de la regla de
suma (3.60): la combinación TK2σ3 más TK1 es un miembro ĺımite de la familia
NTK2σ3.
Ambas demostraciones nos prueban (desde esta perspectiva) la regla de suma
conjunta, (3.63).
Desde el punto de vista geométrico, los ĺımites anteriormente calculados tienen
una interpretación muy clara e intuitiva: cada valor fijo y finito de la constante
γ̄ determina los puntos de corte de las correspondientes trayectorias TK3 con la
arista AF2, por medio de la ecuación (3.54). El ĺımite γ → ±∞ conduce, por su
parte, a que el punto de corte con la arista F1F3 tienda al foco F3 (ver ecuación
(3.56)). En lo que respecta a los puntos de corte con la cara λ3 = 1 de ∂P3(0),
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el ĺımite γ → ±∞ hace que uno de los cortes tienda al punto C mientras que los
otros dos restantes se sitúan en la arista BO (dependiendo los puntos concretos,
evidentemente, del valor que tome γ̄). La situación, por tanto, coincide con lo
demostrado anaĺıticamente, puesto que la combinación NTK2σ3 + TK2σ2 es la
única posible que conduce a que todos sus miembros pasen por el punto F3, corten
cuatro veces a la arista AF2, dos veces a la arista BO y pasen por el punto C.










Figura 3.16: Trayectoria TK3 correspondiente a una valor grande de la constante γ.
Si posteriormente se toma el ĺımite γ̄ → ±∞ entonces, en (3.54), necesaria-
mente los cortes con la arista AF2 se realizan en los extremos, A y F2, mientras que
los cortes con BO se consiguen a su vez en B y en O. Dicha situación corresponde,
evidentemente, a la sucesión de aristas que proporciona la configuración: TK2σ2 +
TK2σ3 + TK1. En la Figura 3.19 está representado un kink cercano a este ĺımite.
Regla ETK3 = ENTK2σ2 + ETK2σ3
De manera similar al caso anterior, existen otras reglas de suma que involucran a las
demás familias de kinks embebidos que hemos analizado en la sección precedente.
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Se verifican, por tanto, las reglas:
ETK3 = ENTK2σ2 + ETK2σ3 (3.64)
ENTK2σ2 = ETK2σ2 + ETK1 (3.65)
análogas a las (3.59, 3.60).
Para demostrarlas (desde el punto de vista de los ĺımites asintóticos) conside-
raremos primeramente, en las ecuaciones (3.48,3.49), el ĺımite γ̄ → ∞. Esto nos
conducirá a tres posibilidades, diferentes de las encontradas en el anteriormente
considerado caso γ → ±∞:
• 1. En todos los casos con sign(π1) = −1, el ĺımite γ̄ → ∞ se alcanza si
λ1 tiende a 0. Sin embargo γ permanece finita, de acuerdo con la ecuación
(3.48), sólo en algunos de estos casos:
– a) en los casos (sign(π1), sign(π2), sign(π3)) = (−1,±1,−1), si λ3 tiende
a σ̄22 de tal manera que se verifique
lim
(λ1,λ3)→(0,σ̄22)
|√1− λ3 − σ2|










1− λ2 − 1√






1− λ2 + σ2√
1− λ2 − σ2
∣∣∣∣
)−sign(π2)
para cada valor concreto de λ2 y para cada una de las dos posibles
elecciones del signo de π2, entonces se encuentra exactamente el primer
tramo del kink bidimensional topológico en el plano q2 = 0, es decir
TK2σ3(I) (obviamente dos veces, para sign(π2) = +1 y para sign(π2) =
−1).
– b) si, en los casos (sign(π1), sign(π2), sign(π3)) = (−1,−1,±1), λ2 tiende
a σ̄22 de tal manera que
lim
(λ1,λ2)→(0,σ̄22)
|√1− λ2 − σ2|










1− λ3 − 1√






1− λ3 + σ2√




para cada valor de λ3 y cada signo de π3, tenemos TK2σ3 (II).
• 2. En los casos con sign(π2) = +1, el ĺımite λ2 → σ̄23 implica que γ̄ tienda
a ∞ sin más restricciones en la ecuación (3.48). En este ĺımite, λ2 = σ̄23, la
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1− λ3 + σ2√




es decir, la ecuación de las trayectorias de la familia NTK2σ2 restringidas a
la región M22σ2 .
• 3. La tercera posibilidad consiste en que sign(π1) = +1. Entonces λ1 ten-















1− λ2 − 1√






1− λ2 + σ2√






1− λ3 − 1√






1− λ3 + σ2√








De forma similar al caso anterior, el ĺımite γ̄ → −∞ proporciona los mismos
resultados con el intercambio correspondiente de signos.
Las tres posibilidades son ahora:
• 1’. Para el caso sign(π1) = −1, λ1 tendiendo a σ̄23 equivale a γ̄ → −∞. La
ecuación (3.48) se reduce a ecuación de la familia NTK2σ2 en la región M
1
2σ2
de manera similar al caso 3 anterior.
• 2’. Si sign(π2) = −1, encontraremos γ̄ → −∞ para λ2 → σ̄23. La ecuación




como en el caso 2 anterior.
• 3’. Por último, cuando sign(π1) = +1, γ̄ → −∞ se obtiene si λ1 → 0.
γ permanece finito en dos casos diferentes: a) Si λ3 → σ̄22 de la manera
adecuada (y dependiente de λ2), obteniéndose TK2σ3(I). b) Si λ2 → σ̄22 en
un modo similar al caso 1.b) (salvo los signos intercambiados, obviamente),
entonces el ĺımite γ̄ → −∞ es el que proporciona TK2σ3(II).
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Se ha demostrado, por tanto, que partiendo de las ecuaciones de la familia TK3
en la parametrización dada por las constantes γ y γ̄, se alcanza, en los ĺımites
γ̄ → ±∞, la combinación: familia NTK2σ2 más TK2σ3. Queda probada aśı la
regla de suma (3.64).
De manera similar al caso anterior, la regla de suma (3.64) puede conducirnos
a su vez a la regla (3.63) si se calcula el ĺımite γ → ±∞ en las ecuaciones reducidas
(3.66, 3.67), tras calcular el correspondiente ĺımite γ̄ → ±∞. Si combinamos, por
ejemplo, los ĺımites γ̄ → +∞ y γ → +∞, encontraremos dos posibilidades, tanto
en M22σ2 como en M
1
2σ2
, que conducen a kinks:
• A. En la región M22σ2 (λ2 = σ̄23):
– i. Si sign(π1) = −1, se alcanza el ĺımite γ → ∞ cuando λ1 tiende a 0.
λ2 = σ̄
2
3 y λ1 = 0 determinan el tramo TK2σ2(I).
– ii. Si sign(π3) = 1, λ3 → σ̄22 equivale a γ tendiendo a ∞ y ello nos
proporciona TK1(I).
• B. Para M12σ2 (λ1 = σ̄23) encontramos:
– iii. Si sign(π2) = +1, γ → ∞ se corresponde con que λ2 tienda a σ̄22.
Obtenemos aśı el tramo TK1(III), para el que λ1 = σ̄
2
3 y λ2 = σ̄
2
2.
– iv. Para la posibilidad sign(π3) = +1 tendremos γ → ∞ si λ2 → σ̄22 y
aśı obtenemos TK1(II) en este ĺımite.
Si hubieramos considerado el ĺımite γ → −∞ después de haber tomado γ̄ →
±∞ habŕıamos obtenido exactamente el mismo resultado final. Queda aśı probada
la regla de suma (3.65), puesto que la combinación TK2σ2 + TK1 ha quedado es-
tablecida como un miembro de la familia NTK2σ2 en el ĺımite γ → ±∞. Combi-
nando (3.64) y (3.65) se demuestra (3.63) y, en definitiva, se tiene a la combinación
TK2σ2 + TK2σ3 + TK1 como un miembro de la familia TK3 en un ĺımite de los
parámetros muy particular.
Nuevamente es posible una interpretación geométrica clara de los cálculos ante-
riores. La consideración de γ̄ → ±∞ (para un valor finito de γ) hace que mientras
los cortes con la arista AF2 se sitúan en los extremos de la misma (ver ecuación
(3.54)), los correspondientes (en esta situación se presentan dos puntos de corte)
a la arista F1F3 dependen directamente del valor de γ (ver ecuación (3.56)).
Por su parte, en lo que respecta a los cortes con la cara λ3 = 1, el ĺımite
considerado hace que uno de los cortes esté en el punto B mientras que los otros
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dos, de acuerdo con las ecuaciones (3.52, 3.53), pueden estar, bien en la arista CF1,
bien en F1O (realmente pueden estar los dos en la primera o uno de ellos en la
primera y el otro en la segunda, un análisis detallado de esas ecuaciones muestra
que no pueden estar las dos soluciones en la arista F1O), en función de los valores
correspondientes de γ y de las constantes σ2 y σ3 propias del modelo.
La unión de los dos razonamientos nos conduce ineqúıvocamente a la configu-
ración NTK2σ2 + TK2σ3, como se ha demostrado anaĺıticamente. En la Figura









Figura 3.17: Trayectoria TK3 correspondiente a una valor grande de la constante γ̄.
El posterior ĺımite con γ → ±∞ nos lleva a la misma situación geométrica del
caso anterior y, en definitiva, a la combinación TK2σ2 + TK2σ3 + TK1.
Regla ETK3 = ENTK3 + ETK1
Existe un tercer conjunto de reglas de suma de las enerǵıas de los kinks TK3, y de
alguna manera más especial que los anteriormente expuestos.
La enerǵıa de los kinks envolventes (tridimensionales y no topológicos) que
















De manera que pueden comprobarse fácilmente las reglas de suma:
ETK3 = ENTK3 + ETK1 (3.68)
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ENTK3 = ETK2σ3 + ETK2σ2 (3.69)
Esperaremos aśı que un proceso de paso al ĺımite como los anteriores nos de-
muestre que, efectivamente, la combinación NTK3+TK1 puede ser vista como un
miembro de la familia TK3 en las condiciones que dichos ĺımites determinen. En
esta ocasión, como veremos, las ecuaciones más adecuadas para efectuar dicho
procedimiento serán las que se obtienen directamente de la ecuación de Hamilton-
Jacobi del sistema, es decir las ecuaciones (3.25) y (3.26), parametrizadas por las
constantes γ2 y γ3 (o alternativamente C2 y C3). Cuando se estudia en ellas el
ĺımite γ3 → −∞ o C3 tendiendo a cero, resultan cinco casos relevantes:
• 1. Si sign(π1) = +1 y λ1 tiende a 0.
Encontramos entonces que C3 → 0 en cualquiera de las cuatro opciones:
(sign(π1), sign(π2), sign(π3)) = (+1,±1,±1)
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es decir, la ecuación de la familia NTK3 parametrizada por la constante γ2
(o C2).
• 2. Cuando sign(π1) = +1 y λ1 tiende a σ̄23. El comportamiento de la ecuación
(3.25), con γ2 finita, nos conduce a tres subcasos diferentes:
– 2.a) Si λ1 → σ̄23 y λ2 → σ̄22 simultáneamente, para las opciones de
signos:
(sign(π1), sign(π2), sign(π3)) = (+1, +1,±1)
entonces la situación γ3 tendiendo a −∞, y al mismo tiempo γ2 per-
maneciendo finita, se consigue de una forma no trivial en absoluto. Es
necesario que el ĺımite
lim
(λ1,λ2)→(σ̄23 ,σ̄22)
|√1− λ1 − σ3|σ2σ̄22
|√1− λ2 − σ2|σ3σ̄23
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sea nulo, para obtener γ3 → −∞, mientras que el ĺımite
lim
(λ1,λ2)→(σ̄23 ,σ̄22)
|√1− λ1 − σ3|σ2
|√1− λ2 − σ2|σ3
es necesariamente no nulo y dependiente del valor de λ3 y del signo
sign(π3), para que pueda obtenerse el valor correcto de la constante γ2
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Esta situación tan especial, en la que los dos ĺımites tienen que valer
simultáneamente los valores indicados, es posible gracias a que las cons-
tantes que determinan el modelo verifican que σ̄22 > σ̄
2
3.
La situación descrita se corresponde exactamente con el tramo TK1(III),
y obviamente dos veces, como esperamos, de acuerdo con los dos posi-
bles signos de π3.
– 2.b) Si consideramos ahora λ1 → σ̄23 y λ2 → σ̄23 al mismo tiempo, para
las posibilidades
(sign(π1), sign(π2), sign(π3)) = (+1,−1,±1)
encontramos una situación diferente, el ĺımite
lim
(λ1,λ2)→(σ̄23 ,σ̄23)
|√1− λ1 − σ3|σ2σ̄22
|√1− λ2 − σ3|σ2σ̄22




|√1− λ1 − σ3|σ2
|√1− λ2 − σ3|σ2
es nulo también. Para que, en estas circunstancias, se mantenga la
hipótesis de γ3 → −∞ y γ2 fija y finita, la única posibilidad es que λ3
tienda a σ̄22 junto con que sign(π3) = −1. Esto significa que el tramo
de signos (+1,−1, +1) del kink genérico TK3 original se convierte, en
esta situación ĺımite, en únicamente un punto, concretamente el F3.
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– 2.c) Cuando λ1 → σ̄23 y λ3 → σ̄22 simultáneamente, para las opciones de
signos:
(sign(π1), sign(π2), sign(π3)) = (+1,±1, +1)
Un análisis similar de este subcaso nos conduce al tramo TK1(II), siem-
pre y cuando se verifique
lim
(λ1,λ3)→(σ̄23 ,σ̄22)
|√1− λ1 − σ3|σ2σ̄22
|√1− λ3 − σ2|σ3σ̄23
= 0
mientras que el ĺımite
lim
(λ1,λ3)→(σ̄23 ,σ̄22)
|√1− λ1 − σ3|σ2
|√1− λ3 − σ2|σ3
permanece no nulo y dependiente del valor de λ2 y del signo sign(π2)
de una manera similar al ĺımite analizado en el subcaso 2.a).
• 3. Para sign(π2) = +1 y λ2 tendiendo a σ̄23, dos son los subcasos relevantes:
– 3.a) λ1 → σ̄23 y λ2 → σ̄23 simultáneamente, para las siguientes opciones
en los signos:
(sign(π1), sign(π2), sign(π3)) = (−1, +1,±1)
Esta situación presenta caracteŕısticas análogas a las del subcaso 2.b).
Los dos ĺımites relevantes, en las ecuaciones (3.25) y (3.26), son nulos
y aśı el valor de λ3 estará fijado en σ̄
2
2; se obtiene de esta manera que
todo el tramo original se reduce, al pasar al ĺımite, al punto F3.
– 3.b) λ2 → σ̄23 y λ3 → σ̄22 para la elección de signos:
(sign(π1), sign(π2), sign(π3)) = (±1, +1, +1)
Se obtiene en este subcaso el tramo (I) del kink TK1 siempre y cuando
se verifique, en la ecuación (3.25), que
lim
(λ2,λ3)→(σ̄23 ,σ̄22)
|√1− λ2 − σ3|σ2
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al mismo tiempo que
lim
(λ2,λ3)→(σ̄23 ,σ̄22)
|√1− λ2 − σ3|σ2σ̄22
|√1− λ3 − σ2|σ3σ̄23
= 0
para asegurar que γ3 tienda a −∞.
• 4. En la situación sign(π2) = −1 y λ2 → σ̄22, dos son los subcasos posibles:
– 4.a) Si λ1 → σ̄23 y λ2 → σ̄22, con signos:
(sign(π1), sign(π2), sign(π3)) = (−1,−1,±1)
entonces no existe ninguna posibilidad que conduzca a los valores de las
constantes γ2 y γ3 que hemos tomado.
– 4.b) Para el ĺımite λ2 → σ̄22 y λ3 → σ̄22 con
(sign(π1), sign(π2), sign(π3)) = (±1,−1, +1)
se obtiene, de una manera similar a los análisis precedentes, el punto
F2.
• 5. Caso sign(π3) = −1 y λ3 → σ̄22. Tres casos son ahora los relevantes, si
bien ninguno de ellos produce soluciones kink.
– 5.a) λ1 → σ̄23 y λ3 → σ̄22, con signos:
(sign(π1), sign(π2), sign(π3)) = (−1,±1,−1)
Se trata de unas hipótesis incompatibles con la elección de las constantes
γ2 y γ3 realizada.
– 5.b) λ2 → σ̄22 y λ3 → σ̄22, con signos
(sign(π1), sign(π2), sign(π3)) = (±1, +1,−1)
Esta situación conduce, de manera similar al caso previo 4.b), al punto
F2.
– 5.c) λ2 → σ̄23 y λ3 → σ̄22, con una elección de signos:
(sign(π1), sign(π2), sign(π3)) = (±1,−1,−1)
De nuevo nos encontramos con un subcaso imposible.
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Una vez completado el análisis de todas las posibilidades, es conveniente re-
saltar que el ĺımite γ3 → +∞ conduce exactamente al mismo resultado, intercam-
biando en dicho cálculo todos los signos y, por tanto, unos subcasos con otros,
de esta manera las situaciones antes mencionadas como imposibles se convierten
ahora en los casos importantes, que nos conducen a los ĺımites esperados.
Queda demostrado por tanto que, en los ĺımites γ3 → ±∞, la familia TK3 se
convierte en la familia NTK3 más el kink TK1 y, en definitiva, la regla de suma
(3.64) queda aclarada completamente.
La regla de suma (3.65) puede también obtenerse ahora si, tras haber tomado
el ĺımite γ3 → −∞ (o alternativamente γ3 → ∞), consideramos el ĺımite γ2 →
−∞. La condición λ1 = 0 se alcanza en tres posibles subcasos que exponemos
sucintamente:
• 1. sign(π2) = +1, λ2 = σ̄23. Se obtiene el único tramo de que consta el kink
TK2σ2.
• 2. sign(π2) = −1, λ2 = σ̄22. Análogamente para el tramo TK2σ3(II).
• 3. sign(π3) = −1, λ3 = σ̄22. Tramo TK2σ3(I).
Y además dos veces cada uno de ellos, tal y como se espera. Se obtendŕıa el
mismo resultado si se toma el ĺımite γ2 →∞ (tanto en el caso γ3 →∞ como en el
γ3 → −∞). Se prueba, por tanto, que la combinación de los dos kink topológicos
bidimensionales es una trayectoria ĺımite de los kinks de la familia NTK3 y, en
definitiva, la regla de suma (3.65). La combinación de las dos reglas de suma
obtenidas, (3.64) y (3.65), nos proporciona una vez más la regla de suma (3.63).
Desde el punto de vista geométrico, γ3 → ±∞ nos conduce, en las ecuaciones
(3.50, 3.51), a que dos de los cortes con la cara λ3 = 1 tengan lugar en la arista BC
(en puntos concretos dependientes del valor de γ2) mientras que el tercer punto
de corte se sitúa en el punto O. Los puntos de corte con las aristas caracteŕısticas
se realizan en los extremos, A, F2 y F3, debido a que γ3 → ±∞ conduce a que
γ y γ̄ → ±∞, y aśı las ecuaciones (3.54) y (3.56) determinan dichos puntos. La
situación, por tanto, coincide con la calculada anaĺıticamente.
El ĺımite posterior γ2 → ±∞ lleva a que los puntos de corte con BC se sitúen
en los extremos del segmento y se reproduce la situación conocida.
En la Figura 3.18 está representada una trayectoria TK3 correspondiente a un










Figura 3.18: Trayectoria TK3 cercana al ĺımite γ3 →∞ (con γ2 finita).
Regla ETK3 = ETK2σ2 + ETK2σ3 + ETK1
Como hemos visto en todos los apartados anteriores, las diferentes reglas de suma
que hemos obtenido desembocan finalmente en la regla (3.63):
ETK3 = ETK2σ2 + ETK2σ3 + ETK1
Sin embargo, no son éstos los únicos caminos posibles para obtener dicho re-
sultado. Más aún, se trata de ĺımites muy especiales y delicados en su compor-
tamiento, como hemos detallado. La regla de suma (3.63) es, desde este punto de
vista, la más general de todas, y puede obtenerse directamente del análisis de las
ecuaciones de la familia TK3 por dos procedimientos generales.
En primer lugar, si se considera el ĺımite γ2 → ±∞ permaneciendo γ3 finita, se
obtiene, sorprendentemente, que, independientemente del valor de γ3, el resultado
es NTK3= TK2σ3+ TK2σ2+TK1, de forma directa. Mostraremos de manera
resumida esta situación para el caso concreto en el que γ2 → −∞. Se tienen en
este caso cuatro contribuciones al ĺımite:
• 1. Si λ1 → σ̄23 en los tramos dados por:
(sign(π1), sign(π2), sign(π3)) = (+1,±1,±1)
tendremos los siguientes subcasos:
– 1.a) (λ1, λ2) → (σ̄23, σ̄22) en (sign(π1), sign(π2), sign(π3)) = (+1, +1,±1).
Situación imposible.
– 1.b) (λ1, λ2) → (σ̄23, σ̄22) en (sign(π1), sign(π2), sign(π3)) = (+1,−1,±1).
El punto F3.
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– 1.c) (λ1, λ3) → (σ̄23, σ̄22) en (sign(π1), sign(π2), sign(π3)) = (+1,±1, +1).
Imposible.
• 2. Si λ2 → σ̄23 en los tramos:
(sign(π1), sign(π2), sign(π3)) = (±1, +1,±1)
Subcasos:
– 2.a) (λ1, λ2) → (σ̄23, σ̄23) en (sign(π1), sign(π2), sign(π3)) = (−1, +1,±1).
Imposible.
– 2.b) (λ2, λ3) → (σ̄23, σ̄22) en (sign(π1), sign(π2), sign(π3)) = (±1, +1, +1).
Imposible.
– 2.c) (λ1, λ2) → (0, σ̄23) en (sign(π1), sign(π2), sign(π3)) = (−1, +1,±1).
Se obtiene el kink TK2σ2 siempre y cuando se verifiquen los ĺımites
relativos adecuados.
• 3. Si λ2 → σ̄22 en los tramos determinados por:
(sign(π1), sign(π2), sign(π3)) = (±1,−1,±1)
obtendremos los subcasos:
– 3.a) (λ1, λ2) → (σ̄23, σ̄22) en (sign(π1), sign(π2), sign(π3)) = (−1,−1,±1).
Esta situación proporciona, con los ĺımites relativos adecuados, el tramo
(III) del kink TK1.
– 3.b) (λ2, λ3) → (σ̄22, σ̄22) en (sign(π1), sign(π2), sign(π3)) = (±1,−1, +1).
Se obtiene el punto F2.
– 3.c) (λ1, λ2) → (0, σ̄22) en (sign(π1), sign(π2), sign(π3)) = (−1,−1,±1).
De manera análoga, el tramo (II) del kink TK2σ3.
• 4. Para λ3 → σ̄22 con la elección:
(sign(π1), sign(π2), sign(π3)) = (±1,±1,−1)
tendremos:
– 4.a) (λ1, λ3) → (σ̄23, σ̄22) en (sign(π1), sign(π2), sign(π3)) = (−1,±1,−1).
Con los ĺımites adecuados se obtiene en tramo TK1(II).
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– 4.b) (λ1, λ3) → (0, σ̄22) en (sign(π1), sign(π2), sign(π3)) = (−1,±1,−1).
El tramo TK2σ3(I).
– 4.c) (λ2, λ3) → (σ̄22, σ̄22) en (sign(π1), sign(π2), sign(π3)) = (±1, +1,−1).
De nuevo el punto F2.
– 4.d) (λ2, λ3) → (σ̄23, σ̄22) en (sign(π1), sign(π2), sign(π3)) = (±1,−1,−1).
Finalmente el tramo restante: TK1(I).
La regla (3.63) queda, por tanto, explicada en la situación citada (γ2 → ±∞ con










Figura 3.19: Trayectoria TK3 cercana al ĺımite TK2σ3+ TK2σ2+TK1.
Por último, la situación más general de paso al ĺımite, es decir, que ambas
constantes, γ2 y γ3, tiendan a ±∞ sin que se verifique ninguna de las condiciones
especiales que han sido expuestas (sin que γ ni γ̄ sean finitas, y sin considerar los
valores especiales de los ĺımites relativos que han sido considerados anteriormente),
conduce de manera trivial a la solución esperada: TK3 = TK2σ3+ TK2σ2+TK1.
Para finalizar esta sección, es interesante recordar todos los resultados que se
han obtenido en la misma:
• γ → ±∞, con γ̄ finita: TK3 = NTK2σ3 + TK2σ2. Tomando posteriormente
γ̄ → ±∞ se concluye en TK3 = TK2σ3+ TK2σ2+TK1.
• γ̄ → ±∞, con γ finita: TK3 = NTK2σ2 + TK2σ3. El ĺımite posterior
γ̄ → ±∞ produce el resultado esperado TK3 = TK2σ3+ TK2σ2+TK1.
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• γ3 → ±∞, con γ2 finita: TK3 = NTK3 + TK1. Considerando después
γ2 → ±∞ se obtiene de nuevo TK3 = TK2σ3+ TK2σ2+TK1.
• γ2 → ±∞, con γ3 finita: TK2σ3+ TK2σ2+TK1 sin necesidad de considerar
más ĺımites.
• Todas las demás posibilidades de alcanzar el infinito en el espacio de los
parámetros: TK3 = TK2σ3+ TK2σ2+TK1.
3.2.4 Espacio “modular” de Kinks
Como ya se ha comentado en la Sección 3.1, denominaremos Espacio Modular de
kinks al espacio de ondas solitarias soluciones del modelo en estudio cociente por
la acción del grupo de simetŕıa del sistema. En el caso del modelo que nos ocupa,
el grupo no será otro que G = Z2 × Z2 × Z2.
Tras la descripción de los diferentes tipos de kinks involucrados en el Modelo
Sigma O(3) Lineal Deformado que se ha realizado en los apartados anteriores,
es fácil comprobar que los kinks que hemos denominado genéricos, descritos por
la solución general de la ecuación de Hamilton-Jacobi para valores finitos de las
constantes de integración, no son invariantes bajo la acción de ningún subgrupo
no trivial de G. Por otro lado, un kink del tipo TK3, cuya órbita está descrita
en coordenadas eĺıpticas por las ecuaciones (3.25, 3.26) (o alternativamente por
(3.48, 3.49)), se corresponde, como ya se ha detallado, con ocho kinks de dicho
tipo en coordenadas cartesianas debido a la invarianza bajo la acción de G del
cambio de coordenadas. Es entonces adecuado estudiar el espacio de soluciones
TK3 en coordenadas eĺıpticas, pues de esta forma el cociente bajo la acción de G
queda considerado automáticamente.
En el apartado 3.2.2 se demostró que el espacio de soluciones del tipo TK3 era
isomorfo al plano R2 ' C, tenemos por tanto que:
MTK3 = R2 ' C
En el apartado 3.2.3 se ha calculado el comportamiento de dicho espacio modu-
lar cuando se considera el ĺımite para los valores no finitos de las constantes. El
objetivo que perseguimos ahora es describir cómo los demás tipos de kinks pre-
sentes en el sistema (kinks embebidos y kinks envolventes) pueden ser incluidos en
el espacio modular anterior, compactificando para ello el plano abierto R2 al incor-
porar al espacio el borde del mismo. Existirán, como veremos, diferentes maneras
de realizar dicha compactificación no trivial, unas más adecuadas que otras de
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cara a incorporar unos u otros tipos de kinks. La razón de dicha variedad de posi-
bilidades reside en las diferentes formas que tenemos en el plano para alcanzar el
infinito, o, si se quiere, en la complejidad inherente al cálculo de ĺımites con dos
variables independientes.
La incorporación al espacio de kinks TK3 de otros tipos de soluciones requiere,
evidentemente, que éstas posean la misma enerǵıa. Las reglas de suma deducidas
anteriormente nos permitirán ahora establecer las combinaciones de kinks adecua-
dos para dichos razonamientos.
Plantearemos, de esta manera, tres formas diferentes de describir MTK3 y su
compactificación:
• 1. Si se considera la pareja de constantes de integración (γ2, γ3) como sistema
de coordenadas ortogonales en R2 ' C, entonces MTK313 puede verse como








−→ (Γ2, Γ3) (3.70)







Figura 3.20: Proyección (3.70) en el plano.
Los lados superior e inferior, Γ3 = ±1, se corresponden con las ĺıneas del
infinito γ3 = ±∞; cada punto en estos lados, de acuerdo con los ĺımites
calculados en el apartado anterior, no es más que una combinación entre
13Consideraremos, siempre que no se especifique lo contrario, que M se refiere a espacio
modular de soluciones tomadas en P3(0). El cociente bajo la acción del grupo G está por tanto
impĺıcitamente tomado.
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un kink concreto de la familia de kinks no topológicos tridimensionales,
NTK3, más el kink topológico unidimensional TK1. El espacio modular
de kinks envolventes NTK3 está a su vez parametrizada por Γ2 ∈ (−1, 1), y
aśı MNTK3+TK1 ' RP1 ' S1/Z2, como se deduce del hecho de que ambos
extremos, Γ2 = 1 y Γ2 = −1, se corresponden exactamente con la misma
situación: TK2σ2 +TK2σ3 + TK1.
Los lados laterales del cuadrado, Γ2 = ±1, se alcanzan cuando la constante
γ2 tiende a ±∞ y, como vimos, el ĺımite en ese caso, indepentemente del valor
tomado por la constante γ3, es siempre la combinación: TK2σ2 +TK2σ3 +
TK1. Aśı, todo punto de Γ2 = ±1 se corresponde con dicha combinación.
La compactificación de MTK3 por medio de la incorporación de su fron-
tera, MNTK3+TK1 y MTK2σ2+TK2σ3+TK1 = un punto, está representada en la
Figura 3.21 (a). Las identificaciones naturales hacen que la primera de las
compactificaciones de MTK3 pueda verse como una curva eĺıptica “singular”,
de ecuación y2 = x3 +x2 (ver por ejemplo [58]) , que topológicamente es una
esfera (ver Figura 3.21 (b)).
M̄(1)TK3 = MTK3 t 2MNTK3+TK1 t 2MTK2σ2+TK2σ3+TK1 ∼= S2
Figura 3.21: Compactificación tipo 1.
• 2. Utilizando como coordenadas ortogonales, en R2, la pareja de constantes
γ y γ̄, tendremos que MTK3 puede ser visto también como un cuadrado

















Figura 3.22: Proyección (3.71).
(ver Figura 3.22).
Los lados izquierdo y derecho, Γ = ±1, parametrizan, para los diferentes
valores de Γ̄, el espacio modular de kinks no topológicos bidimensionales del
plano q2 = 0 más el kink topológico de dos componentes en el plano q3 = 0,
es decir: MNTK2σ3+TK2σ2 = RP1. De igual manera, los lados superior e infe-
rior del cuadrado, Γ̄ = ±1, conducen a MNTK2σ2+TK2σ3 = RP1, es decir, al
espacio modular de los kinks embebidos restantes. Los cuatro vértices nos
proporcionan el ĺımite MTK2σ3+TK2σ2+TK1 =punto. Después de las identifi-
caciones obvias, la segunda compactificación de MTK3 es un toro (ver Figura
3.23):
M̄(2)TK3 = MTK3 t 2MNTK2σ3+TK2σ2 t 2MNTK2σ2+TK2σ3 t
t4MTK2σ3+TK2σ2+TK1 ∼= S1 × S1
• 3. Finalmente, propondremos una tercera versión que se revelará la más
eficaz a la hora de analizar cómo son alcanzados los ĺımites singulares. Como
acabamos de ver, la primera compactificación deja fuera los kinks embebidos
y la segunda hace lo propio con los envolventes, conseguiremos ahora describir
todos los tipos de kinks en una única parametrización.




γ2 + γ̄2 ; θ = arctan
γ̄
γ
Podemos entonces proyectar, de manera análoga a las anteriores, si bien
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Figura 3.23: Compactificación tipo 2.






−→ (R, θ) (3.72)






Figura 3.24: Proyección (3.72).
En el borde, R = 1, del disco, encontraremos diferentes configuraciones
dependiendo del camino por el cual accedamos a él. Dicho camino estará
definido, de manera general, en el espacio de curvas sobre el espacio de
soluciones. Si nos acercamos al borde a través de una dirección radial fijada,
θ = θ0, encontraremos la combinación TK2σ3 + TK2σ2 + TK1 para todo
valor de θ0 exceptuando tres direcciones especiales:
– a) θ0 = 0 ó θ0 = π. El proceso de alcanzar el borde a lo largo de
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esta dirección (en ambos sentidos) equivale a tomar el ĺımite cuando Λ
tiende a ±∞ en la familia de rectas: γ = Λ, para Λ ∈ R. Si pasamos a




Λ + cos θ
(3.73)
que pueden verse representadas en la Figura 3.25.





Figura 3.25: Curvas (3.73) para los valores Λ = ±1
2
,±1,±2,±4,±10,±100.
Todos los puntos de cada una de esas curvas se corresponden con kinks
del tipo TK3 que pasan por un mismo punto de la arista F1F3 de ∂P3(0).
Los distintos puntos de una misma curva parametrizan por tanto el
punto de corte con la arista AF2. Encontramos entonces que valores
muy grandes de la constante Λ implican necesariamente que el punto
de corte de los correspondientes kinks TK3 con la arista F1F3 está
muy cercano al foco F3 (ver Figura 3.16). En el ĺımite Λ → ±∞ se
tiene γ → ∞ y, en consecuencia, se alcanza el borde R = 1 de tal
manera que dicho borde describe exactamente el espacio modular de
las configuraciones del tipo: NTK2σ3+TK2σ2. Todos los miembros de
esta familia embebida en el Modelo O(3) pasan por el foco F3 y están
parametrizados por el punto de corte con la arista AF2.
La compactificación evidente que este proceso de paso al ĺımite su-
giere es la incorporación al espacio modular de las curvas Λ → ±∞ en
el borde del disco abierto. Teniendo en cuenta, no obstante, que los
puntos antipodales de la circunferencia R = 1 han de ser identificados,
encontramos que la compactificación correcta del espacio modular es,
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en este caso, de la forma:
M̄(3,I)TK3 = MTK3 t 2MNTK2σ3+TK2σ2 ∼= RP2 =
S2
Z2






. Encontramos ahora una situación absolutamente
similar a la anterior intercambiando γ por γ̄. Las rectas γ̄ = Λ se
convierten ahora, en coordenadas polares proyectadas, en las curvas:
R =
Λ
Λ + sen θ
(3.74)
ver Figura 3.26.





Figura 3.26: Curvas (3.74) para los valores Λ = ±1
2
,±1,±2,±4,±10,±100.
En este caso encontramos que todos los kinks TK3 de una de las rectas
γ̄ = Λ, es decir todos los puntos de la curva (3.74) para ese valor de
Λ, pasan por un único punto de la arista AF2
14. Se diferencian por
tanto en el punto de corte con la otra arista singular, F1F3. En este
caso valores arbitrariamente grandes de Λ nos indican que uno de los
puntos de corte con AF2 está arbitrariamente cerca de A (y el otro
evidentemente de F2) y, finalmente, el ĺımite Λ →∞ nos lleva al borde
R = 1 identificado con el espacio modular de configuraciones NTK2σ2
+ TK2σ3 (ver Figura 3.17) . La compactificación en este caso es, por
tanto, de la forma:
M̄(3,II)TK3 = MTK3 t 2MNTK2σ2+TK2σ3 ∼= RP2 =
S2
Z2
14Recordemos que realmente la arista AF2 se alcanza dos veces por parte de cada solución,
un punto de corte, no obstante, determina el otro ineqúıvocamente. Por ello nos referimos
únicamente a uno de los puntos de corte.
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. En este caso, el proceso de paso al ĺımite hacia el
borde del disco R < 1 lo realizaremos a través de las rectas γ̄ = γ − Λ
y, por tanto, tomaremos también Λ → ±∞. Tenemos entonces que
la constante relevante es γ3, puesto que γ3(σ̄
2
2 − σ̄23) = γ − γ̄ = Λ.
A diferencia de lo que ocurre con la parametrización en (γ, γ̄), que
hemos tomado como coordenadas ortogonales en R2, las rectas γ2 =cte
no son ahora perpendiculares a las γ3 = cte. puesto que las primeras
























Λ + cos θ − sen θ (3.75)
que están representadas en la Figura 3.27.





Figura 3.27: Curvas (3.75) para los valores Λ = ±1
2
,±1,±2,±4,±10,±100.
Todos los kinks del tipo TK3 que pertenecen a una de esas curvas
(para un valor fijo de Λ) tienen en común el valor de la constante γ3,
diferenciándose en el correspondiente de γ2. La intuición geométrica de
lo que esto significa es menos clara que en los casos anteriores. El ĺımite
para valores arbitrariamente grandes de |Λ|, sin embargo, tiene una
implicación muy clara en la geometŕıa de dichas soluciones: los puntos
de corte con la cara OF1BC de ∂P3(0) tienden a situarse de la siguiente
forma: dos de ellos se aproximan a la arista BC (los puntos ĺımites
de la misma concretos dependen del valor que tome la constante γ2)
mientras el punto de corte restante se aproximan al punto O (ver Figura
3.18). Tenemos, en consecuencia, que en el ĺımite R = 1 se alcanzan
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dichos cortes en BC y en O, respectivamente, y, necesariamente, se tiene
el espacio modular de la combinación NTK3 + TK1 (parametrizado
por el correspodiente valor de γ2). De nuevo se deben identificar los
puntos antipodales del borde, R = 1, y aśı la compactificación de M3
correspondiente será:
M̄(3,III)TK3 = MTK3 t 2MNTK3+TK1 ∼= RP2 =
S2
Z2
Como se ha dicho anteriormente, cualquier otro camino que se considere en el
disco R < 1 para alcanzar su borde (no necesariamente a través de curvas or-
togonales a las rectas radiales θ = θ0), nos conduce a la configuración TK2σ3
+ TK2σ2 + TK1. De esta manera, tendremos una cuarta compactificación
posible:
M̄(3,IV)TK3 = MTK3 tMTK2σ3+TK2σ2+TK1
Podemos resumir todos los aspectos relativos al espacio modular de soluciones
kink del Modelo Sigma O(3) Lineal Deformado que hemos detallado en los si-
guientes puntos significativos:
• Las soluciones naturales del sistema, tridimensionales y correspondientes a
los valores regulares de las constantes que parametrizan a la totalidad de las
soluciones, son kinks con las tres componentes no constantes, topológicos y
tales que sus trayectorias, descritas en coordenadas eĺıpticas, pertenecen al
interior de del paraleleṕıpedo P3(0). El espacio modular de las mismas es
el plano abierto, si se considera la parametrización original, o bien el disco
abierto o el cuadrado abierto si se toman las proyecciones descritas por las
ecuaciones (3.70), (3.71) ó (3.72).
• Existen más tipos de kinks espećıficos del Modelo Sigma O(3) Lineal De-
formado, los kinks tridimensionales no topológicos. El calificativo tridimen-
sional, como ya hemos comentado, se refiere a que sus tres componentes
cartesianas son no constantes. Realmente se trata de soluciones sobre una
superficie y, de hecho, en coordenadas eĺıpticas vienen descritos únicamente
por dos coordenadas no nulas: pertenecen a la cara λ1 = 0 de ∂P
3(0). Su
espacio modular es la recta real (o el intervalo abierto (−1, 1), si se proyecta
a través de (3.70)) y, si se añade a cada uno de sus miembros el kink TK1,
tendremos que MTK3+TK1 pertenece al borde de M̄(2)TK3 y M̄(3)TK3.
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• Sobre dos de las caras singulares de ∂P3(0), λ3 = σ̄22 y λ2 = σ̄22, el sistema
posee como soluciones a los kink no topológicos de dos componentes que
hemos denominado NTK2σ3. De manera análoga, en otras dos caras sin-
gulares, λ1 = σ̄
2
3 y λ2 = σ̄
2
3, aparece el otro tipo de kinks bidimensionales
no topológicos existente en el modelo, la familia NTK2σ2. Ambas familias,
NTK2σ3 y NTK2σ2, no son más que las soluciones regulares del Modelo
Sigma O(2) Lineal Deformado, de manera que se observa ahora cómo el
Modelo bidimensional está inmerso dentro del tridimensional de dos formas
no equivalentes. Los espacios modulares son, en ambos casos, la recta real
o los intervalos abiertos si se toma la versión proyectada de los mismos. Si
se añade el kink TK2σ2 a la familia NTK2σ3, o bien el kink TK2σ3 a la
NTK2σ2, los espacios modulares resultantes son parte de la frontera de los
espacios modulares totales compactificados, M̄(2)TK3 y M̄(3)TK3.
• El kink topológico de dos componentes cartesianas no constantes TK2σ3
determina su trayectoria sobre las aristas (singulares) (λ1 = 0, λ3 = σ̄
2
2) y
(λ1 = 0, λ2 = σ̄
2
2) de ∂P3(0). El otro kink de similares caracteŕısticas, que
hemos denotado por TK2σ2, se traza por el contrario sobre una única arista
de P̄3(0), la de ecuaciones (λ1 = 0, λ2 = σ̄
2
3). Cada uno de ellos forma parte
del correspondiente Modelo Sigma O(2) Lineal Deformado embebido dentro
del Modelo tridimensional y sus espacios modulares son discretos, se reducen
respectivamente a un sólo punto.
• Finalmente, el kink unidimensional topológico, TK1, se corresponde en coor-
denadas eĺıpticas con una trayectoria sobre tres de las aristas de ∂P3(0) sin-
gulares restantes (λ2 = σ̄
2
3, λ3 = σ̄
2
2), (λ1 = σ̄
2
3, λ3 = σ̄
2
2) y (λ1 = σ̄
2
3, λ2 = σ̄
2
2).
Puede verse como la solución única del Modelo Sigma O(1) Lineal, que está
inmerso simultáneamente en los dos sub-modelos O(2) y en el total O(3).
Como hemos visto, los tres kinks unidimensionales presentes en el modelo for-
man el “punto” TK2σ3 + TK2σ2 + TK1, que aparece varias veces dentro de la
frontera de los espacios modulares compactificados M̄(a)TK3, a = 1, 2, 3. Existe una
analoǵıa remarcable con la estructura del espacio modular de las superficies de
Riemann; en la compactificación de Mumford-Deligne, [75], el borde de Mg, una
variedad compleja de dimensión 3g − 3, incluye a todos los espacios modulares
Mg1 , ∀g1 < g, donde g es el género de la curva algebraica.
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Generalización a N campos
Como ya se ha comentado, no incluiremos en esta Memoria un análisis equivalente
al realizado para los modelos N = 2 y N = 3 para el caso de N ≥ 4 campos
escalares. Es posible, no obstante, plantear las caracteŕısticas principales de la
estructura del espacio de soluciones, desde el punto de vista general, si se tiene en
cuenta, por un lado, la sistemática que apuntan los casos estudiados y, por otro,
los cálculos que hemos realizado a tal respecto.
Es evidente que la caracterización de los diferentes tipos de kinks en las ca-
tegoŕıas embebidos, envolventes y genéricos, continuará siendo natural para un
número superior de componentes. De esta manera, en el Modelo Sigma O(N)
Lineal Deformado, encontraremos:
• Kinks Genéricos: Se tratará de ondas solitarias de tipo topológico si N es
un número impar y no-topológico para N par. Estas soluciones, salvo en









en coordenadas cartesianas, o λ1 = 0 en eĺıpticas N -dimensionales. Sus
ecuaciones se obtienen a partir de la integración de la ecuación de Hamilton-
Jacobi descrita en el Caṕıtulo 2 y las trayectorias dependerán de N − 1
constantes arbitrarias.







+ · · · + q2N−1
σ̄2N−σ̄2N−1








+ · · · − q2N
σ̄2N−σ̄2N−1
= 1, qN−1 = 0; λ2 = λ3 = σ̄2N−1





− · · · − q2N
σ̄2N−σ̄22
= 1, q2 = 0; λN−1 = λN = σ̄22
• Kinks Envolventes: Sobre el hiperelipsoide anterior encontraremos 2N−1 fa-
milias (en coordenadas cartesianas, tan sólo una en eĺıpticas) de kinks no-
topológicos si N impar, y topológicos, si N par. Las trayectorias de dichos
kinks dependen de N−2 constantes arbitrarias y su comportamiento será tal
que cada congruencia de kinks intersecará en las subvariedades “umb́ılicas”:
λ1 = 0 , λa = σ̄
2
N−a+1 = λa+1 , ∀a = 2, 3, ..., N − 1
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• Kinks Embebidos. La estructura de los kinks embebidos es, posiblemente,
la más compleja de todas. El modelo con N campos admitirá, como sub-
modelos, N − 1 copias del Modelo Sigma O(N − 1) Lineal Deformado. Cada
una de ellas, evidentemente, posee una estructura similar. La intersección
de cada dos de estos sub-modelos consiste, precisamente, en una copia del
Modelo Sigma O(N − 2) Lineal Deformado, embebido en ambos Modelos
O(N − 1). Las diferentes intersecciones a su vez intersecan en copias del
Modelo O(N − 3) y aśı sucesivamente hasta finalizar en una única copia del
Modelo O(1). Se tiene, por tanto, un proceso iterativo de tal manera que la






la variedad de kinks del sistema O(N).
Caṕıtulo 4
Mecánica Anaĺıtica en Variedades
Riemannianas
En la Sección 1.3 del primer caṕıtulo de esta memoria se resumı́an los aspectos
fundamentales de los Sistemas Dinámicos Integrables y del Método de Hamilton-
Jacobi. Este último fue la técnica utilizada en el Caṕıtulo 2 para obtener las ondas
solitarias del Modelo Sigma O(N) Lineal Deformado.
De cara a estudiar la estabilidad de las soluciones kink del modelo, analizare-
mos ahora uno de los aspectos ya citados de la Teoŕıa de Sistemas Dinámicos, el
planteamiento variacional de la Mecánica sobre una variedad riemanniana dada.
En una segunda sección, detallaremos el Teorema de Jacobi acerca de la inter-
pretación de las trayectorias solución de un sistema dinámico como las geodésicas
en una variedad riemanniana, dependiente del sistema, y dotada de la que denomi-
naremos “métrica de Jacobi” asociada. Esta técnica nos permitirá abordar el es-
tudio de la estabilidad desde un punto de vista diferente al presente habitualmente
en la literatura. Para finalizar este caṕıtulo, se particularizan los resultados gene-
rales de las dos primeras secciones al caso en el que la teoŕıa es pre-supersimétrica
(entendiendo por tal carácter el que posee toda teoŕıa que pueda ser extendida a
una teoŕıa supersimétrica), como ocurre en los modelos que estudiamos fundamen-
talmente en este trabajo.
Algunos de los teoremas que se incluyen en este caṕıtulo son bien conocidos,
hemos considerado oportuno detallar sus demostraciones sólo en aquellos casos en
los que las mismas han sido reelaboradas en la notación que estamos utilizando o
cuando las técnicas empleadas requieran una especial atención o interés. En los
Apéndices C y D de esta memoria se han resumido algunos resultados fundamen-
tales de la Geometŕıa Riemanniana y del Cálculo Variacional aplicado a Geodésicas
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que se utilizan con frecuencia en este caṕıtulo.
Se ha procurado adoptar una notación clara y estándar, con la evidente sub-
jetividad que tales adjetivos implican. En cualquier caso, resaltaremos que se ha
utilizado el Convenio de Einstein de suma en ı́ndices repetidos, aśı como la no-
tación habitual de sub́ındices y supeŕındices que se intercambian por medio del
tensor métrico.
4.1 Cálculo Variacional en Sistemas Dinámicos
El Principio Variacional de Acción de Hamilton establece que las trayectorias
solución de un sistema dinámico son aquéllas que hacen extremal el valor del





donde c(t) es una curva parametrizada en una variedad diferenciable M , y L es
la función lagrangiana que caracteriza al sistema dinámico en estudio. Como ya
hemos comentado, nos restringiremos a lo que se suele llamar en la literatura
“lagrangianas naturales”, de la forma:
L = L(c, ċ) = 1
2
〈ċ, ċ〉 − U(c(t))
donde se considera que M es una variedad riemanniana (M, g) y 〈 , 〉 denota el
producto escalar en TM : g(X,Y ) = 〈X, Y 〉.
En un sistema de coordenadas locales x ≡ (x1, . . . , xn) en M , tendremos:
c : [t1, t2] → M
c(t) = (x1(t), . . . , xn(t))
Tal y como se detalla en el Apéndice C, M estará dotada de la correspondiente
conexión de Levi-Civita. Por otro lado, en el Apéndice D se especifica la notación
variacional escogida, de manera que c(t, ξ) denota una variación de la curva c(t)









ċ(t) ≡ ċ(t, 0); V (t) ≡ V (t, 0)
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ċ(t) es aśı el campo que asocia a cada punto de la curva el vector velocidad en
ese punto, mientras que V (t) es el campo asociado a la variación considerada.
Las Ecuaciones de Euler-Lagrange asociadas al Principio Variacional de Hamil-
ton no son más que las ecuaciones de Newton del sistema mecánico. De cara a
presentar de manera uniforme los resultados de esta sección, aśı como mostrar las
técnicas que utilizaremos posteriormente para el cálculo del Hessiano del funcional
de acción, incluiremos en la siguiente Proposición la demostración de este hecho.









〈ċ(t, ξ), ċ(t, ξ)〉 − U(c(t, ξ))
)










ċ(t, 0) + grad U(c(t, 0)), V (t, 0)
〉
















































〈V, ċ〉 − 〈V, D
∂t
ċ〉 − 〈grad(U), V 〉
)
=






donde se ha utilizado:
• (a) La derivación bajo el signo de integral.















1Nos remitimos al Apéndice D para las definiciones precisas de la variación uniparamétrica
c(t, ξ) de la curva c(t), aśı como la definición de variación propia.
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= 〈grad(U), V 〉







































Para ξ = 0 tendremos:
dS[c]
dξ










y, para el caso de variaciones propias: V (t2) = V (t1) = 0, (D.1), y se obtiene el
resultado buscado.
Q.E.D.
Aplicando el Teorema Fundamental del Cálculo Variacional (ver Apéndice D),
las trayectorias extremales de la acción S[c] verifican las ecuaciones:
D
dt
ċ + grad(U) = ∇ċċ + grad(U) = 0 (4.1)
que no son más que las ecuaciones de Newton del sistema dinámico considerado.
Para la variación segunda de la curva tendremos el teorema:
Teorema 4.2. Si c(t) es una trayectoria extremal del funcional S[c], entonces,










+ R(ċ, V )ċ, V
〉
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donde H(U) es el hessiano de la función potencial U .
De la definición C.5 del Apéndice C se tiene: H(U) = ∇dU , donde ∇dU denota
la diferencial covariante de dU , que en coordenadas locales se escribe (C.18):











mientras que de forma intŕınseca, utilizando la proposición (C.19):
H(U)(X, Y ) = ∇dU(X, Y ) = 〈∇Xgrad(U), Y 〉










































































































































donde se ha utilizado:
• (a) La propiedad (C.8) del Apéndice C.









= R(ċ, V )V
y la propiedad (C.12).
• (c) Las propiedades (C.8) y (C.12) de nuevo.
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Podemos aplicar a su vez la propiedad (C.26) del tensor de curvatura:
〈R(ċ, V )V, ċ〉 = −〈R(ċ, V )ċ, V 〉
Restringiendo para el caso ξ = 0, y teniendo en cuenta que por hipótesis la
curva c(t, 0) = c(t) es una extremal de la acción S[c], es decir:
Dċ
dt

































donde se ha usado finalmente la Proposición C.2 del apéndice C que nos dice, para
este caso, que:
H(U)(V, V ) = ∇dU(V, V ) = 〈∇V grad(U), V 〉
Q.E.D.
Si recordamos la expresión de la curvatura seccional (ver Apéndice C), para
cualesquiera dos campos tangentes X, Y ∈ Γ(TM) se teńıa:
KX(Y ) = R(X,Y )X
K(X, Y ) = 〈KX(Y ), Y 〉 = 〈R(X,Y )X, Y 〉
y nos restringimos a variaciones propias; podemos escribir finalmente la expresión











−Kċ(V )−∇V grad(U), V
〉
(4.2)
4.2 Métrica de Jacobi
Presentaremos en esta sección el Teorema de Jacobi que permite calcular las curvas
solución de un sistema dinámico, definido en una variedad riemanniana (M, g), por
medio de las ecuaciones de las curvas geodésicas en la variedad (M, h), siendo h
la métrica de Jacobi asociada al sistema. La idea básica de dicho resultado radica
en la utilización de la integral primera de la enerǵıa.
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4.2.1 Teorema de Jacobi
Antes de introducir el Teorema, demostraremos dos Lemas, relativos a trasforma-
ciones conformes en una variedad riemanniana, el primero, y al comportamiento
de las derivadas covariantes a lo largo de curvas bajo reparametrizaciones de las
mismas, el segundo.
Lema 4.3. Dada una transformación conforme en una variedad riemanniana:
(M, g) → (M, g̃) ; g̃ = f(x)g
sean ∇ y ∇̃ las respectivas conexiones de Levi-Civita asociadas. Entonces se
verifica, para cualesquiera campos tangentes X, Y, Z ∈ Γ(TM)
∇̃XY = ∇XY + 1
2
〈F, Y 〉X + 1
2
〈F, X〉Y − 1
2
〈X, Y 〉F (4.3)







〈Y, Z〉∇XF + 1
2







〈F,Z〉〈F, Y 〉 − 1
4








































donde los productos escalares están tomados en la métrica g, y F = grad (Ln f)
(gradiente con respecto a g).
La expresión (4.3) puede reescribirse de la forma:
∇̃XY = ∇XY + 1
2
(Y (ln f)X + X(ln f)Y − 〈X,Y 〉grad(ln f)) (4.5)
Demostración:
Los śımbolos de Christoffel de la métrica g̃, referidos a los de g, pueden obte-




g̃ir (∂kg̃jr − ∂rg̃jk + ∂j g̃rk)
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y la relación entre ambas métricas:

















































(〈grad(ln f), Y 〉X i + 〈grad(ln f), X〉Y i)− 1
2
〈X, Y 〉grad(ln f)i
y, en definitiva:
∇̃XY = ∇XY + 1
2
〈grad(ln f), Y 〉X + 1
2
〈grad(ln f), X〉Y − 1
2
〈X, Y 〉grad(ln f)
que no es otra que la expresión (4.3).
Para demostrar (4.4) tendremos simplemente que derivar covariantemente am-
bos miembros de (4.3) y aplicar de nuevo dicho resultado a la expresión resultante.
Tras simplificar se obtiene directamente (4.4).
Q.E.D.
Lema 4.4. Dada una curva (diferenciable) c : [t1, t2] → M en una variedad
riemanniana M , sea c(s) = c(t(s)) una reparametrización (admisible) de la misma,
con ds = f(x(t)) dt (f(x(t)) 6= 0,∀t ∈ [t1, t2]). Entonces se verifican las igualdades











(∇ċċ− 〈grad(ln f), ċ〉ċ) (4.7)
∇c′∇c′X = 1
f(x)2
(∇ċ∇ċX − 〈grad(ln f), ċ〉 ∇ċX) (4.8)
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siendo ċ(t) = dc(t)
dt







































































































(∇ċ∇ċX − 〈grad(ln f), ċ〉∇ċX)
Q.E.D.
Una vez establecidos los Lemas anteriores, tenemos las herramientas que per-
mitirán una demostración sencilla del Teorema de Jacobi que expondremos a con-
tinuación. La idea fundamental, como ya hemos comentado, se basa en la con-
servación de la enerǵıa mecánica sobre las trayectorias solución de un sistema
mecánico.
El Teorema de Jacobi es conocido también como “Formulación de Jacobi del
principio de mı́nima acción” (ver [65]), y, para Arnold, [9], es el “Principio de
mı́nima acción en versión Maupertuis-Euler-Lagrange-Jacobi”. Para el caso de
movimiento libre de una part́ıcula en una variedad riemanniana, se escribe [9]:
“Una masa puntual reducida a una variedad riemanniana uniforme se desplaza
por las ĺıneas geodésicas”. Se entiende entonces la métrica g de la variedad (M, g)








Para el caso de movimiento en una variedad bajo una enerǵıa potencial, la
métrica cinemática se ve sustituida por la métrica de Jacobi, como veremos a
continuación.
150 CAPÍTULO 4








〈ċ, ċ〉 − U(c(t))
)
sobre una variedad riemanniana (M, g), llamaremos métrica de Jacobi asociada
a dicho sistema a la métrica:
ds2 = hijdx
i ⊗ dxj ≡ hijdxidxj
donde hij = 2(i1 − U)gij e i1 es una constante que verifica i1 > U en todo punto
de M .2
Por simplicidad, si h es la métrica de Jacobi asociada a un sistema dinámico,
denotaremos ∀X, Y ∈ Γ(TM):
h(X, Y ) = 〈X, Y 〉J ; ‖X‖J =
√
〈X, X〉J
y llamaremos gradJ al gradiente con respecto a la métrica h.
Teorema de Jacobi. Las curvas extremales del problema variacional asociado a








〈ċ, ċ〉 − U(c(t))
)
donde c : [t1, t2] → M y (M, g) es una variedad riemanniana, correspondientes al
valor constante i1 de la integral primera de la enerǵıa, son las curvas geodésicas
de la variedad (M, h), donde h es la métrica de Jacobi asociada al sistema.
Demostración:
Dado que la métrica de Jacobi se obtiene por medio de una transformación
conforme y que las geodésicas de la misma vendrán expresadas en términos del
parámetro-arco s y no del parámetro t del sistema dinámico, los dos Lemas ante-
riores son fundamentales para la demostración que nos ocupa.




= ∇Jc′c′ = 0 (4.9)
2De la definición se deduce que ds2h = 2(i1 − V )ds2g, denotaremos en general ds al elemento
de arco dsh.
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donde se ha denotado c′ = dc
ds
y ∇J es la conexión de Levi-Civita asociada a la
métrica de Jacobi h.
Aplicando el Lema 4.3 (4.3) para la métrica de Jacobi: f(x) = 2(i1−U), (4.9)
se convierte en:
∇c′c′ + 〈grad(Ln(2(i1 − U))), c′〉c′ − 1
2
〈c′, c′〉grad(Ln(2(i1 − U))) = 0 (4.10)





2(i1 − U)gijẋiẋj =
√
2(i1 − U)〈ċ, ċ〉




〈ċ, ċ〉+ U , tendremos, para este caso, 〈ċ, ċ〉 = 2(i1 − U) de manera
que la relación entre el parámetro arco de la métrica de Jacobi y el parámetro
temporal del sistema dinámico, sobre las trayectorias de enerǵıa i1, se escribe:
ds
dt
= 2(i1 − U) (4.11)
La aplicación del Lema 4.4 (4.7) a la expresión (4.10) conduce a:
1
(2(i1 − V ))2
∇ċċ− 1
2 (2(i1 − U))2
〈ċ, ċ〉grad(Ln(2(i1 − U))) = 0 (4.12)
que, aplicando de nuevo la restricción a enerǵıa constante: 1
2
〈ċ, ċ〉 = i1 − U , y
simplificando (gracias a que i1 es necesariamente mayor que U) finalmente produce:
∇ċċ + grad(U) = 0
es decir, las ecuaciones de Newton el sistema dinámico.
Q.E.D.
Un primer hecho reseñable acerca del Teorema es que permitirá calcular no
sólo las ecuaciones de las geodésicas y, por tanto, las ecuaciones de las trayectorias
solución del sistema (como establece el Principio de Maupertuis propiamente di-
cho), sino que también se determina completamente la dependencia temporal sobre
dichas trayectorias, usando el valor conocido de la integral primera de la enerǵıa.
Una vez resueltas las ecuaciones de las geodésicas, la dependencia temporal se





(i1 − U(x(s)))T = (i1 − U(x(s)))
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(siendo T evidentemente la enerǵıa cinética).
Otra precisión interesante es que la métrica de Jacobi de manera general dará
lugar a curvatura no nula aún cuando la métrica inicial sea plana; volveremos a
este hecho, y a su relación con el carácter pre-supersimétrico, en la tercera sección
de este caṕıtulo.
El Teorema de Jacobi abre multitud de posibilidades de aplicación de resul-
tados de la Geometŕıa Riemanniana a la Mecánica Anaĺıtica. En [65] se recogen
algunas de ellas, como diversos teoremas sobre curvas braquistócronas o el estudio
de la estabilidad de movimientos planetarios. En este último caso, se trasladan
criterios sobre la estabilidad de las ĺıneas geodésicas, gobernada por la Ecuación de
desviación geodésica y, en definitiva, por el signo de la curvatura de la variedad (al
menos para el caso bidimensional), al caso mecánico de trayectorias solución de un
sistema mecánico. Demostraremos en el próximo apartado la relación que existe
entre la que podemos llamar “estabilidad mecánica” y la “estabilidad geodésica”.
De manera general, no obstante, es preciso considerar que la métrica de Jacobi
está definida para un valor concreto de la enerǵıa mecánica, y, por tanto, sólo so-
bre una hipersuperficie del espacio de fases del sistema. El criterio de estabilidad
que pueda proporcionar, en definitiva, estará limitado a estabilidad frente otras
trayectorias de igual enerǵıa y no frente a la totalidad de las soluciones del sistema
considerado. En el caso de las soluciones de tipo kink, éste no será un inconve-
niente, como veremos, por estar restringida la existencia de ondas solitarias, como
se especificó en el Caṕıtulo 1, al valor fijo de la enerǵıa i1 = 0.
Desde el punto de vista del Cálculo Variacional, es interesante analizar la
relación que existe entre el funcional de acción del sistema mecánico considerado
y los funcionales de enerǵıa y longitud de la variedad (M,h). Tal y como se de-
talla en el Apéndice D, las curvas extremales de la enerǵıa y de la longitud son
las geodésicas de la variedad que unen dos puntos determinados. Como hemos
demostrado en el Teorema de Jacobi, dichas curvas son exactamente las trayec-
torias solución del sistema dinámico parametrizadas en función de la longitud de
arco de la métrica de Jacobi. En general, el valor de los funcionales de enerǵıa y
longitud sobre dichas curvas no coinciden con el valor de la acción de las mismas.
Sin embargo, para el caso de sistemas dinámicos del tipo que estudiamos en este
trabajo, es decir sistemas procedentes de la búsqueda de soluciones de tipo kink en
una teoŕıa de campos, de manera que las condiciones de contorno de la teoŕıa de
campos nos imponen la restricción de que la enerǵıa mecánica de las trayectorias
sea nula, tenemos el siguiente hecho reseñable:
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〈ċ, ċ〉 − U(c(t))
)
correspondiente a una enerǵıa mecánica i1 = 0. Entonces, si L
J [c] denota al








ds; s1 = s1(t1), s2 = s2(t2)
se verifica:
S[c] = LJ [c]
Demostración:
Si i1 = 0, entonces se verifica:
1
2
〈ċ, ċ〉 = −U(c), y, por tanto: hij = (−2U(c))gij.

















Teniendo en cuenta que las geodésicas de (M,h) están parametrizadas por el
arco de longitud, es evidente, a partir de la Proposición anterior, que el funcional















Es adecuado comentar, a este respecto, que la definición de funcional enerǵıa
que hemos tomado no siempre es la habitual en la literatura. En varios textos,
por ejemplo [70], se define E[c] como el doble de la expresión que aqúı se ha
planteado. Por otro lado, resaltamos que la fórmula (4.13) es sólo cierta si s
denota al parámetro longitud de arco y c es una curva geodésica.
Varias precisiones son necesarias acerca de estos últimos resultados expuestos:
La consideración de enerǵıa mecánica nula sólo tiene sentido, desde el punto
de vista de la métrica de Jacobi, si la enerǵıa potencial U es definida negativa,
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pues en caso contrario la métrica de Jacobi no seŕıa definida positiva, como se ha
supuesto en todo el caṕıtulo. Evidentemente, para los sistemas que estudiamos en
esta memoria, asociados, v́ıa la analoǵıa mecánica, a la búsqueda de kinks en una
teoŕıa de campos, esto se verifica al menos parcialmente. La enerǵıa potencial U es
por definición U = −V , donde V es el potencial de la teoŕıa de campos subyacente,
y está tomado de manera general semidefinido positivo (ver Caṕıtulo 1).
Los resultados anteriores son por tanto válidos en toda la variedad M conside-
rada exceptuando los puntos en los que se anula la enerǵıa potencial, es decir,
los vaćıos de la teoŕıa. Teniendo en cuenta el tipo de potenciales que se está
estudiando, con un número finito de ceros aislados, tendremos que el paso del
punto de vista dinámico al geométrico conlleva aplicar la variedad riemanniana
(M, g) (en general M = RN y gij = δij) en la variedad riemanniana (M ′, h), donde
M ′ es la variedad M con los ceros del potencial excluidos.
Por otro lado, las geodésicas correspondientes a los kinks del sistema serán las
que unen precisamente estos puntos singulares de la variedad M ′, debido a las
condiciones asintóticas ya expuestas3. Si se estudiara la totalidad de las soluciones
del modelo (sin restringirnos a las de tipo onda solitaria, es decir incluyendo las
soluciones periódicas), encontraŕıamos que, para las soluciones periódicas, la ener-
ǵıa i1 tomaŕıa valores negativos, de tal manera que, al ser −U ≥ 0, sólo estarán
definidas las soluciones en la región determinada por i1 − U > 0, excluyéndose
en consecuencia los “puntos de retroceso” de dichas soluciones, determinados por
i1−U = 0. El cálculo de las soluciones kink puede verse, desde este punto de vista,
como un proceso de paso al ĺımite singular en el espacio de curvas geodésicas sobre
el espacio de variedades de Jacobi asociado al sistema dinámico.
En el Caṕıtulo 5, dedicado, en su primera sección, al cálculo expĺıcito de solu-
ciones, analizaremos con detalle la delicada situación que presentan los puntos de
vaćıo de la teoŕıa para el Modelo Sigma Lineal Deformado.
4.2.2 Hessiano Dinámico y Hessianos Geodésicos
De cara a estudiar la estabilidad de las trayectorias solución de un sistema dinámico,
surgen ahora varias posibilidades. Tal y como hemos comentado en la sección an-
terior, por un lado tenemos la expresión del funcional hessiano (4.2), ya deducida,
que da cuenta de la variación segunda del funcional de acción del sistema consi-
3Esta situación está estudiada en la literatura, incluso en casos más complicados en los que
las singularidades de la métrica de Jacobi no son puntos aislados, ver por ejemplo [95] y [96].
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derado. Por otro lado, por medio de la métrica de Jacobi, el sistema puede verse
como un problema de cálculo de geodésicas y, en consecuencia, como un problema
variacional asociado bien al funcional de enerǵıa (acción), EJ [c], de las curvas en
(M,h), bien al funcional de longitud, LJ [c]. En el Apéndice D se detalla la relación
y equivalencias entre ambos funcionales.
Demostraremos en los dos teoremas siguientes cómo ni siquiera en el caso que
nos ocupa principalmente, con enerǵıa mecánica i1 = 0, coinciden dichos fun-
cionales sobre las curvas solución. Computaremos, no obstante, la diferencia exis-
tente entre ellos, y plantearemos un método para abordar el problema, basado en
la diagonalización del tensor de curvatura sobre una base que se traslade para-
lelamente sobre las curvas solución. Esto proporcionará, en algunos casos, una
separación de las ecuaciones espectrales en ecuaciones no acopladas que permitirá
resolver completamente la estabilidad de las soluciones estudiadas, como se verá
en el Caṕıtulo 5.
Los funcionales hessianos de la enerǵıa y de la longitud (ver Apéndice D), en










































−KJc′(V ⊥), V ⊥
〉J
(4.15)
respectivamente. V ⊥ representa la componente ortogonal a la curva c(s) del campo
asociado a la variación:






‖c′‖J = V − 〈c
′, V 〉J c′
teniendo en cuenta que s es el parámetro arco y, por tanto, ‖c′‖J = 1. RJ y
KJ denotan respectivamente a los tensores de curvatura y de curvatura seccional
asociados a la métrica de Jacobi h.
Además de los Lemas 4.3 y 4.4 necesitaremos, en los teoremas posteriores,
conocer cómo se comporta el tensor de curvatura bajo trasformaciones conformes,
demostremos por tanto el siguiente Lema:
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Lema 4.6. Dada una trasformación conforme en una variedad riemanniana,
(M, g) → (M, g̃), g̃ = f(x)g, sean R y R̃ los correspondientes tensores de curvatura
asociados, entonces se verifica, para cualesquiera campos X, Y, Z ∈ Γ(TM):
R̃(X, Y )Z = R(X,Y )Z − 1
2







〈∇Y F,Z〉 − 1
4
〈F, Z〉 〈F, Y 〉+ 1
4









〈F, Z〉 〈F, X〉 − 1
4
















〈F, Y 〉 〈X, Z〉 − 1
4
〈F, X〉 〈Y, Z〉
)
F
siendo ∇ la conexión de Levi-Civita asociada a la métrica g, F = grad(Ln f) y
donde los productos escalares y el gradiente están tomados con respecto a g.
Demostración:
Si recordamos la definición del tensor de curvatura:
R̃(X,Y )Z = −∇̃X(∇̃Y Z) + ∇̃Y (∇̃XZ) + ∇̃[X,Y ]Z
tendremos que aplicar la expresión (4.4) del Lema 4.3 a los términos −∇̃X(∇̃Y Z)+
∇̃Y (∇̃XZ) para pasar de las derivadas covariantes segundas en función de g̃ a las
correspondientes con respecto a g.
Para el término ∇̃[X,Y ]Z (con [X, Y ] = ∇XY −∇Y X por tratarse de la conexión
de Levi-Civita y ser ésta libre de torsión4) aplicaremos (4.3).
Simplificando directamente todas las expresiones resultantes se obtiene el re-
sultado buscado (4.16).
Q.E.D.
Teorema 4.7. Sea c una curva extremal del funcional de acción S[c], y sea EJ [c]
el correspondiente funcional de enerǵıa en la métrica de Jacobi asociada a S[c],















〈F, V 〉 (4.17)
4Nótese que por aplicación directa de (4.3) se tiene que si ∇ y ∇̃ son conexiones libres de
torsión, entonces:
[X,Y ] = ∇XY −∇Y X = ∇̃XY − ∇̃Y X
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donde F es el campo vectorial: F = grad Ln (2(i1 − U)).
Demostración:
Partiendo de la expresión del hessiano (4.14) se trata, en primer lugar, de
cambiar la métrica de Jacobi h por la propia del sistema, g. En segundo lugar, se
reparametrizarán las expresiones resultantes (dependientes de la longitud de arco
en la métrica de Jacobi) en función del parámetro temporal t del sistema dinámico.
La transformación (M, g) a (M, h) es conforme, como ya hemos visto. Pode-
mos aplicar entonces el Lema 4.3 relativo al comportamiento de las derivadas
covariantes bajo transformaciones conformes.
Considerando, por tanto, (4.4) para este caso tendremos:
∇JX∇JXY = ∇X∇XY +
1
2







〈F, Y 〉〈F, X〉 − 1
4




















〈∇XX, Y 〉 − 〈X,∇XY 〉 − 1
4






∇Jc′∇Jc′V = ∇c′∇c′V +
1
2
〈F, V 〉∇c′c′ + 〈F, c′〉∇c′V − 1
2





〈F, V 〉〈F, c′〉 − 1
4




















〈∇c′c′, V 〉 − 〈c′,∇c′V 〉 − 1
4
〈F, V 〉〈c′, c′〉 − 1
4
〈F, c′〉〈c′, V 〉
)
F
En lo que respecta a la curvatura seccional, particularizando el Lema 4.6 al
tensor de curvatura seccional se obtiene:
KJc′(V ) = Kc′(V )−
1
2







〈∇V F, c′〉 − 1
4
〈F, c′〉〈F, V 〉+ 1
4















〈F, c′〉2 − 1
4












Sumando las expresiones anteriores y simplificando:
∇Jc′∇Jc′V + KJc′(V ) = ∇c′∇c′V + Kc′(V ) +
1
2
〈F, V 〉∇c′c′ +
+〈F, c′〉∇c′V − 1
2














〈F, c′〉2 − 1
4










Una vez obtenida (4.18), que depende únicamente de la métrica g, es necesario
reparametrizar en función del tiempo t del sistema dinámico. Tenemos:
















donde se ha denotado, por simplicidad: f = 2(i1 − U).
Para los demás campos, que no dependen de derivadas con respecto a s, la
reparametrización se obvia con el habitual abuso de notación:





= V (s(t), 0) ≡ V (t, 0) = V
y análogamente para el campo F .







mientras que la curvatura, debido al carácter tensorial, se comporta de la siguiente
manera:
Kc′(V ) = R(c
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Sustituyendo en (4.18), se obtiene:















〈ċ, ċ〉〈F, F 〉V
−1
2
〈∇ċċ, V 〉F − 〈ċ,∇ċV 〉F
]








i1 − U∇XgradU −
1
(i1 − U)2 〈gradU,X〉gradU
La conservación de la enerǵıa mecánica sobre las trayectorias a las que nos
estamos restringiendo se traduce en que:
1
2
〈ċ, ċ〉+ U = i1
y finalmente, las curvas c son soluciones del sistema, luego:
∇ċċ = −gradU
Teniendo en consideración todos estos resultados:
∇Jc′∇Jc′V + KJc′(V ) =
1
f 2




[〈gradU, V 〉gradU − 〈gradU,∇ċV 〉ċ− 〈∇V gradU, ċ〉ċ
− 1
(i1 − U)〈gradU, V 〉〈gradU, ċ〉ċ + 〈ċ,∇ċV 〉gradU
]
De esta manera, la forma cuadrática hessiano se escribirá:











i1 − U 〈gradU, V 〉
2 − 1
i1 − U 〈gradU,∇ċV 〉〈ċ, V 〉 (4.19)
− 1
i1 − U 〈∇V gradU, ċ〉〈ċ, V 〉 −
1
(i1 − U)2 〈gradU, V 〉〈gradU, ċ〉〈ċ, V 〉+
+
1
i1 − U 〈ċ,∇ċV 〉〈gradU, V 〉
]
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La expresión (4.19) se puede simplificar notablemente si se utiliza la Proposición
C.2 del Apéndice C: 〈∇V gradU, ċ〉 = 〈∇ċgradU, V 〉, y se calcula la derivada:
∂
∂t
(〈F, V 〉〈ċ, V 〉)
Utilizando a su vez las ecuaciones de Newton, ∇ċċ = −gradU , se concluye que:











(〈F, V 〉〈ċ, V 〉) + 1
(i1 − U)2 〈ċ,∇ċV 〉〈gradU,U〉
Finalmente, el funcional hessiano, utilizando que ds = 2(i1 − U)dt sobre las

















dt2〈ċ,∇ċV 〉〈F, V 〉 − 〈F, V 〉〈ċ, V 〉|t2t1









dt 2 〈ċ,∇ċV 〉 〈F, V 〉
con F = grad Ln(2(i1 − U)).
Q.E.D.
Si utilizamos un sistema de coordenadas locales en (M, g) de manera que c(t) =

























Es interesante asimismo calcular la expresión rećıproca de la (4.17) que acaba-
mos de demostrar. Cambiando la parametrización y la métrica de nuevo y, sim-















F J , V
〉J −
(〈
F J , V
〉J)2]
(4.21)
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donde F J = gradJ Ln(2(i1 − U)), es decir el gradiente con respecto a la métrica
de Jacobi del logaritmo neperiano del factor métrico 2(i1 − U).
Para el funcional de longitud, el hessiano (4.15) conduce al siguiente teorema:
Teorema 4.8. Sea c una curva extremal del funcional de acción S[c] y sea LJ [c]
el correspondiente funcional de longitud en la métrica de Jacobi asociada a S[c],











2(i1 − U) [〈∇ċċ, V 〉 − 〈ċ,∇ċV 〉]
2 (4.22)
Demostración:








〈∇Jc′∇Jc′V ⊥ + KJc′(V ⊥), V ⊥
〉J
donde:






‖c′‖J = V − 〈c


























Podemos por tanto utilizar el Teorema 4.7 anterior para el funcional hessiano
de la enerǵıa y computar su diferencia con el de la Longitud en términos de la










































Aplicando el Lema 4.3, las ecuaciones de Newton, ∇ċċ = −gradU = f2F , y


























[〈ċ,∇ċV 〉 − 〈∇ċċ, V 〉]2
Q.E.D.
















con F J = gradJ Ln(2(i1 − U)).
Si se restringe el funcional hessiano de la acción del sistema dinámico al caso
de variaciones propias ortogonales a las soluciones, es decir tales que: 〈ċ, V 〉 = 0
idénticamente, los teoremas anteriores se simplifican notablemente.
Dado que la métrica de Jacobi se define por medio de una transformación con-
forme con respecto a la métrica “dinámica” g, la ortogonalidad de las variaciones
se mantiene en una con respecto a la otra; sin más que sustituir los resultados
conocidos se tiene:
V ⊥ = V − 〈c′, V 〉Jc′ = V − 1







Si V = V ⊥, entonces evidentemente 〈ċ, V ⊥〉 = 0 a lo largo de toda la trayectoria
c y, por tanto, ∂
∂t
〈ċ, V ⊥〉 = 0 que desarrollando nos conduce a:
〈ċ, V ⊥〉 = −〈∇ċċ, V ⊥〉
Mientras que el mismo razonamiento sobre la geodésica c(s) de la métrica de
Jacobi nos proporciona:
〈∇Jc′V ⊥, c′〉J = −〈∇Jc′c′, V ⊥〉J = 0
por ser c(s) geodésica (∇Jc′c′ = 0).
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(〈F J , V ⊥〉J)2
donde de nuevo F J = gradJ Ln(2(i1 − U)), es decir el gradiente calculado con
respecto a la métrica de Jacobi h.
4.2.3 Operador de Desviación Geodésica y Diagonalización
de la Curvatura seccional
Una vez establecidos los teoremas anteriores, el estudio de la estabilidad de las
curvas solución pasa por resolver el problema espectral que nos proporciona cada
uno de los funcionales hessianos que hemos calculado. De una manera general,
podemos simplificar dicho problema si utilizamos una base que se traslade parale-
lamente a lo largo de dichas curvas.
Cualquiera de los hessianos calculados contiene el llamado operador de desvia-
ción geodésica:
∇c′∇c′ + R(c′, ·)c′ = ∇c′∇c′ + Kc′(·) (4.24)
donde utilizamos una notación general que englobe todos los casos tratados, es
decir ∇ es la conexión de Levi-Civita y K la curvatura seccional relativas a una
métrica riemanniana h genérica con respecto a la cual c(s) es una curva geodésica
de (M,h) parametrizada en función del arco de longitud.
El núcleo del operador (4.24) está formado por los llamados Campos de Jacobi
de la variedad, que corresponden a variaciones propias de la curva c(s) tales que
transforman geodésicas en geodésicas, como es bien conocido.
La idea crucial, que permitirá simplificar el análisis de los operadores hessianos,
es considerar una base de los campos tangentes sobre la variedad que se traslade
paralelamente a lo largo de la curva geodésica. Si B0 = {V1(s0), . . . , Vn(s0)} es
una base ortogonal del espacio tangente Tc(s0)M , entonces, evidentemente, su
extensión a los campos vectoriales paralelos sobre c(s) (ver C.7, Apéndice C)




= 0, ∀i = 1, . . . , n
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Por otro lado, escribiremos la curvatura seccional de un campo V en términos
de la base B:
Kc′(Vi) = ρ
j
iVj, ∀i ⇒ Kc′(V ) = viρjiVj
De esta manera, el operador (4.24) en la base paralela B se reduce a:







La Ecuación de Desviación Geodésica o Ecuación de Jacobi se descompone en
n ecuaciones ordinarias de segundo orden acopladas:
d2vj
ds2
+ viρji = 0 , ∀j = 1, . . . , n (4.25)
mientras que ocurre otro tanto con la ecuación espectral de (4.24):
∇c′∇c′V + Kc′(V ) = λV ⇒ d
2vj
ds2
+ viρji = λv
j , ∀j = 1, . . . , n (4.26)
En el texto “Morse Theory” de J. Milnor [70], se considera la ecuación (4.25)
para el caso en el que la variedad M es un espacio riemanniano localmente simétrico
(ver [50] para detalles). Utilizando el Teorema que establece que la condición
necesaria y suficiente para que una variedad riemanniana sea un espacio localmente
simétrico es que la curvatura seccional sea invariante bajo todas las traslaciones
paralelas [50], Milnor propone la diagonalización de la curvatura seccional en un
punto de la curva c(s0), es decir, construir B0 tal que:
Kc′(Vi(s0)) = εiVi , ∀i = 1, . . . , n
donde, evidentemente, no hay sumación en ı́ndices repetidos. El teorema citado
garantiza entonces que la base B, traslado paralelo sobre c(s) de la base B0 de
Tc(s0)M , sigue siendo una base de autovectores de Kc′ para cada punto de la curva
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j = 0 , ∀j = 1, . . . , n (4.27)
es decir, un sistema de ecuaciones ordinarias no acopladas de segundo orden lineales
y con coeficientes constantes (resaltemos una vez más que en (4.27) no se utiliza
el convenio de suma). Es fácil concluir entonces que las ecuaciones del problema




j = λvj , ∀j = 1, . . . , n (4.28)
Desgraciadamente, como veremos en el próximo caṕıtulo, la condición de espa-
cio localmente simétrico es muy restrictiva y las variedades riemannianas (M, h),
siendo h la métrica de Jacobi asociada a un problema dinámico, no lo verifican
salvo en casos muy sencillos.
En cualquier caso, demostraremos que bajo la hipótesis más débil de que la cur-
vatura seccional mantenga sus autovectores por traslado paralelo, aunque cambien
los autovalores, las ecuaciones (4.26) podrán escribirse como un sistema de ecua-
ciones ordinarias no acopladas de segundo orden lineales con coeficientes variables.
Efectivamente, si partimos de:
Kc′(Vi(s0)) = εiVi , ∀i = 1, . . . , n
y trasladamos paralelamente la base de los autovectores Vi(s0) a lo largo de c de
tal manera que los campos Vi(s) forman una base de autovectores de Kc′ en el
punto c(s) tendremos:
Kc′(Vi(s)) = εi(s)Vi(s) , ∀i = 1, . . . , n




j(s) = λvj(s) , ∀j = 1, . . . , n (4.29)
Comprobaremos en el próximo caṕıtulo que éste es precisamente el caso de la
variedad (M,h) asociada al sistema dinámico derivado del Modelo Sigma Lineal
O(N) Deformado.
4.3 Sistemas Pre-Supersimétricos
Finalizaremos este caṕıtulo con una sección dedicada al estudio de los sistemas
dinámicos asociados a la búsqueda de soluciones, de tipo onda solitaria, en una
166 CAPÍTULO 4
Teoŕıa de Campos que admita una extensión supersimétrica (en principio, N=1
supersimétrica). No entraremos en el análisis detallado de la teoŕıa supersimétrica
propiamente dicha, para la que nos remitiremos, entre las muchas posibles, a las
referencias [3], [37] y [107]. Nos centraremos, por tanto, en las consecuencias que la
supersimetŕıa de la teoŕıa tiene sobre el sistema mecánico asociado. Las teoŕıas de
campos que estamos estudiando constituyen, en este marco, la parte bosónica del
modelo supersimétrico en consideración. Desde este punto de vista, llamaremos
Sistema Dinámico Pre-Supersimétrico a áquel para el cual la enerǵıa potencial U
se puede escribir de la forma:
U = −1
2
〈gradW, gradW 〉 (4.30)
para alguna función W : M → R.






y W no será más que el superpotencial de la extensión supersimétrica.
En primer lugar analizaremos los sistemas dinámicos de este tipo, veremos cómo
la expresión (4.30) permite calcular un sistema de ecuaciones de primer orden cuyas
soluciones satisfacen el sistema de ecuaciones de segundo orden de Newton. En
la segunda parte de la sección, detallaremos el caso de N=2 supersimetŕıa para
sistemas dinámicos definidos en R2 ∼= C, obtendremos un método de resolución
directo de las ecuaciones de primer orden, y caracterizaremos, además, todos los
sistemas que admiten extensiones supersimétricas de este tipo por medio de la
curvatura de la métrica de Jacobi asociada a los mismos.
Como hemos comentado, si tenemos un sistema pre-supersimétrico, la enerǵıa
potencial no es más que −1
2
‖gradW‖2. Esto permite escribir la acción S[c] del
sistema (enerǵıa de las configuraciones estáticas de la teoŕıa de campos original)







〈ċ + ε grad(W ), ċ + ε grad(W )〉 − ε
∫ t2
t1







‖ċ + ε grad(W )‖2 − ε (W (c(t2))−W (c(t1))) (4.31)
donde ε = ±1, y se ha supuesto, en principio, que la función W : M → R
es diferenciable en cualquier punto de la variedad riemanniana M . Veremos en el
siguiente caṕıtulo cómo esta suposición no siempre es adecuada y de qué manera la
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no diferenciabilidad de W en determinados puntos puede alterar la descomposición
de Bogomol’nyi (4.31) para un sistema concreto.
El sistema de ecuaciones de primer orden al que hemos aludido anteriormente
no es otro que:
‖ċ + ε grad(W )‖ = 0 ⇒ ċ + ε grad(W ) = 0 (4.32)
cuyas soluciones verifican, evidentemente:
S[c] = −ε (W (c(t2))−W (c(t1)))
es decir, la acción está determinada únicamente por los valores del superpotencial
en los puntos inicial y final de la curva solución. Es obvio comprobar también
que dichas soluciones satisfacen la condición de enerǵıa mecánica nula, tal y como
impońıan las condiciones asintóticas vistas en el Caṕıtulo 2 de esta memoria, condi-
ciones necesarias para que las soluciones del sistema dinámico se correspondieran




〈ċ, ċ〉+ U = 1
2
〈ċ, ċ〉 − 1
2





(−ε)2 − 1) 〈grad(W ), grad(W )〉 ≡ 0
Demostraremos a continuación que, además, las ecuaciones (4.32) satisfacen
las ecuaciones de Newton del sistema. El enunciado rećıproco no es cierto de
manera general. Tal y como veremos en la sección siguiente, y en el Caṕıtulo 6,
un mismo sistema pre-supersimétrico puede admitir más de un superpotencial; de
esta manera, diferentes sistemas de ecuaciones de primer orden conducen a solu-
ciones distintas del modelo, todas ellas correspondientes a las mismas ecuaciones
de segundo orden.
Calculemos en primer lugar las ecuaciones de Newton para un sistema pre-
supersimétrico.
Proposición 4.9. Las ecuaciones de Newton de un sistema mecánico pre-super-
simétrico se escriben de la forma:
Dċ
∂t
−∇grad(W )grad(W ) = 0 (4.33)
Demostración:
Es posible demostrar el resultado (4.33) utilizando la demostración de la Propo-
sición 4.1 acerca de las propias ecuaciones de Newton generales asociadas a un
168 CAPÍTULO 4
sistema dinámico en una variedad riemanniana dada. Por sustitución directa de














= −〈∇gradW gradW, c′〉
donde se ha usado la Proposición C.2 del Apéndice C. De esta manera, para












que, aplicando el Teorema Fundamental del Cálculo Variacional al principio de
acción extremal, conduce a las ecuaciones (4.33).
Q.E.D.
Utilizando un sistema de coordenadas locales en M , la ecuación (4.33) se con-
vierte en el sistema de ecuaciones:
ẍk + Γkilẋ








es el hessiano de W .
Proposición 4.10. En un sistema dinámico pre-supersimétrico las soluciones de
las ecuaciones de primer orden (4.32) son soluciones de las ecuaciones de Newton
(4.33).
Demostración:
La demostración es evidente por cálculo directo, si c(t) es una solución de las
ecuaciones (4.32):
ċ = −ε grad(W )
entonces las ecuaciones de Newton (4.33) se escribirán de la forma:
∇−ε grad(W )(−ε grad(W ))−∇grad(W )grad(W ) =




Una teoŕıa de campos es N=2 pre-supersimétrica si admite dos supercargas. No
entraremos, una vez más, en los detalles de la teoŕıa supersimétrica propiamente
dicha (ver por ejemplo: [20], [94],[6], [3]), sino que nos centraremos en las reper-
cusiones que la N=2 pre-supersimetŕıa tiene sobre el sistema mecánico asociado a
la búsqueda de kinks en dichas teoŕıas.
En particular, analizaremos en detalle los llamados modelos de Wess-Zumino
(en 3+1 dimensiones), [108], que, por reducción dimensional, producen en 1+1
dimensiones teoŕıas de campos N=2 supersimétricas, siempre y cuando el super-
potencial de la teoŕıa sea una función armónica de los campos (ver [94] y [3]).
Recientemente estos modelos han cobrado un renovado interés en el estudio
de las intersecciones entre defectos de tipo pared o domain walls (ver Caṕıtulo
1), dando lugar a un creciente número de publicaciones como [44], [92], [6] y las
referencias alĺı recogidas.
Restringiéndonos inicialmente, como hemos comentado, al caso de dos cam-








〈ċ, ċ〉 − U(c(t))
)






con W una función armónica. Si, por simplicidad, partimos de una métrica
eucĺıdea en el espacio de configuración R2 y consideramos R2 ∼= C1 podremos
escribir:





de manera que (4.35) se reduce a:











mientras que en términos de la variable compleja z:












Por otro lado, el potencial U = −V es necesariamente real, de manera que el











como se deduce de manera inmediata de (4.36).
Las soluciones de (4.37) son de la forma: W (z, z∗) = f(z) + g(z∗). Si se
impone a una solución de este tipo la condición de que U sea real, tendremos que
necesariamente f ′(z)∗ = g′(z∗), condición que satisface automáticamente f ≡ g, y,
en consecuencia, consideraremos: W (z, z∗) = f(z) + f(z∗). Esta solución verifica
obviamente (4.38).
Podemos escribir entonces (4.36), para este tipo de soluciones, como:









y, en definitiva, hechas todas estas consideraciones, podemos definir el superpoten-
cial simplemente como una función holomorfa W (z), que, utilizando (4.39), pro-
duce un potencial real y que satisface obviamente la ecuación de Laplace (4.37).
Éste es precisamente el punto de partida habitual en la literatura relativa a estos
modelos.














































y, en definitiva, tanto W como el doble de su parte real y el doble de su parte ima-
ginaria son superpotenciales válidos de la misma teoŕıa N=2 pre-supersimétrica.
Es importante resaltar, en este punto, que si se multiplica el superpotencial W
por un número complejo de módulo uno, el resultado sigue siendo superpotencial
de la teoŕıa y, en consecuencia, el doble de su parte real y de su parte imaginaria
otro tanto. Se dispone, por tanto, de toda una familia uniparamétrica de parejas
de superpotenciales reales para toda teoŕıa N=2 pre-supersimétrica.
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Si se plantean las ecuaciones de primer orden (4.32), para un sistema de este































dq2 = 0 (4.43)





dq2 = 0 (4.44)
para (4.42). Las ecuaciones diferenciales (4.43) y (4.44) no sólo son sencillas sino
que su integración resulta automática si se aplican a ellas las ecuaciones de Cauchy-
Riemann (4.40).






dq2 = dW2 = 0






dq2 = dW1 = 0
de forma que las trayectorias solución de las ecuaciones de primer orden asociadas
al superpotencial W1 resultan ser las curvas dadas por
W2 = γ (4.45)
con γ =cte. Análogamente, para el superpotencial W2 las curvas solución son:
W1 = γ⊥ (4.46)
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con γ⊥ constante. Es fácil observar, además, que las trayectorias (4.45) son exac-
tamente las curvas ortogonales a las (4.46), como se deduce de manera evidente
de (4.43), (4.44) y (4.40).
Con este razonamiento se han calculado recientemente (ver [6]) todas las solu-
ciones de tipo kink de un modelo Wess-Zumino con un superpotencial de tipo
polinómico propuesto por Gibbons y Townsend [44] para demostrar la existencia
de intersecciones de defectos tipo pared.
N=2 Pre-Supersimetŕıa y Métrica de Jacobi
Como ya hemos comentado anteriormente, existe una profunda y elegante relación
entre la N=2 pre-supersimetŕıa de una teoŕıa de dos campos escalares y la curvatura
de la métrica de Jacobi del sistema dinámico asociado. Finalizaremos este caṕıtulo
explicitando dichas ideas.
La métrica de Jacobi del sistema dinámico bidimensional asociado al potencial
(4.39) se escribe:
hij = −2 Uδij = 2 V δij (4.47)










y, para el caso N=2 pre-supersimétrico, dicha expresión será válida tanto para el
doble de la parte real como para el doble de la parte imaginaria de uno de los
superpotenciales holomorfos de la teoŕıa.
Planteamos entonces el siguiente Teorema para este tipo de sistemas N=2 pre-
supersimétricos:
Teorema 4.11. La condición necesaria y suficiente para que una teoŕıa de dos
campos escalares sea N=2 pre-supersimétrica es que la métrica de Jacobi del sis-
tema dinámico asociado sea plana.
Demostración:
Las coordenadas cartesianas (q1, q2) resultan ser, si la métrica de partida es la
eucĺıdea, como en este caso, un sistema de coordenadas isotermo para la métrica
de Jacobi del sistema5.
No es dif́ıcil obtener la expresión del tensor de curvatura en este sistema de
coordenadas. Hemos de tener en cuenta, por otro lado, que, para el caso de
5Un sistema de coordenadas locales se dice isotermo en una variedad riemanniana si la ex-
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dos dimensiones, la componente R1122, y las que resultan de los intercambios no
triviales de sus ı́ndices, es la única no necesariamente nula del mismo. De esta








Tenemos que demostrar, por tanto, que la condición de N=2 pre-supersimetŕıa,
es decir, la presencia de un superpotencial armónico W , es necesaria y suficiente
para que λ = Ln
√
2V sea una función armónica.
La condición necesaria se demuestra fácilmente por cálculo directo:
Si λ = Ln
√
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[∂1W ∂1 (∆W ) + ∂2W ∂2 (∆W )]




Y entonces, trivialmente, la armonicidad de W implica la de λ y, en definitiva,
la curvatura es nula si el superpotencial es armónico.
Es posible demostrar la suficiencia de varias formas equivalentes. Utilizaremos
ahora un razonamiento de carácter más geométrico:
Tal y como demostraron el propio Riemann y Christoffel, la condición necesaria
y suficiente para que una métrica dada sea isométrica a la eucĺıdea es que su
curvatura se anule6.
presión del tensor métrico en las mismas se escribe de la forma (ver por ejemplo [110]):
ds2 = e2λ
(
dq1 ⊗ dq1 + dq2 ⊗ dq2)
Es evidente entonces, con λ = Ln
√
2V , que las coordenadas cartesianas del sistema mecánico
son isotermas de hij .
6Realmente la condición de isometŕıa que demostraron era general entre dos métricas cua-
lesquiera, aqúı la particularizamos al caso en el que una de ellas es la eucĺıdea. Riemann demostró
la condición necesaria en su famoso trabajo acerca de la conducción del calor, conocido habi-
tualmente como Pariserarbeit (1861) por haber sido presentado a un premio de la Academia
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En consecuencia, la condición de curvatura plana implica la existencia de un
cambio de coordenadas:
u1 = u1(q1, q2)








= du21 + du
2
2
































es decir, las funciones u1 y u2 son holomorfas conjugadas, y, por tanto, W =
u1 + i u2 es un superpotencial armónico del sistema. La teoŕıa es N=2 pre-
supersimétrica.
Q.E.D.
de Ciencias de Paŕıs (que no ganó), fue publicado póstumamente en sus Obras Completas [89].
Christoffel demostró la condición necesaria en un trabajo en el que generalizó la invarianza bajo
isometŕıas a tensores de cualquier rango, [21].
Caṕıtulo 5
De la Estabilidad de los Kinks del
Modelo Sigma Lineal Deformado
Dedicaremos este Caṕıtulo al estudio de la estabilidad de las soluciones kink del
Modelo Sigma O(3) Lineal Deformado, obtenidas en el Caṕıtulo 3. La técnica que
se utilizará para ello será el análisis de los espectros correspondientes a los fun-
cionales hessianos sobre las soluciones. Aplicaremos, de esta forma, los resultados
generales que hemos obtenido en el Caṕıtulo 4 acerca de la métrica de Jacobi aso-
ciada al sistema dinámico y de la relación existente entre los funcionales hessianos
dinámicos y geométricos.
En el Caṕıtulo 6 abordaremos este problema de la estabilidad desde dos puntos
de vista diferentes pero relacionados con el que ahora nos ocupa.
La estructura de este caṕıtulo es la siguiente: En una primera sección estu-
diaremos las geodésicas de la métrica de Jacobi para este modelo, comenzando con
el caso O(2) (modelo MSTB), contenido dos veces en el O(3), como ya hemos visto.
Dicha resolución se limitará a algunos kinks concretos puesto que el tratamiento
general de las ecuaciones de las geodésicas conduce a un problema aún más com-
plicado que el de enfrentarse directamente a las ecuaciones de segundo orden del
sistema dinámico, al que por otra parte es absolutamente equivalente. Los cálculos
realizados para el Modelo O(2) se generalizarán fácilmente al Modelo O(3) y al
general con N campos escalares.
En la segunda sección estudiaremos los funcionales hessianos y sus espectros,
utilizando para ello tanto la “versión dinámica” como la “versión geométrica”. Se
establecerán de forma expĺıcita las diferencias existentes entre una versión y otra,
demostradas de manera general en el caṕıtulo anterior (Teoremas 4.7 y 4.8). Una
vez más, la complejidad de los cálculos restringirá los análisis a algunos tipos de
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kinks, tanto en el modelo de dos campos como en el tridimensional.
En lo que respecta a la notación utilizada, salvo que se especifique lo contrario,
no se utilizará en este caṕıtulo el convenio de Einstein de suma en los ı́ndices
repetidos. Se adoptará, además, la notación vectorial (no usada en el Caṕıtulo 4)
en todos los casos en los que pueda presentarse confusión.
5.1 Geodésicas de tipo Kink en la Métrica de
Jacobi
Tal y como hemos comentado, plantearemos en esta sección de manera general las
ecuaciones de las curvas geodésicas en la Métrica de Jacobi asociada al Modelo
Sigma O(2) Lineal Deformado (Modelo MSTB), para calcular posteriormente, de
manera expĺıcita, la expresión (como segmentos geodésicos) de algunas de las ondas
solitarias de dicho modelo. Finalmente, generalizaremos dichos resultados al caso
del Modelo O(3) y al modelo N -dimensional.
5.1.1 Modelo O(2) deformado
Coordenadas Cartesianas
En el Caṕıtulo 3 de esta memoria estudiamos el Modelo O(2) Deformado (MSTB)
con detalle. Utilizaremos ahora la notación propia del mismo introducida entonces,
a pesar de que nuestro interés actual está en dicho modelo como parte embebida
en el correspondiente modelo O(3). Escribiremos aśı q1 y q2 como coordenadas y
σ como parámetro de la deformación; en el apartado 5.1.2 extenderemos dichos
resultados a la situación (q1, q2) ≡ (q1, 0, q3) y σ ≡ σ3 por un lado, y (q1, q2) ≡
(q1, q2, 0) con σ ≡ σ2 por otro.
Desde el punto de vista de la métrica de Jacobi, y en coordenadas cartesianas1,
tendremos la siguiente situación:
La métrica de partida del sistema dinámico no es otra que la eucĺıdea habitual:
gij = δij ∀i, j = 1, 2
1Dado que la resolución completa de las ecuaciones para obtener todas las soluciones requiere
el uso de coordenadas eĺıpticas, la restricción al uso de coordenadas cartesianas nos permitirá
analizar únicamente los kinks TK1, TK2 y un caso particular de la familia NTK2 para el cual
los cálculos se simplifican notablemente.
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y, por tanto, todos los śımbolos de Christoffel correspondientes son nulos:
Γijk = 0, ∀i, j, k = 1, 2
La métrica de Jacobi asociada al modelo es:
hij = 2(i1 − U)gij
donde i1 = 0 para las trayectorias del sistema asociadas a soluciones kink de la
teoŕıa de campos subyacente, y donde2:

























)2 + σ2q22 frente a las
coordenadas q1 y q2.
















2 − 1) + σ2q2
(q21 + q
2
2 − 1)2 + σ2q22
(5.2)
2Por simplicidad en la notación denominaremos, en el resto del Caṕıtulo, q1 y q2 a las co-
ordenadas q1 y q2. Como ya se ha comentado, no se utilizará, en ningún caso, el convenio de
Einstein para suma de ı́ndices repetidos.
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mientras que el resto de los śımbolos puede ser escrito en función de éstos:
Γ1 J22 = −Γ2 J12 = −Γ1 J11
Γ2 J11 = −Γ2 J22 = −Γ1 J12
además de los deducibles trivialmente de la simetŕıa Γi Jjk = Γ
i J
kj .
En definitiva, las ecuaciones de las geodésicas de este modelo, ∇Jc′c′ = 0, se
escribirán de la forma (la prima denota, evidentemente, derivación con respecto al
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2 − 1)2 + σ2q22
q′1q
′
2 = 0 (5.4)
La resolución de este sistema de ecuaciones no es fácil, como ya se ha comentado
en esta memoria. Podemos, sin embargo, resolverlas para algunos casos concretos,
de una manera similar a la técnica de la órbita de prueba utilizada por Rajaraman.
Analizaremos, con esta estrategia, los kinks TK1 y TK2 por un lado, y uno de los
kinks de la familia NTK2, para el caso concreto en el que la constante σ del
modelo toma el valor 1
2
, por otro. Tal y como veremos, la ecuación de la órbita,
muy complicada en general, se simplifica enormemente en las condiciones citadas.
TK1
Para obtener la solución kink TK1 consideraremos, lógicamente, las ecuaciones de
las geodésicas (5.3, 5.4) en la métrica de Jacobi restringidas a la órbita:
q2 ≡ 0




q′21 = 0 (5.5)
mientras que la ecuación (5.4) se trivializa a 0 = 0.
(5.5) es una ecuación lineal de segundo orden que no contiene expĺıcitamente a
la variable independiente, es posible entonces reducirla a una ecuación de primer








































siendo k una constante de integración.












= k(s + s0) (5.8)
donde se ha denotado q̄1 a la solución, criterio que mantendremos en lo que sigue.
La solución singular, p1 = 0, de la ecuación (5.6), conduce al resultado q̄1(s) =
constante. La interpretación de esta solución es evidente: todo punto de la órbita
considerada es en śı mismo una geodésica de la variedad (M,h), son las geodésicas
triviales. Sin embargo, desde el punto de vista dinámico, sólo los ceros de la función
potencial son soluciones triviales de las ecuaciones de movimiento, dicho con otras
palabras: en los demás puntos la part́ıcula descrita por el sistema “no permanece”
para todo instante de tiempo.
Este razonamiento se plasma anaĺıticamente si tenemos en cuenta que el arco de
longitud s y el tiempo del sistema dinámico están relacionados, sobre esta órbita,
por la ecuación: ds = (1 − q21)2dt. Para todo punto q̄1 =cte 6= ±1 se verificará
(por tratarse de una geodésica de longitud nula): ds = 0 ⇒ dt = 0, y, por tanto,
q̄1 es constante pero también el tiempo se ve reducido a un instante concreto. Por
el contrario, para q̄1 = ±1, tendremos ds = 0 dt, y aśı la part́ıcula “permanece” en
dichos puntos para todo t ∈ R.
Esta situación nos permite clasificar los puntos de la variedad (M, h) en “puntos
geodésicos dinámicos”, es decir los ceros del potencial, y simplemente “puntos
geodésicos” para el resto.
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El razonamiento anterior está intimamente relacionado con el hecho de que
la métrica de Jacobi esté degenerada sobre los puntos geodésicos dinámicos, en
este caso, como vemos, dos puntos aislados de (M, h). En las referencias [95]
y [96] se analizan con detalle las situaciones en las cuales las geodésicas de una
métrica de Jacobi atraviesan regiones singulares de la propia métrica, para el caso
Riemanniano como el que nos ocupa aqúı y para métricas más generales, de tipo
Lorentziano.
Para el resto de las soluciones de (5.6), es decir, para las soluciones incluidas
en la expresión general (5.8), obtenemos, lógicamente, una dependencia en dos
constantes arbitrarias, k y s0. El significado geométrico de las mismas es claro:
las ecuaciones de las geodésicas (5.3, 5.4) son invariantes bajo reparametrizaciones
afines de la forma: s → as + b, con a y b constantes. La presencia de la constante
arbitraria s0 corresponde a la invarianza bajo traslaciones en la longitud de arco y
podemos fijarla nula determinando el origen de longitudes. El valor de la constante
k, por el contrario, es significativo y determina el tipo de parametrización escogida
de las curvas solución. Dado que buscamos soluciones parametrizadas en función
de la longitud de arco, dicho valor quedará fijado por la condición de “velocidad
uno” (utilizando (5.7)):









k2 = 1 ⇒ k = ±1
De esta manera, las soluciones (5.8), geodésicas de la métrica de Jacobi h sobre






Las condiciones asintóticas del sistema dinámico, necesarias para que la enerǵıa
de la teoŕıa de campos original fuera finita, impońıan que las trayectorias solución
tendieran, en t → ±∞, a los puntos de vaćıo del sistema, es decir, a los ceros
del potencial, los antes denominados “puntos geodésicos dinámicos” del sistema:
(q1, q2) = (±1, 0). Estas condiciones, sobre la ecuación (5.9), se traducen entonces







que si escogemos el signo positivo en el segundo miembro de la ecuación (5.9)
tendremos:
s = s1 = −2
3
⇒ q̄1(s1) = −1
s = s2 =
2
3
⇒ q̄1(s2) = 1
GEODÉSICAS EN LA MÉTRICA DE JACOBI 181
es decir, la solución TK1, mientras que la elección del signo negativo en (5.9)
produce el antikink ATK1.
En ambos casos, y de acuerdo con lo demostrado en el caṕıtulo anterior, se
verifica que la longitud del segmento geodésico considerado coincide exactamente
con la acción mecánica sobre la solución (y, salvo las constantes multiplicativas,












Para recuperar la expresión de las soluciones TK1 y ATK1 en función del
parámetro “temporal” del sistema dinámico tenemos que considerar, en la ecuación

















q̄1(t) = ± tanh(t + t0)
La ecuación (5.9) nos proporciona la expresión de q̄1(s) de forma impĺıcita. Su
resolución, por medio de las fórmulas de Cardano-Tartaglia (ver por ejemplo [2]),
nos permitirá obtener la forma expĺıcita del kink “visto” como segmento geodésico
de h. Si tenemos en cuenta que la solución está restringida al intervalo q̄1 ∈ [−1, 1],














siendo θ = arctan
√
4−9s2
−3s (y donde la función arcotangente se considera valorada
en el intervalo [0, π]). Ambas expresiones, q̄1(t) y q̄1(s), para el kink TK1, están
representadas en la Figura 5.2.
Por último, un comentario interesante acerca del cálculo realizado es el si-
guiente: la ecuación (5.9), que proporciona la longitud de arco sobre la geodésica en
términos de la variable q̄1, coincide exactamente con la expresión del superpotencial
W que esta teoŕıa admite, restringido a la órbita del kink TK1. Estudiaremos con
detalle el carácter pre-supersimétrico del modelo en el Caṕıtulo 6, precisaremos
aqúı simplemente que este resultado es evidente si se tiene en cuenta que la longitud
en la métrica de Jacobi se escribe LJ =
∫
ds y que la acción del sistema dinámico,

















Figura 5.2: Representación gráfica de las funciones q̄1(t) y q̄1(s) para el kink TK1.
pre-supersimétricos, y de acuerdo con la descomposición de Bogomol’nyi expuesta
en el Caṕıtulo 4, como S =
∫
dW , sobre las soluciones de las ecuaciones de primer
orden del sistema. Como ya hemos dicho, demostraremos en el Caṕıtulo 6 que
el Modelo Sigma O(N) Lineal Deformado es un modelo pre-supersimétrico. En
particular, para el caso del Modelo O(2), puede comprobarse que el potencial V
admite una pareja de superpotenciales dados por las expresiones (realmente son

















que, para la órbita (q1, q2) = (q̄1, 0), se reducen a:













es decir, coincide con la expresión del arco s (5.9) sobre la curva TK1 salvo en una
constante aditiva.
TK2
Estudiaremos ahora las ecuaciones (5.3, 5.4) para el caso de las soluciones del tipo




1− σ2 = 1
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Como ya se demostró en el Caṕıtulo 3, sobre esta elipse existen cuatro solu-
ciones de tipo kink: TK2, TK2*, ATK2 y ATK2*. Restringiremos el análisis a























Los śımbolos de Christoffel de h restringidos a esta órbita por medio de la








= −Γ2 J11 = Γ2 J22
De esta manera, las ecuaciones de las geodésicas (5.3, 5.4), utilizando (5.12) y





q′21 = 0 (5.13)
La resolución de (5.13) se realiza de manera análoga a la de (5.5). La sustitución
adecuada será:
















para alguna constante de integración k. La integración de esta última ecuación es




= k(s− s0) (5.14)
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Una vez más la exigencia de que la geodésica esté parametrizada en función de
la longitud de arco fijará el valor de la constante k:












y es trivial calcular:
q̄2 = σ̄
√





‖c′‖J = 1 ⇒ k2σ2 = 1
y, en definitiva: k = ±σ−1
Sustituyendo el valor k = 1
σ








es decir, una cúbica, similar a (5.8), que nos proporciona impĺıcitamente la com-
ponente q̄1 de la solución TK2 en función del parámetro arco de la métrica de
Jacobi, que evoluciona, de acuerdo con las condiciones asintóticas, en el intervalo













Evidentemente, k = − 1
σ
conduce a la solución ATK2. Para la componente q2, a












La longitud del segmento geodésico TK2 no es más, como en el kink TK1, que











Para obtener la expresión del kink en función del tiempo t, tenemos que recor-
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y en definitiva:
q̄1 = ± tanh(σ(t− t0))
que, tomando t0 = 0 y el signo positivo, se reduce a la citada solución TK2:
qTK21 (t) = q̄1(t) = tanh(σt)
Recordando (5.12) tendremos:
qTK22 (t) = q̄2(t) =
√
1− σ2 sech(σt)
La solución ATK2 se obtiene, como ya hemos dicho, tomando el otro signo posi-
ble para la constante k. Los kinks TK2* y ATK2* son el resultado de considerar
la semielipse inferior, y, por tanto, el signo opuesto al tomado en (5.12).
En la Figuras 5.3 y 5.4 puede visualizarse el kink TK2 en función del parámetro




















Figura 5.3: Gráficas de las componentes del kink TK2 en función de: (a) parámetro
temporal, y (b) parámetro arco.
Por último, las ecuaciones (5.15) y (5.16) pueden ser resueltas por las fórmulas
de Cardano-Tartaglia, de manera similar a la utilizada en el caso TK1, obteniéndose,
para el rango s ∈ [s1, s2], las expresiones:

























siendo θ = arctan
√
4−9s2
−3s (y donde de nuevo se considera que la función arcotan-
















Figura 5.4: (a) Gráficas del kink TK2 y TK2* frente al tiempo t. (b) Gráfica del kink
TK2 frente a la longitud de arco s.
Si calculamos la expresión de los superpotenciales W± restringidos a la elipse,















de forma que, salvo constantes aditivas, encontramos de nuevo el resultado antes
comentado: la longitud de arco sobre el segmento geodésico coincide con el super-
potencial de la teoŕıa sobre la órbita solución.
NTK2(0) con σ = 1
2
Las soluciones no topológicas del modelo MSTB, analizadas en el Caṕıtulo 3,
constituyen una familia uniparamétrica de kinks (NTK2) determinada por las
ecuaciones (3.16) para las órbitas y (3.17) para la dependencia temporal de las
mismas. Si recordamos la ecuación (3.16):
(∣∣∣∣
√
1− µ1 − σ√




1− µ1 + 1√






1− µ2 − σ√




1− µ2 + 1√





observamos que los diferentes valores de la constante γ2 determinan los diferentes
kinks dentro de la familia. Para cada valor de γ2 tendremos, según la elección
de los signos sign(π1) y sign(π2) cuatro tramos cuya sucesión continua y diferen-
ciable proporciona la solución completa (recordemos que las coordenadas eĺıpticas
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bidimensionales µ1 y µ2 representan el plano “cartesiano” mediante una corres-
pondencia 22 = 4 a 1, de manera que la exigencia de continuidad y derivabilidad
entre los diferentes tramos nos conduce a que cada uno de ellos está situado en un
cuadrante diferente). Para el caso particular en el que la constante γ2 es nula, las
cuatro elecciones de signos se reducen a dos, se trata de la solución “simétrica” con
respecto al cambio q2 → −q2. Si además consideramos el caso σ = 12 tendremos
que la ecuación (3.16) se reduce a:
∣∣∣∣
√
1− µ1 − 12√




1− µ1 + 1√







1− µ2 − 12√




1− µ2 + 1√





para la elección de signos iguales, sign(π1) = sign(π2), y:
∣∣∣∣
√
1− µ1 − 12√




1− µ1 + 1√







1− µ2 + 12√




1− µ2 − 1√





para el caso de signos diferentes: sign(π1) = −sign(π2).


































para (5.19). Ambas ecuaciones pueden escribirse conjuntamente de la forma:
µ1 (4µ1 − 3)2 − µ2 (4µ2 − 3)2 = 0 (5.20)




(4µ1 − 3)2 + (4µ2 − 3)2 − 9 + 16µ1µ2
)
= 0
de manera que la órbita se reduce por un lado a un punto: µ1 = µ2 = 1− σ2 = 34
(el foco de la elipse propia del sistema) y, por otro, a la expresión:
(4µ1 − 3)2 + (4µ2 − 3)2 − 9 + 16µ1µ2 = 0
que, en coordenadas cartesianas (recordemos que σ = 1
2
):





















y, por tanto, en coordenadas cartesianas, la órbita en cuestión se traduce en dos
circunferencias. Evidentemente, el signo positivo en (5.21) nos conduce a que la
solución pertenezca al sector topológico C−− mientras que el negativo está asociado
a C++.
Continuaremos nuestros razonamientos refiriéndonos a la primera de las posi-











En la referencia [87] se obtuvo esta órbita tanteando sobre las ecuaciones de













Figura 5.5: Gráfica de la circunferencia (5.22) interior a la elipse (5.12).
Podemos ahora calcular la ecuación del correspondiente kink como geodésica
de la métrica de Jacobi, de igual manera que lo hemos realizado para los kinks
TK1 y TK2. La métrica de Jacobi se restringe a (5.22) de la forma:
h11 = h22 =
3
8
(1 + q1) ; h12 = h21 = 0
mientras que los śımbolos de Christoffel se reducen a:









1− q1 − 2q21
4q1 + 3
q1 + 1
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donde la ambigüedad de signos se corresponde con la elección de una de las semi-
circunferencias: q2 = ± 1√2
√
1− q1 − 2q21, y donde el resto de los śımbolos no nulos
dependen de los anteriores de la forma ya explicitada en las secciones precedentes.
Las ecuaciones de las geodésicas (5.3, 5.4), restringidas a la órbita (5.22), se
reducen a una única ecuación en la variable q1:
q′′1 +
q′21
1− 2q1 = 0 (5.23)
cuya resolución se realiza de manera análoga a las correspondientes a los kinks






y, tras integrar la cuadratura correspondiente:
ks + s0 = −
√
1− 2q̄1
La determinación de la constante k se realiza de forma análoga a los casos
anteriores:






















































3Evidentemente la elección del signo del primer miembro depende del correspondiente signo
del parámetro s.
190 CAPÍTULO 5
Las condiciones asintóticas tomadas imponen que la solución parte y llega al
punto (q1, q2) = (−1, 0) de manera que (5.27) obliga a que el rango de variación
tomado para s sea [s1, s2], con:
s1 = −9
8
, s2 = +
9
8
La longitud del segmento geodésico proporciona, una vez más, la acción del


















Si queremos obtener la expresión de la solución en función del parámetro tem-
poral t, recordemos: ds = 3
8
(1 + q1)dt, utilizando (5.24) y el valor calculado de k,








y, finalmente, a la solución:
q̄1(t) =
3











1 + cosh t
)
Podemos ver representadas estas expresiones en las figuras 5.6 y 5.7.
Finalmente es interesante estudiar en este caso el comportamiento de los dos
superpotenciales del modelo. La elección realizada de la órbita (5.22), en el sector
topológico C−−, y, por tanto, soluciones tales que parten y llegan al punto de vaćıo
(q1, q2) = (−1, 0), determina que sólo uno de los superpotenciales es válido para la
descripción de dichas soluciones. Este hecho quedará completamente de manifiesto
en el estudio de las ecuaciones de primer orden que realizaremos en el Caṕıtulo
6. De esta manera, la solución calculada verificará la identidad entre la longitud
de arco de la métrica de Jacobi y el superpotencial del modelo sobre la solución
únicamente para la función W−, mientras que las correspondientes soluciones de
C++ tendrán como superpotencial asociado a W+.






















Figura 5.6: Gráficas de las funciones (q̄1(t), q̄2(t)) y de las correspondientes (q̄1(s), q̄2(s))















Figura 5.7: Representación tridimensional de la curva (5.22) frente al parámetro t (en
(a)) y s (en (b)) con las parametrizaciones (q̄1(t), q̄2(t)) y (q̄1(s), q̄2(s)) respectivamente.
192 CAPÍTULO 5



















y, en definitiva, W− coincide con s sobre las soluciones.
Coordenadas Eĺıpticas
Por último, plantearemos en este apartado la situación que se presenta si se uti-
lizan, en el Modelo MSTB, las coordenadas eĺıpticas bidimensionales.
De acuerdo con lo establecido en el Caṕıtulo 3, denominaremos µ1 y µ2 a dichas
coordenadas.
















(µ2 − 1)(µ2 − σ̄2)
y donde la definición de las coordenadas establećıa los rangos de variación si-
guientes: 0 ≤ µ1 ≤ σ̄2, σ̄2 ≤ µ2 ≤ 1.














(−µ31 + σ̄2µ21 + µ32 − σ̄2µ22
)
Los śımbolos de Christoffel de la métrica (5.30) son:
Γ111 =
1
2(µ1 − µ2) −
2µ1 − (1 + σ̄2)





(µ1 − 1)(µ1 − σ̄2)
2(µ2 − 1)(µ2 − σ̄2)(µ1 − µ2)
4Es apropiado recordar, dada la definición de superpotencial que se hizo en el Caṕıtulo 4, que
si W es un superpotencial válido para una teoŕıa, entonces −W también lo es. De esta manera
(5.29) coincide completamente con la expresión (5.26).
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Γ211 =
(µ2 − 1)(µ2 − σ̄2)






2(µ2 − µ1) −
2µ2 − (1 + σ̄2)
2(µ2 − 1)(µ2 − σ̄2)




[−(µ31 − σ̄2µ21) + (µ32 − σ̄2µ22)
]
g
mientras que los śımbolos de Christoffel son:
Γ1 J11 =
µ41 − 2µ31(1 + σ̄2) + µ21σ̄2(σ̄2 + 4)− 2µ1σ̄4
2(µ1 − 1)(µ1 − σ̄2)(µ1 − µ2)(µ1(µ1 − σ̄2)) + µ1µ2 + µ2(µ2 − σ̄2))
+
−µ32(1 + σ̄2) + µ22(1 + σ̄2)σ̄2 + 2µ1(µ32 − µ22σ̄2)
2(µ1 − 1)(µ1 − σ̄2)(µ1 − µ2)(µ1(µ1 − σ̄2)) + µ1µ2 + µ2(µ2 − σ̄2))
Γ1 J12 =
−µ2(3µ2 − 2σ̄2)
2(µ1 − µ2) (µ1(µ1 − σ̄2) + µ2(µ2 − σ̄2) + µ1µ2)
Γ1 J22 =
µ1(µ1 − 1)(µ1 − σ̄2)(3µ1 − 2σ̄2)
2(µ1 − µ2)(µ2 − 1)(µ2 − σ̄2) (µ1(µ1 − σ̄2) + µ2(µ2 − σ̄2) + µ1µ2)
Γ2 J11 =
−µ2(µ2 − 1)(µ2 − σ̄2)(3µ2 − 2σ̄2)
2(µ1 − µ2)(µ1 − 1)(µ1 − σ̄2) (µ1(µ1 − σ̄2) + µ2(µ2 − σ̄2) + µ1µ2)
Γ2 J12 =
µ1(3µ1 − 2σ̄2)
2(µ1 − µ2) (µ1(µ1 − σ̄2) + µ2(µ2 − σ̄2) + µ1µ2)
Γ2 J22 =
µ2(µ2 − 2)(µ2 − σ̄2)2 + (2µ2 − 1− σ̄2)µ21(µ1 − σ̄2)
2(µ2 − 1)(µ2 − σ̄2) (−µ21(µ1 − σ̄2) + µ22(µ2 − σ̄2))
además de los resultantes de las simetŕıas obvias de los mismos.






























2 = 0 (5.32)
De la expresión de los śımbolos de Christoffel se intuye que la resolución de
(5.31, 5.32) es complicada y, por tanto, no nos detendremos en realizarla, habida
cuenta, por otra parte, que conocemos sus soluciones, obtenidas en el Caṕıtulo 3
por el método de Hamilton-Jacobi.
En el caso particular de los kinks tipo TK2, las ecuaciones (5.31, 5.32) se
simplifican notablemente. Mostraremos a continuación dicho cálculo.
194 CAPÍTULO 5
TK2
La elipse q21 +
q22
σ̄2
= 1, sobre la que yacen los kinks de este tipo, tiene por ecuación
en coordenadas eĺıpticas:
µ1 = 0











Γ1 J22 = 0
Γ2 J11 =
(µ2 − 1)(3µ2 − 2σ̄2)
2σ̄2µ2




De esta manera, las ecuaciones de las geodésicas (5.31, 5.32), sobre la elipse,



















que nos conduce a la ecuación de primer orden:
dp2
dµ2
= − µ2 − 2
2µ2(µ2 − 1)
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1− µ̄2 (2 + µ̄2) = s− s0 (5.34)
ecuación que nos proporciona de manera impĺıcita la dependencia de la solución
en el parámetro arco de la métrica de Jacobi.
La constante s0 puede ser fijada de nuevo, sin pérdica de generalidad. Tomare-
mos de esta forma s0 = 0. En lo que respecta a la constante k encontramos,
una vez más, que la condición de parámetro longitud de arco para la variable s







= 1 ⇒ k = ±2




1− µ̄2(2 + µ̄2) = s (5.35)
Una vez más encontramos que la longitud de arco, dada por la ecuación (5.35),
coincide con el valor del superpotencial sobre la solución, en este caso en coorde-
nadas eĺıpticas (que será calculado en el Caṕıtulo 6). Teniendo en cuenta que W±





1− µ1(µ1 + 2)± 1
3
√
1− µ2(µ2 + 2)
obtendremos:
W±(0, µ̄2) = ±1
3
√
1− µ̄2(2 + µ̄2)
como hab́ıamos comentado.
Si se considera que la relación entre la longitud de arco de la métrica de Jacobi
y el parámetro temporal del sistema se escribe, para este caso, en la forma:
ds = µ2(µ2 − σ̄2)dt
es fácil deducir la expresión de µ2 en términos del parámetro t. Integrando:
dµ2 = ±2
√
1− µ2(µ2 − σ̄2) dt
el resultado coincide, evidentemente, con el obtenido en la sección 3.1:
µ̄2(t) = 1− σ2 tanh2(σt)
5De nuevo salvo signos globales.
196 CAPÍTULO 5
5.1.2 Modelos Sigma O(3) y O(N) Deformados
En el apartado anterior hemos restringido la resolución de las ecuaciones de las
geodésicas al Modelo Sigma Lineal O(2) Deformado. Generalizaremos ahora dichos
resultados al caso tridimensional, el Modelo O(3), y al caso general con N campos
escalares. Como ya se ha comentado, la resolución general, aunque interesante, es
dif́ıcil y no aporta resultados cualitativamente novedosos. Por esta razón limita-
remos nuestro análisis al planteamiento del problema y a las particularizaciones
triviales, como son el cálculo de las soluciones TK1, TK2σ2 y TK2σ3.
Modelo O(3)

























































3 − 1)2 + σ22q22 + σ23q23
Γ1 J22 =





3 − 1)2 + σ22q22 + σ23q23
Γ1 J23 = 0
Γ1 J33 =





3 − 1)2 + σ22q22 + σ23q23
Γ2 J11 =


















3 − 1)2 + σ22q22 + σ23q23


























3 − 1)2 + σ22q22 + σ23q23
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Γ2 J33 =





3 − 1)2 + σ22q22 + σ23q23
Γ3 J11 =





3 − 1)2 + σ22q22 + σ23q23













3 − 1)2 + σ22q22 + σ23q23
Γ3 J22 =































3 − 1)2 + σ22q22 + σ23q23













































































Particularizaremos a continuación las ecuaciones (5.36) a los tipos de kinks que
se han descrito en la sección anterior.
TK1
Las ecuaciones (5.36), restringidas a la órbita q2 = q3 = 0, se reducen exactamente
a la misma ecuación que obteńıamos en el apartado anterior.





mientras que las dos restantes se trivializan a la identidad 0 = 0.
La resolución de este caso es, por tanto, la realizada para el modelo MSTB.
TK2σ2




= 1; q3 = 0
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reduce los śımbolos de Christoffel a los correspondientes del Modelo O(2) y las
ecuaciones (5.36) reproducen las ya escritas para los kinks del tipo TK2. En este






= 1; q2 = 0
conduce a idénticos resultados en el plano coordenado por (q1, 0, q3) y con constante
asociada: σ = σ3.
Modelo O(N)
La generalización al caso tridimensional de los cálculos realizados para el modelo
MSTB conduce fácilmente a la extensión de dichos resultados al caso de N campos
escalares.

















siendo g la métrica eucĺıdea.
Los śımbolos de Christoffel asociados son

















































Γa Jbb = −Γa Jaa ; ∀a, b
5.2 Funcional Segunda Variación. Modelo O(2)
Calcularemos en esta sección los funcionales hessianos de la acción y de la longitud
y enerǵıa, en la métrica de Jacobi, asociada correspondientes a los kinks TK1 y
FUNCIONAL SEGUNDA VARIACIÓN. MODELO O(2) 199
TK2. Las expresiones generales de dichos funcionales aśı como los teoremas que
relacionan unos con otros han sido detallados en el Caṕıtulo 4.
La determinación del espectro de estos funcionales será llevada a cabo uti-
lizando las técnicas desarrolladas en el caṕıtulo precedente acerca de la diagona-
lización de la curvatura seccional en una base que se traslade paralelamente a
lo largo de la curva solución. Este razonamiento geométrico, aplicado en el caso
del funcional variación segunda de la acción del sistema dinámico, nos permitirá
establecer anaĺıticamente la estabilidad de la solución TK2 y la inestabilidad del
TK1, para el Modelo MSTB.
Con respecto a la notación utilizada, de cara a evitar posibles confusiones hemos
estimado oportuno cambiar algunos criterios con respecto a los adoptados en el
Caṕıtulo 4, donde se demostraban los resultados generales. De esta manera hemos
incluido el śımbolo de vector sobre los campos asociados a las variaciones de las
curvas y hemos abandonado el criterio de Einstein de suma en ı́ndices repetidos,
como en la sección anterior. La notación tensorial de ı́ndices arriba y abajo, de
acuerdo con el carácter covariante o contravariante, ha sido también abandonada
de manera general.
5.2.1 Funcional Hessiano Dinámico: TK1














+ Kċ(~V ), ~V
〉

























y donde además, de acuerdo con lo antedicho, se ha adoptado la notación vectorial
(~V ) para los campos de cara a una mayor claridad.
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Si tenemos en cuenta que para el sistema en estudio, en coordenadas carte-
sianas, la métrica es eucĺıdea, se verificará:





















donde se ha denotado ~ej = ∂j =
∂
∂qj
a la base de campos natural, en Γ(TR3),
del sistema de coordenadas tomado. De acuerdo con los criterios de notación
que hemos mencionado, escribiremos en adelante para toda variación ~V : ~V =









La solución TK1 nos veńıa dada por las expresiones:
q̄1(t) = tanh t; q̄2(t) = 0 (5.39)
con t ∈ (−∞,∞).
Tal y como comprobaremos en el próximo apartado, es interesante considerar,
además de la parametrización “natural”6 en el “tiempo mecánico” t, otra pa-
rametrización de las soluciones, en términos de su propia primera componente,
q̄1. La razón es clara, cuando pasemos a estudiar los funcionales Hessianos en la
métrica de Jacobi asociada, el parámetro “natural” es la longitud de arco s en
dicha métrica. De acuerdo con los cálculos efectuados en la sección anterior, la
obtención de la ecuación expĺıcita que relacione t y s requiere la sustitución de
las fórmulas de Cardano-Tartaglia en las expresiones (5.39), con la consiguiente
dificultad de cálculo. Sin embargo, las expresiones de q̄1, tanto en términos de
t como de s, son sencillas. De esta manera escribiremos, junto con (5.39), las
ecuaciones:
q̄1 ≡ q̄1; q̄2 = 0 (5.40)
de tal manera que
˙̄q1 = 1− q̄21; ˙̄q2 = 0 (5.41)
6“Natural”, evidentemente, en tanto en cuanto se trata de un sistema dinámico con un
“tiempo” definido.
FUNCIONAL SEGUNDA VARIACIÓN. MODELO O(2) 201
con q̄1 ∈ (−1, 1).
Con todas estas consideraciones, podemos finalmente escribir las componentes


























+ (2q̄21 − 2 + σ2)v2





















































+ 2q̄21 − 2 + σ2
)
v2~e2 (5.43)
Se observa, por tanto, que el operador hessiano ∆ es diagonal para este caso.
De esta forma, la determinación de su espectro de autovalores y autofunciones
separa en dos problemas independientes, cada uno de ellos equivalente a un sistema
unidimensional determinado por una ecuación de Schrödinger con un potencial de
tipo Pösch-Teller, de espectro bien conocido.
Las caracteŕısticas especiales del caso TK1 (la solución permanece sobre la
recta q2 = 0) nos conducen, además, a considerar independientemente variaciones
~V tg tangentes a la solución y variaciones ~V ⊥ ortogonales a las mismas de manera
natural, sin más que escribir:
~V = v1~e1 + v2~e2 = ~V
tg + ~V ⊥
~V tg = v1~e1 ; ~V
⊥ = v2~e2
En este caso, por tanto, la base ordinaria de los campos tangentes a la va-
riedad está formada por un vector tangente a la solución y otro ortogonal a la
misma. En general, para otro tipo de soluciones, esto, evidentemente, no ocurre.
Por analoǵıa con el método empleado para estudiar la ecuación de desviación
geodésica, o si se quiere, el problema espectral de los funcionales de enerǵıa y de
longitud geométricos, expresaremos siempre las variaciones en una base de estas
caracteŕısticas, a las que denominaremos, por razones evidentes, bases de Frenet.
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Variaciones Tangentes



















+ 6q̄21 − 2
)
v1~e1 (5.45)
El espectro de (5.44) es bien conocido, como ya hemos dicho (ver por ejemplo
[68], y [73] para el caso general). De hecho, la ecuación espectral del operador ∆,
escrito de la forma (5.45), se reduce a la ecuación que determina los polinomios
de Legendre o, alternativamente, a la correspondiente a los polinomios de Jacobi
(los polinomios de Jacobi dependientes de la variable tanh t son equivalentes a los
polinomios de Legendre en la variable t, ver [2] y [28]).
El espectro consta de una parte discreta y otra continua7:
• Espectro discreto. Formado por dos autofunciones:
– v
(0)
1 (t) = sech










1 (t) = e
ikt
(
3 tanh2 t− 1− 3ik tanh t− k2)
con autovalores correspondientes λk = k
2 + 4, con k ∈ R. La autofunción
correspondiente al caso k = 0 (λ = 4) es:
v
(4)
1 (t) = 1−
3
2 cosh2 t
y frecuentemente es denominada “estado semi-ligado”, por tratarse de la
primera autofunción del continuo.
En la expresión anterior, se han escrito las autofunciones del continuo de ma-
nera expĺıcita. Como ya se ha comentado, dichas funciones admiten una expresión
7Denominaremos, en este caso y en los siguientes, v(λ)i a la autofunción de autovalor λ, es
decir: ∆ (v(λ)i ~ei) = λ (v
(λ)
i ~ei)
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general en términos de los polinomios de Jacobi de segundo orden y también en













donde es necesario precisar que se ha denominado (como es habitual, por otra
parte) P2 al polinomio de Jacobi P
(−ik,ik)
2 , correspondiente a la notación general
P
(a,b)
n (x), soluciones de la ecuación:
(1− x2)y′′ + (b− a− (a + b + 2)x)y′ + (n(n + a + b + 1))y = 0
Las expresiones anteriormente escritas para ṽ
(λk)
1 constituyen la solución más
general del espectro continuo de este problema. Si imponemos que las soluciones
del problema se correspondan con funciones reales, tendremos que considerar, de
forma estándar, combinaciones lineales de estas autofunciones y sus complejas
conjugadas, de tal manera que se cancele la parte imaginaria de las mismas. Con-
sideraremos, por tanto, en lugar de las autofunciones ṽ
(λk)











3 tanh2 t− 1− k2) sen(kt)− 3k tanh t cos(kt) (5.47)
Puede comprobarse fácilmente que la primera de las autofunciones anteriores
se corresponde con una función par mientras que la segunda es una función impar.
La interpretación del espectro obtenido es clara si tenemos en cuenta que
las variaciones tangentes a la solución representan las reparametrizaciones de la
misma. El modo cero da cuenta de la invarianza bajo traslaciones temporales y,
evidentemente, la autofunción no es más que la derivada de la solución, es decir,
el vector velocidad:
~V (t) = v
(0)




Los restantes modos, todos de autovalor positivo, nos indican que las demás
reparametrizaciones posibles aumentan la acción del sistema.
Es fácil escribir el espectro expuesto en términos del parámetro q̄1. Tendremos:
• v(0)1 (q̄1) = 1− q̄21.
204 CAPÍTULO 5
• v(3)1 (q̄1) = q̄1
√
1− q̄21.
• v(λk)1 (q̄1) = (3q̄21 − 1− k2) cos(k arctanh q̄1) + 3kq̄1 sen(k arctanh q̄1), o bien:
v
(λk)
1 (q̄1) = (3q̄
2
1 − 1− k2) sen(k arctanh q̄1)− 3kq̄1 cos(k arctanh q̄1)
Es necesario precisar que las autofunciones anteriores no se corresponden en
general con variaciones propias del sistema. Es fácil comprobar que únicamente
~V tg = v
(0)
1 ~e1 y ~V
tg = v
(3)
1 ~e1 se anulan en los extremos de la solución TK1, es decir,
en t → ±∞, o alternativamente en q̄1 = ±1. Por otro lado, es posible construir
variaciones propias, a partir de las autofunciones del espectro continuo, sin más





que la variación se anule en sus extremos, y considerar, posteriormente, el ĺımite
cuando la constante L tiende a infinito.
Siguiendo el procedimiento habitual (ver por ejemplo [87]) impondremos que,













donde δ(kn) recibe el nombre de defasaje. Teniendo en cuenta que para |t| grande
se tiene tanh t → ±1, obtendremos:
v
(λkn)
1 (t) → (2− k2n) cos(knt)± 3kn sen(knt)
y de esta manera, igualando las dos expresiones anteriores, resulta:
δ(kn) = ±2 arctan 3kn
2− k2n
(5.48)




















de manera que, finalmente, serán admisibles como variaciones propias las corres-
pondientes a los valores de kn solución de la ecuación trascendente:
±knL± 2 arctan 3kn
2− k2n
= (2n + 1)π
∀n ∈ Z.
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Por su parte, para las variaciones (5.47), correspondientes a funciones impares,













que conduce a la misma expresión, (5.48), para el defasaje δ(kn). En este caso los
valores de kn válidos serán las soluciones de la ecuación:























































= 2 > 0
lo cual confirma la estabilidad mencionada en la dirección tangente.
Variaciones Ortogonales
Para las variaciones ortogonales a la recta q2 = 0:











En este caso el espectro está formado por un modo discreto, de autovalor












2 (t) = e
ikt(ik − tanh t)
con autovalores respectivos: λk = k
2 + σ2, k ∈ R. Si consideramos funciones




2 (t) = sen(kt) tanh t− k cos(kt) (5.50)
son autofunciones pares y
v
(λk)
2 (t) = cos(kt) tanh t + k sin(kt) (5.51)
son las impares.














2 (q̄1) = q̄1 cos(k arctanh q̄1) + k sen(k arctanh q̄1)
Es necesario precisar, en este punto, que el operador hessiano tiene, además,
un “modo” cero ortogonal, dado por la expresión:
v
(0)
2 (t) = e
σt(σ − tanh t)
y con autovalor evidentemente nulo. No se trata de una variación propia y, por
tanto, no está incluida en el espectro discreto propiamente dicho. Sin embargo, se
trata de una autofunción que se revelará muy importante en el siguiente apartado,
pues se corresponderá, desde el punto de vista geométrico, con un campo de Jacobi
sobre la geodésica. Esta variación se anula en el punto inicial de la trayectoria,
8Al igual que en el caso de las variaciones tangentes, la expresión general del espectro continuo




2 (t) = e
ikt(ik − tanh t) = eiktP1(tanh t)
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= 1, de coordenadas9:
(q1, q2) = (σ, 0).
Con respecto al parámetro q̄1, se escribe:
v
(0)
2 (q̄1) = e
σ arctanh q̄1(σ − q̄1)
La presencia de un modo negativo (única variación propia genuina de todo el
espectro, por otra parte) nos indica la inestabilidad de la solución TK1 con respecto









dt = −2σ̄2 < 0
Esto demuestra anaĺıticamente lo que observamos en el Caṕıtulo 3 al estudiar
las enerǵıas de las diferentes soluciones, TK1 tiene más enerǵıa (desde el punto de
vista de la teoŕıa de campos, acción para el sistema dinámico) que la solución TK2,
y ambas pertenecen al mismo sector topológico de la teoŕıa, la solución estable
será, en consecuencia, la de enerǵıa mı́nima. Demostraremos anaĺıticamente en
la siguiente sección que el kink TK2 es estable, particularmente con respecto a
las variaciones dadas en la misma dirección que las ~V ⊥ que aqúı producen la
inestabilidad; se tratará, por tanto, de la dirección “más peligrosa”, en el espacio
de variaciones, con respecto a la estabilidad.
Al igual que en el caso de las variaciones tangentes, el espectro continuo cal-
culado puede ser “discretizado” de tal manera que podamos admitir como propias
variaciones que realmente lo son en un proceso ĺımite. Si consideramos ahora que
las variaciones (5.50), v
(λk)














y teniendo en cuenta que en el ĺımite se verifica:
v
(λkn )
2 → ± sen(knt)− kn cos(knt)
es fácil deducir que el defasaje, en este caso, se expresa de la forma:
δ(kn) = ±2 arctan 1
kn
9Es conveniente precisar que se está describiendo únicamente el caso en el cual se considera el
sector topológico C(−,+), es decir la solución TK1. Si se tomara en cuenta la solución ATK1, nos
apareceŕıa un modo cero equivalente de la forma e−σt(σ+tanh t), que se anula en (q1, q2) = (1, 0)
y en el foco (q1, q2) = (−σ, 0).
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Por su parte, la imposición de variación propia conduce a que los valores de kn
válidos son precisamente las soluciones de la ecuación:
±knL± 2 arctan 1
kn
= (2n + 1)π
con n ∈ Z.
Para las variaciones impares, (5.51), la ecuación a satisfacer por los valores de
kn admisibles será:
±knL± 2 arctan 1
kn
= 2nπ
con n ∈ Z.
5.2.2 Funcionales Hessianos Geométricos: TK1
Según se demostró en el Caṕıtulo 4, las expresiones de los funcionales variación
segunda de la Enerǵıa y de la Longitud en un sistema dinámico (v́ıa la métrica de











































∆J ~V ⊥, ~V ⊥
〉J
para toda variación propia ~V , y donde ∆J es el operador hessiano (operador de
desviación geodésica, en el lenguaje propio de la Geometŕıa Riemanniana):






Como puede observarse, la expresión de los dos funcionales Hessianos geomé-
tricos es formalmente idéntica exceptuando el hecho de que el correspondiente a la
longitud sólo actúa sobre variaciones ortogonales a la geodésica solución (o, si se
quiere, sobre la componente ortogonal de una variación genérica). Desde un punto
de vista geométrico es fácilmente entendible la razón por la cual el hessiano de la
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longitud no se ve afectado por las variaciones tangentes. Las variaciones de las cur-
vas solución en la dirección tangente representan reparametrizaciones de las mis-
mas y la longitud de las curvas geodésicas es independiente de la parametrización
tomada.
Tal y como se demostró en los Teoremas 4.7 y 4.8, los funcionales Hessianos




































donde ~F = grad Ln(2(i1 − U)).













dt 2 (i1 − U)
〈
















~F J , ~V ⊥
〉J)2
donde: ~F J = gradJ Ln(2(i1 − U)).
Una vez recordadas las expresiones demostradas en el caṕıtulo anterior pode-
mos analizar ahora los espectros de estos funcionales. Todos los elementos nece-
sarios relativos a la métrica de Jacobi han sido ya calculados en las secciones
precedentes, salvo el tensor de curvatura, cuyas componentes son
R1 J122 = (4− σ2)
−(q21 + q22 − 1)2 + σ2q22
((q21 + q
2
2 − 1)2 + σ2q22)2
= −R1 J212
R2 J121 = −R2 J211 = −R1 J122
mientras que todas las demás componentes son nulas.
Ya hemos calculado la solución TK1 como segmento geodésico de la variedad
(M,h), donde h es la métrica de Jacobi asociada al modelo en estudio. Como se ha
explicado en el apartado anterior, usaremos como parámetro a la componente q1
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sobre la solución TK1, que hemos denotado q̄1, obviando por tanto la dependencia
en la longitud de arco q̄1 = q̄1(s), dada por la fórmula de Cardano-Tartaglia (5.10).
El tensor de curvatura seccional sobre la solución TK1 será:
KJc′TK1(























Como ya se ha comentado, para el caso del kink TK1, las variaciones tangentes
y normales a la solución son de la forma ~V tg = v1~e1 y ~V
⊥ = v2~e2, respectivamente.
Como puede observarse, la curvatura seccional sólo actúa de manera no trivial
sobre la componente ortogonal a la trayectoria. Evidentemente este hecho no es
una propiedad particular ni de este modelo y ni de esta solución, la antisimetŕıa
del tensor de curvatura conduce de manera inmediata a que la curvatura seccional
Kc′(αc
′) = 0 para cualquier campo αc′ tangente a la curva c(s).
El cálculo directo del funcional hessiano nos proporciona la siguiente expresión
para el operador hessiano ∆J :













































con q̄1 = q̄1(s), o bien en función únicamente de q̄1:
































Tal y como se comentó en el Caṕıtulo 4, para el caso de variedades localmente
simétricas la diagonalización paralela de la curvatura seccional permite resolver de
forma casi trivial la ecuación de desviación geodésica y, en definitiva, el espectro
del operador hessiano. En este caso, el espacio no es localmente simétrico, sin
embargo, el procedimiento descrito en la sección 4.2.3 nos permitirá simplificar
dicho análisis.
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Si queremos expresar las variaciones en una base que se traslade paralelamente
a lo largo de la solución TK1, tendremos que resolver las ecuaciones del traslado
paralelo, ∇Jc′ ~U = ~0, sobre el TK1:
dU1
ds






































para constantes arbitrarias a y b.
El tensor de curvatura seccional es diagonal en la base tomada {~e1, ~e2} de
manera que ~e1 es un vector propio con autovalor nulo (λ1 = 0) y ~e2 es un autovector
con autovalor λ2 =
4−σ2
(1−q̄21)4
, ∀q̄1 ∈ (−1, 1). Tenemos por tanto que el autovector ~e2
lo es en cada punto de la curva con un autovalor diferente.
Podemos entonces construir el traslado paralelo de dicha base de diagona-
lización a lo largo de la curva solución. Para ello tomaremos como condiciones
iniciales:









































de tal manera que ~U1 es un vector propio de la curvatura seccional con autovalor
λ1 = 0 y ~U2 lo es con autovalor λ2 =
4−σ2
(1−q̄21)4
. Evidentemente nos encontramos en
la situación descrita en el Caṕıtulo 4, el traslado paralelo de los autovectores de la
curvatura seccional a lo largo de la trayectoria solución nos produce un campo de
autovectores con diferente autovalor en cada punto de la curva.
Se verifica, por otro lado, que ~U1 es exactamente c
′
TK1, es decir, el vector
tangente a la geodésica, mientras que ~U2 es c
′⊥
TK1. Ambos son, por tanto, unitarios
en la métrica de Jacobi.
Podemos considerar, de esta manera, las variaciones propias ~V expresadas en
función de la base paralela de autovectores de la curvatura seccional en la forma:
~V (s) = w1(s)~U1(s) + w2(s)~U2(s)
y, por tanto, al ser ~V paralelo, tendremos:







de manera que podemos escribir el operador hessiano del funcional de enerǵıa en













































Para el funcional de Longitud LJ , el operador hessiano es formalmente idéntico
pero restringido a actuar sobre variaciones ortogonales a la solución únicamente,
de manera que se tiene:











con q̄1 = q̄1(s), o bien, en términos de q̄1:
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Variaciones Tangentes
Como ya hemos comentado, las variaciones tangentes sólo aparecen en el estu-
dio del Hessiano de la Enerǵıa. Según (5.52), en términos de la base paralela
{~U1(s), ~U2(s)}, tenemos que, sobre una variación ~V tg = w1(s)~U1(s), el operador
Hessiano se escribe en la forma:




o bien en términos de q̄1:











Antes de analizar el operador (5.56), o equivalentemente el (5.57), es fácil
calcular los términos que diferencian el funcional Hessiano geométrico de la enerǵıa
del correspondiente funcional dinámico. De acuerdo con la fórmula (4.16) antes


















dt 4(1− tanh2 t)v21
y por tanto la diferencia entre ambos afecta únicamente a las componentes tan-
gentes de las variaciones, mientras que la parte ortogonal de ambos coincide.
De esta manera podemos escribir fácilmente el funcional hessiano de la enerǵıa
para variaciones tangentes a la solución y en términos del parámetro temporal








∆J ~V tg(t), ~V tg(t)
〉
con
















El espectro de (5.58) es del mismo tipo que los ya analizados. De hecho si
denotamos por Q y Q+ a los operadores diferenciales:
Q = − d
dt
+ 2 tanh t; Q+ =
d
dt
+ 2 tanh t
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tendremos que el operador hessiano dinámico asociado al kink TK1 no es otro que
QQ+ mientras que el operador geométrico correspondiente, ∆J , es exactamente
Q+Q. Es aśı muy fácil computar el espectro de ∆J , obteniéndose:






con autovalor λ = 3.
• Una parte continua:
v
(λk)




1 (t) = sen(kt) tanh t− k cos(kt)
con autovalores respectivos λk = k
2 + 4, k ∈ R.
Los autovalores de este operador coinciden con los del correspondiente dinámico
salvo en el primero, el modo traslacional. Tenemos, en definitiva, que la enerǵıa
geométrica “pierde” el modo cero tangente frente a la acción mecánica. La expli-
cación de este hecho reside en que el funcional de enerǵıa en la métrica de Jacobi
no es invariante más que bajo las reparametrizaciones afines del parámetro arco.
De esta manera, en función de s siempre existirá un modo cero tangente (corres-
pondiente a la variación dada por el vector tangente c′). Dado que el parámetro
t no es af́ın frente a s, dicho modo cero se pierde, el primer modo propio tiene
autovalor 3 (enerǵıa que ha “costado” la reparametrización).
Plasmar anaĺıticamente este razonamiento es una tarea delicada que abordare-
mos a continuación. Si se analiza el funcional Hessiano de la enerǵıa para varia-








−∇c′TK1∇c′TK1 ~V tg −KcTK1(~V tg), ~V tg
〉
resulta evidente que la variación ~V tg(s) = c′TK1(s) = ~U1(s) es propia y de autovalor
nulo (por ser la solución geodésica de la métrica y por las propiedades ya expuestas
de la curvatura seccional), es el modo cero citado.
El espectro de (5.56), por otro lado, es trivial, se trata de las ondas planas eiks.
¿Cómo se “traduce” entonces el espectro ahora calculado sobre el operador (5.56) o
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(5.57)? La respuesta es que la “traducción” se realiza sobre las formas cuadráticas
hessianas (los funcionales hessianos), no sobre los operadores correspondientes.






















~e1 de (5.58) se escribe de la forma:
~V tg(q̄1) = (1− q̄21)
3
2 ~U1(q̄1)
en términos de q̄1 y en la base paralela de autovectores de la curvatura. Si calcu-
lamos ∆J ~V tg(q̄1) con la expresión (5.57) tendremos:



















































dq̄1 3 = 6 > 0
utilizando que ‖~U1‖J = 1.



























= 6 > 0
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Variaciones Ortogonales
Ya hemos calculado que el funcional hessiano de la enerǵıa se diferenciaba del
dinámico únicamente en la parte del mismo que afectaba a las variaciones tan-
gentes, sobre las variaciones ortogonales, por tanto, coinciden. Para el funcional
hessiano de la longitud, dado que coincide con el de la enerǵıa sobre éstas últimas,







~F , ~V ⊥
〉2
donde f = 2 (i1 − U)|TK1 = (1 − q̄21)2 y ~F = grad Ln f . De esta forma ~F ∝ ~e1 y
aśı: 〈
grad Ln(1− q̄21)2, ~V ⊥
〉
= 0
es decir, no existe diferencia entre el funcional hessiano de la longitud y el dinámico
restringido a variaciones ortogonales.
Si utilizamos el parámetro q̄1 y, en principio, escribimos una variación ortogonal





































siendo ∆ el correspondiente operador hessiano dinámico para variaciones ortogo-
nales, descrito en la sección anterior (y expresado en la parametrización q̄1).
Los autovalores y las autofunciones ortogonales de ∆ son, por tanto, traslada-





































(q̄1 cos(k arctanh q̄1) + k sen(k arctanh q̄1))~e2
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siendo el modo negativo la única variación propia (estrictamente hablando, recorde-
mos que las autofunciones del continuo pueden ser “discretizadas” de tal manera
que puedan admitirse como componentes de variaciones propias). Una vez más,
por tanto, las autofunciones del operador dinámico dejan de serlo al pasar al ope-
rador geométrico, puesto que los autovalores dejan de ser constantes al aparecer
el factor (1− q̄21)−4. El problema se resuelve, de nuevo, sobre la forma cuadrática
hessiano.































(1− q̄21) 〈~e2, ~e2〉J = 2(−1 + σ2) < 0
al verificarse: 〈~e2, ~e2〉J = (1− q̄21)2.
























































El espectro de ∆ se “traduce” ahora, teniendo en cuenta que






















(1− q̄21)(q̄1 sen(k arctanh q̄1)− k cos(k arctanh q̄1))~U2
∆J
(






(1− q̄21)(q̄1 cos(k arctanh q̄1) + k sen(k arctanh q̄1))~U2


















= 2(−1 + σ2) < 0
Por último, y desde un punto de vista puramente geométrico, es interesante
comentar que el operador de desviación geodésica, ∆J , posee un campo de Jacobi10
no trivial:
~V ⊥ = (1− q̄21)eσ arctanh q̄1(σ − q̄1)~U2
∆J
(
(1− q̄21)eσ arctanh q̄1(σ − q̄1)~U2
)
= 0 ~U2
Este campo se anula cuando q̄1 → −1 y en q̄1 = σ. Tenemos por tanto que
el punto de vaćıo (−1, 0) y el foco (σ, 0) de la elipse q21 + σ̄−2q22 = 1 son puntos
conjugados11. Demostramos por tanto un hecho que utilizaremos en el próximo
Caṕıtulo 6 al estudiar la Teoŕıa de Morse en el espacio de soluciones del sistema.
5.2.3 Funcional Hessiano Dinámico: TK2










donde ∆ es ahora el operador hessiano dinámico sobre la solución TK2.
El kink TK2 nos veńıa dado por las expresiones:
q̄1(t) = tanh σt; q̄2(t) = σ̄ sech σt
10Recordemos que los campos de Jacobi se definen como las soluciones no triviales de la llamada
“ecuación de Jacobi” o ecuación de desviación geodésica: ∇c′∇c′ ~V −Kc′(~V ) = ~0 en una variedad
riemanniana dada. Constituyen, por tanto, el núcleo del operador de desviación geodésica.
11De acuerdo con la definición, dos puntos pertenecientes a una geodésica son conjugados
precisamente si existe un campo de Jacobi no trivial que se anula simultáneamente en ambos.
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En función del parámetro q̄1 las expresiones anteriores se reescriben como:
q̄1 ≡ q̄1; q̄2(q̄1) = σ̄
√
1− q̄21
donde q̄1 ∈ [−1, 1].
Base ordinaria. Si calculamos el operador ∆ sobre esta solución en la base
B = {~e1, ~e2} de los campos, tendremos la siguiente expresión resultante:


































































Como podemos observar el operador en este caso no es diagonal, el análisis
directo del espectro del mismo conduce a un sistema de ecuaciones acopladas y,
por tanto, ya no equivalente a dos ecuaciones de Schrödinger unidimensionales
independientes. Construiremos a continuación bases de Frenet dadas por vectores
tangentes y ortogonales a la solución, y por tanto a la elipse, de manera que
se pueda abordar el estudio del espectro de ∆ al menos para un determinado
tipo de variaciones, que serán precisamente las importantes desde el punto de
vista de la estabilidad dado que el resto de las variaciones mueven los puntos de
vaćıo y, por tanto, llevaŕıan las soluciones a curvas no pertenecientes al espacio de
configuración.
12Realmente estas ecuaciones sólo parametrizan a la semielipse superior, recuérdese que nos
estamos limitando a estudiar sólo el kink TK2 y no sus kinks asociados TK2∗, ATK2 y ATK2∗.
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Bases de Frenet13. Para obtener un vector tangente unitario a la semielipse







1− σ2 tanh2 σt
(~e1 − σ̄ senh σt~e2)





1− σ2 tanh2 σt
(−σ̄ senh σt~e1 − ~e2)
La expresión del operador ∆ en la base unitaria BF = {~utg(t), ~u⊥(t)} resulta
extraordinariamente complicada e inmanejable a efectos de cálculo. Por otro lado,
de cara a obtener las variaciones propias del espectro de ∆, no es necesario en
absoluto que la base considerada sea unitaria. De esta manera, podemos tomar
como base la determinada por los vectores ~atg(t) y ~a⊥(t) definidos de la forma:
~atg(t) = ~e1 − σ̄ senh σt~e2; ~a⊥(t) = σ̄ senh σt~e1 + ~e2
y tendremos que B′F = {~atg(t),~a⊥(t)} es una base ortogonal pero no ortonormal.
Varias son las razones que nos conducen a tomar esta base de Frenet, B′F .
Como veremos, si expresamos una variación genérica tangente a la curva, ~V tg, en
la forma:
~V tg(t) = v1(t)~a
tg(t) (5.61)
y una ortogonal como:
~V ⊥(t) = v2(t)~a⊥(t) (5.62)
encontraremos que de manera general no existen autofunciones del operador con
estas caracteŕısticas. Sin embargo, dada la forma concreta de los vectores de
B′F , si proyectamos las variaciones tangentes y ortogonales sobre las direcciones
más peligrosas, desde el punto de vista de la estabilidad, esto es, las direcciones de
menor coste en enerǵıa con respecto a las soluciones, obtendremos variaciones bien
definidas en las que, además, el comportamiento de las autofunciones compensa
el hecho de que los vectores de B′F tengan norma infinita en los extremos de la
trayectoria. De esta manera, las variaciones “proyectadas” serán propias y su
contribución será finita.
13Como ya se ha comentado, denominaremos Base de Frenet sobre una curva a toda base de
los campos tangentes a la variedad tal que, para cada punto de la curva, uno de los vectores sea
tangente y el otro ortogonal a la misma.
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Variaciones Tangentes
Consideremos una variación tangente genérica y escrita de la forma (5.61), el


























cuya segunda componente puede ser simplificada si se integra por partes el fun-

























Como puede observarse en esta expresión, (5.63), en cada componente nos
aparece un operador de tipo Schrödinger. En la primera se trata, una vez más, de
un potencial de tipo Pösch-Teller, sin embargo, en la segunda, aparece un término
singular, la cosecante cuadrado, que produce una barrera infinita en t = 0; eviden-
temente esto es un reflejo de que las variaciones generales en esta dirección supo-
nen un incremento infinito de enerǵıa. Evitaremos esta singularidad proyectando
el operador sobre la primera componente.
Si definimos los operadores de proyección π1 y π2 en la forma:
π1 (x1 ~e1 + x2 ~e2) = x1 ~e1; π2 (x1 ~e1 + x2 ~e2) = x2 ~e2
















El espectro de (5.64) es muy similar al de las variaciones tangentes del caso
TK1, antes descrito. Tendremos:












con autovalor λ = 3σ2.
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• Un espectro continuo:
ṽ
(λk)
1 (t) = e
ikσtP2(tanh σt) = e
ikσt(3 tanh2 σt − 1− 3ik tanh σt − k2)
con autovalores respectivos λk = σ




1 (t) = 1−
3
2 cosh2 σt
de autovalor λ0 = 4σ
2. Restringiéndonos a variaciones reales, reescribiremos





3 tanh2(σt)− 1− k2) cos(kσt) + 3k tanh(σt) sen(kσt)





3 tanh2(σt)− 1− k2) sen(kσt)− 3k tanh(σt) sen(kσt)





ducen a variaciones propias, el resto de las presentes no se anulan en t → ±∞.
Una vez más, es posible “discretizar” las autofunciones del continuo y restringir
las mismas a las que son propias por medio de un proceso de paso al ĺımite, similar
al aplicado en el caso del kink TK1, en la sección anterior. Como puede deducirse
fácilmente de la expresión de v
(λk)
1 (t), los resultados que se obtienen son idénticos
a los del caso citado sin más que sustituir t por σt.
La presencia del modo cero se interpreta de manera análoga al caso del kink
TK1, es decir, representa la invarianza bajo traslaciones temporales, que no altera
la acción del sistema. Como ya hemos comentado en el caso del kink TK1, se trata
de la derivada de la solución (salvo una constante multiplicativa):












La ausencia de modos negativos indica, evidentemente, estabilidad con respecto
a las variaciones en esa dirección.







, como el funcional hessiano correspondiente al opera-
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= 2σ > 0








1 (q̄1) = q̄1
√
1− q̄21







































Para las variaciones ortogonales que hemos considerado, ~V ⊥(t) = v2(t)~a⊥(t), el






= ∆ (v2(t) σ̄ senh σt~e1 + v2(t)~e2) =

























o bien, si se integra por partes en la expresión del funcional para eliminar la





























Observamos nuevamente que para una de las componentes (la primera, en este
caso) el operador de Schrödinger que resulta presenta una barrera infinita, una
singularidad, en t = 0, mientras que para la segunda componente se obtiene un
potencial de tipo Pösch-Teller.
Proyectaremos entonces en la segunda componente, de igual manera que se
hizo con las variaciones tangentes sobre la primera de ellas. Por otro lado, como
ya se ha citado, si recordamos la situación que encontrábamos en el caso TK1, la
dirección del vector ~e2 era precisamente en la que aparećıa el modo negativo que
nos indicaba la inestabilidad del kink.





























2 (t) = e
ikσtP1(tanh σt) = e
ikσt(ik − tanh σt)
con autovalores respectivos λk = (k








2 (t) = tanh(σt) sen(kt)− k cos(kt)
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Como podemos observar, la única autofunción que conduce a una variación
propia es el modo discreto, el espectro continuo no lo hace aśı por tratarse de
funciones que no se anulan en t → ±∞. De nuevo es posible aumentar el espacio de
funciones por el proceso ĺımite ya descrito. En este caso los resultados son idénticos
a los obtenidos para las variaciones ortogonales al kink TK1 si se intercambia t
por σt en los mismos.

































que nos confirma la estabilidad de la solución TK2.








• Espectro continuo, autofunciones pares:
v
(λk)












• Espectro continuo, autofunciones impares:
v
(λk)












5.2.4 Funcionales Hessianos Geométricos: TK2
Analizaremos en este apartado los funcionales Hessianos geométricos sobre la
solución TK2.
Las expresiones del kink TK2 visto como segmento geodésico en la métrica








donde q̄1(s) viene dado por una de las ecuaciones de Cardano-Tartaglia. Evi-
dentemente, usaremos de nuevo q̄1 como parámetro para simplificar los cálculos,
teniendo en cuenta que
q̄1 ≡ q̄1; q̄2 = σ̄
√
1− q̄21; ds = σ(1− σ2q̄21)dq̄1
El tensor de curvatura de la métrica de Jacobi restringido al kink TK2, y en
función ya del parámetro q̄1, viene determinado, como se especificó en el apartado
5.2.2, por una única componente (las demás no triviales son iguales, en valor
absoluto, a ésta):
R1 J122 = (4− σ2)
1− 2σ2 + σ2q̄21
σ2(1− q̄21)(1− σ2q̄21)2
y, de esta manera, el tensor de curvatura seccional sobre el TK2 se escribe:
Kc′(~V ) ≡ (4− σ

















siendo ~V = v1~e1 + v2~e2 un campo tangente a la curva TK2.
Base ordinaria. Podemos calcular directamente la expresión del operador de


































∆J ~V ⊥(q̄1), ~V ⊥(q̄1)
〉J
de forma que se obtiene, para una variación ~V (q̄1) = v1(q̄1)~e1 +v2(q̄1)~e2 cualquiera:
































































El operador no es diagonal, evidentemente, y su análisis claramente requiere
utilizar una base más adecuada en la que resulte una expresión más sencilla.
Base paralela de autovectores de la curvatura. Procederemos de manera
similar al caso del TK1. Calculemos en primer lugar las soluciones de la ecuación
de traslado paralelo sobre el TK2.
Las ecuaciones del traslado paralelo son
∇c′TK2 ~U = ~0
Una solución evidente es el propio campo vectorial c′TK2, puesto que, como
sabemos, las lineas geodésicas son las autoparalelas. La otra solución que buscamos


















2q̄21 − 1− σ2)
(1− σ2q̄21)(1− q̄21)
U2 = 0
despejando en una ecuación y sustituyendo en la otra U2, obtenemos a partir del
















cuya integración no es dif́ıcil, a pesar de su aspecto, y conduce finalmente a las
soluciones:












para constantes arbitrarias C1 y C2.
Si tomamos ahora C1 = 0 y C2 =
−1
σ












paralelo y unitario (‖~U1‖J = 1). Para obtener una base ortonormal imponemos

















Si se diagonaliza ahora la curvatura seccional, que hemos escrito anteriormente,
se obtiene un campo de autovectores con autovalor nulo determinado por la di-
rección del vector ~U1 y un segundo campo, con autovalor dependiente del punto
de la curva en el que nos encontremos, precisamente en la dirección de ~U2(q̄1).
Tenemos por tanto, ∀q̄1, el resultado:
KJc′(~U1) = 0 ~U1
KJc′(~U2) = −
(4− σ2)(1 + σ2(q̄21 − 2))
σ4(1− q̄21)2(1− σ2q̄21)3
~U2
Con todos estos resultados podemos escribir finamente la expresión del ope-
rador hessiano correspondiente al funcional de enerǵıa en la métrica de Jacobi en















































Como puede observarse en la expresión anterior, la parte del operador hessiano
que actúa sobre las variaciones tangentes a la curva solución es muy simple y,
de hecho, similar a la obtenida en el caso del kink TK1. Centraremos por tanto
nuestra atención en la parte más compleja del operador, la que actúa sobre las
componentes ortogonales a la solución.
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Variaciones Ortogonales

































La variación propia deducida en el hessiano proyectado dinámico:






se escribe, en la base {~U1, ~U2}, de la forma:





















Tal y como ocurŕıa con la solución TK1, la traducción de una autofunción del
hessiano dinámico no lo es estrictamente del geométrico.
El valor de las formas cuadráticas hessianas geométricas sobre dicha variación














































































































arctanh σ > 0
Queda probada, por tanto, la estabilidad, tanto dinámica como geométrica-
mente, de la solución TK2. Una vez más insistiremos en que este hecho estaba
demostrado ya utilizando el argumento que nos proporciona la enerǵıa de los dife-
rentes tipos de kinks.
5.3 Funcional Segunda Variación. Modelo O(3)
Finalizaremos este caṕıtulo con una sección dedicada a generalizar los resultados
obtenidos en el caso del Modelo MSTB al caso tridimensional, el Modelo Sigma
O(3) Lineal Deformado.
Como veremos, para los kinks TK1, TK2σ2 y TK2σ3, la generalización citada
no será dif́ıcil en absoluto dado que introducirá, en los operadores hessianos co-
rrespondientes, únicamente una componente desacoplada con las demás, es decir,
un término diagonal. Además, dicho término conduce a un problema espectral
conocido y similar a los ya expuestos en la sección anterior.
5.3.1 Funcionales Hessianos para el kink TK1
En el caso del kink TK1, los resultados que se obtuvieron en la sección anterior
serán válidos ahora sin más que abordar el problema desde el punto de vista
tridimensional. Manteniendo los criterios de notación ya utilizados, escribiremos:
~V = v1 ~e1 + v2 ~e2 + v3 ~e3
para toda variación propia considerada.
Es entonces trivial demostrar que la forma cuadrática hessiana dinámica sobre
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Se trata por tanto de un operador diagonal y, en consecuencia, tendremos que
el problema espectral separa en tres ecuaciones de Schödinger con potencial de
Pösch-Teller, en lugar de las dos ecuaciones que obteńıamos para el Modelo O(2).
El espectro de variaciones tangentes que ya analizamos se repite ahora de ma-
nera idéntica, mientras que el espectro de variaciones ortogonales aparece tanto
en la dirección de ~e2 como en la de ~e3 (evidentemente sustituyendo la constante σ
por σ2, para la dirección ~e2, y por σ3 para ~e3) .
Ninguno de los resultados, como hemos dicho, difiere de los obtenidos y, por
tanto, no incluiremos los mismos en este apartado. Nos remitimos a la sección
5.2.1 con las sustituciones antedichas.
De esta forma, tendremos ahora dos direcciones de inestabilidad para el kink
TK1. Las variaciones ~V = 1
cosh t
~e2 y ~V =
1
cosh t









dt = −2σ̄22 < 0








dt = −2σ̄23 < 0
para la segunda. En el primer caso el resultado nos informa de la pérdida de
enerǵıa presente en la dirección que conduce al kink TK2σ2 y, en el segundo, de la
correspondiente al kink TK2σ3.
En lo que respecta a las formas cuadráticas hessianas geométricas, encontramos
la siguiente situación: la curvatura seccional se escribe de manera sencilla sobre la























y, por tanto, es fácil comprobar que se reproducen los resultados obtenidos para
las variaciones tangentes, mientras que los correspondientes a las variaciones orto-
gonales son ahora válidos tanto para la componente segunda como para la tercera.
Desde el punto de vista geométrico tendremos en este caso dos campos de
Jacobi independientes para la correspondiente ecuación de desviación geodésica,
por un lado encontramos:
~V = eσ2 arctan q̄1(σ2 − q̄1)~e2
que nos muestra que el foco F2 es un punto conjugado del de vaćıo, ~v
−. Y, por
otro:
~V = eσ3 arctan q̄1(σ3 − q̄1)~e3
que hace otro tanto con el foco F3. Este hecho demuestra que el ı́ndice de Morse
del kink TK1, considerado como integrante del espacio de soluciones del Modelo
O(3), es dos. Utilizaremos este resultado en el Caṕıtulo 6.
5.3.2 Funcional Hessiano Dinámico: TK2σ2 y TK2σ3
Analizaremos a continuación los funcionales hessianos sobre las soluciones que
hemos denominado TK2σ2 y TK2σ3 que, como vimos en el Caṕıtulo 3, se corres-
ponden con los kinks envolventes de cada uno de los Modelos O(2) que constituyen
los kinks embebidos del Modelo Sigma O(3) Lineal Deformado. Con respecto a los
resultados obtenidos en la sección anterior para el kink TK2, encontraremos ahora
que una parte del hessiano coincide con la calculada entonces (intercambiando la
constante σ por la que corresponda en cada caso), mientras que la perspectiva
tridimensional se refleja en la aparición de una nueva componente.
TK2σ2
En el plano q3 = 0 encontrábamos, entre otras, la solución TK2σ2:
q̄1 = tanh(σ2t); q̄2 = σ̄2 sech(σ2t); q̄3 = 0
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1− σ22 tanh(σ2t)cosh(σ2t) 0
4
√
1− σ22 tanh(σ2t)cosh(σ2t) − d
2
dt2





0 0 − d2
dt2













El problema espectral asociado a este operador es obviamente separable en dos
partes desacopladas. Las variaciones de la forma: ~V = v1~e1 + v2~e2 conducen a un
problema espectral similar al tratado para el modelo MSTB y, en consecuencia,
no repetiremos aqúı los resultados obtenidos.
Por su parte, las variaciones de la forma ~V = v3 ~e3 proporcionan un problema
espectral nuevo consistente en una ecuación de Schrödinger idéntica a algunas de
las ya analizadas.
Variaciones en la dirección ~e3
Restringiéndonos a variaciones en la dirección del vector ~e3:
~V = v3 ~e3


















con autovalor asociado: λ = σ23 − σ22.
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∀k ∈ R. Una vez más, las autofunciones del continuo complejas antedichas
pueden combinarse para determinar variaciones reales de tipo par e impar.
Tendremos aśı, para las variaciones pares:
v
(λk)
3 = sen(kσ2t) tanh(σ2t)− k cos(σ2t)
y, para las impares:
v
(λk)
3 = cos(kσ2t) tanh(σ2t) + k sen(σ2t)
De manera análoga a lo que encontramos en el caso del kink TK1, el operador









Si bien únicamente el modo discreto conduce a una variación propia genuina,
es posible admitir como propias a las variaciones que resultan del proceso ĺımite de
discretización que puede realizarse sobre las autofunciones del continuo, de manera
absolutamente idéntica a lo efectuado en la sección anterior.
Para la variación propia: v3 =
1
cosh(σ2t)
, tendremos que la forma cuadrática













que nos confirma el resultado que obteńıamos por medio del análisis de las enerǵıas,
en el Caṕıtulo 3, se trata de una solución estable.







relacionada con la otra por medio de inversión “temporal”, también es un “modo” nulo. Eviden-
temente, una de ellas está asociada al kink TK2σ2 y la otra al correspondiente antikink.
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TK2σ3
En el caso de la solución TK2σ3, de ecuaciones:
q̄1 = tanh(σ3t); q̄2 = 0; q̄3 = σ̄3 sech(σ3t)
el cálculo anterior se repite sin más que intercambiar los papeles de la segunda y
la tercera componentes en todas las expresiones, además de sustituir σ2 por σ3, y
rećıprocamente.



















1− σ23 tanh(σ3t)cosh(σ3t) 0 − d
2
dt2













y, en definitiva, el problema espectral separa nuevamente en dos problemas de-
sacoplados. Las variaciones del tipo ~V = v1 ~e1 + v3 ~e3 producirán el espectro
encontrado para el caso del Modelo MSTB (cambiando σ por σ3 y recordando que
se plantea ahora el problema en las componentes primera y tercera).
Por su parte, las variaciones del tipo ~V = v2 ~e2 son ahora las novedosas.
Variaciones en la dirección ~e2
Una vez más no será necesario realizar nuevos cálculos sino que el apartado anterior


















































En este caso, el hecho de que σ22 sea menor que σ
2
3 nos determina inestabilidad
de esta solución y, precisamente, en la dirección que conduce hacia el kink estable,
TK2σ2.
Nuevamente tenemos autofunciones nulas del operador hessiano en esta di-
















Observando el comportamiento asintótico de ambas, es trivial deducir que la
primera de ellas nos va a proporcionar, en la versión geométrica, un campo de
Jacobi asociado a la solución kink, mientras que la segunda estará asociada a la
solución antikink.
5.3.3 Funcional Hessiano Geométrico: TK2σ2 y TK2σ3
Computaremos a continuación las formas cuadráticas hessianas geométricas para
las variaciones en la dirección ~e3, en el caso del kink TK2σ2, y para la dirección
~e2, en el del TK2σ3. Dado que en ambos casos se trata de variaciones ortogonales,
plantearemos únicamente la forma cuadrática asociada al funcional de longitud,
dado que, para ese tipo de variaciones, coincide con el de la enerǵıa.








∆J ~V , ~V
〉
con
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Si computamos la curvatura seccional de la métrica de Jacobi sobre el kink
















σ42(1− q̄21)2(1− σ22 q̄21)4
























2 (1− σ22 q̄21)4












[−σ23 + σ42(4− σ22)(1− q̄21)2 + σ22(3σ̄22 + σ42) + σ22σ̄23 q̄21(σ22 q̄21 − 2)




Repitiendo los argumentos que se utilizaron en la sección anterior, calcularemos
a continuación una base que se traslade paralelamente sobre la curva cTK2σ2 . De















La resolución de la ecuación del traslado paralelo:
∇c′TK2σ2 ~U = ~0
fijando como condición que las soluciones sean autovectores de la curvatura sec-





























tales que ~U1 es autovector de la curvatura con autovalor nulo, ~U2 tiene autovalor:







σ42(1− q̄21)2(1− σ22 q̄21)3
y ~U3 tiene el valor propio asociado:
λ3 =
−σ23 + σ42(4− σ22)(1− q̄21)2 + σ22(3σ̄22 + σ42) + σ22σ̄23 q̄21(σ22 q̄21 − 2)
σ42(1− q̄21)2(1− σ22 q̄21)4
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El operador ∆J , sobre esta base, se escribe:
∆J
(












(4− σ22)(1 + σ22(q̄21 − 2))












2(4− σ22)(1− q̄21)2 + σ22(3σ̄22 + σ42) + σ22σ̄23 q̄21(σ22 q̄21 − 2)

















El problema vuelve a ser separable. El análisis de las variaciones en las direc-
ciones ~U1 y ~U2 es el ya realizado para el modelo O(2). Para la componente en ~U3









σ42(1− q̄21)2(1− σ22 q̄21)2
w3~U3
























Como vemos, el funcional hessiano dinámico y el geométrico coinciden para las
variaciones en la dirección de ~e3 (o de ~U3). Este hecho no es, obviamente, casual.
Si calculamos el término que diferenciaba ambos funcionales, para esta geodésica,

























3 − 1)2 + σ22 q̄22 + σ23 q̄23. De esta forma:
〈
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y, en consecuencia, el término de diferencia se anula.
Si repetimos ahora los cálculos para el kink TK2σ3 tendremos idénticos resulta-
dos salvo el intercambio entre las constantes σ2 y σ3. Dicho intercambio produce,
obviamente, que la forma cuadrática sea definida negativa y, por tanto, se confirma
la inestabilidad también desde el punto de vista de la métrica de Jacobi.
Finalmente, hemos obtenido en el apartado anterior que existen modos nulos
en la dirección del vector binormal, tanto para el kink TK2σ2 como para el TK2σ3.
Dado que los funcionales hessianos dinámico y geométrico coinciden, en este caso,
dicho hallazgo se traduce en la existencia de campos de Jacobi no triviales.








que se anula en el punto de partida, ~v− = (−1, 0), en t → −∞, y no se anula
en más puntos, dado que σ3 > σ2. No existe, en consecuencia, ningún punto







~e3 nos condce a la misma situación con respecto al
antikink ATK2σ2. Hemos demostrado, en consecuencia, que, como veremos en el
Caṕıtulo 6, el ı́ndice de Morse de la trayectoria TK2σ2 es nulo.
















El primero de ellos se anula en el punto de vaćıo ~v−, cuando t → −∞, y en





elemental nos muestra que se trata del segundo de los punto umb́ılicos que la
solución TK2σ3 atraviesa (correspondiente a q̄1 > 0). Demostramos, por tanto,
que dicho punto es conjugado de ~v−. Análogamente, el segundo campo de Jacobi
establece una situación idéntica referida ahora al anti-kink ATK2σ3, el otro punto
umb́ılico atravesado (con q̄1 < 0) es conjugado de ~v
+ = (1, 0).
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Caṕıtulo 6
Teoŕıa de Morse de Kinks
En el Caṕıtulo 5 hemos establecido la estabilidad o inestabilidad de las soluciones
kink del Modelo Sigma O(3) Lineal Deformado por medio del estudio de los espec-
tros de los funcionales Hessianos correspondientes. Abordaremos ahora el análisis
de la Teoŕıa de Morse aplicada a dicho problema. La Teoŕıa de Morse presenta, de
una manera elegante y precisa, todos los aspectos relativos a la estabilidad y a las
caracteŕısticas de las soluciones kink que se han obtenido. Establece, además, una
relación entre dichos aspectos y la topoloǵıa del espacio de configuración. Deter-
minaremos, por tanto, cómo la caracterización de las soluciones en kinks BPS y
no-BPS (que realizaremos en este caṕıtulo) y los espectros de los operadores Hes-
sianos (obtenidos en el anterior), se sintetizan ahora por medio de la aplicación
del Teorema del Índice de Morse, estableciéndose, a través de las desigualdades
de Morse, las propiedades topológicas del espacio de configuración de la teoŕıa de
campos.
Como hemos visto, el análisis de los operadores Hessianos pod́ıa ser replanteado
en términos del operador de desviación geodésica en la métrica de Jacobi asocia-
da. Se demostró, de manera general, que el funcional de acción mecánica y los
funcionales de enerǵıa y longitud en la métrica de Jacobi asociada, compart́ıan los
puntos cŕıticos (curvas solución), en lo que respecta a la primera variación de los
mismos. En lo que respecta a la segunda variación, si bien los funcionales no coin-
cid́ıan (puesto que la curvatura en las regiones próximas a las trayectorias cŕıticas
aśı lo determinaba, aunque se mantuviera el signo de la curvatura seccional), śı
que lo haćıan las dimensiones de los subespacios de estabilidad e inestabilidad.
Utilizaremos de nuevo estas consideraciones en el estudio de la Teoŕıa de Morse.
El método que aqúı plantearemos apareció por primera vez en la literatura
en [53] y fue desarrollado completamente para para el Modelo Sigma O(2) Lineal
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Deformado (modelo MSTB) en [67] y [68]. Consiste esencialmente en calcular el
grado de inestabilidad (́ındice de Morse de la geodésica, desde esta perspectiva),
por medio del Teorema del Índice de Morse, como el número de veces que la
curva pasa por puntos conjugados al punto inicial de la misma, contados con su
multiplicidad.
Estructuraremos el Caṕıtulo 6 de la siguiente forma: En la sección 6.1 de-
mostraremos que el Modelo Sigma O(3) Lineal Deformado es un modelo pre-
supersimétrico como los que se han estudiado de manera general en la Sección
4.3 del Caṕıtulo 4. Para ello, calcularemos expĺıcitamente la función superpo-
tencial correspondiente y obtendremos ocho soluciones posibles. El carácter pre-
supersimétrico del modelo permite una descomposición à la Bogomol’nyi de la
acción del mismo, que conduce a las correspondientes ecuaciones de primer orden.
Encontraremos, además, que la existencia de puntos singulares de los superpo-
tenciales (puntos de no diferenciabilidad) permite clasificar las soluciones kink en
las de tipo BPS y tipo no BPS. En la sección 6.2 se resolverán las ecuaciones de
primer orden. Las soluciones son idénticas a las obtenidas, aplicando el método
de Hamilton-Jacobi, en el Caṕıtulo 3. El interés de este planteamiento reside en
que permite una mejor interpretación del espacio de soluciones del sistema, aśı
como una correcta determinación de los puntos conjugados respecto de los puntos
de vaćıo del modelo. Podremos además computar las enerǵıas de las diferentes
familias o tipos de kinks como cotas de Bogomol’nyi. Estos resultados nos permi-
tirán abordar en la sección final el estudio de la Teoŕıa de Morse y analizar aśı la
estabilidad o inestabilidad de las soluciones desde el punto de vista antedicho.
6.1 El Superpotencial y las Ecuaciones de primer
orden
Como ya hemos comentado, calcularemos en esta sección un superpotencial (real-
mente todo un conjunto de superpotenciales equivalentes) para el Modelo Sigma
O(3) Lineal Deformado.
Tal y como se definió en el Caṕıtulo 4, decimos que un sistema mecánico es





donde M es la variedad riemanniana sobre la que está definido el sistema, es decir
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el espacio de configuración del mismo. Si el sistema mecánico en estudio es el
resultado de aplicar el método de la analoǵıa mecánica en una teoŕıa de campos
en la que se buscan soluciones del tipo onda solitaria, como en la situación que





En nuestro caso, M = R3 y la métrica es la eucĺıdea, con lo que la búsqueda de































En la sección 4.3 del Caṕıtulo 4 se detallaron las propiedades de los sistemas
pre-supersimétricos, la descomposición de Bogomol’nyi que en ellos se plantea
conduce a la existencia de ecuaciones de primer orden para el sistema en estudio,
ecuaciones que evidentemente satisfacen (sus soluciones) las ecuaciones de segundo
orden (de Euler-Lagrange, o si se quiere, de Newton).
La descomposición de Bogomol’nyi se realizaba de la forma (4.31) para el fun-







〈ċ + ε grad(W ), ċ + ε grad(W )〉 − ε
∫ ∞
−∞
dt 〈ċ, grad(W )〉 (6.2)
donde c(t) ≡ (q1(t), . . . , qN(t)) y ε = ±1.
Podemos escribir (6.2) para el caso de la métrica eucĺıdea estándar en R3. Si





































Resulta evidente que si c(t) es una solución de las ecuaciones de primer orden y
W es diferenciable en todos los puntos de dicha solución c(t), entonces el integrando
del segundo término de (6.2) es una diferencial exacta: 〈ċ, grad(W )〉 = dW
dt
, y, por
aplicación del Teorema de Stokes, la acción de dicha solución (la enerǵıa de la
teoŕıa de campos) depende únicamente de los valores que toma el superpotencial
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en los puntos inicial y final de la trayectoria, determinados, por otra parte, por las
condiciones asintóticas del sistema y, en definitiva, por las propiedades topológicas
de las soluciones. Es habitual en la literatura denominar a este tipo de soluciones
kinks BPS (de Bogomol’nyi-Prasad-Sommerfeld).
La acción de la solución dinámica (enerǵıa del kink desde el punto de vista de
la teoŕıa de campos original) es entonces una cota topológica (llamada Cota de
Bogomol’nyi) y los kinks de este tipo serán mı́nimos absolutos del funcional de
enerǵıa y estables frente a pequeñas fluctuaciones.
S[c] = |W (c(∞))−W (c(−∞))|
Esta situación cambia si la función W no es diferenciable a lo largo de todas las
curvas solución del sistema. Tal y como veremos, existen soluciones (para el modelo
en estudio) tales que el superpotencial W presenta un conjunto discreto de puntos
de no diferenciabilidad a lo largo de las mismas. En este caso, W sólo es, por tanto,
diferenciable a trozos, y aśı la aplicación del Teorema de Stokes conduce a que S[c]
depende de los valores que tome W en dichos puntos de no diferenciabilidad. La
enerǵıa deja de ser entonces una cota topológica y los correspondientes kinks no
son estables. Estrictamente hablando, por otra parte, y tal y como detallaremos
en las secciones siguientes, para dichas soluciones no existen unas ecuaciones de
primer orden propiamente dichas, sino un conjunto de diferentes ecuaciones de
primer orden que se satisfacen en los diferentes intervalos de derivabilidad del su-
perpotencial. En este caso denominaremos a dichas soluciones kinks no-BPS. Dado
que las singularidades de los superpotenciales pueden ser “genuinas”, dinámicas,
o debidas a los cambios de coordenadas que se realizarán, pueden surgir eqúıvocos
acerca del carácter BPS o no-BPS de las diferentes soluciones. Por ello definiremos
kink BPS de una manera no ambigua: Llamaremos kink BPS a toda solución de
tipo onda solitaria de una teoŕıa pre-supersimétrica tal que su enerǵıa dependa
únicamente de la diferencia entre los valores que alcanza el superpotencial de la
teoŕıa en los extremos de dicha solución.
Analizaremos en este caṕıtulo estos aspectos que, como veremos, atañen no
sólo a los kinks no topológicos sino también a algunos de los topológicos. De-
mostraremos cómo, de hecho, los únicos kinks que satisfacen unas ecuaciones de
primer orden propiamente dichas y, por tanto, son estables (y BPS), son los del
tipo TK2σ2, lo cual concuerda con los resultados de los análisis de los espectros
de los funcionales hessianos realizado en el caṕıtulo precedente.
EL SUPERPOTENCIAL Y LAS ECUACIONES DE PRIMER ORDEN 245
6.1.1 Cálculo del Superpotencial
Para resolver la ecuación (6.1) utilizaremos, una vez más, coordenadas eĺıpticas de
Jacobi. Si utilizamos el cambio de coordenadas deducido en el Caṕıtulo 3 para el
caso tridimensional tendremos:
q21 =













donde las constantes de separación tomadas eran, respectivamente, σ̄22 = 1 − σ22,
σ̄23 = 1 − σ23 y 1. De esta forma, el espacio R3 se representaba (ocho a uno)
en el paraleleṕıpedo infinito P̄3(∞) = ∂P̄3(∞) t P3(∞) formado por los puntos
(λ1, λ2, λ3), donde:
−∞ < λ1 ≤ σ̄23 ≤ λ2 ≤ σ̄22 ≤ λ3 ≤ 1





λ21(λ1 − σ̄22)(λ1 − σ̄23)
(λ1 − λ2)(λ1 − λ3) +
λ22(λ2 − σ̄22)(λ2 − σ̄23)
(λ2 − λ1)(λ2 − λ3) +
λ23(λ3 − σ̄22)(λ3 − σ̄23)
(λ3 − λ1)(λ3 − λ2)
)
(6.5)
con ~λ ≡ (λ1, λ2, λ3).
Y la métrica eucĺıdea asociada a las coordenadas cartesianas se convert́ıa, por
medio de (6.4), en la métrica “eĺıptica”:
g11 = −1
4
(λ1 − λ2)(λ1 − λ3)






(λ2 − λ1)(λ2 − λ3)






(λ3 − λ1)(λ3 − λ2)




y gij = 0,∀i 6= j.















= 〈gradW, gradW 〉
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es fácil calcular de forma directa la expresión de la ecuación (6.1) en coordenadas
eĺıpticas:






























Si buscamos soluciones separadas de la forma: W (λ1, λ2, λ3) = W1(λ1) +







4(1− λa) ; ∀a = 1, 2, 3 (6.7)
satisfacen de forma evidente la ecuación (6.6).
La integración de (6.7) es trivial:










1− λa, αa = 0, 1
salvo constantes (aditivas) arbitrarias que hemos hecho nulas en esa expresión.
Tenemos en definitiva 8 soluciones de (6.6):














según se consideren las diferentes combinaciones posibles de los parámetros ar-
bitrarios α1, α2 y α3 (y, en consecuencia, los signos relativos (−1)α1 , (−1)α2 y
(−1)α3).
Un comentario importante en este punto es el siguiente: La ecuación (6.6) no
es otra que la ecuación de Hamilton-Jacobi (ecuación (2.46) del Caṕıtulo 2) res-
tringida a considerar todas las constantes de separación nulas (como imponen las
condiciones asintóticas del modelo) y donde se debe identificar el superpotencial W
con la parte de la acción S independiente del tiempo (W es aśı la frecuentemente
llamada función caracteŕıstica de Hamilton). De esta forma, las soluciones Wa
coinciden con las soluciones Sa deducidas entonces y, en definitiva, la completa
integrabilidad (y separabilidad Hamilton-Jacobi) del sistema equivale a su carácter
pre-supersimétrico.
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En el Apéndice B de esta memoria hemos calculado la expresión de W (α1,α2,α3)
en coordenadas cartesianas. Hemos decidido separar dicho cálculo del discurso
general por razones de claridad. La dificultad de cálculo que plantea el cambio de
coordenadas inverso a (6.4) hace que la obtención del superpotencial en coorde-
nadas cartesianas sea compleja.
Dada la complicación de la expresión del superpotencial en coordenadas carte-
sianas que se obtiene en el Apéndice B, no es trivial observar en qué puntos del
espacio dicha función no es diferenciable. Para realizar este cálculo seguiremos uti-
lizando las coordenadas eĺıpticas: Si se tienen en cuenta los rangos de variación de
las coordenadas eĺıpticas, se tiene que los superpotenciales W (α1,α2,α3)(λ1, λ2, λ3)
son funciones diferenciables en todo punto del “espacio eĺıptico” excepto en el
“plano” λ3 = 1. La presencia de la métrica no eucĺıdea en la expresión (6.6) obliga
a analizar, además, las regiones fa(~λ) = Λ
′(λi) = 0 como singulares.
En coordenadas cartesianas la métrica no introduce, evidentemente, ningún
punto de singularidad.
λ3 = 1 se corresponde en cartesianas con el plano q1 = 0 sobre el cual
W (α1,α2,α3)(q1, q2, q3) es diferenciable, y, por tanto, se trata de una singularidad
inducida por el cambio de coordenadas, no de una singularidad genuina. Por su
parte, fi(~λ) = Λ
′(λi) = 0 comprende las siguientes zonas:
• a)
f1(~λ) = Λ
′(λ1) = (λ1 − λ2)(λ1 − λ3) = 0 ⇒ λ1 = λ2 = σ̄23
• b)
f3(~λ) = Λ
′(λ3) = (λ3 − λ1)(λ3 − λ2) = 0 ⇒ λ3 = λ2 = σ̄22
• c) Finalmente f2(~λ) = Λ′(λ2) = (λ2 − λ1)(λ2 − λ3) = 0 reproduce las dos
situaciones anteriores.
Observamos entonces cómo las singularidades de la ecuación (6.6) se correspon-
den exactamente con las regiones de ∂P3(∞) en las que dos de las coordenadas
eĺıpticas se hacen iguales. Tenemos entonces dos aristas “singulares” de ∂P3(∞):
• La arista F1F3, correspondiente a la situación a). En coordenadas cartesianas
dicha arista se traduce en la que hemos llamado (ver Caṕıtulo 3) “elipse









• La arista (infinita) λ2 = λ3 = σ̄22 se corresponde, en coordenadas carte-
sianas, con la “hipérbola caracteŕıstica”. Dicha hipérbola representa el lugar
geométrico de los puntos umb́ılicos de cada uno de los elipsoides que resul-
tan de tomar λ1 =cte. En particular, para el elipsoide λ1 = 0, frontera
“dinámica” del paraleleṕıpedo P̄3(0) determinado en el Caṕıtulo 2, se res-
tringe a la arista (finita) AF2. La ecuación de toda la hipérbola, en el plano








No es dif́ıcil comprobar que las funciones W (α1,α2,α3)(q1, q2, q3) no son diferen-
ciables precisamente sobre estas dos curvas, (6.9) y (6.10).
Por otro lado, este hecho pasa a ser casi una trivialidad, sin necesidad de
realizar cálculos tediosos (aunque sencillos), si se tiene en cuenta el punto de
vista de la teoŕıa general de resolución de las ecuaciones cúbicas. La función
W (α1,α2,α3)(λ1, λ2, λ3) es diferenciable, como ya hemos dicho, ∀(λ1, λ2, λ3) ∈ P̄3(∞)
(con la excepción comentada del caso λ3 = 1). Por tanto, W
(α1,α2,α3)(q1(~λ),
q2(~λ), q3(~λ)) será diferenciable cuando lo sean las ecuaciones del cambio de co-
ordenadas (B.3). Evidentemente, si tenemos en cuenta la expresión de θ, las
singularidades de dichas ecuaciones aparecen exactamente en la región q3 + r2 = 0
(ver Apéndice B). Ahora bien, que q3 + r2 se anule significa que dos de las ráıces




entonces, sustituyendo en (B.3), obtenemos λ1 = λ2 = σ̄
2
3, la elipse (6.9).




conduce a λ2 = λ3 = σ̄
2
2, la hipérbola (6.10).
Por cualquiera de los dos caminos queda demostrado por tanto que W (α1,α2,α3)(~q)
es no diferenciable sobre ambas curvas de R3.
6.1.2 Ecuaciones de primer orden
Si escribimos la expresión de la enerǵıa de la teoŕıa de campos original del Modelo
Sigma O(3) Lineal Deformado para las configuraciones estáticas, utilizando los
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, a = 1, 2, 3





















































donde la primera de las dos integrales proporciona una contribución semidefinida
















con la integral calculada sobre la trayectoria PK del kink correspondiente.




= (−1)α12λ1(λ1 − σ̄
2
2)(λ1 − σ̄23)





= (−1)α22λ2(λ2 − σ̄
2
2)(λ2 − σ̄23)





= (−1)α32λ3(λ3 − σ̄
2
2)(λ3 − σ̄23)
(λ3 − λ1)(λ3 − λ2) ·
√
1− λ3
1Dado que adoptaremos en este apartado, y en las secciones siguientes, el punto de vista de
la Teoŕıa de Campos original, escribiremos la enerǵıa E de la misma en lugar de la acción S
del sistema dinámico asociado. Consecuentemente, volveremos a utilizar el “tiempo” x1 ≡ x en
lugar del equivalente “tiempo dinámico” t.
2Mantendremos, como hicimos en la ecuación (6.3), el criterio de tomar el signo arbitrario
positivo, ε = 1.
250 CAPÍTULO 6
entonces la desigualdad (6.13) se convierte en igualdad, decimos entonces que la
cota de Bogomol’nyi está saturada.
Dado que, en el sistema (6.14), los parámetros α1, α2 y α3 pueden tomar ar-
bitrariamente los valores 0 ó 1, realmente (6.14) constituye un conjunto de ocho
sistemas de ecuaciones ordinarias de primer orden diferentes3. Como veremos en
la Sección 6.2, la integración de dichos sistemas conduce a la obtención de todas
las soluciones kink de la teoŕıa. Sin embargo, la presencia de singularidades del
superpotencial, demostrada en el apartado anterior, hace que dicha integración no
sea en absoluto trivial, como detallaremos.
Es interesante resaltar, por otro lado, que (6.14) se podŕıa haber obtenido re-
solviendo (algebraicamente) el sistema de ecuaciones no lineales que se determina
cuando se impone que las integrales primeras del sistema (en coordenadas eĺıpticas)
tomen los valores que para ellas determinan las condiciones asintóticas que resul-
tan de considerar soluciones de tipo kink. El mismo razonamiento es válido en
coordenadas cartesianas. Para el caso del modelo bidimensional (el ya referido
modelo MSTB), este punto de vista, muy directo a partir de las expresiones de las
integrales primeras I1 e I2, permite demostrar de manera casi trivial el carácter
pre-supersimétrico del mismo. Para el modelo que nos ocupa, tridimensional, di-
cho tratamiento es casi inabordable en coordenadas cartesianas, habida cuenta la
gran complejidad de la expresión del superpotencial deducido en el Apéndice B.
Antes de proceder a la resolución del sistema (6.14) analizaremos brevemente
el mismo.
Si escribimos el sistema (6.14) de la forma:
dλa















3La existencia de ocho superpotenciales diferentes según las elecciones de signos que se realicen
equivale en la práctica a las diferentes descomposiciones de Bogomolny posibles. En (6.12) se ha
tomado un signo concreto para la descomposición y se ha utilizado genéricamente W (α1,α2,α3).
Alternativamente podemos fijar uno de los superpotenciales concretos y considerar todas las
descomposiciones posibles. Cualquiera de las dos técnicas conducen evidentemente a los mismos
sistemas (6.14).
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Por otro lado, si multiplicamos cada una de las ecuaciones (6.15) por λa − λb,








donde se han usado para la simplificación las ecuaciones (6.15).
Por último, multiplicando cada ecuación de (6.15) por la correspondiente función








Las expresiones (6.16) y (6.17) que hemos obtenido son exactamente las ecua-
ciones cuya integración proporciona las trayectorias solución que fueron obtenidas
en el Caṕıtulo 3 por medio de la separación de la ecuación de Hamilton-Jacobi del
sistema, tras imponer que las integrales primeras fueran nulas, como consecuen-
cia de las condiciones asintóticas del mismo. La dependencia “temporal” de las
soluciones viene determinada, evidentemente, por la ecuación (6.18), coincidente
también con la obtenida por el método de Hamilton-Jacobi.
Las posibilidad de realizar las elegantes simplificaciones anteriores, que nos
han permitido pasar del sistema (6.14) al nuevo sistema ((6.16), (6.17), (6.18))
en el que las variables están separadas, no se debe, evidentemente, al azar. La
“magia” de estos cálculos radica en el Lema de Jacobi demostrado en la sección
2.2 del Caṕıtulo 2, y, de hecho, son cálculos fácilmente generalizables al caso N -
dimensional. Se trata, en definitiva, de simplificaciones similares a las realizadas
por el propio Jacobi en sus cálculos de las geodésicas del elipsoide triaxial (ver
[81]).
Las ecuaciones (6.14) permiten también deducir fácilmente otro resultado im-
portante que ya obtuvimos por el método de Hamilton-Jacobi. Se trata de la
demostración de que el movimiento, para las soluciones kink de este sistema, está








en R3, o, equivalentemente, λ1 = 0 en P̄3(∞), que queda reducido entonces al
paraleleṕıpedo finito P̄3(0).
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Si se eleva al cuadrado la primera de las ecuaciones presentes en (6.15), y se











λ1 − 1 = 0 (6.19)
La ecuación (6.19), como ya se expuso para el caso general N -dimensional en
el Caṕıtulo 2, describe el movimiento de una part́ıcula con enerǵıa nula bajo la




λ1 − 1 , −∞ < λ1 ≤ σ̄
2
3
= ∞, σ̄23 < λ1 < ∞
V(λ1) tiene un máximo en λ1 = 0 y tiende a −∞ cuando λ1 tiende a −∞; por
tanto, el movimiento acotado ocurrirá únicamente en el intervalo λ1 ∈ [0, σ̄23].
Si consideramos además las condiciones asintóticas que conducen a enerǵıa





= 0 , lim
x→±∞










tendremos demostrado entonces que las configuraciones kink permanecen en el
paraleleṕıpedo P̄3(0): 0 ≤ λ1 ≤ σ̄23 ≤ λ2 ≤ σ̄22 ≤ λ3 ≤ 1.
6.2 Solución general de las ecuaciones de primer
orden
Plantearemos en esta sección la resolución de las ecuaciones de primer orden (6.14),
o, más exactamente, como ya hemos comentado, de los diferentes sistemas de
ecuaciones de primer orden que se incluyen en (6.14) debido a las ocho posibilidades
de elección de signos relativos con las que nos encontramos.
Por otro lado, y dado que el cambio de coordenadas (6.4) es singular en la
frontera de P3(0), ∂P3(0), con la excepción de la que hemos llamado “frontera










3 = 1 en coorde-
nadas cartesianas), comenzaremos el análisis de las ecuaciones (6.14) estudiando
su comportamiento ĺımite sobre ∂P3(0). El sistema se reduce dimensionalmente
sobre diferentes caras de ∂P3(0) y observaremos, de acuerdo con lo calculado en
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el Caṕıtulo 3, cómo aparecen sobre esta frontera los kinks embebidos y los kinks
envolventes del modelo. Existe una excepción: el plano q1 = 0 de R3 o, equivalen-
temente, la cara λ3 = 1 de ∂P3(0); quedará fuera de este análisis por una razón
evidente, no contiene a los puntos de vaćıo. Como ya se comentó en el Caṕıtulo
3, es una cara que será cortada por todas las soluciones (excepto las soluciones
constantes, es decir los propios puntos ~v− y ~v+, o el punto D de P̄3(0)) una o varias
veces, pero no existen soluciones totalmente contenidas en ella. No es una región
singular si se considera en coordenadas cartesianas en R3.
Posteriormente analizaremos los puntos regulares, del interior de P̄3(0), para
obtener las familias de kinks TK3, soluciones que hemos denominado genéricas de
la teoŕıa en estudio.
Mostraremos cómo las ecuaciones (6.14) conducen a idénticos resultados a los
obtenidos en el Caṕıtulo 3 de esta memoria y nos centraremos en la obtención de
la enerǵıa de los diferentes tipos de kinks como cotas de Bogomol’nyi en distintas
situaciones, hecho que nos conducirá a clasificar los kinks en BPS y no-BPS de
acuerdo con el criterio establecido anteriormente. Esta clasificación permite, a su
vez, establecer un nuevo criterio de estabilidad, ya comentado, que proporciona
el mismo resultado obtenido, desde el punto de vista del análisis espectral de los
Hessianos, en el caṕıtulo anterior.
Como ya establecimos en la sección anterior, las soluciones de las ecuaciones











De esta manera, si el superpotencial es una función diferenciable a lo largo de






únicamente de los valores que alcance W (α1,α2,α3) en los extremos de la misma;




∣∣∣ es entonces una cantidad topológica. En este caso, la enerǵıa del
kink será un mı́nimo absoluto en el sector topológico correspondiente del espacio
de configuración; la onda solitaria será absolutamente estable y tendremos estados
topológicos BPS (ver [13], [10]). Como veremos, en nuestro sistema únicamente
un tipo de kink pertenece a esta categoŕıa a pesar de que la totalidad de los kinks
satisfacen ecuaciones de primer orden. La razón, ya citada, está en el hecho de que,
para los demás kinks, las trayectorias atraviesan puntos de no diferenciabilidad del





∣∣∣ no es una cantidad topológica,
puesto que depende de los valores que tome W (α1,α2,α3) en los puntos singulares.
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Por último, la resolución que realizaremos pondrá de manifiesto expĺıcitamente
la relación existente entre los puntos singulares que cada trayectoria kink atraviesa,
singularidades del superpotencial, y los puntos conjugados a los puntos de vaćıo
que el modelo presenta y que serán estudiados en la próxima sección a la hora de
aplicar el Teorema del Índice de Morse al modelo que estamos estudiando.
Cara λ1 = 0. Kinks no topológicos envolventes
Como se ha comentado, la cara λ1 = 0 de ∂P3(0) se corresponde en coordenadas




















donde se ha denotado λ2 = µ1 y λ3 = µ2 como las componentes del vector bidi-






3 ≤ µ1 ≤
σ̄22 ≤ µ2 ≤ 1.












(µ2 − 1)(µ2 − σ̄22)(µ2 − σ̄23)
y aśı las ecuaciones de primer orden, (6.14), para este sistema bidimensional se
reducen a las ecuaciones:
dµ1
dx
= (−1)α12(µ1 − σ̄
2
2)(µ1 − σ̄23)





= (−1)α22(µ2 − σ̄
2
2)(µ2 − σ̄23)
(µ2 − µ1) ·
√
1− µ2 (6.22)
Con razonamientos similares a los empleados en la sección anterior, no es dif́ıcil
obtener, a partir de las ecuaciones (6.22), las correspondientes expresiones en varia-
bles separadas cuya integración proporciona las ecuaciones de la órbitas de los





(−1)αa2(µa − σ̄22)(µa − σ̄23)
√
1− µa = 0 (6.23)
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en lo que respecta a la dependencia frente al “tiempo” x.
La integración de (6.23) proporciona la ecuación (3.46) del Caṕıtulo 3 (con
el cambio de notación comentado, por supuesto), mientras que la integración de
(6.24) conduce a la ecuación (3.47).
Como ya se explicó en dicho caṕıtulo, la familia de kinks resultante sobre esta
superficie, λ1 = 0, está compuesta por soluciones no topológicas que pasan, todas
ellas, por el punto A de ∂P3(0). En el espacio “cartesiano” R3 esto se traduce en
cuatro familias de kinks no-topológicos que salen y llegan a uno de los dos puntos
de vaćıo y pasan respectivamente por cada uno de los cuatro puntos umb́ılicos del
elipsoide, representados en coordenadas eĺıpticas por el único punto A. Dado que
se trata de curvas alabeadas, con las tres componentes no nulas, recibieron en el
Caṕıtulo 3 el nombre de NTK3, de acuerdo con la notación que estamos utilizando
en esta memoria. Se les clasificó, también, como los kinks envolventes del sistema,
dado que permanecen en el elipsoide citado (cara λ1 = 0), fuera del cual no existen
soluciones kink.
La enerǵıa de cada uno de los miembros de estas familias es idéntica y fue
calculada también en el Caṕıtulo 3, obteniéndose:
















debido a que los rangos correspondientes de las variables λ2 y λ3 se recorren tres y
cuatro veces, respectivamente, en cada uno de los miembros de la familia NTK3.
Nos centraremos en este momento en la obtención de la enerǵıa citada desde
el punto de vista de las ecuaciones de primer orden y las cotas de Bogomol’nyi
correspondientes. Para ello, conviene estudiar con detalle la órbita de un kink
NTK3 cualquiera, desde un punto de vista no incluido en el análisis que realizamos
en el Caṕıtulo 3.
Si consideramos el punto inicial de la trayectoria tomada, evidentemente el





2) son D≡ (σ̄23, σ̄22) y aśı, evidentemente, las derivadas dµ1dx y dµ2dx son, en las
cercańıas de dicho punto, necesariamente positivas. Como puede observarse en la
Figura 3.13 esta situación se mantiene hasta el punto P1 donde el kink alcanza la
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2), que corresponde a µ2 = 1 (o, si se quiere λ3 = 1).
A partir de este punto la derivada dµ2
dx
pasa a ser necesariamente negativa, puesto
que µ2 decrece desde el valor 1 que alcanza en P1, como hemos dicho, hasta el
valor µ2 = σ̄
2
2 que recupera en el punto umb́ılico A. A partir de A, la situación se
repite, pero ahora con dµ1
dx
negativo. Si denominamos x1 al valor que la variable x
toma en P1 (y que obviamente es arbitrario al existir invarianza bajo traslaciones
en la coordenada espacial), x0 al correspondiente al punto A y x2 al relativo al
punto P2, en el que el kink “toca” la arista BC por segunda vez, en el “camino de
vuelta” hacia el punto D, tendremos que las ecuaciones que se verifican en cada
tramo son las siguientes:
• a) D → P1; x ∈ (−∞, x1]. Las ecuaciones (6.22) que se verifican en este
tramo se corresponden con la elección de signos: α1 = 0, α2 = 0.
• b) P1 → A; x ∈ [x1, x0]. En este caso los signos adecuados en (6.22) son
α1 = 0, α2 = 1.
• c) A → P2; x ∈ [x0, x2]. Ahora encontramos α1 = 1, α2 = 0.
• d) P2 → D; x ∈ [x2,∞). Finalmente, la posibilidad restante: α1 = 1, α2 = 1.
Dado que encontramos cuatro sistemas de ecuaciones de primer orden para este






























































4Como ya se comentó en la sección precedente, existe una ambigüedad en la elección global del
signo a considerar en la descomposición de Bogomol’nyi, ambigüedad, por otra parte, equivalente
a la invarianza de los cálculos si se cambia el signo de la función superpotencial en su definición.
Tal y como se han escogido las ecuaciones de primer orden en este caso, con ε = 1, resulta
evidente que la enerǵıa será:
















∣∣ y despreocuparse de dicho
signo global, dado que el resultado es necesariemente positivo.





1 (~µP1)−W (0)1 (~µD) + W (0)1 (~µA)−W (0)1 (~µP1) +
+W
(1)
1 (~µP2)−W (1)1 (~µA) + W (1)1 (~µD)−W (1)1 (~µP2) +
+W
(0)
2 (~µP1)−W (0)2 (~µD) + W (1)2 (~µA)−W (1)2 (~µP1) +
+W
(0)







1 (~µD)−W (0)1 (~µD) + W (0)1 (~µA)−W (1)1 (~µA)+
W
(1)
2 (~µD)−W (0)2 (~µD) + W (0)2 (~µP1)−W (1)2 (~µP1) +
+W
(1)


















Concluimos por tanto que E(NTK3) no es una cantidad topológica, dado que
en su cómputo final intervienen los valores que alcanza en un punto intermedio,
A, de la trayectoria, y no sólo de los valores alcanzados en los puntos inicial y
final de las soluciones5. Los kinks NTK3 serán en consecuencia inestables, del tipo
no-BPS.
Plano q3 = 0. Modelo O(2) embebido en el modelo O(3): I
La reducción del sistema al plano q3 = 0 de R3 se convierte, sobre P̄3(0), en
reducción a dos caras del mismo, la cara λ1 = σ̄
2
3 y la cara λ2 = σ̄
2
3, como se detalló
en el Caṕıtulo 3. La arista de unión entre ambas no es otra que λ1 = λ2 = σ̄
2
3,
es decir, la ĺınea F1F3 o, equivalentemente en coordenadas cartesianas, la elipse
caracteŕıstica del plano q3 = 0 que pasa por F1 y F3 y tiene focos en F2.





1 , λ3 = ν
I
2 ⇒ ~νI = (νI1 , νI2)












5Es interesante apuntar que los diferentes superpotenciales se anulan en la arista BC, es
decir, en los puntos P1 y P2. Su contribución al cálculo de la enerǵıa se reduce, por tanto, al
cambio en los signos relativos que produce el paso por estos puntos. Evidentemente, el diferente
comportamiento de estos puntos frente a los umb́ılicos, A, radica en el hecho de que éstos últimos
son puntos de no diferenciabilidad genuinos del superpotencial, mientras que la existencia de los
primeros se debe a las especiales caracteŕısticas del cambio de coordenadas. Intuitivamente, por
otra parte, se observa que la enerǵıa no puede depender de dichos puntos puesto que en tal caso












(νI2 − 1)(νI2 − σ̄22)























De esta forma es fácil deducir que las ecuaciones de las trayectorias kink están

























3 ≤ νI1 ≤ σ̄22 ≤ νI2 ≤ 1.
B. Para la cara λ2 = σ̄
2
3, tenemos resultados análogos:
λ1 = ν
II
1 , λ3 = ν
II















(νII1 − νII2 )




(νII2 − νII1 )








































ahora sobre el paralelogramo P̄2(0, σ̄
2
2): 0 ≤ νII1 ≤ σ̄23, σ̄22 ≤ νII2 ≤ 1.
La integración de las ecuaciones (6.28) y (6.32) nos proporcionará, evidente-
mente, las ecuaciones de los kinks (3.39)-(3.40), que hemos denominado familia
NTK2σ2 en el Caṕıtulo 3 por tratarse de kinks no topológicos de dos compo-
nentes (cartesianas) no nulas. De manera análoga, (6.29) y (6.33) nos conducen
a la dependencia temporal de dichas soluciones, (3.41)-(3.42). Las soluciones que
se obtienen son obviamente las mismas que las obtenidas en el Modelo O(2), si
bien ahora expresadas en términos de las coordenadas eĺıpticas tridimensionales
y no en las bidimensionales. La familia resultante depende de dos constantes ar-
bitrarias, una de ellas es la responsable de la invarianza bajo traslaciones en la
variable x, mientras que la otra, que aparece en las ecuaciones de las órbitas, es
la que nos diferencia entre unos y otros kinks de la misma familia uniparamétrica.
Por supuesto, en coordenadas cartesianas existen dos familias de este tipo, la
perteneciente al sector topológico C(−,−) y la del sector C(+,+).
La enerǵıa de cualquiera de los kinks de estas familias coincide, ya fue calculada
en el Caṕıtulo 3, y resultaba
















debido a que los rangos de variación de cada una de las variables (λ1, λ2, λ3) se
recorren 2, 2 y 4 veces respectivamente sobre una solución cualquiera de las fami-
lias.
De la misma manera que hicimos en el caso de los kinks NTK3, describiremos
ahora con detalle cómo esta enerǵıa puede verse como cotas de Bogomol’nyi a
través de las ecuaciones de primer orden. Para ello detallemos la trayectoria de un
kink cualquiera de estas familias.
Si, partiendo del punto D, denominamos P1 y P2 a los puntos de intersección
entre la trayectoria y las aristas CF1 y F1F3 respectivamente, que el kink alcanza
antes de pasar por el foco F2 y, de manera análoga, llamamos P3 y P4 a los pasos
por las mismas aristas en sentido inverso, en el “camino de retorno” al punto D,
tendremos los siguientes tramos a considerar, en sentido cronológico:
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• En la cara λ2 = σ̄23:








positivos, puesto que en el mismo νII1 ≡ λ1 crece desde su valor mı́nimo
νII1 = 0 hasta el valor que alcanza en P1, mientras que ν
II
2 ≡ λ3 pasa
desde σ̄22 hasta 1. En consecuencia las ecuaciones de primer orden que
se verifican en este tramo son las correspondientes a la elección de sig-
nos tales que α1 = 0 y α2 = 0. El intervalo de tiempo empleado será
entonces (−∞, x1] siendo x1 el valor (arbitrario, como ya hemos comen-
tado) en el cual la solución alcanza el punto P1.
2. P1 → P2. En este caso la coordenada νII1 continúa siendo creciente pero
νII2 decrece desde su valor máximo 1 hasta el correspondiente al punto
P2. Se tiene, por tanto, que las ecuaciones que se satisfacen ahora serán
las correspondientes a los valores α1 = 0 y α2 = 1, en el intervalo de
tiempo [x1, x2].
• En la cara λ1 = σ̄23:




es positiva, puesto que νI1 ≡ λ2




decrecer νI2 ≡ λ3 hasta su mı́nimo σ̄22. Tendremos aśı, en las ecuaciones
(6.27), la elección α1 = 0 y α2 = 1. El tiempo empleado en este tramo
será [x2, x0].







> 0. La elección es α1 = 1 y α2 = 0 en [x0, x3].
• Nuevamente en la cara λ2 = σ̄23:







> 0. Consecuentemente α1 = 1, α2 = 0 en
[x3, x4].







< 0 y aśı
α1 = 1 = α2.
Con todas estas consideraciones, podemos calcular la enerǵıa separando la in-






































Y concluimos, finalmente, que E(NTK2σ2), al igual que E(NTK3), no es una
cantidad topológica puesto que depende de los valores que alcanza el superpotencial
en puntos intermedios de la trayectoria. Se trata, por tanto, de kinks inestables,
no-BPS.
Además de los kinks NTK2σ2 en el plano q3 = 0 existen dos tipos de kinks, que
ya hemos estudiado, se trata del tipo TK2σ2 (que incluyen el TK2σ2 propiamente
dicho y el ATK2σ2, TK2σ2* y ATK2σ2*) y el kink TK1 (y su correspondiente
antikink ATK1). Nos detendremos brevemente en analizarlos desde la perspectiva
que estamos adoptando en esta sección:
• La órbita del kink TK2σ2 se reduce, en coordenadas eĺıpticas, a la arista DC
de ∂P3(0): λ1 = 0 y λ2 = σ̄
2
3. Sobre ella, el sistema de ecuaciones de primer
orden (6.14) se reducen a una única ecuación:
dλ3
dx
= (−1)β(λ3 − σ̄22)
√
1− λ3 (6.34)
cuya integración directa nos proporciona la dependencia temporal de la coor-
denada λ3 y aśı escribimos el kink expĺıcitamente de la forma:
λTK2σ21 (x) = 0, λ
TK2σ2




3 (x) = 1− σ̄22tanh2(σ2x)
Su enerǵıa es trivialmente calculable:













Y esta expresión puede calcularse como una cota de Bogomol’nyi si tenemos
en cuenta que el kink TK2σ2 recorre la arista DC dos veces, en primer lugar
dλ3
dx
es positivo en D→ C, mientras que en C → D será negativo al decrecer
λ3 desde su valor máximo, 1, hasta su mı́nimo σ̄
2
2. Las ecuaciones de primer
orden se verifican en ambos tramos con signos opuestos. Existe, sin em-
bargo, una diferencia sustancial entre esta “singularidad” (en λ3 = 1) y las
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observadas en los puntos umb́ılicos para el caso NTK3, o el foco F2 para los
kinks NTK2σ2. La única singularidad que presenta el kink TK2σ2 es debida
al cambio de coordenadas, es decir, λ3 = 1 no es una región de singularidad
en las coordenadas cartesianas y, de hecho, los valores que alcanza el super-
potencial en el punto C no influyen en la enerǵıa, al ser nulos. Tenemos de
esta manera:















































Podemos afirmar aśı que E(TK2σ2) es una cantidad topológica y, en con-
secuencia, los kinks tipo TK2σ2 son absolutamente estables y, por tanto,
defectos topológicos de tipo BPS.
• En lo que respecta al kink TK1, contenido tanto en el plano q3 = 0 como en
el q2 = 0, su órbita en ∂P3(0) consta de tres tramos, cada uno de los cuales
se recorren dos veces. Partiendo del punto D, el primero de los tramos, la
arista DF3 corresponde a λ2 = σ̄
2
3 y λ3 = σ̄
2
2, de manera que 0 ≤ λ1 ≤ σ̄23. El
segundo tramo consiste en la arista F3F2, λ1 = σ̄
2




3 ≤ λ2 ≤ σ̄22.
Finalmente el tercero será F3O, con λ1 = σ̄
2




2 ≤ λ3 ≤ 1. Las
ecuaciones de primer orden en cada tramo, aśı como su integración expĺıcita,
se detallan a continuación (y donde las dos opciones de signo, + o -, están
asociadas, evidentemente, a la primera y segunda vez que se recorre el tramo,
respectivamente):
1. λ2 = σ̄
2








x ∈ (−∞,− arctanh σ3] t [arctanh σ3,∞)
λTK11 (x) = 1− tanh2 x, λTK12 (x) = σ̄23, λTK13 (x) = σ̄22
2. λ1 = σ̄
2








x ∈ [− arctanh σ3,− arctanh σ2] t [arctanh σ2, arctanh σ3]
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2 (x) = 1− tanh2 x, λTK13 (x) = σ̄22
3. λ1 = σ̄
2








x ∈ [− arctanh σ2, 0] t [0, arctanh σ2]








3 (x) = 1− tanh2 x
Como vemos, las tres componentes eĺıpticas son no nulas (aunque cada una
de ellas lo es en un tramo diferente). En coordenadas cartesianas, como ya
se ha detallado anteriormente, se tiene de una única componente no nula, q1.
Se trata, por otro lado, de la solución kink del Modelo Sigma Lineal O(1).
La enerǵıa que se computó en el Caṕıtulo 3:








puede verse ahora desde el punto de vista de la cota de Bogomol’nyi. Siguien-
do los razonamientos que se han detallado en los anteriores casos estudiados


















































de manera que el kink TK1 satisface seis sistemas de ecuaciones de primer
orden diferentes en los seis tramos de que consta la solución:
x ∈ (−∞,− arctanh σ3], x ∈ [− arctanh σ3,− arctanh σ2]
x ∈ [− arctanh σ2, 0], x ∈ [0, arctanh σ2]
x ∈ [arctanh σ2, arctanh σ3], x ∈ [arctanh σ3,∞)
Su enerǵıa depende de los valores que el superpotencial alcanza en los puntos
singulares F2 y F3, además del punto D y, en definitiva, se trata de una
solución inestable, no-BPS.
264 CAPÍTULO 6
Plano q2 = 0. Modelo O(2) embebido en el modelo O(3): II
De manera similar al caso anterior, nos encontramos ahora con que el plano q2 = 0
de R3 se corresponde con dos caras de ∂P3(0), en este caso se trata de λ2 = σ̄22
y λ3 = σ̄
2
2. La arista común es ahora la hipérbola caracteŕıstica que pasa por los
puntos umb́ılicos y por el F2, teniendo como focos a los puntos F3. Escribiremos
a continuación únicamente las expresiones resultantes en ambas caras:
• A. Cara λ2 = σ̄22
λ1 = ρ
I
1, λ3 = ρ
I




























































en el paralelogramo P̄2(0, σ̄
2
2)): 0 ≤ ρI1 ≤ σ̄23, σ̄22 ≤ ρI2 ≤ 1.
• B. Cara λ3 = σ̄22
λ1 = ρ
II
1 , λ2 = ρ
II
















(ρII1 − ρII2 )




(ρII2 − ρII1 )







































para el paralelogramo P̄2(0, σ̄
2
3): 0 ≤ ρII1 ≤ σ̄23 ≤ ρII2 ≤ σ̄22.
La integración de (6.39) y (6.43) nos proporcionará las ecuaciones (3.34)-(3.35)
de las familias de kinks NTK2σ3 obtenidas en el Caṕıtulo 3. Se trata de dos familias
(en coordenadas cartesianas) uniparamétricas de kinks no topológicos, similares a
los descritos en el plano q3 = 0. La integración de (6.40) y (6.44) conduce a las
ecuaciones de la dependencia temporal (3.36)-(3.37).
Aunque se trata de kinks similares a los NTK2σ2, como hemos dicho, existen
diferencias en la enerǵıa debidas a los diferentes valores de las constantes σ2 y
σ3. De hecho, la descripción de las soluciones NTK2σ3 en coordenadas eĺıpticas
tridimensionales es muy diferente a la de las NTK2σ2, a pesar de ser formalmente
idéntica en eĺıpticas bidimensionales. La razón es esencialmente que los puntos
singulares que estas soluciones atraviesan, en el plano q2 = 0, son los correspon-
dientes a la hipérbola caracteŕıstica, y no a la elipse, esto hace que el número de
tramos a considerar sea superior (8 en lugar de los 6 del caso q3 = 0), aunque,
finalmente, las enerǵıas de ambos tipos de kink coincidan formalmente si se cambia
un parámetro por otro.

















Si denominamos P1, P3, P4 y P6 a los puntos de corte de una solución cualquiera
de este tipo con la hipérbola citada (arista AF3 de ∂P̄3(0)), y P2 y P5 a los de
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corte con la arista BO (eje q1 = q2 = 0 en cartesianas) respectivamente, podemos
describir dicho kink, cronológicamente en el “tiempo” x, de la forma siguiente:
• En la cara λ3 = σ̄22:








mente positivas, las ecuaciones de primer orden (6.42) que se satisfacen
son las correspondientes a los valores α1 = 0 y α2 = 1 (nótese que
las caracteŕısticas de la segunda de las ecuaciones, (6.42), hace que se
obtenga el signo positivo considerando α2 = 1).
• En la cara λ2 = σ̄22:
2. P1 → P2. ρI1 ≡ λ1 continúa siendo creciente y ρI2 ≡ λ3 crece también, en
este caso desde su valor mı́nimo σ̄22 hasta su máximo 1. Las ecuaciones
a considerar, (6.38), son las relativas a α1 = 0, α2 = 0.
3. P2 → P3. De manera análoga al anterior se deduce que los valores a
considerar serán: α1 = 0, α2 = 1.
• En la cara λ3 = σ̄22:
4. P3 → F2. En el tramo en el que se alcanza el foco F2 se tiene: α1 = 0,
α2 = 0 en las ecuaciones (6.42).
5. F2 → P4. α1 = 1, α2 = 1.
• De nuevo en la cara λ2 = σ̄22:
6. P4 → P5. α1 = 1, α2 = 0.
7. P5 → P6. α1 = 0, α2 = 0.
• Finalmente en λ3 = σ̄22:
8. P6 → D. α1 = 1, α2 = 0.
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Una vez más, la enerǵıa, en este caso E(NTK2σ3) no es una cantidad topológica
puesto que depende del valor que el superpotencial alcanza en el punto intermedio
F2 (las contribuciones de los demás puntos “singulares” se cancelan mutuamente,
cuando no son nulas). Estos kinks son nuevamente inestables, no-BPS.
De manera similar a lo ocurrido en el plano q3 = 0, encontraremos ahora dos
tipos más de kinks. Por un lado, el kink TK1, compartido por ambos planos, y
que no repetiremos, y, por otro, el kink topológico TK2σ3 (cuatro kinks de nuevo
si se observa desde R3).
En este caso, el kink TK2σ3 tiene cuatro tramos y, como veremos, va a ser
inestable al atravesar su órbita uno de los puntos umb́ılicos del elipsoide λ1 = 0.
El kink TK2σ3 recorre la arista DA, para pasar a la arista AB y, posteriormente,
repetir dicho camino en sentido inverso.
En primer lugar, tendremos la arista DA, λ1 = 0 y λ3 = σ̄
2
2. Sobre ella el
sistema de ecuaciones de primer orden (6.14) se reduce a la ecuación:
dλ2
dx
= ±2(λ2 − σ̄23)
√
1− λ2 (6.47)
donde los dos signos corresponden a las dos veces que se recorre dicha arista en
sentidos opuestos. Integrando (6.47) tendremos la solución:
λTK2σ31 (x) = 0, λ
TK2σ3
2 (x) = 1− σ23 tanh2(σ3x), λTK2σ33 (x) = σ̄22 (6.48)










Para la arista AB, λ1 = 0, λ2 = σ̄
2
2, tendremos que las ecuaciones se reducen
en este caso a
dλ3
dx




cuya integración nos proporciona:
λTK2σ31 (x) = 0, λ
TK2σ3

















En coordenadas cartesianas tendremos, obviamente, cuatro kinks: TK2σ3,
TK2∗σ3 y los correspondientes antikinks. La enerǵıa de todos ellos es:













Como se ha indicado, en el tramo D → A tendremos la ecuación (6.47) con
signo positivo. Igualmente ocurrirá para A → B, mientras que los signos de los
dos tramos restantes son negativos. De esta forma, la enerǵıa puede calcularse por
medio de la expresión:




















































En definitiva, las soluciones TK2σ3 verifican dos sistemas diferentes de ecua-
ciones de primer orden, se trata de un tipo de kinks inestables, no-BPS.
Kinks Genéricos en el interior de P̄3(0)





















donde γ2 y γ3 son constantes de integración reales, conduce a las ecuaciones ge-
nerales de las órbitas de los kinks TK3, (3.25) y (3.26), deducidas por medio del
método de Hamilton-Jacobi en el Caṕıtulo 3. Nótese que (6.52, 6.53) no son más
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que las cuadraturas (3.23, 3.24). Por su parte, la integración de (6.18) proporciona







(λa − σ̄22)(λa − σ̄23)
√
1− λa
= γ1 + x, (6.54)
que depende de la constante de integración γ1 y que coincide con la expresión
(3.27) deducida en el Caṕıtulo 3.
No repetiremos aqúı las ecuaciones resultantes de las cuadraturas (6.52), (6.53)
y (6.54). Dichas ecuaciones, aśı como la descripción detallada del comportamiento
de los kink TK3 tanto en el espacio “cartesiano” R3 como en el paraleleṕıpedo
eĺıptico P̄3(0) están desarrolladas en el Caṕıtulo 3. Nos centraremos ahora en la
deducción de la enerǵıa (o acción mecánica) de dichos kinks como una cota de
Bogomol’nyi.
Tal y como se calculó en el Caṕıtulo 3, tenemos que cada rango de variación
posible de las coordenadas eĺıpticas (λ1, λ2, λ3) se recorre, por una solución TK3
















































σ2(3− σ22) + σ3(3− σ23)
])
(6.55)
y es, evidentemente, la misma cantidad para cualquiera de los kinks de la fa-
milia. Como ya se comentó, en coordenadas cartesianas se trata de dos familias
biparamétricas de kinks topológicos, en los sectores C(−,+) y C(+,−) respectivamente.
Analicemos con detalle los diferentes superpotenciales y, en consecuencia, las
diferentes ecuaciones de primer orden, (6.14), que están asociados a cada tramo
de un kink cualquiera de la familia.
En orden “cronológico”:
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1. El primer tramo une el punto de vaćıo D con un punto de la cara superior
λ3 = 1 de ∂P3(0) al que denominaremos P1. Evidentemente, las tres coor-
denadas son crecientes en este tramo, particularmente λ3, que recorre todo
su rango de variación. En definitiva: para x ∈ (−∞, x1] tendremos que,
necesariamente: α1 = α2 = α3 = 0, y aśı el superpotencial a considerar será:
W (0,0,0).
2. A continuación, el kink pasa a través del interior de P̄3(0) hasta llegar a
la arista AF2, en un punto que llamaremos P2. En este caso tendremos el
superpotencial W (0,0,1) puesto que λ3 es decreciente en este intervalo. El
tramo transcurre en el intervalo [x1, x2].
3. P2 → P3. El kink pasa de la arista AF2 a la arista F1F3; λ2 decrece pero
λ1 y λ3 aumentan. En consecuencia, en el intervalo [x2, x3], tendremos las
ecuaciones de primer orden correspondientes a α1 = 0, α2 = 1 y α3 = 0 y aśı
W (0,1,0).
4. P3 → P4. Nuevamente alcanzamos la cara superior del paraleleṕıpedo y aśı
α3 = 0. En este caso α1 = 1 y α2 = 0 en [x3, x4].
5. P4 → P5. Se trata de un tramo similar al segundo explicado, pero con λ1
decreciente. Tendremos, por tanto, W (1,0,1) en [x4, x5].
6. P5 → P6. Pasamos ahora de la arista AF2 a la cara superior, se trata de un
ramo idéntico al segundo considerado pero recorrido en sentido inverso, de
esta manera se tiene α1 = 1, α2 = 1 y α3 = 0 en [x5, x6].
7. Por último, desde P6 se retorna a D de manera similar al primer tramo pero
con sentido opuesto. Se finaliza por tanto con W (1,1,1) en [x6,∞).
















































σ2(3− σ22) + σ3(3− σ23)
]
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Una vez más, concluimos que E(TK3) no es una cantidad topológica y aśı los
kinks TK3 son ondas solitarias no-BPS y, en definitiva, inestables.
6.3 Teoŕıa de Morse de Kinks
Aplicaremos en esta sección la Teoŕıa de Morse à la Bott en el espacio de soluciones
kink del Modelo Sigma O(3) Lineal Deformado. Los aspectos fundamentales de la
misma se han expuesto sucintamente en el Apéndice D.
Para conseguir dicho objetivo, y de acuerdo con la notación introducida en el
Apéndice D, realizaremos las siguientes identificaciones:
1. M denotará a la variedad riemanniana P3(0), considerada con la métrica de
Jacobi asociada al sistema
hab(~λ) = 2U(~λ) gab(~λ)
2. ΩM (espacio de caminos cerrados con un punto fijo en la variedad M) es el
espacio de configuración de los kinks, C. Es necesario precisar que, como ya se
explicó en el Caṕıtulo 3, en coordenadas eĺıpticas dicho espacio sólo tiene una
componente conexa como consecuencia de que el cambio de coordenadas es
ocho a uno. Los cuatro sectores desconectados aparecen únicamente cuando
se considera el problema en coordenadas cartesianas. De esta manera, C será:
C = C(−,−) t C(−,+) t C(+,−) t C(+,+).
3. m0 (punto fijo de los caminos considerados en ΩM) será evidentemente el
punto (único en eĺıpticas) de vaćıo D en P3(0).
4. El papel del funcional de Longitud L del espacio de lazos lo representará el
funcional EJ [~λ] y, por tanto, las geodésicas (kinks) estarán parametrizadas
necesariamente por el arco de longitud en la métrica de Jacobi.
El primer objetivo a abordar es la determinación de los puntos conjugados a D,
punto de vaćıo. En la sección 6.1.2 hemos demostrado que la elipse caracteŕıstica
(6.9) (arista F1F3 de ∂P3(0)) y la hipérbola caracteŕıstica (6.10) (arista AF2) eran
los puntos singulares de la ecuación (6.1) ó (6.6), de manera que, en ellos, las
ecuaciones de primer orden no estaban definidas. Si escribimos ahora las ecua-
ciones de los flujos de las trayectorias solución, comprobaremos que dichas curvas
constituyen la totalidad de los puntos conjugados al punto D.
272 CAPÍTULO 6
Los flujos de las trayectorias se deducen de las ecuaciones de primer orden de
manera trivial y resultan ser:
dλ2
dλ1
= −λ2(λ2 − σ̄
2
2)(λ2 − σ̄23)
λ1(λ1 − σ̄22)(λ1 − σ̄23)
· (λ1 − λ3)









= −λ3(λ3 − σ̄
2
2)(λ3 − σ̄23)
λ1(λ1 − σ̄22)(λ1 − σ̄23)
· (λ1 − λ2)






Dichos flujos no están definidos en las siguientes regiones:
• (1). Si λ1 = σ̄23 = λ2, dλ2dλ1 = 00 . Aśı, cada punto de la arista abierta F1F3 es
un punto conjugado de D. Por cada uno de los puntos de la ĺınea focal F1F3
pasa una congruencia de kinks parametrizados por un ćırculo S1 alredor del
punto en el plano en el que el flujo está indefinido. En consecuencia, la
multiplicidad de los puntos conjugados en la arista F1F3 es 1. Esto implica,
según se ha comentado, la existencia de un único modo cero ortogonal no
trivial (campo de Jacobi) del operador hessiano geométrico del funcional EJ
(operador de desviación geodésica).
• (2). Si λ2 = σ̄22 = λ3, dλ3dλ1 = 00 . Cada punto de la arista abierta AF2
es asimismo un punto conjugado a D. AF2 es una ĺınea focal formada por
puntos conjugados de multiplicidad 1 por las mismas razones expuestas en
el caso anterior.





. Por tanto, el propio punto D es conjugado de śı mismo con multipli-
cidad 2; el flujo está indefinido en una variedad de dimensión dos rodeando
a D, es decir, existe una congruencia de trayectorias kink que, partiendo del
punto D y parametrizadas por una sección bidimensional, vuelven al punto
D. Desde el punto de vista del operador de desviación geodésica, existen dos
campos de Jacobi independientes que se anulan en D.
• (4). Los dos flujos están también indefinidos en los puntos A, F2 y F3. La
razón, en este caso, estriba en el hecho de que por estos puntos pasan dos fa-
milias unidimensionales de kinks. Las trayectorias de los espacios modulares
MNTK3+TK1 y MNTK2σ3+TK2σ2 atraviesan el foco F3. De manera análoga las
trayectorias kink en MNTK3+TK1 y MNTK2σ2+TK2σ3 convergen en el punto
umb́ılico A y en el foco F2. En la Sección 5.3 se calcularon expĺıcitamente
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los campos de Jacobi que demuestran que estos tres puntos son conjugados
de D.
6.3.1 La serie de Morse de C
Una vez establecidos los puntos conjugados a tener en cuenta, aplicaremos ahora
el Teorema del Índice de Morse para computar el ı́ndice de cada una de las trayec-
torias kink de la teoŕıa. Dado que estamos estudiando la teoŕıa de Morse para
espacios de lazos, tendremos que calcular dicho ı́ndice considerando kinks no
topológicos necesariamente o bien, como haremos, tomar la “unión” de dos kinks
topológicos del mismo tipo. Desde el punto de vista de las coordenadas eĺıpticas,
como ya se ha comentado, la distinción entre kink topológico y no-topológico carece
en buen medida de sentido, dado que los puntos de vaćıo son indistinguibles. Sin
embargo, el cómputo del número de veces que una solución kink incide sobre la
cara superior del paraleleṕıpedo P̄3(0), śı que permite que dicha distinción sea
planteada. Por otro lado, es necesario precisar que cuando nos referimos al con-
cepto de “trayectoria kink” estamos aludiendo a dos soluciones kink que transitan
sobre la misma curva; evidentemente, las dos soluciones se diferencian en el “orden
cronológico” en el que recorren dicha trayectoria, es decir, están relacionadas por
medio de inversión temporal, o, desde el punto de vista de la teoŕıa de campos,
por inversión espacial. Queda plenamente justificado, por tanto, el considerar la
“unión” de dos soluciones kink aún en el caso de la perspectiva “eĺıptica”.
Otra cuestión a advertir es que “deformaremos” la arista DC al punto D en
P̄3(0) (de manera análoga a las referencias [67], [68] y [69] para el caso del Modelo
MSTB). Ello no cambiará la topoloǵıa del espacio de trayectorias en P̄3(0) con la
métrica de Jacobi, y únicamente dejará fuera de la cuenta en la serie de Morse de
C a los kinks de tipo TK2σ2 que, por otro lado, son estables.
Veamos entonces:
I. Vaćıo: D. Para las trayectorias constantes, reducidas a un punto, y, por tanto,
únicamente el punto D, el ı́ndice de Morse es evidentemente nulo: µ(D) = 0.
II. TK2σ3 t ATK2σ3.
La órbita sobre las aristas DA y AB (y “vuelta”) en P̄3(0) incluye, en el sentido
comentado anteriormente, dos soluciones de tipo kink:
• 1) El kink TK2σ3: Esta solución parte del punto D en el “instante” x = −∞






para ello en DA. En el punto A la solución “gira” un ángulo recto y, a través
de la arista AB, llega al punto B en x = 0. El kink se completa, en el semieje




y finaliza en D a “tiempo” x = +∞.
• 2) El kink ATK2σ3: el proceso es idéntico al anterior con el cambio de x
por −x (inversión temporal o espacial según se considere un punto de vista
u otro de los citados)
Aunque sólo en el segundo paso de los kinks por el punto umb́ılico A éste es
un punto conjugado a D, pues es entonces cuando estas soluciones se encuentran
con las congruencias correspondientes de kinks NTK3 (y ANTK3), la órbita, o
trayectoria kink, TK2σ3t ATK2σ3, considerada como un todo, tiene ı́ndice de
Morse dos:
µ (TK2σ3 t ATK2σ3) = 2
Los razonamientos anteriores pueden simplificarse si, desde el punto de vista
de las coordenadas eĺıpticas, planteamos la órbita o trayectoria TK2σ3 y tenemos
en cuenta que, en sus dos “pasos” por el punto A, éste debe ser computado como
punto conjugado al punto D.
III. TK1 t AK1.
La órbita sobre las aristas DF3, F3F2 y F2O de P̄3(0), incluye también dos
soluciones de tipo kink:
• 1) El kink TK1: parte del punto D en x = −∞, recorre la arista DF3 hasta
alcanzar F3 en x = − arctanh σ3, continúa por F3F2 hasta F2, donde “llega”
en x = − arctanh σ2. El tercer tramo es F2O y pasa por O a “tiempo” x = 0.
La trayectoria se completa, en x ∈ R+, con el camino inverso hasta alcanzar
D en x = +∞.
• 2) El kink ATK1: de nuevo se trata del mismo proceso intercambiando x por
−x.
Al igual que en el caso del kink TK2σ3, el ı́ndice de Morse se computa con
el razonamiento anterior, teniendo en cuenta que los puntos conjugados (F2 y
F3) lo son únicamente la segunda de las veces que se pasa por ellos, pues ah́ı
es donde inciden las congruencias correspondientes de kinks NTK2σ2 y NTK2σ2
(y los antikinks asociados). La combinación TK1 t ATK1 tendrá, en definitiva,
ı́ndice cuatro.
µ(TK1 t ATK1) = 4
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IV. TK3 t ATK3.
Una trayectoria TK3 pasa por la arista F1F3 una vez y dos por la correspon-
diente AF2. Por su parte, el antikink ATK3 posee un comportamiento idéntico en
el sentido opuesto. Tendremos, por tanto, que:
µ(TK3 t ATK3) = 6
La variedad cŕıtica formada por este tipo de configuraciones, que denotaremos
Nc = M̄(3)TK3 t M̄(3)ATK3, ha sido escogida en la tercera de las compactificaciones
analizadas en el Caṕıtulo 3, y debe ser entendido, por tanto, que las congruencias
de configuraciones NTK3+TK1, NTK2σ3+TK2σ2 y NTK2σ2+TK2σ3 se tienen
en cuenta al considerar las trayectorias que atraviesan los puntos A, F2 y F3. La
inclusión de las configuraciones en el borde de la variedad de módulos está en
el esṕıritu del principio de complección de las variedades cŕıticas, crucial para la
demostración de que el funcional de longitud de un camino en un grupo de Lie
y el funcional de Yang-Mills sobre una superficie de Riemann son funcionales de
Morse perfectos (ver [15]).
Encontraremos, de esta manera, que el polinomio de Poincaré de Nc será:
Pt(Nc) = 1 + t2, y, por tanto, la contribución de la combinación TK3 t ATK3 al
polinomio de Morse será: (1 + t2)t6.
Las combinaciones analizadas son realmente las únicas que debeŕıan ser in-
cluidas debido a que son las únicas que comienzan y finalizan en el punto D.
Estrictamente hablando, D no puede ser atravesado por ninguna trayectoria puesto
que la métrica de Jacobi está degenerada en dicho punto. Desde el punto de vista
dinámico, el punto D sólo puede ser alcanzado, una segunda vez, en tiempo infinito.
Si admitimos la posibilidad de enlazar varias soluciones kink (lo que denotare-
mos por el śımbolo #), obviando el razonamiento anterior (siguiendo el criterio
adoptado en las referencias [67], [68] y [69]), encontraremos que las siguientes
variedades cŕıticas a considerar serán:
V. (TK2σ3 # TK3(1)) t (ATK2σ3 # ATK3(1)).
La trayectoria TK2σ3 seguida de un único kink TK3, precisamente TK3(1)=
TK2σ2 + TK2σ3 + TK1. Las dos trayectorias están unidas en el punto D, que
contribuye, por tanto, con dos unidades al ı́ndice de Morse, dada su multiplici-
dad. Lógicamente se considera, simultáneamente, la composición de anti-kinks
correspondiente. Con estas consideraciones se tiene:
µ ((TK2σ3 #TK3(1)) t (ATK2σ3 #ATK3(1))) = 10
276 CAPÍTULO 6
VI. (TK1 # TK3(1)) t (ATK1 # ATK3(1)).
Aplicando idénticos razonamientos obtendremos ahora:
µ ((TK1#TK3(1)) t (ATK1#ATK3(1))) = 12
VII. (TK3 # TK3) t (ATK3 # ATK3).
El enlace de dos familias de kinks TK3 requiere, una vez más, la aplicación de
la Teoŕıa de Morse degenerada. El ı́ndice de Morse de un miembro concreto de la
familia combinada es:
µ((TK3#TK3) t (ATK3#ATK3)) = 14
pero el Polinomio de Poincaré de la variedad cŕıtica es:
Pt((M̄(3)TK3#M̄(3)TK3) t (M̄(3)ATK3#M̄(3)ATK3)) = 1 + t2
Iterando los elementos explicados obtendremos la serie de Morse completa:

























Dado que los coeficientes de las potencias impares en t se anulan, el Principio
Lacunario establece que las Desigualdades de Morse se convierten en igualdades
(ver [14]), y aśı tendremos:
Mt (E|C) = Pt (C) =
1




Es decir, el espacio de configuración de la teoŕıa de campos es del mismo tipo
homológico que ΩS3, el espacio de lazos en la esfera S3. Existe, de esta manera,
una universalidad topológica y los primeros términos de Mt (E|C) nos informan de
que la existencia de los kinks TK2σ3 t AK2σ3 se debe al hecho de que el grupo de
holonomı́a H2(C,R) = R es no trivial, los kinks TK1 t AK1 están asociados a que
H4(C,R) = R, los correspondientes TK3 t AK3 lo estarán con que H6(C,R) = R
y aśı sucesivamente.
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6.3.2 Análisis de la estabilidad por el Teorema del Índice
de Morse
El ı́ndice de Morse de cualquier trayectoria kink puede ser computado por medio del
Teorema del Índice de Morse, tal y como hemos hecho anteriormente. Aplicaremos
ahora este hecho al estudio de la estabilidad de las ondas solitarias en los diferentes
sectores topológicos del espacio de configuración C. Utilizaremos, por tanto, en
este análisis, el punto de vista de las coordenadas cartesianas. Como veremos,
los resultados confirmarán lo obtenido desde las demás perspectivas abordadas en
esta memoria.
Si recordamos la jerarqúıa en las enerǵıas, dentro de cada sector topológico,
como referente de los resultados ya obtenidos acerca de la estabilidad, tendremos:
A. Sectores topológicos, C(−,+) y C(+,−):
E(TK3) > E(TK1) > E(TK2σ3) > E(TK2σ2)
E(AK3) > E(AK1) > E(AK2σ3) > E(AK2σ2)
B. Sectores no-topológicos, C(−,−) y C(+,+):
E(NTK2σ3(±)) > E(NTK2σ2(±)) > E(NTK3(±)) > E(~v±)
donde los signos, evidentemente, denotan el vaćıo asociado al sector correspon-
diente.
Los resultados obtenidos por el análisis de las enerǵıas nos han demostrado que
en los sectores topológicos C(−,+) y C(+,−) únicamente los kinks del tipo TK2σ2 son
estables (se trata, recordemos, del kink TK2σ2 propiamente dicho y de los kinks
TK2σ2*, ATK2σ2 y ATK2σ2*). En los sectores no-topológicos, C(−,−) y C(+,+),
sólo eran estables los estados fundamentales, ~v− y ~v+, respectivamente.
El grado de inestabilidad de cada tipo de kinks viene marcado, por otra parte,
por su enerǵıa frente a la de los demás, y está medida por su correspondiente ı́ndice
de Morse. Comprobaremos ahora este hecho computando el ı́ndice de cada uno de
los tipos de soluciones, para ello aplicaremos el Teorema del Índice de Morse en el
espacio R3, es decir, en coordenadas cartesianas, como ya se ha comentado.
1. Kinks en el sector topológico C(−,+):
A. µ(TK3) = 3. El Teorema se aplica a una trayectoria de tipo TK3 de la siguiente














1, alcanza de nuevo la hipérbola caracteŕıstica (esta vez en la otra rama
de la misma), y finalmente llega a ~v+. Se cruzan, por tanto, tres puntos
conjugados, cada uno de ellos de multiplicidad uno, del punto ~v− (D) y
tenemos, en consecuencia, tres direcciones ortogonales de inestabilidad en C
para cada uno de los kinks TK3.
B. µ(TK1) = 2. Con los mismos argumentos que se presentaron en coordenadas
eĺıpticas es fácil concluir que la trayectoria TK1 atraviesa dos veces los focos








= 1, sin embargo, únicamente en el
segundo de dichos pasos se deben computar como puntos conjugados a ~v−,
puesto que en ese caso es cuando convergen en los mismos congruencias, en
este caso de NTK2σ2 y NTK2σ3 respectivamente, asociadas al mismo punto
de partida ~v−. El ı́ndice es por tanto 2, existen únicamente dos direcciones
de inestabilidad en un entorno del kink TK1 en C, como se ha demostrado
expĺıcitamente en el Caṕıtulo 5.
C. µ(TK2σ3) = 1. Una trayectoria TK2σ3 pasa por dos puntos umb́ılicos del
elipsoide. Por un razonamiento análogo al anterior, es únicamente en el
segundo de dichos puntos donde debe computarse el ı́ndice de Morse, pues
es alĺı donde converge una familia de kinks NTK3 asociada al mismo punto
inicial. El ı́ndice es uno y existe por tanto una sóla dirección de inestabilidad,
de acuerdo además con lo demostrado en el Caṕıtulo 5 por medio del análisis
del funcional hessiano correspondiente.
D. µ(TK2σ2) = 0. El kink TK2σ2 no cruza inguna de las ĺıneas focales, como ya
hemos comentado, se trata de la única solución topológica estable, su ı́ndice
es nulo y no tiene ninguna dirección de inestabilidad asociada, su forma
cuadrática hessiana, como vimos, es semidefinida positiva. En la Sección 5.3
obtuvimos, además, que ningún campo de Jacobi asociado al operador de
desviación geodésica, para esta solución, se anulaba simultáneamente en dos
puntos de la misma.
No repetiremos este análisis para el sector topológico C(+,−), es evidentemente
idéntico en sus resultados al expuesto.
2. Kinks en el sector topológico C(−,−):





= 1 en un total de cuatro puntos. Únicamente el segundo y el
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cuarto de dichos cortes pueden ser considerados puntos conjugados a ~v−. El
recorrido de una trayectoria de este tipo se realiza de la siguiente manera: 1)
el segundo corte con la hipérbola caracteŕıstica coincide con el primer corte
a la misma de una congruencia de kinks TK3; 2) El kink NTK2σ3 pasa por
el foco F3 al mismo tiempo que todos los demás kinks de la misma familia,
NTK2σ3; 3) El cuarto punto de incidencia con la hipérbola focal (en la otra
rama de la misma, evidentemente) es simultáneo al realizado por la familia
TK3 antedicha.
Estos razonamientos aclaran la afirmación inicial, el ı́ndice de Morse de los
kinks NTK2σ3 es 3, es decir, existen tres direcciones de inestabilidad en el
espacio TNTK2σ3C.






= 1 dos veces. Evidentemente, sólo el segundo de esos cortes es un
punto conjugado de ~v−. El recorrido es, por tanto, el siguiente: 1) Todos los
kinks de la familia NTK2σ2 inciden en el foco F2. F2 es, por tanto, un punto
conjugado del punto de partida con multiplicidad uno; 2) El segundo corte de
un miembro concreto de la familia con la elipse focal, como hemos dicho, es
también un punto conjugado. La razón, en este caso, es la presencia en dicho
punto de una congruencia uniparamétrica de kinks TK3, la multiplicidad, en
consecuencia, será también uno.
El ı́ndice de Morse es, en definitiva, 2 y aśı existen dos direcciones de inesta-
bilidad en TNTK2σ2C.
C. µ(NTK3) = 1. Cada kink de una familia NTK3 interseca con todos los demás
en un punto umb́ılico del elipsoide. Dicho punto es, por tanto, conjugado del
de vaćıo ~v− y, además, con multiplicidad uno. El ı́ndice es, de esta forma,
uno.
D. µ(~v−) = 0. Se trata, obviamente, de la única solución estable dentro del sector
C(−,−).
De nuevo omitimos el análisis correspondiente al otro sector, en este caso, de
kinks no topológicos, C(+,+), por tratarse de una situación absolutamente análoga.
Resumimos, en definitiva, el análisis realizado, comentando que se dispone de
una estratificación de cada componente conexa del espacio de configuración C por
medio de los “puntos cŕıticos” del funcional E. La Teoŕıa de Morse relaciona, de
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esta manera, la estructura de tales puntos cŕıticos con la homoloǵıa del propio
espacio de configuración.
Conclusiones
Las conclusiones más importantes que hemos obtenido tras la realización de este
trabajo, poniendo énfasis en lo que respecta a las aportaciones originales acerca
de los temas tratados, son las siguientes:
1 Resolución de la Ecuación de Hamilton-Jacobi del Sistema Dinámico asociado,
v́ıa la analoǵıa mecánica, al problema del cálculo de las soluciones kink del Modelo
Sigma O(N) Lineal Deformado.
2 Demostración de que las soluciones de dicho sistema están restringidas a una
región acotada del espacio de configuración, de manera general un hiperelipsoide
y su interior. Este hecho estaba observado en la literatura para el Modelo O(2),
si bien no explicado.
3 Descripción completa del espacio de soluciones kink del Modelo Sigma O(3)
Lineal Deformado, incluyendo la rica estructura de ĺımites especiales que el mismo
presenta y que conducen, finalmente, a diferentes posibilidades de compactificación
del espacio modular de ondas solitarias.
4 Planteamiento del problema de la búsqueda de soluciones de tipo onda soli-
taria como el cálculo de curvas geodésicas en una variedad riemanniana dotada de
la métrica de Jacobi asociada. Demostración de los Teoremas que relacionan la
estabilidad de las soluciones desde el punto de vista dinámico y geométrico.
5 Descripción de las ecuaciones de un sistema dinámico asociado a la búsqueda
de kinks en una teoŕıa pre-supersimétrica. Enunciado y demostración, en el caso
de N=2 pre-supersimetŕıa, del teorema que relaciona dicho carácter con la cur-
vatura de la métrica de Jacobi asociada. Este teorema proporciona un criterio
para clasificar las teoŕıas N=2 pre-supersimétricas.
6 Análisis de la estabilidad de las soluciones kink del Modelo Sigma O(3) Lineal
Deformado en términos de los espectros de las correspondientes formas cuadráticas
hessianas, tanto desde el punto de vista dinámico como geométrico.
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7 Planteamiento del Modelo Sigma O(3) Lineal Deformado como un modelo pre-
supersimétrico, incluyendo el cálculo expĺıcito del conjunto de superpotenciales
válidos para este modelo. Resolución de las ecuaciones de primer orden asociadas
(equivalentes a la integración de la ecuación de Hamilton-Jacobi anteriormente
realizada) y análisis completo de las soluciones, incluyendo la clasificación en kinks
BPS y no-BPS, con las consiguientes conclusiones acerca de la estabilidad que dicho
carácter proporciona.
8 Estudio de la Teoŕıa de Morse del espacio de soluciones del Modelo y aplicación
del Teorema del Índice de Morse a las mismas, como mecanismo sintetizador de
todos los resultados obtenidos acerca de la estabilidad de dichas soluciones.
9 Fuera de los objetivos marcados por este trabajo, pero relacionados con los
mismos: resolución completa del Modelo Eĺıptico-Ciĺındrico, caso “intermedio”
entre los Modelos Sigma O(2) Lineal Deformado y el correspondiente Modelo O(3),
y cálculo de las correcciones cuánticas a la masa de los Kinks del Modelo O(3).
Apéndice A
Modelo Eĺıptico-Ciĺındrico
Dedicaremos el primero de los apéndices a exponer someramente el modelo que
hemos denominado Eĺıptico-Ciĺındrico, por razones que se revelarán evidentes al
detallar la estructura del mismo. Como ya se comentó en la Introducción de la
Memoria, se trata de un modelo de alguna manera “intermedio” entre el MSTB y el
Modelo Sigma O(3) Lineal Deformado. A pesar de ser un modelo no perteneciente
estrictamente a la familia estudiada en este trabajo, constituye una buena muestra
de otras posibilidades a analizar dentro del esquema general de teoŕıas de tres
campos escalares con sistema dinámico asociado completamente integrables. Por
otra parte, se trata de un modelo no tratado en la literatura al respecto.
A.1 Planteamiento del Modelo Eĺıptico-Ciĺındrico






































Como vemos, se trata de añadir al potencial del Modelo Sigma O(2) Lineal









una constante positiva), que no es más que el correspondiente al Modelo Sigma
O(1) Lineal, el citado modelo φ4.
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∂µ~Φ · ∂µ~Φ− V (φ1, φ2, φ3)
}





















Y, al igual que en el Modelo Sigma O(2) Lineal Deformado, tomaremos:
σ1 = 0 < σ2 = σ < 1




























+ V (q1, q2, q3)
}
(A.3)


















La variedad de vaćıo para este modelo está compuesta por cuatro puntos:
V = {~v1 = (−1, 0, a), ~v2 = (1, 0, a), ~v3 = (−1, 0,−a), ~v4 = (1, 0,−a)} (A.5)
El modelo es invariante bajo la acción del grupo discreto G = Z2 × Z2 × Z2
generado por las trasformaciones qa → (−1)δabqa, ∀b = 1, 2, 3, mientras que el
grupo de isotroṕıa de uno cualquiera de los elementos de V es H = Z2, de manera
que V puede verse, de manera similar a los modelos analizados en el Caṕıtulo 2,
como la órbita de un elemento bajo la acción del grupo G cociente el grupo de
isotroṕıa de dicho elemento:
V = G/H = Z2 × Z2
El espacio modular de vaćıos V0 = V/G consta de un único elemento, es aśı el
mismo que en el Modelo Sigma O(N) Deformado. Evidentemente:
V0 = V/G = e
El espacio de configuración que se considera para las soluciones de tipo kink
es el conjunto de aplicaciones ~q : R → R3 para las cuales el funcional de enerǵıa
(A.3) es finito:
C = {~q(x1)/E[~q] < +∞}
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~q(x1) = ~v (A.6)
para algún ~v ∈ V .












Dada la estructura de la variedad de vaćıo, V , el espacio de configuración C





donde el supeŕındice (i, j) significa obviamente que los elementos de dicho sector
alcanzan el vaćıo ~vi en x1 → −∞ y el ~vj en x1 → +∞.
La carga topológica de cada sector será ahora un vector de tres componentes
(siendo la segunda de ellas nula permanentemente, al ocurrir otro tanto con la se-
gunda componente de los puntos de vaćıo). Tendremos, en definitiva, las siguientes
posibilidades:
Sector QT
C(1,1) (0, 0, 0)
C(1,2) (1, 0, 0)
C(1,3) (0, 0,−1)
C(1,4) (1, 0,−1)
C(2,1) (−1, 0, 0)




C(3,1) (0, 0, 1)
C(3,2) (1, 0, 1)
C(3,3) (0, 0, 0)
C(3,4) (1, 0, 0)
C(4,1) (−1, 0, 1)
C(4,2) (0, 0, 1)
C(4,3) (−1, 0, 0)
C(4,4) (0, 0, 0)
y denominaremos, como es habitual, kinks no-topológicos a los que pertenecen a
sectores cuya carga sea el vector nulo y kinks topológicos a los de sectores con carga
no nula. La distinción kink-antikink es, una vez más, arbitraria, especialmente en
este modelo. Utilizaremos el nombre de kink para las configuraciones con cargas
de componentes positivas y antikink para las de componentes negativas. En las
286 APÉNDICE A
configuraciones con ambos signos en la carga, el signo de la primera componente
será el que nos marque el criterio de distinción.
Utilizando la analoǵıa mecánica, el sistema dinámico asociado al Modelo Eĺıptico-



























− U(q1, q2, q3) (A.8)
siendo t = x1, y el potencial:
















J [~q] es evidentemente igual a la enerǵıa de la configuración ~q en la teoŕıa de campos,
salvo las constantes multiplicativas, que se han obviado.
El sistema es de nuevo completamente integrable, se trata, por tanto, de otra
deformación “integrable” del modelo sigma lineal. Las coordenadas adecuadas
para estudiar la separabilidad de la ecuación de Hamilton-Jacobi serán las eĺıptico-
ciĺındricas, es decir, las coordenadas eĺıpticas bidimensionales más la tercera coor-








(σ̄2 − µ1)(µ2 − σ̄2) (A.10)
q3 = q3
donde, al igual que en el Modelo MSTB, se ha adoptado el nombre µ en lugar del
λ habitual con el fin de establecer una ineqúıvoca distinción entre las coordenadas
eĺıpticas bidimensionales y las coordenadas tridimensionales restringidas a bidi-
mensionales, que no son equivalentes en sentido estricto. Las constantes tomadas
en la definición (A.10) siguen la misma notación que el caso general ya estudiado,
de manera que las coordenadas variarán en los rangos:
µ1 < σ̄
2 = 1− σ2 = 1− σ22 < µ2 < 1 = σ̄21 = 1− σ21
Los vaćıos se escriben, en las coordenadas (A.10), de la forma: (µ1, µ2, q3) =
(0, σ2, a) para ~v1 y ~v2, (µ1, µ2, q3) = (0, σ
2,−a) para ~v3 y ~v4. El cambio de coor-
denadas, como vemos, no es biuńıvoco sino cuatro a uno, como le corresponde a
dos coordenadas de tipo eĺıptico.
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La correspondencia se establece por tanto del espacio “cartesiano” R3 a la
región infinita P3(−∞,±∞):
P3(−∞,±∞) = {(µ1, µ2, q3)/−∞ < µ1 < σ̄2, σ̄2 < µ2 < 1, −∞ < q3 < +∞}
Sin embargo, y con los mismos razonamientos que se utilizaron en la sección 2.4
para el caso general N -dimensional, las soluciones del modelo que consideramos
no estarán en todo P3(−∞,±∞) (o equivalentemente en todo R3). El análisis en
este caso se repite dos veces, la separación del problema en un sistema análogo al
del Modelo Sigma O(2) Deformado más un modelo Sigma O(1) determina en este
caso la restricción a una subregión P3(0,±a) de P3(−∞,±∞), el paraleleṕıpedo:
P3(0,±a) = {(µ1, µ2, q3)/0 ≤ µ1 < σ̄2, σ̄2 < µ2 < 1, −a ≤ q3 ≤ a}
puesto que las soluciones del sistema dinámico exteriores a esa región se irán al
infinito asintóticamente, no pudiendo verificar las condiciones (A.6).
El paraleleṕıpedo “eĺıptico-ciĺındrico” P3(0,±a) se corresponde en coordenadas






−a ≤ q3 ≤ +a (A.12)
La notación escogida para reflejar las equivalencias es la siguiente:
• Los vaćıos ~v1 y ~v2 se corresponden con el vértice ~v+ de P3(0,±a) mientras
que ~v3 y ~v4 con el denotado ~v−.
• Los focos de la elipse (A.11) situada a la “altura” q3 = a se identifican con
el punto F+a, mientras que los relativos a q3 = −a se corresponden con F−a.
Lógicamente todos los focos correspondientes a elipses intermedias (las ĺıneas
focales) se aplican a la arista F+aF−a.
• El segmento del eje q3 del cilindro delimitado por las elipses superior (q3 = a)
e inferior (q3 = −a) está en correspondencia uno-uno con la arista O+aO−a.
• Los segmentos del cilindro determinados por los semiejes menores de la elipse
(A.11) se aplican en la arista B+aB−a.
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Es conveniente en este punto, de cara a obtener una notación clara, recordar
las funciones A y Λ introducidas en el Caṕıtulo 2, y particularizarlas para el caso
de dos coordenadas eĺıpticas y de las constantes que hemos considerado:
A(µ) = (µ− 1)(µ− σ̄2); Λ(µ) = (µ− µ1)(µ− µ2)







Las coordenadas eĺıptico-ciĺındricas son obviamente ortogonales y es trivial deducir
que la métrica estándar en coordenadas cartesianas pasa a ser, en estas coorde-
nadas:

















definida positiva a pesar de los aparentes signos negativos.

























− U(µ1, µ2, q3)
(A.13)









































































que, teniendo en cuenta las expresiones de Λ′(µ1) y Λ′(µ2) para este caso1 :
Λ′(µ1) = −Λ′(µ2) = µ1 − µ2
1Nótese que de acuerdo con la notación introducida en el Caṕıtulo 2 tendremos: Λ′(µa) =
fa(~µ) = µa − µb. De esta forma: f1(~µ) = −f2(~µ) = µ1 − µ2.
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se puede escribir de la forma:
H(π1, π2, p3, µ1, µ2, q3) =
1





























Es evidente, por tanto, que la ecuación de Hamilton-Jacobi va a ser separable en
estas coordenadas. La forma sencilla del hamiltoniano permite que la parte eĺıptica
del mismo separe de manera inmediata, sin necesidad de recurrir a las fórmulas
de Jacobi, obligadas para el caso N -dimensional, como vimos en el Caṕıtulo 2.
Buscaremos de esta manera una solución del tipo:
S(t; µ1, µ2, q3) = −I1t + S1(µ1) + S2(µ2) + S3(q3)













, µ1, µ2, q3
)
= 0 (A.17)
y pasaremos aśı de una ecuación en derivadas parciales a ecuaciones diferenciales
ordinarias.












, µ1, µ2, q3
)
(A.18)
donde la constante I1 no es más que el valor de la integral primera de la enerǵıa
del sistema dinámico.
Varias posibilidades equivalentes pueden ser escogidas para continuar el proceso
























donde se ha introducido una nueva constante de separación I2. La ecuación (A.19)

















2I1 − 2I2 + (q3 − a2)2 dq3 (A.21)











− µ21(µ1 − σ̄2) + µ22(µ2 − σ̄2) = 2I2(µ1 − µ2)
(A.22)












+ µ22(µ2 − σ̄2) + 2I2µ2 = I3 (A.24)








I3 − µi(µi − σ̄2)− 2I2µi
A(µi
∣∣∣∣ dµi (A.25)
para i = 1, 2.
Podemos, finalmente, escribir la solución general de la ecuación de Hamilton-
Jacobi, dependiente de las tres constantes arbitrarias I1, I2 y I3:




















2I1 − 2I2 + (q3 − a2)2 dq3 (A.26)
Las ecuaciones de las trayectorias solución, aśı como la dependencia temporal
de las mismas, vienen dadas por las derivadas parciales de la función generatriz






















) ∫ −µ1 dµ1√









) ∫ −µ2 dµ2√































|A(µ2) (I3 − µ22(µ2 − σ̄2)− 2I2µ2)|
(A.28)
mientras que la dependencia temporal viene determinada por la ecuación:








dq3√∣∣∣2I1 − 2I2 + (q23 − a2)2
∣∣∣
(A.29)
La integración general de estas cuadraturas requiere la utilización de funciones
hipereĺıpticas de género 2 (ver [81]), dado que están involucradas ráıces de poli-
nomios de quinto grado. Sin embargo, no será necesario realizar tales integraciones
si tenemos en cuenta que las soluciones que buscamos, es decir, las soluciones
clásicas que corresponden a soluciones solitónicas de la teoŕıa clásica de campos
subyacente a nuestro modelo mecánico, han de verificar las condiciones asintóticas
(A.6), lo cual impone unos valores concretos de las constantes de movimiento del
sistema dinámico. Como ya se comentó en el Caṕıtulo 2 este tipo de cuadraturas
conducen a funciones theta que, para los valores particulares de las constantes
de integración que deben considerarse de cara a la obtención de soluciones de
tipo onda solitaria, se reducen a funciones más sencillas, del tipo trigonométricas
hiperbólicas.
Efectivamente, las condiciones (A.6) nos restringen el análisis al caso I1 = I2 =
I3 = 0























2Este hecho puede comprobarse muy fácilmente sin más que sustituir las condiciones
asintóticas (A.6) en la definición de las coordenadas eĺıptico-ciĺındricas y posteriormente éstas





















y para la dependencia temporal:





A.2 Tipos de Soluciones
Kinks Unidimensionales
Llamaremos kinks unidimensionales a aquellas soluciones que poseen sólamente
una componente no constante. Consideraremos aśı una “órbita de prueba” con
esas caracteŕısticas en el espacio determinado por las variables (q1, q2, q3). En-
contraremos, de esta manera, que existen este tipo de soluciones en ocho de los
sectores topológicos que hemos descrito anteriormente, si bien los agruparemos en
cuatro tipos, dado que por cada kink perteneciente a un sector topológico C(i,j)
con i 6= j tendremos su correspondiente antikink en el sector C(j,i).
• Kinks unidimensionales en los sectores C(1,2) y C(2,1).
La órbita de prueba será:
M+a1 = {(q1, q2, q3) ∈ R3/− 1 ≤ q1 ≤ 1, q2 = 0, q3 = a}
Las condiciones asintóticas nos restringen, evidentemente, al intervalo [−1, 1] den-





























que, debido a las condiciones asintóticas, tomará el valor constante cero sobre las
trayectorias solución, como ya se ha comentado anteriormente.
La ecuación I = 0 se despeja de manera evidente:
dq1
dt




















donde hemos tomado la ya mencionda convención arbitraria de denominar a la
primera solución (perteneciente al sector C(1,2)) como Kink y a la segunda (perte-
neciente a C(2,1)) como Antikink, atendiendo al signo del vector carga topológica.
• Kinks unidimensionales en los sectores C(3,4) y C(4,3).
La órbita de prueba para este caso será:
M−a1 = {(q1, q2, q3) ∈ R3/− 1 ≤ q1 ≤ 1, q2 = 0, q3 = −a}
Observamos, por tanto, que se repite el caso anterior sin más que intercam-
biar el signo de la tercera componente, q3. No repetiremos las expresiones pues,
exceptuando el signo citado, son absolutamente análogas a las escritas para M+a1 .
• Kinks unidimensionales en los sectores C(1,3) y C(3,1).
En este caso, la órbita de prueba es el segmento vertical
M−11 = {(q1, q2, q3) ∈ R3/q1 = −1, q2 = 0,−a ≤ q3 ≤ a}














































• Kinks unidimensionales en los sectores C(2,4) y C(4,2).
De manera análoga al caso anterior, tendremos:
M+11 = {(q1, q2, q3) ∈ R3/q1 = +1, q2 = 0,−a ≤ q3 ≤ a}
luego en coordenadas cartesianas el único cambio será, con respecto al caso ante-
rior, el del signo de la coordenada q1.
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Kinks Bidimensionales
Una vez establecidos los kinks (denotados genéricamente como K1) con una única
componente cartesiana no nula, estudiaremos los bidimensionales (K2), que apare-
cerán tanto en sectores topológicos (TK2 y ATK2), como no-topológicos (NTK2
y ANTK2).
• Kinks Bidimensionales Topológicos.
Existen dos tipos de kinks bidimensionales topológicos en este modelo, por un
lado encontraremos kinks en las aristas de P3(0,±a) correspondientes en coorde-
nadas cartesianas a las elipses determinadas por las secciones q3 = ±a del cilindro
eĺıptico. Por otro lado, la restricción al plano q2 = 0 nos reduce el sistema a uno
bidimensional en el que las soluciones tienen carga topológica no nula, apareciendo
aśı toda una familia uniparamétrica de kinks topológicos bidimensionales.
I. La primera región de prueba que tomaremos es la sección eĺıptica del cilindro
que estamos considerando, tanto la correspondiente a q3 = a, como la de q3 = −a.
En el primer caso, tenemos una curva que nos conecta los vaćıos ~v1 y ~v2, mientras
que, en el segundo, se tratará de ~v3 y ~v4. Vamos a obtener, por tanto, kinks y
antikinks en los sectores C(1,2), C(2,1), C(3,4) y C(4,3).
Describiendo ambas situaciones simultáneamente, podemos escribir:
Me(±a)1 = {(q1, q2, q3) ∈ R3/q21 +
q22
σ̄2
= 1, q3 = ±a}
donde e(±a) denota a la elipse correspondiente al valor +a o −a de la coordenada
q3. En coordenadas eĺıptico-ciĺındricas nos encontramos con que toda la elipse
se traduce en una única arista del paraleleṕıpedo P3(0,±a), v+B+a para la elipse
e(+a) y v−B−a para e(−a).
De esta forma, resulta especialmente fácil en este caso buscar las soluciones
directamente en coordenadas eĺıptico-ciĺındricas, la restricción aMe(±a)1 se traduce,
como hemos dicho, en que sólo la coordenada µ2 es no constante (µ1 = 0, q3 = ±a).
Los resultados que se obtienen son, evidentemente, dos copias de los kinks
envolventes del Modelo Sigma O(2) Lineal Deformado. Denotaremos aśı a dichos
kinks como: TK2(±a) para los kinks topológicos pertenecientes a la semielipse
dada por la inecuación q1 ≥ 0, y ATK2(±a) para sus correspondientes antikinks,
mientras que llamaremos: TK2∗(±a) y ATK2∗(±a) a los kinks y antikinks cuyas
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σ̄ sech σ(t− t0)
±a

 , ~qATK2(±a) =


− tanh σ(t− t0)








−σ̄ sech σ(t− t0)
±a

 , ~qATK2∗(±a) =


− tanh σ(t− t0)




Los kinks denotados TK2(a) pertenecen al sector topológico C(1,2), al igual que
los TK2∗(a). Los antikinks ATK2(a) y ATK2∗(a) pertenecen a C(2,1). De igual
forma TK2(−a) y TK2∗(a) están en C(3,4), mientras que ATK2(−a) y ATK2∗(−a)
lo hacen en C(4,3).
II. Consideraremos en segundo lugar, como ya hemos comentado, la superficie de
prueba determinada por la ecuación: q2 = 0. En coordenadas eĺıptico-ciĺındricas
se trata de dos caras del paraleleṕıpedo P3(0,±a), la determinada por µ1 = σ̄2 y
la de ecuación µ2 = σ̄
2.
Es fácil comprobar, en este caso, que las coordenadas más adecuadas para
plantear la resolución del sistema son las cartesianas, para las cuales se encuentra





















































. Es fácil también comprobar que los hamiltonianos H1
y H3 son a su vez integrales primeras en involución del sistema. Las condiciones

























nos proporcionan directamente las cuadraturas ya resueltas en anteriores apartados
y, por tanto, las soluciones. No es necesario, de esta forma, aplicar el Método de
Hamilton-Jacobi, que conduciŕıa evidentemente a idénticas soluciones.
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Tenemos en este caso cuatro familias de soluciones, pertenecientes a los sectores
C(1,4) y C(2,3), para los kinks, y a los sectores C(4,1) y C(3,2), para los antikinks. Los































Las constantes de integración t0 y t1 nos proporcionan la parametrización de
cada una de las familias. No se trata, sin embargo, de familias biparamétricas.
Si tenemos en cuenta que el criterio que se ha adoptado en este trabajo ha sido
el de denominar solución kink al conjunto de infinitas soluciones equivalentes por
reparametrizaciones de tipo traslación en el tiempo t, nos encontraremos en este
caso con que la presencia de dos constantes significa realmente que cada familia está
parametrizada realmente por una sóla constante, que no es otra que la diferencia
entre t0 y t1. Si calculamos la ecuación impĺıcita de las trayectorias, eliminando el















donde la constante γ es exactamente γ = t1 − t0, y donde las diferentes elecciones
de los signos relativos nos proporcionan los kinks de los diferentes sectores.
En coordenadas eĺıptico-ciĺındricas la región que estamos estudiando, es decir
el plano q2 = 0, se traduce en dos de las caras del paraleleṕıpedo P3(0,±a), la
determinada por µ1 = σ̄
2, y la correspondiente a µ2 = σ̄
2. Las expresiones de las









3O alternativamente resolviendo el sistema por el método de Hamilton-Jacobi.
4Nótese que en coordenadas eĺıptico-ciĺındricas los vaćıos ~v1 y ~v2 se corresponden con un
mismo punto, y otro tanto con ~v3 y ~v4. Las expresiones para TK2i y TK2ii son por tanto
indistinguibles en estas coordenadas.
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para el rango
t ∈ (−∞, t0 + arctanh(−σ)] t [t0 + arctanh σ,∞)
mientras que la expresión válida en el rango:










Los sectores de antikinks tienen, lógicamente, las mismas ecuaciones cambiando
el signo de la tercera coordenada.
• Kinks Bidimensionales no-Topológicos.
La restricción del modelo a los planos q3 = ±a reduce el mismo al ya comentado,
y bien conocido, Modelo MSTB, es decir al Modelo Sigma O(2) Lineal Deformado,
los kinks TK1(±a) y los TK2(±a) son también soluciones pertenecientes a estas
superficies de prueba, si bien de carácter topológico. Los Kinks no topológicos
en estas regiones se corresponden con las soluciones generales de la ecuación de
Hamilton-Jacobi para este sistema reducido. Una vez más, no repetiremos los
resultados y nos remitiremos a lo expuesto en el Caṕıtulo 3.
Kinks Tridimensionales
Finalmente, existen dos tipos de kinks con las tres componentes cartesianas no nu-
las, por un lado tendremos dos pares de familias (kinks y antikinks) uniparamétricas
de soluciones topológicas que permanecen en la superficie del cilindro eĺıptico
de ecuación µ1 = 0 y que, en cierto modo, son una generalización de los kinks
TK2(±a) antes estudiados. Por otro lado, encontraremos otros dos pares de fa-
milias, en este caso biparamétricas, de soluciones también topológicas que se cor-
responden con las trayectorias generales del sistema, es decir, las soluciones que se
obtienen para valores no singulares de las constantes de integración en la resolución
de la ecuación de Hamilton-Jacobi para el sistema completo.
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• Kinks tridimensionales sobre la superficie ciĺındrica.
La restricción del sistema a la superficie del cilindro eĺıptico de ecuaciones
(A.11) y (A.12) se realiza de una manera fácil si se utilizan coordenadas eĺıptico-
ciĺındricas. Como ya hemos comentado en estas coordenadas la superficie ciĺındrica
se reduce a la ecuación µ1 = 0 dentro del rango para q3 determinado por (A.12).






























mientras que el Hamiltoniano puede separarse de la forma:
H = Hµ2 + H3 (A.46)
Hµ2 = 2


















La ecuación de Hamilton-Jacobi resulta ser, obviamente, separable y no es
dif́ıcil obtener su solución:
S = −Et + sign(π2)
∫ √
Fµ2







2E − 2F + (q23 − a2)2 dq3
donde E y F son las constantes de separación, cuyo valor viene fijado por las
condiciones asintóticas (A.6), de manera que las soluciones que nos interesan,
asociadas a soluciones kinks de la teoŕıa de campos subyacente, se obtendrán para
el caso E = F = 0.






nos proporcionarán la dependencia temporal
y las ecuaciones de las trayectorias, respectivamente, de estas soluciones, que de-
nominaremos como TK3c. Particularizando los resultados para la hipersuperficie

















1− µ2 − σ√






para las ecuaciones de las órbitas.
Es posible combinar ambas ecuaciones, (A.47) y (A.48), de manera que ob-
tenemos expĺıcitamente las ecuaciones paramétricas de esta familia de soluciones





1− σ2 tanh2 (−sign(p3)(t + ε))
a tanh (−sign(p3)a(t + ε1))

 (A.49)
y donde, evidentemente, la elección del signo de p3 determina el carácter kink o
antikink de la trayectoria.
Una vez más, tenemos una familia uniparamétrica de soluciones, o, para ser más
precisos, de trayectorias, recordemos que hemos adoptado el criterio de considerar
las familias por las órbitas, de forma que cada órbita o trayectoria, determinada
en este caso por un valor concreto de la constante ε2 (ε = ε1 + ε2), representa
realmente a toda una familia de soluciones de las ecuaciones, parametrizadas a su
vez por la constante “temporal” ε1.
Los sectores topológicos involucrados en este caso, C(1,3), C(3,1), C(2,4) y C(4,2), se
ponen de manifiesto al pasar las soluciones (A.49) a coordenadas cartesianas, cada
elección de signos nos proporcionará uno de los sectores. La expresión general que




± tanh (−sign(π2)(t + ε))
σ̄ sech (−sign(π2)(t + ε))




Por último, presentaremos el caso general, las cuatro familias biparamétricas
de trayectorias solución de la ecuación de Hamilton-Jacobi asociada al sistema
dinámico que estamos considerando.




1− µ1 − σ√







1− µ2 − σ√














1− µ1 − 1√






1− µ1 + σ√







1− µ2 + 1√






1− µ2 − σ√







y tenemos, en definitiva, kinks pertenecientes al interior de la región ciĺındrica, con
las trayectorias parametrizadas por dos constantes arbitrarias, ζ2 y ζ3.
Se tratará de kinks topológicos pertenecientes a los sectores C(1,4) y C(4,1), por
un lado, y a C(2,3) y C(3,2), por otro. Los denominaremos de manera genérica kinks
TK3.
Apéndice B
Superpotencial del Modelo O(3)
en Coordenadas Cartesianas
Hemos incluido en este apéndice los cálculos que conducen a determinar la ex-
presión del superpotencial del Modelo Sigma O(N) Lineal Deformado en coor-
denadas cartesianas. En el Caṕıtulo 6 hemos obtenido dicho superpotencial en
coordenadas eĺıpticas, (6.8):













B.1 Cambio de coordenadas inverso
Para obtener la expresión de W (α1,α2,α3) en coordenadas cartesianas necesitaremos,
en primer lugar, conocer las expresiones que determinan el cambio de coordenadas
inverso al dado por:
q21 =





(σ̄22 − λ1)(σ̄22 − λ2)(σ̄22 − λ3)
−σ22(σ23 − σ22)
q23 =




Para ello cambiaremos ligeramente la notación con el propósito de simplificar
































































Tal y como se explicó en el Caṕıtulo 2, las coordenadas eĺıpticas se construyen




ai − λ = 1 (B.1)
Se demostró en dicho caṕıtulo que (B.1) tiene exactamente tres ráıces reales
distintas en la incógnita λ, ráıces que no son otras que las coordenadas eĺıpticas
λ1, λ2 y λ3 presentadas anteriormente.
Manipulando trivialmente (B.1), esta ecuación puede escribirse como una ecua-
ción cúbica en λ:
λ3 +(α−u)λ2 +(β−αu+v)λ+(βu−αv−w−γ) = λ3 +c2λ2 +c1λ+c0 = 0 (B.2)















































Como hemos comentado, (B.2) tiene tres ráıces reales diferentes. Según la
teoŕıa general de resolución de las ecuaciones cúbicas ([2]) ello implica necesaria-
mente que q3 + r2 < 0. Un cálculo simplificado de esta expresión proporciona el
resultado:








(−αβ(α2 − 4β) + 3γ(α2 − 6β)) u + 1
27
(
α4 − 5α2β + 3β2 + 9αγ) v +




(−α4 + 2α2β + 8β2 − 6αγ) + 1
27




(4α3 − 19αβ + 9γ)uv + 1
54
(−α3 + 4αβ − 2γ)u3 + 1
54










































y, necesariamente, como ya hemos dicho, toma valores negativos.















tendremos finalmente las ráıces:














































































y donde se ha considerado únicamente el caso θ ∈ [0, π] (las demás posibilidades
conducen a una redistribución de los ı́ndices: λ1 pasa a ser λ2, λ2 pasa a λ3, etc.)
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B.2 Superpotencial en coordenadas cartesianas
Una vez encontrado el cambio de coordenadas (B.3), su sustitución en la expresión
(6.8) nos conduce a los superpotenciales en coordenadas cartesianas:


















































































Volviendo a escribir en términos de las variables q1, q2 y q3 se tiene:















































































































































































































































Recopilación Breve de Geometŕıa
Riemanniana
Incluimos en esta Memoria un apéndice en el que se resumen algunos de los con-
ceptos básicos de la Geometŕıa Riemanniana. El objetivo de esta inclusión es
presentar, por un lado, la notación que se ha adoptado a lo largo de este trabajo y,
por otro, las propiedades y teoremas que se han utilizado en los diferentes caṕıtulos
del mismo. De las muchas y excelentes referencias que existen en la literatura so-
bre este tópico, se han seguido esencialmente las siguientes: [50], [59], [57], [65] y
[70].
Dado el carácter recopilatorio de este apéndice, hemos obviado las demostra-
ciones de las Proposiciones y Teoremas que se han incluido (y que pueden encon-
trarse, evidentemente, en las referencias citadas). Se ha hecho una excepción con
la Proposición C.2 debido a que su demostración no está recogida en ninguno de
los textos citados y, además, se trata de un resultado que se utiliza repetidas veces
en el Caṕıtulo 4 de esta Memoria.
C.1 Conexiones y derivadas covariantes
Sea M una variedad riemanniana (i.e. variedad diferenciable tal que en cada
espacio tangente TpM , ∀p ∈ M , está definida una métrica riemanniana g = gijdxi⊗
dxj).
Prescindiendo, por innecesaria en este contexto, de la noción general de conexión
en un fibrado principal1, nos centraremos en la definición de conexión en un fibrado
1Ver por ejemplo [59] para la teoŕıa general.
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vectorial sobre una variedad (particularmente en el fibrado tangente a la variedad
riemanniana dada M).
Definición C.1. Una conexión (o conexión af́ın) sobre el fibrado vectorial V sobre
la variedad diferenciable M es toda aplicación ∇ de Γ(V )⊗ Γ(TM) en Γ(V ) que
verifica las propiedades2:
∇(K,X) = ∇XK, ∀X ∈ Γ(TM), ∀K ∈ Γ(V )
• ∇fX+gY K = f∇XK + g∇Y K, ∀X, Y ∈ Γ(TM), ∀f, g ∈ C∞(M), ∀K ∈
Γ(V ).
• ∇X(fK) = f∇XK + X(f)K, ∀X ∈ Γ(TM), ∀f ∈ C∞(M), ∀K ∈ Γ(V ).
∇X(K + K ′) = ∇XK +∇XK ′, ∀X ∈ Γ(TM), ∀K, K ′ ∈ Γ(V ).
∇XK recibe el nombre de derivada covariante de K con respecto a X.
La Definición C.1 puede ser reinterpretada de la forma:
∇ : Γ(V ) → Γ(V )⊗ Γ(T ∗M)
de manera que ∇(K) ≡ ∇K actúa sobre un campo vectorial tangente X ∈ Γ(TM)
de la forma:
∇K(X) ≡ ∇XK ∈ Γ(V )
Desde este punto de vista, se denomina a ∇K diferencial covariante de la
sección K.
Dos son los casos en los que nos centraremos fundamentalmente: en primer
lugar cuando el fibrado vectorial no es otro que el fibrado tangente a la variedad
M (V = TM), y en segundo, y generalizando al anterior, el caso del fibrado
tensorial sobre M (V = T rs (M)).
Conexiones en el Fibrado Tangente. Para el caso de los campos vectoriales, la
conexión se convierte en una ley de composición interna: ∇ : Γ(TM)⊗Γ(TM) →
Γ(TM) de manera que
∇(X,Y ) ≡ ∇Y X




actúa de la forma:
∇X(Y ) = ∇Y X ∈ Γ(TM)
2Evidentemente, Γ(V ) denota a las secciones de dicho fibrado.
GEOMETRÍA RIEMANNIANA 309
Si (x1, . . . , xn) son coordenadas locales en un abierto U de M , entonces la base




, . . . , ∂
∂xn
}
, de manera que la conexión









De esta manera, si X = X i ∂
∂xi
e Y = Y j ∂
∂xj
son dos campos en M , tendremos
que la derivada covariante se escribe en componentes de la siguiente manera:









= X i∇iY (C.2)
donde se ha denotado ∇i = ∇ ∂
∂xi
.








= ∇jY X iδji = ∇jY Xj = ∇XY
Conexiones en el Fibrado Tensorial. De cara a particularizar la Definición C.1






como una aplicación multilineal tal que, ∀x ∈ M , actúa en TxM× s. . .





), es decir, K ∈ Γ(T rs M)
K : Γ(TM)× s. . . ×Γ(TM) → Tr0
De esta manera, la derivada covariante ∇XK con respecto a un campo X del
campo tensorial K es un nuevo campo tensorial del mismo tipo que K.
La diferencial covariante de K ∈ Γ(T rs M) se definirá, en consecuencia, como




(∇K) (X1, . . . , Xs; X) = (∇XK)(X1, . . . , Xs)
Es trivial entonces demostrar la proposición siguiente (ver [59]):
Proposición C.1. Con las definiciones anteriores se verifica:




K(X1, . . . ,∇XXi, . . . , Xs) (C.3)
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): K = ω = ωidx
i; ω : Γ(TM) → T00.




(∇ω)(Y ; X) = (∇Xω)(Y )
que, de acuerdo con la proposición anterior verificará:
∇ω(Y ; X) = (∇Xω)(Y ) = ∇X(ω(Y ))− ω(∇XY )
En componentes:
∇ω(Y ; X) = ∇X(ωiY i)− ω(∇XY ) = Xj∂j(ωiY i)− ω(X i∇iY ) =
XjY i∂jωi+X
jωi∂jY











En el caso en el que ω = df = ∂lfdx
l, tendremos:







Curvas y traslado paralelo. Si c : [t1, t2] → M es una curva (diferenciable) en
M , un campo X a lo largo de c(t) es una función que asigna a cada t ∈ [t1, t2] un
vector tangente Xt ∈ Tc(t)M .
Todo campo de vectores a lo largo de una curva tiene asociado otro, su derivada




















∇iX = ċi∇iX = ∇ċX (C.6)
donde c(t) = (c1(t), . . . , cn(t)) en coordenadas locales en un abierto de M , y donde





≡ ċ ≡ dc
dt
≡ c∗( ddt) ∈ Γ(TM).




En general, dada una curva c sobre una variedad diferenciable dotada de una
conexión y un vector tangente X0 en c(t0), existe un campo de vectores paralelo
X a lo largo de c y sólo uno que extienda al vector X0. Las componentes de dicho






Xj = 0 (C.7)
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con las condiciones iniciales Xk0 .
El vector Xt será el traslado paralelo de X0 a lo largo de c.
Conexiones métricas y libres de torsión. Llamaremos en general conexión en
una variedad riemanniana M a toda conexión definida sobre su fibrado tensorial.
Definición C.2. Una conexión ∇ definida en una variedad riemanniana M se
dice “compatible con la métrica” o simplemente conexión-métrica si el traslado
paralelo conserva el producto escalar.
Esto equivale a decir que para cualquier curva en M y cualquier par de campos
vectoriales X e Y paralelos a lo largo de c, el producto escalar 〈X, Y 〉 es constante
∀t ∈ [t1, t2].
La condición de conexión-métrica tiene las siguientes consecuencias fáciles de
demostrar:
• Con la notación de la Definición C.2:
d
dt













• De manera general:
X(〈Y, Z〉) = 〈∇XY, Z〉+ 〈Y,∇XZ〉, ∀X, Y, Z ∈ Γ(TM) (C.9)
• Si g es la métrica riemanniana definida en TM , es decir: 〈X, Y 〉 = gijX iY j,
entonces:
∇g = 0 (C.10)
es decir, la diferencial covariante del tensor g es nula idénticamente (g es paralela
con respecto a ∇).
Definición C.3. Dada una variedad M con conexión ∇ sobre TM , se define el
tensor de torsión T∇ de la forma:
T∇(X, Y ) = ∇XY −∇Y X − [X,Y ] (C.11)
para X, Y ∈ Γ(TM).
Se dice que la conexión ∇ es libre de torsión o conexión simétrica si se verifica
que T∇ ≡ 0 idénticamente.
Para las conexiones libres de torsión, si X e Y son dos campos vectoriales cuyo
paréntesis de Lie se anule, es evidente que
∇XY = ∇Y X
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En particular, si s : R2 → M , s(u, v) ∈ M , es una superficie (parametrizada)








































derivadas covariantes sobre la superficie s, generalización evidente de la derivada
covariante a lo largo de una curva: Si X es un campo sobre s, es decir un campo
que asocia a cada (u, v) ∈ R2 un vector X(u,v) ∈ Ts(u,v)M , entonces, para v = v0





y análogamente para DX
∂v
.
Si denotamos ṡ = ∂s
∂u
y s′ = ∂s
∂v
, entonces (C.12) se escribe en la forma:
∇ṡs′ = ∇s′ ṡ (C.13)
Teorema Fundamental. Sea M una variedad riemanniana, entonces existe una
única conexión definida en M que sea simultáneamente compatible con la métrica
de M y libre de torsión. Dicha conexión recibe usualmente el nombre de conexión
de Levi-Civita.
Una consecuencia directa del Teorema anterior es que los śımbolos de Christof-
fel de la conexión de Levi-Civita están determinados de manera única por las
















donde se observa trivialmente la simetŕıa de Γlij con respecto a los ı́ndices ij
(simetŕıa derivada de ser la conexión libre de torsión).
Es fácil demostrar, por cálculo directo, que las derivadas de las componentes








En el resto del Apéndice nos referiremos, siempre que no se especifique lo
contrario, a la conexión de Levi-Civita.
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Gradientes y Hessianos.
Definición C.4. Dada una variedad riemanniana (M, g), sea (x1, . . . , xn) un
sistema de coordenadas locales en M . Se define el gradiente de toda función







Es evidente, a partir de la definición, que si X = X i ∂
∂xi
es un campo en M ,
entonces la derivada covariante de una función con respecto a X no es más que la
correspondiente derivada direccional:
∇Xf = X(f) = 〈X, gradf〉 (C.17)
Definición C.5. Dada una función dos veces diferenciable f : M → R (f ∈
C2(M)) en una variedad riemanianna (M, g), se llama Hessiano de f a la forma










dxi ⊗ dxj (C.18)
Proposición C.2. Sea f una función dos veces diferenciable en una variedad
riemanniana (M, g), y sean X e Y dos campos vectoriales cualesquiera en M ,
entonces se verifica:
∇df(X,Y ) = 〈∇Xgrad(f), Y 〉 = 〈∇Y grad(f), X〉 (C.19)
Demostración. Es evidente a partir de la expresión (C.4) y de tratarse de la
conexión de Levi-Civita que
(∇df)(Y ; X) = (∇df)(X; Y ) (C.20)
De esta manera basta con demostrar la primera de las igualdades. De acuerdo
con la definición de gradiente: ∂kf = gkp(grad(f))
p, y aśı:

























= 〈∇Xgrad(f), Y 〉
Q.E.D.
C.2 Tensor de Curvatura
Tal y como ya hemos comentado, nos restringimos a la conexión de Levi-Civita en
una variedad riemanniana (M, g), definimos en consecuencia el tensor de curvatura
de dicha conexión, obviando la definición general de curvatura de una conexión
cualquiera.
Definición C.6. El Tensor de Curvatura R de la conexión de Levi-Civita ∇ de
una variedad riemanniana (M, g) se define de la forma3:
R(X,Y )Z = −∇X(∇Y Z) +∇Y (∇XZ) +∇[X,Y ]Z (C.21)
para cualesquiera tres campos X, Y, Z ∈ Γ(TM).
En un sistema de coordenadas locales en M , tomemos X = X i ∂
∂xi
, Y = Y j ∂
∂xj
,
Z = Zk ∂
∂xk
. Entonces:



































jr − ΓrjkΓlir (C.22)




3Existen dos criterios diferentes a la hora de definir R según el signo que se considere, hemos
seguido en este caso la notación de [70].
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El tensor de curvatura de la conexión de Levi-Civita verifica las siguientes
identidades:
R(X, Y )Z + R(Y, X)Z = 0; Rlijk = −Rljik (C.24)
R(X, Y )Z + R(Y, Z)X + R(Z,X)Y = 0 (C.25)
〈R(X, Y )Z, W 〉+ 〈R(X, Y )W,Z〉 = 0; Rijkl = −Rijlk (C.26)
〈R(X,Y )Z,W 〉 = 〈R(Z,W )X, Y 〉; Rijkl = Rklij (C.27)
Por último, si X es un campo sobre una superficie s(u, v) definida en M (ver


















Definición C.7. La curvatura seccional de un plano generado por los vectores
tangentes X,Y ∈ TpM se define como:
K(X,Y ) = 〈R(X, Y )X,Y 〉 (C.29)
De esta manera, si definimos KX : TpM → TpM como la transformación lineal
KX(Y ) = R(X,Y )X, podremos expresar la curvatura seccional de la forma:
K(X, Y ) = 〈KX(Y ), Y 〉
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Apéndice D
Cálculo Variacional Aplicado a
Geodésicas
Hemos incluido un Apéndice dedicado al Cálculo Variacional, y particularmente a
Cálculo Variacional aplicado a geodésicas, con el ánimo de resumir los elementos
fundamentales del mismo que han sido utilizados en las demostraciones y razona-
mientos de los caṕıtulos de la memoria. Por razones evidentes se restringe el
apéndice al caso de funcionales expresables como una integral simple de una sóla
variable en la que el integrando depende de una función (en general vectorial) y
de su derivada primera. Asimismo nos centraremos en los casos de variaciones
propias, es decir, en problemas variacionales con fronteras fijas.
De manera análoga al Apéndice C, omitiremos las demostraciones de la mayor
parte de los resultados aqúı recogidos, que pueden encontrarse en multitud de
textos sobre el tema. Las referencias fundamentales a las que nos remitimos serán
[31], [84] y [70].
D.1 Conceptos Básicos del Cálculo Variacional
Como es bien sabido, el cálculo variacional estudia los métodos que permiten
obtener los valores extremales de los funcionales.
El primero que se planteó el cálculo de variaciones fue Newton al determinar el
sólido de revolución de resistencia mı́nima en un fluido (publicado en 1687 en su
libro “Philosophiae Naturalis principia mathematica”). La verdadera formulación
del problema, sin embargo, se debe a Johann Bernouilli, que en 1696 propuso a
la atención de los matemáticos determinar la curva que debe recorrer un cuerpo
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pesado en el menor tiempo posible, es decir la ĺınea de deslizamiento más rápido o
braquistócrona. El propio Johann Bernouilli, Jakob Bernouilli, Newton, Leibnitz
y L’Hôpital resolvieron el problema. El mismo Johann Bernouilli propuso, en
1697, el problema de calcular las ĺıneas geodésicas o de menor longitud en una
superficie dada, resuelto por él mismo en 1698 y de una manera general por L.
Euler en 1728. Un tercer problema discutido por los hermanos Bernouilli (Johann
y Jakob), el llamado problema isoperimétrico (determinación de la curva cerrada
que contiene área máxima), cuya solución se conoćıa desde la Grecia Clásica, y
que asimismo fue resuelto de manera general por Euler, contribuyó al desarrollo
definitivo del Cálculo Variacional tal y como lo entendemos hoy en d́ıa. Puede
citarse, por tanto, a Leonard Euler como el fundador del Cálculo Variacional y a
J. Lagrange como el primero en establecer una técnica sistemática de resolución de
los problemas variacionales. Hacia 1832 Gauss estudió el cálculo variacional para
funcionales determinados por integrales dobles, necesario para sus estudios sobre
la capilaridad, y Poisson extendió más tarde dichos estudios al caso de integrales
de cualquier orden.
D.2 Variaciones y Teorema Fundamental
En una notación similar a la del Apéndice C, sea c(t) una curva en una variedad
riemanniana (M, g)1.
c : [t1, t2] → M
Definición D.1. Una variación de la curva c(t) es toda función:
ϕ : [t1, t2]× (−ε, ε) → M
diferenciable y tal que
ϕ(t, 0) = c(t), ∀t ∈ [t1, t2]
Evidentemente ϕ(t, ξ) define una superficie en M .
Denominaremos variación propia (o variación con fronteras fijas) a aquélla que
verifica:
ϕ(t1, ξ) = c(t1), ϕ(t2, ξ) = c(t2); ∀ξ ∈ (−ε, ε)
1Entenderemos por curva, si no se especifica lo contrario, a toda función de clase C∞ depen-
diente de un parámetro real en la variedad (M, g).
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(t, ξ). En particular, sobre cada punto de la curva c(t) tendremos los vectores:
∂ϕ
∂t





(t, 0) no es más que el vector tangente ċ(t) a la curva en c(t), mientras que
∂ϕ
∂ξ
(t, 0) será un campo vectorial sobre la curva al que se denomina campo asociado
a la variación2 ϕ. No es dif́ıcil demostrar la proposición siguiente (ver [84]):







(t2, 0) = 0 (D.1)
Es cierta además la proposición rećıproca:
Si X es un campo sobre la curva c(t) tal que X(t1) = X(t2) = 0, entonces
existe una variación propia de c(t) definida en [t1, t2]× (−ε0, ε0) (para algún ε0) tal
que X sea su campo vectorial asociado.
Con el fin de simplificar la notación, utilizaremos la siguiente equivalencia:
c(t, ξ) ≡ ϕ(t, ξ)
de manera que denotaremos:
ċ(t, ξ) ≡ ∂ϕ
∂t
(t, ξ); ċ(t) ≡ ∂ϕ
∂t
(t, 0)
V (t, ξ) ≡ ∂ϕ
∂ξ
(t, ξ); V (t) ≡ ∂ϕ
∂ξ
(t, 0)
Completamos la presentación de los ingredientes básicos del Cálculo de Varia-
ciones aplicado a geodésicas con el Teorema Fundamental del Cálculo Variacional
(ver por ejemplo [31] para la demostración):




siendo Φ(x) una función continua en el intervalo [x1, x2], entonces se verifica:
Φ(x) ≡ 0
∀x ∈ [x1, x2].
2Tal y como se especificó en el Apéndice C, se utiliza en la práctica un abuso de notación
frecuente al identificar ċ(t) ≡ ddt ≡ c∗( ddt ).
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D.3 Cálculo Variacional aplicado a Geodésicas
Enerǵıa y Longitud. Consideremos el espacio de curvas de la variedad (M, g)
que pasan por los puntos P y Q de M , ΩQP . Para cada curva c ∈ ΩQP :
c : [t1, t2] → M ; c(t1) = P, c(t2) = Q








donde ċ(t) ∈ Tc(t)M es el vector tangente a la curva en c(t). En un sistema de

















Reparametrizaciones. El funcional de longitud es invariante bajo reparametri-
zaciones de la curva, algo que no ocurre con el de enerǵıa.
Proposición D.2. Sea φ = φ(t) una reparametrización admisible3 de la curva
c(t), entonces L[c(t)] = L[c(φ)].
El funcional de longitud nos permite construir el parámetro-arco para cada





para cada t ∈ [t1, t2]4. Evidentemente s(t2) = L[c]. Aplicando el Teorema Funda-
mental del Cálculo tenemos:
ds = 〈ċ(t), ċ(t)〉 12 dt
de manera que, para curvas regulares (es decir, tales que ċ(t) 6= 0, ∀t ∈ [t1, t2]), el





3Entenderemos por reparametrización admisible aquella tal que φ′(t) 6= 0,∀t ∈ [t1, t2].
4Una notación más rigurosa, pero engorrosa, seŕıa sc(t).
CÁLCULO VARIACIONAL APLICADO A GEODÉSICAS 321
y es trivial demostrar la proposición:
Proposición D.3. Sea c(s) una curva definida en una variedad riemanniana M
y tal que el parámetro s ∈ [s1, s2] es la longitud de arco, entonces
‖c′(s)‖ = 〈c′(s), c′(s)〉 12 = 1
∀s ∈ [s1, s2].
Variación primera de E y L.
El teorema que presentamos a continuación permite caracterizar las curvas
geodésicas de la variedad M como extremales de los funcionales anteriormente
definidos con respecto a variaciones propias consideradas en el espacio de curvas
Ω.












dt〈ċ(t, ξ), ċ(t, ξ)〉 12
son diferenciables con respecto a ξ y además:
d
dξ
























La demostración, en el caso del funcional de enerǵıa, es similar a la corres-
pondiente a la Proposición 4.1, del Caṕıtulo 4, relativa a la variación primera
del funcional de acción de un sistema dinámico. Para el funcional de longitud se
procede de manera análoga (ver por ejemplo [57] y [70]).
Para el caso de variaciones propias, el teorema anterior conduce a la siguiente













La condición de extremal, d
dξ
E[c](0) = 0, según el Teorema Fundamental antes
expuesto, se verifica si y sólo si
D
∂t
ċ(t) = 0 (D.5)
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es decir, si la curva es autoparalela o geodésica. Queda demostrado, por tanto,
que toda curva extremal del funcional de enerǵıa es una geodésica de la variedad
riemanniana, y rećıprocamente.
Si consideramos curvas parametrizadas en función del arco de longitud, la
variación de la longitud (para variaciones propias) conduce a idéntico resultado.
Llegamos aśı a la siguiente conclusión: Las curvas extremales del funcional enerǵıa
son las curvas autoparalelas de la conexión de Levi-Civita (a las que denominamos
geodésicas5) y son, a su vez, curvas extremales del funcional de longitud siendo
su parámetro la longitud de arco. En este punto, el lenguaje de la Dinámica
es clarificador: Los extremales de la enerǵıa son las curvas de longitud extremal
recorridas a velocidad constante (parametrizadas en función del arco o funciones
afines del arco, es decir ‖dc
dt
‖ =cte y, por tanto, t = as + b, con a y b constantes
arbitrarias), mientras que los extremales del funcional longitud son las curvas de
longitud extremal, independientemente de la velocidad con la que son recorridas.
No es dif́ıcil demostrar6 que los extremales del funcional longitud (en cualquier









, siendo t el parámetro del que depende la curva y s el arco
de longitud sobre dicha curva. Es ahora evidente que para el caso de parametriza-
ciones afines, las ecuaciones escritas son exactamente las de las curvas geodésicas.
D.4 Desviación Geodésica
Si tomamos ahora una curva geodésica c(t) en M (curva que une los puntos c(t0)
y c(t1)), podemos calcular la variación segunda de los funcionales E y L:
7
Teorema D.6. Sea c : [t1, t2] → M una curva geodésica, entonces la variación










+ R(ċ, c′)ċ, c′
〉
+
5Conviene precisar que la definición de geodésica no es única, algunos autores llaman curvas
geodésicas a los extremales del funcional de longitud, independientemente de la parametrización
que se considere. Tal y como estamos demostrando, ambas definiciones no son totalmente
equivalentes.
6Sustituyendo s = s(t) en las ecuaciones Dcds = 0 y aplicando la regla de la cadena.
7Milnor realiza este cálculo utilizando una variación dos-paramétrica de los funcionales, los
resultados son equivalentes a los mostrados aqúı.

















La variación segunda del funcional de longitud requiere un cálculo más deta-
llado:
Teorema D.7. Sea c : [t1, t2] → M una curva geodésica donde además t es una
parametrización af́ın (t = as+ b siendo s el parámetro arco), entonces la variación































donde c′⊥ es la componente de c′ ortogonal a ċ, es decir:











+R(ċ, ·)ċ recibe el nombre de “operador de desviación geodésica”.
Los campos pertenecientes a su núcleo son llamados, a su vez, campos de Jacobi
de la variedad.
D.5 Teoŕıa de Morse
Finalizaremos este apéndice con una breve exposición de los aspectos fundamen-
tales de la Teoŕıa de Morse sobre espacios de curvas cerradas.
Sea Ωm0 = {γ : S1 → M /γ(0) = γ(1) = m0} el espacio de caminos cerrados
con un punto-base fijo m0 en una variedad riemanniana n-dimensional M . La
teoŕıa de Morse establece una relación entre las propiedades topológicas del espacio
Ωm0 y las caracteŕısticas de los puntos cŕıticos del funcional de longitud L =∫ ‖γ̇‖ dt definido en Ωm0 , es decir, las curvas geodésicas cerradas γc en M (para
detalles ver por ejemplo [70] y [74]). Plantearemos a continuación una versión de








el polinomio de Poincaré de Ωm0 en la incógnita t. Los coeficientes bk de dicho
polinomio no son más que los números de Betti de Ωm0 , es decir, las dimensiones
de los grupos de homoloǵıa de dicho espacio:
bk = dim Hk (Ωm0 ,R)







el polinomio de Morse del funcional L. Por su parte Mt(L) codifica la estructura
de las curvas cŕıticas de L puesto que la suma se lleva a cabo sobre las variedades
cŕıticas, Nc, formadas, según sean las caracteŕısticas geométricas de la variedad
M , bien por una geodésica aislada, bien por un conjunto continuo de geodésicas.
Pt(Nc) es el polinomio de Poincaré de Nc y µ(Nc) es el ı́ndice de Morse de la
variedad cŕıtica Nc, que se define de la forma:
µ(Nc) es la dimensión del subespacio del espacio tangente TγcΩm0 en el cual la
forma cuadrática Hessiano de L en γc ∈ Nc es definida negativa en las direcciones
ortogonales a Nc.
Las desigualdades de Morse
Mt(L) ≥ Pt (Ωm0)
informan de que las caracteŕısticas de la topoloǵıa de Ωm0 imponen la existencia
de muchos de los puntos cŕıticos de L.
El ı́ndice de Morse puede ser entendido, de manera equivalente, como el número
de autovalores negativos del operador de desviación geodésica y, por tanto, µ(Nc)
nos informa de la estabilidad o inestabilidad de una geodésica dada γc ∈ Nc. Por
otra parte, este hecho nos permite evitar la resolución del problema espectral (en
general dif́ıcil) calculando el ı́ndice, µ(Nc), por aplicación directa del Teorema del
Índice de Morse:
Teorema del Índice de Morse. El ı́ndice de Morse de una geodésica γc ∈ Ωm0
es igual al número de puntos conjugados al punto base m0 por los que pasa γc,
contados con su multiplicidad.
Recordemos entonces que se llama punto conjugado o focal de m0 a todo punto
de Mn tal que existen infinitas geodésicas de Ωm0 (y por tanto, que pasan por
m0) que pasan por el mismo. Este enunciado es equivalente a decir que existe
un campo de Jacobi (es decir un campo solución de la Ecuación de Jacobi, y por
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tanto perteneciente al núcleo del operador de desviación geodésica) no trivial que
se anula simultáneamente en m0 y en el punto en cuestión. La multiplicidad del
punto conjugado viene determinada por la dimensión de una sección transversal
a la congruencia de geodésicas cerca del punto focal (ver [52], [67] y [68] para
detalles). Equivalentemente, la multiplicidad será igual al número de parámetros
independientes de que depende el conjunto infinito de geodésicas de la congruencia.
326 APÉNDICE D
Apéndice E
Correcciones cuánticas a la masa
de Kinks
En este Apéndice calcularemos la enerǵıa del estado fundamental, en el sector
topológico del Modelo Sigma O(3) Lineal Deformado, al primer orden en la ex-
pansión semi-clásica. Como es bien sabido, los kinks estables, en modelos con un
sólo campo escalar, dan lugar a un estado cuántico que es el fundamental en el
sector topológico del sistema, y a una “torre” de estados excitados sobre él, con
propiedades muy interesantes (ver [87] para detalles). La generalización a mo-
delos con varios campos escalares no existe prácticamente en la literatura, para
conseguirla, se han de salvar dos dificultades: a) Identificar los kinks estables, un
problema mucho más dif́ıcil que en el caso N = 1, y que ha sido discutido profusa-
mente en la Memoria. b) Relacionado con él, manejar el espectro del operador de
segunda variación (Hessiano) aunque sea mediante técnicas asintóticas.
El método que utilizaremos está desarrollado de forma completa en la Refe-
rencia [30] y sintetizado en [8]. Nos limitaremos a continuación a exponer la
fórmula que proporciona la corrección cuántica y a calcular cada uno de sus
términos. En cualquier caso, de cara a obtener un estado propio del Hamilto-
niano del sistema cuántico a partir de una solución clásica, uno debe partir de un
kink estable. De acuerdo con la elección que hemos realizado en la Memoria para
los parámetros de deformación: 1 > σ23 > σ
2
2, el único candidato a dar lugar a
un buen autoestado es, por tanto, el kink TK2σ2. Consideraremos, sin embargo,
las siguientes situaciones: 1) σ23 > σ
2
2 > 1, en la que el kink TK1 es estable y
no existen los kinks TK2σ2 y TK2σ3; 2) σ
2
3 > 1 > σ
2
2, es decir, TK1 inestable,




2, existen los tres, y sólo
el kink TK2σ2 es estable. La consideración de estas tres posibilidares resultará,
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como veremos, muy iluminadora.
La aproximación semi-clásica a la enerǵıa del estado fundamental en el sector










































es la enerǵıa debida a la incertidumbre en los modos de fluctuación en torno








son pues los operadores segunda variación (Hessianos) en torno a
las soluciones clásicas, ~φK y ~φV . Si definimos la función zeta generalizada







, s ∈ C
































se debe a la contribución de los contra-términos, que han de ser introducidos























































CORRECCIONES CUÁNTICAS A LA MASA DE KINKS 329




tiene más autofunciones, mo-




, y las constantes cosmológicas en el sector
topológico y en el vaćıo deben renormalizarse de distinta forma1.



















, son estrictamente divergentes. En vez de utilizar el método convencional
de imponer un corte ultravioleta, bien en la enerǵıa, bien en el número de modos,
usaremos el método de la función zeta generalizada para regularizar las cantidades
divergentes. La idea es tomar el valor de ζ∆(s) como definición, donde s es un
punto del plano complejo que no es un polo de ζ∆, y, posteriormente, tomar el
ĺımite s → −1
2
y s → 1
2
para obtener una respuesta finita, ver [30].
Para ello, es conveniente usar la definición de la función zeta como la transfor-



























es la traza del núcleo de la ecuación del calor. Además, ∆ es de la forma:






















a partir de la cual se determina la estructura de ζ∆ como función meromorfa de s.





dx aaan (x, x)
y se calculan de modo recurrente en términos de Vab.





























pero en todos los casos que consideraremos los términos no diagonales bien son nulos, bien
proporcionan contribución nula a la integral.
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E.1 Kinks cuánticos en el Modelo Sigma O(3) Li-
neal Deformado
Si usamos variables sin dimensiones en el modo elegido en la Sección 2.2, el po-
tencial de la teoŕıa de campos es







































y V 0ab = 0 si a 6= b.










y para regularizar por el método de la función zeta es necesario introducir un






































E.1.1 El Kink TK1
Estudiemos, en primer lugar, el rango σ23 > σ
2
2 > 1 en que el único kink existente













V 111 = V
0
11 − 6 sech2 x , V 122 = V 022 − 2 sech2 x , V 133 = V 033 − 2 sech2 x
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Como cabŕıa esperar, si σ22 y/ó σ
2
3 son menores que 1, hay términos imaginarios
que indican que el estado TK1, en ese régimen, es una resonancia.
E.1.2 El Kink TK2σ2
En los rangos σ23 > 1 > σ
2




2, el kink TK2σ2 existe y es estable.
El kink TK1 no da lugar a un estado estacionario, véase (E.2), donde es patente




= ∆22 el Hessiano













, V 2212 (x) = V
22
21 (x) = 4σ̄2
tanh σ2x
cosh σ2x





, V 2213 (x) = V
22
31 (x) = 0, V
22
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ζ∆22(s) = ζ∂(s) + ζd(s)
































El operador ∂, sin embargo, no es diagonal, y su espectro es muy dif́ıcil de
tratar. Su función del calor asociada se puede aproximar, sin embargo, si β > 1,




)− Tr (e−β∂0)− 1 = Tr∗ (e−β∂)− Tr (e−β∂0) =
































Los coeficientes de la expansión se definen como la integral:
aijn (∂−) =
∫
dx aijn (x, x; ∂−), i, j = 1, 2
de los coeficientes de Seeley:
aij0 (x, x; ∂−) = 1
a111 (x, x; ∂−) = −V −11(x)
a121 (x, x; ∂−) = −V −12 = a211 (x, x; ∂−)
a221 (x, x; ∂−) = −V −22(x)




















V −11(x) + V
−
22(x) + 4− σ22
]







V −11(x) + V
−
22(x)− 4 + σ22
]
























































































· · · · · ·
donde V − = V 22 − V 0.




































































donde γ[z; c] es la función Gamma incompleta (ver [45]).
























































































































2(2 + σ22) + 2(3σ
2

































































































































































La fórmula (E.3) ha de entenderse en dos partes:

































De otro lado los coeficientes aiin , de n = 2 a n = 9, se muestran en la siguiente
Tabla para distintos valores de σ2.
2












1 17.9984 -9.99909 14.2285 -3.02857 13.2 -0.4
2 34.9975 16.3313 27.5051 4.95579 25.632 2.42133
3 47.9636 -16.8309 38.5365 -3.88117 36.3858 -1.46193
4 49.4219 13.2491 40.9039 2.58248 33.7529 -0.53935
5 40.6415 -8.41779 34.5847 -1.43041 33.7529 -0.53935
6 27.7911 4.4983 24.2279 0.696572 23.9672 0.267282
7 16.2632 -2.08006 14.4768 -0.30375 14.4819 -0.117869
8 8.31759 -0.849979 7.53962 0.119982 7.61204 0.0464771
9 3.77771 -0.295903 3.47957 -0.0425253 3.53989 -0.0162638
10 1.51992 0.0884623 1.44002 0.0132872 1.47558 0.00497705












1 12.4889 1.91111 12.2211 2.97895 12.0 4.0
2 24.5218 1.67378 24.1951 1.952444 24.0 2.66667
3 35.3368 -0.241656 35.16.16 0.310882 35.2 1.066667
4 38.8216 0.341514 38.9553 0.230323 39.3143 0.304762
5 33.8715 -0.16798 34.2227 -0.053986 34.7429 0.0677249
6 24.361 0.0863412 24.7475 0.0372813 25.2306 0.0123136
7 14.8742 -0.0370868 15.1758 -0.0145382 15.5208 0.0018944
8 7.88516 0.0140749 8.07351 0.00547229 8.27702 0.000252587
9 3.69263 -0.0046464 3.79191 -0.00173035 3.89498 2.97134 10−5
10 1.54847 0.001313 1.594006 0.0003535 1.63998 3.12591 10−6
De ella se deduce la corrección cuántica a la masa del kink debida a la parte









, que se encuentra cuantificado en [8].
σ2 = 0.5 σ2 = 0.7 σ2 = 0.8 σ2 = 0.9
−0.852622~m −0.583835~m −0.524363~m −0.505708~m
σ2 = 0.95 σ2 = 1.0 σ2 = 1.2 σ2 = 1.4
−0.511638~m −0.528311~m −0.518426~m −0.509645~m
σ2 = 1.6 σ2 = 1.8 σ2 = 2.0 σ2 = 2.5
−0.502291~m −0.496369~m −0.49172~m −0.484183~m
σ2 = 3.0 σ2 = 4.0 σ2 = 5.0 σ2 = 6.0
−0.480101~m −0.476181~m





= ∆1 y la subsecuente aproximación a la corrección cuántica de la masa del kink
TK1, que es tanto mejor cuanto más alejado del valor σ2 = 1 se considere, toda vez que para ese
valor existe un segundo autovalor cero.
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Figura E.1: Comparación de las contribuciones de ∂, como funciones de σ, calculadas
mediante el desarrollo asintótico (puntos) y la respuesta exacta (tramo continuo), para
los reǵımenes de estabilidad del TK1 (σ > 1), donde los dos son calculables, y TK2
(σ ≤ 1).
• II. Ello debe sumarse a la contribución del operador d, que se puede calcular
















En el rango 1 > σ23 > σ
2












es también no diagonal:





, V 2313 (x) = V
23
31 (x) = 4σ̄3
tanh σ3x
cosh σ3x










, V 2312 (x) = V
23
21 (x) = 0
y formalmente idéntico al ∆22. Hay, por tanto, un término en la fórmula de la






σ22 − σ23 arcsen
σ3
σ2
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[73] Morse, P.M. y Feshbach, H., “Methods of Theoretical Physics”. McGraw-Hill
Book Company, Inc., New York-Toronto-London, 1953.
[74] Morse, M., “Calculus of variations in the large”. Amer. Math. Soc. Colloq.
Publ., Providence, 1934.
[75] Deligne, P. y Mumford, D., The irreducibility of the space of curves of given
genus, Inst. Hautes Études Sci. Publ. Math. No. 36 (1969), 75-109.
[76] Nielsen, H.B. y Olesen, P., Vortex-Line Models for Dual Strings, Nucl. Phys.
B 61 (1973), 45-61.
[77] Novikov, S.P., Manakov, S.V., Pitaevskĭı, L.P. y Zakharov, V.E., “Theory of
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bras”. Birkhäuser Verlag, Basilea, 1990.
[81] Perelomov, A., “Lectures on Constrained Integrable Systems”. Universidad
de Salamanca, 1998.
[82] Petersen, P., Aspects of global Riemannian geometry, Bull. Amer. Math. Soc.
36 (1999), 297-344.
[83] Polyakov, A.M., Particle spectrum in quantum field theory, JETP Lett. 20
(1974), 194.
[84] Postnikov, M.M., “The Variational Theory of Geodesics”. Dover Publica-
tions, Inc., New York, 1983.
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[101] Vanhaecke, P., “Integrable systems in the realm of algebraic geometry”. Lec-
ture Notes in Mathematics, 1638. Springer-Verlag, Berĺın, 1996.
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