Robust self-testing of quantum systems via noncontextuality inequalities by Bharti, Kishor et al.
Robust self-testing of quantum systems via non-contextuality inequalities
Kishor Bharti,1 Maharshi Ray,1 Antonios Varvitsiotis,2 Naqueeb
Ahmad Warsi,1 Adán Cabello,3 and Leong-Chuan Kwek1, 4, 5
1Centre for Quantum Technologies, National University of Singapore
2Department of Electrical and Computer Engineering, National University of Singapore
3Departamento de Física Aplicada II, Universidad de Sevilla, E-41012 Sevilla, Spain
4MajuLab, CNRS-UNS-NUS-NTU International Joint Research Unit, Singapore UMI 3654, Singapore
5National Institute of Education, Nanyang Technological University, Singapore 637616, Singapore
Characterising unknown quantum states and measurements is a fundamental problem in quantum
information processing. In this Letter, we provide a novel scheme to self-test local quantum sys-
tems using non-contextuality inequalities. Our work leverages the graph-theoretic framework for
contextuality introduced by Cabello, Severini, and Winter, combined with tools from mathematical
optimisation that guarantee the unicity of optimal solutions. As an application, we show that the
celebrated Klyachko-Can-Binicioğlu-Shumovsky inequality and its generalisation to contextuality
scenarios with odd n-cycle compatibility relations admit robust self-testing.
Introduction.—The deployment and analysis of mathem-
atical models have been a crucial tool to advance our
scientific understanding of the physical world. Neverthe-
less, complex mathematical models often admit a multi-
tude of possible solutions, a phenomenon that can lead
to ambiguity and erroneous predictions when the solu-
tion of the model is used to study some real-life problem.
Models with no uniquely-identifiable solutions manifest
themselves across most fields of science and mathematics,
typical examples being the nonuniqueness of solutions to
partial differential equations and the existence of multiple
Nash equilibria in non-coopearative games. More pertin-
ent to this work, the uniqueness of the ground state of
a Hamiltonian is a problem with important engineering
applications. Indeed, quantum annealing crucially relies
on the uniqueness of the ground state of the underlying
Hamiltonian, which is used to encode the solution of an
optimization problem [1].
From a practical standpoint, the noisy nature of the
collected data governing the model selection process, sug-
gests we should employ “robust” models, i.e., models that
have a unique solution that is moreover stable under per-
turbations of the input data. Notwithstanding the ubi-
quitousness and importance of problems related to the
unicity and robustness of the solutions of a given model,
there is no general framework allowing to address these
questions in a unified manner.
One of the most extensively used modeling tools in sci-
ence and engineering is mathematical optimization. In
this setting, the model is specified by a family of decision
variables that satisfy certain feasibility constraints. The
goal is then to find the value of the decision variables that
maximizes an appropriate measure of performance. Un-
doubtedly, one of the most important optimization model
is linear programming (LP), where the decision variables
are scalar variables subject to affine constraints. An
equally important optimization model is semidefinite pro-
gramming (SDP), constituting a wide generalization of
linear programming with extensive modeling power and
efficient algorithms for solving them. Unlike linear pro-
grams, the decision variables in a SDP are vectors, and
the constraints are defined in terms of the inner products
of the vectors. SDPs have many important applications
in physics, e.g. in quantum foundations (Bell nonlocal-
ity, contextuality, steering) [2–4], quantum information
theory (entanglement witnesses, tomography, quantum
state discrimination) [5–7], quantum cryptography [8],
and quantum complexity [9], just to mention a few. Most
importantly, the aspect of SDPs that is crucial to this
work is that, like LPs they offer a general framework for
studying uniqueness and robustness of model solutions.
In this Letter, we employ the paradigm of identifiable
robust models to characterize untrusted devices via con-
textuality. Contextuality refers to the impossibility of re-
producing a set of probability distributions, each of them
for a context (defined as a set of compatible and mutu-
ally nondisturbing observables), that share some mar-
ginal probabilities with a joint probability distribution
in a single probability space. Quantum theory is an
example of a contextual theory [10]. In this work we
appropriately extend the paradigm of Bell self-testing
to the framework of contextuality. In terms of tech-
niques, our work leverages the well-known link between
contextuality and semidefinite programming identified in
the seminal work by Cabello, Severini, and Winter [3],
combined with some less-known results concerning the
unicity and robustness of optimal solutions to semidef-
inite programs. Roughly speaking, we show that the
nearness-of-optimality of the CSW semidefinite program
bounds the distance in the SDP-solution space, which in
turn translates into a bound on the distance from the
ideal quantum realization. We believe that the tools
employed in this paper will have value outside of the
domain of contextuality, e.g., see [11] for a recent ap-
plication in Bell nonlocality. Our results render new
insights into the foundations of quantum contextuality
and a proof-of-principle approach to characterize the un-
derlying quantum states and measurements manifesting
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2quantum contextuality via experimental statistics. We
provide an innovative scheme to attest robust self-testing
for any noncontextuality inequality and present a con-
crete illustration for the case of the generalized KCBS
inequality, which is defined for any odd number of meas-
urement events n ≥ 5. Lastly, in terms of applications,
our results allows one to verify quantum systems locally
under the following three assumptions characteristic of
Kochen-Specker contextuality scenarios [10, 12, 13]. As-
sumption 1: The measurements are ideal [14, 15] (i.e.,
they give the same outcome when performed consecut-
ive times, they do not disturb compatible measurements,
all their coarse-grainings admit realizations that satisfy
these properties), Assumption 2: The measured system
has no more memory than its information carrying ca-
pacity, each measurement device is only used once, and
there is an unlimited supply of them. Assumption 3: The
measurements obey the compatibility relations dictated
by the odd cycle graph. In the case of Bell self-testing, it
is necessary to assume that the involved parties are space-
like separated and that there is no superluminal commu-
nication [16, 17], for otherwise, the statistics that attain
the quantum supremum of a Bell inequality [18] can be
simulated using classical resources. In the same spirit,
Assumption 2 is necessary in the setting of contextuality,
for otherwise, contextuality can be simulated by classical
systems [19, 20].
Self-testing in Bell scenarios.—To motivate our results,
it is instructive to survey the relevant results in the set-
ting of Bell nonlocality, a special case of contextuality
where the contexts are generated by the spacelike separ-
ation of the involved parties [21]. The experimental tests
which reveal the nonlocal nature of a physical theory are
called Bell inequalities or Bell tests. Geometrically, a
Bell inequality corresponds to a halfspace that contains
the set of local behaviours, i.e.,∑
a,b,x,y
Babxyp(ab|xy) ≤ B`, (1)
for all local behaviors p(ab|xy). The quantum supremum
of the Bell inequality (1), denoted by Bq, is the largest
possible value of the expression
∑
a,b,x,y B
ab
xyp(ab|xy),
when p(ab|xy) ranges over the set of quantum bahavi-
ors, i.e.,
p(ab|xy) = 〈ψ|Ax|a ⊗By|b|ψ〉,
for a quantum state |ψ〉 ∈ HA⊗HB and quantum meas-
urements {Ax|a}, {By|b} acting on HA and HB respect-
ively. Besides their physical significance, Bell inequality
violations witness the existence of certifiable randomness,
and have been leveraged to power many other important
information-theoretic tasks [22–24].
The feature of Bell inequalities that is most per-
tinent to this work is that, the quantum realiza-
tions that achieve the quantum supremum of a Bell
inequality are sometimes uniquely determined up to
local isometries and ancilla degrees of freedom. Form-
ally, a Bell-inequality is a self-test for the realiza-
tion (HA,HB , ψ, {Ax|a}, {By|b}) if for any other real-
ization (HA′ ,HB′ , ψ′, {A′x|a}, {B′y|b}) that also attains
the quantum supremum, there exists a local isometry
V = VA ⊗ VB and an ancilla state |junk〉 such that
V |ψ′〉 = |junk〉 ⊗ |ψ〉,
V (A′x|a ⊗B′y|b)|ψ′〉 = |junk〉(Ax|a ⊗By|b)|ψ〉.
(2)
In practical terms however, when a Bell experiment
is performed in the lab, experimental imperfections
will only allow to achieve a value which is close,
but not equal, to the ideal quantum supremum Bq.
These practical considerations naturally lead to the
notion of robust self-testing. Specifically, a Bell in-
equality is an (, r)-robust self-test for the realization
(HA,HB , ψ, {Ax|a}, {By|b}) if it is a self-test as defined
above, and furthermore, whenever for some realization
(HA′ ,HB′ , ψ′, {A′x|a}, {B′y|b}),∑
a,b,x,y
Babxy〈ψ′|(A′x|a ⊗B′y|b)|ψ′〉 ≥ Bq − ,
we have that
‖V (A′x|a ⊗B′y|b)|ψ′〉 − |junk〉(Ax|a ⊗By|b)|ψ〉‖ ≤ O(r).
As an example, the well-known Clauser-Horne-Shimony-
Holt (CHSH) Bell inequality is an (, 12 ) robust self-test
for the singlet state and appropopriate Pauli measure-
ments, e.g. see [25–28]. The term “self-testing” was
first introduced by Mayers and Yao [26] in the setting
of Bell-nonlocality [16]. However, the idea underlying
self-testing is present in earlier works, for example in
the works of Tsirelson [29], Summers-Werner [30], and
Popescu-Rohrlich [25]. Recent research on self-testing
moves in various new directions, e.g. which states can
be self-tested [31, 32] or how to tighten the robustness
results, so that self-testing results have practical applic-
ations [33].
Self-testing in contextuality scenarios.— In this section
we introduce a natural analogue of the notion of (ro-
bust) self-testing for contextuality scenarios, where the
noncontextuality assumption is not enforced via locality.
We follow the exclusivity graph approach to contextual-
ity [3].
A contextuality scenario is defined by a family of meas-
urement events e1, . . . , en. Two events are mutually ex-
clusive when they can be realized by the same measure-
ment but correspond to different outcomes. To the events
{ei}ni=1 we associate their exclusivity graph, whose ver-
tex set is {1, . . . , n} (denoted by [n]), and two vertices
i, j are adjacent (denoted by i ∼ j) if the measurement
events ei and ej are exclusive.
3For an exclusivity graph Gex, we consider theories that
assign probabilities to the measurement events corres-
ponding to its vertices. A behavior corresponding to Gex
is a mapping p : [n] → [0, 1], where pi + pj ≤ 1, for all
i ∼ j. Here, the nonnegative scalar pi ∈ [0, 1] encodes the
probability that measurement event ei occurs. Further-
more, note that the linear constraint pi+pj ≤ 1 enforces
that if measurement event ei takes place (i.e., p(ei) = 1),
the event ei+1 cannot take place.
A behavior p : [n] → [0, 1] is deterministic noncontex-
tual if all events have pre-determined values that do not
depend on the occurrence of other events. Concretely,
a deterministic noncontextual behavior p is a mapping
p : [n]→ {0, 1}, where pi+pj ≤ 1, for all i ∼ j. The poly-
tope of noncontextual behaviors, denoted by Pnc(Gex), is
the convex hull of all deterministic noncontextual behavi-
ors. Behaviors that do not lie in Pnc(Gex) are contextual.
A behavior p : [n] → [0, 1] is quantum if there exists a
quantum state ρ and projectors Π1, . . .Πn acting on a
Hilbert space H where
pi = tr(ρΠi),∀i ∈ [n] and tr(ΠiΠj) = 0, for i ∼ j. (3)
We refer to the realization ρ, {Π}ni=1 satisfying (3) as
a quantum realization of the behavior p. The convex
set of all quantum behaviors is denoted by Pq(Gex).
For the purposes of this manuscript, we will denote
a quantum realization by {|ui〉〈ui|}ni=0. Furthermore,
pi ≡ |〈uo|ui〉|2,∀i ∈ [n] and p ∈ Pq(Gex). A noncontextu-
ality inequality corresponds to a halfspace that contains
the set of noncontextual behaviours, i.e.,∑
i∈[n]
wipi ≤ Bnc(Gex, w), (4)
for all p ∈ Pnc(Gex), where w1, . . . , wn ≥ 0.The quantum
supremum of the noncontextuality inequality (4), de-
noted by Bqc(Gex, w), is the largest value of the expres-
sion
∑
i∈[n] wipi, as p ranges over the set of quantum
behaviors Pq(Gex).
Motivated by Bell self-testing, we now introduce a nat-
ural notion of “uniqueness” for the quantum realizations
{|ui〉〈ui|}ni=0 that attain the quantum supremum of a
noncontextuality inequality. In this setting, uniqueness
refers to identifying the state and measurement operat-
ors that achieve the quantum supremum, up to a global
isometry. The notion of uniqueness and robustness ap-
propriate for our work is introduced below.
Definition 1. (Self-testing) A noncontextuality in-
equality
∑
i∈[n] wipi ≤ Bnc(Gex, w) is a self-test for the
realization {|ui〉〈ui|}ni=0 if:
1. {|ui〉〈ui|}ni=0 achieves the quantum supremum
Bqc(Gex, w);
2. For any other realization {|u′i〉〈u′i|}ni=0 that also
achieves Bqc(Gex, w), there exists an isometry V
such that
V |ui〉〈ui|V † = |u′i〉〈u′i|, 0 ≤ i ≤ n. (5)
Definition 2. (Robustness) A noncontextuality in-
equality
∑
i∈[n] wipi ≤ Bnc(Gex, w) is an (, r)-robust self-
test for {|ui〉〈ui|}ni=0 if it is a self-test, and furthermore,
for any other realization {|u′i〉〈u′i|}ni=0 satisfying
n∑
i=1
wi|〈u′i|u′0〉|2 ≥ Bqc(Gex, w)− ,
there exists an isometry V such that
‖V |ui〉〈ui|V † − |u′i〉〈u′i|‖ ≤ O (r) , 0 ≤ i ≤ n. (6)
This definition of self-testing is in stark contrast to the
case of Bell self-testing, where uniqueness is defined up
to local isometries (recall (2)) to account for the physical
operational freedom of spacelike separated parties to pre-
process their local quantum systems and measurements.
Furthermore, unlike the case of Bell self-testing, in con-
textuality scenarios there is no meaningful sense in which
the state can be self-tested in isolation, rather, a state is
always self-tested in relation to a measurement. On a
side note, it is worth noticing that closeness between a
pair of quantum realizations implies closeness of the cor-
responding pair of quantum behaviors.
How to show self-testing.—To show that a noncontextu-
ality inequality is a self-test we rely on the connection
with SDPs established in [3], where it was shown that
the quantum supremum of a noncontextuality inequality
max
{
n∑
i=1
wipi : p ∈ Pq(Gex)
}
, (7)
is equal to the value of the following SDP:
ϑ(Gex, w) = max
n∑
i=1
wiXii
subject to Xii = X0i, 1 ≤ i ≤ n,
Xij = 0, i ∼ j,
X00 = 1, X ∈ S1+n+ ,
(8)
where S1+n+ denotes the cone of positive semidefinite
matrices of size n + 1. The optimization program (8)
is known as the Lovász theta number of the vertex-
weighted graph (Gex, w) [34] where vertex weighted graph
refers to a graph where a weight is assigned to each ver-
tex. Moreover, the equivalence between the optimiza-
tion problems (7) and (8) also induces a correspond-
ence between their optimal solutions. Specifically, if
p ∈ Pq(Gex) is optimal for (7) and {|ui〉〈ui|}ni=0 is a
quantum realization of p, the Gram matrix of the vec-
tors |u0〉, 〈u0|u1〉|u1〉, . . . , 〈u0|un〉|un〉 corresponds to an
4optimal solution for (8). Conversely, for any optimal
solution X = Gram(|u0〉, |u1〉, . . . , |un〉) of the SDP (8),
the realization {|ui〉〈ui|‖|ui〉〈ui|‖−1}ni=0 is optimal for
(7). This correspondence leads to the following three-
step proof strategy for showing that the noncontextuality
inequality (7) is an (, 12 )-robust self-test.
• First, show that the SDP (8) has a unique optimal
solution X∗.
• Second, show that any -suboptimal solution X of
(8), i.e. a feasible X where
∑
i wiXii ≥ ϑ(Gex)− ,
satisfies ‖X˜ −X∗‖F ≤ O().
• Third, show that for two positive semidefinite
matrices that are -close in Frobenius distance, the
vectors in their Gram decompositions are O (√)
close in 2-norm.
Whenever the first step holds, the second step is sat-
isfied for the SDP (8) and the third step is always true.
The proofs of the first two steps hinge on the rich duality
theory of SDPs. Specifically, the Lagrange dual of the
SDP (8), is given by the least scalar t ≥ 0 for which
Z ≡ tE00 +
n∑
i=1
(λi−wi)Eii−
n∑
i=1
λiE0i +
∑
i∼j
µijEij  0,
(9)
where Eij =
eie
>
j +eje
>
i
2 and the column vectors {ei}ni=0
form the standard basis of Rn+1. Furthermore, λi, wi
and µij are the Lagrange multipliers corresponding to
the constraints of the primal SDP (8). The first tool we
use is a sufficient condition for showing that an arbitrary
SDP admits a unique optimal solution, in terms of the
existence of an appropriate optimal solution for its dual
problem, see Theorem 4 in the Appendix. The second
crucial tool are error bounds for SDPs, which allow to
bound the distance of a feasible solution from the set
of optimal solutions, in terms of the suboptimality of the
objective function, see Theorem 6 in the Appendix. Com-
bining these two tools, we arrive at our main technical
tool, allowing to show that a non-contextuality inequality
is a self-test:
Main Theorem. Consider a noncontextuality inequality∑n
i=1 wipi ≤ Bnc(Gex, w). Assume that
1. There exists an optimal quantum realization
{|ui〉〈ui|}ni=0 such that∑
i
wi|〈ui|u0〉|2 = Bqc(Gex, w)
and 〈u0|ui〉 6= 0, for all 1 ≤ i ≤ n, and
2. There exists a dual optimal solution Z∗ for the SDP
(9) such that the homogeneous linear system
M0,i = Mi,i, for all 1 ≤ i ≤ n,
Mi,j = 0, for all i ∼ j,
MZ∗ = 0,
(10)
in the symmetric matrix variable M only admits
the trivial solution M = 0.
Then, the noncontextuality inequality is an (, 12 )-robust
self-test for {|ui〉〈ui|}ni=0.
The proof of the main theorem is deferred to Section B
in the Appendix. In the next section we shift our focus
to a particular instance of the main theorem, namely
the KCBS non-contextuality inequalities. Specifically, we
show that for the KCBS inequalities, condition (10) is
satisfied and therefore, such inequalities are robust self-
tests.
An application: The KCBS inequalities.—A celeb-
rated noncontextuality inequality is the Klyachko-Can-
Binicioğlu-Shumovsky (KCBS) inequality, first intro-
duced for n = 5 in [12] and subsequently generalized
to general odd values of n [43, 44]. The KCBS inequal-
ity corresponds to an odd number of measurement events
e1, . . . , en with the property that ei and ei+1 are exclus-
ive, where indices are taken modulo n. The correspond-
ing exclusivity graph is the n-cycle and the set of non-
contextual behaviors is Pnc(Cn). Concretely, for any odd
n, the KCBSn noncontextuality inequality is given by
max
{
n∑
i=1
pi : p ∈ Pnc(Cn)
}
=
(n− 1)
2
. (11)
The KCBSn inequality witnesses quantum contextuality,
as quantum behaviors can achieve values greater then
(n− 1)/2. Specifically, for any odd n, we have that
max
{
n∑
i=1
pi : p ∈ Pnc(Cn)
}
=
n cospi/n
1 + cospi/n
, (12)
and a quantum behavior in Pq(Cn) that achieves the
quantum supremum of the KCBSn inequality is:
p
(n)
i =
cospi/n
1 + cospi/n
, 1 ≤ i ≤ n. (13)
A quantum realization which achieves the quantum
supremum corresponds to
|u0〉 = (1, 0, 0)T and
|uj〉 = (cos(θ), sin(θ) sin (φj) , sin(θ) cos (φj))T ,
(14)
where cos2(θ) = cos(pi/n)1+cos(pi/n) and φj =
jpi(n−1)
n for 1 ≤
j ≤ n. As it turns out, the generalised KCBS inequality
satisfies the assumptions of the Main Theorem, and the
resulting self-testing statement is formally stated as fol-
lows:
Corollary. For any odd integer n, the KCBSn inequal-
ity is an (, 12 )-robust self-test for the realization corres-
ponding to equation (14).
5By the Main Theorem, the proof of the corollary boils
down to finding a dual optimal solution satisfying (10).
In Section C of the Appendix, we show that for any odd
integer n, the following matrix has the desired properties:
Z∗n =
[
ϑ(Cn) −e>n
−en In + n−ϑ(Cn)2ϑ(Cn) ACn
]
∈ R(1+n)×(1+n),
(15)
where en is the all-ones column vector of length n, and
ACn is the adjacency matrix of the cycle graph Cn.
Concretely, for n = 5, the dual optimal solution is
Z?5 =

√
5 −1 −1 −1 −1 −1
−1 1 c 0 0 c
−1 c 1 c 0 0
−1 0 c 1 c 0
−1 0 0 c 1 c
−1 c 0 0 c 1
 , (16)
where c = 5−
√
5
2
√
5
. Robust self-testing for the five cycle
KCBS inequality corresponds to showing that the only
solution to the linear system M5Z?5 = 0 of the form
M5 =

0 m1 m2 m3 m4 m5
m1 m1 0 m6 m9 0
m2 0 m2 0 m7 m10
m3 m6 0 m3 0 m8
m4 m9 m7 0 m4 0
m5 0 m10 m8 0 m5
 , (17)
is the matrix of all-zeros.
Conclusions.—In this work we introduced an appropri-
ate extension of the notion of Bell self-testing to the
framework of contextuality, where the noncontextuality
assumption is not enforced via locality. In our main tech-
nical result, we identified a sufficient condition for show-
ing that an arbitrary noncontextuality inequality is a ro-
bust self-test. As an application of our main theorem, we
showed that the celebrated KCBS noncontextuality in-
equalities are robust self-tests. Our main theorem is not
restricted to KCBS inequalities and can be used to self-
test other noncontextuality inequalities, given they sat-
isfy the necessary conditions; this will the be the topic of
future investigations. Equally important, our proof tech-
niques leverage a largely unnoticed connection between
unicity problems in physics with uniqueness properties of
optimization problems, which we believe will be of inde-
pendent interest to the physics community.
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Appendix A: Semidefinite Programming
In this section we briefly review the most relevant res-
ults from the theory of semidefinite programming, which
we use in the proof of our main theorem.
A pair of primal/dual SDPs is given by
sup
X
{〈C,X〉 : X ∈ Sn+, 〈Ai, X〉 = bi (i ∈ [m])} , (P)
inf
y,Z
{
m∑
i=1
biyi :
m∑
i=1
yiAi − C = Z ∈ Sn+
}
, (D)
which we respectively denote by (P ) and (D). Through-
out, the set {1, 2, · · · ,m} is denoted by [m]. The sets
Sn+ ∩ {X ∈ Sn : 〈Ai, X〉 = bi (i ∈ [m])} ,
Sn+ ∩
{
m∑
i=1
yiAi − C : y ∈ Rm
}
,
are the primal and dual feasible regions, respectively.
Furthermore, a SDP is called strictly feasible if it has
a full-rank (i.e., positive definite) feasible solution.
The following result summarises SDP duality theory.
Theorem 3. Consider a pair of primal dual SDPs (P )
and (D). The following properties hold:
(i) (Complementary slackness) Let X, (y, Z) be a pair
of primal-dual feasible solutions for (P ) and (D),
respectively. Assuming that p∗ = d∗ we have that
X, (y, Z) are primal-dual optimal if and only if
〈X,Z〉 = 0.
(ii) (Strong duality) Assume that d∗ > −∞ (resp.
p∗ < +∞) and that (D) (resp. (P)) is strictly
feasible. Then p∗ = d∗ and furthermore, the primal
(resp. dual) optimal value is attained.
The following result gives a sufficient condition for
showing that a SDP admits a unique optimal solution.
Theorem 4. [36] Assume that the optimal values of (P)
and (D) are equal and that both are attained. Let Z be
a dual optimal solution with the additional property that
the homogeneous linear system
MZ = 0, 〈M,A1〉 = 0, . . . , 〈M,Am〉 = 0, (A1)
in the symmetric matrix variable M only admits the
trivial solution M = 0. Then, the primal SDP (P) has a
unique optimal solution.
A dual optimal solution Z for which (A1) only has the
solutionM = 0 is called dual nondegenerate. Geometric-
ally, condition (A1) expresses that the manifold of n× n
matrices with rank equal to rank(Z) intersects the linear
space span(A1, . . . , Am) transversally at the point Z.
Lastly, we introduce error bounds for SDPs, which al-
low to bound the distance of a feasible solution from the
set of optimal solutions, in terms of the suboptimality of
the objective function (see [37] or [38] for a modern ex-
position). Given two sets Q1, Q2 lying in some Euclidean
space, we say that they satisfy a Hölder error bound with
exponent q ≥ 0, if for any compact set U we have that
dist(x,Q1∩Q2) = O(distq(x,Q1)+distq(x,Q2)), ∀x ∈ U.
(A2)
Recall that for a set Q ⊆ Rn, the corresponding distance
function is given by dist(x,Q) = inf{‖x − q‖ : q ∈ Q}.
Clearly, if Q is closed, there always exists a point that
achieves the minimum distance. If additionally Q is con-
vex, the distance is minimized at a unique point of Q.
As it turns out, feasibility SDPs satisfy Hölderian error
bounds, where the exponent depends neither on the size
of the matrices n nor the number of affine constraints m.
Theorem 5. Consider the affine space
A = {X ∈ Sn : 〈Ai, X〉 = bi, (i ∈ [m])},
where A1, . . . , Am ∈ Sn and b1, . . . , bm ∈ R. Then, for
any compact set U ⊆ Sn there exists a constant c =
c(U) > 0 such that for all X ∈ U we have that:
dist(X,A ∩ Sn+) ≤ c
(
dist2
−d
(X,A) + dist2−d(X,Sn+)
)
,
7where d ∈ {0, . . . , n− 1} is the singularity degree of (P),
defined as the least number of facial reduction steps (as
defined in [39]), required to make (P) strictly feasible.
Based on this, one can prove error bounds for general
(i.e., non-feasibility) SDPs:
Theorem 6. Consider a pair of primal/dual SDPs (P )
and (D), where the primal/dual values are equal and both
are attained. Furthermore, assume that the set of feas-
ible solutions of (P ) is contained in some compact subset
U ⊆ Sn. Setting P to be the set of primal optimal solu-
tions and d the singularity degree of (P ), we have that
dist(X˜,P) ≤ O(2−d),
for any primal feasible solution X˜ with p∗ −  ≤ 〈C, X˜〉.
Proof. Let Z∗ =
∑m
i=1 y
∗
iAi − C be a dual optimal solu-
tion. By Theorem 3, a matrix X ∈ Sn is primal optimal
if and only if the following SDP is feasible:
X ∈ Sn+, 〈Ai, X〉 = bi (i ∈ [m]), 〈X,Z∗〉 = 0. (A3)
In turn (A3) implies that
dist(X˜,P) = dist(X˜,A ∩ (Z∗)⊥ ∩ Sn+).
Thus, by Theorem 5, there exists a constant c such that
dist(X˜,P) ≤ c
(
dist2
−d
(X,A ∩ (Z∗)⊥) + dist2−d(X,Sn+)
)
,
for all X˜ ∈ U . We proceed to bound the terms in
the summand separately. Since X˜ ∈ Sn+ we have that
dist(X˜,Sn+) = 0. Furthermore, it follows by [40] that
there exists a constant c′ = c′(U) such that dist(X˜,A ∩
(Z∗)⊥) ≤ c′dist(X˜, (Z∗)⊥). It remains to upper bound
dist(X˜, (Z∗)⊥). The assumption p∗ −  ≤ 〈C, X˜〉 implies
that 〈Z∗, X˜〉 ≤ , since
p∗ − 〈C, X˜〉 = p∗ − 〈
m∑
i=1
y∗iAi − Z∗, X˜〉 = 〈Z∗, X˜〉.
Lastly, the distance of X˜ to (Z∗)⊥ is equal to the length
of the projection of X˜ onto span(Z∗), i.e.,
dist(X˜, (Z∗)⊥) =
〈Z∗, X˜〉
‖Z∗‖ ≤

‖Z∗‖ .
Appendix B: Proof of the Main Theorem
In this section we prove the Main Theorem. For the
readers’ convenience, we give the proof in a series of steps.
Step 1a: The primal SDP (8) in the Main Text (MT)
has a unique optimal solution, which we denote X∗ [45].
Indeed, by assumption (10) from MT [45], Theorem
4 implies that the primal SDP (8) (see MT [45]) has a
unique optimal solution.
Step 1b: The non-contextuality inequality is a self-test.
This follows from the following Lemma:
Lemma 7. Let X∗ be the unique optimal solution for the
primal SDP (8) (see MT [45]), and let {|ui〉〈ui|}ni=0 be
a quantum realization achieving the maximum quantum
value of
∑n
i=1 wipi : p ∈ Pq(Gex). Then, the noncontex-
tuality inequality
∑n
i=1 wipi ≤ Bnc(Gex, w), for all p ∈
Pnc(Gex) is a self-test for the realization {|ui〉〈ui|}ni=0.
Proof. By the equivalence between the optimization
problems (7) (see MT [45]) and (8) (see MT [45]), as
discussed in the main text, we have that
X? =Gram(|u0〉, 〈u0|u1〉|u1〉, . . . , 〈u0|un〉|un〉)
=Gram(|u′0〉, 〈u′0|u′1〉|u′1〉, . . . , 〈u′0|u′n〉|u′n〉),
(B1)
where {|u′i〉〈u′i|}ni=0 is an arbitrary realization that also
achieves the quantum value. As a consequence, there
exists an isometry V such that
V |u0〉 = |u′0〉 and V 〈u0|ui〉|ui〉 = 〈u′0|u′i〉|u′i〉 (i ∈ [n]).
(B2)
By equating the diagonal entries in (B1) we get that
|〈u0|ui〉| = |〈u′0|u′i〉|, (B3)
Thus for all 0 ≤ i ≤ n, we have that
V |ui〉〈ui|V † = |u′i〉〈u′i|,
which concludes the proof.
Step 2: For any feasible solution X˜ satisfying
n∑
i=1
wiX˜ii ≥ Bqc(Gex, w)− ,
we have that
‖X˜ −X∗‖F = dist(X˜,X∗) ≤ O(). (B4)
We prove this as a consequence of Theorem 6. For this,
we first show that the set of feasible solutions of (8) (see
MT [45]) is bounded. Indeed, if X is an arbitrary feasible
solution, for any i ∈ [n] we have that(
1 X0i
X0i Xii
)
=
(
1 Xii
Xii Xii
)
 0, (B5)
which in turn implies that 0 ≤ Xii ≤ 1. Furthermore, for
any i 6= j ∈ [n], we have that(
Xii Xij
Xij Xjj
)
 0, (B6)
8which implies that
|Xij | ≤ XiiXjj ≤ 1. (B7)
Next, we show that the SDP (8) (see MT [45]) is strictly
feasible, (i.e., there exists a positive definite feasible solu-
tion), and consequently its singularity degree is equal to
zero. Define Fn = 1mIn+1+
∑n
i=1
2
mE0i+(1− 1m )E00, i.e.,
Fn =

1 1m
1
m · · · · · · 1m
1
m
1
m 0 · · · · · · 0
1
m 0
1
m
. . .
...
...
...
. . . . . . . . .
...
...
...
. . . . . . 0
1
m 0 · · · · · · 0 1m

, (B8)
where m > n. It is easy to check that Fn satisfies all the
feasibilty constraints and has full-rank.
Step 3a: For any quantum realization {|u′i〉〈u′i|}ni=0 sat-
isfying
n∑
i=1
|〈u′i|u′0〉|2 ≥ Bqc(Gex, w)− , (B9)
there exists a unitary matrix U such that
‖U |ui〉 − |u′i〉‖2 ≤ O(
√
), 0 ≤ i ≤ n. (B10)
This will follow from the following general fact concern-
ing positive semidefinite matrices: If two positive semi-
definite matrices are -close in Frobenius distance, then
their Gram decompositions are O (√) close. Formally:
Lemma 8. Consider two positive semidefinite matrices
X,X ′ ∈ Sn+ with ‖X −X ′‖F ≤ . For any two Gram de-
compositions |u1〉, . . . , |un〉 ∈ Cn and |u′1〉, . . . , |u′n〉 ∈ Cn
of X and X ′, respectively, there exists a unitary matrix
U ∈ Cn×n such that
‖U |ui〉 − |u′i〉‖2 ≤
√
nε, for all i ∈ {1, . . . , n}. (B11)
Proof. Note that X = V V † and X ′ = V ′(V ′)†, where
V ∈ Cn×n has the vectors |u1〉, . . . , |un〉 as its rows, and
V ′ ∈ Cn×n has the vectors |u′1〉, · · · , |u′n〉 as its rows.
By the polar decomposition ([41, Theorem 7.3.1]) there
exist unitary matrices UV ∈ Cn×n, UV ′ ∈ Cn×n with
V = |V |UV and V ′ = |V ′|UV ′ , (B12)
where we use the notation |A| = (AA†)1/2.
Furthermore, as X = V V † and X ′ = V ′(V ′)† we have
√
X = (V V †)1/2 = |V | and
√
X ′ = (V ′(V ′)†)1/2 = |V ′|.
(B13)
Combining (B12) and (B13), we get
V =
√
XUV and V ′ =
√
X ′UV ′ . (B14)
Using (B14), we get that
‖V U†V UV ′ − V ′‖F = ‖(
√
X −
√
X ′)UV ′‖F
≤ ‖
√
X −
√
X ′‖F ‖UV ′‖∞. (B15)
Since UV ′ is unitary, we have that ‖UV ′‖∞ = 1. Lastly,
the assumption ‖X −X ′‖F ≤  implies that
‖
√
X −
√
X ′‖F
a≤ √n‖
√
X −
√
X ′‖∞
b≤ √n
√
‖X −X ′‖∞
c≤ √n
√
‖X −X ′‖F
d≤ √n, (B16)
where inequalities (a) and (c) follow from the well-known
relation ‖A‖∞ ≤ ‖A‖F ≤
√
n‖A‖∞ (see [42, Page 7]),
inequality (b) follows from ‖√A−√B‖∞ ≤
√‖A−B‖∞
for A,B  0 (see [42, Equation X.2, p. 290]), and (d)
follows from the assumption.
Summarizing, we have shown that
‖V U − V ′‖F ≤
√
n, (B17)
for the unitary matrix U = U†V ′UV ∈ Cn×n.
Now, we can conclude the proof of Step 4. Set
|w0〉 = |u0〉, |wi〉 = 〈u0|ui〉|ui〉,
|w′0〉 = |u′0〉, |w′i〉 = 〈u′0|u′i〉|u′i〉,
and let X and X˜ be the Gram matrices of {|wi〉}ni=0 and
{|w′i〉}ni=0 respectively. By (B9) we have that
n∑
i=1
wiX˜ii ≥ Bqc(Gex, w)− ,
and thus, it follows by Step 3 that
‖X˜ −X∗‖F ≤ O(). (B18)
In turn, (B18) combined with Lemma 8 imply that there
exists a unitary matrix U ∈ Cn×n such that
‖U |wi〉 − |w′i〉‖2 ≤
√
nε, for all i ∈ {1, . . . , n}. (B19)
Lastly, noting that
‖|wi〉‖2 = |〈u0|ui〉| = min
1≤i≤n
|〈u0|ui〉| > 0, (B20)
where the strict positivity follows from the assumption
〈u0|ui〉 6= 0, for all 1 ≤ i ≤ n. Thus, we have that
‖U |ui〉 − |u′i〉‖2 ≤ O(
√
), 0 ≤ i ≤ n, (B21)
as a consequence of the following simple lemma:
Lemma 9. Let ‖|a〉 − |b〉‖2 ≤ δ for vectors |a〉 and |b〉,
such that ‖|a〉‖2 ≥ 2δ. Denote by |aˆ〉 and |bˆ〉 to be |a〉
and |b〉, normalised to have unit norm. Then, we have
that ‖|aˆ〉 − |bˆ〉‖2 ≤ 2δ‖|a〉‖2 .
9Proof. To ease notation we use vector notations instead
of the bra-ket notation and set ‖ · ‖ = ‖ · ‖2 throughout
this proof. Suppose ‖a‖ ≤ ‖b‖. By assumption, we have∥∥∥‖a‖aˆ− ‖b‖bˆ∥∥∥ ≤ δ. (B22)
Now observe that ‖aˆ− bˆ‖2 = 2− 2|aˆ>bˆ|, whereas
‖aˆ− ‖b‖‖a‖ bˆ‖
2 = 1 +
( ‖b‖
‖a‖
)2
− 2 ‖b‖‖a‖ |aˆ
>bˆ|. (B23)
From the assumption that ‖a‖ ≤ ‖b‖, we have ‖aˆ −
‖b‖
‖a‖ bˆ‖2 − ‖aˆ − bˆ‖2 ≥ 0, and hence ‖aˆ − bˆ‖ ≤ δ‖a‖ . The
same arguments hold when ‖a‖ ≥ ‖b‖, by switching a
and b. Hence, in general, we have ‖aˆ− bˆ‖ ≤ δmin{‖a‖,‖b‖} .
Note that ‖a‖ − ‖b‖ ≤ ‖a− b‖ ≤ δ, implies that ‖b‖ ≥
‖a‖−δ and therefore min{‖a‖, ‖b‖} ≥ ‖a‖−δ. So, finally,
we have
‖aˆ− bˆ‖ ≤ δ‖a‖ − δ ≤
δ
‖a‖
(
1 +
2δ
‖a‖
)
≤ 2δ‖a‖ , (B24)
where for the second inequality we use the fact that
1
1−x ≤ 1 + 2x, for 0 ≤ x ≤ 12 .
Step 3b: We have that
‖U |ui〉〈ui|U† − |u′i〉〈u′i|‖ ≤ O
(√

)
, 0 ≤ i ≤ n. (B25)
Lemma 10. For two unit vectors |x〉 and |y〉, if ‖|x〉 −
|y〉‖2 < , then ‖|x〉〈x| − |y〉〈y|‖F <
√
2.
Proof. Since ‖|x〉 − |y〉‖2 < , we have
2 > ‖|x〉 − |y〉‖22 =
∑
i
(xi − yi)2 =
∑
i
x2i + y
2
i − 2xiyi
= 2− 2
∑
i
xiyi,
implying, ∑
i
xiyi > 1− 
2
2
. (B26)
Now we bound the square distance between the corres-
ponding projectors.
‖xxT − yyT ‖2F =
∑
i,j
(xixj − yiyj)2
=
∑
i,j
x2ix
2
j + y
2
i y
2
j − 2xixjyiyj
= 2− 2
(∑
i
xiyi
)2
< 2− 2
(
1− 
2
2
)2
< 22,
where the second last inequality follows from (B26). Tak-
ing square roots on both sides, finishes the proof.
Appendix C: Proof of Uniqueness for KCBS
In this section we prove Corollary (see MT [45]).
The first observation is that the given quantum realiz-
ation {|ui〉〈ui|}ni=0, achieves the maximum value of the
KCBSn inequality. In order to prove that for any odd
integer n, the KCBSn inequality is an (, 12 )-robust self-
test for this realization, it suffices to show that the the
primal SDP (C1), has a unique optimal solution. Equi-
valently, we show that the dual optimal solution Z∗ for 9
(see MT [45]) corresponding to an odd n-cycle graph, sat-
isfies the condition given in 10 (see MT [45]). We prove
this in Theorem 11.
Theorem 11. For any odd integer n, the SDP
ϑ(Cn) = max
n∑
i=1
Xii
s.t. Xii = X0i, i ∈ [n],
Xi(i+1) = 0, i ∈ [n],
X00 = 1, X ∈ S1+n+ ,
(C1)
satisfies the property that the matrix
X∗ = Gram (|u0〉, 〈u0|u1〉|u1〉, . . . , 〈u0|un〉|un〉) , (C2)
is the unique optimal solution of (C1), where
{|ui〉〈ui|}ni=0 is the canonical realization given in the Co-
rollary in MT.
Proof. By Theorem 4, the SDP (C1) has a unique op-
timal solution if there exists a dual optimal solution Z
for which, the homogeneous linear system
M00 = 0, M0i = Mii, Mi(i+1) = 0 (i ∈ [n]), MZ = 0,
(C3)
in the symmetric matrix variable M , only has the trivial
solution M = 0. The dual of (C1) is equal to the least
t ≥ 0 for which
tE00+
n∑
i=1
Eii(λi−wi)−
n∑
i=1
λiE0i+
n∑
i=1
µi(i+1)Ei(i+1)  0.
(C4)
We show that for any odd positive integer n, the following
matrix is an optimal solution for (C4)
Zn =
[
ϑ(Cn) −e>
−e In + n−ϑ(Cn)2ϑ(Cn) ACn
]
∈ R(1+n)×(1+n),
(C5)
where e is the all one vector of size n and ACn is the
adjacency matrix of Cn. By construction, the value of Zn
is equal to ϑ(Cn). It remains to show feasibility. Note
that Zn is an admissible solution to (C4), where t =
ϑ(Cn), λi = −1, νi = 0 and µi = (n− ϑ(Cn))/(2ϑ(Cn)).
Thus, it remains to prove that Zn is positive semidefinite,
i.e., it has nonnegative eigenvalues. Taking the Schur
10
complement of Zn with respect to its top left entry, we
have that
Zn  0⇐⇒ In+ n− ϑ(Cn)
2ϑ(Cn)
ACn−
1
ϑ(Cn)
ee>  0. (C6)
As the graph Cn is 2-regular, the all ones vector e
is an eigenvector of ACn with corresponding eigen-
value 2. Thus, the matrices ACn and ee> com-
mute. Consequently, the eigenvalues of the matrix
In +
n−ϑ(Cn)
2ϑ(Cn)
ACn − 1ϑ(Cn)ee> are 0 and
1 +
n− ϑ(Cn)
ϑ(Cn)
cos
2pik
n
, 1 ≤ k ≤ n− 1, (C7)
where we used the well-known fact that the eigenvalues
of ACn are given by ωk+ω−k, for k = 0, . . . , n−1, where
ω = exp(2pii/n) is an n-th root of unity.
To prove that Zn is positive semidefinite, it remains to
show that the smallest eigenvalue from (C7) is nonneg-
ative. Note that the smallest eigenvalue is obtained for
k = (n− 1)/2, and is equal to
1− n− ϑ(Cn)
ϑ(Cn)
cos
pi
n
= 0, (C8)
where the last equality follows from ϑ(Cn) =
n cospi/n
1+cospi/n .
Lastly, we show that any odd n, the only symmetric
matrix M ∈ R(1+n)×(1+n) satisfying
M00 = 0, M0i = Mii, Mi(i+1) = 0 (i ∈ [n]), MZn = 0,
(C9)
is the matrix M = 0.
For notational convenience, let MZn =
(
q r>
r T
)
. In
the rest of this section we use the notation i to denote i
mod n, where i is an integer. Also, we denote by A the
n×n bottom-right submatrix of M . The linear equation
corresponding to q implies that
tr (M) = 0. (C10)
For i ∈ {1, 2, · · · , n}, the 2n linear equations correspond-
ing to Ti,i+1 and Ti,i−1 imply
Ai,i+2 = Ai,i−2 = αAi,i, (C11)
where α =
(
2 cos
(
pi
n
)− 1) . Since A is symmetric,
Ai+2,i = Ai,i+2 = αAi+2,i+2 (C12)
and
Ai−2,i = Ai,i−2 = αAi−2,i−2, (C13)
for i ∈ {1, 2, · · · , n}. Using (C11) and (C12), we get
Ai,i = Aj,j , (C14)
for i, j ∈ {1, 2, · · · , n}. Finally, using (C10), (C11),
(C12), and (C14), we get
Ai,i = Ai,i+2 = Ai,i−2 = 0. (C15)
Now, using Ti,i+k, we infer
Ai,i+k+1 = 0, (C16)
for k ∈ {2, · · · , n−4}. Thus A = 0 and since Ai,i = K1,i,
this finally leads to M = 0.
Appendix D: Example: 5-Cycle
Now we explain our procedure for proving self testing
for the special case of 5 cycle. The optimal solution for
the dual 9 (see MT [45]) for n = 5, is given by
Z5 =

√
5 −1 −1 −1 −1 −1
−1 1 c 0 0 c
−1 c 1 c 0 0
−1 0 c 1 c 0
−1 0 0 c 1 c
−1 c 0 0 c 1
 , (D1)
where c = 5−
√
5
2
√
5
. TheM matrix introduced in Theorem 4
for this example is given by
M5 =

0 m1 m2 m3 m4 m5
m1 m1 0 m6 m9 0
m2 0 m2 0 m7 m10
m3 m6 0 m3 0 m8
m4 m9 m7 0 m4 0
m5 0 m10 m8 0 m5
 , (D2)
To show that Z5 is dual-nondegenerate optimal solution
to (8) (see MT [45]), we need to show thatM5 = 0 is only
solution to the system of linear equationsM5Z5 = 0. Us-
ing equations (C11)to (C16) for n = 5, M5 = 0 turns out
to be the only solution to M5Z5 = 0. Thus optimal solu-
tion to dual is non-degenerate. Using Theorem 4, the
primal optimal solution for (8) is unique. Using Main
Theorem, it is evident that KCBS inequality correspond-
ing to the 5 cycle scenario admits robust self-testing. The
optimal solution for primal is given by:
X?5 =

1 d d d d d
d d 0 f f 0
d 0 d 0 f f
d f 0 d 0 f
d f f 0 d 0
d 0 f f 0 d
 , (D3)
where d = 1√
5
and f = β + (1 − β) cos(0.4pi) such
that β =
cos(pi5 )
1+cos(pi5 )
. The Gram decomposition of (D3)
gives the optimum measurement settings and the state.
Note that the matrix X?5 is rank 3, and hence gives a
gram decomposition over qutrits. One such canonical
decomposition is given by: |u0〉 = (1, 0, 0) and |uj〉 =
(cos(θ), sin(θ) sin (φj) , sin(θ) cos (φj)) , where cos2(θ) =
cos(pi/n)
1+cos(pi/n) and φj =
jpi(n−1)
n for 1 ≤ j ≤ n.
