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Abstract- - In  [1] rational basis functions were developed for patchwork CO approximation over par- 
titions of planar regions with algebraic dements. It was thought hat this could not be accomplished 
with polynomial basis functions. A new construction is described here which yields the desired 
approximation with polynomial basis functions. 
1. INTRODUCTION 
In finite element computation one seeks basis functions for the elements which achieve a certain 
degree of approximation within each element while maintaining lobal continuity. An algebraic 
element was defined in [1] as an element bounded by segments of rational algebraic urves. An 
element is said to be regular when the vertices are simple transverse intersections of consecutive 
boundary curves, there are only simple points on the boundary segments, and no boundary curve 
contains points of the element other than those on its boundary segment. It was proved in [1] 
that a unique "adjoint" curve is defined by the element boundary curve and that the polynomial 
which vanishes on this adjoint curve is a common denominator for a rational basis which can be 
generated to achieve any specified egree of approximation within the element while maintaining 
global continuity. These rational elements have limited applicability primarily because of the 
complexity of integrations required for generation of finite element equations. 
Polynomial bases are commonly used for triangle and parallelogram elements. The adjoint 
polynomials for these elements are equal to unity so that for these elements the polynomial bases 
are special cases of the rational bases. Triangles and quadrilaterals with curved sides are currently 
analyzed with local (isoparametric) bases. The isoparametric element is a powerful and conve- 
nient tool for finite element computation and is widely used. Two limitations of isoparametrics 
are that actual element boundary segments are replaced by isoparametrlc parabolic arcs and ele- 
ments have either three or four sides. Methods have been devised for relaxing these restrictions. 
One approach combines isoparametric and rational basis functions [2] to generate "higher order 
transformations." 
A theory has now been discovered for generating polynomial bases in the global (x, y) coordi- 
nates which achieve global continuity and degree-k patchwork approximation over any algebraic 
reticulation. Basis function construction and application is simplified when the elements are reg- 
ular. Just as for the rational basis functions, the standard triangle and parallelogram bases are 
special cases of the more general function. 
Before the new theory for constructing polynomial bases is disclosed, some new results on 
minimal rational bases for a degree-k approximation over a regular algebraic partition will be 
described. These results are relevant o the polynomial basis construction i  that they indicate 
how many additional functions must be introduced to attain a degree-k approximation with 
polynomials rather than rational functions. 
2. SERENDIP ITY RATIONAL ELEMENTS 
The Lagrangian interpolation for finite element approximation ofdegree k over regular algebraic 
elements was developed in reference [1] with a particular set of rational basis functions. Several 
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families of basis functions have been developed for rectangles. These include the tensor product 
bases which achieve a degree-k approximation with an array of (k + 1) x (k + 1) nodes, the 
serendipity bases [3] which require the fewest number of nodes to achieve degree-k, and the Okabe 
"orbital" bases which require a number of nodes between that of the product and serendipity 
bases, and achieve degree-k while retaining nodal symmetry [4]. 
If one examines the rational basis construction for the limiting ease of a rectangle (where 
the basis functions reduce to polynomials), one finds that the number of nodes for achieving a
degree-k approximation is between the number required for the product and the serendipity 
elements. For all these bases, there are four vertex nodes and an additional k - 1 nodes on each 
side for a total of 4k boundary nodes. The product basis has an additional (k - 1) 2 interior 
nodes. The serendipity basis requires only (k - 2)(k - 3)/2 interior nodes. The basis constructed 
according to the theory in [1] requires (k - 1)(k - 2)/2 interior nodes which must not all lie on 
any curve of order less than k - 2. It will now be shown how one may modify the rational basis 
construction to yield a serendipity element, where the term serendipity is used here to denote an 
element with the minimal number of interior nodes. This new construction also applies to the 
more general algebraic elements. 
Gout demonstrated [5] that the original rational basis construction described in [1] was not 
minimal. He generalized the rectangle serendipity bases to convex quadrilaterals, pentagons and 
hexagons. Gout's analysis indicated a need for further study of more general elements, but his 
method appeared too unwieldy for construction of general serendipity elements. 
A construction will be developed here for achieving degree-k approximation over a regular 
algebraic element of order m with no interior nodes when m > k, and with (k+l-m)(k+2-m)/2 
interior nodes when m < k + 1. The key to reducing the number of interior nodes is to choose 
as many as possible of the off-boundary nodes on the adjoint curve of the element. The adjoint 
curve of an element of order m is the curve of maximal order m - 3 determined by the nonvertex 
multiple points of the boundary curve. The polynomial which vanishes on this curve is the 
denominator in the rational basis functions. This denominator was introduced to attain global 
continuity which it had been though could not be achieved with polynomial basis functions. 
Location of boundary nodes is as described in [1]. Nodes are placed at vertices and just enough 
additional nodes are introduced on each side to provide a basis for polynomial approximation of
maximal degree k along the side. The basis function for node i of an element of order m is of the 
form: 
y) (1) y) =/ ( i )  y) ' 
where the subscripts denote the maximum degrees of the polynomials. The denominator Q
of maximal degree m - 3 is called the adjoint polynomial. The numerator is a product of an 
opposite factor F and an adjacent factor R. Polynomials F, R and Q are unique up to an 
arbitrary normalization. The factor f(i) normalizes the basis function to unity at the node. 
The opposite factor F is the product of all boundary components which do not pass through 
node i. The adjacent factor R is determined by a set of points on the sides which contain node i 
and interior nodes introduced to achieve degree-k approximation. The number of interior nodes 
in the origial construction in [1] was independent of m and equal to (k - 1)(k - 2)/2. These 
nodes are all needed when m = 3, but it will now be shown that fewer interior nodes suffice when 
m>3.  
A basis function is associated with each interior node. The opposite factor is the polynomial of 
degree ra that vanishes on the boundary curve. The adjacent factor is the polynomial of degree 
k - 3 that vanishes on the set of interior nodes other than i. The restriction that not all the 
interior nodes fall on a curve of order k - 3 assures existence of a unique (up to normalization) 
adjacent factor. 
The theory assures existence of unique basis functions for all the nodes for any regular algebraic 
element and any prescribed egree of approximation. A serendipity element has fewer interior 
nodes. One must resolve ambiguities which seem to arise for such elements. Moreover, one must 
demonstrate hat degree-k approximation is achieved. 
Off-boundary nodes were chosen in [1], interior to the element because function values were 
interpolated at these nodes. A number of difficulties must be resolved when one chooses ex- 
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terior nodes. One must avoid nodes on extensions of the boundary components; the construction 
breaks down otherwise. Function values may not be known exterior to the element. One intrigu- 
ing possibility which should be explored is the choice of interior nodes in adjacent elements as 
exterior nodes for a given element. For example, one might achieve degree-4 approximation over 
a triangular grid with a node at the centroid of each triangle, but with the approximation within 
a triangle including bases associated with centroids of the three adjacent riangles and not of the 
reference triangle. This will not be pursued further at this time. 
Let exterior node i be not near extensions of the boundary components or any multiple point of 
the adjoint curve. Let all the other nodes be fixed. Then as i is moved the polynomial factors F, 
R and Q remain the same. The normalization f(i) varies to retain Wi = 1. As node i approaches 
the adjoint curve, the denominator factor goes to zero and f(i) must also approach zero. In 
the limit, the basis function is undefined on Q, except at the node itself where the function is 
normalized to unity, and it is zero off the adjoint curve. In particular, the limiting function 
vanishes within the element. It does not contribute to the interpolation within the element. 
However, node i does contribute to the construction of the adjacent factors for the other basis 
functions. The adjoint curve is a generalization of the concept of the absolute line in projective 
geometry. The homogeneous coordinate w may be defined by w = Q(x, y). In the projective 
plane (w,x, y), the adjoint Q becomes the absolute line. Thus, requiring that a curve contain 
certain points in Q is equivalent to placing restrictions on its asymptotic behavior. 
To obtain the serendipity element, one must locate as many off-boundary nodes on Q as possible 
without violating the restriction that all off-boundary nodes not fall on any curve of order less 
than k - 2. The number of off-boundary nodes is one more than the dimension of the space of 
curves of order k - 3. If m > k, then all off-boundary nodes may be chosen on Q. If m -- k, then 
all but one of the nodes may be chosen on Q. The remaining node should be chosen interior to 
the element. 
Before proceeding to the general case, it is useful to consider a few simple examples. Degree-3 
approximation is achieved over a convex quadrilateral by choosing the one off-boundary node 
on the exterior diagonal (adjoint curve Q). Degree-4 approximation is achieved by placing two 
points on Q and the third off-boundary node interior to the element. Note that all three nodes 
cannot be placed on Q since they would then fall on a line and violate the essential restriction 
(k - 3 -- 1, in this case). Degree-5 approximation requires 10 off-boundary nodes which do not 
all fall on any curve of order less than three. If 8 were chosen on Q, then the product of Q and 
the line through the remaining two interior nodes would be a curve of order two containing all 
10 points. Thus, at most, 7 nodes can be placed on Q, leaving 3 interior nodes. In all cases, the 
number of interior nodes is (k - 2)(k - 3)/2 for the convex quadrilateral. 
Now consider a convex pentagon (which need not have all its sides of the same length). The 
adjoint curve is in general a conic. Degree-3 and degree-4 approximation may now be achieved 
with no interior nodes by locating all off-boundary nodes on the conic Q. However, only 5 of the 
6 nodes required for degree- 5 approximation may be placed on Q since all 6 nodes must not lie 
on a curve of order two (i.e., the conic Q). 
Similarly, degree-6 approximation is attained with 7 of the 10 off-boundary nodes on the conic 
Q and the other 3 interior to the element and not collinear. For the pentagon, the number of 
interior nodes is (k - 3)(k - 4)/2. This pattern continues for higher degree approximations and 
higher order elements. The number of interior nodes required for a degree-k approximation over 
an element of order m is, as asserted previously, (k + 2 - m)(k + 1 - m)/2 when m < k + 1 and 
zero otherwise. 
By choosing all but this minimal number of off-boundary nodes on the adjoint curve, one 
guarantees that there is a unique curve of order k - m through each set of interior nodes with 
one removed. Let the polynomial which vanishes on this curve with interior node i removed be 
Rk-m(i). The opposite factor for node i is the boundary curve Cra. By placing all the other 
off-boundary nodes on Q, one generates an adjacent factor for interior node i which is: 
Rk-3(i) = Rk- (i) Q -s. (2) 
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The adjoint is a component of the adjacent factor of all interior nodes. This means that this 
factor cancels with the denominator, and the basis function for every interior node is a polynomial 
of degree k. 
That degree-k approximation is achieved without basis functions associated with the nodes on 
the adjoint is easily established. Let Pa(x, y) be any polynomial in x and y of maximal degree 3, 
with value P(i) at boundary node i and P(j) at interior node j. Let the rational basis function 
associated with boundary node i be 
N ira+k-a( x, y) 
Qra_ (x,,u) (3) 
'Let the polynomial basis function associated with interior node j be 
Wj(x, y) - era(x, y) Njk-ra(z, y). (4) 
Then the difference between the polynomial and its interpolant is
Pa(x,y) - Z P(i) Wi - E P(J) Wj = 
i j 
Ps(x, y) Qra_.~(z, y) - Y]~i P(i) Nira+k-3(x, y) - Y~j P(j) C,n(x,~y) Nj~-m(x, y) Qra-a(x, y) 
Qra_3(x, u) (5) 
The numerator in this last expression vanishes on the boundary curve C of order m. It vanishes 
at all the interior nodes since these are interpolation points. The only terms in the numerator 
not containing a factor of Q are the Ni, and these all have adjacent factors that vanish on all 
the off-boundary nodes, including those on the adjoint curve Q. Thus, the numerator vanishes 
on the off-boundary nodes on the adjoint as well as on the interior nodes. These points cannot 
all lie on a curve of order less than k - 2. The numerator must therefore vanish on a curve of 
order not less than m + k - 2. The maximum degree of the numerator polynomial is m + k - 3. 
It must therefore be the zero polynomial. Degree-k approximation is thereby assured. 
The number of basis functions to attain a degree-k approximation over an algebraic element 
of order m with only linear and conic sides in the original formulation is mk+ (k - 1)(k - 2)/2 
and with the serendipity element mk + (k + 2 - rn)(k + 1 - m)/2 when rn < k + 1, and only 
mk when m > k. The number of degrees of freedom in a polynomial of degree k in x and y is 
(k + 1)(k + 2)/2. The additional basis functions are needed to achieve global continuity. Only for 
the triangle (rn = 3) is the number of basis functions equal to the number of degrees of freedom 
in the general polynomial of degree-k. 
3. POLYNOMIAL BASES FOR ALGEBRAIC ELEMENTS 
A degree-k polynomial basis can be constructed with the number of basis functions for the 
element equal to the number of degrees of freedom in a polynomial of degree m + k -  3 in z and y. 
Note that when m = 3 this agrees with the previous result. Consider first degree-1 approximation 
over a quadrilateral partition of the domain of interest. For this case, re+k-3  = 2. There are six 
degrees of freedom in the general quadratic. The quadrilateral displayed in Figure 1 has a basis 
function associated with each point i, where i = 1, 2, . . . ,  6. The basis functions associated with 
the vertices are conventional. These vertices are true nodes. The basis functions associated with 
points 5 and 6 are "nodeless" functions. Values at these points are used only for approximation 
within the quadrilateral. Coefficients of nodeless functions in the approximation within the 
quadrilateral re constrained to assure interelement continuity. The six basis functions do not 
yield degree-2 patchwork approximation because of these constraints on the nodeless functions. 
The vertex functions vary freely so that there is an underlying degree-1 basis. 
The linear form of the line defined by points a and b normalized to unity at point s is denoted 
by (a; b),. The six basis functions are: 
wl = (2; 3)1 (3; 4)1 w2 = (3; 4)2 (4; 
Wa = (1; 2)a (4; 1)a W4 = (1; 2)4 (2; 3)4 
W5 = (1;2)5(3;4)5 W6 = (2; 3)6 (1; 4)6. (6) 
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Figure 1. The degree-one quadrilateral. 
Points 5 and 6 are at the intersections ofthe opposite sides of the quadrilateral. They are two 
of the three "diagonal points" of the "complete quadrilateral." The third diagonal point is at the 
intersection of sides (1,3) and (2,4). If point 5 is at infinity, [that is, if line (2,3) is parallel to 
line (1, 4)] then line (5, 6) is parallel to line (1, 4) and the basis function W5 is dropped. Similarly, 
if point 6 is at infinity, line (5, 6) is parallel to line (1,2) and the basis functions W6 is dropped. 
If both 5 and 6 are at infinity, then the element is a parallelogram and the four vertex basis 
functions yield the conventional degree-1 element. 
Let the quadratic approximation within the element be 
6 
= y). (7) i=l 
In view of the discrete orthonormality property of the basis functions, c~ is the value of u at 
point i. The approximation is constrained toforce interelement continuity. Consider the adjacent 
elements m and m ~ displayed in Figure 2. 
4 
3 
3' 
2 , f~  
Figure 2. Adjacent quadrilaterals. 
Elements m and m e share side (1,4). The variation of u(z,y) within element m along side 
(1,4/is 
uCz, y) mod(1,4) = cl WI(=, y) + c4 W4(z, y) + c5 Ws(z, y). 
The variation within element m' along this side is 
u(x, y) mod(1,4) = Cl W~(z, y) + c4 W~(z, y) + e6, W~,(z, y). 
(8) 
(e) 
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The constraint imposed along (1,4) is that 
w (x, = c5, u). (10) 
Let the variation along side (1, 4) be parameterized in the variable t, with tl = 0 and t4 = 1. 
Then 
z(1 -z) (11) 
Ws(z ,y )  mod(1,4) = t5 (1 - ts)' 
The constraint is therefore 
and 
mod(1,4)= t(1-t) (12) 
c~ is, (1 - i s , )  = c5, t5 ( I  - is ) .  (13) 
If e5 were constrained only by continuity across (1, 4), this basis would provide degree-2 ap- 
prc~aation. However, c6 is also constrained by variation along size (2, 3), Let the nodal values 
be given for any piecewise linear function. Then the values for the coefficients of the nodeless 
functions may be chosen as the values of this function at the diagonal points. Thus, the piece- 
wise linear function is contained in the space of the basis functions subject to the continuity 
constraints. Degree-1 approximation is achieved. 
This result generalizes to any degree of approximation. For degree-k, one adds to the La- 
grangian nodes (not for the serendipity element, but with the (k - 1)(k - 2)/2 interior nodes 
described in [1]) the two exterior diagonal points. The total number of basis functions is then 
4k boundary +(k - 1)(k - 2)/2 interior +2 diagonal -- (k + 3)(k + 2)/2. This is precisely the 
number of degrees of freedom in a polynomial of degree (k + 1) in z and y. 
Generalization to any convex m-gon is straightforward. The basis functions associated with the 
nodes defined as for approximation with rational basis functions are just the numerators of these 
rational functions. For degree-k approximation these are polynomials of degree m + k - 3. There 
are mk boundary nodes and (k - 1)(k - 2)/2 interior nodes. The number of exterior intersection 
points (EIP) of the boundary curve is equal to two for the quadrilateral and m(m - 3)/2 for 
an m-gon. (When any of these points coalesce, the algebraic geometry treatment in [1] must be 
applied.) There is a nodeless basis function corresponding to each of these points. This gives a 
total of 
ink+ (k -1 ) (k -2 )+ lm(m-3) -~(m+k-1) (m+k-2)  (14) 
basis functions, which is precisely the number of degrees of freedom in a polynomial of degree 
m + k -  3 in z and y. The continuity constraints are more numerous. Let v(z, y) be any piecewise 
degree-k continuous function over the partition. Then the values of v at the EIP may be chosen 
as the expansion coefficients for these EIP. The function is thus in the approximation space. This 
assures that the degree-k patchwork approximation is indeed a subspace of the approximation 
space. 
The analysis applies to any algebraic element. Consider, for example, a triangle with one 
straight and two conic sides. Suppose degree-2 approximation is required. The rational basis has 
3 vertex nodes, one node on the straight side and 3 nodes on each curved side for a total of 10 
nodes. There are 5 EIP and thus 5 nodeless basis functions, for a total of 15 basis functions, all of 
which are polynomials of degree 4. These functions thus provide a basis for degree-4 polynomials. 
The value for m + k -  3 is 5 + 2 -  3 = 4. Thus, to achieve degree-2 approximation over an element 
of order 5 one must use a basis of degree 4. 
One need not restrict the method to Lagrangian bases. It is sometimes appropriate to fit 
derivatives as well as values. One important case will now be developed: degree-3 approximation 
over a convex quadrilateral with values and gradients at the vertices and value at the interior 
diagonal point as the free parameters. This is the limiting case of the rational Lagrangian 
approximation as the side nodes coalesce with the vertices. However, an alternative basis may 
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be chosen with the discrete orthonorrnality property with respect to the specified value and 
derivative parameters. 
In this case, m +/c - 3 = 4 + 3 - 3 = 4 and the functions must provide a basis for degree-4 
polynomials in z and y. There are 15 degrees of freedom in the general polynomial of degree 4 
in z and y. We use these to fit value and gradient at the quadrilateral vertices (12 parameters) 
and values at the three diagonal points of the quadrilateral. 
E F 
5 
G 
H 
D 
Figure 3. Quadrilateral (1;2;3;4). 
This quadrilateral element is shown in Figure 3. The symbol {a, b{ denotes the length of the 
line segment between a and b. If any of the denominators in the equations defining ponts A - H 
vanish, the associated points are at infinity. If, for example, A were at infinity, then (A; B) would 
be through B and parallel to (1; 4). If both A and B were at infinity, then (A; B) = 1. Points 
A - H are defined as follows: 
ll,4l ll,8[ I4,GI = [1,4114,6l (15.1) 
I1,AI = 211,6l- [1,4l' 2[4,6l + ll,4l' 
I1 ,BI= ll,2ll l ,7l 12,Cl= ll,2ll2,7l (15.2) 
211,7 l -  ll, 2l' 212, 7l + 11', 2l' 
{2,3}{2,6{ [3,F{ = {2,3{ {3,6{ (15.3) 
{2, D{ -- 2{2, 6{ - {2, 3{' 2{3, 6{ + {2, 3{' 
13, 4l 14, 7l 13, El = 13,4l 13, 7l (15.4) 
{4, H I --- 2{4, 7[ - {3, 4{' 2{3, 7{ + {3,'4l" 
Let 
15 
u(z, y) = ~ c, W,(z,,0. (18) 
i--1 
The value of u at node i is ci for i = 1, 2, . . . ,  7, when: 
~'rl(Z , y) --" (2; 3)1 (3; 4)1 (2; 4)1 (A; B)I, (17.1) 
W2(z, y) - (3; 4)2 (4; 1)2 (1; 3)2 (C; D)2, (17.2) 
Ws(z, y) = (4; 1)s (1; 2)3 (2; 4)3 (E; F)s, (17.3) 
W4(z, y) = (1; 2)4 (2; 3)4 (3; 1)4 (G; H)4, (17.4) 
Ws(z, y) = (1; 2)s (2; 3)5 (3; 4)5 (4; 1)5, (17.5) 
We(z, y) - (1; 3)8 (2; 4)6 (1; 2)6 (3; 4)e, (17.6) 
W'z(z, y) - (1; 3)7 (2; 4)7 (2; 3)'7 (1; 4)'r. (17.7) 
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The z- and y-derivatives, respectively, at vertex 1 are coefficients of: 
Ws(x, y) -- (2; 3)1 (3; 4)1 (2; 4)1 (x - Xl) , (18.1) 
and 
Ws(x, y) - (2;3)i (3;4)1 (2;4)1 (y - Yl). (18.2) 
Derivatives at the other vertices are coefficients of similar functions. 
It is easily established that these basis functions attain degree-4 approximation ver the quadri- 
lateral. The data are uniquely determined by a given polynomial of degree 4. The difference 
between the approximation and the polynomial fit by the data vanishes on the quadrilateral 
boundary of order 4 and at the interior diagonal point. It is thus a polynomial of minimal de- 
gree 5. But this difference is a polynomial of maximal degree 4, and is hence the zero polynomial. 
This argument is used in general to establish that the functions do not have an interdependence 
that precludes the claimed egree of approximation. 
15 
3 2 
Figure 4. Constraint along a side. 
The constraint conditions will now be illustrated with one of the exterior diagonal points. In 
Figure 4, elements m and m ~ share side (1,4) with exterior diagonal point 6 for m and 6 ~ for m'. 
The value of the approximation u at 6 ~ for element m ~ is d6,, the coefficient of We,(z, y) in the 
expansion over element m ~. The value of the approximation i  element m at 6' is 
Urn(6 I) -- C 1 W1(61).~-c4 W4(61)-t-c8 W8(61)..~-c9 Ws(6t)-JCCl4 W14(61).~-c15 W15(61)-~c6 W6(61), (19) 
where basis functions W14 and W15 fit the gradient at node 4. The other 8 basis functions all 
vanish at point 6. The constraint coupling the coefficients is c~, = ur,(6~). If 6 and 6' coincide, 
the constraint is ce = de,, since in this case urn(6') = urn(6) = c6. 
The constraints may be treated with Lagrangian multipliers in finite element equation gen- 
eration. These multipliers may be eliminated along with interior nodes by static condensation 
before the system of equations i solved. 
4. DEGREES OF FREEDOM OF CONSTRAINED ELEMENTS 
Conventional triangular degree-1 elements have one degree of freedom at each node. Consider 
a Dirichlet problem over a partitioned square with m interior ows and n interior columns. Nodal 
values of zero are given along the boundary lines. For a triangular array, the square boxes are 
subdivided into triangles by diagonals in one or the other direction. Any choice of nodal values 
then leads to a piecewise linear function which satisfies the boundary conditions. Analysis of the 
error when the nodal values are chosen as the values of the true solution at these nodes, and its 
behavior as the values for m and n are increased is fundamental to finite element convergence 
theory. 
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Now consider the rectangular degree-1 grid. For any choice of nodal values, a continuous 
piecewise bilinear function satisfying the boundary conditions is defined. One may invoke the- 
ory related to piecewise linear approximation i  view of the fact that within each element the 
four bilinear basis functions are a basis for linear functions. But this is not a valid argument. 
The bilinear term is essential for convergence. The only piecewise linear function satisfying the 
boundary conditions i  the zero function. As the element size is reduced, the piecewise linear ap- 
proximation space remains fixed at zero. Convergence theory must be based on piecewise bilinear 
approximation spaces. The piecewise linear approximation theory over a triangulation does not 
apply to a rectangular partition. 
The constrained quadratic polynomial approximation over a quadrilateral partition contains 
all the piecewise linear functions atisfying the boundary conditions. But this is just the zero 
function. The extra degrees of freedom associated with the nodeless basis functions are illusory. 
This is not a suitable lement for finite element use. The piecewise bilinear space for rectangles 
is contained in the piecewise quadratic approximation. This can be captured with a constrained 
polynomial approximation ofdegree-2. 
Each element now has 8 nodes and 2 nodeless parameters. Convergence comparable to that 
of the 4-node rectangle may be expected of this element. The number of degrees of freedom 
for 8-node rectangles, which contain a piecewise degree-2 approximation subspace, is 3rnn, as 
compared with the mn degrees of freedom of the 4-node element. The number of degrees of 
freedom of the degree-2 quadrilateral with 8 nodes and two nodeless basis functions per element 
is 3ran - (m + n). Degree-3 approximation is attained over a rectangular g id with 13 parameters 
per rectangle. There are 4ran degrees of freedom in this approximation space. The degree-3 
polynomial element over a quadrilateral rray has 4ran - (rn + n) degrees of freedom. As the 
degree of the element is increased, it appears that the restriction in the approximation space 
relative to the rectangular partition of the same degree is diminished. One expects convergence 
properties of the degree-3 quadrilateral e ement comparble to that of the degree-3 rectangle. 
5. REMARKS 
The rational basis functions were discovered twenty-five years ago. It had been thought hat 
one could not achieve this kind of approximation ver so general a class of elements with poly- 
nomial basis functions. It has now been shown that there are indeed polynomial bases which 
may be constructed from the element geometry to yield any desired degree of approximation 
over any regular algebraic partition. The regularity condition is no longer essential. However, 
it has been assumed here to simplify the discussion. One of the advantages of isoparametrics is 
the ease with which matrix elements are evaluated. An outstanding problem is the generation of 
appropriate quadrature formulas for algebraic elements. Once quadrature formulas are developed 
they may be applied to the rational approximation with little more effort than to the polynomial 
approximation. The fewer rational basis functions needed to achieve a particular degree of ap- 
proximation coupled with the absence of continuity constraints suggests that the rational basis is 
more suitable than the polynomial basis. The ability of the polynomial bases to treat nonconvex 
quadrilaterals and other algebraic elements that are not regular suggests the use of these bases 
for such elements. Thus a combination of rational and constrained polynomials bases may find 
application. 
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