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Abstract
We consider static spherically symmetric solutions of the Einstein
equations with cosmological constant Λ coupled to the SU(2) Yang
Mills equations that are smooth at the origin r = 0. We prove that all
such solutions have a radius rc at which there is a horizon. However,
for any positive integer N , there exists a small positive ΛN , such that
whenever 0 < Λ < ΛN , there exist at least N distinct solutions for
which the singularity is only a coordinate singularity and the solution
can be extended to r > rc.
1 Background
1.1 Introduction
There have been numerous studies of the Einstein equations without cos-
mological constant coupled to the SU(2)-Yang Mills equations ever since
Bartnik and McKinnon found numerical evidence of (particlelike) solutions
that are globally smooth and asymptotically Minkowski space. Subsequently,
Smoller and Wasserman established rigorously, the existence of an infinite
∗Part of a doctoral thesis at the University of Michgan under the supervision of Pro-
fessor Joel A. Smoller
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family of such solutions ([3]). In this paper, we consider the same system,
but with a small positive cosmological constant Λ. We prove, in Theorem I,
that no such solution can be regular in the sense of the particlelike solutions.
Specifically, we prove that every solution that is regular at the origin must
give rise to an horizon. In Theorem II we prove the existence of solutions
in which this horizon is only a coordinate singularity; i.e., solutions in which
the apparent singularity is due only to choice of Schwarzschild coordinates.
Such solutions, (which we call noncompact), can be identified by the number
of zeros of one of the coefficients of the Yang-Mills connection.
The static spherically symmetric Einstein-Yang-Mills equations with the
cosmological constant take the form of two differential equations for the vari-
ables A(r) and w(r):
rA′ + 2Aw′2 = Φ and (1-1)
r2Aw′′ + rΦw′ + w(1− w2) = 0 (1-2)
where
Φ = 1− A− (1− w
2)2
r2
− Λr2. (1-3)
A is the same A that appears in a spherically symmetric metric written as
ds2 = −C2(r, t)A(r, t) dt2 + 1
A(r, t)
dr2 + dΩ2 (1-4)
(dΩ2 = r2 dφ2 + r2 sin2 φ dθ2)
and w is the same w that appears in the spherically symmetric connection
on an SU(2) bundle; namely,
ω = a(r, t)τ3 dt + b(r, t)τ3 dr + w(r, t)τ2 dφ
+ (cosφτ3 − w(r, t) sin φτ1) dθ. (1-5)
τi are the following matrices which form a basis of su(2):
τ1 = i/2
[
0 −1
−1 0
]
, τ2 = i/2
[
0 i
−i 0
]
, τ3 = i/2
[ −1 0
0 1
]
.
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There is also an equation for C,
rC ′ = 2w′2C. (1-6)
However, equation (1-6) separates from equations (1-1) and (1-2) and yields
C(r) = C(r = 0)e
∫
r
t=0
(2w′2/t) dt (1-7)
where C(r = 0) can be assigned arbitrarily.
Throughout this paper, we will make use of the following equation (for
different choices of β) that is easily obtained from equations (1-1) and (1-2):
r2(Aw′β)′ + rw′β[(β − 1)Φ + 2Aw′2] + βww′β−1(1− w2) = 0. (1-8)
Particularly useful are the cases β = 1,
r2(Aw′)′ + 2rw′2(Aw′) + w(1− w2) = 0 (1-9)
and β = 2,
r2(Aw′2)′ + rw′2[Φ + 2Aw′2] + 2ww′(1− w2) = 0. (1-10)
We begin by stating some simple facts and preliminary results. In Sec-
tion 2, we prove Theorems I and II. Section 3 contains proofs of the technical
lemmas used in Chapter 2.
1.2 Preliminaries
In this section, we state some basic facts regarding solutions to Equa-
tions (1-1) and (1-2).
Fact 1: The equations are invariant under the transformation (r, A,w)→
(r, A,−w).
Fact 2: If w is constant, equation (1-2) implies w ≡ ±1 or w ≡ 0.
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Integrating equation (1-1) with w2 ≡ 1 yields
A = 1− 2M
r
− Λr
2
3
(1-11)
where M is an arbitrary constant. With a possibly rescaled t, this is a
deSitter space with constant Yang Mills connection,
ds2 = −(1 − 2M
r
− Λr
2
3
)dt2 + (1− 2M
r
− Λr
2
3
)−1dr2 + r2dΩ2
w2 ≡ 1. (1-12)
If w ≡ 0, another simple calculation yields
A(r) = 1− Λr
2
3
+
1
r2
+
c
r
; w ≡ 0 (1-13)
where c is an arbitrary constant. If, for any r > 0, w′(r) = 0 and w2(r) = 1
or 0, then by uniqueness of solutions of ordinary differential equations, the
solution must be (1-12) or (1-13).
Fact 3: There is another known explicit solution; namely Einstein
space, when Λ = 3/4, A = 1− r2/2, and w = √A.
Fact 4: Given any Λ and λ there is an interval Iλ = [0, rλ) in which
there exists a solution of equations (1-1) and (1-2) with the
following properties:
(I): limrց0(A(r),w2(r),w′(r),w′′(r)) = (1, 1, 0,−λ),
(II): The solution is analytic in the interior of Iλ,
and C2+α in Iλ for a small α > 0.
(III): The solutions depend continuously on λ.
A proof of Fact 4 in the case Λ = 0 can be found in [8]. The same proof is
valid with minor modification in the general case Λ 6= 0.
We define the region
Γ = {(r, A,w,w′) : r > 0, A > 0, w2 ≤ 1 and (w,w′) 6= (0, 0)}.
We then set rc to be the smallest value of r that satisfies A(rc) = 0 if such
an r exists and set rc =∞ if no such r exists.
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Figure 1.
✻
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r0 ρ¯ r1re rc
w(r¯) > 1, w′(r¯) = 0, w′′(r¯) ≤ 0
r¯
Fact 5: Suppose for some r0 ≥ 0, (r0, A(r0),w(r0),w′(r0)) ∈ Γ but
(re, A(re),w(re),w
′(re)) /∈ Γ for some re ∈ (r0, rc). Then
(r, A(r),w(r),w′(r)) /∈ Γ for all r ∈ [re, rc).
Proof of Fact 5: At re, one of the following must hold:
(1): A(re) = 0,
(2): (w(re),w
′(re)) = (0, 0), or
(3): w(re)
2 > 1.
We now examine each of these cases.
Case 1. re = rc and so there is nothing to prove.
Case 2. From Fact 2, w ≡ 0, contrary to the hypotheses.
Case 3. Because the equations are smooth in the region [r0, r1], w is also
smooth in this region. It follows that there exists a ρ¯ ∈ (r0, r1) that satisfies
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w2(ρ¯) = 1 and w′w(ρ¯) ≥ 0. If w′(ρ¯) = 0, then by Fact 2, w2 ≡ 1. We may
therefore assume that w′(ρ¯) 6= 0. Thus, there exists also an r¯ ∈ (ρ¯, r) such
that w′(r¯) = 0 and w′′w(r) < 0; (see Figure 1). But equation (1-2) shows
that this is impossible. 
Fact 6: Let r0 and rc be such that r0 < rc, (r0, A(r0),w(r0),w
′(r0)) ∈
Γ and limrրrc A(rc) = 0. If there exists a ρ in (r0, rc) that
satisfies (ρ, A(ρ),w(ρ),w′(ρ)) /∈ Γ, then limrրrc w′2(r) =∞.
Proof of Fact 6. The Intermediate Value Theorem guarantees the existence
of an re ∈ (r0, ρ) such that w2(re) = 1. Fact 5 states that w2(r) > 1 for all
r ∈ (re, rc). Using Fact 1, we lose no generality by assuming w(re) = 1.
Fact 2 ensures that w′(re) > 0. As in the proof of Fact 5, equation (1-2)
implies that w′(r) > 0 in the entire interval (re, rc); i.e., limrրrc w(r) exists.
We now prove limrրrc w
′(r) exists also. To this end, it suffices to find a
w′c, possibly infinite, such that limrnրrc w
′(rn) = w′c for any sequence {rn}
that approaches rc and also satisfies w
′′(rn) = 0. On any sequence, {rn} ր rc
for which w′′(rn) = 0,
w′(rn) = −w(rn)(1− w
2(rn))
rnΦ(rn)
. (1-14)
Since w(1−w2) has a nonzero limit as r ր rc, it follows from equation (1-3)
that Φ also has a limit as r ր rc. Consequently, the right side of equa-
tion (1-14) has a limit; i.e., limrրrc w
′(r) exists.
If limrրrc w
′(r) is finite, then limrրrc Aw
′(r) = 0. Since Aw′(r) > 0 in a
neighborhood of rc, there exists a sequence {sn} ր rc such that
(Aw′)′(sn) < 0. (1-15)
However, equation (1-9) implies that
(Aw′)′(r) > 0 for all r near rc. (1-16)
Clearly both equation (1-15) and equation (1-16) cannot hold. We conclude
limrրrc w
′(r) =∞. 
The significance of Fact 6 is the following:
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Fact 7: There is a non-singular change of coordinates such that the
metric takes the form
ds2 = f 2(u, v)(dv2 − du2) + r2(dφ2 + sin2 φ dθ2)
near rc whenever limrրrcw
′2(r) < ∞. When this holds, the
transformation is such that the Yang Mills curvature F is
nonsingular near rc and such that r > rc in the extended
solution.
A proof of Fact 7 can be found in [5]. The proof is valid with minor modifi-
cation also when Λ 6= 0.
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2 Existence of Noncompact Solutions
In this section, we establish the existence of noncompact solutions. Such
solutions are characterized by the property that they are smooth for 0 ≤ r <
rc where rc is a finite value (crash point) at which A = 0. Although, as we
shall see, all solutions which are smooth at the origin have a crash point, the
noncompact solutions are distinguished by the fact that the singularity at
rc can be removed by a Kruskal-like change of coordinates in which r > rc
in the extended solution. Furthermore, the Yang Mills field is well behaved
under the change of coordinates.
2.1 Outline of Existence Proof
The existence proof is based on three theorems relating to particlelike
solutions which hold only in the case Λ = 0.
PL 1. For each n > 0 there is a solution (An(r),wn(r)) of equations (1-1)
and (1-2) that satisfies the following conditions:
(I): (An(0),wn(0),w
′
n(0)) = (1, 1, 0),
(II): the solution is regular (i.e.,A(r) > 0) for all r > 0,
(III): limrր∞(An(r),w2n(r),w
′
n(r)) = (1, 1, 0), and
(IV): wn has n zeros.
PL 2. Let P¯n = (r¯n, A¯n, w¯n, w¯
′
n) be a sequence of points in Γ such that
w¯2n → 1, r¯n →∞ and r¯n(1− A¯n) < M
for some M > 0. Let Pn(r) = (r, A(r),w(r),w
′(r),w′(r)) be the orbit through
P¯n, defined for r > rn and suppose that
0 ≤ w′(rn)/w(rn) ≤ 1.
Then for sufficiently large n, Pn(r) exits Γ through w
2 = 1, at r = rne and
Θ(w¯, w¯′)−Θ(w(rne ),w′(rne )) < 5π/4 where Θ(w,w′) = arctan(w′/w).
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PL 3. There exists a λ¯ , 1 < λ¯ < 2 such that whenever λ < λ¯, A > 0 as
long as the orbit is in Γ.
[3] contains a proof of PL 1 and PL 2. A proof of PL 3 can be found in [4].
Fact 4 gives a continuous one parameter family of solutions that are
smooth in a neighborhood of r = 0 and satisfy A(0) = 1, w(0) = 1, w′(0) = 0
and w′′(0) = −λ < 0. Throughout the remainder of this paper, unless
otherwise stated, all solutions (A,w) are members of this family. We will
consider Λ and λ as parameters and write solutions as
(A(Λ, λ, r),w(Λ, λ, r))
when necesssary to avoid ambiguity.
Considering Fact 7, it suffices to find solutions for which w′(r) remains
finite as r ր rc. We will show that there exist solutions for which w′ not
only remains bounded but for which limrրrc w
′(r) exists. Such solutions will
be found by a perturbation argument that can be described as follows:
PL 2 gives solutions (A(0, λn, r),w(0, λn, r)) that satisfy the following
conditions:
(I): w(0, λn, r) has n zeros,
(II): the orbit of (A(0, λn, r),w(0, λn, r)) leaves Γ through w =
−1 if n is odd, the orbit of (A(0, λn, r),w(0, λn, r)) leaves Γ
through w = 1 if n is even, and
(III): A(r) > 0 at the exit point re.
(See [3]).
Perturbing these solutions by changing Λ will give similar solutions
(A(Λ, λn, r),w(Λ, λn, r)) and (A(Λ, λn+1, r),w(Λ, λn+1, r)) provided Λ is small.
We will fix such a small Λ and consider all solutions (A(Λ, λ, r), w(Λ, λ, r))
where λ is between λn and λn+1. One of the perturbed solutions will be
noncompact.
The perturbation argument requires that A′, w, and w′ be well behaved
near rc and that rc be a continuous function of λ. This may not be the case
when r2c ∈ JΛ where JΛ is the interval defined by
JΛ = (0, 2] ∪ [1−
√
1− 4Λ
2Λ
,
1
Λ
]. (2-1)
We will eliminate this possibility.
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2.2 Existence Proof
The next Theorem shows that the cosmological constant precludes glob-
ally regular solutions in the sense of PL 1.
Theorem I. For any Λ > 0 and λ, there exists an rc(Λ, λ) ≤
√
3/Λ such
that either limrրrc A(r) = 0 or limrրrcw
′2(r) =∞.
Proof : We suppose a solution (A,w) to be valid up to rc and consider the
following function:
µ(r) = r(1− A− Λr2/3). (2-2)
A simple calculation using equation (1-1) yields
µ′ = 2Aw′2 +
(1− w2)2
r2
. (2-3)
Now, obviously, µ′ ≥ 0 whenever A > 0. Moreover, A > 0 whenever µ < 0
and r <
√
3/Λ. If, for any rˆ < min{rc,
√
3/Λ}, µ(r) < 0, then µ(r) < 0 for
all r ∈ [0, rˆ]. In particular, µ(0) < 0 and, thus, A(0) > 1. Because we are
considering only solutions in the family of Fact 4, we conclude that
0 < A(r) ≤ 1− Λr2/3 whenever r ∈ (0,min{rc,
√
3/Λ}). (2-4)
If for some rˆ ∈ (0,min{rc
√
3/Λ}), w2(rˆ) = 1 and w′(rˆ) = 0, then Fact 2
implies equations (1-1) and (1-2) have a solution of the form
A(r) = 1− Λr
2
3
+ (A(rˆ) +
Λrˆ2
3
− 1) rˆ
r
.
The only such solution that satisfies A(0) = 1 is
A(r) = 1− Λr2/3.
But this solution clearly satisfies the Theorem.
To complete the proof, we need consider only the remaining situation;
that in which for all r ∈ (0,min{rc,
√
3/Λ}), either w2(r) 6= 1 or w′(r) 6= 0;
i.e., µ′ > 0. In this case, there are ǫ > 0 and δ ∈ (0,min{rc,
√
3/Λ}),
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such that µ(r) > ǫ whenever r ∈ (δ,min{rc,
√
3/Λ}). On the other hand, if
rc ≥ 3/
√
Λ, then equation (2-2) shows that µ(
√
3/Λ) < 0. It must be, then,
that rc <
√
3/Λ. 
We also have the following:
Lemma 2.1. limrրrc A(r) exists. Furthermore, if both limrրrc A(r) > 0 and
limrրrcw
2(r) <∞, then limrրrcw′2(r) <∞.
Proof : Equation (1-1) implies A′ is bounded from above in a neighborhood of
rc. Thus, limrրrc A(r) exists. If limrրrc A(r) > 0 and there exists a sequence
{rn} ր rc that satisfies limnր∞w′(rn) =∞, then limnր∞Aw′(rn) =∞ and
the sequence can be chosen so that (Aw′)′(rn) > 0 also. However, equa-
tion (1-9) shows that there can be no such sequence. 
We now make precise the set of solutions subject to perturbation by
defining
K(Λ0, λ0) = {(Λ, λ) : 0 ≤ Λ ≤ Λ0 and 0 ≤ λ ≤ λ0}.
In Section 3 we will establish the existence of Λ0 and λ0 such that the set
K = K(Λ0, λ0) (2-5)
satisfies the following conditions:
(I): all solutions subject to perturbation lie in K,
(II): for all solutions inK, limrրrc(A
′(r),w(r),w′(r)) = (A′c,wc,w
′
c)
exists. Moreover, both A′c and wc are finite, and
(III): for any Λ ∈ (0,Λ0], rc(λ) is a continuous function of λ.
For each solution (A(Λ, λ, r),w(Λ, λ, r)), (Λ, λ) ∈ Ko (interior of K), there
exists a smallest rc > 0 at which the solution leaves Γ. Given a K, we define
the subsets
Kc = {(Λ, λ) ∈ Ko : A(rc) = 0} and (2-6)
K¯c = {(Λ, λ) ∈ Ko : A(rc) > 0}. (2-7)
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We will refer to a solution (A(Λ, λ, r),w(Λ, λ, r)) as a solution in K, Kc or
K¯c whenever (Λ, λ) is in any of these respective sets.
To distinguish Kc from K¯c, we denote rc by re for solutions in K¯c; i.e.,
re(Λ, λ) satisfies w
2(re) = 1 and A(re) > 0 for solutions that exit Γ with
positive A.
Lemma 2.1 precludes the possibility that both
limrրrcw
2(r) ≤ 1, and limrրrcA(r) > 0
and
limrրrcw
′2(r) =∞
hold simultaneously; i.e., an orbit cannot leave Γ because w′ blows up.
The continuity of rc as a function of λ will be proved in the general case
in Section 3. Here, we prove that the set K¯c is open and rc(λ) restricted to
K¯c is continuous.
Lemma 2.2. Suppose (Λ¯, λ¯) ∈ K¯ and w(Λ¯, λ¯, re(Λ¯, λ¯)) = ±1. Then for
every ǫ > 0 there exist δ > 0 such that whenever max{|Λ− Λ¯|, |λ− λ¯|} < δ,
|re(Λ, λ)− re(Λ¯, λ¯)| < ǫ, A(re(Λ, λ)) > 0 and w(Λ, λ, rc(Λ, λ)) = ±1.
Proof : Lemma 2.1 implies that any solution (A,w) that satisfies A(re) > 0,
also satisfies limrրrew
′2(r) <∞. From standard theorems it follows that the
solution (A(Λ¯, λ¯),w(Λ¯λ¯)) can be extended to some r˜ > re(Λ¯, λ¯) with A > 0
whenever r < r˜. Also, invoking Fact 1 and Fact 2, we may assume that
w(Λ¯, λ¯, re(Λ¯, λ¯)) = 1 and w
′(Λ¯, λ¯, re(Λ¯, λ¯)) > 0. There then exist η > 0 and
rη ∈ (re, r˜) such that
w(Λ¯, λ¯, rη) = 1 + 2η.
Continuous dependence on parameters and standard theorems guarantee
the existence of a neighborhood V = (Λ¯ − δ, Λ¯ + δ) × (λ¯ − δ, λ¯ + δ) such
that whenever (Λ, λ) ∈ V , the solution A(Λ, λ, r) exists beyond rη and
w(Λ, λ, rη) > 1 + η > 1; i.e., (A,w) also exits Γ at re(Λ, λ) through w = 1.
It remains to prove that re(Λ, λ) is continuous. w(Λ, λ, r) and w
′(Λ, λ, r)
are continuous in r at (Λ¯, λ¯, re(λ¯, λ¯)) and w
′(Λ¯, λ¯, re(Λ¯, λ¯)) 6= 0. The Implicit
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Function Theorem gives the continuity of rc locally. Fact 5 implies that there
is no other r > 0 satisfying w2(r) = 1. This completes the proof. 
In the process of proving Lemma 2.2 we also proved the following:
Lemma 2.3. For any (Λ, λ) ∈ K¯c, A′ and w′ have finite limits as r ր
re(Λ, λ).
The existence of noncompact solutions is a corollary of the following which
assumes results to be proved in Section 3:
Lemma 2.4. Suppose w′(Λ, λ0, rc(Λ, λ0)) = ±∞. Then there exists a neigh-
borhood Uλ0 of λ0 such that for all λ ∈ Uλ0 one of the following holds:
(1): w′(Λ, λ, rc(Λ, λ)) = ±∞,
(2): w(Λ, λ, rc(Λ, λ)) = ±1, or
(3): (A(Λ, λ, r),w(Λ, λ, r)) is noncompact.
Proof : From Fact 1, we may assume, without loss of generality, that
w′(Λ, λ0, rc(Λ, λ0)) = −∞.
Because for λ near λ0, limrրrc(Λ,λ)w
′(r) exists, the only alternatives to Cases
(1), (2), and (3) are the following:
(a): w′(Λ, λ, rc(Λ, λ) = +∞ or
(b): w(Λ, λ, rc(Λ, λ)) = 1.
We show that the assumption that either (a) or (b) holds for λ sufficiently
close to λ0 leads to a contradiction. Assuming that rc(Λ, λ) is a continuous
function of λ, we prove that
(i): for λ sufficiently close to λ0, rc(Λ, λ) > rc(Λ, λ0) and
(ii): for λ sufficiently close to λ0, rc(Λ, λ) < rc(Λ, λ0).
Both (i) and (ii) cannot hold, so we will have the desired contradiction.
To prove (i), we choose arbitrary M > 0. Then, there exist ǫ such that
w′(Λ, λ0, r) < −2M whenever r is within ǫ of rc(Λ, λ0). The continuity of rc
implies the existence of δ > 0 such that rc(Λ, λ) > rc(Λ, λ0)− ǫ whenever λ
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is within δ of λ0. Continuous dependence on parameters ensures (choosing δ
smaller if necessary) that w′(Λ, λ, r) < −M whenever λ is within δ of λ0 and
r ∈ (rc(Λ, λ0) − ǫ,min{rc(Λ, λ0), rc(λ, λ)}); i.e., rc(Λ, λ) > rc(Λ, λ0) when
either (a) or (b) holds; for when either holds, w′(rc(Λ, λ)) > 0. This proves
(i).
To prove (ii), we note that Lemma 3.4 states that rc(Λ, λ0) > 1/
√
Λ.
Equation (1-3) then implies that there exist c > 0 and r˜ < rc(Λ, λ0) such
that any λ that satisfies rc(Λ, λ) > r˜ also satisfies Φ(Λ, λ, r) < −c whenever
r ∈ (r˜, rc(Λ, λ)) . Also, by continuous dependence on parameters and the
fact w′(Λ, λ0, rc(Λ, λ0)) = −∞, for such λ, there exist rˆ ∈ (r˜, rc(Λ, λ, rc(Λ, λ))
such that w′(Λ, λ, rˆ) < −2/(rˆc) provided that λ is also sufficiently close to
λ0. Now, if for any of these λ either (a) or (b) holds, then there exist
s ∈ (rˆ, rc(Λ, λ)) that satisfy w2(s) < 1, w′(s) < −1/(rˆc) and w′′(s) > 0.
Thus,
[r2Aw′′ + rΦw′ + w(1− w2)]r=s < 0.
But this contradicts equation (1-2). We conclude that, for λ sufficiently close
to λ0, rc(λ, λ) < rc(Λ, λ0). 
Theorem II. For each positive integer N , there exist ΛN such that for each
fixed Λ ∈ (0,ΛN) there exist {λn(Λ)}Nn=1 such that the solution
(A(Λ, λn(Λ), r),w(Λ, λn(Λ), r)) is noncompact and w(Λ, λn(Λ), r) has at least
n zeros between r = 0 and r = rc(Λ, λn).
Proof : We recall from Fact 7 that it suffices to find solutions in K for which
limrրrcw
′2(r) < ∞. To this end, using PL 2 and continuous dependence
on parameters, we can find (for sufficiently small fixed Λ) λ˜n and µ˜n such
that
(I): (A(Λ, λ˜n, rc(Λ, λ˜n)),w(Λ, λ˜n, rc(Λ, λ˜n))) = (A
−
c ,−1) and
(A(Λ, µ˜n, rc(Λ, λ˜n)),w(λ, µ˜n, rc(Λ, µ˜n))) = (A
+
c , 1) where A
−
c
and A+c are both strictly positive, and
(II): w(Λ, λ˜n, r) and w(Λ, µ˜n, r) both have at least n zeros before
their respective crash points.
Condition (II) follows from the Implicit Function Theorem and Fact 2. With-
out loss of generality, we assume that λ˜n < µ˜n. If this is not the case, we
simply interchange their roles in what follows. Next, we define
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λˆn = sup{λ˜n < µ˜n that satisfy (I) and (II)} and
µˆn = inf{µ˜n > λˆn that satisfy (I) and (II)}.
Clearly λˆ ≤ µˆ. It follows from Lemma 2.4, Lemma 2.2 and the definitions
of λˆ and µˆ that the inequality is strict; i.e., λˆ < µˆ and that {Λ}× [λˆ, µˆ] ∈ Kc.
From Lemma 3.3 it also follows that for all λ ∈ [λˆ, µˆ], either w′2(rc(Λ, λ)) =
∞ or (A(Λ, λ, r),w(Λ, λ, r)) is noncompact.
We now define
E+ = {λ ∈ [λˆn, µˆn] : w′(Λ, λ, rc(Λ, λ)) =∞} and
E− = {λ ∈ [λˆn, µˆn] : w′(Λ, λ, rc(Λ, λ)) = −∞}.
Lemma 2.4 implies for each λ ∈ E+ the existence of an open set Uλ containing
λ and such that Uλ ∩ E− is empty. Similarly, for each λ ∈ E−, there exists
an open set Uλ containing λ such that Uλ ∩ E+ is empty. Clearly, U+ =⋃
λ∈E+ Uλ and U
− =
⋃
λ∈E− Uλ are open sets. Also, U
+ ∩ E− and U− ∩ E+
are both empty. Now, either U+ and U− are disjoint or they have nonempty
intersection. If they are disjoint, then because [λˆ, µˆ] is connected, there
exists at least one λp such that λp ∈ [λˆ, µˆ] but λp /∈ E− ∪ E+. If they are
not disjoint, then there exists a λp ∈ U+ ∩ U− and again, λp 6∈ E+ ∪ E−.
(A(Λ, λp, r),w(Λ, λp, r)) is, therefore, noncompact. 
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3 Proofs of Technical Lemmas
In this section we establish the claims made in Section 2 that were used
to prove Theorem II. The main goals are to establish the continuity of rc
as a function of λ for fixed Λ and to establish limits on A′, w, and w′ as r
approaches rc . For technical reasons, the possibilities are broken down as
follows:
(1): rc = re; i.e., an orbit leaves Γ with A > 0 and w
2 = 1,
(2): A(rc) = 0 and rc ≤
√
2,
(3): A(rc) = 0 and
√
2 ≤ rc ≤ 1/
√
Λ, and
(4): A(rc) = 0 and 1/
√
Λ < rc ≤
√
3/Λ.
We have already proved the continuity of rc in Case 1. (See Lemma 2.2.)
We will exclude Case 2. The reason for choosing R =
√
2 is that with this
choice, in either of Case 3 and Case 4, we can establish limits on w′ and A′
as r ր rc. Case 3 will then be shown to be impossible. Finally, we will prove
the continuity of rc in Case 4.
3.1 Limits of w and A′
We begin by eliminating Case 2 and establishing the limits on A′, w, and
w′ if rc is in the remaining region.
Lemma 3.1. Let R > 1 be arbitrary and define
ΓR = Γ ∩ {r, A,w,w′ : 0 < r < R}.
There exist λ¯(0), ǫ > 0 and Λ˜ such that for any Λ ∈ [0, Λ˜] and any λ ∈
[0, λ¯(0)), the solution A(Λ, λ, r), w(Λ, λ, r) exits ΓR at some re ≤ R and
A(r,Λ, λ) > ǫ in the interval [0, re].
Proof : We define λ¯(0) = limnր∞ λn(0) where λn(0) is the value of λ
that produces the nth particlelike solution. For any λ < λ¯(0), necessarily
A(0, λ, r) > 0 for all r ∈ [0, re(0, λ)] ([3] Theorem 3.1). Therefore, for any
λ¯ < λ(0) and any λ < λ¯, there are two possibilities:
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(A): A(0, λ, r) is a particlelike solution, or
(B): w2(0, λ, re) = 1 for some re > 0.
In Case A, A > 0 for all r > 0. Continuous dependence on parameters
ensures that for any R > 0, there exists a (Λ, λ)-neighborhood Uλ of (0, λ)
such that A(Λ, λ, r) > 0 whenever (Λ, λ) ∈ Uλ and 0 ≤ r ≤ R.
In Case B, Lemma 2.2 also implies the existence of a (Λ, λ)-neighborhood
Uλ such that w
2(Λ, λ, re(Λ, λ)) = 1 and A > 0 throughout the interval
[0, re(Λ, λ)) whenever (Λ, λ) ∈ Uλ. (re is the point at which the solution
exits Γ.)
Thus, we have for each λ, a neighborhood Uλ such that whenever (Λ, λ) ∈
Uλ, the solution (A(Λ, λ, r),w(Λ, λ, r)) exits ΓR at some r
R
e (Λ, λ) ≤ R and
A(Λ, λ, r)) > 0 throughout the interval [0, rRe ]. The result now follows be-
cause the interval [0, λ¯] is compact. 
Throughout the rest of this paper, we fix R =
√
2 and unless stated
otherwise, assume solutions lie in the setK defined by Λ˜ and λ0 of Lemma 3.1.
As an obvious consequence of Lemma 3.1 we have, for such solutions, the
following:
Lemma 3.2. Suppose A(rc) = 0. Then rc >
√
2.
The next Lemma is crucial to establishing the continuity of rc.
Lemma 3.3. Suppose limrրrcw
2(r) <∞. Then Aw′2, Φ, A′, and w all have
finite limits as r ր rc.
Proof : We first note that from equation (1-1) it is clear that the existence
and finiteness of any two of the limits of Aw′2, A′ and Φ implies the existence
and finiteness of the third. Also limrրrc Φ(r) exists if and only if limrրrc w(r)
exists.
In Lemma 2.3 we already proved the result in the case where A(rc) > 0.
Thus, we may assume A(rc) = 0. We define
z(r) =
Φ
r
+
2Aw′2
r
. (3-1)
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A simple calculation using equations (1-1) and (1-2) yields
r2z′ + 2rw′2z + 2(1−A− 2(1− w
2)2
r2
) = 0. (3-2)
Because r2c > 2, the last term on the left side of equation (3-2) is strictly
positive whenever r is sufficiently close to rc. Thus, near rc, we cannot have
z(r) = z′(r) = 0. Also, z′ < 0 whenever z = 0. Therefore, z has only one
sign near rc. There are now two cases to consider:
(A): z > 0 near rc and
(B): z < 0 near rc.
In either case, since the last term on the left side of equation (3-2) is bounded,
z′ is bounded from one side or the other; i.e., limrրrc z(r) exists.
Case A. z > 0 near rc. Equation (3-2) implies z
′ < 0 near rc. Therefore
limrրrc z(r) is finite. We consider the two subcases:
(Ai): limrրrc z > 0 and
(Aii): limrրrc z = 0.
Case Ai. We prove that the assumption that Aw′2 has no limit leads to
a contradiction. For under this assumption, there exists a sequence {rn}
such that (Aw′2)′(rn) = 0 and Aw′
2(rn) > ǫ; i.e., w
′2(rn) → ∞. Evaluating
equation (1-10) at rn gives
w′[r2w′z + 2w(1 − w2)]r=rn = 0.
As n ր ∞, the first term in parentheses dominates the second term since
the second term remains bounded while the first term is unbounded; i.e., for
sufficiently large n, the expression on the left cannot equal 0. This proves
that Aw′2 has a limit.
Since z also has a limit, Φ and w must also have limits. Furthermore,
limrրrc Φ(r) is finite because w is bounded. Thus limrրrc Aw
′2 is also finite.
Cases Ai and B : By hypothesis, Φ is bounded near rc. Thus, since z is
bounded from above and Aw′2 ≥ 0, Aw′2 is also bounded. It follows that
−∞ < lim
rրrc
z(r) ≤ 0.
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We now define
y = ww′(1− w2). (3-3)
A straighforward calculation using equations (1-1) and (1-2) yields
r2Ay′ + rΦy + w2(1− w2)2 − r2Aw′2(1− 3w2) = 0. (3-4)
z ≤ 0 and Aw′2 ≥ 0 imply that limrրrcΦ(r) ≤ 0.
We prove that the assumption limrրrc Φ(r) does not exist leads to a con-
tradiction. Indeed, under this assumption, for some ǫ > 0 and any M > 0,
there exist rM0 and r
M
1 , r
M
0 < r
M
1 such that (rΦ) ≤ −ǫ in the interval [rM0 , rM1 ],
(rΦ)(rM0 ) = (rΦ)(r
M
1 ) = −ǫ, and (rΦ)′(rM0 ) < −M (See Figure 2). We de-
note by rMm the point on (r
M
0 , r
M
1 ) where rΦ is minimized.
Figure 2.
✲
✻
rΦ
r0
−ǫ
rM0 r
M
m r
M
1
r = rc
Since the last two terms on the left side of equation (3-4) are bounded,
there exists a positive B1 such that
r2Ay′ < −(rΦ)y +B1. (3-5)
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Now, a simple calulation using equations (1-1) and (1-3) yields
(rΦ)′ − 2Aw′2 − 2(1− w
2)2
r2
+ 2Λr2 − 4y
r
= 0. (3-6)
The middle three terms on the left side of equation (3-6) are also bounded;
i.e., there exist B2 > 0 such that
y <
r(rΦ)′
4
+B2. (3-7)
Inequality (3-7) allows us to choose M sufficiently large so that
y(rM0 ) <
−B1
ǫ
. (3-8)
Substituting inequality (3-8) into inequality (3-5) gives
y′(rM0 ) < 0. (3-9)
We claim that
y′(r) < 0 for all r ∈ [rM0 , rM1 ]. (3-10)
Indeed, (rΦ) < −ǫ in the open interval (rM0 , rM1 ). If there exists an s in this
interval that satisfies y′(s) = 0, we take s to be as small as possible. Clearly,
y(s) < y(rM0 ). However, inequalities (3-5) and (3-8) imply that
y(s) =
B1
sΦ(s)
>
B1
rM0 Φ(r
M
0 )
=
−B1
ǫ
> y(rM0 ).
Thus, there can be no such s. Inequality (3-10) follows.
Inequality (3-7) now yields, for rM0 sufficiently close to rc and all r ∈
(rM0 , r
M
1 ],
(rΦ)′(r) <
4(y(r)− B2)
r
<
4(y(rM0 )− B2)
r
<
4(y(rM0 )− B2)
rM0
+
M
2
< (rΦ)′(rM0 ) +
M
2
< 0. (3-11)
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(The third inequality holds because under the assumption that Φ(r) has no
limit as r ր rc, rM0 and rM1 can be made arbitrarily close.) In particular,
inequality (3-11), evalutated at rMm gives r
M
m < 0 which is impossible. This
proves Φ has a limit. Clearly, it is finite. Since limrրrc z(r) exists and is
finite, the result follows. 
3.2 Uniform bound on rc
To establish the existence of limrրrc w
′(r) and to prove the continuity of
rc we must eliminate the possibility that rc ∈ JΛ. The desired result is the
following:
Lemma 3.4. There exist Λ¯ such that for all Λ ∈ (0, Λ¯), for all λ,
rc(Λ, λ) > 1/
√
Λ
whenever A(rc(Λ, λ)) = 0, limrրrc(Λ,λ)w
2 ≤ 1,and limrրrc(Λ,λ)w′2(r) =∞.
Proof : Without loss of generality, we assume there is a sequence {rn} → rc
such that w′(rn) > (1 − 1/
√
3)/
√
6 and w′′(rn) > 0. Equation (1-2) and
Lemma 3.3 now yield
lim
rրrc
Φ(r) ≤ 0.
Multiplying equation (1-3) by r2, evaluating at rc, and solving as a
quadratic in r2c either
0 < r2c <
1−√1− 4Λ
2Λ
or (3-12)
1 +
√
1− 4Λ
2Λ
≤ r2c . (3-13)
Since
√
1− 4Λ = 1− 2Λ + ◦(Λ2), any rc that satisfies equation (3-12) is less
than
√
2 provided Λ is sufficiently small. Therefore, because of Lemma 3.2,
equation (3-12) can be ignored.
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We also consider only Λ sufficiently small so that√
(1 +
√
1− 4Λ)/(2Λ) > 1/
√
Λ− 2
and prove that, choosing Λ smaller if necessary, whenever A(rc) = 0, w
2(rc) ≤
1, and rc ∈ [1/
√
Λ−2, 1/√Λ], there exists an r¯ > 0 such that either A(r¯) = 0
or w2(r¯) = 1. Thus, such a solution cannot be in the family of Fact 4. This
will complete the proof.
We simplify notation by setting
aΛ =
2
3
√
Λ
− 3
√
3, bΛ =
2
3
√
Λ
, and cΛ =
1√
Λ
− 3.
Lemma 3.6 states that for any of the one parameter solutions of Fact 4,
Aw′2(r) < A throughout the interval [bΛ, cΛ] provided Λ is sufficiently small.
Lemma 3.7 states that there exist K > 0 such that under the same hypothe-
ses, A < K/r throughout the same interval. These lemmas, equations (2-2)
and (2-3) yield
µ′ < 2K˜/r (3-14)
throughout the interval [bΛ, cΛ] for some K˜ > K. Also, Lemma 3.5 gives
µ′ < 2M˜ (3-15)
throughout the interval [cΛ, rc] for some positive constant M˜ .
On one hand, integrating inequalities (3-14) and (3-15) gives
µ(rc)− µ(bΛ) =
∫ cΛ
s=bΛ
µ′(s) ds +
∫ rc
s=cΛ
µ′(s) ds
<
∫ cΛ
s=bΛ
2K˜/s ds+
∫ rc
s=cΛ
2M˜ ds
≤ 2K˜ ln(cΛ
bΛ
) + 6M˜
= 2K˜ ln(3/2− 9
√
Λ/2) + 6M˜. (3-16)
It is clear that for sufficiently small Λ,
µ(rc)− µ(bΛ) < L (3-17)
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where L is any number satisfying
L > 2K˜ ln(3/2) + 6M˜.
On the other hand, we consider also
h(r) = µ(r) + rA(r) = r(1− Λr
2
3
). (3-18)
h′(r) = 1− Λr2 > 0 for all r ∈ (0, rc). Therefore,
h(rc)− h(bΛ) > h(cΛ)− h(bΛ). (3-19)
A simple calculation yields
h(cΛ)− h(bΛ) = 8
81
√
Λ
+ ◦(Λ0). (3-20)
Inequality (3-19) and equation (3-20) together imply that
h(rc)− h(bΛ) > L (3-21)
for Λ sufficiently small. Now, µ(rc) = h(rc). So comparing inequality (3-21)
to inequality (3-17) gives
µ(bΛ) > h(bΛ) (3-22)
if Λ is sufficiently small. Also because µ(rc) = h(rc), either µ(r) > h(r) for
all r ∈ (bΛ, rc) or there exists an r¯ ∈ (bΛ, rc) such that µ(r¯) = h(r¯). In the
former case, equation (3-18) gives A < 0 in (bΛ, rc). We therefore rule this
case out. In the latter case, equation (3-18) gives A(r¯) = 0. This completes
the proof assuming Lemmas 3.5, 3.6 and 3.7. 
Lemma 3.5. There exist M > 0 such that for all (Λ, λ) ∈ Kc,
Aw′2(Λ, λ, r) < M for all r ∈ [0, rc(Λ, λ)].
Proof : Lemma 3.1 gives, for all solutions in K, an re ≤
√
2 such that (A,w)
exits Γ√2 at re and A(re) > 0. We define
ρ(Λ, λ) = min{1, re(Λ, λ)} and
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∆ = {(Λ, λ, r) : (Λ, λ) ∈ K and 0 ≤ r ≤ ρ(Λ, λ)}.
Standard results and Lemma 2.1 imply that any solution (A(Λ, λ, r),w(Λ, λ, r))
in K can be extended beyond ρ(Λ, λ). It follows from continuous dependence
of solutions on parameters that ∆ is a closed subset of R3. Being bounded,
it is also compact. Therefore, there exists an M1 such that
Aw′2(r) < M1 for all (Λ, λ, r) ∈ ∆. (3-23)
We have Aw′2(r) < M1 for r ∈ (0, rc) whenever ρ < 1. To find a bound when
ρ = 1 we define M = max{M1, 2 + 2/
√
27} and recall equation (1-10),
r2(Aw′2)′ + w′[rw′(Φ + 2Aw′2) + 2w(1− w2)] = 0. (1-10)
In the interval [1, rc] 0 < A < 1, |w(1 − w2)| < 2/(3
√
3), and, because of
Theorem I, Φ > −4. Also, for all r˜ in this interval, whenever Aw′2(r˜) > M ,
w′2(r˜) > 1. This and equation (1-10) imply that in the interval (1, rc),
(Aw′2)′(r˜) < 0 whenever Aw′2(r˜) > M. (3-24)
Inequalities (3-23) and (3-24) imply that Aw′2 cannot exceed M in the in-
terval (1, rc]. (3-23) also implies that Aw
′2 cannot exceed M (> M1) in the
interval [0, 1]. The result follows. 
We now improve on this bound in the interval [bΛ, cΛ].
Lemma 3.6. For Λ sufficiently small, any solution (A,w) in Kc that satis-
fies A(rc) = 0 with rc > cΛ + 1 also satisfies w
′2 < 1 throughout the interval
[bΛ, cΛ].
Proof : We first prove that
Φ + A >
1
r
for all r ∈ [aΛ, cΛ] (3-25)
whenever Λ is sufficiently small, (Λ, λ) ∈ Kc, and rc > cΛ + 1. To this end,
we consider Λ sufficiently small so that aΛ > 0 and examine the function
ψ(r) = 1− 1
r2
− Λr2 − 1
r
. (3-26)
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We will prove that ψ(r) > 0 for all r ∈ (aΛ, cΛ). The result will follow.
Now,
(rψ)(
1√
Λ
) = rψ(cΛ + 3) = −1−
√
Λ. (3-27)
Also,
(rψ)′(r) = 1 +
1
r2
− 3Λr2. (3-28)
From equation (3-28), it is clear that
(rψ′)(r)→ −2 uniformly in [cΛ, rc] as Λց 0. (3-29)
Equation (3-27) and (3-28) imply that, for sufficiently small Λ,
ψ(cΛ) > 0. (3-30)
Simple calculations give
ψ′(r) =
2
r3
− 2Λr + 1
r2
(3-31)
and
ψ′′(r) = − 6
r4
− 2Λ− 2
r3
. (3-32)
From equations (3-31) and (3-32), it follows readily that
r4ψ′(aΛ) = − 32
81Λ
+ ◦( 1√
Λ
) (3-33)
and
ψ′′(r) < 0 for all r > 0. (3-34)
For Λ sufficiently small, the right side of equation (3-33) is negative. This
and equation (3-34) imply that
ψ′(r) < 0 for all r ∈ (aΛ, cΛ). (3-35)
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Equations (3-30) and (3-35) establish that
ψ(r) > 0 for all r ∈ [aΛ, cΛ]. (3-36)
Finally,
ψ = Φ + A+ [
(1− w2)2
r2
− 1
r2
]− 1
r
≤ Φ + A− 1
r
.
Inequality (3-25) follows.
We now define the set
W = {r ∈ (aΛ, cΛ) : |w′(r)| ≤ 2
3
√
3
}. (3-37)
W is not empty. In fact,
W ∩ (aΛ, bΛ) is not empty. (3-38)
Indeed, otherwise, without loss of generality, (Fact1), we may assume that
w′(r) > 2/(3
√
3) for all r ∈ (aΛ, bΛ). Integrating this yields w(bΛ)−w(aΛ) >
2, contradicting the assumption that |w| ≤ 1 in [0, rc]. This establishes
(3-38).
Next, we define
rˆ = sup{r ∈ W}. (3-39)
Again using Fact 1, we assume that w′ > 2/(3
√
3) throughout the interval
(rˆ, cΛ). Equations (1-2) and (3-25) yield
w′′ =
1
r2A
[−r(Φ + A)w′ − w(1 − w2)] + w
′
r
<
w′
r
in (rˆ, cΛ). (3-40)
Integrating inequality (3-40) from rˆ to r with the condition w′(rˆ) = 2/(3
√
3)
yields
w′(r) <
2r
3
√
3rˆ
for all r ∈ (rˆ, cΛ). (3-41)
In particular,
w′(r) < 1 for all r ∈ (rˆ,min{cΛ, 3
√
3rˆ/2}). (3-42)
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Now,
3
√
3rˆ
2
>
3
√
3aΛ
2
=
3
√
3
2
[
2
3
√
Λ
− 3
√
3]
=
√
3√
Λ
− 27
2
. (3-43)
It follows easily from inequality (3-43) that for small Λ, 3
√
3rˆ/2 exceeds cΛ.
Substituting this fact into (3-42) yields w′(r) < 1 for all r ∈ [bΛ, cΛ]. 
Lemma 3.7. There exists a K such that for sufficiently small Λ, any solu-
tion that satisfies the hypotheses of Lemma 3.6 also satisfies A < K/r in the
interval [bΛ, cΛ].
Proof : Invoking Lemma 3.6 gives from equation (1-1)
(r3A)′ > r2(1− 1
r2
− Λr2) = r2 − 1− Λr4 > −1 (3-44)
throughout the interval [bΛ, cΛ]. Integrating inequality (3-44) from any r ∈
[bΛ, cΛ] to cΛ yields
A(r) <
cΛ
r3
− 1
r2
+
c3ΛA(cΛ)
r3
. (3-45)
Now,
cΛ < (3/2)bΛ < (3/2)r. (3-46)
Also, equation (1-1) and Lemma 3.5 yield the existence of M > 0 such that,
for Λ sufficiently small,
(rA)′ > −2M for all r ∈ [bΛ, rc]. (3-47)
Integrating inequality (3-47) from cΛ to rc yields
A(r) < 6M/r for all r ∈ [rc − 3, rc]. (3-48)
Since rc− 3 < cΛ, the result follows upon substituting (3-46) and (3-48) into
(3-45). 
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3.3 Limit of w′
Lemma 3.8. If 0 < Λ < Λ¯ (Λ¯ as in Lemma 3.4), limrրrc w
′(r) exists.
Proof : We have already proved this when A(rc) > 0. Thus, we need only
consider the case where A(rc) = 0. In view of Lemma 3.3, there are only two
subcases to consider:
(1): limrրrc Φ(r) 6= 0, and
(2): limrրrc Φ(r) = 0.
Case 1. We suppose that there exists a sequence {rn} ր rc such that
w′′(rn) = 0 for each n. Then equation (1-2) implies
w′(rn) =
w(rn)(w
2(rn)− 1)
rnΦ(rn)
. (3-49)
Consequently (again making use of Lemma 3.3) the right side of equation (3-49)
has a limit as nր∞. Since limrրrc Φ(r) 6= 0, the result follows.
Case 2. There are two subcases to consider:
(2a): limrրrc w 6= 0 and
(2b): limrրrc w = 0.
Case 2a. Equation (1-2) implies that w′ has one sign near rc. This is because
w has only one sign near rc and whenever w
′(r) = 0, w′′w(r) < 0. Now, as
in Case 1, for any sequence {rn} ր rc such that w′′(rn) = 0 for all n,
w′(rn) =
w(rn)(w
2(rn)− 1)
rnΦ(rn)
.
Clearly the right side of this equation goes to ±∞ as n ր ∞. Because w′
has only one sign, this must go to one or the other of ±∞. The result follows.
Case 2b. A(rc) = w(rc) = Φ(rc) = 0 implies r
2
c =
1±√1−4Λ
2Λ
. But Lem-
mas 3.2 and 3.4 preclude this for small Λ. 
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3.4 Continuity of rc
Lemma 3.9. For sufficiently small fixed Λ, rc(Λ, λ) is a continuous function
of λ.
Proof : We have already proved the continuity of rc as a function of λ for
solutions in K¯c (Lemma 2.2 and Lemma 2.1). It remains to prove the result
in the case (Λ, λ) ∈ Kc. From Lemma 3.4, we may assume that rc(Λ, λ) >
1/
√
Λ. Since Λ is fixed, we drop the dependence on it in what follows.
We recall the function µ(λ, r) = r(1 − A(λ, r) − Λr2/3) which, for each
λ, is a nondecreasing function of r (See equation (2-3)). Also, to simplify
notation, we define
h(r) = µ+ rA = r(1− Λr2/3)
and
δ(λ, ǫ) = h(rc(λ))− h(rc(λ) + ǫ).
Obviously, µ(λ, r) = h(r) if and only if A(r) = 0; i.e., only at rc(λ). Further-
more, h′(r) = 1−Λr2 < 0 whenever r is sufficiently close to rc(λ). Therefore,
δ(λ, ǫ) > 0 whenever ǫ > 0. Moreover, both h and µ are continuous, h is
decreasing, and µ is increasing. These facts enable us to find, for any ǫ > 0,
r˜ < rc(λ) such that
µ(λ, r˜) > h(r˜)− δ(λ, ǫ)
2
.
r˜ can be taken to be within ǫ of rc(λ). (See Figure 3.) Continuous dependence
on parameters now gives η > 0 such that whenever λ˜ is within η of λ,
µ(λ˜, r˜) > h(r˜)− δ.
Clearly, for all such λ˜,
rc(λ˜) > r˜.
We now prove by contradiction that for all such λ˜, rc(λ˜) < rc(λ) + ǫ. If
for any such λ˜, rc(λ˜) ≥ rc(λ) + ǫ, then, µ(λ˜, r) is well defined up to rc(λ) + ǫ
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and is a continuous function of r in the interval (r˜, rc(λ) + ǫ). Now, on one
hand,
µ(λ˜, rc(λ) + ǫ) ≥ µ(λ˜, r˜) > h(r˜)− δ > h(rc(λ))− δ = h(rc(λ) + ǫ). (3-50)
On the other hand, because A(λ˜, r˜) > 0,
µ(λ˜, r˜) = h(r˜)− r˜A(λ˜, r˜) < h(r˜). (3-51)
Equations (3-50), (3-51), and the Intermediate Value Theorem applied to
h(r)− µ(λ˜, r) (with fixed λ˜) guarantee an rc(λ) ∈ (r˜, rc(λ) + ǫ) such that
µ(λ˜, rc(λ)) = h(rc(λ˜));
i.e., A(λ˜, rc(λ˜)) = 0. This contradicts the assumption that rc(λ˜) > rc(λ) + ǫ
and completes the proof. 
Figure 3.
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