Introduction:
In their recently published paper Han et al. (2006) 
to the data of signal waveforms associated with optogalvanic (OG) transitions recorded with a hollow cathode discharge tube containing a mixture of neon (Ne) and carbon monoxide (CO) gases. Before fitting the function to the actual experimental data, they validate the method of curve fitting with the simulated data consisting of 601 points of [ ( ), ] s t t , where t =0, 0.25, 0.50, …, 150 at equal intervals. They observe that the regular least squares fitting technique is unstable when used to fit exponential functions to signal waveforms, since such functions are highly correlated. Therefore, they devise a procedure based on Monte Carlo method, utilizing both search and random walk. They report that the proposed procedure gives a stable least squares fitting algorithm that converges very rapidly. For their simulated data the details are given as follows. Table- A perusal of the results shows that Han et al. have been able to estimate the parameters that are quite close to the true ones (with which the simulated data were generated). For whatever little discrepancies remain, they hold that one reason is that some parameters ( 3 a and 3 b ) are small, so that the small differences between their true values and the fitted values amount to a larger percentage difference. Further, "the correlations between the parameters also contribute to the fact that the fitted values do not equal the true values." They do not attribute the discrepancies arising out of the power of their algorithm. This is exactly what has attracted us to this work.
Estimation of Parameters by the Differential Evolution based Algorithm:
We generate the data (601 points) and fit the equation (1) to it by an algorithm that obtains least squares by the Differential Evolution method of global optimization (Mishra, 2007) . This method has shown a great power in fitting nonlinear curves to datasets given by NIST (National Institute of Standards and Technology, USA), CPC-X and others. When we estimate the parameters of the model (equation -1) we obtain the results that are much more accurate than those obtained by Han et al. One of the sample results is given in table-3. It may be noted that we have run the program on a very slow computer (7.5 MHz). Even then, the solution has taken about 25 minutes only. Hahn et al. had obtained their results on a 1.7 GHz machine in 20 minutes. Further, our starting points are not as close to the true parameters as set by Han et al. We have given wider range as the domain of parameters. One set of our results is given in Table-2 below (time taken 25 min approx). Table- For the estimates reported in Table-2 Lest it causes confusion, it is to be noted that we have changed the sign of the parameter 2 a in our program so that all the parameters may become positive and lie in the ranges specified by us. This endeavour has saved a line or two in our program. Nevertheless, it was not necessary to do that. The subroutine that defines the OG function is given above (Subroutine REGMODEL_40). It is called by the Main/DE Program for function evaluation. The DE program may be obtained from the author. Our results indicate that neither of the two reasons postulated by Han et al. is responsible for the discrepancies in the true parameters and the estimated parameters obtained by them. If it were not so, the DE based least squares algorithm would not have given us the results that are much more close to the true parameters.
