Doubly $\Lambda$-commuting row isometries, universal models, and
  classification by Popescu, Gelu
ar
X
iv
:2
00
1.
10
78
0v
1 
 [m
ath
.O
A]
  2
9 J
an
 20
20
DOUBLY Λ-COMMUTING ROW ISOMETRIES, UNIVERSAL MODELS, AND
CLASSIFICATION
GELU POPESCU
Abstract. The goal of the paper is to study the structure of the k-tuples of doubly Λ-commuting row
isometries and the C∗-algebras they generate from the point of view of noncommutative multivariable
operator theory. We obtain Wold decompositions, in this setting, and use them to classify the k-tuples
of doubly Λ-commuting row isometries up to a unitary equivalence. We prove that there is a one-
to-one correspondence between the unitary equivalence classes of k-tuples of doubly Λ-commuting row
isometries and the enumerations of 2k unitary equivalence classes of unital representations of the twisted
Λ-tensor algebras ⊗Λ
i∈Ac
Oni , as A is any subset of {1, . . . , k}, where Oni is the Cuntz algebra with ni
generators. In addition, we obtain a description and parametrization of the irreducible k-tuples of doubly
Λ-commuting row isometries.
We introduce the standard k-tuple S := (S1, . . . , Sk) of doubly Λ-commuting pure row isometries
Si := [Si,1 · · ·Si,ni ] acting on the Hilbert space ℓ
2(F+n1 × · · · × F
+
nk ), where F
+
n is the unital free semi-
group with n generators, and prove that the universal C∗-algebra generated by a k-tuple of doubly
Λ-commuting row isometries is ∗-isomorphic to the C∗-algebra C∗({Si,s}). We introduce the regular Λ-
polyball BΛ(H) and show that a k-tuple T := (T1, . . . , Tk) of row operators Ti := [Ti,1 . . . Ti,ni ], acting
on H, admits S as universal model, i.e. there is a Hilbert space D such that H is jointly co-invariant for
Si,s ⊗ ID and
T ∗i,s = (S
∗
i,s ⊗ ID)|H, i ∈ {1, . . . , k} and s ∈ {1, . . . , ni},
if and only if T is a pure element of BΛ(H). This leads to von type Neumann inequalities and the
introduction of the noncommutative Berezin transform associated with the elements of the regular Λ-
polyball, which plays an important role. We use the Berezin kernel to obtain a characterization of
the Beurling type jointly invariant subspaces of the standard k-tuple S = (S1, . . . , Sk) and provide a
classification result for the pure elements in the regular Λ-polyball.
We show that any k-tuple T in the regular Λ-polyball admits a minimal dilation which is a k-tuple of
doubly Λ-commuting row isometries and is uniquely determined up to an isomorphism. Using the Wold
decompositions obtained, we show that T is a pure element in BΛ(H) if and only if its minimal dilation
is a pure element in BΛ(K). In the particular case when n1 = · · · = nk = 1, we obtain an extension of
Brehmer’s result, showing that any k-tuple in the regular Λ-polyball admits a unique minimal doubly
Λ-commuting unitary dilation.
Contents
Introduction
1. Doubly Λ-commuting row isometries and Wold decompositions
2. Standard k-tuples of doubly Λ-commuting row isometries
3. Classification of doubly Λ-commuting row isometries
4. Regular Λ-polyballs, noncommutative Berezin transforms, and von Neumann inequalities
5. Invariant subspaces and classification of the pure elements in the regular Λ-polyball
6. Dilation theory on regular Λ-polyballs
References
Date: October 14, 2019.
2000 Mathematics Subject Classification. Primary: 47A45; 46L06, Secondary: 47A20; 47A15; 46L65.
Key words and phrases. Multivariable operator theory, Wold decomposition, Λ-commuting row isometries, Cuntz alge-
bra, twisted tensor algebra, von Neumann inequality, invariant subspace, dilation theory.
Research supported in part by NSF grant DMS 1500922.
1
2 GELU POPESCU
Introduction
For each i, j ∈ {1, . . . , k} with i 6= j, let Λij := [λi,j(s, t)]ni×nj be an ni × nj-matrix with entries in
the torus T := {z ∈ C : |z| = 1} and assume that Λj,i = Λ∗i,j . Given row isometries Vi := [Vi,1 · · ·Vi,ni ],
i.e. Vi,sV
∗
i,t = δstI, we say that V := (V1, . . . , Vk) is a k-tuple of doubly Λ-commuting row isometries if
V ∗i,sVj,t = λi,j(s, t)Vj,tV
∗
i,s
for any i, j ∈ {1, . . . , k} with i 6= j and any s ∈ {1, . . . , ni}, t ∈ {1, . . . , nj}. We note that in the
particular case when n1 = · · · = nk = 1 and Λi,j = 1, the k-tuple (V1, . . . , Vk) consists of doubly
commuting isometries in the sense of Brehmer [3].
If C ⊂ {1, . . . , k}, we denote by ⊗Λi∈COni the universal C
∗-algebra generated by isometries Vi,s, where
i ∈ C, s ∈ {1, . . . , ni}, satisfying the Cuntz relations
Vi,1V
∗
i,1 + · · ·+ Vi,niV
∗
i,ni = I, i ∈ C,
and satisfying the Λ-commutation relation above for any i, j ∈ C with i 6= j and any s ∈ {1, . . . , ni},
t ∈ {1, . . . , nj}. Note that if λi,j(s, t) = 1, then ⊗Λi∈COni coincides with the usual tensor product of
Cuntz algebras ⊗i∈COni (see [6]). In general, the algebra ⊗
Λ
i∈COni can be seen as a twisted tensor
product of Cuntz algebras. We remark that, when n1 = · · · = nk = 1, the corresponding algebras are
higher-dimensional noncommutative tori which are studied in noncommutative differential geometry (see
[23], [5], [8], and the appropriate references there in). We should mention that C∗-algebras generated by
isometries with twisted commutation relations have been studied in the literature in various particular
cases (see [10], [19], [11], and [25]).
Our approach to study the k-tuples of doubly Λ-commuting row isometries and the C∗-algebras (resp.
non-self-adjoint algebras) they generate is from the noncommutative multivariable operator theory point
of view. Many of the techniques developed in [13], [14], [15], [16], [17] are refined and used in the present
paper.
Inspired by the work of De Jeu and Pinto [7] and J. Sarkar [20], who considered the particular case when
n1 = · · · = nk = 1, we obtain, in Section 1, Wold decompositions for k-tuples of doubly Λ-commuting
row isometries (see Theorem 1.7 and Theorem 1.9) and use them to provide, in Section 3, classification
and parametrization results for the k-tuples of doubly Λ-commuting row isometries. More precisely, we
prove that there is a one-to-one correspondence between the unitary equivalence classes of k-tuples of
doubly Λ-commuting row isometries and the enumerations of 2k unitary equivalence classes of unital
representations of the twisted Λ-tensor algebras ⊗Λi∈AcOni , as A is any subset of {1, . . . , k}, where Oni is
the Cuntz algebra with ni generators and A
c is the complement of A in {1, . . . , k}. In addition, we obtain
a description and parametrization of the irreducible k-tuples of doubly Λ-commuting row isometries.
An important role in our investigation is played by the standard k-tuples of doubly Λ-commuting
row isometries which are discussed in Section 2. In particular, we introduce the standard k-tuple S :=
(S1, . . . , Sk) of pure row isometries Si = [Si,1 · · ·Si.ni ] acting on the Hilbert space ℓ
2(F+n1 × · · · × F
+
nk
),
which plays a very special role. Here F+n denotes the unital free semigroup with n generators. We prove
that the C∗-algebra C∗({Si,s}) is ∗-isomorphic with the universal C∗-algebra generated by a k-tuple
of doubly Λ-commuting row isometries. If V = (V1, . . . , Vk) is a k-tuple of doubly Λ-commuting row
isometries and ⋂
i∈{1,...,k}
s∈{1,...,ni}
kerV ∗i,s 6= {0},
we show that the C∗-algebra C∗({Vi,s}) is isomorphic to C∗({Si,s}). This extends the result obtained
by Coburn [4] in the single variable case. Moreover, if JΛ is the closed two-sided ideal generated by the
projections I −
∑n1
s=1 S1,sS
∗
1,s, ..., I −
∑nk
s=1 Sk,sS
∗
k,s in the C
∗-algebra C∗({Si,s}), then we show that the
sequence of C∗-algebras
0→ JΛ → C
∗({Si,s})→ ⊗
Λ
i∈{1,...,k}Oni → 0
is exact.
In Section 2, we prove that the pure k-tuples of doubly Λ-commuting row isometries are unitarily
equivalent to the standard k-tuples S ⊗ ID := (S1 ⊗ ID, . . . , Sk ⊗ ID) acting on ℓ2(F+n1 × · · · × F
+
nk)⊗D,
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where D is a Hilbert space. A natural question that arises is the following. What are the k-tuples
T = (T1, . . . , Tk) of row operators Ti = [Ti,1 · · ·Ti,ni ], acting on a Hilbert space H, which admit S as
universal model, i.e. there is a Hilbert space D such that H is jointly co-invariant for Si,s ⊗ ID and
T ∗i,s = (S
∗
i,s ⊗ ID)|H,
for any i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}. We answer this question in Section 4. Employing noncommu-
tative Berezin transforms, we show that the relation above holds if and only if T = (T1, . . . , Tk) is a pure
k-tuple in the regular Λ-polyball BΛ(H), which is introduced as the set of all k-tuples of row contractions
Ti = [Ti,1 . . . Ti,ni ], i.e. Ti,1T
∗
i,1 + · · ·+ Ti,niT
∗
i,ni ≤ I, such that
Ti,sTj,t = λij(s, t)Tj,tTi,s
for any i, j ∈ {1, . . . , k} with i 6= j and any s ∈ {1, . . . , ni}, t ∈ {1, . . . , nj}, and such that
∆rT (I) := (id− ΦrT1) ◦ · · · ◦ (id− ΦrTk)(I) ≥ 0, r ∈ [0, 1),
where ΦrTi : B(H)→ B(H) is the completely positive linear map defined by ΦrTi(X) :=
∑ni
s=1 r
2Ti,sXT
∗
i,s.
We prove a noncommutative von Neumann inequality [24] in this setting. More precisely, if T =
(T1, . . . , Tk) is a k-tuple in the regular Λ-polyball BΛ(H), then
‖p({Ti,s}, {T
∗
i,s})‖ ≤ ‖p({Si,s}, {S
∗
i,s})‖
for any polynomial p({Si,s}, {S∗i,s}) of the form
p({Si,s}, {S
∗
i,s}) =
∑
a(α1,...,αk,β1,...,βk)S1,α1 · · ·Sk,αkS
∗
1,β1 · · ·S
∗
k,βk
.
For a more general result regarding the noncommutative Berezin transform associated with the elements
of BΛ(H), we refer the reader to Theorem 4.9 of Section 4.
One of the goals of Section 5 is to classify the Beurling type [2] jointly invariant subspaces of the
universal standard k-tuple S = (S1, . . . , Sk). We prove, in this section, that there is an isometric multi-
analytic operator Ψ : ℓ2(F+n1 × · · · × F
+
nk)⊗L → ℓ
2(F+n1 × · · · × F
+
nk)⊗K, i.e. Ψ(Si,s ⊗ IL) = (Si,s ⊗ IK)Ψ
for any i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}, such that
M = Ψ
(
ℓ2(F+n1 × · · · × F
+
nk)⊗ L
)
if and only if
(id− ΦS1⊗IK) ◦ · · · ◦ (id− ΦSk⊗IK)(PM) ≥ 0
if and only if the k-tuple ((S1 ⊗ IK)|M, . . . , (Sk ⊗ IK)|M) of row isometries is doubly Λ-commuting.
The second goal of Section 5 is to provide a classification result for the pure elements T = (T1, . . . , Tk)
in the regular Λ-polyball (see Theorem 5.7). In particular, we obtain the following classification of the
pure elements in the regular Λ-polybal with defect of rank one, which extends a result by Douglas and
Foias [9] (which corresponds to the particular case when n1 = · · · = nk = 1 and λij = 1) regarding the
uniqueness of multi-variate canonical models.
Let T = (T1, . . . , Tk) ∈ B(H)n1×· · ·×B(H)nk . Then T is a pure element in the regular Λ-polyball such
that rank∆T (I) = 1 if and only if there is a jointly co-invariant subspaceM⊂ ℓ2(F+n1 × · · · ×F
+
nk) under
the isometries Si,s, where i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}, such that T is jointly unitarily equivalent to
the compression PMS|M := (PMS1|M, . . . , PMSk|M), where
PMSi|M := [PMSi,1|M · · ·PMSi,ni |M]
and S = (S1, . . . , Sk) is the universal standard k-tuple. If M′ is another jointly co-invariant subspace
under Si,s, then PMS|M and PM′S|M′ are unitarily equivalent if and only if M =M
′.
In the last section of the paper, we show that any k-tuple T in the regular Λ-polyball admits a minimal
isometric dilation which is a k-tuple of doubly Λ-commuting row isometries, uniquely determined up to
an isomorphism (see Theorem 6.1). Using our Wold decompositions, we show that T is a pure element
in BΛ(H) if and only if its minimal isometric dilation is a pure element in BΛ(K).
In addition, we prove that the sequence of C∗-algebras
0→ K→ C∗({Si,s})→ C
∗
∆({Vi,s})→ 0
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is exact, where K is the ideal of all compact operators in B(ℓ2(F+n1 × · · · × F
+
nk)) and C
∗
∆({Vi,s}) is the
universal algebra generated by a k-tuple V = (V1, . . . , Vk) of doubly Λ-commuting row isometries such
that ∆V (I) = 0.
Finally, in the particular case when n1 = · · · = nk = 1 and Λij = λij ∈ T with λji = λ¯ij we obtain the
following extension of Brehmer’s result [3] (which corresponds to case when λij = 1). If T = (T1, . . . , Tk)
is a k-tuple in the Λ-polyball BΛ(H), then there is a Hilbert space K˜ ⊃ H and a k-tuple U = (U1, . . . , Uk)
of doubly Λ-commuting unitary operators on K˜ such that
PH
(
U
m−1
1 · · ·U
m−
k
k U
∗
1
m+1 · · ·U∗k
m+
k
)
|H = T
m−1
1 · · ·T
m−
k
k T
∗
1
m+1 · · ·T ∗k
m+
k , (m1, . . . ,mk) ∈ Z
k,
and the dilation U = (U1, . . . , Uk) is minimal. Moreover, the minimal Λ-commuting unitary dilation is
unique up to an isomorphism.
In a forthcoming paper [18], we use the results of the present paper to develop a multivariable functional
calculus for k-tuples of Λ-commuting row contractions on noncommutative Hardy spaces associated with
regular Λ-polyballs. We also study the characteristic functions and the associated multi-analytic models
for the elements of BΛ(H).
1. Doubly Λ-commuting row isometries and Wold decompositions
In this section, we obtain Wold decompositions for k-tuples of doubly Λ-commuting row isometries.
For each i, j ∈ {1, . . . , k} with i 6= j, let Λij := [λi,j(s, t)], where s ∈ {1, . . . , ni} and t ∈ {1, . . . , nj}, be
an ni × nj-matrix with the entries in the torus T := {z ∈ C : |z| = 1}, and assume that Λj,i = Λ∗i,j .
Given row isometries Vi := [Vi,1 · · ·Vi,ni ], i ∈ {1, . . . , k}, we say that V := (V1, . . . , Vk) is a the k-tuple of
doubly Λ-commuting row isometries if
(1.1) V ∗i,sVj,t = λi,j(s, t)Vj,tV
∗
i,s
for any i, j ∈ {1, . . . , k} with i 6= j and any s ∈ {1, . . . , ni}, t ∈ {1, . . . , nj}. We note that the relation
above also implies relation
(1.2) Vi,sVj,t = λi,j(s, t)Vj,tVi,s.
Indeed, as in [10], one can easily see that, since Vi,s are isometries, λi,j(s, t) ∈ T, and λj,i(t, s) = λi,j(s, t),
we have
(Vi,sVj,t − λi,j(s, t)Vj,tVi,s)
∗ (Vi,sVj,t − λi,j(s, t)Vj,tVi,s) = 0.
We remark that, in general, relation (1.2) does not imply relation (1.1). However, if relation (1.2)
holds and
Vi,1V
∗
i,1 + · · ·+ Vi,niV
∗
i,ni = I, i ∈ {1, . . . , k},
then V = (V1, . . . , Vk) is a the k-tuple of doubly Λ-commuting row isometries. Indeed, note that, if i 6= j,
then
Vj,tVi,1V
∗
i,1 + · · ·+ Vj,tVi,niV
∗
i,ni = Vj,t
which, due to relation (1.2), implies
λj,i(t, 1)Vi,1Vj,tV
∗
i,1 + · · ·+ λj,i(t, ni)Vi,niVj,tV
∗
i,ni = Vj,t.
Multiplying this equation by V ∗i,s to the left and taking into account that V
∗
i,sVi,p = δspI, we obtain
λj,i(t, s)Vj,tV
∗
i,s = V
∗
i,sVj,t. Hence, using the fact that λi,j(s, t) ∈ T, and λj,i(t, s) = λi,j(s, t), we deduce
that relation (1.1) holds.
For each i ∈ {1, . . . , k}, let F+ni be the unital free semigroup with generators g
i
1, . . . , g
i
ni and neutral
element gi0. The length of α ∈ F
+
ni is defined by |α| = 0 if α = g
i
0 and |α| = m if α = g
i
p1 · · · g
i
pm ∈ F
+
ni ,
where p1, . . . , pm ∈ {1, . . . , ni}. If Ti := [Ti,1 · · ·Ti,ni ], we use the notation Ti,α := Ti,p1 · · ·Ti,pm and
Ti,gi0 := I. Let Vi := [Vi,1 · · ·Vi,ni ] be a row isometry with Vi,s ∈ B(K). We say that Vi is a Cuntz row
isometry if
Vi,1V
∗
i,1 + · · ·+ Vi,niV
∗
i,ni = IK.
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We call the row isometry Vi pure if there is a wandering subspace L ⊂ K , i.e. L ⊥ Vi,αL for any
α ∈ Fni , |α| ≥ 1, such that K = ⊕α∈F+ni
Vi,αL. Let us recall the Wold type decomposition for row
isometries obtained in [13].
Theorem 1.1. Let Vi := [Vi,1 · · ·Vi,ni ] be a row isometry with Vi,m ∈ B(K). Then the Hilbert space K
admits an orthogonal decomposition K = K
(s)
i ⊕K
(c)
i with the following properties:
(i) K
(s)
i and K
(c)
i are reducing subspaces for each isometry Vi,m, m ∈ {1, . . . , ni};
(ii) [Vi,1|K(s)i
· · ·Vi,ni |K(s)i
] is a pure row isometry on K
(s)
i ;
(iii) [Vi,1|K(c)i
· · ·Vi,ni |K(c)i
] is a Cuntz row isometry on K
(c)
i .
Moreover, the decomposition is uniquely determined, namely
K
(s)
i =
⊕
α∈F+ni
Vi,αL, where L = K ⊖
(
ni⊕
m=1
Vi,mK
)
,
and
K
(c)
i =
∞⋂
p=0
 ⊕
α∈F+ni ,|α|=p
Vi,αK
 .
An alternative description of the subspaces K
(s)
i and K
(c)
i is the following:
K
(s)
i =
h ∈ K : limq→∞ ∑
α∈F+ni ,|α|=q
‖V ∗i,αh‖
2 = 0
 ,
K
(c)
i =
h ∈ K : ∑
α∈F+ni ,|α|=q
‖V ∗i,αh‖
2 = ‖h‖2 for every q ∈ N
 .
(1.3)
Under the notations of Theorem 1.1, let P
(s)
i and P
(c)
i be the orthogonal projections of K onto the
subspaces K
(s)
i and K
(c)
i , respectively. According to [14] , Theorem 1.1 implies the following relations:
(a) P
(s)
i = SOT- limp→∞
∑p
q=0
∑
α∈F+ni ,|α|=q
Vi,α(I −
∑ni
m=1 Vi,mV
∗
i,m)V
∗
i,α;
(b) P
(c)
i = SOT- limq→∞
∑
α∈F+ni ,|α|=q
Vi,αV
∗
i,α;
(c) IK = P
(s)
i + P
(c)
i and P
(s)
i P
(c)
i = 0;
(d) P
(s)
i and P
(c)
i commute with Vi,m for any m ∈ {1, . . . , k}.
A simple consequence of Theorem 1.1 and relation (1.3) is the following.
Proposition 1.2. Let M⊂ K be a reducing subspace under each isometry Vi,m, m ∈ {1, . . . , ni} and let
PM be the orthogonal projection of K onto M. Then the following statements hold.
(i) [Vi,1|M · · ·Vi,ni |M] is a Cuntz row isometry on M if and only if PMP
(c)
i = PM.
(ii) [Vi,1|M · · ·Vi,ni |M] is a pure row isometry on M if and only if PMP
(s)
i = PM.
Now, using Theorem 1.1 and Proposition 1.2, one can easily deduce the following characterization of
pure row isometries and Cuntz row isometries, respectively.
Corollary 1.3. Let [Vi,1 · · ·Vi,ni ] be a row isometry with Vi,m ∈ B(K). Then the following statements
hold.
(i) [Vi,1 · · ·Vi,ni ] is a pure row isometry if and only if the only reducing subspace M⊂ K for all Vi,m,
m ∈ {1, . . . , ni}, such that [Vi,1|M · · ·Vi,ni |M] is a Cuntz row isometry on M is M = {0}.
(ii) [Vi,1 · · ·Vi,ni ] is a Cuntz row isometry if and only if the only reducing subspace M ⊂ K for all
Vi,m, m ∈ {1, . . . , ni}, such that [Vi,1|M · · ·Vi,ni |M] is a pure row isometry on M is M = {0}.
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Another consequence of Theorem 1.1 is the following.
Proposition 1.4. Let Vi := [Vi,1 · · ·Vi,ni ] be a row isometry with Vi,m ∈ B(K). Then the following
statements hold.
(i) IfM,N are reducing subspaces under each isometry Vi,m, m ∈ {1, . . . , ni}, such that [Vi,1|M · · ·Vi,ni |M]
is a pure row isometry onM and [Vi,1|N · · ·Vi,ni |N ] is a Cuntz row isometry on N , thenM⊥N .
(ii) If K =M⊕N (algebraically) and M,N are as in part (i), then
M = K
(s)
i and N = K
(c)
i .
Proof. Under the hypothesis of item (i) and applying Proposition 1.2, we deduce that M ⊂ K
(s)
i and
N ⊂ K
(c)
i . Since K
(s)
i ⊥ K
(c)
i , the result follows. Note that part (ii), is due to part (i) and Theorem 1.1.
The proof is complete. 
Proposition 1.5. Let Vi := [Vi,1 · · ·Vi,ni ], i ∈ {1, . . . , k}, be doubly Λ-commuting row isometries and let
i, j ∈ {1, . . . , k} with i 6= j. Then the following statements hold.
(i) Vi,s commutes with Vj,αV
∗
j,α for any α ∈ F
+
nj and s ∈ {1, . . . , nj}.
(ii) Vi,s and V
∗
i,s commute with
Vj,α
(
I −
nj∑
t=1
Vj,tV
∗
j,t
)
V ∗j,α, α ∈ F
+
nj .
Proof. Let α = gjp1 · · · g
j
pm ∈ F
+
nj , where p1, . . . , pm ∈ {1, . . . , nj}. Using the relations (1.1), (1.2), and
the fact that λj,i(t, s) = λi,j(s, t) and λi,j(s, t) ∈ T, we have
Vi,s
(
Vj,αV
∗
j,α
)
= Vi,sVj,p1 · · ·Vj,pmV
∗
j,pm · · ·V
∗
j,p1
= λi,j(s, p1) · · ·λi,j(s, pm)Vj,p1 · · ·Vj,pmVi,sV
∗
j,pm · · ·V
∗
j,p1
= λi,j(s, p1) · · ·λi,j(s, pm)λj,i(pm, s) · · ·λj,i(p1, s)Vj,p1 · · ·Vj,pmV
∗
j,pm · · ·V
∗
j,p1Vi,s
= |λi,j(s, p1)|
2 · · · |λi,j(s, pm)|
2Vj,p1 · · ·Vj,pmV
∗
j,pm · · ·V
∗
j,p1Vi,s
= Vj,p1 · · ·Vj,pmV
∗
j,pm · · ·V
∗
j,p1Vi,s,
which proves item (i). Consequently, since Vi,s commutes with Vj,αV
∗
j,α for any α ∈ F
+
nj and s ∈
{1, . . . , nj}, so is V ∗i,s. Now, item (ii) is clear. 
Proposition 1.6. Let Vi := [Vi,1 · · ·Vi,ni ], i ∈ {1, . . . , k}, be doubly Λ-commuting row isometries with
Vi,m ∈ B(K). If K = K
(s)
i ⊕ K
(c)
i is the Wold decomposition corresponding to the row isometry Vi, and
P
(s)
i , P
(c)
i are the orthogonal projections of K onto the subspaces K
(s)
i and K
(c)
i , respectively, then the
orthogonal projections
P
(s)
1 , . . . , P
(s)
k , P
(c)
1 , . . . , P
(c)
k
are pairwise commuting and they are also commuting with all the isometries Vi,m, where i ∈ {1, . . . , k}
and m ∈ {1, . . . , ni}.
Proof. Let i, j ∈ {1, . . . , k} with i 6= j and let pi, pj ∈ N. Consider the projections
Ei(pi) :=
∑
α∈F+ni ,|α|≤pi
Vi,α
(
I −
ni∑
m=1
Vi,mV
∗
i,m
)
V ∗i,α and Fi(pi) :=
∑
α∈F+ni ,|α|=pi
Vi,αV
∗
i,α.
According to Proposition 1.5, we have
Ei(pi)Ej(pj) = Ej(pj)Ei(pi)
Fi(pi)Fj(pj) = Fj(pj)Fi(pi)
Ei(pi)Fj(pj) = Fj(pj)Ei(pi)
(1.4)
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for any pi, pj ∈ N. Let α = gii1 · · · g
i
ip ∈ F
+
ni and β = g
j
j1
· · · gjjq ∈ F
+
nj . Using relation (1.2), we obtain
Vi,αVj,β = λi,j(α, β)Vj,βVi,α, i 6= j,
where
λi,j(α, β) :=
p∏
a=1
q∏
b=1
λi,j(ia, jb) ∈ T.
On the other hand, Proposition 1.5, implies
Vi,α
(
I −
ni∑
m=1
Vi,mV
∗
i,m
)
V ∗i,αVj,β
(
I −
nj∑
t=1
Vj,tV
∗
j,t
)
V ∗j,β
= Vj,βVi,α
(
I −
ni∑
m=1
Vi,mV
∗
i,m
)
V ∗i,α
(
I −
nj∑
t=1
Vj,tV
∗
j,t
)
V ∗j,β
= Vj,βVi,α
(
I −
ni∑
m=1
Vi,mV
∗
i,m
)(
I −
nj∑
t=1
Vj,tV
∗
j,t
)
V ∗i,αV
∗
j,β
= λi,j(α, β)λi,j(α, β)Vi,αVj,β
(
I −
ni∑
m=1
Vi,mV
∗
i,m
)(
I −
nj∑
t=1
Vj,tV
∗
j,t
)
V ∗j,βV
∗
i,α
= Vi,αVj,β
(
I −
ni∑
m=1
Vi,mV
∗
i,m
)(
I −
nj∑
t=1
Vj,tV
∗
j,t
)
V ∗j,βV
∗
i,α.
Now, taking the appropriate sums, we deduce that
Ei(pi)Ej(pj) =
∑
α∈F+ni ,|α|≤pi
∑
β∈F+nj ,|β|≤pj
Vi,αVj,β
(
I −
ni∑
m=1
Vi,mV
∗
i,m
)(
I −
nj∑
t=1
Vj,tV
∗
j,t
)
V ∗j,βV
∗
i,α.
Using again Proposition 1.5, part (i), we have
Vi,αV
∗
i,αVj,βV
∗
j,β = Vi,αVj,βV
∗
j,βV
∗
i,α, α ∈ F
+
ni , β ∈ F
+
nj ,
which implies relation
Fi(pi)Fj(pj) =
∑
α∈F+ni ,|α|=pi
∑
β∈F+nj ,|β|=pj
Vi,αVj,βV
∗
j,βV
∗
i,α.
Similarly, one can see that
Vi,α
(
I −
ni∑
m=1
Vi,mV
∗
i,m
)
V ∗i,αVj,βV
∗
j,β = Vj,βVi,α
(
I −
ni∑
m=1
Vi,mV
∗
i,m
)
V ∗i,αV
∗
j,β
for any α ∈ F+ni , β ∈ F
+
nj , which implies
Ei(pi)Fj(pj) =
∑
β∈F+nj ,|β|=pj
∑
α∈F+ni ,|α|≤pi
Vj,βVi,α
(
I −
ni∑
m=1
Vi,mV
∗
i,m
)
V ∗i,αV
∗
j,β .
Recall that
P
(s)
i = SOT- limpi→∞
Ei(pi), P
(c)
i = SOT- limpi→∞
Fi(pi),
and P
(s)
i P
(c)
i = 0 for any i ∈ {1, . . . , k}. Since {Ei(pi)Ej(pj)}, {Fi(pi)Fj(pj)}, and {Ei(pi)Fj(pj)} are
increasing sequences of projections as pi →∞ and pj →∞, we can pass to the limit in relation (1.4) and
obtain P
(s)
i P
(s)
j = P
(s)
j P
(s)
i , P
(c)
i P
(c)
j = P
(c)
j P
(c)
i , and P
(s)
i P
(c)
j = P
(c)
j P
(s)
i .
On the other hand, according to Proposition 1.5, for any i, j ∈ {1, . . . , k}, i 6= j the projections
Ei(pi) and Fi(pi) are commuting with all the isometries Vj,t, where t ∈ {1, . . . , nj}. Taking the SOT-
limits as pi → ∞, we deduce that P
(s)
i and P
(c)
i are commuting with all the isometries Vj,t. Moreover,
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due to Theorem 1.1, the projections P
(s)
i and P
(c)
i are commuting with all the isometries Vi,m, where
m ∈ {1, . . . ,m}. The proof is complete. 
Now, we can present our first version of Wold decomposition for k-tuples of doubly Λ-commuting row
isometries.
Theorem 1.7. Let Vi := [Vi,1 · · ·Vi,ni ], i ∈ {1, . . . , k}, be doubly Λ-commuting row isometries with
Vi,m ∈ B(K). Then K admits a unique orthogonal decomposition
K =
⊕
A⊂{1,...,k}
KA
with the following properties:
(i) for each subset A ⊂ {1, . . . , k}, the subspace KA is reducing for all the isometries Vi,m, where
i ∈ {1, . . . , k} and m ∈ {1, . . . , ni};
(ii) if i ∈ A, then Vi|KA := [Vi,1|KA · · ·Vi,ni |KA ] is a pure row isometry;
(iii) if i ∈ Ac, then Vi|KA := [Vi,1|KA · · ·Vi,ni |KA ] is a Cuntz row isometry.
Moreover, we have
KA =
(⋂
i∈A
K
(s)
i
)
∩
( ⋂
i∈Ac
K
(c)
i
)
,
where
K
(s)
i :=
⊕
α∈F+ni
Vi,α
(
∩nim=1 kerV
∗
i,m
)
and K
(c)
i :=
∞⋂
p=0
 ⊕
α∈F+ni ,|α|=p
Vi,αK
 .
Proof. Let K = K
(s)
i ⊕K
(c)
i be the Wold decomposition for the row isometry Vi, and let P
(s)
i , P
(c)
i be the
orthogonal projections of K onto the subspaces K
(s)
i and K
(c)
i , respectively. Since IK = P
(s)
i + P
(c)
i for
any i ∈ {1, . . . , k}. Proposition 1.6 implies
IK =
k∏
i=1
(
P
(s)
i + P
(c)
i
)
=
∑
A⊂{1,...,k}
(∏
i∈A
P
(s)
i
)(∏
i∈Ac
P
(c)
i
)
.
Consider the orthogonal projection PA :=
(∏
i∈A P
(s)
i
)(∏
i∈Ac P
(c)
i
)
and set KA := PAK. Now, one can
easily see that KA =
(⋂
i∈AK
(s)
i
)
∩
(⋂
i∈Ac K
(c)
i
)
, where K
(s)
i and K
(c)
i are given by Theorem 1.1.
Note that if A,B are distinct subsets of {1, . . . , k} the PAPB contains a factor P
(s)
a P
(c)
a for some
a ∈ {1, . . . , k}. Since P
(s)
a P
(c)
a = 0, we also have PAPB = 0, which is equivalent to KA ⊥ KB . Now, it is
clear that K =
⊕
A⊂{1,...,k} KA.
On the other, due to Proposition 1.6, the projection PA commutes with all the isometries Vi,m, where
i ∈ {1, . . . , k} and m ∈ {1, . . . , ni}. Therefore, KA is reducing for all these isometries, which proves part
(i) of the theorem. Now, note that if i ∈ A, then PAP
(s)
i = PA, while PAP
(c)
i = PA if i ∈ A
c. Applying
Proposition 1.2, we deduce items (ii) and (iii).
To prove uniqueness of the Wold decomposition, assume that K =
∨
A⊂{1,...,k}K
′
A, where the subspaces
K′A are such that K
′
A∩K
′
B = {0} if A and B are distinct subsets of {1, . . . , k}, and such that the conditions
(i), (ii), and (iii) hold when KA is replaced by K
′
A. We will prove that, under these conditions, K
′
A = KA
for any A ⊂ {1, . . . , k}. Due to the first part of the theorem, it is enough to show that K′A ⊂ KA.
Actually we show a little bit more, namely, that Vi|K′
A
:= [Vi,1|K′
A
· · ·Vi,ni |K′A ] is a pure row isometry if
i ∈ A and Cuntz row isometry if i ∈ Ac if and only if K′A ⊂ KA. To prove the direct implication, we can
use Proposition 1.2 to deduce that PK′
A
P
(s)
i = PK′A if i ∈ A and PK′AP
(c)
i = PK′A if i ∈ A
c. Hence, we
have
PK′
A
∏
i∈A
P
(s)
i = PK′A and PK′A
∏
i∈Ac
P
(c)
i = PK′A ,
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which implies PK′
A
PA = PK′
A
. Therefore, K′A ⊂ KA.
Conversely, assume that K′A ⊂ KA and let i ∈ A. Then PK′APA = PK′A and PAP
(s)
i = PA. Due to the
commutativity, we have
PK′
A
P
(s)
i = PK′APAP
(s)
i = PK′APA = PK′A .
Similarly, if i ∈ Ac, we deduce that PK′
A
P
(c)
i = PK′A . Using again Proposition 1.2, we conclude that
Vi|K′
A
:= [Vi,1|K′
A
· · ·Vi,ni |K′A ] is a pure row isometry if i ∈ A, and Cuntz row isometry if i ∈ A
c. The
proof is complete. 
We record the following result that was proved in the proof of Theorem 1.7.
Proposition 1.8. Let Vi := [Vi,1 · · ·Vi,ni ], i ∈ {1, . . . , k}, be doubly Λ-commuting row isometries with
Vi,m ∈ B(K). If M ⊂ K is a reducing subspace for all the isometries Vi,m, where i ∈ {1, . . . , k} and
m ∈ {1, . . . , ni}, and A ⊂ {1, . . . , k}, then the following statements are equivalent.
(i) Vi|M := [Vi,1|M · · ·Vi,ni |M] is a pure row isometry if i ∈ A and it is a Cuntz row isometry if
i ∈ Ac.
(ii) PMPA = PM, where PA :=
(∏
i∈A P
(s)
i
)(∏
i∈Ac P
(c)
i
)
In what follows, we present a more precise description of the subspaces defined in Theorem 1.7.
Theorem 1.9. Let Vi := [Vi,1 · · ·Vi,ni ], i ∈ {1, . . . , k}, be doubly Λ-commuting row isometries with
Vi,m ∈ B(K) and let KA be the subspace defined in Theorem 1.7, where A = {i1, . . . , ip} ⊂ {1, . . . , k}.
If Ac = {j1, . . . , jk−p}, then there is a unique subspace LA ⊂ KA that is invariant under the isometries
Vj1,t1 , . . . , Vjk−p,tk−p, where t1 ∈ {1, . . . , nj1}, . . . , tk−p ∈ {1, . . . , njk−p}, and such that
KA =
⊕
αi1∈F
+
ni1
,...,αip∈F
+
nip
Vi1,αi1 · · ·Vip,αip (LA) .
Moreover, we have
LA =
∞⋂
mj1 ,...,mjk−p=0

⊕
αj1
∈F
+
nj1
|αj1
|=mj1
· · ·
⊕
αjk−p
∈F
+
njk−p
|αjk−p
|=mjk−p
Vj1,αj1 · · ·Vjk−p,αjk−p
 ⋂
i∈A,s∈{1,...,ni}
kerV ∗i,s

 .
In this case, the following statements hold.
(i) If i ∈ Ac, then LA is reducing for the isometries Vi,m, wherem ∈ {1, . . . , ni}, and [Vi,1|LA · · ·Vi,ni |LA ]
is a Cuntz row isometry.
(ii) If i, j ∈ Ac, i 6= j, then
(Vi,s|LA)
∗
(Vj,t|LA) = λij(s, t) (Vj,t|LA) (Vi,s|LA)
∗
for any s ∈ {1, . . . , ni}, t ∈ {1, . . . , nj}.
(iii) If i ∈ A, then
LA ⊂
⋂
s∈{1,...,ni}
kerV ∗i,s.
(iv) If r ∈ {1, . . . , p}, αi1 ∈ F
+
ni1
, . . . , αip ∈ F
+
nip
and β ∈ F+nir , then
Vir ,β
(
Vi1,αi1 · · ·Vir ,αir · · ·Vip,αip (LA)
)
= Vi1,αi1 · · ·Vir ,βαir · · ·Vip,αip (LA).
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Proof. Assume that 1 ≤ p ≤ k − 1. The first step of the proof is to show that
PA :=
(∏
i∈A
P
(s)
i
)∏
j∈Ac
P
(c)
j

=
∑
αi1∈F
+
ni1
· · ·
∑
αip∈F
+
nip
Vi1,αi1 · · ·Vip,αip
∏
j∈Ac
P
(c)
j
∆A
V ∗ip,αip · · ·V ∗i1,αi1
 ,
(1.5)
where ∆A :=
∏
i∈A
(
IK −
∑ni
m=1 Vi,mV
∗
i,m
)
and the convergence of the series is in the strong operator
topology. Recall that Theorem 1.1 implies
P
(s)
i = SOT- limp→∞
p∑
q=0
∑
α∈F+ni ,|α|=q
Vi,α(I −
ni∑
m=1
Vi,mV
∗
i,m)V
∗
i,α, i ∈ A,
and
P
(c)
j = SOT- limq→∞
∑
α∈F+nj ,|α|=q
Vj,αV
∗
j,α, j ∈ A
c.
Consequently, as in the proof of Proposition 1.6, we can prove inductively that
(1.6)
∏
i∈A
P
(s)
i =
∑
αi1∈F
+
ni1
· · ·
∑
αip∈F
+
nip
Vi1,αi1 · · ·Vip,αip∆AV
∗
ip,αip
· · ·V ∗i1,αi1
and
∏
j∈Ac
P
(c)
j = SOT- limmj1→∞...
mjk−p→∞
∏
j∈Ac
 ∑
α∈F+nj ,|αj |=mj
Vj,αjV
∗
j,αj

= SOT- lim
mj1
→∞
...
mjk−p→∞
∑
αj1
∈F
+
nj1
|αj1
|=mj1
· · ·
∑
αj1
∈F
+
nj1
|αj1
|=mj1
Vj1,αj1 · · ·Vjk−p,αjk−pV
∗
jk−p,αjk−p
· · ·V ∗j1,αj1 .
(1.7)
Using Proposition 1.5, we deduce that the projection
∏
j∈Ac P
(c)
j commutes with Vi,αi for any i ∈ A
and αi ∈ {1, . . . , ni}, and the projection ∆A commutes with Vj,αj for any j ∈ A
c and αj ∈ {1, . . . , nj}.
Consequently, relation (1.6) implies relation (1.5), while relation (1.7) implies∏
j∈Ac
P
(c)
j
∆A = SOT- limmj1→∞...
mjk−p→∞
∑
αj1
∈F+nj1
|αj1
|=mj1
· · ·
∑
αj1
∈F+nj1
|αj1
|=mj1
Vj1,αj1 · · ·Vjk−p,αjk−p∆AV
∗
jk−p,αjk−p
· · ·V ∗j1,αj1 .
Now, note that ∆A is the orthogonal projection of K onto the subspace⋂
i∈A
m∈{1,...,ni}
kerV ∗i,m
and
(1.8)
∑
αj1
∈F+nj1
|αj1
|=mj1
· · ·
∑
αj1
∈F+nj1
|αj1
|=mj1
Vj1,αj1 · · ·Vjk−p,αjk−p∆AV
∗
jk−p,αjk−p
· · ·V ∗j1,αj1
is the orthogonal projection onto the subspace
⊕
αj1
∈F
+
nj1
|αj1
|=mj1
· · ·
⊕
αjk−p
∈F
+
njk−p
|αjk−p
|=mjk−p
Vj1,αj1 · · ·Vjk−p,αjk−p
 ⋂
i∈A
m∈{1,...,ni}
kerV ∗i,m
 .
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Since (1.8) is a decreasing net of projections, it is clear that
(∏
j∈Ac P
(c)
j
)
∆A is the orthogonal projection
onto LA. Consequently, using relation (1.5) and the fact that the operator
Vi1,αi1 · · ·Vip,αip
∏
j∈Ac
P
(c)
j
∆A
V ∗ip,αip · · ·V ∗i1,αi1
is the orthogonal projection onto the subspace Vi1,αi1 · · ·Vip,αip (LA), we deduce that PA is the orthogonal
projection onto
KA :=
⊕
αi1∈F
+
ni1
,...,αip∈F
+
nip
Vi1,αi1 · · ·Vip,αip (LA) .
Now, we prove the second part of the theorem. As we saw above, PLA =
(∏
j∈Ac P
(c)
j
)
∆A. Due
to Proposition 1.6,
∏
j∈Ac P
(c)
j commutes with all the isometries Vi,m, where i ∈ {1, . . . , k} and m ∈
{1, . . . , ni}. Moreover, Proposition 1.5 implies commutativity of ∆A with all the isometries Vj,m, where
j ∈ Ac and m ∈ {1, . . . , nj}. Consequently, PLA commutes with Vj,m. This shows that LA is a reducing
subspace for all the isometries Vj,m, where j ∈ Ac and m ∈ {1, . . . , nj}. Since LA ⊂ KA and, due to
Theorem 1.7, KA ⊂ ∩j∈AcK
(c)
j , we can apply Proposition 1.2 to deduce that [Vj,1|LA · · ·Vj,nj |LA ] is a
Cuntz row isometry for any j ∈ Ac.
Since Vi := [Vi,1 · · ·Vi,ni ], i ∈ {1, . . . , k}, are doubly Λ-commuting row isometries and LA is a reducing
subspace for all the isometries Vj,m, where j ∈ Ac and m ∈ {1, . . . , nj}, part (ii) is clear.
To prove part (iii), note that if i0 ∈ A, then due to the fact that Vi := [Vi,1 · · ·Vi,ni ], i ∈ {1, . . . , k},
are doubly Λ-commuting row isometries, we deduce that
V ∗i0,mVj1,αj1 · · ·Vjk−p,αjk−p
 ⋂
i∈A,s∈{1,...,ni}
kerV ∗i,s

= Vj1,αj1 · · ·Vjk−p,αjk−pV
∗
i0,m
 ⋂
i∈A,s∈{1,...,ni}
kerV ∗i,s
 = {0}.
Now, the relation defining the subspace LA shows that V ∗i0,m|LA = 0, which implies part (iii). Finally,
part (iv) is due to the fact that Vir ,β commutes with Vi1,αi1 , . . . , Vir ,αir , . . . , Vip,αip up o some constants.
It remains to prove the uniqueness of the wandering subspace LA. To this end, assume thatM⊂ KA
is a subspace invariant under the isometries Vj1,t1 , . . . , Vjk−p,tk−p , where t1 ∈ {1, . . . , nj1}, . . . , tk−p ∈
{1, . . . , njk−p}, and such that
(1.9) KA =
⊕
αi1∈F
+
ni1
,...,αip∈F
+
nip
Vi1,αi1 · · ·Vip,αip (M) .
Let q ∈ {1, . . . , p} and m ∈ {1, . . . , niq}. Since Viq ,m commutes up to some constants with any Vi,αi if
i 6= iq, it is clear that Viq ,mKA ⊂ KA and M ⊥ Viq ,mKA. On the other hand, if B ⊂ {1, . . . , k} with
B 6= A, then M⊂ KA ⊥ KB ⊃ Viq ,mKB. Consequently, using that K =
⊕
C⊂{1,...,k} KC , we deduce that
M⊥ Viq ,mK for any q ∈ {1, . . . , p} and m ∈ {1, . . . , niq}. Therefore,
(1.10) M⊂
⋂
i∈A,m∈{1,...,ni}
kerV ∗i,m.
If A = {1, . . . , k}, the latter relation implies M⊂ LA. Comparing relation (1.9) with
(1.11) KA =
⊕
αi1∈F
+
ni1
,...,αip∈F
+
nip
Vi1,αi1 · · ·Vip,αip (LA) ,
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we deduce that M = LA. Now, consider the case when A 6= {1, . . . , k}. Let r ∈ {1, . . . , k − p} and note
that, due to Theorem 1.7, we have ⊕
njr
m=1Vjr ,mKA = KA. Hence, and using relation (1.9), we obtain
KA =
⊕
αi1∈F
+
ni1
,...,αip∈F
+
nip
Vi1,αi1 · · ·Vip,αip (M)
=
⊕
αi1∈F
+
ni1
,...,αip∈F
+
nip
Vi1,αi1 · · ·Vip,αip
(
⊕
njr
m=1Vjr ,mM
)
.
Since ⊕
njr
m=1Vjr ,mM⊂M, we deduce that ⊕
njr
m=1Vjr ,mM =M for any r ∈ {1, . . . , k− p}. Consequently,
we obtain
∞⋂
mj1 ,...,mjk−p=0
⊕
αj1
∈F+nj1
|αj1
|=mj1
· · ·
⊕
αjk−p
∈F+njk−p
|αjk−p
|=mjk−p
Vj1,αj1 · · ·Vjk−p,αjk−p (M) =M.
Now, due to relation (1.10), we have M ⊂
⋂
i∈A,m∈{1,...,ni}
kerV ∗i,m, which, using the definition of LA
implies M ⊂ LA. Comparing relations (1.9) and (1.11), we conclude that M = LA. The proof is
complete. 
Remark 1.10. Theorem 1.9 holds true in the particular cases when A = ∅ or A = {1, . . . , k}.
(i) If A = ∅, then we have
L∅ =
∞⋂
m1,...,mk=0
 ⊕
α1∈F
+
n1
|α1|=m1
· · ·
⊕
αk∈F
+
nk
|αk|=mk
V1,α1 · · ·Vk,αkK
 and K∅ = L∅.
(ii) If A = {1, . . . , k}, then
L{1,...,k} =
⋂
i∈{1,...,k},m∈{1,...,ni}
kerV ∗i,m
and
K{1,...,k} =
⊕
α1∈F
+
n1
,...,αk∈F
+
nk
V1,α1 · · ·Vk,αk
(
L{1,...,k}
)
.
Since the proof is similar and easier, we leave it to the reader.
Definition 1.11. Let A = {i1, . . . , ip} ⊂ {1, . . . , k} and Ac = {j1, . . . , jk−p} with i1 < · · · < ip and j1 <
· · · < jk−p. The subspace LA in Theorem 1.7 is called the A-wandering subspace of the k-tuple (V1, . . . , Vk)
of doubly Λ-commuting row isometries. We also call the pair WA :=
(
LA,
(
Vj1 |LA , . . . , Vjk−p |LA
))
the
A-wandering data of (V1, . . . , Vk).
In light of Remark 1.10, we can consider a similar definition when A = ∅ or A = {1, . . . , k}. The
∅-wandering data of (V1, . . . , Vk) is W∅ :=
(
K∅,
(
V1|K∅ , . . . , Vk|K∅
))
and the {1, . . . , k}-wandering data of
(V1, . . . , Vk) is W{1,...,k} := (L{1,...,k}).
We remark that, according to Theorem 1.9,
(
Vj1 |LA , . . . , Vjk−p |LA
)
is a (k − p)-tuple of doubly Λ-
commuting Cuntz row isometries.
2. Standard k-tuples of doubly Λ-commuting row isometries
In this section, we introduce the standard k-tuples of doubly Λ-commuting row isometries which will
play the role of models among the k-tuples of doubly Λ-commuting row isometries. They will play an
important role in our investigation.
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Let 1 ≤ p ≤ k−1 and consider the Hilbert space ℓ2(F+n1×· · ·×F
+
np) with the standard basis {χ(α1,...,αp)},
where α1 ∈ F+n1 , . . . , αp ∈ F
+
np . Let L be a Hilbert space and let {W˜j}j∈{p+1,...,k} be Cuntz row isometries
W˜j := [W˜j,1 · · · W˜j,nj ] on L satisfying the relations
(2.1) W˜ ∗i,sW˜j,t = λij(s, t)W˜j,tW˜
∗
i,s
for any i, j ∈ {p + 1, . . . , k} with i 6= j and any s ∈ {1, . . . , ni}, t ∈ {1, . . . , nj}. We associate with the
given data
{
L, (W˜p+1, . . . , W˜k)
}
a standard k-tuple (S1, . . . ,Sp,Wp+1, . . .Wk) of doubly Λ-commuting
row isometries on the Hilbert tensor product ℓ2(F+n1 × · · · × F
+
np)⊗ L, as follows.
For each i ∈ {1, . . . , p} and s ∈ {1, . . . , ni}, we define the row operator Si := [Si,1 · · ·Si,ni ] by setting
Si,s
(
χ(α1,...,αp) ⊗ h
)
:=
{
χ(gisα1,α2,...,αp) ⊗ h, if i = 1
λi,1(s, α1) · · ·λi,i−1(s, αi−1)χα1,...,αi−1,gisαi,αi+1,...,αp) ⊗ h, if i ∈ {2, . . . , p}
(2.2)
for any h ∈ L, α1 ∈ F+n1 , . . . , αp ∈ F
+
np , where, for any j ∈ {1, . . . , p},
λi,j(s, β) :=
{∏q
b=1 λi,j(s, jb) if β = g
j
j1
· · · gjjq ∈ F
+
nj
1 if β = gj0.
For each i ∈ {p + 1, . . . , k} and s ∈ {1, . . . , ni}, we define the row operator Wi := [Wi,1 · · ·Wi,ni ] by
setting
(2.3) Wi,s
(
χ(α1,...,αp) ⊗ h
)
:= λi,1(s, α1) · · ·λi,p(s, αp)χα1,...,αp) ⊗ W˜i,sh, h ∈ L.
Now, we consider the cases when p = k or p = 0. If p = k, then the standard k-tuple (S1, . . . ,Sk)
of doubly Λ-commuting row isometries acting on ℓ2(F+n1 × · · · × F
+
nk
) ⊗ L is defined by relation (2.2),
where we take p = k. When p = 0 the standard k-tuple (W1, . . . ,Wk) of doubly Λ-commuting Cuntz row
isometries Wi := [Wi,1 · · ·Wi,ni ] is defined on L by setting Wi,s := W˜i,s.
From now on, we shall assume that 0 ≤ p ≤ k.
Theorem 2.1. Given data
{
L, (W˜p+1, . . . , W˜k)
}
with the property that relation (2.1) holds, the standard
k-tuple
(S1, . . . ,Sp,Wp+1, . . . ,Wk)
associated with it and defined by relations (2.2) and (2.3) is a doubly Λ-commuting sequence of row
isometries on the Hilbert space ℓ2(F+n1 × · · · × F
+
np)⊗ L. Moreover, the following statements hold.
(i) For each i ∈ {1, . . . , p}, Si := [Si,1 · · ·Si,ni ] is a pure row isometry.
(ii) For each i ∈ {p+ 1, . . . , k}, Wi := [Wi,1 · · ·Wi,ni ] is a Cuntz row isometry.
(iii) The associated wandering subspace L{1,...,p} of (S1, . . . ,Sp,Wp+1, . . . ,Wk) is canonically isomor-
phic to L and the {1, . . . , p}-wandering data is
{
L, (W˜p+1, . . . , W˜k)
}
. All the other wandering
data of (S1, . . . ,Sp,Wp+1, . . . ,Wk) are the zero tuples.
Proof. Let i ∈ {1, . . . , p} and s ∈ {1, . . . , ni} and note that relation (2.2) implies
S∗i,s
(
χ(α1,...,αp) ⊗ h
)
=
{
λi,1(s, α1) · · ·λi,i−1(s, αi−1)χα1,...,αi−1,βi,αi+1,...,αp) ⊗ h, if αi = g
i
sβi
0, otherwise
(2.4)
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for any h ∈ L, α1 ∈ F+n1 , . . . , αp ∈ F
+
np . Hence, we deduce that
ni∑
s=1
Si,sS
∗
i,s
(
χ(α1,...,αp) ⊗ h
)
=
{
|λi,1(s, α1)|2 · · · |λi,i−1(s, αi−1)|2χ(α1,...,αi−1,αi,αi+1,...,αp) ⊗ h, if |αi| ≥ 1
0, otherwise
=
{
χ(α1,...,αp) ⊗ h, if |αi| ≥ 1
0, otherwise,
which shows that [Si,1 · · ·Si,ni ] is a row isometry for any i ∈ {1, . . . , p}. Inductively, one can prove that ∑
α∈F+ni ,|α|=q
Si,αS
∗
i,α
(χ(α1,...,αp) ⊗ h) =
{
χ(α1,...,αp) ⊗ h, if |αi| ≥ q
0, otherwise
for any q ∈ N. Consequently, we have
lim
q→∞
∑
α∈F+ni ,|α|=q
∥∥S∗i,α (χ(α1,...,αp) ⊗ h)∥∥2 = 0
for any h ∈ L, α1 ∈ F+n1 , . . . , αp ∈ F
+
np . Since
∑
α∈F+ni ,|α|=q
Si,αS
∗
i,α ≤ I, we conclude that [Si,1 · · ·Si,ni ]
is a pure row isometry for any i ∈ {1, . . . , p}.
Now, note that, for i ∈ {p+ 1, . . . , k} and s ∈ {1, . . . , ni}, relation (2.3) shows that Wi,s = D ⊗ W˜i,s,
where D ∈ B(ℓ2(F+n1 × · · · × F
+
np)) is a unitary diagonal operator and W˜i := [W˜i,1 · · · W˜i,ni ] is a Cuntz
row isometry satisfying relation (2.1). Consequently, for each i ∈ {p+ 1, . . . , k}, Wi := [Wi,1 · · ·Wi,ni ] is
a Cuntz row isometry satisfying relation
W ∗i,sWj,t = λij(s, t)Wj,tW
∗
i,s
for any i, j ∈ {p+ 1, . . . , k} with i 6= j and any s ∈ {1, . . . , ni}, t ∈ {1, . . . , nj}.
Now, we prove that the k-tuple
(S1, . . . ,Sp,Wp+1, . . . ,Wk)
is a doubly Λ-commuting sequence of row isometries on the Hilbert space ℓ2(F+n1 × · · · × F
+
np)⊗L. First,
we show that, if i, j ∈ {1, . . . , p} with i 6= j and any s ∈ {1, . . . , ni}, t ∈ {1, . . . , nj}, then
(2.5) S∗i,sSj,t = λi,j(s, t)Sj,tS
∗
i,s.
Assume that i < j. If αi ∈ F
+
ni and αi 6= g
i
sβi, then
S∗i,sSj,t
(
χ(α1,...,αp) ⊗ h
)
= Sj,tS
∗
i,s
(
χ(α1,...,αp) ⊗ h
)
= 0.
On the other hand, if αi = g
i
sβi, then we have
S∗i,sSj,t
(
χ(α1,...,αp) ⊗ h
)
= λj,1(t, α1) · · ·λj,j−1(t, αj−1)S
∗
i,s
(
χ(α1,...,αj−1,gjtαj ,αj+1,...,αp)
⊗ h
)
= λj,1(t, α1) · · ·λj,j−1(t, αj−1)λi,1(s, α1) · · ·λi,i−1(s, αi−1)
(
χ(α1,...,αi−1,βi,αi+1,...,αj−1,gjtαj ,αj+1,...,αp)
⊗ h
)
.
This relation is used o deduce that
Sj,tS
∗
i,s
(
χ(α1,...,αp) ⊗ h
)
= λi,1(s, α1) · · ·λi,i−1(s, αi−1)Sj,t
(
χ(α1,...,αi−1,βi,αi+1,...,αp) ⊗ h
)
= λi,1(s, α1) · · ·λi,i−1(s, αi−1)λj,1(t, α1) · · ·λj,i−1(t, αi−1)λj,i(t, βi)λj,i+1(t, αi+1) · · ·λj,j−1(t, αj−1)
×
(
χ(α1,...,αi−1,βi,αi+1,...,αj−1,gjtαj ,αj+1,...,αp)
⊗ h
)
= λj,i(t, s)S
∗
i,sSj,t
(
χ(α1,...,αp) ⊗ h
)
= λi,j(s, t)S
∗
i,sSj,t
(
χ(α1,...,αp) ⊗ h
)
.
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Consequently, relation (2.5) holds. The case when i > j follows taking adjoints and using the fact that
λj,i(t, s) = λi,j(s, t).
It remains to prove that, if i ∈ {1, . . . , p}, j ∈ {p+ 1, . . . , k} and s ∈ {1, . . . , ni}, t ∈ {1, . . . , nj}, then
(2.6) S∗i,sWj,t = λi,j(s, t)Wj,tS
∗
i,s.
First, note that if αi ∈ F+ni and αi 6= g
i
sβi, then
S∗i,sWj,t
(
χ(α1,...,αp) ⊗ h
)
=Wj,tS
∗
i,s
(
χ(α1,...,αp) ⊗ h
)
= 0.
If αi = g
i
sβi, then we have
S∗i,sWj,t
(
χ(α1,...,αp) ⊗ h
)
= λj,1(t, α1) · · ·λj,p(t, αp)S
∗
i,s
(
χ(α1,...,αp) ⊗ W˜j,th
)
= λj,1(t, α1) · · ·λj,p(t, αp)λi,1(s, α1) · · ·λi,i−1(s, αi−1)
(
χ(α1,...,αi−1,βi,αi+1,...,αp) ⊗ W˜j,th
)
,
which can be used to deduce that
Wj,tS
∗
i,s
(
χ(α1,...,αp) ⊗ h
)
= λi,1(s, α1) · · ·λi,i−1(s, αi−1)Wj,t
(
χ(α1,...,αi−1,βi,αi+1,...,αp) ⊗ h
)
= λi,1(s, α1) · · ·λi,i−1(s, αi−1)λj,1(t, α1) · · ·λj,i−1(t, αi−1)λj,i(t, βi)λj,i+1(t, αi+1) · · ·λj,p(t, αp)
×
(
χ(α1,...,αi−1,βi,αi+1,...,αp) ⊗ W˜j,th
)
= λj,i(t, s)S
∗
i,sWj,t
(
χ(α1,...,αp) ⊗ h
)
= λi,j(s, t)S
∗
i,sWj,t
(
χ(α1,...,αp) ⊗ h
)
.
Therefore, relation (2.6) holds. In what follows, we prove part (iii) of the theorem. Due to calculations
above, we deduce that
∏p
i=1
(
I −
∑ni
s=1 Si,sS
∗
i,s
)
is the orthogonal projection of ℓ2(F+n1 × · · · × F
+
np) ⊗ L
onto Cχ(g10 ,...,g
p
0 )
⊗L. According to Theorem 1.9,
∏p
i=1
(
I −
∑ni
s=1 Si,sS
∗
i,s
)
is the orthogonal projection of
ℓ2(F+n1×· · ·×F
+
np)⊗L onto the {1, . . . , p}-wandering subspace L{1,...,p}. Therefore, L{1,...,p} is canonically
isomorphic to L. Note also that under this identification, if i ∈ {p+1, . . . , k} and s ∈ {1, . . . , ni}, we have
Wi,s|L{1,...,p} = W˜i,s. Due to Theorem 1.7 , all the other wandering data of (S1, . . . ,Sp,Wp+1, . . . ,Wk)
are the zero tuples. The proof is complete. 
Given a subset C ⊂ {1, . . . , k}, we introduce the twisted Λ-tensor algebra ⊗Λi∈COni as the universal
C∗-algebra generated by isometries Wi,s, where i ∈ C, s ∈ {1, . . . , ni}, with the property that
W ∗i,sWj,t = λi,j(s, t)Wj,tW
∗
i,s
for any i, j ∈ C with i 6= j and any s ∈ {1, . . . , ni}, t ∈ {1, . . . , nj}, and such that each row isometry
Wi = [Wi,1 · · ·Wi,ni ] satisfies the Cuntz condition
Wi,1W
∗
i,1 + · · ·+Wi,niW
∗
i,ni = 1, i ∈ C.
Note that if ni = 1 for i ∈ C, then the corresponding twisted Λ-tensor algebra ⊗Λi∈COni coincides with
a higher dimensional noncommutative torus, which has been extensively studied in the literature.
We remark that versions of Theorem 2.1 hold true when p = 0 or p = k. Indeed, in the particular
case p = 0, we have A = ∅ and, given the data
{
K, (W˜1, . . . , W˜k)
}
with the property that relation (2.1)
holds, the standard k-tuple (W1, . . . ,Wk) is defined by Wi := W˜i. In this case, the ∅-wandering data of
(W1, . . . ,Wk) is W∅ := (K, (W1, . . . ,Wn)). Note that all the other wandering data of (W1, . . . ,Wk) are
the zero tuples. Moreover, (W1, . . . ,Wk) provides a representation of the universal algebra ⊗Λi∈{1,...,k}Oni .
In the particular case when p = k, we haveA = {1, . . . , k} and the standard k-tuple (S1, . . . ,Sk) consists
of pure row isometries on the Hilbert space ℓ2(F+n1 × · · ·×F
+
nk)⊗L, which are doubly Λ-commuting. The
{1, . . . , k}-wandering subspace of (S1, . . . ,Sk) is Cχ(g10 ,...,gk0 ) ⊗ L which is identified with L. With this
identification the {1, . . . , k}-wandering data of (S1, . . . ,Sk) reduces to {L}. All the other wandering data
of (S1, . . . ,Sk) are the zero tuples. We call (S1, . . . ,Sk) the standard k-tuple with {1, . . . , k}-wandering
data (L). When L = C, we use the notation (S1, . . . , Sk) for the standard k-tuple.
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Let (V1, . . . , Vk) and (V
′
1 , . . . , V
′
k) be k-tuple of doubly Λ-commuting row isometries acting on the
Hilbert spaces K and K′, respectively. We say that they are unitarily equivalent if there is a unitary
operator U : K → K′ such that UVi,s = V ′i,sU for any i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}.
Theorem 2.2. Assume that 0 ≤ p ≤ k ≥ 1. Let (V1, . . . , Vk) be a k-tuple of doubly Λ-commuting row
isometries on a Hilbert space K such that V1, . . . , Vp (if p ≥ 1) are pure row isometries and Vp+1, . . . , Vk
(if p ≤ k − 1) are Cuntz row isometries. Let L be the {1, . . . , p}-wandering subspace of (V1, . . . , Vk) and
let W˜p+1 := Vp+1|L, . . . , W˜k := Vk|L. Then the k-tuple (V1, . . . , Vk) is unitarily equivalent to
(i) the standard k-tuple (S1, . . . ,Sp,Wp+1, . . . ,Wk) associated with the wandering {1, . . . , p}-data{
L, (W˜p+1, . . . , W˜k)
}
, if 1 ≤ p ≤ k − 1;
(ii) the standard k-tuple (V1, . . . , Vk) associated with the wandering ∅-data {K, (V1, . . . , Vk)}, if p = 0;
(iii) the standard k-tuple (S1, . . . ,Sk) associated with the wandering {1, . . . , k}-data {L}, if p = k .
Proof. Assume that 1 ≤ p ≤ k − 1. According to Theorem 1.7 and Theorem 1.9, we have
K = K{1,...,p} =
⊕
α1∈F
+
n1
,...,αp∈F
+
np
V1,α1 · · ·Vp,αp (L) ,
where L := L{1,...,p} is invariant under the isometries Vi,s, where i ∈ {p+ 1, . . . , k} and s ∈ {1, . . . , ni},
and [Vi,1|L · · ·Vi,ni |L is a Cuntz isometry for all i ∈ {p + 1, . . . , k}. Moreover, L is reducing for the
isometries above and, denoting W˜i,s := Vi,s|L, we have
(2.7)
(
W˜i,s|L
)∗ (
W˜j,t|L
)
= λij(s, t)
(
W˜j,t|L
)(
W˜i,s|L
)∗
for any i, j ∈ {p+1, . . . , k} with i 6= j, and s ∈ {1, . . . , ni}, t ∈ {1, . . . , nj}. Let (S1, . . . ,Sp,Wp+1, . . . ,Wk)
be the standard k-tuple associated with the wandering {1, . . . , p}-data
{
L, (W˜p+1, . . . , W˜k)
}
.
Now, we define the operator U : K → ℓ2(F+n1 × · · · × F
+
np)⊗ L by setting
U
 ∑
α1∈F
+
n1
,...,αp∈F
+
np
V1,α1 · · ·Vp,αph(α1,...,αp)
 := ∑
α1∈F
+
n1
,...,αp∈F
+
np
χ(α1,...,αp) ⊗ h(α1,...,αp),
where h(α1,...,αp) ∈ L and {χ(α1,...,αp)} is the standard orthonormal basis of ℓ
2(F+n1 × · · · × F
+
np). Since∥∥V1,α1 · · ·Vp,αph(α1,...,αp)∥∥ = ∥∥χ(α1,...,αp) ⊗ h(α1,...,αp)∥∥ ,
it is clear that U is a unitary operator. Let i ∈ {1, . . . , p}, s ∈ {1, . . . , ni}, and note that
Vi,s
(
V1,α1 · · ·Vp,αph(α1,...,αp)
)
= λi,1(s, α1) · · ·λi,i−1(s, αi−1)V1,α1 · · ·Vi−1,αi−1Vi,gisαiVi+1,αi+1 · · ·Vp,αph(α1,...,αp).
Hence, and using the definition of U , we obtain
UVi,sU
−1
(
χ(α1,...,αp) ⊗ h(α1,...,αp)
)
= λi,1(s, α1) · · ·λi,i−1(s, αi−1)
(
χ(α1,...,αi−1,gisαi,αi+1,...,αp) ⊗ h(α1,...,αp)
)
and, consequently UVi,sU
−1 = Si,s for any i ∈ {1, . . . , p} and s ∈ {1, . . . , ni}.
On the other hand, due to the doubly Λ-commuting property, if i ∈ {p+1, . . . , k} and s ∈ {1, . . . , ni},
we have
Vi,s
(
V1,α1 · · ·Vp,αph(α1,...,αp)
)
= λi,1(s, α1) · · ·λi,p(s, αp)V1,α1 · · ·Vp,αpW˜i,sh(α1,...,αp).
Consequently,
UVi,sU
−1
(
χ(α1,...,αp) ⊗ h(α1,...,αp)
)
= λi,1(s, α1) · · ·λi,p(s, αp)χ(α1,...,αp) ⊗ W˜i,sh(α1,...,αp),
where the isometries W˜i,s satisfy relation (2.7). Hence, we deduce that UVi,sU
−1 = Wi,s for any i ∈
{p+ 1, . . . , k} and s ∈ {1, . . . , ni}. This proves item (i). Note that item (ii) is obvious and the proof of
(iii) is similar to that of (i), setting p = k. The proof is complete. 
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Consider now the general case when A = {i1, . . . , ip} ⊂ {1, . . . , k} and Ac = {j1, . . . , jk−p} with i1 <
· · · < ip and j1 < · · · < jk−p. As in the particular case when A = {1, . . . , p}, given a A-wandering data
WA :=
{
L, (W˜j1 , . . . , W˜jk−p)
}
, one can construct a k-tuple VWA := (VWA1 , . . . , V
WA
k ), where V
WA
i :=
[VWAi,1 · · · , V
WA
i,ni
], of doubly Λ-commuting row isometries acting on the Hilbert space ℓ2(F+ni1×· · ·×F
+
nip
)⊗
L, that has the prescribed A-wandering data WA with the following properties:
(i) if i ∈ A, then VWAi is a pure row isometry;
(ii) if i ∈ Ac, then VWAi is a Cuntz row isometry;
(iii) all the other wandering data are the zero tuples.
We call VWA the standard k-tuple of doubly Λ-commuting row isometries with prescribed A-wandering
data WA. In this setting, the analogue of Theorem 2.2 is the following result. Since the proof is similar
we shall omit it.
Theorem 2.3. Let 1 ≤ p ≤ k − 1 and let A = {i1, . . . , ip} ⊂ {1, . . . , k} and Ac = {j1, . . . jk−p} with
j1 < · · · < jk−p. Suppose that (V1, . . . , Vk) is a k-tuple of doubly Λ-commuting row isometries on a Hilbert
space K such that Vi is a pure row isometry if i ∈ A and Vi is a Cuntz row isometry if i ∈ A
c, and let
WA be its A-wandering data of (V1, . . . , Vk). Then the k-tuple (V1, . . . , Vk) is unitarily equivalent to the
standard k-tuple VWA associated with the wandering data WA.
Combining now Theorem 1.7 and Theorem 2.3, we deduce the following Wold decomposition.
Theorem 2.4. Let V := (V1, . . . , Vk) be a k-tuple of doubly Λ-commuting row isometries. Then V is
unitarily equivalent to k-tuple⊕
A⊂{1,...,k}
VWA :=
 ⊕
A⊂{1,...,k}
VWA1 , . . . ,
⊕
A⊂{1,...,k}
VWAk
 ,
where, for each i ∈ {1, . . . , k},
⊕
A⊂{1,...,k}
VWAi :=
 ⊕
A⊂{1,...,k}
VWAi,1 · · ·
⊕
A⊂{1,...,k}
VWAi,ni
 ,
and VWA is the standard k-tuple of of doubly Λ-commuting row isometries with prescribed A-wandering
data WA, which coincides with the A-wandering data of (V1, . . . , Vk).
Proof. According to Theorem 1.7, the Hilbert space K admits a unique orthogonal decomposition
K =
⊕
A⊂{1,...,k}
KA
with the following properties:
(i) for each subset A ⊂ {1, . . . , k}, the subspace KA is reducing for all the isometries Vi,m, where
i ∈ {1, . . . , k} and m ∈ {1, . . . , ni};
(ii) if i ∈ A, then Vi|KA := [Vi,1|KA · · ·Vi,ni |KA ] is a pure row isometry;
(iii) if i ∈ Ac, then Vi|KA := [Vi,1|KA · · ·Vi,ni |KA ] is a Cuntz row isometry.
If A = {i1, . . . , ip} and A
c = {j1, . . . jk−p} with j1 < · · · < jk−p, let WA =
(
LA,
(
Vj1 |LA , . . . , Vjk−p |LA
))
be the A-wandering data of V := (V1, . . . , Vk), as provided by Theorem 1.7. Let V
WA be the standard
k-tuple of doubly Λ-commuting row isometries with prescribed A-wandering data WA. According to
Theorem 2.2 and Theorem 2.3, there is a unitary operator UA : KA → ℓ2(×i∈AF+ni)⊗ LA such that
UA (Vi,s|KA) = V
WA
i,s UA
for any i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}. Consequently, we deduce that
UVi,s =
 ⊕
A⊂{1,...,k}
VWAi,s
U,
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where
U =
⊕
A⊂{1,...,k}
UA :
⊕
A⊂{1,...,k}
KA →
⊕
A⊂{1,...,k}
(
ℓ2(×i∈AF
+
ni)⊗ LA
)
.
The proof is complete. 
3. Classification of doubly Λ-commuting row isometries
In this section, we present classification and parametrization results for the k-tuples of doubly Λ-
commuting row isometries. In addition, we obtain a description and parametrization of the irreducible
k-tuples of doubly Λ-commuting row isometries.
Let V := (V1, . . . , Vk) be k-tuple of doubly Λ-commuting row isometries acting on the Hilbert space K
and let and V ′ := (V ′1 , . . . , V
′
k) be k-tuple of doubly Λ
′-commuting row isometries acting on the Hilbert
space K′. Note that if V and V ′ are unitarily equivalent, then Λij = Λ
′
ij for i 6= j. Indeed, assume that
there is a unitary operator U : K → K′ such that UVi,s = V ′i,sU for any i ∈ {1, . . . , k and s ∈ {1, . . . , ni}.
Then, using the Λ-commutation relation (1.2), we obtain
UVi,sVj,tU
−1 = V ′i,sV
′
j,t = λ
′
i,j(s, t)V
′
j,tV
′
i,s = λ
′
i,j(s, t)UVj,tVi,sU
−1
which implies Vi,sVj,t = λ
′
i,j(s, t)Vj,tVi,s and together with relation (1.2) and the fact that Vi,s are
isometries show that λi,j = λ
′
i,j .
Let A ⊂ {1, . . . , k} and Ac = {j1, . . . jk−p} with j1 < · · · < jk−p, and consider two A-wandering
data (L1, (Wj1 , . . . ,Wjk−p)) and (L2, (Uj1 , . . . , Ujk−p)). We say that the A-wandering data are equivalent
if there is a unitary operator ϕ : L1 → L2 such that ϕWj,t = Uj,tϕ for any j ∈ {j1, . . . , jk−p} and
t ∈ {1, . . . , nj}.
Theorem 3.1. Let V := (V1, . . . , Vk) and V
′ := (V ′1 , . . . , V
′
k) be k-tuples of doubly Λ-commuting row
isometries acting on the Hilbert space K and K′, respectively. Then V is unitarily equivalent to V ′ if and
only if, for any A ⊂ {1, . . . , k}, the A-wandering data of V is unitarily equivalent to the A-wandering
data of V ′.
Proof. Assume that V and V ′ are unitarily equivalent and let U : K → K′ be a unitary operator such
that UVi,s = V
′
i,sU for any i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}. Then, we have U(kerV
∗
i,s) = kerV
∗
i,s. If
A = {i1, . . . , ip} ⊂ {1, . . . , k} and Ac = {j1, . . . jk−p} with j1 < · · · < jk−p, we can use Theorem 1.9, to
deduce that
ULA = L
′
A, UKA = K
′
A, (U |LA)(Vi,s|LA) = (Vi,s|L′A)(U |LA),
where LA and L
′
A are the A-wandering subspace of V and V
′, respectively. This shows that the wan-
dering data WA := {LA, (Vj1 |LA , . . . , Vjk−p |LA)} and W
′
A := {L
′
A, (V
′
j1
|L′
A
, . . . , V ′jk−p |L′A)} are unitarily
equivalent.
Conversely, assume that the wandering data WA and W ′A are unitarily equivalent, i.e. there is a
unitary operator ULA : LA → L
′
A such that
ULA(Vi,s|LA) = (Vi,s|L′A)ULA
for any i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}. We consider the case when 1 ≤ p ≤ k− 1 (the cases p = 0 and
p = k can be treated similarly). Due to Theorem 1.9, we have
KA =
⊕
αi1∈F
+
ni1
,...,αip∈F
+
nip
Vi1,αi1 · · ·Vip,αip (LA)
and a similar relation holds for K′A. Define the operator UA : KA → K
′
A by setting
UA
 ∑
αi1∈F
+
ni1
,...,αip∈F
+
nip
Vi1,αi1 · · ·Vip,αiph(αi1 ,...,αip )
 = ∑
αi1∈F
+
ni1
,...,αip∈F
+
nip
V ′i1,αi1 · · ·V
′
ip,αip
ULAh(αi1 ,...,αip ),
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where h(αi1 ,...,αip ) ∈ LA. It is easy to see that UA is unitary and
UA(Vi,s|KA) = (Vi,s|K′A)UA
for any i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}. The latter relation is due to the definition of UA and the Λ-
commutation relations (1.2) for the isometries {Vi,s} and {V ′i,s}, respectively. Now, employing Theorem
1.7, it is clear that the unitary operator
U :=
⊕
A⊂{1,...,k}
UA : K =
⊕
A⊂{1,...,k}
KA → K
′ =
⊕
A⊂{1,...,k}
K′A
satisfies the relation UVi,s = Vi,sU for any i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}. The proof is complete. 
Theorem 3.2. There is a one-to-one correspondence between the unitary equivalence classes of k-tuples
of doubly Λ-commuting row isometries and the enumerations of 2k unitary equivalence classes of unital
representations of the twisted Λ-tensor algebras ⊗Λi∈AcOni , as A is any subset of {1, . . . , k}, where Oni is
the Cuntz algebra with ni generators and A
c is the complement of A in {1, . . . , k}.
Proof. Let V denote the set of all unitary equivalences classes of k-tuples of doubly Λ-commuting row
isometries, and let
R :=
{
×A⊂{1,...,k}π̂Ac : πA ∈ Rep(⊗
Λ
i∈AcOni)
}
,
where π̂Ac is the unitary equivalence class of the representations of ⊗Λi∈AcOni associated with πAc . If
V := (V1, . . . , Vk) is a k-tuple of doubly Λ-commuting row isometries, denote by V̂ the unitary equivalence
class of V . According to Theorem 2.4, to each k-tuple V corresponds the set {WA}A⊂{1,...,k} of A-
wandering data WA =
(
LA,
(
Vj1 |LA , . . . , Vjk−p |LA
))
, indexed by all subsets A of {1, . . . , n}, where Ac =
{j1, . . . , jk−p}. Due to Theorem 1.9 (part (i) and (ii)), the A-wandering dataWA can be used to generate
a unital representation πAc of the universal algebra ⊗Λi∈AcOni . Let π̂Ac be the unitary equivalence class
of the representations of ⊗Λi∈AcOni which has as representative πAc . We define the map Ψ : V → R by
setting
Ψ(V̂ ) = ×A⊂{1,...,k}π̂Ac .
Due to Theorem 3.1, the map Ψ is well-defined and injective. On the other hand, according to the results
of Section 2, the map Ψ is surjective. The proof is complete. 
In what follows we obtain a description and parametrization of the irreducible k-tuples of doubly
Λ-commuting row isometries.
Theorem 3.3. Let V := (V1, . . . , Vk) be a k-tuple of doubly Λ-commuting row isometries acting on a
Hilbert space K 6= {0}. Then the following statements are equivalent.
(i) The C∗-algebra C∗(V1, . . . , Vk) is irreducible.
(ii) There is a subset A ⊂ {1, . . . , k} (possible empty) with Ac = {j1, . . . , jk−p} such that V is unitarily
equivalent to a standard k-tuple VWA of doubly Λ-commuting row isometries associated with a
wandering data WA := {LA, (Wj1 , . . . ,Wjk−p)}, where the A-wandering subspace LA has only
trivial subspaces that are invariant under C∗(Wj1 , . . . ,Wjk−p).
Moreover, two such irreducible k-tuples V and V ′ are unitarily equivalent if and only if the corresponding
sets A and A′ are equal and the wandering data WA and WA′ are unitarily equivalent.
Proof. Assume that item (i) holds. According to Theorem 1.7, there exists exactly one subset A ⊂
{1, . . . , k} (possible empty) such that K = KA 6= {0} and the following properties hold:
(i) if i ∈ A, then Vi := [Vi,1 · · ·Vi,ni ] is a pure row isometry;
(ii) if i ∈ Ac, then Vi is a Cuntz row isometry.
Using Theorem 2.3, we deduce that V is unitarily equivalent to the standard k-tuple VWA , whereWA :=
{LA, (Wj1 , . . . ,Wjk−p)} is the wandering data of V . Now, item (ii) follows.
To prove the implication (ii) =⇒ (i), assume that item (ii) holds. Since K 6= {0}, we must have
LA 6= {0}. Due two Theorem 2.3, we can assume that V is the standard k-tuple associated with A.
For simplicity of exposition, we also assume that A = {1, . . . , p} ⊂ {1, . . . , k}, p ≥ 1, and, therefore,
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V = (S1, . . . ,Sp,Wp+1, . . . ,Wk−p). Let M ⊂ ℓ2(F+n1 × · · · × F
+
np)⊗ LA be a non-zero subspace which is
invariant under C∗(S1, . . . ,Sp,Wp+1, . . . ,Wk−p). If
g =
∑
α1∈F
+
n1
,...,αp∈F
+
np
χ(α1,...,αp) ⊗ h(α1,...,αp), h(α1,...,αp) ∈ LA,
is a non-zero element in M, then there exists h(β1,...,βp) 6= {0} Note that
(3.1) PLAS
∗
1,β1 · · ·S
∗
p,βpg = c(β1,...,βp)χ(g10,...,g
p
0 )
⊗ h(β1,...,βp),
for some constant c(β1,...,βp) ∈ T. On the other hand, using the definition of the standard k-tuple
(S1, . . . , Sk) (see the proof of Theorem 2.1), we deduce that
(id− ΦS1) ◦ · · · ◦ (id− ΦSk)(I) = PLA ,
which together with relation (3.1) and the fact thatM is reducing subspace for all the shifts {Si,s} imply
χ(g10,...,g
p
0 )
⊗h(β1,...,βp) ∈M. Since LA has only trivial subspace that is invariant under C
∗(Wj1 , . . . ,Wjk−p),
we deduce that LA ⊂M. SinceM is also invariant subspace under the isometries {Si,s}, we deduce that
ℓ2(F+n1 × · · · × F
+
np)⊗LA ⊂M. Consequently, we have ℓ
2(F+n1 × · · · × F
+
np)⊗LA =M, which proves the
implication (ii) =⇒ (i). The last part of the theorem follows from the results above, Theorem 1.7, and
Theorem 3.1. The proof is complete. 
Now, one can easily obtain the following result.
Corollary 3.4. The unitary equivalence classes of the non-zero irreducible representations of the C∗-
algebra generated by k-tuples of doubly Λ-commuting row isometries are parameterised by the unitary
equivalence classes of the non-zero irreducible representations of the 2k universal Λ-tensor algebras ⊗Λi∈AcOni .
An important particular case of Theorem 3.3 is the following.
Corollary 3.5. If S = (S1, . . . , Sk) is the standard k-tuple of pure row isometries acting on the Hilbert
space ℓ2(F+n1 × · · · × F
+
nk), then the C
∗-algebra C∗({Si,s}) is irreducible.
4. Regular Λ-polyballs, noncommutative Berezin transforms, and von Neumann
inequalities
We saw, in Section 2, that the pure k-tuples of doubly Λ-commuting row isometries are unitarily
equivalent to the standard k-tuples S = (S1, . . . ,Sk) acting on ℓ
2(F+n1 × · · · × F
+
nk
) ⊗ D, where D is a
Hilbert space. A natural question that arises is the following. What are the k-tuples T = (T1, . . . , Tk)
of row operators Ti = [Ti,1 . . . Ti,ni ], acting on a Hilbert space H, which admit S as universal model, i.e.
there is a Hilbert space D such that H is jointly co-invariant for Si,s and
T ∗i,s = S
∗
i,s|H,
for any i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}. In this section, we answer this question introducing the regular
Λ-polyball BΛ(H). Employing noncommutative Berezin transforms, we provide a noncommutative von
Neumann inequality for the elements of BΛ(H) and show that the C∗({Si,s}) is the universal C∗-algebra
generated by a k-tuple of doubly Λ-commuting row isometries.
For each i, j ∈ {1, . . . , k} with i 6= j, let Λij := [λi,j(s, t)], where s ∈ {1, . . . , ni} and t ∈ {1, . . . , nj}
be an ni × nj-matrix with the entries in the torus T := {z ∈ C : |z| = 1}, and assume that Λj,i = Λ∗i,j .
Given row contractions Ti := [Ti,1 · · ·Ti,ni ], i ∈ {1, . . . , k}, acting on a Hilbert space H, we say that
T = (T1, . . . , Tk) is a k-tuple of Λ-commuting row contractions if
(4.1) Ti,sTj,t = λij(s, t)Tj,tTi,s
for any i, j ∈ {1, . . . , k} with i 6= j and any s ∈ {1, . . . , ni}, t ∈ {1, . . . , nj}. If, in addition, the relation
(4.2) T ∗i,sTj,t = λij(s, t)Tj,tT
∗
i,s
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is satisfied, we say that T is a k-tuple of doubly Λ-commuting row contractions. We denote by BdΛ(H)
the set of all k-tuples of doubly Λ-commuting row contractions. Finally, we say that T is in the regular
Λ-polyball, which we denote by BΛ(H), if T is a k-tuple of Λ-commuting row contractions and
∆rT (I) := (id− ΦrT1) ◦ · · · ◦ (id− ΦrTk)(I) ≥ 0, r ∈ [0, 1),
where ΦrTi : B(H)→ B(H) is the completely positive linear map defined by ΦrTi(X) :=
∑ni
s=1 r
2Ti,sXT
∗
i,s.
Lemma 4.1. If T = (T1, . . . , Tk) is a k-tuple of Λ-commuting row contractions, then
ΦTiΦTj = ΦTjΦTi , i, j ∈ {1, . . . , k}.
Proof. Due to relation (4.1) and the fact that λij(s, t) ∈ T, we have
ΦTiΦTj (X) =
ni∑
s=1
nj∑
t=1
Ti,sTj,tXT
∗
j.tT
∗
i,s
=
nj∑
t=1
ni∑
s=1
|λi,j(s, t)|
2Tj,tTi,sXT
∗
i,sT
∗
j.t
= ΦTjΦTi(X).
The proof is complete. 
Proposition 4.2. Let T = (T1, . . . , Tk) be a k-tuple of Λ-commuting row contractions. Then the following
statements are equivalent:
(i) T ∈ BΛ(H);
(ii) (id− ΦrT1) ◦ · · · ◦ (id− ΦrTk)(I) ≥ 0, r ∈ [0, 1);
(iii) (id− ΦT1)
p1 ◦ · · · ◦ (id− ΦTk)
pk(I) ≥ 0 for any pi ∈ {0, 1}.
If, in addition, T is a pure k-tuple, i.e. ΦpTi(I)→ 0 strongly as p→∞, then T ∈ BΛ(H) if and only if
(id− ΦT1) ◦ · · · ◦ (id− ΦTk)(I) ≥ 0.
Proof. The equivalence of (i) and (ii) is due to the definition. Let us prove that (iii) =⇒ (ii). Assume that
(iii) holds. Then (id−ΦT1)◦· · ·◦(id−ΦTk)(I) ≥ 0 and, consequently, ΦT1(∆(T2,...,Tk)(I)) ≤ ∆(T2,...,Tk)(I),
where
∆(T2,...,Tk)(I) := (id− ΦT2) ◦ · · · ◦ (id− ΦTk)(I) ≥ 0.
It is clear now that 0 ≤ ΦrT1(∆(T2,...,Tk)(I)) ≤ ∆(T2,...,Tk)(I) for any r ∈ [0, 1), which implies the inequality
(id−ΦrT1) ◦ · · · ◦ (id−ΦTk)(I) ≥ 0 and, due to the commutativity of ΦT1 , . . . ,ΦTk (see Lemma 4.1), we
deduce that
(4.3) (id− ΦT2) ◦ · · · ◦ (id− ΦTk)(id− ΦrT1)(I) ≥ 0.
A similar argument as above, starting with the inequality (id−ΦT1) ◦ (id−ΦT3) ◦ · · · ◦ (id−ΦTk)(I) ≥ 0
leads to the inequality (id−ΦT3) ◦ · · · ◦ (id−ΦTk)(id−ΦrT1)(I) ≥ 0. Repeating the argument above but
starting with the inequality (4.3), shows that
(id− ΦT3) ◦ · · · ◦ (id− ΦTk)(id− ΦrT1)(id− ΦrT2)(I) ≥ 0.
Iterating this process, we conclude that (id − ΦrT1) ◦ · · · ◦ (id − ΦrTk)(I) ≥ 0 for any r ∈ [0, 1), which
completes the proof of the implication (iii) =⇒ (ii).
Since (rT1, . . . , rTk) ∈ BΛ(H) is a pure k-tuple, the implication (ii) =⇒ (iii) will follow immediately
if we can prove that for any pure k-tuple A = (A1, . . . , Ak) ∈ BΛ(H), we have (id− ΦA1)
p1 ◦ · · · ◦ (id−
ΦAk)
pk(I) ≥ 0 for any pi ∈ {0, 1}. We prove the latter statement. Since A = (A1, . . . , Ak) ∈ BΛ(H), it is
clear that (id−ΦA1)◦· · ·◦(id−ΦAk)(I) ≥ 0. Hence, we deduce that ΦA1(∆(A2,...,Ak)(I)) ≤ ∆(A2,...,Ak)(I),
where
∆(A2,...,Ak)(I) := (id− ΦA2) ◦ · · · ◦ (id− ΦAk)(I)
is a self-adjoint operator. Now, it is easy to see that ΦmA1(∆(A2,...,Ak)(I)) ≤ ∆(A2,...,Ak)(I), m ∈ N, and
−‖∆(A2,...,Ak)(I)‖Φ
m
A1(I) ≤ Φ
m
A1(∆(A2,...,Ak)(I)) ≤ ‖∆(A2,...,Ak)(I)‖Φ
m
A1(I)
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for any m ∈ N. Taking m→∞ and using the act that ΦmA1(I)→ 0 strongly as m→∞, we conclude that
∆(A2,...,Ak)(I) ≥ 0. Using similar arguments and the commutativity of the maps ΦA1 , . . . ,ΦAk , we can
deduce that (id−ΦA1)
p1 ◦ · · · ◦ (id−ΦAk)
pk(I) ≥ 0 for any pi ∈ {0, 1}, which proves our assertion. Note
also that the latter result and the implication (iii) =⇒ (ii) prove also the last part of the proposition. 
Lemma 4.3. Let T = (T1, . . . , Tk) be a k-tuple of doubly Λ-commuting row contractions. If i, j ∈
{1, . . . , k} with i 6= j, then Ti,s commutes with Tj,αT ∗j,α for any s ∈ {1, . . . , ni} and α ∈ F
+
nj . Moreover,
for any i1, . . . , ip distinct elements in {1, . . . , k} and α1 ∈ F+ni1 ,. . . , αp ∈ F
+
nip
,(
Ti1,α1T
∗
i1,α1
)
· · ·
(
Tip,αpT
∗
ip,αp
)
= Ti1,α1 · · ·Tip,αpT
∗
ip,αp · · ·T
∗
i1,α1 .
Proof. Let α = gjp1 · · · g
j
pm ∈ F
+
nj , where p1, . . . , pm ∈ {1, . . . , nj}. Using the relations (4.1), (4.2), and
the fact that λj,i(t, s) = λi,j(s, t) and λi,j(s, t) ∈ T, we have
Ti,s
(
Tj,αT
∗
j,α
)
= Ti,sTj,p1 · · ·Tj,pmT
∗
j,pm · · ·T
∗
j,p1
= λi,j(s, p1) · · ·λi,j(s, pm)Tj,p1 · · ·Tj,pmTi,sT
∗
j,pm · · ·T
∗
j,p1
= λi,j(s, p1) · · ·λi,j(s, pm)λj,i(pm, s) · · ·λj,i(p1, s)Tj,p1 · · ·Tj,pmT
∗
j,pm · · ·T
∗
j,p1Ti,s
= |λi,j(s, p1)|
2 · · · |λi,j(s, pm)|
2Tj,p1 · · ·Tj,pmT
∗
j,pm · · ·T
∗
j,p1Ti,s
=
(
Tj,αT
∗
j,α
)
Ti,s,
which proves the first part of the proposition. Note also that T ∗i,s commutes with Tj,αT
∗
j,α for any
s ∈ {1, . . . , ni} and α ∈ F+nj . This property will be used repeatedly to prove, by induction, the last part
of the proposition. Indeed, we have
(Ti1,α1T
∗
i1,α1)(Ti2,α2T
∗
i2,α2) = Ti1,α1Ti2,α2T
∗
i2,α2T
∗
i1,α1 .
Assume that
(Ti1,α1T
∗
i1,α1) · · · (Tip,αpT
∗
ip,αp) = Ti1,α1 · · ·Tip,αpT
∗
ip,αp · · ·T
∗
i1,α1 .
Consequently, using the Λ-commutation relation (4.1), we obtain
(Ti1,α1T
∗
i1,α1) · · · (Tip,αpT
∗
ip,αp)(Tip+1,αp+1T
∗
ip+1,αp+1)
= Tip+1,αp+1
[
(Ti1,α1T
∗
i1,α1) · · · (Tip,αpT
∗
ip,αp)
]
T ∗ip+1,αp+1
= Tip+1,αp+1Ti1,α1 · · ·Tip,αpT
∗
ip,αp · · ·T
∗
i1,α1T
∗
ip+1,αp+1
= Tip+1,αp+1Ti1,α1 · · ·Tip,αpTip+1,αp+1T
∗
ip+1,αp+1T
∗
ip,αp · · ·T
∗
i1,α1T
∗
ip+1,αp+1.
The proof is complete. 
Proposition 4.4. Let T = (T1, . . . , Tk) be a k-tuple of row contractions with Ti := [Ti,1 · · ·Ti,ni ] and
Ti,s ∈ B(H). Then the following statements hold.
(i) If T = (T1, . . . , Tk) is a k-tuple of doubly Λ-commuting row contractions, then T ∈ BΛ(H).
(ii) If T = (T1, . . . , Tk) is a k-tuple of Λ-commuting row contractions and
∑k
i=1
∑ni
s=1 Ti,sT
∗
i,s ≤ IH,
then T ∈ BΛ(H).
(iii) If T is Λ-commuting and
∑ni
s=1 Ti,sT
∗
i,s = IH for any i ∈ {1, . . . , k}, then T ∈ BΛ(H).
Proof. To prove (i), note that Lemma 4.3 shows that
(Ti,sT
∗
i,s)(Tj,tT
∗
j,t) = (Tj,tT
∗
j,t)(Ti,sT
∗
i,s)
for any i, j ∈ {1, . . . , k} with i 6= j. Consequently,
k∏
i=1
(
I −
ni∑
s=1
r2Ti,sT
∗
i,s
)
≥ 0
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for any r ∈ [0, 1). On the other hand, using again Lemma 4.3 part (iii), we can prove that
∆rT (I) := (id− ΦrTk) ◦ · · · ◦ (id− ΦrT1)(I) =
k∏
i=1
(
I −
ni∑
s=1
r2Ti,sT
∗
i,s
)
.
Now it is clear that ∆rT (I) ≥ 0 for any r ∈ [0, 1), which proves part (i).
To part (ii), assume that
∑k
i=1
∑ni
s=1 Ti,sT
∗
i,s ≤ IH. Note that I ≥ (id−ΦrT1(I) ≥ 0 r ∈ [0, 1), implies
I ≥ (id− ΦrT1)(I) ≥ (id− ΦrT1)(I) − ΦrT2 ◦ (id− ΦrT1)(I)
= (id− ΦrT2) ◦ (id− ΦrT1)(I) ≥ I − ΦrT1(I)− ΦrT2(I) ≥ 0.
This can be used to deduce that
I ≥ (id− ΦrT2) ◦ (id− ΦrT1)(I) ≥ (id− ΦrT2) ◦ (id− ΦrT1)(I)− ΦrT3 ◦ (id− ΦrT2) ◦ (id− ΦrT1)(I)
= (id− ΦrT3) ◦ (id− ΦrT2) ◦ (id− ΦrT1)(I)
≥ I − ΦrT1(I)− ΦrT2(I)− ΦrT3(I) ≥ 0.
Iterating this process, we deduce that
I ≥ (id− ΦrTk) ◦ · · · ◦ (id− ΦrT1)(I)
≥ I − ΦrT1(I)− · · · − ΦrTk(I) ≥ 0
for any r ∈ [0, 1), which proves that T ∈ BΛ(H).
If T is Λ-commuting and
∑ni
s=1 Ti,sT
∗
i,s = IH for any i ∈ {1, . . . , k}, then (id − ΦT1)
p1 ◦ · · · ◦ (id −
ΦTk)
pk(I) = 0 for any pi ∈ {0, 1}. Proposition 4.2 shows that T ∈ BΛ(H). The proof is complete. 
Let T = (T1, . . . , Tk) be a pure k-tuple in the regular Λ-polyball BΛ(H), i.e ΦmTi(I) → 0 strongly as
m→∞. We define the noncommutative Berezin kernel
KT : H → ℓ
2(F+n1 × · · · × F
+
nk)⊗H,
by setting
KTh :=
∑
β1∈F
+
n1
,...,βk∈F
+
nk
χ(β1,...,βk) ⊗∆T (I)
1/2T ∗k,βk · · ·T
∗
1,β1h, h ∈ H,
where ∆T (I) := (id− ΦTk) ◦ · · · ◦ (id− ΦT1)(I).
Theorem 4.5. Let T = (T1, . . . , Tk) be a pure k-tuple in the regular Λ-polyball. Then the following
statements hold.
(i) The noncommutative Berezin kernel KT is an isometry.
(ii) For any i ∈ {1, . . . , k} and s ∈ {1, . . . , ni},
KTT
∗
i,s =
(
S∗i,s ⊗ I
)
KT .
Proof. First, note that
‖KTh‖
2 =
∑
β1∈F
+
n1
,...,βk∈F
+
nk
∥∥∥∆T (I)1/2T ∗k,βk · · ·T ∗1,β1h∥∥∥2
=
〈 ∑
β1∈F
+
n1
,...,βk∈F
+
nk
T1,β1 · · ·Tk,βk∆T (I)T
∗
k,βk · · ·T
∗
1,β1h, h
〉
for any h ∈ H. We remark that
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∞∑
pk=0
ΦpkTk [(id− ΦTk) ◦ · · · ◦ (id− ΦT1)(I)]
= lim
qk→∞
qk∑
pk=0
{
ΦpkTk [(id− ΦTk−1) ◦ · · · ◦ (id− ΦT1)(I)] − Φ
pk+1
Tk
[(id− ΦTk−1) ◦ · · · ◦ (id− ΦT1)(I)]
}
= (id− ΦTk−1) ◦ · · · ◦ (id− ΦT1)(I)− limqk→∞
Φqk+1Tk [(id− ΦTk−1) ◦ · · · ◦ (id− ΦT1)(I)]
= (id− ΦTk−1) ◦ · · · ◦ (id− ΦT1)(I).
The latter equality is due to the fact that
−‖∆(Tk−1,...,T1)(I)‖Φ
qk+1
Tk
(I) ≤ Φqk+1Tk (∆(Tk−1,...,T1)(I)) ≤ Φ
qk+1
Tk
(I)‖∆(Tk−1,...,T1)(I)‖,
where ∆(Tk−1,...,T1)(I) := (id− ΦTk−1) ◦ · · · ◦ (id− ΦT1)(I), and that limqk→∞Φ
qk+1
Tk
(I) = 0. Continuing
this process, we obtain
∞∑
p1=0
Φp1T1
(
∞∑
p2=0
Φp2T2
(
· · ·
∞∑
pk=0
ΦpkTk [(id− ΦTk) ◦ · · · ◦ (id− ΦT1)(I)] · · ·
))
= I.
Since we can rearrange the series of positive terms, we obtain
∞∑
p1,...,pk=0
Φp1T1 ◦ · · · ◦ Φ
pk
Tk
[∆T (I)] = I.
Combining the results above, we obtain that ‖KTh‖ = ‖h‖ for any h ∈ H, which proves part (i).
To prove item (ii), note that, for any h, h′ ∈ H,〈
KTT
∗
i,sh, χ(α1,...,αk) ⊗ h
′
〉
=
〈 ∑
β1∈F
+
n1
,...,βk∈F
+
nk
χ(β1,...,βk) ⊗∆T (I)
1/2T ∗k,βk · · ·T
∗
1,β1T
∗
i,sh, χ(α1,...,αk) ⊗ h
′
〉
=
〈
∆T (I)
1/2T ∗k,αk · · ·T
∗
1,α1T
∗
i,sh, h
′
〉
=
〈
h, Ti,sT1,α1 · · ·Ti−1,αi−1Ti,αi · · ·Tk,αk∆T (I)
1/2h′
〉
= λi,1(s, α1) · · ·λi,i−1(s, αi−1)
〈
h, T1,α1 · · ·Ti−1,αi−1Ti,gisαi · · ·Tk,αk∆T (I)
1/2h′
〉
for any α1 ∈ F+n1 , . . . , αk ∈ F
+
nk where, for any j ∈ {1, . . . , k},
λi,j(s, β) :=
{∏q
b=1 λi,j(s, jb) if β = g
j
j1
· · · gjjq ∈ F
+
nj
1 if β = gj0.
On the other hand, using relation (2.4) and the definition of KT , we obtain〈(
S∗i,s ⊗ I
)
KTh, χ(α1,...,αk) ⊗ h
′
〉
=
〈
S∗i,s(χ(α1,...,αi−1,gisαi,αi+1,...,αk))⊗∆T (I)
1/2T ∗k,αk · · ·T
∗
i+1,αi+1T
∗
i,gisαi
T ∗i−1,αi−1 · · ·T
∗
1,α1h, χ(α1,...,αk) ⊗ h
′
〉
= λi,1(s, α1) · · ·λi,i−1(s, αi−1)
〈
h, T1,α1 · · ·Ti−1,αi−1Ti,gisαi · · ·Tk,αk∆T (I)
1/2h′
〉
.
Combining the results above, we conclude that item (ii) holds. The proof is complete. 
Theorem 4.6. Let T = (T1, . . . , Tk) ∈ B(H)n1 × · · · × B(H)nk . Then T is a pure element in BΛ(H) if
and only if there is a Hilbert space D such that H can be identified with a co-invariant subspace under
the shifts Si,s ⊗ ID and
T ∗i,s =
(
S∗i,s ⊗ ID
)
|H
for any i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}. Moreover, T ∈ BdΛ(H) if and only if, in addition, the following
relation holds
PH (S
∗
i,s ⊗ ID)|HPH(Sj,t ⊗ ID)|H = PH (S
∗
i,s ⊗ ID)(Sj,t ⊗ ID)|H
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for any i, j ∈ {1, . . . , k} with i 6= j and s ∈ {1, . . . , ni}, t ∈ {1, . . . , nj}.
Proof. The direct implication is due to Theorem 4.5 and the identification of H with KTH. To prove
the converse, assume that T ∗i,s =
(
S∗i,s ⊗ ID
)
|H for any i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}. Then
T ∗j,tT
∗
i,s = (S
∗
j,tS
∗
i,s ⊗ ID)|H. Consequenly, using the Λ-commutation relations for the universal model
S = (S1, . . . , Sk), we have
Ti,sTj,t = PH(Si,sSj,t ⊗ ID)|H
= λi,j(s, t)PH(Sj,tSi,s ⊗ ID)|H
= λi,j(s, t)Tj,tTi,s.
Therefore, T ∈ BΛ(H). On the other hand, we have∑
α∈F+ni ,|α|=q
Ti,αT
∗
i,α = PH
 ∑
α∈F+ni ,|α|=q
Si,αS
∗
i,α
 |H.
Since [Si,1 · · ·Si,ni ] is a pure row isometry, we deduce that T is a pure k-tuple in BΛ(H).
Now, we prove the second part of the theorem. If T ∈ BdΛ(H), then we can apply the first part of the
theorem and get T ∗i,s =
(
S∗i,s ⊗ ID
)
|H for any i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}. Using relation (4.2), we
deduce that
PH (S
∗
i,s ⊗ ID)|HPH(Sj,t ⊗ ID)|H = λi,j(s, t)PH (S
∗
j,t ⊗ ID)|HPH(Si,s ⊗ ID)|H
= λi,j(s, t)PH (S
∗
j,tSi,s ⊗ ID)|H
= PH(S
∗
i,sSj,t ⊗ ID)|H
for any i, j ∈ {1, . . . , k} with i 6= j and s ∈ {1, . . . , ni}, t ∈ {1, . . . , nj}. Conversely, assume that
PH (S
∗
i,s ⊗ ID)|HPH(Sj,t ⊗ ID)|H = PH (S
∗
i,s ⊗ ID)(Sj,t ⊗ ID)|H.
Using relation T ∗i,s =
(
S∗i,s ⊗ ID
)
|H, we deduce that
T ∗i,sTi,t = PH(S
∗
i,sSj,t ⊗ ID)|H
= λi,j(s, t)PH (S
∗
j,tSi,s ⊗ ID)|H
= λi,j(s, t)Ti,tT
∗
i,s,
which proves that T ∈ BdΛ(H). The proof is complete. 
We remark that, in Theorem 4.6, the relation
PH (S
∗
i,s ⊗ ID)|HPH(Sj,t ⊗ ID)|H = PH (S
∗
i,s ⊗ ID)(Sj,t ⊗ ID)|H
for any i, j ∈ {1, . . . , k} with i 6= j and s ∈ {1, . . . , ni}, t ∈ {1, . . . , nj}, is equivalent with the fact that
{PH(Si,s ⊗ ID)|H} i∈{1,...,k}
s∈{1,...,ni}
is doubly Λ-commuting .
Note that due to the doubly Λ-commutativity relations satisfied by the standard shift S = (S1, . . . , Sk)
and the fact that S∗i,sSi,t = δstI for any i ∈ {1, . . . , k} and s, t ∈ {1, . . . , ni}, any polynomial in {Si,s}
and {S∗i,s} can be represented uniquely as a finite sum the form
(4.4) p({Si,s}, {S
∗
i,s}) =
∑
a(α1,...,αk,β1,...,βk)S1,α1 · · ·Sk,αkS
∗
1,β1 · · ·S
∗
k,βk
,
where a(α1,...,αk,β1,...,βk) ∈ C , α1 ∈ F
+
n1 , . . . , αk ∈ F
+
nk
and β1 ∈ F+n1 , . . . , βk ∈ F
+
nk
. To prove the
uniqueness of the representation, we need some notation. If α := (α1, . . . , αk) ∈ Fn1 × · · · × Fnk , we
define its length |α| := |α1|+ · · ·+ |αk|, and use the notation Sα := S1,α1 · · ·Sk,αk
Proposition 4.7. Let Γ be a finite set of pairs (α,β) with α,β ∈ F+n1 × · · · × F
+
nk
, and consider the
polynomial
p({Si,s}, {S
∗
i,s}) =
∑
(α,β)∈Γ
a(α,β)SαS
∗
β.
If p({Si,s}, {S∗i,s}) = 0, then a(α,β) = 0 for any (α,β) ∈ Γ.
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Proof. Assume that there are non-zero coefficients a(α,β) with (α,β) ∈ Γ and let
p := min
{
|β| : there is α with (α,β) ∈ Γ and a(α,β) 6= 0
}
.
Fix σ such that there is γ with the property that (γ,σ) ∈ Γ, a(γ,σ) 6= 0, and |σ| = p. Let σ
′ :=
(σ′1, . . . , σ
′
k) ∈ Fn1 × · · · × Fnk be such that |σ| = |σ
′| = p. Note that, if there is i ∈ {1, . . . , k} such
that |σ′i| > |σi|, then S
∗
σ′χσ = 0. Consequently, if S
∗
σ′χσ 6= 0, then |σ
′
i| ≤ |σi| for any i ∈ {1, . . . , k}.
Since |σ| = |σ′|, we conclude that if S∗σ′χσ 6= 0, then |σ
′
i| = |σi| for any i ∈ {1, . . . , k}. Taking now into
account that, for each i ∈ {1, . . . , k}, the isometries Si,1, . . . , Si,ni have orthogonal ranges and using the
definition of the standad shift S = (S1, . . . , Sk), we deduce that
S∗σ′χσ 6= 0 if and only if σ
′
i = σi for any i ∈ {1, . . . , k}.
Using this result, we deduce that
p({Si,s}, {S
∗
i,s})χσ =
∑
α: (α,σ)∈Γ
a(α,σ)SαS
∗
σχσ
= c(σ)
∑
α: (α,σ)∈Γ
a(α,σ)Sαχ(g10 ,...,gk0 )
= c(σ)
∑
α: (α,σ)∈Γ
a(α,σ)d(α)χα,
where c(σ) and d(α) are some unimodular constants. Since p({Si,s}, {S∗i,s}) = 0 and {χβ}β∈F+n1×···×F
+
nk
is an orthonormal basis of ℓ2(F+n1 × · · · × F
+
nk
), we conclude that a(α,σ) = 0 for any α with (α,σ) ∈ Γ.
In particular, we have a(γ,σ) = 0, which contradicts our assumption. In conclusion, a(α,β) = 0 for any
(α,β) ∈ Γ. The proof is complete. 
If p({Si,s}, {S
∗
i,s} is a polynomial of the form (4.4) and T ∈ BΛ(H), we define
p({Ti,s}, {T
∗
i,s}) :=
∑
a(α1,...,αk,β1,...,βk)T1,α1 · · ·Tk,αkT
∗
1,β1 · · ·T
∗
k,βk
and note that the definition is correct due to the following von Neumann inequality.
Corollary 4.8. If T = (T1, . . . , Tk) is a k-tuple in the regular Λ-polyball, then
‖p({Ti,s}, {T
∗
i,s})‖ ≤ ‖p({Si,s}, {S
∗
i,s})‖
for any polynomial p({Si,s}, {S
∗
i,s}) of the form (4.4).
Proof. Let r ∈ [0, 1) and note that rT = (rT1, . . . , rTk) is a pure k-tuple in BΛ(H). Due to Theorem 4.5,
we deduce that
p({rTi,s}, {rT
∗
i,s}) = K
∗
rT
(
p({Si,s}, {S
∗
i,s})⊗ I
)
KrT
and, consequently,
‖p({rTi,s}, {rT
∗
i,s})‖ ≤ ‖p({Si,s}, {S
∗
i,s})‖
for any r ∈ [0, 1). Taking r→ 1, we complete the proof. 
We introduce the Λ-polyball algebra A(BΛ) as the normed closed non-self-adjoint algebra generated
by the isometries Si,s and the identity. For general results on completely bonded maps and dilations we
refer the reader to [12].
Theorem 4.9. If T ∈ BΛ(H), then the map
ΨT (f) := lim
r→1
K∗rT [f ⊗ I]KrT , f ∈ C
∗({Si,s}),
where the limit is in the operator norm topology, is a is completely contractive linear map. Moreover, its
restriction to the Λ-polyball algebra A(BΛ) is a completely contractive homomorphism. If, in addition, T
is a pure k-tuple, then ΨT (f) = K
∗
T [f ⊗ I]KT .
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Proof. Let f ∈ C∗({Si,s) and let {pm({Si,s}, {S∗i,s})}m∈N be a sequence of polynomials of the form
(4.4) such that pm({Si,s}, {S∗i,s}) → f in the operator norm topology, as m → ∞. Due to Corollary
4.8, the sequence {pm({Ti,s}, {T ∗i,s})}m∈N is Cauchy and, consequently, convergent. Denote FT (f) :=
limm→∞ pm({Ti,s}, {T ∗i,s}) and note that FT (f) is well-defined and ‖FT (f)‖ ≤ ‖f‖. We remark that
there is a matricial version of Corollary 4.8, i.e.
‖[pab({Ti,s}, {T
∗
i,s})]q×q‖ ≤ ‖[pab({Si,s}, {S
∗
i,s})]q×q‖
for any matrix [pab({Si,s}, {S∗i,s})]q×q of polynomials of the form (4.4). Using this result, it is easy to see
that the map FT : C
∗({Si,s}) → B(H) defined as above is a unital completely contractive linear map.
Now, we prove that FT = ΨT . First, note that Theorem 4.5 implies
pm({rTi,s}, {rT
∗
i,s}) = K
∗
rT [pm({Si,s}, {S
∗
i,s})]⊗ I]KrT
for any m ∈ N and r ∈ [0, 1). Taking m→∞, we deduce that
(4.5) FrT (f) = K
∗
rT (f ⊗ I)KrT
for any r ∈ [0, 1) and f ∈ C∗({Si,s}). For any ǫ > 0, let nǫ ∈ N be such that
(4.6) ‖pnǫ({Si,s}, {S
∗
i,s})− f‖ < ǫ.
Due to the considerations above we have
(4.7) ‖FrT (f)− pnǫ({Ti,s}, {T
∗
i,s})‖ ≤ ‖f − pnǫ({Si,s}, {S
∗
i,s})‖ < ǫ.
On the other hand, we can find δ ∈ (0, 1) such that
(4.8) ‖pnǫ({rTi,s}, {rT
∗
i,s})− pnǫ({Ti,s}, {T
∗
i,s})‖ < ǫ
for any r ∈ (δ, 1). Using relation (4.5), (4.6), (4.7), and (4.8), we obtain
‖FT (f)−K
∗
rT (f ⊗ I)KrT ‖ = ‖FT (f)− FrT (f)‖
≤ ‖FT (f)− pnǫ({Ti,s}, {T
∗
i,s})‖ − ‖pnǫ({Ti,s}, {T
∗
i,s})− pnǫ({rTi,s}, {rT
∗
i,s})‖
+ ‖pnǫ({rTi,s}, {rT
∗
i,s})− FrT (f)‖ ≤ 3ǫ
for any r ∈ (δ, 1), Therefore limr→1K∗rT [f ⊗ I]KrT = FT (f), which proves that FT = ΨT . Now, it is easy
to see that ΨT |A(BΛ) is a completely contractive homomorphism. If, in addition, T is a pure k-tuple,
then Theorem 4.5 implies
K∗T (pm({Si,s}, {S
∗
i,s})⊗ I)KT = pm({Ti,s}, {T
∗
i,s}).
Taking m→∞, we obtain K∗T (f ⊗ I)KT = ΨT (f) for any f ∈ C
∗({Si,s}). The proof is complete. 
Corollary 4.10. Let T = (T1, . . . , Tk) with Ti = (Ti,1, . . . , Ti,ni) and Ti,s ∈ B(H). Then T ∈ BΛ(H) if
and only if there is a completely positive linear map Ψ : C∗({Si,s})→ B(H) such that
Ψ(p({Si,s}, {S
∗
i,s})) = p({Ti,s}, {T
∗
i,s})
for any polynomial p({Si,s}, {S∗i,s}) of the form (4.4).
Proof. The direct implication is a consequence of Theorem 4.5 and Theorem 4.9. To prove the converse,
note that
∆rT (I) := (id− ΦrTk) ◦ · · · ◦ (id− ΦrT1)(I) = ΨT (∆rS(I)) ≥ 0
for any r ∈ [0, 1). On the other hand, we have
Ti,sTj,t − λij(s, t)Tj,tTi,s = ΨT (Si,sSj,t − λij(s, t)Sj,tSi,s) = 0
for any i, j ∈ {1, . . . , k} with i 6= j and any s ∈ {1, . . . , ni}, t ∈ {1, . . . , nj}. Therefore, T ∈ BΛ(H). The
proof is complete. 
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The noncommutative Berezin transform at a pure element T ∈ BΛ(H) is the mapping
BT : B(ℓ
2(F+n1 × · · · × F
+
nk)→ B(H), BT [f ] := K
∗
T [f ⊗ I]KT .
When T ∈ BΛ(H), we set BT [f ] := limr→1K∗rT [f ⊗ I]KrT , f ∈ C
∗({Si,s}).
In what follows, we prove that the noncommutative Berezin transform is invariant under a class of
automorphims of the C∗-algebra C∗({Si,s}).
If z = (z1, . . . , zk), with zi := (zi,1, . . . , zi,ni) ∈ T
ni , and T = (T1, . . . , Tk) ∈ BΛ(H), then we define
zT := (z1T1, . . . zkTk), where ziTi := (zi,1Ti,1, . . . , zi,niTi,ni) and set ρz(T ) := zT . It is easy to see that
the map ρz : BΛ(H) → BΛ(H) is is a well-defined bijection and ρz ◦ ρz¯ = id. On the other hand, ρz
generates a ∗-endomorphism ρ
z
of C∗({Si,s}) such that
ρz(Si,s) = zi,sSi,s.
Set σz := ρz¯ρz and note that σz(Si,s) = Si,s for any i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}. Therefore, ρz is
an automorphism of C∗({Si,s}).
Proposition 4.11. Let T ∈ BΛ(H) and let z ∈ T
n1+···+nk . Then
BT [ρz(f)] = Bρz(T )[f ], f ∈ C
∗({Si,s}).
Proof. Due to Theorem 4.9, it is enough to prove the proposition when f = S1,α1 · · ·Sk,αkS
∗
1,β1
· · ·S∗k,βk
and αi, βi ∈ F+ni . Note that
Bρz(T )[f ] = z1,α1 · · · zk,αk z¯1,β1 · · · z¯k,βkT1,α1 · · ·Tk,αkT
∗
1,β1 · · ·T
∗
k,βk
= BT [z1,α1 · · · zk,αk z¯1,β1 · · · z¯k,βkS1,α1 · · ·Sk,αkS
∗
1,β1 · · ·S
∗
k,βk
]
= BT [ρz(f)].
The proof is complete. 
In what follows, we deduce the following Wold decomposition which can be deduce from Theorem 1.7.
Theorem 4.12. Let V = (V1, . . . , Vk) be a k-tuple of doubly Λ-commuting row isometries acting on a
Hilbert space K. Then there is a unique othogonal decomposition
K = K(s) ⊕K(c) ⊕K(r),
where K(s),K(c),K(r) are reducing subspaces under all isometries Vi,s, for i ∈ {1, . . . , k}, s ∈ {1, . . . , ni},
with the following properties.
(i) V |K(s) is a k-tuple of doubly Λ-commuting pure row isometries, which is isomorphic to the stan-
dard k-tuple S = (S1, . . . ,Sk) with wandering subspace of dimension equal to dim∆V (I)K.
(ii) V |K(c) is a k-tuple of doubly Λ-commuting Cuntz row isometries.
(iii) V |K(r) is a k-tuple of doubly Λ-commuting row isometries having no nontrivial jointly reducing
subspace M⊂ K(r) of all Vi,s such that V |M is a k-tuple of doubly Λ-commuting pure (or Cuntz)
row isometries.
Moreover, we have
K(s) =
⊕
α1∈F
+
n1
,...,αk∈F
+
nk
V1,α1 · · ·Vk,αk (∆V (I)K) ,
K(c) =
∞⋂
m1,...,mk=0
 ⊕
α1∈F
+
n1
|α1|=m1
· · ·
⊕
αk∈F
+
nk
|αk|=mk
V1,α1 · · ·Vk,αkK
 ,
and K(r) = (K(s) ⊕K(c))⊥.
Proof. According to Theorem 1.7, the Hilbert space K admits a unique orthogonal decomposition
K = K{1,...,k} ⊕K∅ ⊕K
′
with the following properties.
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(i) The subspaces K{1,...,k}, K∅, and K
′ are reducing for all the isometries Vi,s, where i ∈ {1, . . . , k}
and s ∈ {1, . . . , ni};
(ii) Vi|K{1,...,k} := [Vi,1|K{1,...,k} · · ·Vi,ni |K{1,...,k} ] is a pure row isometry for any i ∈ {1, . . . , k}.
(iii) Vi|K∅ := [Vi,1|K∅ · · ·Vi,ni |K∅ ] is a Cuntz row isometry for any i ∈ {1, . . . , k}.
Using Theorem 1.9 and Remark 1.10, one can see that
K{1,...,k} = K
(s) = ∩ki=1K
(s)
i and K∅ = K
(c) = ∩ki=1K
(c)
i ,
where K
(s)
i and K
(c)
i are defined by relation (1.3). Due to the results of Section 2, V |K(s) is isomorphic
to the standard k-tuple S = (S1, . . . ,Sk) with wandering subspace of dimension equal to dim∆V (I)K.
To prove part (iii) of the theorem, we need to use Proposition 1.2. Indeed, if M ⊂ K(r) is a reducing
subspace for all isometries Vi,s such that V |M is a k-tuple of doubly Λ-commuting pure (resp. Cuntz) row
isometries, then M⊂ K(s) (resp. M⊂ K(c)). Since K(r) := (K(s) ⊕K(c))⊥, we conclude that M = {0}.
The proof is complete. 
Corollary 4.13. Let V = (V1, . . . , Vk) be a k-tuple of doubly Λ-commuting row isometries acting on a
Hilbert space K. Then the following statements hold:
(i) V is a pure k-tuple if and only if K = K(s);
(ii) V is a k-tuple of Cuntz row isometries if and only if K = K(c),
where K(s) and K(c) are defined in Theorem 4.12.
Now, we are ready to prove the following result concerning the C∗-algebra C∗({Si,s}) and its repre-
sentations.
Theorem 4.14. Let V = (V1, . . . , Vk) be a k-tuple of doubly Λ-commuting row isometries acting on a
Hilbert space K. Then the following statements hold.
(i) There is a ∗-representation π : C∗({Si,s})→ B(K) such that π(Si,s) = Vi,s for any i ∈ {1, . . . , k}
and s ∈ {1, . . . , ni}. Moreover, any ∗-representation of C∗({Si,s}) is determined by a a k-tuple
of doubly Λ-commuting row isometries.
(ii) C∗({Si,s}) is the universal C∗-algebra generated by a k-tuple of doubly Λ-commuting row isome-
tries.
(iii) If ⋂
i∈{1,...,k}
s∈{1,...,ni}
kerV ∗i,s 6= {0},
then the C∗-algebra C∗({Vi,s}) is isomorphic to C∗({Si,s}).
Proof. Since V = (V1, . . . , Vk) is a k-tuple of doubly Λ-commuting row isometries, Corollary 4.8 implies
‖p({Vi,s}, {V
∗
i,s})‖ ≤ ‖p({Si,s}, {S
∗
i,s})‖
for any polynomial p({Si,s}, {S∗i,s}) in {Si,s} and {S
∗
i,s}. Set
π(p({Si,s}, {S
∗
i,s})) := p({Vi,s}, {V
∗
i,s})
and note that π is a well-defined ∗-homomorphisms on the algebra of all polynomials in {Si,s} and
{S∗i,s}. For each f ∈ C
∗({Si,s}) let {pm({Si,s}, {S
∗
i,s})}m∈N be a sequence with the property that
pm({Si,s}, {S∗i,s}) → f in norm, as m → ∞. Since {pm({Si,s}, {S
∗
i,s})}m∈N is a Cauchy sequence,
the inequality above shows that the sequence {pm({Vi,s}, {V ∗i,s})}m∈N is also a Cauchy sequence and,
consequently, π(f) := limm→∞ pm({Vi,s}, {V ∗i,s}) exists in C
∗({Vi,s}). Note that π is well-defined linear
map and ‖π(f)‖ ≤ ‖f‖. Using standard arguments, one can easily see that π is a ∗-representation of the
C∗ algebra C∗({Si,s}).
Conversely, let π : C∗({Si,s})→ B(K) be a ∗-representation of C∗({Si,s}) on the Hilbert space K and
set Vi,s := π(Si,s) for any i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}. Since S = (S1, . . . , Sk) is a k-tuple of doubly
Λ-commuting row isometries, so is the k-tuple V = (V1, . . . , Vk). This completes the proof of part (i).
Note that item (ii) follows from item (i).
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To prove part (iii), we use the Wold decomposition of Theorem 4.12. As a consequence, we have the
decomposition
Vi,s = (Si,s ⊗ ID)
⊕
V ′i,s
for any i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}, where
D :=
⋂
i∈{1,...,k}
s∈{1,...,ni}
kerV ∗i,s,
S = (S1, . . . , Sk) is the standard shift, and V
′ = (V ′1 , . . . , V
′
k) is a k-tuple of doubly Λ-commuting row
isometries. Consequently, we have
p({Vi,s}, {V
∗
i,s}) =
(
p({Si,s}, {S
∗
i,s})⊗ ID
)⊕
p({V ′i,s}, {V
′∗
i,s})
which, due to the fact that
‖p({V ′i,s}, {V
′∗
i,s})‖ ≤ ‖p({Si,s}, {S
∗
i,s})‖
implies
‖p({Vi,s}, {V
∗
i,s})‖ = max
{
‖p({Si,s}, {S
∗
i,s})‖, ‖p({V
′
i,s}, {V
′∗
i,s})‖
}
= ‖p({Si,s}, {S
∗
i,s})‖.
We define π(p({Si,s}, {S∗i,s}) := p({Vi,s}, {V
∗
i,s}) and note that π can be extended uniquely to an iso-
metric ∗-representation π : C∗({Si,s}) → C∗({Vi,s}). We remark that π is surjective. Indeed, for
each g ∈ C∗({Vi,s}), there exists a sequence qm({Vi,s}, {V ∗i,s}) which converges to g in norm. Since
{qm({Vi,s}, {V ∗i,s})} is Cauchy, so is the sequence {qm({Si,s}, {S
∗
i,s})} and, consequently, there exists
f ∈ C∗({Si,s}) such that f = limm→∞ qm({Si,s}, {S∗i,s}). Now it clear that π(f) = g and ‖π(f)‖ = ‖f‖.
The proof is complete. 
Theorem 4.15. Let S = (S1, . . . , Sk) be the standard k-tuple of doubly Λ-commuting row isometries
Si = [Si,1 · · ·Si,ni ] and let JΛ be the closed two-sided ideal generated by the projections I−
∑n1
s=1 S1,sS
∗
1,s,
..., I −
∑nk
s=1 Sk,sS
∗
k,s in the C
∗-algebra C∗({Si,s}). Then the sequence of C∗-algebras
0→ JΛ → C
∗({Si,s})→ ⊗
Λ
i∈{1,...,k}Oni → 0
is exact.
Proof. We consider the collection of all k-tuples V ω = (V ω1 , . . . , V
ω
k ) of doubly Λ-commuting Cuntz row
isometries V ωi = (V
ω
i,1 · · ·V
ω
i,ni
] such that C∗({V ωi,s}) is irreducible. We define the k-tuple V˜ = (V˜1, . . . , V˜k)
with V˜i = [V˜i,1 · · · V˜i,ni ] by setting
V˜i,s :=
⊕
ω
V ωi,s, i ∈ {1, . . . , k}, s ∈ {1, . . . , ni}.
We prove that C∗({V˜i,s}) is the universal C
∗-algebra generated by a k-tuple of doubly Λ-commuting
Cuntz row isometries. Let V = (V1, . . . , Vk) be another k-tuple of doubly Λ-commuting Cuntz row
isometries. It is enough to show that there is a surjective ∗-homomorphism ϕ : C∗({V˜i,s})→ C∗({Vi,s})
such that ϕ(V˜i,s) = Vi,s for any i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}. For this, it suffices to show that
(4.9) ‖p({Vi,s}, {V
∗
i,s})‖ ≤ ‖p({V˜i,s}, {V˜
∗
i,s})‖
for any noncommutative polynomial in Vi,s and V
∗
i,s. Due to the GNS construction, given a polynomial p,
there is an irreducible representation ρ of C∗({Vi,s}) such that ‖ρ(p({Vi,s}, {V ∗i,s}))‖ = ‖p({Vi,s}, {V
∗
i,s})|.
Define the k-tuple V ′ = (V ′1 , . . . , V
′
k), V
′
i = [V
′
i,1 · · ·V
′
i,ni ], by setting
V ′i,s := ρ(Vi,s), i ∈ {1, . . . , k}, s ∈ {1, . . . , ni}.
Note that V ′ is a doubly Λ-commuting k-tuple of Cuntz isometries and
‖p({V˜i,s}, {V˜
∗
i,s})‖ ≥ ‖p({V
′
i,s}, {V
′∗
i,s})‖ = ‖ρ(p({Vi,s}, {V
∗
i,s}))‖ = ‖p({Vi,s}, {V
∗
i,s})‖.
Consequently, setting
ϕ
(
p({V˜i,s}, {V˜
∗
i,s}
)
:= p({Vi,s}, {V
∗
i,s}
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for any polynomial p as above, we have a well defined contractive ∗-homomorphism on the ∗-algebra
generated by Vi,s and V
∗
i,s. It is clear that ϕ extends by continuity to a ∗-homomorphism of C
∗({V˜i,s})
onto C∗({Vi,s}).
Now, we prove that C∗({V˜i,s}) is isomorphic to the C∗-algebra C∗({Si,s})/JΛ . According to Theorem
4.14, there is a ∗-representation π : C∗({Si,s})→ C∗({V˜i,s}) such that π(Si,s) = V˜i,s for any i ∈ {1, . . . , k}
and s ∈ {1, . . . , ni}. Since π(JΛ) = 0, π induces a ∗-representation ψ : C∗({Si,s})/JΛ → C
∗({V˜i,s}) such
that
ψ
(
p({Si,s}, {S
∗
i,s}) + JΛ
)
= p({V˜i,s}, {V˜
∗
i,s}).
Consequently, ψ is surjective and
(4.10) ‖p({V˜i,s}, {V˜
∗
i,s})‖ ≤ ‖p({Si,s}, {S
∗
i,s}) + JΛ‖.
On the other hand, let q : C∗({Si,s}) → C
∗({Si,s})/JΛ be the canonical quotient map and note that
Ŝ = (Ŝ1, . . . , Ŝk) with Ŝi,s := [q(Si,1 · · · q(Si,ni)] is a k-tuple of doubly Λ-commuting Cuntz row isometries
in the C∗-algebra C∗({Si,s})/JΛ . Due to the inequality (4.9), we have
‖p({q(Si,s)}, {q(Si,s)
∗})‖ ≤ ‖p({V˜i,s}, {V˜
∗
i,s})‖
which together with inequality (4.10) implies
‖p({V˜i,s}, {V˜
∗
i,s})‖ = ‖p({Si,s}, {S
∗
i,s}) + JΛ‖.
Consequently, ψ is an isomorphism of C∗-algebras and, therefore, the sequence
0→ JΛ → C
∗({Si,s})→ C
∗({V˜i,s})→ 0
is exact. The proof is complete. 
5. Invariant subspaces and classification of the pure elements in the regular
Λ-polyball
The goal of this section is to classify the Beurling type jointly invariant subspaces of the universal
k-tuple S = (S1, . . . , Sk) and to classify the pure elements T = (T1, . . . , Tk) in the regular Λ-polyball,
with defect of rank 1, 2, . . . ,∞.
Theorem 5.1. Let S = (S1, . . . , Sk) be the universal model associated with the Λ-polyball and let M ⊂
ℓ2(F+n1×· · ·×F
+
nk)⊗H be a jointly co-invariant subspace under the operator Si,s⊗IH, where i ∈ {1, . . . , k}
and s ∈ {1, . . . , ni}. Then
span{(S1,α1 . . . Sk,αk ⊗ IH)M : α1 ∈ F
+
n1 , . . . , αnk ∈ F
+
nk
} = ℓ2(F+n1 × · · · × F
+
nk
)⊗ L,
where L := (PC ⊗ IH)M⊂H. In particular, any jointly reducing subspace M⊂ ℓ2(F+n1 × · · · × F
+
nk)⊗H
for all isometries Si,s ⊗ IH has the form
M = ℓ2(F+n1 × · · · × F
+
nk
)⊗ G
for some Hilbert space G.
Proof. In what follows, we identify C with the subspace Cχ(g10 ,...,gk0 ) of ℓ
2(F+n1 × · · · × F
+
nk). Fix x ∈ M
with x 6= 0 and suppose that it has the representation
(5.1) x =
∑
α1∈F
+
n1
,...,αk∈F
+
nk
χ(α1,...,αk) ⊗ h(α1,...,αk), h(α1,...,αk) ∈ H.
Since x 6= 0, there is h(σ1,...,σk) 6= 0. Note that using the definition of the standard k-tuple S = (S1, . . . , Sk)
and the Λ-commutation relations satisfied by S, we obtain
(PC ⊗ IH)(S
∗
1,σ1 · · ·S
∗
k,σk ⊗ IH)x = c(σ1,...,σk)χ(g10,...,gk0 ) ⊗ h(σ1,...,σk)
32 GELU POPESCU
for some constant c(σ1,...,σk) ∈ T. Since M is a jointly co-invariant subspace under the operator Si,s ⊗
IH, where i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}, we have (S∗1,σ1 · · ·S
∗
k,σk
⊗ IH)x ∈ M and, consequently,
χ(g10,...,gk0 ) ⊗ h(σ1,...,σk) ∈ L := (PC ⊗ IH)M. Since
(S1,σ1 · · ·Sk,σk ⊗ IH)
(
χ(g10 ,...,gk0 ) ⊗ h(σ1,...,σk)
)
= d(σ1,...,σk)χ(σ1,...,σk) ⊗ h(σ1,...,σk)
for some constant d(σ1,...,σk) ∈ T, we deduce that χ(σ1,...,σk)⊗h(σ1,...,σk) ∈ ℓ
2(F+n1×· · ·×F
+
nk
)⊗L. Using now
relation (5.1), we conclude that x ∈ ℓ2(F+n1×· · ·×F
+
nk
)⊗L, which shows thatM⊂ ℓ2(F+n1×· · ·×F
+
nk
)⊗L
and, therefore, the subspace
(5.2) K := span{(S1,α1 . . . Sk,αk ⊗ IH)M : α1 ∈ F
+
n1 , . . . , αnk ∈ F
+
nk
}
is included in ℓ2(F+n1 × · · · × F
+
nk)⊗ L.
To prove the reverse inclusion, we show first that χ(g10 ,...,gk0 ) ⊗ L ⊂ K. To this end, let y ∈ L with
y 6= 0. Then there is z ∈ M ⊂ ℓ2(F+n1 × · · · × F
+
nk
)⊗ L of the form
z = χ(g10,...,gk0 ) ⊗ y +
∑
α1∈F
+
n1
,...,αk∈F
+
nk
|α1|+···+|αk|≥1
χ(α1,...,αk) ⊗ h(α1,...,αk), h(α1,...,αk) ∈ L,
such that χ(g10,...,gk0 ) ⊗ y = (PC ⊗ IH)z. On the other hand, due to the proof of Theorem 2.1, we have
(id− ΦS1) ◦ · · · ◦ (id− ΦSk)(I) = PC,
which implies
χ(g10 ,...,gk0 ) ⊗ y = (PC ⊗ IH)z = (id− ΦS1⊗IH) ◦ · · · ◦ (id− ΦSk⊗IH)(I)z.
SinceM is co-invariant under all operators Si,s⊗IH and using relation (5.2), we deduce that χ(g10 ,...,gk0 )⊗
y ∈ K for any y ∈ L, which implies (S1,α1 · · ·Sk,αk ⊗ IH)
(
Cχ(g10 ,...,gk0 ) ⊗ L
)
⊂ K for any αi ∈ F+ni . Using
the definition of the standard k-tuple S = (S1, . . . , Sk), one can see that d(α1,...,αk)χ(α1,...,αk) ⊗ L ⊂
K, for some constant d(α1,...,αk) ∈ T, which shows that χ(α1,...,αk) ⊗ L ⊂ K. Now it is clear that
ℓ2(F+n1 × · · · × F
+
nk
) ⊗ L ⊂ K, which proves the first part of the theorem. Note that part two of the
theorem follows immediately from part one. The proof is complete. 
An operator A : ℓ2(F+n1 ×· · ·×F
+
nk)⊗H → ℓ
2(F+n1 ×· · ·×F
+
nk)⊗K is called multi-analytic with respect
to the universal model S = (S1, . . . , Sk) if
A(Si,s ⊗ IH) = (Si,s ⊗ IK)A
for any i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}. If, in addition, A is a partial isometry, we call it inner
multi-analytic operator.
Theorem 5.2. Let S = (S1, . . . , Sk) be the universal model associated with the Λ-polyball and let Y be
a selfadjoint operator on the Hilbert space ℓ2(F+n1 × · · · × F
+
nk) ⊗ K. Then the following statements are
equivalent.
(i) There is a multi-analytic operator A : ℓ2(F+n1 × · · · × F
+
nk
) ⊗ L → ℓ2(F+n1 × · · · × F
+
nk
) ⊗ K such
that
Y = AA∗.
(ii) (id− ΦS1⊗IK) ◦ · · · ◦ (id− ΦSk⊗IK)(Y ) ≥ 0.
Proof. The implication (i) =⇒ (ii) is due to the fact that
∆S⊗IL(I) := (id− ΦS1⊗IL) ◦ · · · ◦ (id− ΦSk⊗IL) = PC ⊗ IL ≥ 0
and ∆S⊗IK(AA
∗) = A∆S⊗IL(I)A
∗ ≥ 0. To prove the implication (ii) =⇒ (i), assume that ∆S⊗IK(Y ) ≥ 0
and denote
∆S2⊗IK,...,Sk⊗IK := (id− ΦS2⊗IK) ◦ · · · ◦ (id− ΦSk⊗IK).
Note that in this case we have ΦS1⊗IK(∆S2⊗IK,...,Sk⊗IK(Y )) ≤ ∆S2⊗IK,...,Sk⊗IK(Y ) which implies
ΦmS1⊗IK(∆S2⊗IK,...,Sk⊗IK(Y )) ≤ ∆S2⊗IK,...,Sk⊗IK(Y ), m ∈ N.
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Since
−‖∆S2⊗IK,...,Sk⊗IK(I)‖Φ
m
S1⊗IK(I) ≤ Φ
m
S1⊗IK(∆S2⊗IK,...,Sk⊗IK(Y )) ≤ ‖∆S2⊗IK,...,Sk⊗IK(I)‖Φ
m
S1⊗IK(I)
and ΦmS1⊗IK(I)→ 0, as m→∞, we deduce that ∆S2⊗IK,...,Sk⊗IK(Y ) ≥ 0, which implies
ΦS2⊗IK(∆S3⊗IK,...,Sk⊗IK(Y )) ≤ ∆S3⊗IK,...,Sk⊗IK(Y ).
As above, the latter inequality implies ∆S3⊗IK,...Sk⊗IK(Y ) ≥ 0. Continuing this process, we conclude
that ΦSk⊗IK(Y ) ≤ Y and Y ≥ 0. Due to Lemma 4.1, one can show, in a similar manner as above, that
ΦSi⊗IK(Y ) ≤ Y for any i ∈ {1, . . . , k}.
Consider the subspace G := Y 1/2
(
ℓ2(F+n1 × · · · × F
+
nk)⊗K
)
and set
(5.3) Ci,s(Y
1/2y) := Y 1/2(S∗i,s ⊗ IK)y
for any y ∈ ℓ2(F+n1 × · · · × F
+
nk
) ⊗ K, i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}. To see that Ci,s is well-defined
on the range of Y 1/2, note that, for each i ∈ {1, . . . , k},
ni∑
s=1
‖Ci,sY
1/2y‖2 =
〈
ni∑
s=1
(Si,s ⊗ IK)Y (Si,s ⊗ IK)y, y
〉
= 〈ΦSi⊗IK(Y )y, y〉 ≤ ‖Y
1/2y‖2
for any y ∈ ℓ2(F+n1 × · · ·×F
+
nk)⊗K. Consequently, we can extend by continuity each operator Ci,s to the
space G. Setting Ti,s := C∗i,s, one can easily see that the inequality above also implies
∑ni
s=1 Ti,sT
∗
i,s ≤ IG .
On the other hand, relation (5.3) implies
Y 1/2 [(id− ΦT1) ◦ · · · ◦ (id− ΦTk)(IG)]Y
1/2 = (id− ΦS1⊗IK) ◦ · · · ◦ (id− ΦSk⊗IK)(Y ) ≥ 0.
Now, let us show that for each i ∈ {1, . . . , k}, Ti := [Ti,1 · · ·Ti,ni ] is a pure row contraction. Indeed, note
that 〈
ΦmTi(IG)Y
1/2y, Y 1/2y
〉
=
〈
ΦmSi⊗IK(Y )y, y
〉
≤ ‖Y ‖
〈
ΦmSi⊗IK(I)y, y
〉
for any y ∈ ℓ2(F+n1 × · · · × F
+
nk) ⊗ K. Since Si ⊗ IK is a pure row isometry, we have Φ
m
Si⊗IK
(I)y → 0 as
m→∞. Consequently, ΦmTi(IG)→ 0 as m→ 0, which proves that Ti is a pure row contraction.
Now, we show that T = (T1, . . . , Tk) is in the regular Λ-polyball. Indeed, due to relation (5.3) and
using the fact that the standard k-tuple S = (S1, . . . , Sk) is in the regular Λ-polyball, we deduce that
Y 1/2Ti,sTj,t = (Si,s ⊗ IK)Y
1/2Tj,t = (Si,s ⊗ IK)(Sj,t ⊗ IK)Y
1/2
= λi,j(s, t)(Sj,t ⊗ IK)(Si,s ⊗ IK)Y
1/2
= λi,j(s, t)Y
1/2Tj,tTi,s.
Hence, we have Y 1/2 (Ti,sTj,t − λi,j(s, t)Tj,tTi,s) = 0. Since Y 1/2 is injective on the Hilbert space G, we
conclude that
Ti,sTj,t = λi,j(s, t)Tj,tTi,s
for any i, j ∈ {1, . . . , k} with i 6= j and any s ∈ {1, . . . , ni}, t ∈ {1, . . . , nj}. This proves that the k-tuple
T = (T1, . . . , Tk) is Λ-commuting. Due to Theorem 4.5, the associated noncommutative Berezin kernel
KT : G → ℓ2(F+n1 × · · · × F
+
nk)⊗ G is an isometry and
KTT
∗
i,s =
(
S∗i,s ⊗ IG
)
KT .
for any i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}. Consequently, using relation (5.3), one can see that the
operator
A := Y 1/2K∗T : ℓ
2(F+n1 × · · · × F
+
nk
)⊗ G → ℓ2(F+n1 × · · · × F
+
nk
)⊗ K
satisfies the relation
A(Si,s ⊗ G) = Y
1/2K∗T (Si,s ⊗ IG) = Y
1/2Ti,sK
∗
T
(Si,s ⊗ IK)Y
1/2K∗T = (Si,s ⊗ IK)A
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for any i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}. Hence, A is a multi-analytic operator. The proof is complete.

We say that M ⊂ ℓ2(F+n1 × · · · × F
+
nk) ⊗ K is a Beurling type jointly invariant subspace under the
operators Si,s ⊗ IK, where i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}, if there is an inner multi-analytic operator
Ψ : ℓ2(F+n1 × · · · × F
+
nk
)⊗ L → ℓ2(F+n1 × · · · × F
+
nk
)⊗K such that
M = Ψ
(
ℓ2(F+n1 × · · · × F
+
nk)⊗ L
)
.
In what follows, we use the notation ((S1 ⊗ IK)|M, . . . , (Sk ⊗ IK)|M), where
(Si ⊗ IK)|M := (Si,1 ⊗ IK)|M, . . . , (Si,ni ⊗ IK)|M).
Now, we can prove the following characterization of the Beurling type jointly invariant subspaces under
the universal model of the regular Λ-polyball.
Theorem 5.3. Let M⊂ ℓ2(F+n1 × · · · × F
+
nk
)⊗K be a jointly invariant subspace under Si,s ⊗ IK, where
i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}. Then the following statements are equivalent.
(i) M is a Beurling type jointly invariant subspace.
(ii) (id− ΦS1⊗IK) ◦ · · · ◦ (id− ΦSk⊗IK)(PM) ≥ 0.
(iii) The k-tuple ((S1 ⊗ IK)|M, . . . , (Sk ⊗ IK)|M) is doubly Λ-commuting.
(iv) There is an isometric multi-analytic operator Ψ : ℓ2(F+n1×· · ·×F
+
nk)⊗L → ℓ
2(F+n1×· · ·×F
+
nk)⊗K
such that
M = Ψ
(
ℓ2(F+n1 × · · · × F
+
nk
)⊗ L
)
.
Proof. The equivalence of (i) with (ii) is due to Theorem 5.2. Indeed, if Ψ : ℓ2(F+n1 × · · · × F
+
nk) ⊗ L →
ℓ2(F+n1 × · · · × F
+
nk) ⊗ K is an inner multi-analytic operator and M = rangeΨ, then PM = ΨΨ
∗. Since
Ψ(Si,s ⊗ IH) = (Si,s ⊗ IK)Ψ for any i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}, we have
(id− ΦS1⊗IK) ◦ · · · ◦ (id− ΦSk⊗IK)(PM) = Ψ
∗(id− ΦS1⊗IL) ◦ · · · ◦ (id− ΦSk⊗IL)(I)Ψ
∗
= Ψ(PC ⊗ IL)Ψ
∗ ≥ 0,
and, consequently, the direct implications follows. Conversely, applying Theorem 5.2 to Y = PM, we find
a multi-analytic operator A : ℓ2(F+n1 × · · · × F
+
nk)⊗ L → ℓ
2(F+n1 × · · · × F
+
nk) ⊗ K such that PM = AA
∗.
Since PM is an orthogonal projection, A must be a partial isometry.
Now, we prove the implication (i) =⇒ (iv). If (i) holds, then there is an inner multi-analytic operator
Ψ : ℓ2(F+n1 × · · · × F
+
nk)⊗H → ℓ
2(F+n1 × · · · × F
+
nk)⊗K such that PM = ΨΨ
∗. Note that
rangeΨ∗ =
{
x ∈ ℓ2(F+n1 × · · · × F
+
nk
)⊗H : ‖ψ(x)‖ = ‖x‖
}
is the initial space of Ψ and, due to the fact that Ψ(Si,s⊗ IH) = (Si,s⊗ IK)Ψ, it is invariant under all the
isometries Si,s⊗IH. Since (rangeΨ∗)
⊥
= kerΨ and Ψ(Si,s⊗IH) = (Si,s⊗IK)Ψ, it is clear that (rangeΨ∗)
⊥
is invariant under all isometries Si,s ⊗ IH and, therefore, it is jointly reducing for these operators. On
the other hand, the support of Ψ is the smallest reducing subspace supp(Ψ) ⊂ ℓ2(F+n1 × · · · × F
+
nk
) ⊗H
under the operators Si,s ⊗ IH containing the co-invariant subspace rangeΨ∗. Consequently, we have
supp(Ψ) = rangeΨ∗. Note that Φ := Ψ|supp(Ψ) is an isometric multi-analytic operator . Using Theorem
5.1, we deduce that supp(Ψ) = ℓ2(F+n1 ×· · ·×F
+
nk
)⊗L, where L := (PC⊗ IH)rangeΨ∗ and, using relation
PM = ΨΨ
∗, we also have M = Φ(ℓ2(F+n1 × · · · × F
+
nk
)⊗ L).
In what follows, we prove that (iv) =⇒ (iii). Assume that item (iv) holds. Then ΨΨ∗ = PM and Ψ is an
isometric multi-analytic operator. It is easy to see that the k-tuple ((S1 ⊗ IK)|M, . . . , (Sk ⊗ IK)|M) is dou-
bly Λ-commuting if and only if k-tuple (PM(S1 ⊗ IK)|M, . . . , PM(Sk ⊗ IK)|M) is doubly Λ-commuting,
where PM(Si ⊗ IK)|M := (PM(Si,1 ⊗ IK)|M, . . . , PM(Si,ni ⊗ IK)|M). In what follows, we prove that the
latter statement holds. Using the fact that the standard k-tuple S = (S1, . . . , Sk) is doubly Λ-commuting,
DOUBLY Λ-COMMUTING ROW ISOMETRIES, UNIVERSAL MODELS, AND CLASSIFICATION 35
we obtain
PM(Si,s ⊗ IK)PM(S
∗
j,t ⊗ IK)PM = ΨΨ
∗(Si,s ⊗ IK)ΨΨ
∗(S∗j,t ⊗ IK)ΨΨ
∗
= ΨΨ∗Ψ(Si,s ⊗ IK)(S
∗
j,t ⊗ IK)Ψ
∗ΨΨ∗
= Ψ(Si,s ⊗ IK)(S
∗
j,t ⊗ IK)Ψ
∗
= Ψλj,i(S
∗
j,t ⊗ IK)(Si,s ⊗ IK)Ψ
∗
for any i, j ∈ {1, . . . , k} with i 6= j, and s ∈ {1, . . . , ni}, t ∈ {1, . . . , nj}. Similarly, one can prove that
PM(Sj,t ⊗ IK)PM(S
∗
i,s ⊗ IK)PM = Ψ(Sj,t ⊗ IK)(S
∗
i,s ⊗ IK)Ψ
∗.
Combining these relations, we deduce that
PM(Sj,t ⊗ IK)PM(S
∗
i,s ⊗ IK)PM = λj,i(t, s)PM(Si,s ⊗ IK)PM(S
∗
j,t ⊗ IK)PM,
which proves that ((S1 ⊗ IK)|M, . . . , (Sk ⊗ IK)|M) is doubly Λ-commuting. Thus item (iii) holds.
It remains to prove that (iii) =⇒ (ii). To this end, assume that item (iii) holds. Using the fact that k-
tuple (PM(S1 ⊗ IK)|M, . . . , PM(Sk ⊗ IK)|M) is doubly Λ-commuting and the subspace M⊥ is invariant
under all operators S∗i,s ⊗ IK, we obtain
(S1,α1 ⊗ IK) · · · (Sk,αk ⊗ IK)PM(S
∗
k,αk ⊗ IK) · · · (S
∗
1,α1 ⊗ IK)
= [PM(S1,α1 ⊗ IK)PM · · ·PM(Sk,αk ⊗ IK)PM]
[
PM(S
∗
k,αk
⊗ IK)PM · · ·PM(S
∗
1,α1 ⊗ IK)PM
]
= [PM(S1,α1 ⊗ IK)PM][PM(S
∗
1,α1 ⊗ IK)PM] · · · [PM(Sk,αk ⊗ IK)PM][PM(S
∗
k,αk ⊗ IK)PM]
= [(S1,α1 ⊗ IK)PM(S
∗
1,α1 ⊗ IK)] · · · [(Sk,αk ⊗ IK)PM(S
∗
k,αk
⊗ IK)]
for any α1 ∈ F+n1 , . . . , αk ∈ F
+
nk . Using these relations, one can see that
(5.4) (id− ΦS1⊗IK) ◦ · · · ◦ (id− ΦSk⊗IK)(PM) = (PM − ΦS1⊗IK(PM) · · · (PM − ΦSk⊗IK(PM).
On the other end, since M is an invariant subspace under all isometries Si,s, we have
PM − ΦSi⊗IK(PM) ≥ 0 for any i ∈ {1, . . . , k}.
Indeed, for any x ∈M and y ∈M⊥, we have〈
ni∑
s=1
(Si,s ⊗ IK)PM(S
∗
i,s ⊗ IK)(x + y), (x+ y)
〉
=
〈
ni∑
s=1
(Si,s ⊗ IK)PM(S
∗
i,s ⊗ IK)x, x
〉
=
ni∑
s=1
‖PM(Si,s ⊗ IK)x‖
2 ≤
ni∑
s=1
‖(Si,s ⊗ IK)x‖
2
≤ ‖x‖2 = ‖PMx‖
2 = ‖PM(x+ y)‖
2.
Now, note that PM − ΦSi⊗IK(PM) commutes with PM − ΦSj⊗IK(PM) for any i, j ∈ {1, . . . , k}. Indeed,
according to our calculations preceding relation (5.4) and using the Λ-commutativity of the standard
k-tuple S = (S1, . . . , Sk), we have
[(Si,s ⊗ IK)PM(S
∗
i,s ⊗ IK)][(Sj,t ⊗ IK)PM(S
∗
j,t ⊗ IK)]
= (Si,sSj,t ⊗ IK)PM(S
∗
j,tS
∗
i,s ⊗ IK)
= (Sj,tSi,s ⊗ IK)PM(S
∗
i,sS
∗
j,t ⊗ IK)
= [(Sj,t ⊗ IK)PM(S
∗
j,t ⊗ IK)][(Si,s ⊗ IK)PM(S
∗
i,s ⊗ IK)]
for any i, j ∈ {1, . . . , k} with i 6= j, and s ∈ {1, . . . , ni}, t ∈ {1, . . . , nj}. Hence, we deduce that
ΦSi⊗IK(PM) commutes with ΦSj⊗IK(PM) and, consequently, that the operators {PM − ΦSi⊗IK(PM)}
k
i=1
are commuting. Now, we can use relation (5.4), to conclude that
(id− ΦS1⊗IK) ◦ · · · ◦ (id− ΦSk⊗IK)(PM) ≥ 0,
which completes the proof. 
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We remark that an extension of Theorem 5.2 to the pure elements in the Λ-polyball holds. We omit
the proof which is very similar.
Theorem 5.4. Let X = (X1, . . . , Xk) ∈ BΛ(H) be a pure k-tuple and let Y ∈ B(H) be a selfadjoint
operator. Then the following statements are equivalent.
(i) There is a Hilbert space L and an operator Ψ : ℓ2(F+n1 × · · · × F
+
nk)⊗L → H such that Y = ΨΨ
∗
and Ψ(Si,s ⊗ IL) = Xi,sΨ for any i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}.
(ii) (id− ΦX1) ◦ · · · ◦ (id− ΦXk)(Y ) ≥ 0.
As a consequence of Theorem 5.4, we obtain the following characterization of the Beurling type in-
variant subspaces for the pure elements in BΛ(H).
Corollary 5.5. Let X = (X1, . . . , Xk) ∈ BΛ(H) be a pure k-tuple and let M⊂ H be a jointly invariant
subspace under all Xi,s. Then the following statements are equivalent.
(i) There is a Hilbert space E and a partial isometry Ψ : ℓ2(F+n1 × · · · × F
+
nk
)⊗ E → H such that
M = Ψ
(
ℓ2(F+n1 × · · · × F
+
nk)⊗ E
)
and Ψ(Si,s ⊗ IE ) = Xi,sΨ for any i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}.
(ii) (id− ΦX1) ◦ · · · ◦ (id− ΦXk)(PM) ≥ 0.
In what follows, we prove that the dilation provided by Theorem 4.5 is minimal and unique up to an
isomorphism.
Theorem 5.6. Let T = (T1, . . . , Tk) be a pure k-tuple in the regular Λ-polyball and let
KT : H → ℓ
2(F+n1 × · · · × F
+
nk
)⊗∆T (I)(H),
be the noncommutative Berezin kernel . Then the subspace KTH is jointly co-invariant under the opera-
tors Si,s ⊗ I∆T (I)(H), where i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}, and the dilation provided by Theorem 4.5
is minimal and unique up to an isomorphism.
Proof. The fact that KTH is a jointly co-invariant subspace under the operators Si,s ⊗ I∆T (I)(H) is due
to the relation
KTT
∗
i,s =
(
S∗i,s ⊗ IDT
)
KT .
where DT := ∆T (I)(H), which was proved in Theorem 4.5. Note also that KT is an isometry and
(PC ⊗ IDT )KTH = DT . Applying Theorem 5.1 to the subspace KTH, we deduce that
(5.5) span{(S1,α1 . . . Sk,αk ⊗ IH)KTH : α1 ∈ F
+
n1 , . . . , αnk ∈ F
+
nk
} = ℓ2(F+n1 × · · · × F
+
nk
)⊗DT ,
which proves the minimality of the dilation provided by the relation
(5.6) T1,α1 · · ·Tk,αk = K
∗
T (S1,α1 . . . Sk,αk ⊗ IDT )KT .
Now, we prove the uniqueness of the minimal dilation of T . Let V : H → ℓ2(F+n1 × · · · × F
+
nk
)⊗D be an
isometry such that VH is jointly co-invariant under the operators Si,s ⊗ I∆T (I)(H), where i ∈ {1, . . . , k}
and s ∈ {1, . . . , ni}, and assume that
(5.7) T1,α1 · · ·Tk,αk = V
∗(S1,α1 . . . Sk,αk ⊗ IDT )V
and
(5.8) span{(S1,α1 . . . Sk,αk ⊗ IH)VH : α1 ∈ F
+
n1 , . . . , αnk ∈ F
+
nk} = ℓ
2(F+n1 × · · · × F
+
nk)⊗D.
According to Corollary 4.10, there is a completely positive linear map Ψ : C∗({Si,s})→ B(H) such that
(5.9) Ψ(p({Si,s}, {S
∗
i,s})) = p({Ti,s}, {T
∗
i,s})
for any polynomial p({Si,s}, {S∗i,s}) of the form (4.4). Consider the ∗-representations
π1 : C
∗({Si,s})→ B(ℓ
2(F+n1 × · · · × F
+
nk
)⊗DT ), π1(a) = a⊗ IDT ,
π2 : C
∗({Si,s})→ B(ℓ
2(F+n1 × · · · × F
+
nk
)⊗D), π1(a) = a⊗ ID
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and note that relations (5.6), (5.7), and (5.9), and the fact that the subspaces KTH and VH are jointly
co-invariant under the operators Si,s ⊗ IDT and Si,s ⊗ ID, repectively, imply
Ψ(p({Si,s}, {S
∗
i,s})) = K
∗
Tπ1(p({Si,s}, {S
∗
i,s}))KT
= V ∗π2(p({Si,s}, {S
∗
i,s})V
for any polynomial p({Si,s}, {S∗i,s}) of the form (4.4). Due to relations (5.5) and (5.8), π1 and π2 are
minimal Stinespring dilations of the completely positive linear map Ψ. Using now Stinespring result [21],
we deduce that these representations are isomorphic. Therefore, there exists a unitary operator
U : ℓ2(F+n1 × · · · × F
+
nk
)⊗DT → ℓ
2(F+n1 × · · · × F
+
nk
)⊗D
such that U(Si,s ⊗ IDT ) = (Si,s ⊗ ID)U for any i ∈ {1, . . . , k}, s ∈ {1, . . . , ni}, and UKT = V . Since U is
a unitary operator, we also deduce that U(S∗i,s ⊗ IDT ) = (S
∗
i,s ⊗ ID)U. Now, using the fact that the C
∗-
algebra C∗({Si,s}) is irreducible (see Corollary 3.5), we conclude that U = I ⊗Ω, where Ω : DT → D is a
unitary operator. Consequently, we have dimDT = dimD and UKTH = VH. The proof is complete. 
In what follows, we prove a classification result for the pure k-tuples in the regular Λ-polyball.
Theorem 5.7. Let T = (T1, . . . , Tk) ∈ B(H)n1 × · · · × B(H)nk . Then T is a pure k-tuple in the
regular Λ-polyball, with rank∆T (I) = m, where m ∈ N or m = ∞, if and only if T = (T1, . . . , Tk) is
unitarily equivalent to the compression of (S1 ⊗ ICm , . . . , Sk ⊗ ICm) to a jointly co-invariant subspace
M ⊂ ℓ2(F+n1 × · · · × F
+
nk
) ⊗ Cn under Si,s ⊗ ICm , where i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}, with the
property that dim[(PC ⊗ ICm)M] = m.
Proof. Note that the direct implication is due to Theorem 5.6 and its proof. To prove the converse,
assume that
(5.10) T1,α1 · · ·Tk,αk = PH(S1,α1 . . . Sk,αk ⊗ IDT )|H, αi ∈ F
+
ni ,
where H ⊂ ℓ2(F+n1 × · · · × F
+
nk
) ⊗ Cm is a co-invariant subspace under Si,s ⊗ ICm , where i ∈ {1, . . . , k}
and s ∈ {1, . . . , ni}, such that dim[(PC ⊗ ICm)H] = m. First, we note that T is a pure k-tuple in
the regular Λ-polyball. Next, we consider that case when m ∈ N. Since (PC ⊗ ICm)H ⊂ C
m and
dim[(PC⊗ ICm)H] = m, it clear that (PC⊗ ICm)H = Cm. Hence, H⊥∩Cm = {0}. On the other hand, we
have (id− ΦS1) ◦ · · · ◦ (id− ΦSk)(I) = PC where C is identified with Cχ(g10 ,...,gk0 ). Consequently, relation
(5.10) implies
∆T (I) := (id− ΦT1) ◦ · · · ◦ (id− ΦTk)(I) = PH(∆S(I)⊗ ICm)|H
= PH(PC ⊗ ICm)|H = PCC
m.
Hence, we deduce that dimDT = dimPCCm ≤ m. If we assume that dimDT < m, then there is h ∈ Cm,
h 6= 0 such that PHh 6= 0. This shows that h ∈ H⊥, which contradicts the relation H⊥ ∩ Cm = {0}. In
conclusion, dimDT = m.
Now, we consider the case when m =∞. Due to relation (5.10) and using the proof of Theorem 5.1 ,
we have
span{(S1,α1 . . . Sk,αk ⊗ IH)H : α1 ∈ F
+
n1 , . . . , αnk ∈ F
+
nk
} = ℓ2(F+n1 × · · · × F
+
nk
)⊗ L,
where L = (PC ⊗ ICm)H. Taking into account that ℓ2(F+n1 × · · · × F
+
nk
)⊗L is jointly reducing for all the
isometries Si,s ⊗ ICm , one can see that relation (5.10) implies
T1,α1 · · ·Tk,αk = PH(S1,α1 . . . Sk,αk ⊗ IL)|H, αi ∈ F
+
ni ,
Due to the uniqueness of the minimal dilation of T = (T1, . . . , Tk) (see Theorem 5.6), we conclude that
dimDT = dimL =∞. The proof is complete. 
The next result provides a classification of the pure elements of rank one in the regular Λ-polybal .
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Corollary 5.8. Let T = (T1, . . . , Tk) ∈ B(H)n1 × · · · × B(H)nk . Then T is a pure element in the
regular Λ-polyball such that rank∆T (I) = 1 if and only if there is a jointly co-invariant subspace M ⊂
ℓ2(F+n1 × · · · × F
+
nk
) under the isometries Si,s, where i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}, such that T is
jointly unitarily equivalent to the compression PMS|M := (PMS1|M, . . . , PMSk|M), where
PMSi|M := [PMSi,1|M · · ·PMSi,ni |M].
If M′ is another jointly co-invariant subspace under Si,s, then PMS|M and PM′S|M′ are unitarily
equivalent if and only if M =M′.
Proof. The direct implication is due to Theorem 5.7. To prove the converse, assume that T = (T1, . . . , Tk)
where Ti,s := PMSi,s|M and M is a jointly co-invariant subspace M ⊂ ℓ2(F+n1 × · · · × F
+
nk) under the
isometries Si,s. Note that
∆T (I) := (id− ΦT1) ◦ · · · ◦ (id− ΦTk)(I) = PM(∆S(I)⊗ IC)|M = PMPC|M
and, consequently, dimDT ≤ 1. Since S = (S1, . . . , Sk) is a pure k-tuple, so is T . Thus ∆T (I) 6= 0, which
shows that dimDT = 1.
To prove the last part of the corollary, note that, as in the proof of Theorem 5.6, we can show that
the two k-tuples are unitarily equivalent if and only if there is a unitary operator
U : ℓ2(F+n1 × · · · × F
+
nk)→ ℓ
2(F+n1 × · · · × F
+
nk)
such that USi,s = Si,sU for any i ∈ {1, . . . , k}, s ∈ {1, . . . , ni}, and UM = M. Since U is a unitary
operator, we also deduce that U(S∗i,s⊗IDT ) = (S
∗
i,s⊗ID)U. Since C
∗-algebra C∗({Si,s}) is irreducible, we
must have U = cI for some constant c ∈ T. Consequently, M = UM =M′. The proof is complete. 
6. Dilation theory on regular Λ-polyballs
In this section, we show that any k-tuple in the regular Λ-polyball admits a minimal dilation which
is a k-tuple of doubly Λ-commuting row isometries, uniquely determined up to an isomorphism. We
show that T is a pure element in BΛ(H) if and only if its minimal isometric dilation is a pure element
in BΛ(K). The universal algebra generated by a k-tuple V = (V1, . . . , Vk) of doubly Λ-commuting row
isometries such ∆V (I) = 0 is identified. In the particular case when n1 = · · · = nk = 1, we obtain
an extension of Brehmer’s result, showing that any k-tuple in the Λ-polyball admits a unique minimal
doubly Λ-commuting unitary dilation.
Theorem 6.1. Let T = (T1, . . . , Tk) be a k-tuple in the regular Λ-polyball BΛ(H). Then there is a Hilbert
K ⊃ H and a k-tuple V = (V1, . . . , Vk) of doubly Λ-commuting row isometries on K such that
T ∗i,s = V
∗
i,s|H, i ∈ {1, . . . , }, s ∈ {1, . . . , ni},
and such that the dilation is minimal, i.e.
K = span
{
V1,α1 · · ·Vk,αkH : α1 ∈ F
+
n1 , . . . , αk ∈ F
+
nk
}
.
Moreover, the minimal dilation is unique up to an isomorphism.
Proof. Let T = (T1, . . . , Tk) with Ti = [Ti,1 · · ·Ti,ni ] and Ti,s ∈ B(H). According to Corollary 4.10,
T ∈ BΛ(H) if and only if there is a completely positive linear map Ψ : C∗({Si,s})→ B(H) such that
Ψ(p({Si,s}, {S
∗
i,s})) = p({Ti,s}, {T
∗
i,s})
for any polynomial p({Si,s}, {S∗i,s}) of the form (4.4). Let π : C
∗({Si,s}) → B(K) be the minimal
Stinespring dilation [21] of Ψ. Then we have Ψ
(
p({Si,s}, {S∗i,s})
)
= PHπ
(
p({Si,s}, {S∗i,s})
)
|H and
(6.1) K = span
{
π
(
p({Si,s}, {S
∗
i,s})
)
H : p({Si,s}, {S
∗
i,s}) ∈ C
∗({Si,s})
}
.
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In what follows, we prove that PHπ(S1,α1 · · ·Sk,αk)|H⊥ = 0 for any αi ∈ F
+
ni . Indeed, we have
T1,α1 · · ·Tk,αkT
∗
k,αk · · ·T
∗
1,α1
= PHπ(S1,α1 · · ·Sk,αk)π(S
∗
k,αk
· · ·S∗1,α1)|H
= PHπ(S1,α1 · · ·Sk,αk)(PH + PH⊥)π(S
∗
k,αk
· · ·S∗1,α1)|H
= PHπ(S1,α1 · · ·Sk,αk)PHπ(S
∗
k,αk · · ·S
∗
1,α1)|H + PHπ(S1,α1 · · ·Sk,αk)PH⊥π(S
∗
k,αk · · ·S
∗
1,α1)|H
= T1,α1 · · ·Tk,αkT
∗
k,αk · · ·T
∗
1,α1 + (PHπ(S1,α1 · · ·Sk,αk)PH⊥) (PHπ(S1,α1 · · ·Sk,αk)PH⊥)
∗
.
Hence, we deduce that PHπ(S1,α1 · · ·Sk,αk)|H⊥ = 0, which shows that π(S1,α1 · · ·Sk,αk)(H
⊥) ⊂ H⊥ and,
consequently, π(S1,α1 · · ·Sk,αk)
∗(H) ⊂ H. Note that the later relation implies
T ∗k,αk · · ·T
∗
1,α1 = PHπ(Sk,αk )
∗ · · ·π(S1,α1)
∗|H = π(Sk,αk )
∗ · · ·π(S1,α1)
∗|H
for any αi ∈ F+ni . Moreover, relation (6.1) implies
K = span {π(S1,α1) · · ·π(Sk,α)H : αi ∈ Fni} .
Setting Vi,s := π(Si,s), we complete the proof of the existence of the minimal dilation of T .
To prove the uniqueness, let V ′ = (V ′1 , . . . , V
′
k) be another minimal dilation of T on a Hilbert space
K′ ⊃ H such that
T ∗i,s = V
′∗
i,s|H, i ∈ {1, . . . , }, s ∈ {1, . . . , ni},
and
K′ = span
{
V ′1,α1 · · ·V
′
k,αk
H : α1 ∈ F
+
n1 , . . . , αk ∈ F
+
nk
}
.
Consider the representation ρ : C∗({Si,s}) → B(K′) defined by ρ(p({Si,s}, {S∗i,s}) := p({V
′
i,s}, {V
′∗
i,s})
for any p({Si,s}, {S∗i,s}) ∈ C
∗({Si,s}) and note that
K′ = span
{
ρ
(
p({Si,s}, {S
∗
i,s})
)
H : p({Si,s}, {S
∗
i,s}) ∈ C
∗({Si,s})
}
.
On the other hand, we have
Ψ(p({Si,s}, {S
∗
i,s})) = p({Ti,s}, {T
∗
i,s}
= PHπ(p({Si,s}, {S
∗
i,s}))|H
= PHρ(p({Si,s}, {S
∗
i,s}))|H
for any polynomial p({Si,s}, {S∗i,s}) ∈ C
∗({Si,s}) of the form (4.4). Consequently, π and ρ are minimal
Stinespring dilations of the completely positive linear mao Ψ. Due to the uniqueness of the minimal
Stinespring dilations, there is a unitary operator U : K → K′ such that UVi,s = V ′i,sU for any i ∈ {1, . . . , },
s ∈ {1, . . . , ni}, and UH = H. The proof is complete. 
Theorem 6.2. Let V = (V1, . . . , Vk) be a k-tuple of doubly Λ-commuting row isometries acting on a
Hilbert space K. Then there is a unique othogonal decomposition
K = K(s) ⊕K(∆),
where K(s),K(∆) are reducing subspaces under all isometries Vi,s, for i ∈ {1, . . . , k}, s ∈ {1, . . . , ni}, with
the following properties.
(i) V |K(s) is a k-tuple of doubly Λ-commuting pure row isometries, which is isomorphic to the stan-
dard k-tuple S = (S1, . . . ,Sk) with wandering subspace of dimension equal to dim∆V (I)K.
(ii) V |K(∆) is a k-tuple of doubly Λ-commuting row isometries such that ∆V (IK(∆)) = 0.
Moreover, we have
K(s) =
⊕
α1∈F
+
n1
,...,αk∈F
+
nk
V1,α1 · · ·Vk,αk (∆V (I)K) and K
(∆) = K(s)
⊥
.
Proof. According to Theorem 1.7, the Hilbert space K admits a unique orthogonal decomposition
K = K{1,...,k} ⊕K
(∆)
with the following properties.
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(i) The subspaces K{1,...,k} and K
(∆) :=
⊕
A⊂{1,...,k}
A6={1,...,k}
KA are reducing for all the isometries Vi,s, where
i ∈ {1, . . . , k} and s ∈ {1, . . . , ni};
(ii) Vi|K{1,...,k} := [Vi,1|K{1,...,k} · · ·Vi,ni |K{1,...,k} ] is a pure row isometry for any i ∈ {1, . . . , k}.
(iii) Vi|K(∆) := [Vi,1|K(∆) · · ·Vi,ni |K(∆) ] is a k-tuple of doubly Λ-commuting row isometries for any
i ∈ {1, . . . , k}.
Due to Theorem 1.9 and Remark 1.10, we have K{1,...,k} = K
(s) = ∩ki=1K
(s)
i , where K
(s)
i is defined
by relation (1.3). According to the results of Section 2, V |K(s) is isomorphic to the standard k-tuple
S = (S1, . . . ,Sk) with wandering subspace of dimension equal to dim∆V (I)K. On the other hand, we
saw in the proof of Theorem 1.7 that KA := PAK, where PA :=
(∏
i∈A P
(s)
i
)(∏
i∈Ac P
(c)
i
)
and P
(s)
i ,
P
(c)
i are the orthogonal projections of K onto the subspaces K
(s)
i and K
(c)
i , respectively. Note that,
if A ⊂ {1, . . . , k} and A 6= {1, . . . , k} then there is i ∈ A such that Vi|KA := [Vi,1|KA · · ·Vi,ni |KA ] is
a Cuntz row isometry. Consequently, we have (I −
∑ni
s=1 Vi,sV
∗
i,s)|KA = 0. Now, taking into account
that ∆V (IK) =
∏k
i=1(I −
∑ni
s=1 Vi,sV
∗
i,s) and the factors of this product are commuting, we deduce that
∆V (IK(∆)) = 0. The uniqueness of the decomposition can be proved as in the proof of Theorem 4.12.
The proof is complete. 
Corollary 6.3. Let T = (T1, . . . , Tk) be a k-tuple in the regular Λ-polyball BΛ(H) and let V = (V1, . . . , Vk)
be its minimal dilation on a Hilbert space K. Then the following statements hold.
(i) V is a pure element in BΛ(K) if and only if T is a pure element in BΛ(H).
(ii) ∆V (IK) = 0 if and only if ∆T (IH) = 0.
Proof. For each (p1, . . . , pk) ∈ Nk, denote
∆
(p1,...,pk)
T := (id− Φ
p1
T1
) ◦ · · · ◦ (id− ΦpkTk)(I).
Due to Lemma 4.1 and Lemma 4.3, we have
∆
(p1,...,pk)
T =
k∏
i=1
(I − ΦpiTi(I))
and the order of the factors in the product above is irrelevant. Note that, since Ti is a row contraction,
{(id−ΦpiTi(I)}
∞
pi=1 is an increasing sequence of positive operators and ∆
(p1,...,pk)
T is an increasing sequence
of positive operators with respect to p1, p2 . . . , pk. In what follows, we show that T is a pure element in
BΛ(H) if and only if
SOT- lim
(p1,...,pk)∈Nk
∆
(p1,...,pk)
T = I.
Let Ai := SOT- limpi→∞Φ
pi
Ti
(I) and note that
SOT- lim
(p1,...,pk)∈Nk
∆
(p1,...,pk)
T = (I −A1) · · · (I −Ak).
To prove our assertion, it is enough to show that A1 = · · · = Ak = 0 if and only if (I−A1) · · · (I−Ak) = I.
The direct implication is clear. To prove the converse, assume that (I − A1) · · · (I − Ak) = I and that
there is i ∈ {1, . . . , k} such that Ai 6= 0. Without loss of generality, we may assume that A1 6= 0. Note
that 0 ≤ I − Ai ≤ I and the operators A1, . . . , Ak are pairwise commuting. Since A1 6= 0, there exists
x 6= 0 such that 〈I −A1)x, x〉 < 1. Consequently, ‖(I −A1)
1/2x‖ < ‖x‖2 and〈
k∏
i=2
(I −Ai)(I −A1)x, x
〉
≤
〈
(I −A1)x,
k∏
i=2
(I −Ai)x
〉
≤ ‖(I −A1)x‖
∥∥∥∥∥
k∏
i=2
(I −Ai)
∥∥∥∥∥
≤ ‖(I −A1)
1/2‖‖(I −A1)
1/2x‖‖x‖ < ‖x‖
which contradicts that (I −A1) · · · (I −Ak) = I, and proves our assertion.
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Now, to prove item (i), we use Theorem 6.1 and the Wold decomposition of Theorem 6.2 to obtain
∆
(p1,...,pk)
T = P
K
H
[
∆
(p1,...,pk)
S ⊗ IDT 0
0 0
]
|H
with respect to the orthogonal decomposition K = K(s)⊕K(∆). Using the results above, one can see that
T is a pure k-tuple in BΛ(H) if and only if
IH = P
K
H
[
Iℓ2(Fn1×···×F
+
nk
) ⊗ IDT 0
0 0
]
|H.
If h ∈ H and h = h0 + h1, where h0 ∈ K(s) and h1 ∈ K(∆), then the relation above is equivalent to
h0 + h1 = P
K
Hh0, which is equivalent to H ⊂ K
(s). Indeed, we have
‖h0‖
2 ≥ ‖PKHh0‖
2 = ‖h0‖
2 + ‖h1‖
2 ≥ |h0‖
2,
which is equivalent to h1 = 0 and, therefore, H ⊂ K(s) = ℓ2(Fn1 × · · · × F
+
nk) ⊗ IDT . Since the latter
subspace is reducing for all Vi,s and K is the smallest reducing subspace for Vi,s which contains H, we
must have K = ℓ2(Fn1 × · · · × F
+
nk
)⊗ IDT , which proves part (i).
To prove part (ii), note that
∆V (IK) =
[
∆S(I)⊗ IDT 0
0 0
]
which implies that ∆V (IK) = 0 if and only if ∆S(I)⊗IDT . Since ∆S(I) = PC, it is clear that ∆V (IK) = 0
if and only if DT = {0}, i.e. ∆T (I) = 0. The proof is complete. 
We can apply Theorem 1.3.1 from [1] to our setting to obtain the following commutant lifting theorem
for the C∗-algebra C∗({Ti,s}). If S ⊂ B(H), we denote by S ′ the commutant of S.
Corollary 6.4. Let T = (T1, . . . , Tk) ∈ BΛ(H) and let V = (V1, . . . , Vk) ∈ BΛ(K) be its minimal
isometric dilation on a Hilbert K ⊃ H. If X ∈ C∗({Ti,s})′, then there is a unique X˜ ∈ C∗({Vi,s})′ such
that
X˜PH = PHX and X = PHX˜|H,
where PH is the orthogonal projection of K onto H. Moreover the map X 7→ X˜ is a ∗-isomorphism.
In what follows, we need the following result.
Theorem 6.5. Let S = (S1, . . . , Sk) be the universal model associated with the regular Λ-polyball. Then
the closed two-sided ideal generated by the projection ∆S(I) :=
∏k
i=1
(
I −
∑ni
s=1 Si,sS
∗
i,s
)
in the C∗-algebra
C∗({Si,s}) coincides with the ideal of all compact operators in B(ℓ2(F+n1 × · · · × F
+
nk
)).
Proof. Let q =
∑
αi∈F
+
ni
a(α1,...,αk)χ(α1,...,αk) be a vector in ℓ
2(F+n1×· · ·×F
+
nk) and consider the polynomial
qm({Si,s}) :=
∑
αi∈F
+
ni
,|α1|+···+|αk|≤m
a(α1,...,αk)χ(α1,...,αk). It is easy to see that
(6.2) qm({Si,s})χ(g10,...,gk0 ) → q, as m→∞.
Similarly, let p ∈ ℓ2(F+n1 × · · · × F
+
nk
) and, as above, let pm({Si,s}) be the associated operator such that
(6.3) pm({Si,s})χ(g10 ,...,gk0 ) → p, as m→∞.
In what follows, we show that the operator qm({Si,s})PCpm({Si,s})∗ has rank one and it is in the C∗-
algebra C∗({Si,s}). Indeed, note that, if f ∈ ℓ2(F+n1 × · · · × F
+
nk
), then
PCpm({Si,s})
∗f =
〈
f, pm({Si,s})χ(g10,...,gk0 )
〉
,
which implies
(6.4) qm({Si,s})PCpm({Si,s})
∗f =
〈
f, pm({Si,s})χ(g10,...,gk0 )
〉
qm({Si,s})χ(g10,...,gk0 ).
Using the fact that PC = (id− ΦS1) ◦ · · · ◦ (id− ΦSk)(I), one can see that qm({Si,s})PCpm({Si,s})
∗ is a
rank one operator in C∗({Si,s}).
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Now, we prove that
qm({Si,s})PCpm({Si,s})
∗ → A, as m→∞,
in the operator norm topology, where A is the rank one operator f 7→ 〈f, p〉 q. Indeed, using relation
(6.4) and setting
Ωpn,qn(f) :=
〈
f, pm({Si,s})χ(g10 ,...,gk0 )
〉
qm({Si,s})χ(g10 ,...,gk0 ),
we have
‖qn({Si,s})PCpn({Si,s})
∗f − qm({Si,s})PCpm({Si,s})
∗f‖
= ‖Ωpn,qn(f)− Ωpm,qm(f)‖
= ‖Ωpn,qn(f)− Ωpm,qn(f) + Ωpm,qn(f)− Ωpm,qm(f)‖
≤ ‖Ωpn−pm,qn(f)‖+ ‖Ωpm,qn−qm(f)‖
≤ ‖f‖‖(pn({Si,s})− pm({Si,s}))χ(g10 ,...,gk0 )‖‖qm({Si,s})χ(g10 ,...,gk0 )‖
+ ‖f‖‖(qn({Si,s})− qm({Si,s}))χ(g10 ,...,gk0 )‖‖pm({Si,s})χ(g10 ,...,gk0 )‖
≤ ‖f‖‖p‖‖(pn({Si,s})− pm({Si,s}))χ(g10 ,...,gk0 )‖+ ‖f‖‖q‖‖(qn({Si,s})− qm({Si,s}))χ(g10 ,...,gk0 )‖.
Consequently, due to relations (6.2) and (6.3), we deduce that the sequence {qn({Si,s})PCpn({Si,s})∗}∞n=1
is Cauchy in the operator norm and therefore convergent in norm. Moreover, relation (6.4) implies
qm({Si,s})PCpm({Si,s})
∗f → 〈f, p〉 q
for any f ∈ ℓ2(F+n1 × · · · × F
+
nk
). Combining hese results, we conclude that qm({Si,s})PCpm({Si,s})∗
converges in the operator norm to the rank one operator 〈·, p〉 q, as m → ∞. Therefore, all rank one
operators on the Hilbert space ℓ2(F+n1 × · · · × F
+
nk) are in C
∗({Si,s}) and, consequently, all compact
operators in B(ℓ2(F+n1 × · · · × F
+
nk
)) are in C∗({Si,s}). The proof is complete. 
Let C∗∆({Vi,s}) be the universal algebra generated by a k-tuple V = (V1, . . . , Vk) of doubly Λ-
commuting row isometries such ∆V (I) = 0.
Theorem 6.6. Let S = (S1, . . . , Sk) be the standard k-tuple of doubly Λ-commuting row isometries
Si = [Si,1 · · ·Si,ni ] and let K be the ideal of all compact operators in B(ℓ
2(F+n1 × · · · × F
+
nk
)). Then the
sequence of C∗-algebras
0→ K→ C∗({Si,s})→ C
∗
∆({Vi,s})→ 0
is exact.
Proof. The proof is similar to that of Theorem 4.15. However, we outline it for completeness. Consider the
collection of all k-tuples V ω = (V ω1 , . . . , V
ω
k ) of doubly Λ-commuting row isometries V
ω
i = (V
ω
i,1 · · ·V
ω
i,ni ]
such that ∆V ω (I) = 0 and C
∗({V ωi,s}) is irreducible. We define the k-tuple V˜ = (V˜1, . . . , V˜k) with
V˜i = [V˜i,1 · · · V˜i,ni ] by setting
V˜i,s :=
⊕
ω
V ωi,s, i ∈ {1, . . . , k}, s ∈ {1, . . . , ni}.
One can prove that C∗({V˜i,s}) is isomorphic to C∗∆({Vi,s}), the universal algebra generated by a k-tuple
V = (V1, . . . , Vk) of doubly Λ-commuting row isometries such ∆V (I) = 0. Let V = (V1, . . . , Vk) be
another k-tuple of doubly Λ-commuting row isometries such that ∆V (I) = 0. It is enough to show
that there is a surjective ∗-homomorphism ϕ : C∗({V˜i,s})→ C∗({Vi,s}) such that ϕ(V˜i,s) = Vi,s for any
i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}. For this, it suffices to show that
(6.5) ‖p({Vi,s}, {V
∗
i,s})‖ ≤ ‖p({V˜i,s}, {V˜
∗
i,s})‖
for any noncommutative polynomial in Vi,s and V
∗
i,s. The proof is similar to that of inequality (4.9).
According to Theorem 6.5, the closed two-sided ideal J∆ generated by the projection ∆S(I) :=∏k
i=1
(
I −
∑ni
s=1 Si,sS
∗
i,s
)
in the C∗-algebra C∗({Si,s}) coincides with the ideal of all compact opera-
tors in B(ℓ2(F+n1 × · · · × F
+
nk
)). The next step is to prove that C∗({V˜i,s}) is isomorphic to the C∗-algebra
C∗({Si,s})/J∆ . According to Theorem 4.14, there is a ∗-representation π : C
∗({Si,s}) → C∗({V˜i,s})
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such that π(Si,s) = V˜i,s for any i ∈ {1, . . . , k} and s ∈ {1, . . . , ni}. Since π(J∆) = 0, π induces a
∗-representation ψ : C∗({Si,s})/J∆ → C
∗({V˜i,s}) such that
ψ
(
p({Si,s}, {S
∗
i,s}) + J∆
)
= p({V˜i,s}, {V˜
∗
i,s}).
Therefore, ψ is surjective and
(6.6) ‖p({V˜i,s}, {V˜
∗
i,s})‖ ≤ ‖p({Si,s}, {S
∗
i,s}) + J∆‖.
On the other hand, let q : C∗({Si,s}) → C∗({Si,s})/J∆ be the canonical quotient map and note that
Ŝ = (Ŝ1, . . . , Ŝk) with Ŝi,s := [q(Si,1 · · · q(Si,ni)] is a k-tuple of doubly Λ-commuting row isometries in
the C∗-algebra C∗({Si,s})/JΛ such that ∆Ŝ(I) = 0. Due to the inequality (6.5), we have
‖p({q(Si,s)}, {q(Si,s)
∗})‖ ≤ ‖p({V˜i,s}, {V˜
∗
i,s})‖
which together with inequality (6.6) implies
‖p({V˜i,s}, {V˜
∗
i,s})‖ = ‖p({Si,s}, {S
∗
i,s}) + J∆‖.
Consequently, ψ is an isomorphism of C∗-algebras. The proof is complete. 
Now, we consider the particular case when n1 = · · · = nk = 1 and Λij = λij ∈ T with λji = λ¯ij . If
m ∈ Z, we set m+ := max{m, 0} and m− := max{−m, 0}.
Theorem 6.7. If T = (T1, . . . , Tk), Ti ∈ B(H), is a k-tuple in the regular Λ-polyball, then there is
a Hilbert space K˜ ⊃ H and a k-tuple U = (U1, . . . , Uk), Ui ∈ B(K), of doubly Λ-commuting unitary
operators such that the following statements hold.
(i) The k-tuple U = (U1, . . . , Uk) is a unitary dilation of T = (T1, . . . , Tk), i.e.
PHU
p1
i1
· · ·Upmim |H = T
p1
i1
· · ·T pmim
for any i1, . . . , im ∈ {1, . . . , k} and p1, . . . pm ∈ N, m ∈ N.
(ii) For any (m1, . . . ,mk) ∈ Zk
PH
(
U
m−1
1 · · ·U
m−
k
k U
∗
1
m+1 · · ·U∗k
m+
k
)
|H = T
m−1
1 · · ·T
m−
k
k T
∗
1
m+1 · · ·T ∗k
m+
k .
(iii) The dilation U = (U1, . . . , Uk) is minimal, i.e.
K˜ = span{Up1i1 · · ·U
pm
im
H : p1, . . . pm ∈ Z, i1, . . . , im ∈ {1, . . . , k},m ∈ N}.
(iv) The minimal unitary dilation U = (U1, . . . , Uk) is unique up to an isomorphism.
(v) The k-tuple V = (V1, . . . , Vk), where Vi := Ui|K and
K = span{Up1i1 · · ·U
pm
im
H : p1, . . . pm ∈ N, i1, . . . , im ∈ {1, . . . , k},m ∈ N}.
is a minimal doubly Λ-commuting isometric dilation of T = (T1, . . . , Tk) satisfying the relation
T ∗i = V
∗
i |H, i ∈ {1, . . . , k}.
Proof. According to Theorem 6.1, there is a k-tuple V = (V1, . . . , Vk) of doubly Λ-commuting isometries
on a Hilbert space K ⊃ H such that
(6.7) T ∗i = V
∗
i |H
for any i ∈ {1, . . . , k}. Moreover, the dilation V is minimal, i.e.
K = span{V p1i1 · · ·V
pm
im
H : p1, . . . pm ∈ N, i1, . . . , im ∈ {1, . . . , k}}.
On the other hand, according to Theorem 6.2 from [7], there is a k-tuple U = (U1, . . . , Uk) of doubly
Λ-commuting unitaries on a Hilbert space K˜ ⊃ K such that Vi,s = Ui,s|K for any i ∈ {1, . . . , k} and
s ∈ {1, . . . , ni}. Moreover, since
K0 := span{U
p1
i1
· · ·Upmim K : p1, . . . pm ∈ Z, i1, . . . , im ∈ {1, . . . , k},m ∈ N}
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is a jointly reducing subspace under the unitary operators Ui,s, we can assume that K˜ = K0. Let
(m1, . . . ,m1) ∈ Zk . Since
U
m−1
1 · · ·U
m−
k
k |K = V
m−1
1 · · ·V
m−
k
k and U
m+
k
k · · ·U
m+1
1 |K = V
m+
k
k · · ·V
m+1
1 ,
we deduce that
PK
(
U∗1
m+1 · · ·U∗k
m+
k U
m−1
1 · · ·U
m−
k
k
)
|K = V
∗
1
m+1 · · ·V ∗k
m+
k V
m−1
1 · · ·V
m−
k
k .
Using the Λ-commutativity of U = (U1, . . . , Uk) and V = (V1, . . . , Vk), we also obtain
PK
(
U
m−1
1 · · ·U
m−
k
k U
∗
1
m+1 · · ·U∗k
m+
k
)
|K = V
m−1
1 · · ·V
m−
k
k V
∗
1
m+1 · · ·V ∗k
m+
k .
Taking the compression to the Hilbert space H and using relation (6.7), we obtain item (ii).
Now, we prove the uniqueness of the minimal unitary dilation U = (U1, . . . , Uk). Note that
K˜ = span{U
m−1
1 · · ·U
m−
k
k U
∗
1
m+1 · · ·U∗k
m+
k : (m1, . . . ,mk) ∈ Zk}.
Let p = (p1, . . . , pk) and q = (q1, . . . , qk) be in Z
k and set mi := qi−pi for any i ∈ {1, . . . , k}. If x, y ∈ H,
we can use the Λ-commutativity of (U1, . . . , Uk) and item (ii) to deduce that
〈Up11 · · ·U
pk
k x, U
q1
1 · · ·U
qk
k y〉 = cp,q
〈
Up1−q11 · · ·U
pk−qk
k x, y
〉
= cp,q
〈
U
m−1
1 · · ·U
m−
k
k U
∗
1
m+1 · · ·U∗k
m+
k x, y
〉
= cp,q
〈
T
m−1
1 · · ·T
m−
k
k T
∗
1
m+1 · · ·T ∗k
m+
k x, y
〉
for some constant cp,q ∈ T. Therefore, the inner product 〈U
p1
1 · · ·U
pk
k x, U
q1
1 · · ·U
qk
k y〉 does not depend on
the particular choice of the dilation U . Consequently, the inner product of two finite sums∑
(p1,...,pk)∈Z
k
|p1|+···+|pk|≤N
Up11 · · ·U
pk
k h(p1,...,pk) and
∑
(p1,...,pk)∈Z
k
|p1|+···+|pk|≤N
Up11 · · ·U
pk
k h
′
(p1,...,pk)
depend only on h(p1,...,pk), h
′
(p1,...,pk)
∈ H and (T1, . . . , Tk), and not on the particular choice of the dilation.
Let U = (U1, . . . , Uk) and U
′ = (U ′1, . . . , U
′
k) be two minimal unitary dilations of T = (T1, . . . , Tk) on the
spaces K˜ and K˜′, respectively. Define Γ : K˜ → K˜′ by setting
Γ
 ∑
(p1,...,pk)∈Z
k
|p1|+···+|pk|≤N
Up11 · · ·U
pk
k h(p1,...,pk)
 := ∑
(p1,...,pk)∈Z
k
|p1|+···+|pk|≤N
U ′1
p1 · · ·U ′k
pkh(p1,...,pk)
for any N ∈ {0, 1, . . .} and h(p1,...,pk) ∈ H. Note that Γ is an isometry. Due to the minimality of U and
U ′, Γ can be extended by continuity to a unitary operator from K˜ to K˜′. Note that Γh = h for any h ∈ H
and
Γ
Ui ∑
(p1,...,pk)∈Z
k
|p1|+···+|pk|≤N
Up11 · · ·U
pk
k h(p1,...,pk)
 := U ′iΓ
 ∑
(p1,...,pk)∈Z
k
|p1|+···+|pk|≤N
Up11 · · ·U
pk
k h(p1,...,pk)
 .
Consequently, ΓUi = U
′
iΓ for any i ∈ {1, . . . , k}. The proof is complete. 
We remark that if λij = 1 for any i, j ∈ {1, . . . , k} in Theorem 6.7, we recover Brehmer’s result [3] (see
also [22]).
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