Abstract. This paper deals with a problem of recognition by gait when time-dependent covariates are added, i.e. when 6 months have passed between recording of the gallery and the probe sets. We show how recognition rates fall significantly when data is captured between lengthy time intevals, for static and dynamic gait features. Under the assumption that it is possible to have some subjects from the probe for training and that similar subjects have similar changes in gait over time, a predictive model of changes in gait is suggested in this paper, which can improve the recognition capability. A small number of subjects were used for training and a much large number for classification and the probe contains the covariate data for a smaller number of subjects. Our new predictive model derives high recognition rates for different features which is a considerable improvement on recognition capability without this new approach.
Introduction
Recently much attention has been devoted to use of human gait patterns as biometric. Gait recognition aims to discriminate individuals by the way they walk and has the advantage of being non-invasive, hard to conceal, being readily captured without a walker's attention and is less likely to be obscured than other biometric features. Approaches to gait recognition can be broadly classified as being model-based and model-free. Model-based methods [3, 5, 10] model the human body structure and extract image features to map them into structural components of models or to derive motion trajectories of body parts. Modelfree methods [1, 2, 4, 23] generally characterise the whole motion pattern of the human body by a compact representation regardless of the underlying structure. In this paper we employ the model-based (dynamic) method of Wagg and Nixon [22] and the model-free (static) method of Veres et al [20] .
However, in these works only databases recorded over a short time interval were evaluated. Some studies over a more lengthy time interval were reported for face recognition. In [19] images of 240 distinct subjects were acquired under controlled conditions, over a period of ten weeks. They showed that there was not a clearly decreasing performance trend over a period of ten weeks and concluded that reduction in degradation is small enough as to be nearly flat over this time period. Other studies have shown that over a period of years, face recognition performance degrades linearly with time [16] . Some studies were done to show effects of ageing on face recognition [6, 7, 8] . In [6] a systematic method for modelling appearance variation due to ageing is presented. It was shown that ageing variation is specific to a given individual, it occurs slowly and it is affected significantly by other factors, such as the health, gender and the lifestyle of the individual. Taking this into consideration, reasonably accurate estimates of age can be made for unseen images. In [7, 8] face identification experiments are presented, where the age of individuals in the gallery is significantly different than the age of individuals in the probe. It was demonstrated that automatic age simulation techniques can be used for designing face recognition systems, robust to ageing variation. In this context, the perceived age of subjects in the gallery and probe is modified before the training and classification procedures, so that ageing variation is eliminated. O'Toole et al. [14, 15] use three-dimensional facial information for building a parametric 3D face model. They use a caricature algorithm in order to exaggerate or deemphasize distinctive 3D facial features; in the resulting caricatures, the perceived age is increased or decreased according to the exaggeration level, suggesting that 3D distinctive facial features are emphasized in older faces. Some recent efforts [9] were made to improve age estimation by devoting part of the classification procedure to choosing the most appropriate classifier for the subject/age range in question, so that more accurate age estimates can be obtained.
In this paper we consider a gait recognition problem when two databases (the gallery and probe) were recorded with a time interval of 6 months between the finish of recording the first database (gallery) and the start of recording the second database (probe), i.e. time-dependent covariates are added. Moreover, some extra covariates were added in the second database such as different shoes, clothes, carrying different bags. In real life the need to analyse such databases arises in security of access to a company or an embassy for example. It is possible to record people walking normally as a gallery, but later it will be necessary to recognize these people in different clothes, shoes, possibly carrying luggage and when time passes. It is shown that in this case correct classification rates fall significantly and recognition becomes unreliable. Similar results were obtained for the HumanID Gait Challenge Problem [17] , where recognition fell from 82% to 6% after 6 months. Some other recent works reported a significant fall in recognition capability over a lengthy time interval [11, 12, 13] . Under the assumptions that we can have records of people walking normally from the probe and similar people have similar changes in gait, the predictive model of gait changes is suggested in this paper as way to increase CCRs when analysis is needed over time. The predictive model is based on available records both from the gallery and the probe and a prediction matrix is constructed for these subjects. Then prediction matrix is generalised for all subjects in the gallery and predicted gallery is obtained. The probe is analysed via the predicted gallery and CCRs are calculated. To show robustness of the suggested approach the predictive model was appllied both on static and dynamic feature sets. We show that CCRs can be increased by several times when using the new predictive model. Section 2 describes the suggested prediction model for changes in gait over lengthy time interval. The methodology of constructing feature sets is presented in Section 3. Experimental results are presented and described in Section 4. Section 5 concludes this paper.
Prediction of Time-variant Covariates
The idea of our approach was inspired by work of Lanitis et al [8] where it was shown that reasonably accurate estimates of age can be made for unseen images. In case of recognition by gait over a lengthy time interval we assume that it is possible to predict the gallery over the given time interval and achieve good recognition results by analysing the probe via the predicted gallery. In this case the training set consists of a set of subjects from the gallery and the same set of subjects from the probe. The probe was recorded some time later after finishing recording the gallery. In the general case the predicted gallery can be defined aŝ
whereĜ is the predicted gallery, G is the gallery and Q is a prediction matrix. Let the gallery and the probe be divided into groups, where a number of groups corresponds to a number of subjects and each group represents feature vectors for a given subject. Let us consider at first the case when the number of groups (subjects) in the gallery equals the number of groups (subjects) in the probe and the groups (subjects) are the same. At first we sort the records of the subjects according to their groups and note the number of records per subject. Then the prediction matrix Q is constructed as follows. At first for each group in the probe and gallery the mean of the group is calculated
wherex j p is the mean of group j in the probe,x j g is the mean of group j in the gallery, j = 1, . . . , n g , where n g is a number of groups, n j p and n j g is a number of records in the jth group of the probe and of the gallery, respectively, x j pi and x j gi are records for ith subject in jth group in the probe and gallery respectively.
Then the prediction matrix for each group is calculated as
where e is a positive unit vector of (n j g × 1), and the final prediction matrix is
Every subject in the probe exists in the gallery. 2. The gait of the similar subjects will change in a similar manner with time.
We are looking forward to gathering more data to provide a theoretical analysis or statistical observation to support the second assumption. The gallery and probe are divided into groups. The gallery is rearranged in such a way that the first n g will be the groups which are in the probe, and the last n dg groups are not in the probe. The number of groups in the gallery is n gg = n g + n dg . Then the final prediction matrix is calculated as
The means of all groups in the probe and the gallery are calculated and prediction matrices for coincidental groups are taken as (3) in this case. The differences will be for groups in the gallery which do not exist in the probe. Further the calculation of the prediction matrices for such groups is presented. To be able to distinguish means of groups belonging only to the gallery from the means of the groups existing in the probe we will denote them asx dj g , where d j = 1, . . . , n dg . Then taking into consideration assumption 2, we can first compare the means of groups existing both in the probe and in the gallery with the means of groups existing only in the gallery. For eachx dj g find the first nearest neighbour from x j g by using formula
Then the predicted matrix for a given group is
where e is of (n k g × 1). After the prediction matrix is obtained, the predicted gallery is calculated as (1) and the probe is classified via the predicted gallery. In some cases it is possible that the number of records per subject is much higher than the number of records used for calculation of prediction matrix. In this case the probe is divided into parts: one used for training and classification and second used only for classification. The suggested approach to predict changes of gait over lengthy time interval was applied to recognition by gait later in the paper.
Methodology
Two databases were analysed in the paper, both comprising indoor (studio) data since the purpose of this paper is to investigate a gait recognition problem. The first database, called the large database (LDB), consists of 115 subjects walking normally. The database arrangements are described elsewhere [18] . The LDB can be used to determine which image information remains unchanged for a subject in normal conditions and which changes significantly from subject to subject, i.e. it represents subject-dependent covariates. The small database (SDB) consists of a sample of 10 subjects from the LDB. Each subject was filmed wearing a variety of footwear, clothes and carrying various bags. They were also filmed walking at different speeds. In this case the covariate factor is more complicated than decribed in Section 2, since it does not only depend on the subjects, but on the other factors mentioned above. Each subject's data was captured during one continuous filming session. Examples of features from the LDB and the SDB is presented in Fig. 1 . The figure shows subject 46's data recorded in the LDB and in the SDB walking normally, carrying a bag and wearing a trench coat. The SDB is intended to investigate the robustness of biometric techniques to imagery of the same subject in various common conditions (carrying items, wearing different clothing or footwear). It worth noticing that sequence of filming data was LDB first and then SDB with approximately 6 months difference between recording LDB and SDB, i.e. time-dependent covariates are also added.
For brevity we shall not fully describe the extraction methods, complete explanations of the techniques used can be found in [20, 22] . These techniques yield two feature vectors for each database: the dynamic vector consists of 73 parameters describing joint rotation models of the limbs together with normalized information about the subject's speed and gait frequency; the static method consists of a 4096 dimensional vector derived from the subject's silhouette accumulated over a sequence of images.
Experimental Results
In this section we present the results of an experimental assessment of the performance of the suggested predictive model in the tasks of recognizing people over lengthy time interval by gait, i.e when SDB was analysied via LDB S/L, and of predicting the future changes in gait. The system was tested on five different conditions. For the first we performed leave-one-out experiments using all our training silhouettes. The training set consists of 10 subjects belonging both to LDB and SDB, i.e. S 10 /L 10 . This experiment tested the accuracy of our approach in prediction of gait changes over time in subjects who had already provided training silhouettes. In the second experiment we are testing the predictive model for a case when the testing set was 10 subjects from the SDB walking normally but recorded 1 hour later in comparision to the training set, i.e. S 10 (1)/L 10 . This experiments shows how robust the predictive model is to extra small time intervals, which were not taking into consideration during training. For the third experiment we added 105 new subjects to the gallery and tested how our approach will work when many more subjects are available for recognition in gallery than were used in training, i.e. S 10 /L all . In fourth experiment the training set was kept the same, but at the classification stage non time-dependent covariates are added to the probe, i.e. S all /L 10 . This test showed how adding extra covariates which were not used in training will affect the performances of the predictive model. The last experiment investigates the performance of the predictive model when only 10 subjects from the gallery and the probe are available for training, but 105 subjects are added to the gallery and 12 different experiments affecting a gait of a subject are added to the probe at classification stage, i.e. S all /L all .
To show the robustness of the suggested approach the prediction was applied to both the static stat and dynamic dyn features of gait. The reduced datasets were used for representing both static and dynamic part of gait, since it was shown [20] that recognition rates are little changed if a subset of the features is used. Different dimensionality reduction techniques were chosen for dynamic and static parts of gait due to their different performance on different datasets. The reduction techniques were applied only to training sets (not on whole databases) and choice of reduction technique was made accordingly, i.e. the best from the point of view of the training set. Static feature set dimensionality reduction was achieved by one-way ANOVA (analysis of variance), and the backwards feature selection algorithm [21] was used for the dynamic feature set. In case of dimensionality reduction by ANOVA the features are selected which satisfy the condition i : F i > k 1 (max(F ) − min(F )), where F is the F-statistic, and k 1 is a coefficient. In our case k 1 = 0.2 was chosen for the best classification results. And by correct classification rate, CCR is understood a correct classification rate obtained by by comparison SDB (to mean probe) via LDB (gallery) if not mentioned otherwise. The CCR was calculated using Euclidean distance as it is the most popular distance metric in gait recognition literature and the 1-nearest neighbour rule. To show the influence of time and not a degradation of data quality on recognition, the CCR is calculated for each database separately, i.e. the LDB is analysed via LDB (L all /L all ) and SDB via SDB (S all /S all ). The results are presented in Table 1 and show acceptable CCRs for both dynamic and static feature sets. The CCR's are consistent with the size of the database and we are able to recognise people, that means that both sets of data are good.
CCRs for original and reduced datasets when SDB via LDB analysed are presented in Table 2 , i.e. when LDB is considered as the gallery and SDB is considered as the probe. A subject in the probe can wear normal shoes, clothes and walk normally or can walk slower/faster than normal, wear different shoes, L all /L all S all /S all stat 98.47% 99.90% dyn 72.32% 90.24% Table 1 . Analysis of databases without time-dependent covariates raincoat or even carry a bag/rucksack. We try to match this subject in the probe to a subject in the gallery who walks normally, wears normal shoes and normal clothes (no raincoat) and does not carry any bags. Training is done only for 10 subjects walking normally in both databases. Analysis is done when all features are taken into consideration in the probe and the gallery and when a reduced set of features is considered. In Tables 2 it can be seen that as soon as timedependent covariates are added to analysis the fall in CCR is very noticeable. In some case the recognition rate approaches chance. The significant reduction in feature space is achieved without significant loss in CCR, and in some cases the visible increase in CCR can be seen. At the same time the CCRs are very low even in the best case especially when all subjects and all experiments are considered and something should be done to improve CCR. One of the ways is to use the suggested predictive model. It was noticing that if for static features the small time interval in experiments S 10 /L 10 and S 10 (1)/L 10 does not cause noticable change in the recognition cability, in case of dynamic features the difference in CRR is almost 17% whcih can cause the noticable reduction in CCR on the testing set in comparison with the training set. However CCRs are affected not only by time-dependent covariates but adding extra subjects in the gallery and by adding non time-dependent covariates to the probe. In this paper we try to remove time-dependent covariates, but the influence of non time-dependent covariates will remain since it was assumed that only some records/subjects are available for training.
Dataset number of features S10/L10 S10 (1) Results of applying the predictive model to the training set and later to the whole databases are presented in Table 3 . When only the training set is considered (S 10 /L 10 ), 99.54% CCR is achieved for static features and 90.41% CCR for dynamic features which is expected as the predictive model was built on these sets and these numbers verify the linear model suggested for prediction in the paper. However, there is a drop in CCRs when experiment S 10 (1)/L 10 is considered, i.e. when the testing and the training set recorded with time interval 1 hour. In the case of static features the drop can be considered insignificant and we can say that this experiment is verified the predictive model for static features. In the case of dynamic features it is almost a 10% drop, which can be explained by the lower CCR due to differences between the training set and testing set, see Table 2 . However, for both static and dynamic features, CCRs are much higher after training than they were before training for this experiment. Moreover, when more subjects are added to the gallery, the predictive model can cope with this situation quite well. Only insignificant reduction in CCRs are presented for experiment S 10 /L all for both the dynamic and static feature sets. Also CCRs are decreasing with adding extra covariates to the training sets ( more subjects, different experiments or both), the final results are much better than before training. When all subjects and experiments are analysed the CCR of 65.44% is achieved for static features which is practically three times more than was before training. In case of dynamic features the increase in CCR is almost four times which is very significant. Table 3 . CCR for different datasets after applying predictive model Table 3 shows that the suggested prediction approach is able to correct timedependent variances and even produces good results when the gallery is much bigger than training set. However, it is not able to take into account the non timedependent covariates in the probe. Therefore some extra efforts are needed to improve CCRs in such cases, which can be different predictive models, different classifiers, or fusion algorithms. We did not use sophisticated classifiers in this paper so we can verify the suggested linear model for the given problem.
Conclusions
This paper deals with a problem of increasing correct classification rate when time-dependent covariates (6 months passed between the finish of recording the gallery and the start of recording the probe) together with some other covariates such as variety of footwear, clothes and carrying different bags are added to an analysed database for gait recognition. We have shown that CCRs are very low in this case. In this paper we suggest to use the prediction of gait over the given time interval. One assumption made for the predictive model is that similar subjects will have similar changes in gait over a lengthy interval. The predictive model is based on estimation of differences between the means of subjects in the gallery and the probe and incorporation of these differences in prediction of the feature vectors in the gallery over the given time interval. Then the predicted gallery is compared with the probe and cross-validation is done. The experimental results showed that good results can be achieved both on the training set and the testing set and when extra subjects are added to the gallery and/or extra covariates are added to the probe. The predictive model allows good estimation of gait even when extra subjects are added to the gallery. However, the results are less impressive (though very good in comparison with the results achieved without prediction) when extra covariates are added to the probe such as wearing different shoes/clothes, wearing bags and walking faster/slower. To increase the CCR still further in such cases different approaches can be used: better predictive model, different classifiers or fusion.
