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Abstract 
By proving Chibisov-O’Reilly-type theorems for uniform empirical and quantile processes 
based on stationary observations, we establish a nonparametric large sample estimation theor! 
for total time on test transforms. In particular, we obtain weak approximations for total tune on 
test transforms also under the assumption of positively associated dependence. a kind 01 
dependence that is encountered in many practical life testing situations. We derive similar 
asymptotic results for mixing sequences as well. another and often used structure of dependcnct 
for sequences. 
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metrics; Stationarity: Positive Association; Mixing 
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I. Introduction 
A statistical function that plays a central role in life testing of reliability is the 
so-called total time on test (TTT). Assume that 17 units are placed on test at time 0 and 
that successive failures are observed at times X , ,I < ... < X ,,., 1, the order statistics of 
the random variables X1, . . X, with common life distribution function F. Then. TTT 
up to the kth-order statistic. T(Xk ,,), is defined by 
T(XA ,,) = i (n + 1 - i)(Xj n - xi_ 1 ,,). I, = I, . II. 
i= 1 
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with X0:, = 0. In other words, T(X,:,) represents the total test time of n 
simultaneously tested units accumulated up to the time of the kth failure. The 
statistics T(X, J/n are called (unscaled) TTT-statistics and the plot of T(X,:J/n 
against k/n, k = 1, . . . , n, is called the (unscaled) TTT plot. Correspondingly, 
this (unscaled) TTT plot can be constructed by the (unscaled) TTT function 
defined as 
H,l”)=~T(XI,,.]:.)=~~~l(n+ 1 -i)(Xi:n-Xi-i:n), O<U< 1, (1.1) 
1-l 
where for a nonnegative number x we denote by [x] the smallest positive integer > x. 
Note that 
H,(l) = ; ,f xi., = X,, 
t-1 
(1.2) 
the sample mean. 
The theoretical counterpart of H,(u), the (unscaled) TTT transform of F, is defined 
by 
s Q(u) f&(4 = (1 - F(x))dx, 0 < u d 1, (1.3) 0 
where Q(u) = F-‘(u) = inf{x: F(x) 3 u}, 0 < u d 1, denotes the left-continuous quan- 
tile function. Since we assumed that the left end-point of the support of F is zero, we 
have Q(0) = Q(0 +) = 0. 
Let F,(x) and Q,,(U) be the sample empirical distribution and quantile functions, 
respectively, defined by 
Odx<m and QJu)=F;‘(u), OGUU~, (1.4) 
where Z(A) is the usual indicator function of the set A. In order to see that HF(u) 
is a natural theoretical counterpart of H,(u), it is easy to verify that for 
(k - 1)/n < u < k/n we have 
s Q, (I() s Q.(W) (1 - F,(x))dx = (1 - F,(x))dx 0 0 
= jl j:‘; (1 - Fk4)dx 
I I,” 
= ; T(X,:,) = H,(u). (1.5) 
In what follows, X denotes a generic random variable with distribution function F. 
and we assume throughout that the corresponding mean is finite: 
s I ,ll = EX = xdF(x) = I * (1 - F(x-))d?c < cxrc. 0 0 
Then the scaled TTT function and transform are defined. respectively, by 
D,,(U) = H,(u)/H,(l) = H,(u),/X,,. 0 < 11 < I. (1 .a 
(1.71 
which are frequently more convenient in applications than their unscaled versions. 
For a study and use of the TTT transform, we refer to Bergman and Klefsjo (1984) 
This paper provides an enlightening overview of the scope of applications of the TTT 
transform. 
The theory and applications of TTT when (X,1. II > 1) is a sequence of independent, 
identically distributed (i.i.d.) random variables have been developed by many authors 
(cf., for example, Barlow and Campo. 1975; Barlow and Proschan, 1977: Bergman anc~ 
Klefsjii, 1984; Csiirgii et al. (CsCsH), 1986. In particular, the research monograph 01 
CsCsH (19X6) contains also a comprehensive review of developments concerning the 
asymptotic theory of TTT up to that time in the i.i.d. case and provides the firs. 
general convergence theory for i.i.d.-based empirical total time on test and some 
related empirical reliability processes. However. in most reliability analyses and lift: 
testing situations, the basic sequence of observations X,, . X, may not be indcpen- 
dent. It is more realistic to assume some form of dependence among the components 
that arc observed. One such notion of dependence that is especially applicable in 
reliability situations is that of positive dependence. As Barlow and Proschan (1975. p. 
127) point out, in life testing circumstances: “This positive dependence among com- 
ponent life lengths arises from common environmental stresses and shocks. from 
components depending on common sources of power, and so on”. A more spccihc 
example is the so-called shock model. This model is based on the assumption that the 
failures of the components arc caused by different types of shocks striking single 
components or groups of components. For example. suppose that three independent 
sources of shocks are present in the environment. A shock from source 1 destroys 
component 1 at a random time U,. A shock from source 2 destroys component 2 at ;I 
random time LIZ. Finally, a shock from source 3 destroys both components at 
a random time UIL. Thus. the random life lengths of components I and 2 arc 
min( c’, . C;, J and min(Ui,, UIz). respectively (cf. Barlow and Pros&an, 1975. C‘h. 5). 
Consequently, the life distributions of these components are no longer indepcndeni. 
Rather. they are positively associated, which is a kind of dependence that is applicable 
to many situations encountered in practice. 
A finite collection of random variables X,, . X, is said to be positively associated 
(cf. Esary et al.. 1967) if for any two coordinatewise nondecreasing functions 
f; $1: R” ---f R. 
Cov(,f’(X,, , X,), y(X,. . X,)) > 0, 
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whenever this covariance is defined. An infinite family of random variables is posit- 
ively associated if every finite subfamily is positively associated. An example 
of positively associated distribution is the joint distribution of the components of 
the mentioned shock model that can be derived as a multivariate exponential distribu- 
tion (MVE). Let Xi, . ,X, be the random variables with MVE as their joint 
distribution. Since Xi, . , X, can be represented as increasing functions of inde- 
pendent random variables, by property P3 of positively associated random variables 
(cf. Esary et al., 1967) Xi, . . . ,X, are positively associated. For more applications of 
positive association in reliability theory, we refer to the book of Barlow and Proschan 
(1975). 
In this paper we develop an asymptotic theory of the TTT function H,(u), first 
without assuming any specific structure of dependence, and then under the assump- 
tion of positively associated dependence. In particular, in addition to appropriate 
GlivenkooCantelli-type theorems, we establish the weak convergence of the TTT 
empirical process t,(u) to a Gaussian process, as well as that of its called version s,,(u). 
These two empirical processes are, respectively, defined by 
t,(u) = n”2(H,(u) - &(U)), 0 < U d 1 (1.8) 
and 
S,(U) = n”2(D&) - &(U)), 0 d U < 1. (1.9) 
Similar asymptotic results are also derived for stationary mixing sequences, another 
and often used structure of dependence for sequences. Our main technical tools are 
some Chibisov (1964) and O’Reilly (1974) type theorems that are established here for 
the uniform empirical and quantile processes of stationary sequences. For a review of 
weighted approximations of empirical and quantile processes in the i.i.d. case, we refer 
to Csiirgii and Horvath (1993, Chrs. 446). 
The structure of this paper is as follows. In Section 2 we define some basic notions 
and notations and present two basic theorems without using any specific structure of 
dependence. Then, still in Section 2, we apply these two basic theorems to obtain 
corresponding results for stationary positively associated sequences as well as for 
stationary mixing sequences. In Section 3 we study the problems of estimating the 
covariance structure of the limiting Gaussian processes. The above-mentioned 
Chibisov-O’Reilly-type theorems that are based on stationary sequences are stated 
and proved in Section 4. Finally, the proofs of the main results that are stated in 
Section 2 are carried out in Section 5. 
2. Main results 
We first introduce some notations that are necessary to state and establish asymp- 
totic results for the TTT function H,(u). We assume throughout the paper that F is 
continuous. Then the quantile function Q of F is given by 
Q(u) = F-‘(u) = inf{x: F(x) = u}, F(Q(u)) = u E [0, 11. (2.1) 
Hence. for X, 2 F, U,, = F(X,) for all II > I are uniform-[O. 11 distributed random 
variables. The induced uniform empirical distribution function of U,. , L;,, is de- 
fined by E,(u) = (l/n)C’= 1 I(Ui < u) = F,,(Q(u)). 0 < u < 1, and its uniform empirical 
process x,, is given by 
The similarly induced uniform empirical quantile function is given bt 
G,,(zr) = E,,- l(u) = F(Q,,(u)), 0 < II < 1, G,,(O) = G,,(O +), and its uniform quantile prn- 
cess u,, is defined by 
When (U,, II > 11 is a stationary sequence of uniform-[O, l] random variables. under 
certain conditions, we have the following weak convergence for rn in D[O. 11 with the 
Skorokhod J, topology (cf. Billingsley. 1968): 
3[,1(.) ~LB*(.) in D[O, 11, 
where i B*(u). 0 < u < I ) is a zero-mean Gaussian process with B*(O) = B* ( I ) = 0 
and covariance function 
EB*(s)B*(t) = s A t - st 
+ i: (Cov(Z(Ui, i; s). Z(U,, < t)) 
b=2 
+ Cov(Z(Ui, ,< s),Z(U, < t));. (2.3) 
where the series in (2.4) converges absolutely and P (B*( ) E C[O, 11) = I. By station- 
arity we mean that the joint distribution of Ui+ ,. . Cli+,,, does not depend on i for 
any fixed positive integer 111. For the definitions of the spaces C[O. l] and D[O. I]. ue 
refer to Billingsley (1968, Chrs. 2 and 3), respectively. 
Linking H,,(u) with the uniform empirical and quantile functions, via ( 1.5) and (2. II. 
we have the following important conclusion: 
.i 
P(Q,,CIO) 
K( 11) = (1 - F,,(Q(f))) dQ(f) 
0 
G,, (IO 
(1 - &(r))dQ(tl 
0 
(3.5) 
for 0 < II < 1 and each II. 
Here, and throughout the paper. we use the convention 1: r dl = i,r,,h) Y dl, (I < h, for 
all occurring Lebesgueestieltjes integrals whenever I^ is a right-continuous and I is 
a left-continuous function. 
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Similarly, by (1.3) and (2.1) we have 
&(u) = 
s 
’ (1 - t)dQ(t), 0 d u ,< 1. (2.6) 
0 
The following theorem provides strong uniform consistency of H,(u) (its scaled 
version D,(u)) to its theoretical counterpart IIF (its scaled version DF(u)) under very 
general conditions. No specific structure of dependence is assumed. 
Theorem 2.1. Let {X,, n > 1) be a sequence of random variables with common continu- 
ous distribution function F. Assume that Q = F-l is continuous on [0, l), 
sup IF,,(x) - F(x)1 2% 0, (2.7) os,<zz 
and{max{X,-/3,O},n>l}fll o ows the strong law of large numbers (SLLN) for any 
b’ 3 0. Then we have 
sup (H,(u) - Hr(u)I 2% 0 (2.8) 
O<U$l 
and 
sup I&(u) - D&4)/ 2% 0. (2.9) 
OCU<l 
Next we present weak convergence for the TTT empirical process t, and its scaled 
version s,. Again, no specific structure of dependence is assumed. 
Theorem 2.2. Let {X,,, n > l> be a stationary sequence of random variables with 
common distribution function F. Suppose that the density function f = F’ is continuous 
and positive on the open support of F, 
J = sup q(F(x))(l - F(x)) q(u)(l - u) < ~ 
OCXC~ S(x) = 0%; I S(Q(u)) 
(2.10) 
and 
I 
1 
(1 - u)‘(log l/(1 - u))PdQ(u) < co, (2.11) 
0 
where, for some C > 0, 0 < v < 4 and p > f, the continuous weight junction q satisjies 
q(u) 3 C(u(1 - u))“(log l/(u(l - u)))p for all 0 < u < 1. (2.12) 
Then, as n + ~3, 
%(.)lq(.) GB*(.)lq(.) in DCO, 11, 
implies that 
t,(.) 3 T;(.) in D[O, l] 
and 
s,(.) GSs$(.) in D[O, 11, 
(2.13) 
(2.14) 
(2.15) 
Id T;(u) = - B*(t)dQ(r) - I - Ll ~ B*(m), 0 < IA < 1 
(1 ,f(Q(u)) 
(?.lhl 
Remark 2.1. Apart from our condition (2.12) for q, the form of condition (2.10) is the 
same that was used in CsCsH (1986) in proving (2.14) and (2.15), respectively. in the 
i.i.d. case (cf. their Theorems 6.2 and 7.2.). It is clearly associated with a notion of great 
importance in reliability theory. namely with that of the so-called failure or hazard 
rate function. Let the density functionJ’== F’ be continuous and positive on the open 
support of F. Then the failure rate function r of F is defined by 
r(s) = rr(x) = f(x) 
1 - F(x)’ 
Condition (2.10), together with (2.12), implies that 
r(T) 3 C(F(.*-)(l - F(x)))“(log lj(F(X)(l - F(r))))“/J for all 0 < .Y < J. 
In other words. r(.y:) cannot be too close to zero near the two end points of the support 
of F. For example, when F is an increasing failure rate distribution (I FR), then (2. IO) is 
satisfied if r(0) > 0, or T(X) B K(F(.y))“ for some K > 0 on a right-hand-side ncigh- 
bourhood of 0. When E is a decreasing failure rate distribution (DFR). then (2.10) is 
satisfied if r(inf (.y: F(r) = 11) > 0, or I.(.Y) 2 K( 1 - F(s))” for some K > 0. on a lefi- 
hand-side neighbourhood of infix: F(r) = 11, Of course, (2.10) is satisfied if I.(.Y) has 
a “bathtub” shape, class of life distributions arising naturally in reliability situation:,. 
For a detailed analysis of the relationship of condition (2.10) to Chibisov ~O’Reilly 
weight functions (1, we refer to CsC’sH (1986, Section 8). 
Remark 2.2. Condition (2.11) is slightly stronger than the existence of the (1. v)th 
moment of X. Indeed, on extending the discussion in the Appendix of Hoeffding 
(1973). we see that (2.11) implies EX’*’ < ~YI. This is not necessarily true conversely. 
but EX”‘(log(l + X))” +fi)!,‘+rl < Y’, with any ci > 0. implies (2.1 I). 
Remark 2.3. Sufficient conditions for (2.13) to hold true are given in Section 4. where 
we prove Chibisov-O’Reilly-type theorems for uniform empirical and quantilc pro- 
cesses of stationary sequences. 
Remark 2.4. The covariance functions of the limiting Gaussian processes (2.16) and 
(2.17) are computed and discussed in Section 3. 
Theorems 2.1 and 2.2 enable us to establish an asymptotic theory for the TTT 
function H,,(u) under the assumption of positively associated dependence. 
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Theorem 2.3. Let {X,,, n 2 l} be a sequence of positiaely associated random variables 
with common continuous distribution,function F. Assume that Q = FP ’ is continuous on 
[0, 1) and 
(2.18) 
Then we have 
sup IHJU) - &(u)I -2 0 
04u<l 
and 
Theorem 2.4. Let (X,,, n > l} be a stationary sequence of positively associated random 
variables with common distributionfunction F. Suppose that the densityfunctionf = F’ is 
continuous and positive on the open support of F. If 
Cov(F(X,), F(X,,)) = O(n-“-‘) for some r/ > (3 + a)/2 and E > 0, (2.19) 
where, for some C > 0, q satisjies 
q(u) 3 C(u(l - U))(1-3’s)‘2 for all 0 < u < 1, 
then, as n + cc: 
t,(.) ‘I-, T;(.) in D[O, l] 
and 
s,(.) GS,*(.) in D[O, 11. 
Remark 2.5. If the density functionf is bounded on the open support of F, then (2.19) 
can be replaced by the sufficient condition 
Cov(X,, X,) = O(nV-&) for some ~1 > (3 + a)/2 and c > 0. 
To see this, we use the extended Hoeffding identity (cf. Yu, 1993, Theorem 2.3) 
cov(h(xl),f2(x2)) = cc 
s s 
=, J’; Cdf;oL2) CovU(Xl < xl), 1(X2 G x2))dxl dx2, 
PJ; -x_ 
(2.20) 
for any absolutely continuous functions J; and,fi. Thus. from the above identity WC 
obtain that 
which shows that (2.19) is satisfied by our sufficient condition. 
We now turn to describing our asymptotic theory for the TTT function H,,(U) under 
the assumption of mixing dependence. We first introduce the dependence notions of 
mixing that will be used. 
Let (Q, F. P) be a probability space and .F, and -F2 be two a-algebras contained in 
.%. Define the following measures of dependence between ,P1 and F2: 
x(3-,, .‘il) = sup IP(AnB) - P(A)P(B)I 
.ZEi,,BEiF2 
Let :X,l. II 3 1) be a sequence of real-valued random variables on (R, 3. P). 
.F; = O(Xi. II < i < m) be a-algebras generated by the indicated random variables, 
and put 
The sequence (X,,. n > 1) is said to be o-mixing, or x-mixing, according as /)(H) ---f 0. or 
x(n) 4 0 as II --t ~8. respectively. It is well-known that r(n) < ,~(n). 
sup ID,,(U) - &(Cl)(ZL 0. 
0. I,~ 1 
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Then we have 
Theorem 2.7. Let {X,,, n B l> b e a stationary sequence of a-mixing random variables 
with common distribution function F. Suppose that the densityfunction f = F’ is continu- 
ous and positive on the open support of F. If 
cx(n) = O(n -‘-‘) for some 0 > 1 + fi and E > 0, (2.21) 
’ = o%% qb)U - u) < ~ f (Q(u) and EX2”’ lie) < m, 
where, for some C > 0, q satisfies 
q(u) > C(u(1 - u))(~-~“)‘~ for all 0 < u < 1, 
then, as n ---f co, 
t,(.) ‘G T;(.) in D[O, l] 
and 
s,(.) GS:(.) in D[O, 11, 
Theorem 2.8. Let {X,, n > l} be a stationary sequence of p-mixing random variables 
with common distribution function F. Suppose that the density function f = F’ is 
continuous and positive on the open support of F. If 
q(u)(l - u) < co 
J = ,%I f(Q(u)) and EX2+‘<m forsomeo>O, 
where for some C > 0 and 0 < t: < 6, q satisfies 
q(u) 3 C(U(1 - u))1’(2+c) for all 0 < u < 1, 
then as n --f x, 
(2.22) 
t,(.) s T:(.) in D[O, l] 
and 
s,(.) GS:(.) in D[O, 11. 
q(u) > C(u(1 - u))“2(log l/(u(l - u)))~ Jiw ~11 0 < u < 1. 
thrt1 US I7 + Y_. 
r,,(.) + 7-F*(.) in D[O, l] 
rrnd 
s,,( .) ‘h s;c .) in D[O. 11. 
3. On the problem of estimating the covariance structure of the limiting 
Gaussian processes 
The aim of this section is to indicate and study the gap which would have to be filled in 
order to make statistical inference for TTT functions based on the results of Section 2. 
The essence of our problems along these lines is that the limiting processes r; and 
S: have a covariance structure that one would have to estimate in order to provide an 
initial basis for statistical inference. In order to initiate this line of thought, we now 
study our limiting Gaussian processes via their covariance functions. 
First of all. the process {B*(u), 0 < II 2: 1) defined by (2.4) is no longer a standaro 
Brownian bridge, due to the appearance of covariance among observations. It can bc 
written as 
B*(u) = B(U) + &j(U), 0 < 21 < 1. 
where (B(U), 0 < u d 1 j is a standard Brownian bridge, 
zero Gaussian process with covariance structure 
(3.11 
) is a nican,- 
fl(.s, 0 = 1 (Cov(Z(U, d .s),Z(U, 5: t)) + Cov(Z(C’, < S),Z(Ul < f))). (3.2) 
h=2 
and [B(u), 0 d u < l} and {Bd(u), 0 < u < 1) are two independent processes. 
Note that the process {Bd(u), 0 < II < 1) with the covariance structure (3.2) may not 
exist (o(t, t) may be negative). Hence, the main reason for the representation of (3.1) is 
to use it to compute the covariance function of the limiting process of L,(U) and that of 
its scaled version S,(U). Indeed, by combining (3.1) with (2.16) and (2.17). we obtain 
T:(u) = TF(LO + Td(u) and S;(u) = SF(u) + &(u). O<U<l 
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where 
U 
TF(2.L) = - B(u) B(r) dQ@) - ___, OdUdl, 
0 dQ(4) 
T-d(U) = - s ’ B(u) Bdt) dQW - ~ OdUdl, 0 dQ(4) 
S,(u) = p-1 l-F(U) - pU2H&l) T,(l), 0 d u d 1, 
and 
S,(U) = ,L’l Td(U) - jF2H& T,(l), 0 d U < 1. 
Clearly, (T,(u), 0 < u d l> and {Td(u), 0 d u d 1) are two independent processes. So 
are also the processes {SF(u), 0 < u d 1) and {S,(U), 0 d u < l}. Hence, we have 
ET,*(s)T;(t) = ET,(s)T,(r) + ET&T,(t) (3.3) 
and 
ES;(s)S;(t) = ES,(s)S,(t) + ES,(s)S,(t). (3.4) 
Since { TF(u), 0 d u < 13 and {S,(u), 0 d u ,< l> are the same mean-zero Gaussian 
processes as those obtained when the observations are i.i.d., one may want to utilize 
formulas obtained by CsCsH (1986, Section 8) in these calculations. However, we find 
that some terms are missed in the print of their expression for ET,(s)T,(t) and, 
consequently, also in that for ES,(s)S,(t). Here, based on the formula (2.20), we 
recalculated their forms and obtain that 
ET,(s) 7-~(t) = EWW(4 dQ(4 dQ(4 + && EBWW 
1 ’ 
+ r(Q(4) s 
EB(s)B(v) dQ(v) + ~ 
o 
Q(s) Q(f) =s s Cov(Z(X < x), Z(X < y) dx dy 0 0 
1 1 
+ r(QW 4QW 
___ Cov(l(F(X) > s), I(F(X) > t)) 
Cov(l(l(F(X) > s) < x), 1(X < y)) dx d) 
1 QW 1 
+ r(Q(t)) o s s 
Cov(Z(X < x), I (I(F(X) > t) d y)) dx dy 
,, 
= Cov(&(X, s), KF(X, t)), (3.5) 
where KF(X, u) = XI(X d Q(LL)) + (Q(u) + l/r(Q(u))I(X > Q(u)). Similarly. we have 
ES,(s)S,4t) = pETF(S)TF(t) + ~1-4HF(S)H,-(t)ETF(I)TF(1) 
~~~3Hr(t)ETF(.s)TF(l) - ~(-JHI-(.s)ET,(t)T~(l) 
Just like in the i.i.d. case, the covariance functions of ( Td(hl). 0 < u < I j and ~S,,(UI. 
0 < ~1 < 11 are obtained by straightforward but very lengthy and tedious computa- 
tions. Using the formula (2.20) again. we have 
a(~. c) dQ(u) dQ(c) + l-- 
1 
- a(s, r) 
I) r.(Q(tN 
CT(S. c)dQ(r) + ___ o(u. t) dQ(4 
I 
o(F(r).F(~))dxd_~ + ___ 
1 
----CJ(s. f) 
dQ(.s)) dQ(f)) 
1 Q(t) I QC\, 
+ $Qt.s)) 
(T(s, I;( J)) dj, + ~__ J‘ cr(F(r), t) ds o r-(C)(t)) ,, 
= i jCov(K,(Xl,s).K,(X,, t)) 
b=2 
and 
+ Cov(KF(Xk. s).Kr(X1. f))j 
=,g 
(Cov(L,(X,. Sk L,(X,. f)) 
+ (COV(L,~(X~. s), Z&X,. f))) 
3 H,(.s)ET,,(t)TJI) 
By (3.3). (3.8). we obtain the following covariance functions for T,* and S,* 
ET;(.s)T;(f) = Cov(KF(X,.s),K,(X, t)) 
+ i (Cov(KF(X,,s),Kl.(Xh. t)) 
h=2 
+ Cov(K,(X;,s).K,(X,. t))) 
(I’?) 
(3.X) 
(3.9) 
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and 
+ ,z, (COV(MXl> s), MXk, a 
+ C~WF(&, SL MXl, a). (3.10) 
In the light of these calculations we are now ready to describe a way to estimate the 
unknown quantities in our covariance functions. Define 
fn(u) = np “’ fl (KF(Xi, U) - EKF(Xi, u)), 0 6 u d 1 
and 
L&(U) = 6 ‘I2 i (LF(Xi, U) - E LF(Xi, U)) = p- ’ t^,(U) - /L-2Hr(U)~E(l), 0 < U d 1. 
i=l 
Then, by stationarity and (3.9) and (3.10) it is easy to see that 
lim Et7,(s)&(t) = ETg(s)T,*(t) and lim E$(s)$,(t) = ES,*(s)S,*(t). 
n-r n+co 
Hence {t7,(u), 0 d u d l> and (i,,(u), 0 6 u d 1) converge weakly to the same 
Gaussian processes that are the limits of {tn(u), 0 d u d l] and {So, 0 d u < l}, 
respectively, provided that (Fn(u), 0 d u d 1) converges weakly to a Gaussian 
process. Based on this finding, we propose here a resampling procedure (bootstrap) 
that may provide statistical inference for the process {tn(n), 0 < u < l}. Given a ran- 
dom sample Xi, . . ,X,, let XT, . . . , X,* be a resample that is based on Ktinsch’s (1989) 
moving block technique. As to the question whether the moving block technique 
provides consistent estimation for sample means and empirical processes in stationary 
case, we refer to Politis and Roman0 (1992) Shao and Yu (1993), and Btihlmann 
(1994). 
Asymptotically, XT, . ,X,* have the known empirical distribution function F,,. 
Hence, the bootstrapped version of (tn(u), 0 < u < 1) can be written as 
rtn*d = n- ‘I2 jl (KF,,(X*, U) - E*KFn(X*, u)), 0 d u < 1 
Unfortunately, the definition of the function KF (cf. (3.5)) involves the unknown 
quantile-density function (d/du)Q(u) = l/f(Q(u)) that now has to be estimated. A di- 
rect estimator of l/f(Q(u)) can be found in Theorem 1 of Csorgii and Revtsz (1984) (cf. 
also Csorgo 1983, Theorem 4.1.3.) as 
1 Qn(ld + 4 - Q(u - 4 p= 
MQn(4) 2G > 
where LI,, = !I-’ for some 0 < z < 4. Hence. KF,(XT, u) should be computed as 
X:1(X: d QnW + 
1 - II 
Q,,(U) +,l;,tQ,cuil 1(X:> Q,,(4). 
We conjecture that under appropriate conditions (t,*(u), 0 < u < 1 ) will converge 
weakly to (T:(u), 0 < u < 1) which. in turn, can be used to provide the foundations 01 
statistical inference for the process (t,,(u), 0 < u < 1). We note in passing that this 
procedure is different from the one suggested by CsCsH (19X6) (cf. their Section 17). 
4. Chihisov-O’Reilly-type theorems for uniform empirical and quantile processes 
of stationary sequences 
As we mentioned before, our main technical tools are the Chibisov-O’Reilly-type 
theorems of this section for the uniform empirical and quantile processes of stationar!, 
sequences. The corresponding results for the uniform empirical process x,, under 
associated and mixing dependence assumptions are obtained by Shao and Yu (1996). 
Their results are based on the following basic theorem. 
Theorem A. We assume that q is continuous nd positive on (0, 1) and is rlon-drr,rccrsin!I 
in u neighhourhood sf’0 and nonincreusing in a neiyhbourhood of 1. Let j U,,, II > I j hc 
II stationary sequence of uniform-[0, l] random twiablrs. Assume that,fiw trII0 < .j. t < I 
LlHll II > 1 b1’P hilt.%> 
(Al) Elcx,,(t) - J,(S)\” < C,(t - sIpi + It - .sI”n-“l~‘)fb~.sorne C, > 0. p > 2. p1 > 1, 
061’1< 1 andp,> 1 -V’1, 
(A2) E(l,(t) - z,,(s))~ < C,lt - s(“l,fi)r solne C2 > 0 lrnd 0 > r2 < 1. 
r,(.) 5 B*(.) in D[O, 11, (4.1) 
f lwn 
cx,(.),/q(.) ‘GB*(.)/q(.) in D[O, 11, (4.?) 
rvlzere,,for some C > 0 and /I > l/2, q sutisjies 
q(u) 3 C(U(1 - u))‘(log l/(U(l - U,))” for ull 0 < 11 < 1 (4.3) 
trnrl 
\’ = min 
( 
Pt r1 + P2 1’2 ____- 
> P’P+Pz’2 . 
(4.<1) 
The following corollary plays a crucial role in establishing many results of this 
paper. It describes the weighted tail behaviour of the uniform empirical process ‘No. Its 
proof can be found in that of Theorem A in Shao and Yu (1996). 
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Corollary 4.1. Under the assumption of Theorem A we kave,for any E > 0 
lim lim sup P 
i 
sup jr,(u)l/y(u) 3 t‘ 
I i 
= IimP sup JB”(u)l/q(u) > E = 0 
8-0 n4z ocuce U-O O<u<B I 
and 
Remark 4.1. From (4.2) it is easy to obtain that 
and 
This implies that the results in Corollary 4.1 can be derived from (4.2) directly if 
lim sup IB*(u)l/q(u) = lim sup IB*(u)l/q(u) “= 0. 
,9-oo<u~o B+ol-B<u<l 
The next corollary gives weak convergence for integral functionals of c(,,, defined as 
u A,(u) = x,(t)dQ(t), 0 d u < 1, (4.5) 
0 
to their approximating Gaussian counterpart 
s u A(u) = B*(t)dQ(t), 0 <u < 1. (4.6) 0 
A,(u) and A(u) will be used in establishing weak convergence of the TTT empirical 
processes t, and s,. 
Corollary 4.2. Under the conditions of Theorem A, if 
s 1 (~(1 - u))“(log l/u(l - ~)))“dQ(u) < cc, 0 
then 
A,( .) 5 A(.) in D[O, 11. 
We now give a basic result on the Bahadur-Kiefer representation of quantiles, 
i.e., the deviation between empirical and quantile processes, based on stationary 
observations. The Chibisov-O’Reilly-type theorem for uniform quantile processes of 
stationary sequences can be easily derived from this representation (cf. Corollar! 4.3). 
We first define the special weight function q* by 
for the same v and b as defined in Theorem A. and the sequence of positive integer> 
(A,,. tI 3 1 ; by 
where 6 is a positive number that will be specified later on. From the definition of (I* 
and k,,. it is easy to verify that 
lim k, = (2(1 ~ v))P,i. (4.9) 
,i- I t1 l’Zq*(k,,.itl) 
This, together with the fact that t/y*(t) is increasing on (O.:], implies that, for largt: 
II and k,,;‘tt < u < 4. we have 
k, 
_ n”‘q*(k,/‘t~) 
(4.11) 
Put 
k 
(j,, = (j,,((j) = _If = max(61-‘~~~'~"('-‘"(logn)"('~“.~~(n + 1)). 
n 
sup, i I%,,(U) - U,(~)lIcI(U) = O,,(l). (4.13) 
n,, _ LI ’ II 
Proof. By u,(li.!n) = x,(U, ,,). k = 1.2. ,_. . H, we have 
sup 0 -. L, . 1 I%(U)I = o _;;t , l4AL~)l. < 
Using the definition of E, and G,. we obtain 
Lo,, = n”(E,(G,(u)) - G,,(u)) - n”(E,,(G,,(u)) - u) 
= x,,(G,~(II)) - n1’2(E,(G,,(u)) - u). 
(3.1‘1) 
(4.15) 
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It is well known that 0 d E,(G,(u)) - u < l/n, u E [0, 11. Hence, by (4.14) and (4.15), 
for any E > 0 and K > 0, if n is large enough, we have 
P 
i 
sup [U,(U) - a,(u)l 3 2E 
O<U<l i 
<P sup lQG,(u)) - a,(u)1 3 c 
O<u<l 
- cc,(u)l 3 E,IG,(u) - u( < Kn-112 
d f’{w(r,, Kn- ‘12) > &f + p SUP b,(u)l B K , 
o<u< 1 
where w is Levy’s modulus of continuity: w(f, 6) = ~up,,~-~,~~Jj”(~) -f(t)/, 0 < 6 < 1. 
Because r, is tight under the condition (Al), the first term in the last inequality above 
converges to zero for any E > 0. This, in turn, when combined with (4.1), yields 
lim sup P sup [U,(U) - x,(u)1 2 2s 
n-m O$U<l O<u<l 
Now, by letting K -+ co, we conclude that 
SUP Ia4 - 4lbN = O,(l). 
OGU<l 
(4.16) 
By Corollary 4.1 and (4.16) combined, in order to prove (4.13) it is sufficient to 
prove that for any c > 0 
lim lim sup P 
i 
sup lu,(u)l/q(u) > E = 0 
I 
(4.17) 
o-o n-m b”SU<O 
and 
lim lim sup P 
o+o n-z i 
1 si; 1 _6, l%(4l/c7(4 2 & 
I 
= 0. (4.18) 
By the definition of q, there exists H, > 0 such that q is nondecreasing on (0, do]. Then, 
for i/n < u < (i + 1)/n d Qo, we have 
l44l __ d max 
i 
n1’21 Ui+ 1 n - i/it1 n 1’21Ui+l.n -Ci + l)lnl 
4(u) dil4 ’ qGl4 I 
n’i21Ui+l:, - i/n1 + 1 
< 
q(iln) n”‘q(i/n) 
~ Irn(Ui+l:n-)I + l 
qCEn(lii+l:n -)) n’i2di14’ 
where U, ,, f ..’ < Ufii,:, are the order statistics of C:, . , li,,. The above inequality 
yields 
bn(4 bH(U)l 1 ~. <>,,T e y(u) G &,,.” ::p, (,I*,, ,,q(E,(u)i + n’:*y(ljn)’ (4.191 
where k, is such that (k,, - 1)/n < 0 6 &!.YI. On the other hand. since E,,(U) 2 k,,;‘~ = (i,, 
for II 3 Uk,, I, and q is nondecreasing on (0. 11,,], we have 
sup I%(U)l I%(U)l ___ d sup -~- lTI(~)I 
I;,, ,I , II s C’i,, , y(E,,(u)) ocu<rl,, y(u) 
+ 
ri,, .z-&., ,/ q(E,(u)) 
This gives us 
BY (4.11), sup,,, < u < 20 Ix,(u)~/c~*(u) < d/4 implies that 
Also. Ir,,(U~,, ,,)I < K implies 
for II > (K + l)‘/O’. Hence, for any K > 0. when n 3 (K + l)*.ifI*. we have 
P 
i 
b”(4 
A,, ~.Y%~,, ,, q(E,(u)) 
3 EJ4 
1 
(4.201 
(4.2 I ) 
Since 0 < v < f and /I > 0, n”“q(ljr~) --) Y_' as n -+ ,Y_. Thus, by (4.1), (4.19)-(4.211 and 
Corollary 4.1. we obtain 
limsuplimsup P 
i 
sup IU,(u)Ilq(LI) > E sup IL?*(u)\ 3 K 
0-o ,I** 6. c u 6 fJ O-SU$l 
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for each K > 0. Therefore, (4.17) is seen to be true by letting K + ~8. Clearly, (4.18) can 
be proved in a similar way. This completes the proof of Theorem 4.1. 0 
The following corollary follows immediately from Theorems A and 4.1. 
Corollary 4.3. Let {U,,, n > l> be a stationary sequence of uniform-[O, l] random 
variables. Then, under the same conditions as in Theorem A, we have 
u^,(.)/q(.) G B*(.)/q(.) in Dl3, 11, 
where C,,(n) = u,(u)Z(& 6 IA 6 I - 6,), and q( .) and B*( .) are the weight function and 
the Gaussian process. respectively, as dejned in Theorem A. 
Remark 4.2. Since the special weight function q*(u) of (4.7) satisfies (4.3), all results in 
the section still hold after replacing q(u) by q*(u). Hence, the monotonicity near the 
two end points of q in Theorem A can be dropped as long as (4.3) is satisfied. We note 
also that Theorem 4.1 with its 6, as in (4.12) is an improved version of Theorem 2.1 of 
Csorgii and Yu (1996). This improved version is needed, for it plays a crucial role in 
the proof of our Theorem 2.2. 
5. Proofs 
Proof of Theorem 2.1. By (2.5) and (2.5), we have 
s G,,(u) (1 - E,(t)) dQ(t) - (1 - t) dQ@)l 0 
Applying (2.7) and (4.14), we obtain 
sup (G,(u) - UJ = o s_“,p, 1 Iu - E,,(u)] = sup IF&) - F(x)I”s-,O. 
O<U<l xx OGXCS 
(5.1) 
Hence, 
sup I&(G,(u)) - H&)I “s 0: 
OCU,cl 
Since the function HF is uniformly continuous on [O. 11. and thus (2.8) follows from 
(5.1) if we can show that 
Since we assume EX = j; (1 - F(x))d.- . x <* Y-, for any i: > 0 we can choose /I’ > 0 so 
large that 
I”‘( p, = (1 - F(x)) dx < ~;‘2. 
11 
Then 
I < I”‘(/I) + P’(p) + P([j) ,1 \ ,I II . 
where 
I(Xi > x)d.x = 1 i max{Xi - /j,O). 
17izl 
-‘(F,(Y) - F(y))d,)! 9 P o ,s’~” , IF,,(s) - F(x)1 "-L 0 
Thus, applying SLLN to (max{X,, - [I’. 01, M 3 I ), we get 
Therefore, lim sup,,_ ,% I, < E, a.s. for all small c, and this proves (2.8). Since 
X, = max (X,, - p, 0) for /3 = 0, we have X,, -+ ,M. a.s.. by SLLN, which proves (2.9) by 
(1.6) and (1.7). This completes our proof of Theorem 2.1. 0 
Proof of Theorem 2.2. By (2.2), (2.5) and (4.5) we can write 
I 
G,(U) 
t,,(u) = - x,(r) dQ(t) - n h2 (f&+4 - fMGn(4)j 
0 
= {d,(u) - d,(G,(u))) - A,(u) - I,(u), 0 < u < 1, 
where 
I,(u) = M~:~(H~(u) - &(G,(u))) 
For any K > 0 and e > 0, we have 
P , Idn(Lo - dn(Gn(u))l > t: 
(5.3) 
<P sup lu,(u)l > K + P (\v(& KC”‘) 3 i:) 
O$UCl 
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On the other hand, d,( .) E C[O, 11, since Q is continuous. Hence, d,(u) is tight by 
(2.13) and Theorem 8.2 of Billingsley (1968). Thus, 
lim sup P sup I&(u) - 4dG,,(u))I > B sup jB*(u)I > K 
n-x o<u< 1 O<ULl 
follows by (2.13) and (4.14). Letting K -+ co, we get 
sup I4(4 - A(G(4)l ‘-, 0. 
O<U<l 
(5.4) 
Applying a one-term Taylor expansion and the fact that dEIF(u)/du = 
(1 - u)/f(Q(u)), we obtain 
1 - 44 
“(‘) =f(Q(zJu))) “(‘) (5.5) 
l-24 1-U -~ 
f(Q(~(4)) .f(QW 
444 +s(Q(u)) %I(4 
where min{u, G,(U)} ,< z,(u) d max(u, G,(u)}. The latter relation implied that z,(u) 
converges uniformly to u in probability on [0, 11, since 
SUP 
O<u<l 
Iu - G(4 = o :yp, 1 I&(U) - u ‘+ 0 . , 
by (2.13) and (4.14). Since the compound functionf(Q( .)) is uniformly continuous on 
[0, 1 - (31 by assumption, and since sup, G u $ 1 lu,,(u)l = sup, G ,, s 1 Ix,(u)/ has a limit 
distribution, we have for any 0 < 0 < d 
1 - %(U) l-u -~ 
o<S,:?-e f(Q(r,&))) f(Q(u)) Sup ‘Un(U)’ p-t ” OGU<l
Hence, by (2.10)-(2.12), (4.14), (4.16), (5.3)-(5.5), Corollaries 4.1 and 4.2, and Theorem 
4.2 of Billingsley (1968), (2.14) follows if we can show that for any E > 0, 
lim lim supP sup [In(~)1 3 t: = 0, 
8-O n-oD ( OCU<B i 
lim lim sup P 
o-0 n*cO i 
,_;“,~<,lL’“” a& 
i 
= 0, 
and 
lim P 
8+0 
(5.6) 
(5.7) 
(5.8) 
(5.9) 
Since (2. IO) and Corollary 4.1 already imply (5.8) and (5.9). we only need to prove (5.6) 
and (5.7). Without loss of generality, we assume that q is positive on (0, l), and is 
nondecreasing in a neighbourhood of 0 and nonincreasing in a neighbourhood of I. 
for otherwise we could simply replace q by q*. By (2. lo), and (4.7) (4.12) for any C? > 0. 
we have 
(;,,(ld) 
sup II,(U)\ = sup M1:2 
1 __ t 
0 < I, 1 0 0 < u s 0 II *, .f.cQFidt 
6, 1’2 
IZ’dt+.J 
(‘A,, ,I 1)2 
< 2l+‘J 
” q”(t) 
?I j&,, n 3 ii,,) dt 
& q(t) 
I hI( lu,,(u)l + J sup ---+ J sup ____ 
6,, < U < ” q(u) cl,, < u c (I q(G,(u)) 
21+“+8 J6 
< b,(4l 
brr(~~)l 
1 - \’ 
+ 25 sup __ + .I sup ___ 
d,,aIrGB q(u) a,, c u c- I, q(G,(u))’ 
where, by (4.10) 
BY (4.11). sup<?,, < u $ ,, iu,(u)l/y*(u) 6 &,/4 implies 
G,,(u) 3 u - iiq*(u)/(4n1’z) 3 ~‘2 for ii, < u < (1. 
Hence, by letting 6 = (1 - ~)r:/(2~+‘+‘~J), we obtain 
+P sup lUH(~~)l 3  ”
<>, c 1, < EI q(ui2) 45 ’ 
and thus (5.6) follows from (4.17). The proof of (5.7) can be handled in a similar way. 
This proves (2.14). 
252 M. Cstirg6, H. YulStochastic Processes and their Applications 68 (1997) 229-253 
Using the fact that p = H,(l), we can easily derive that 
+ 
Mu) -tt,(l) 
1 
__ -- 
P K(l) 
Thus, (2.15) follows from (2.14) if we show that 
H,(f) ‘- H,(f). (5.10) 
By (2.14) we have 
t,(l) = n”‘(H,(l) -H,(l)) ‘G T(1). 
This immediately implies (5.10). 0 
Proof of Theorem 2.3. By (2.18) and Theorem 2.1 of Yu (1993) (2.7) holds true. Hence, 
by Theorem 2.1, we complete proving our theorem if we can show that 
{max(X,, - b, 0}, II 3 l> follows the SLLN for any /I 3 0. Note that max{X - p, 0) is 
an absolutely continuous and nondecreasing function of X with EX = 
j; (1 - F(x)) dx. Th us , { max{X,, - fi, 0}, M 3 l} is a sequence of positively associated 
random variables by property P4 of positive association (cf. Esary et al., 1967). By 
(2.20). 
Cov(max{Xi - /I, O$,lllaX(Xj - /I, 03) < COV(Xi, Xj) for all i, j = 1,2, . . . 
This shows that condition (2.18) is satisfied for the sequence {max{X,, - /?, 0}, II 2 I}. 
Hence, by Birkel’s (1989) SLLN, (max{X,, - /j’, 0}, n 3 1) follows the SLLN and this 
also completes the proof of our theorem. 0 
Proof of Theorem 2.4. It follows easily by our basic theorem Theorem 2.2, and 
Theorem 2.4 and Corollary 2.4 of Shao and Yu (1996). ??
Proof of Theorems 2.5 and 2.6. Assume that {Xn, II 3 l} is a sequence of mixing (c( or 
p mixing) random variables. Then, for any real function y, {g(X,J, n 3 l} is still 
a sequence of mixing random variables with the same mixing decay rate (x(n) or p(n)). 
Hence, by Theorem 2.1, we can prove Theorems 2.5 and 2.6 if {X,,, II > l> follows the 
SLLN. In the case of x-mixing, this is true by Application 5 of Theorem 1 of Rio 
(1995) while in the case of p-mixing, it follows by Corollary 3.1 of Shao (1995). This 
proves Theorems 2.5 and 2.6 0 
Proof of Theorems 2.7 and 2.8. They follow easily by our basic proposition, Theorem 
2.2, combined with Theorem 2.2 and Corollary 2.2 of Shao and Yu (1996) for 
x-mixing, and with Theorem 2.3 and Corollary 2.3 of Shao and Yu (1996) for 
p-mixing, respectively. 0 
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