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A-B stacked bilayer graphene has massive electron and hole-like excitations with zero gap in
the nearest-neighbor hopping approximation. In equilibrium, the quasiparticle occupation approxi-
mately follows the usual Fermi-Dirac distribution. In this paper we consider perturbing this equilib-
rium distribution so as to determine DC transport coefficients near charge neutrality. We consider
the regime β|µ| . 1 (with β the inverse temperature and µ the chemical potential) where there is
not a well formed Fermi surface. Starting from the Kadanoff-Baym equations, we obtain the quan-
tum Boltzmann equation of the electron and hole distribution functions when the system is weakly
perturbed out of equilibrium. The effect of phonons, disorder, and boundary scattering for finite
sized systems are incorporated through a generalized collision integral. The transport coefficients,
including the electrical and thermal conductivity, thermopower, and shear viscosity, are calculated
in the linear response regime. We also extend the formalism to include an external magnetic field.
We present results from numerical solutions of the quantum Boltzmann equation. Finally, we derive
a simplified two-fluid hydrodynamic model appropriate for this system, which reproduces the salient
results of the full numerical calculations.
I. INTRODUCTION
Graphene is a remarkable material that has generated
enormous interest in both the theoretical and experimen-
tal community since its discovery in 2004 [1]. While
there are many reasons for interest in this unusual mate-
rial, one particularly exciting feature is that it is possible
to produce graphene samples with extreme purity and
thus observe an electronic regime that had not previously
been explored — the hydrodynamic regime [2–6]. In this
regime the shortest scattering time is that for electron-
electron collisions, and collisions with phonons and impu-
rities are subdominant. As a result, semi-classical kinetic
theory reduces to a form of quantum hydrodynamics [7].
In general, quantum Hydrodynamics (QH) describes
the dynamics of systems that vary slowly in space and
time. The foundation of QH is the ability to obtain a
set of conservation laws for the electron liquid. These
conservation laws are derived from the quantum Boltz-
mann equation (QBE), which is the equation of motion
for the electron fluid’s phase space distribution function
[8, 9]. The QH approach has been extremely successful in
studying electron plasmas, fractional quantum Hall flu-
ids, [10–12], and now also the electron fluid of graphene
[2, 13]. In the current work we will derive QH equations
from the QBE for the case of bilayer graphene (BLG)
near charge neutrality (CN) where there is no well de-
fined Fermi surface. We note, however, that our kinetic
theory formalism is more general than QH.
Whereas QBE and QH have been studied extensively
in monolayer graphene [13–16], they have not been as
well studied in the case of bilayer graphene. There are,
however, several reasons why the BLG case should be
of substantial interest. Firstly, the band structure of
BLG is fundamentally different from that of monolayer
graphene. In the nearest-neighbor hopping approxima-
tion, A-B stacked bilayer graphene has quadratic bands
of electron and hole-like excitations at low energies [17]
which touch at zero energy. This interesting band struc-
ture, which was confirmed experimentally in Ref [18],
provides the unique quantum transport properties of
BLG [19].
A second reason that BLG is now of interest is due
to recent experimental advances that have allowed mea-
surements with unprecedented precision — in particular
[18] reports measurements of the electrical conductivity
of BLG. These advances have been possible due to the
development of suspended BLG devices [18, 20–27]. As
with monolayer graphene, BLG on a substrate suffers
an inhomogeneous potential, which can lead to charge-
puddle physics and superlattice effects. Suspended sam-
ples, in comparison, are far cleaner. The current limita-
tion on suspended samples is on the size of these devices,
however recent BLG devices have achieved sizes longer
than the disorder scattering length [28].
Further, due to the low impurity scattering rates in
clean samples, there has also been recent interest in
studying the viscosity of the electron fluid in materi-
als such as graphene [5, 29]. Some signatures of elec-
tron viscosity, such as negative non-local resistance,
have already been measured experimentally in mono-
layer graphene[30]. The extension of these experiments
to BLG seems natural.
Finally, measurements of the thermal conductivity of
suspended single-layer graphene have been performed
[31] and it may be possible to extend this study to BLG
as well.
In this paper, we develop the QBE formalism for cal-
culating transport properties of BLG which can in prin-
ciple be compared against existing and future transport
experiments. The analogous formalism for the electrical
conductivity of single-layer graphene was worked out in
[13]. This work was later extended to study Coulomb
drag between two monolayers of graphene [16] and BLG
exactly at charge neutrality (CN) [32]. We extend this
work away from CN. To do so, we start with the deriva-
tion of the quantum transport operators including the
charge current, the heat current and the stress tensor in
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2terms of electron and hole fields. We include the Zitter-
bewegung contribution to these operators. Taking the
expectation value of these operators in the DC limit, we
obtain the main results for the electrical current (50),
heat current (51) and stress tensor (52). We then cal-
culate the collision integral, which in general will have
four contributions. A central result of our work is the
collision integral (69), which contains contributions from
the Coulomb interactions (70), impurity scattering (76),
scattering off the boundary (78) and phonon scattering
(81).
Once we have derived the QBE formalism, we can
study the linear response of the system to perturbations.
In particular, we study the behavior under an applied ex-
ternal electric field, thermal gradient, and straining mo-
tion in order to calculate the electrical conductivity, ther-
mal conductivity, and viscosity respectively. Finally, in
anticipation of future experiments, we also consider the
behavior of the transport properties in an applied mag-
netic field which leads to, e.g., nonzero Hall-conductivity.
The inclusion of a magnetic field is possible for both
electrical conductivity and thermal conductivity calcu-
lations.
Since the dominant scattering mechanism is electron-
electron, and hole-hole, we should be able to represent
the transport with a two-fluid hydrodynamics — where
the electron fluid and the hole fluid are individually in a
thermal equilibrium, each having a well defined temper-
ature, chemical potential, and velocity. As such we use
the QBE to derive a two-fluid model which describes the
evolution of the mean fluid velocities of the electron and
hole fluids on timescales long compared to the electron-
electron collision time. These are given by equations (89)
and (90). The two-fluid model includes Coulomb drag
between the electron and hole fluids and the momentum-
relaxing scattering from scattering with phonons. This
then allows us to derive simple analytical expressions for
the transport properties.
The plan of the paper is as follows. In section II we
review the electronic structure of bilayer graphene and
the low-energy effective Hamiltonian. Section III deals
with the Coulomb interaction between electrons, in par-
ticular the screening thereof in the RPA approximation.
We perform the calculation in flat space first and then
generalize to curved space so that we can later calculate
the stress tensor, which gives the response to a change
in the metric. In section IV we calculate the conserved
currents. We then derive the kinetic equation in section
V. Section V A explores the effect of a constant mag-
netic field on the kinetic equation. In VI we write down
the collision integral. Then in section VII we discuss the
symmetries of the collision integral. We introduce the
two-fluid model in VIII and derive analytical expressions
for the transport properties in terms of the fundamental
parameters of the problem. In section IX we evaluate
the collision integral numerically and show the results
for some transport properties of interest. We compare to
the results from the two-fluid model and find good agree-
FIG. 1. Sketch of the bilayer graphene lattice used for the
tight-binding Hamiltonian. There are two layers 1 and 2 and
in each layer there are two inequivalent sites per unit cell
labelled A and B. The couplings γ0, γ1 and γ3 are defined in
the figure.
ment. Detailed calculations are left for the Appendices.
II. REVIEW OF THE ELECTRONIC
STRUCTURE OF BILAYER GRAPHENE
To start off, we briefly review the derivation of the
band structure and the explicit expression of the wave
function in BLG. This part serves to make this work self-
contained and to introduce notation.
A. Hamiltonian
The tight-binding Hamiltonian of A-B stacked bilayer
graphene with the coupling defined in Fig. 1 and external
gauge field Aµ has the explicit form [19, 33, 34]
Hξ = ξ

0 v3pi 0 vFpi
†
v3pi
† 0 vFpi 0
0 vFpi
† 0 ξγ1
vFpi 0 ξγ1 0
− eA0I, (1)
where the velocity v3 is given by v3 =
√
3
2 aγ3/~, where a
is the lattice constant, and the Fermi-velocity is given by
vF =
√
3
2 aγ0/~ [35]. Here, ξ = 1 corresponds to K valley
with corresponding wave function [36]
ψK(x) =
ϕA1(x)ϕB2(x)ϕA2(x)
ϕB1(x)
 = ∫ d2k
(2pi)2
ψK(k)e
ikx, (2)
and ξ = −1 corresponds to the K ′ valley
with corresponding wave function ψK′(x) =
3(ϕB2(x), ϕA1(x), ϕB1(x), ϕA2(x)). We have defined
the momentum operator and its holomorphic and
anti-holomorphic notation
pi = −i~∂i − eAi (3)
pi = px + ipy, pi
† = px − ipy. (4)
e < 0 is the electron charge. In the following, we will
set v3 = 0, since we are only interested in the quadratic
bands (see Ref. [19] for details).
B. Effective Hamiltonian
Since the Hamiltonian (1) provides information about
both high energy and low energy states, it will be useful
to create a low-energy effective Hamiltonian. To simplify
our model, we consider only the low-energy bands near
the K valley. In the long wavelength limit vF k  γ1,
one can derive for ξ = 1
HK = − 1
2m
(
0 (pi†)2
pi2 0
)
, ψK =
(
ϕA1(x)
ϕB2(x)
)
, (5)
where m = γ1
2v2F
. The wave function is given by
ψλK =
1√
2
(−λe−2iθk
1
)
, λk = λ
k2
2m
, (6)
where θk is the angle between the vector k and the x-axis.
λ = −1 denotes electrons in the valence band and λ = 1
denotes electrons in the conduction band. In the low en-
ergy limit, we only consider the electrons appearing at
sites A1 and B2. In the following sections, we will omit
the spin indices for simplicity and consider them back in
the counting factors. Similarly, we can derive the effec-
tive Hamiltonian near the K ′ valley, the only difference
is that the wave function is now ψK′ = (ϕB2(x), ϕA1(x))
III. COULOMB INTERACTION AND
SCREENING
Coulomb screening is the damping of the electric field
due to mobile charge carriers which are quasi-particles
and quasi-holes. As a result of screening, the long-range
Coulomb interaction becomes short-range. In this sec-
tion, we will calculate the screening effect of the Coulomb
interactions in BLG, or in other words we will calculate
the screening momentum qTF .
A. Charge density operator
The Hamiltonian (1) shows explicitly the coupling of
BLG with an external gauge field. The free Lagrangian
density is given by
Lξ = iΨˆ†ξ
←→
∂t Ψˆξ − Ψˆ†ξHξΨˆξ, (7)
where
←→
∂t =
1
2 (
−→
∂t − ←−∂t). The field operator in the K
valley in second quantization language is given by
ΨˆK(x) =
∫
d2k
(2pi)2
cK;A1(k)cK;B2(k)cK;A2(k)
cK;B1(k)
 eikx, (8)
where the operator cK;a(k) is the annihilation operator
of an electron on the sublattice a at momentum K+ k.
Similarly, the field operator in the K ′ valley in second
quantization language can be derived. The free action in
flat space is given by
Sξ =
∫
d3xLξ. (9)
The total number density operator in both valleys is
given by the definition
ρ(x) =
∑
ξ
ρξ(x) =
∑
ξ,s
1
e
δSξ
δA0
(x) =
∑
ξ,s
Ψˆ†ξ(x)Ψˆξ(x).
(10)
From the wave function of the electron and hole bands
at low energies, we can derive the transformation of the
field operator
c±K(k) =
1√
2
(∓e−2iθkcK;A1(k) + cK;B2(k)) , (11)
and similarly for the K ′ bands.
Combining the spin index and the valley index to a
flavor index, we obtain the effective low-energy density
ρeff(q) =
∑
f
∫
d2k
(2pi)2
1
2
×
∑
λ,λ′
c†λf (k− q)cλ′f (k)
(
1 + λλ′e−2i(θk−q−θk)
)
. (12)
We can separate the effective charge density (12) into a
normal part where λ = λ′ and the Zitterbewegung part
where λ = −λ′. The homogeneous contribution to the
charge density ρeff(0) is only due to the normal part.
The effective Coulomb interaction of the effective theory
is given by
VˆC =
1
2
∫
d2q
(2pi)2
VC(q)ρ
eff(−q)ρeff(q). (13)
The screened Coulomb interaction VC(q) will be calcu-
lated in the next subsection. The bare Coulomb interac-
tion is
V (q) =
2piα
q
(14)
and α = e
2
4piε0
.
4B. Screening in flat background metric
We need to account for the screening of the long-range
Coulomb interaction by the mobile charge carriers. In
the random phase approximation (RPA) the dressed in-
teraction is given by
VC(q, ω) =
V (q, ω)
1−Π0(q, ω)V (q, ω) , (15)
where Π0(q, ω) is the bare susceptibility. In order to
calculate Π0(q, ω), we need to calculate the fermion loop
of BLG at a finite temperature and at a given chemical
potential µ. This is the textbook Lindhart calculation
and in the regime βµ . 1 and βq2/m . 1 we use the
approximate result from Ref [37]
Π0(q, 0) ≈ −mNf
2pi
(1 +
βq2
12m
). (16)
This equation starts deviating from the full result in Ref
[37] for βq2/m > 1, however large momentum transfer
is suppressed by the Fermi occupation factor. We have
that the screened potential is given according to (15) by
VC(q) =
2piα
q + qTF (q)
(17)
with the screening momentum
qTF (q) = −Π0(q, 0)2piα. (18)
For βµ . 1, the typical momentum is kT =√
2kBTm/~2  qTF for any realistic temperature, so
we can safely approximate
VC(q) =
2piα
qTF (q)
. (19)
C. Screening in a homogeneous metric
In order to calculate the stress tensor, we need to gen-
eralize the formalism to curved space. For a homogeneous
metric gij = δij + δgij , we can follow the steps in the last
subsection and obtain the screened Coulomb interaction
as
V˜(q, 0) = 2piα√
g
1
|q|+ qTF (|q|) , (20)
where |q| = √gijqiqj and g = det(gij) and where
qTF (|q|) takes the form of (18). The detailed derivation
of equation (20) is given in Appendix A. Equation (20)
is a new result of this paper and is required in order to
calculate the stress tensor operator in the next section.
IV. CONSERVED CURRENT OPERATORS
In order to calculate the transport coefficients, we need
to start by deriving the conserved current operators in
the effective theory in second quantization language. The
detailed derivations for the energy current and the stress
tensor operators of BLG are new contributions of this
paper. As has been shown in Refs [13] and [32], there
are Zitterbewegung contributions to the charge current
operator of graphene as well as BLG. To obtain the DC
transport coefficients of BLG, one can neglect the Zitter-
bewegung part which is just the contribution from the off-
diagonal component of the Green’s function in the gen-
eralized Kadanoff-Baym formalism [38]. However, this
contribution will be necessary for studying the quantum
transport at finite frequency and momentum using the
QBE and we therefore include it for future extensions
of this work. In this paper, we are only interested in
spatially-independent current operators.
A. Charge current operator
The current operator is by definition
J iξ(x) =
δSξ
δAi(x)
= −vF e
∑
s
ξΨˆ†ξ(x)
(
0 (σi)†
(σi)† 0
)
Ψˆξ(x)
(21)
where s stands for spin. The current density is given by
J(x) =
∑
ξ
JIξ(x) + J
II
ξ (x) (22)
where JIξ(x) is the contribution of quasi-particle and
quasi-hole flow, and the operator JIIξ (x) creates a quasi-
particle-quasi-hole pair. Using the explicit wave function
of low-energy modes (B1), (B2) and equation (21), one
can derive the spatially independent current operator
JI(q = 0) =
e
m
∑
f
∑
λ
∫
d2k
(2pi)2
λkc†λf (k)cλf (k), (23)
where we combined the spin index s and valley index ξ
to flavor index f . Similarly, the Zitterbewegung current
operator is given by
JII(q = 0) = −i e
m
∑
f
∫
d2k
(2pi)2
(zˆ × k)
×
[
c†+f (k)c−f (k)− c†−f (k)c+f (k)
]
. (24)
B. Energy current operator
The heat current is related to the energy current via
JQ(q = 0) = JE(q = 0)− µ
e
J(q = 0), (25)
5where µ is the chemical potential and so we now calculate
the energy current, which has contributions from both
the kinetic and interaction energy terms in the Hamil-
tonian. We will follow Ref [39] in deriving the energy
current operator. The conservation of energy gives us
the continuity equation
∂ · JE(x, t) + E˙(x, t) = 0, (26)
where JE is the total energy current, which includes both
kinetic and interaction contributions, E is the energy den-
sity. We will use equation (26) as the definition of the
energy current.
1. Kinetic contribution
The kinetic energy density operator is given by
Ekin(x) =
∑
ξ
Hξ(x) =
∑
ξ
Ψˆ†ξ(x)
←→
H ξΨˆξ(x) (27)
where
←→
H ξ means we replace ∂i in Hξ by
←→
∂ i =
1
2 (
−→
∂ i −←−
∂ i). We can write down the kinetic energy density in
momentum space by Fourier transformation
Hξ(q) =
∫
d2xe−iqxhξ(x) (28)
=
∫
d2k
(2pi)2
Ψˆ†ξ(k− q)Hˆξ(k,q)Ψˆξ(k),
where Hˆξ(k,q) is given explicitly as follows
Hˆξ(k,q) =
ξ

0 0 0 vF (k¯ − 12 q¯)
0 0 vF (k − 12q) 0
0 vF (k¯ − 12 q¯) 0 ξγ1
vF (k − 12q) 0 ξγ1 0
 ,
(29)
where we defined the holomorphic and anti-holomorphic
vectors X = X1 +iX2, X¯ = X1−iX2. Using Heisen-
berg’s equation E˙kin = −i[E˙kin,H] and the continuity
equation of energy (26) in momentum space we obtain
the formula to determine the kinetic contribution to the
energy current
q · JEkin(q) = [Ekin(q),H], (30)
where the total Hamiltonian H is defined in equation
(B3). We leave the detailed calculation, which is quite
technical, to Appendix B. We only quote here the results
after taking the limit q→ 0
JEkin(q = 0) =
∑
f
∑
λ
∫
d2k
(2pi)2
kk2
2(m)2
c†λf (k)cλf (k).
(31)
In comparison with the charge current operator, there is
no Zitterbewegung contribution to the kinetic part of the
energy current. We also see that quasi-particle and quasi-
hole bands contribute to the energy current equally. At
each momentum k, quasi-particle and quasi-hole bands
have the same energy and velocity and hence make the
same contribution to the energy current .
2. Interaction contribution
In the linear response calculation, the contribution of
the Coulomb interaction to the energy density is given
by
δHC(x) ≡ δVˆC
δρ(x)
= N0
∫
d2Y VC(|x−Y|)δρ(x) (32)
= N0VC(q = 0)δρ(x) = N0
2piα
qTF
δρ(x), (33)
where N0 is the total background charge number.
The contribution to the energy current from the
Coulomb interaction is then given by
JEC(q = 0) = N0
2piα
eqTF
J(q = 0), (34)
where J(q = 0) is nothing but the charge current. How-
ever in the kinetic formalism, we consider δHC(x) as the
shift of the chemical potential due to the background
charge (the Hartree diagram).
C. Stress tensor operator
The effective Lagrangian in curved space is defined as
S =
∫
dt
d2x√g(x)∑
ξ
Lξ(x)− VˆC
 , (35)
where the free Lagrangian density Lξ(x) is defined in
equation (7) and VˆC is the effective Coulomb interaction.
The stress tensor is defined as the response of the system
with respect to a perturbation of the local metric,
T ij(x) = − 2√
g(x)
δS(gij(x), ˜ˆΨ†, ˜ˆΨ)
δgij(x)
|δgij=0 (36)
where gij(x) = δij + δgij(x) and the rescaled field is
˜ˆ
Ψ = g1/4Ψˆ. (37)
1. Kinetic contribution
We calculate the stress tensor operator for the kinetic
Hamiltonian (1) following Ref [40]. We leave the detailed
6calculation to Appendix B, where we derive the results
directly using definition (36) and the explicit form of the
kinetic Hamiltonian in curved space. Here we quote the
result of the kinetic contribution to the stress tensor
T ij(q = 0) = T (I)ij(q = 0) + T (II)ij(q = 0), (38)
where the normal contribution to the kinetic part of
stress tensor is
T (I)ij(q = 0) =
∑
ξ
T
(I)ij
ξ (q = 0)
=
∑
f
∑
λ
∫
d2k
(2pi)2
λkikj
m
c†λf (k)cλf (k). (39)
Equation (39) has a similar form as the stress tensor op-
erator for a quadratic semimetal [41] like HgTe.
The Zitterbewegung contribution to the kinetic part of
the stress tensor is given by
T (II)11(q = 0) = −T (II)22(q = 0)
= i
∑
f
∫
d2k
(2pi)2
k1k2
m
[
c†+f (k)c−f (k)− c†−f (k)c+f (k)
]
,
(40)
T (II)12(q = 0) = T (II)21(q = 0) = −i
∑
f
∫
d2k
(2pi)2
× (k
1)2 − (k2)2
2m
[
c†+f (k)c−f (k)− c†−f (k)c+f (k)
]
. (41)
2. Interaction contribution
Besides the kinetic contribution, the stress tensor also
has a contribution from the interactions, which we will
calculate now. We turn on the homogeneous metric per-
turbation δgij . The Coulomb interaction in curved space
near charge neutrality is given by
VˆC =
1
2
√
g
∫
d2p
(2pi)2
2piα
|p|+ qTF ρ˜
eff(−p)ρ˜eff(p), (42)
where ρ˜eff(q) is given by substituting
c†λf → g1/4c†λf , cλf → g1/4cλf , (43)
in (12), and q = |q| = √gijqiqj . The factor g−1/2
appears in equation (42) as was shown in the previous
section. The transformation (43) is equivalent to the
transformation (37). We now can use the definition of
the stress tensor (36) to derive the contribution of the
Coulomb interaction to the stress tensor in flat space
time by taking the derivative of VˆC with respect to the
homogeneous metric [42]
T ijC (q = 0) =piα
∫
d2p
(2pi)2
[
− p
ipj
p
1
(p+ qTF )2
+ δij
1
p+ qTF
]
× ρeff(p)ρeff(−p). (44)
We leave the detailed derivation of (44) to Appendix B.
The contribution to T ijC (q = 0) up to linear order in the
perturbation is given by[43]
T ijC (q = 0) = 2piα
δij
qTF (0)
N0ρ
eff(0) (45)
= 2piαN0
∑
f
∑
λ
∫
d2k
(2pi)2
δij
qTF (0)
c†λf (k)cλf (k),
where N0 is the background charge. We can view this
contribution simply as a shift in the chemical potential.
In the calculation for the shear stress tensor in section
V, we will calculate T 12 under a constant shear. The
contribution from the interactions T ijC ∼ δij will hence
not enter our calculation.
V. KINETIC EQUATION AND QUANTUM
TRANSPORT
After having derived the conserved currents, we are
now ready to begin the derivation of the actual QBE.
In this vein, we will set up the semi-classical problem of
electron and hole transport in bilayer graphene at a finite
temperature T . We define the retarded Green’s function
as follows [44]
g<λλ′(k, ω,x, t) = i
∫
d2rdτei(ωτ−k·r)
× 〈Ψ†λ′(x−
r
2
, t− τ
2
)Ψλ(x+
r
2
, t+
τ
2
)〉, (46)
where λ and λ′ are the band indices. The expectation
value 〈 〉 is evaluated at finite temperature as explained
in more detail in Appendix C. In order to study the DC
transport, we can ignore the off-diagonal part of the re-
tarded Green’s function since this part depends explicitly
on time as explained in Appendix C. Equation (46) now
takes the explicit form
g<λλ′(k, ω,x, t) = 2piiδ(ω − λ(k))fλ(k,x, t)δλλ′ , (47)
where f+(−)(p,x, t) is the distribution function of elec-
trons in the conduction (valence) band. We can write
down formally the QBE for the distribution function as(
∂
∂t
+ vλ(k) · ∂
∂x
+ eE(x, t) · ∂
∂k
)
fλ(k,x, t)
= −Iλ[{fλi}](k,x, t), (48)
7where the group velocity of band λ is defined as
vλ(k) = ∂kλ(k). (49)
E(x, t) is slowly varying applied electric field. The right-
hand side of the equation is the collision integral, which
can be derived explicitly from first principles. In sec-
tion VI, we will discuss in detail the collision integral,
which takes into account the scattering of quasi-particles
off each other, on impurities as well as at the boundary.
The microscopic derivation of equation (48) is left for Ap-
pendix C. In the subsequent subsections, we will employ
the equation (48) to set up the calculation of the trans-
port coefficients. In DC transport, we can ignore the
contribution from the Zitterbewegung contribution which
comes from the off-diagonal part of the Green’s function
(46). From the results (23), (25) with (31), and (39) in
the previous section, we can obtain expressions for the
expectation value of the normal contribution to the con-
served currents in terms of the local distribution function
as follows
J = Nf
e
m
∑
λ
∫
d2k
(2pi)2
λkfλ(k), (50)
JQ = Nf
∑
λ
∫
d2k
(2pi)2
λk
m
(λ(k)− µ)fλ(k), (51)
and the kinetic contribution to the stress tensor has the
expectation value
T ij = Nf
∑
λ
∫
d2k
(2pi)2
λkikj
m
fλ(k). (52)
We note that the results in Eqns. (50)-(52) look sim-
ilar to the Fermi liquid results for two types of parti-
cles, although we are in a very different regime without a
well-formed Fermi surface. If we replace the distribution
function fλ(k) in equations (50), (51) and (52) by the
unperturbed Fermi distribution f0λ(k), we get zero. In
this section, we will use the above equations to obtain
the expectation value of the conserved currents in terms
of the distribution function perturbations:
fλ(k,x) = f
0
λ(k) + f
0
λ(k)[1− f0λ(k))]hλ(k,x). (53)
A. Constant applied magnetic field
So far, the experiments performed on the electrical con-
ductivity of suspended BLG have been performed in zero
magnetic field. However, we believe it is eminently pos-
sible to extend the experiments in this direction and to
this end, we will set up the calculation process to ob-
tain the transport coefficients with an applied magnetic
field B = Bzˆ. In order to use the kinetic equation with
a magnetic field, we need to consider a weak magnetic
field. In a Fermi liquid at zero temperature, the require-
ment is kF `B  1 where the magnetic length is given by
`B =
√
~c
eB . For neutral BLG, at finite temperature, one
may guess that the valid limit of the kinetic equation is
kT `B  1, where the thermal momentum is defined as
kT =
√
2kBTm/~2. For temperature T = 10K, the ap-
propriate magnetic field is B < 100 Gauss. Such a small
magnetic field also guarantees that the Zeeman energy
term is small enough, that we can neglect the energy
different between the two spin species.
With the appearance of a magnetic field, we need to
add one more term in the left-hand side of the kinetic
equation to take into account the Lorentz force [45][46]
e [vλ(k)×B] · ∇kfλ(k,x, t) (54)
where the group velocity is given by (49). In this section,
we only consider the charge conductivity and thermal
conductivity in the appearance of a magnetic field. We
can rewrite (54) as
− eBλ
m
f0λ(k)[1− f0λ(k)]ijkj∂kihλ(k,x). (55)
B. Thermoelectric coefficients
We define the electrical conductivity σ, the thermal
conductivity K and the thermopower Θ by(
J
JQ
)
=
(
σ Θ
TΘ K
)(
E
−∇T
)
(56)
where each of the thermoelectric coefficients is a 2×2 ma-
trix. The fact that Θ appears twice in (56) is due to the
Onsager reciprocity relation [47]. Using these definitions,
the Seebeck coefficient is S = σ−1Θ and the Peltier coeffi-
cient is Π = TS. In experiments, the heat current is often
measured such that J = 0, in which case the proportion-
ality constant between JQ and −∇T is κ = K−TΘσ−1Θ
[2, 14].
C. Charge conductivity
In order to derive the coefficients of DC conductivity,
we apply a constant electric field E. The unperturbed
distribution function is given by
f0λ(p) =
1
1 + eβ(λ(p)−µ)
. (57)
We need to solve the equation (48) in the following sim-
plified form
−λβ eE · p
m
f0λ(p)[1− f0λ(p)]
+
eBλ
m
f0λ(p)[1− f0λ(p)]ijpj∇pihλ(p) (58)
= −I(1)λ [{hλi(ki)}](p)
8for λ = + and λ = − to obtain hλ(p). In equation (58),
the right-hand side denotes the linear order in the pertur-
bation of the collision integral derived in section VI. The
left-hand side is derived in the Green’s function formal-
ism as (C30). The suggested ansatz in this calculation
is
hλ(p) = β
eE
m
·
(
pχ
‖
λ(p) + p× zˆχ⊥λ (p)
)
(59)
and we solve for χλ(p) numerically. The second term in
the ansatz becomes relevant when we have a magnetic
field. The charge current is given by (50) and the DC
conductivity can be directly read off. Due to the sym-
metry of the collision integral that will be discussed in
section VII, we can show that σxx = σyy because of ro-
tational invariance and σxy = σyx = 0 in the absence of
magnetic field due to parity. The external magnetic field
B breaks parity which gives us σxy = −σyx 6= 0.
D. Thermal conductivity
We consider a spatially dependent background temper-
ature T (x) = T + δT (x). The local equilibrium distribu-
tion function takes the form
f0λ(p, T (x), µ) =
1
1 + e
1
kBT (x)
(λ(p)−µ) . (60)
We now consider a constant gradient in temperature
by introducing the space-time independent driving force
FT = −∇xδTT . We then need to solve equation (48) in
the following simplified form
−λβF
T · p
m
(λ(p)− µ)f0λ(p)[1− f0λ(p)]
+
eBλ
m
f0λ(p)[1− f0λ(p)]ijpj∇pihλ(p) (61)
= −I(1)λ [{hλi(ki)}](p)
for λ = + and λ = − to obtain hλ(p). The left-hand side
is obtained from (C35). The suggested ansatz is
hλ(p) = β
FT
m
(λ(p)−µ) ·
(
pφ
‖
λ(p)+p× zˆφ⊥λ (p)
)
. (62)
From the heat current along with equations (51) we can
read off the thermal conductivity. For the thermopower,
we consider the same ansatz as for the thermal conduc-
tivity, but calculate the charge current which is given by
(50).
E. Viscosity
To calculate the DC shear viscosity, we consider a back-
ground velocity for the particles and holes. Therefore, the
local equilibrium distribution function takes the form
f0λ(p,uλ(x), µ) =
1
1 + eβ(λ(p)−uλ(x)·p−µ)
, (63)
where u+(−)(x) is the perturbed background velocity of
electrons (holes). We apply a constant shear with the
explicit form
uλ12 = Fλ, u
λ
11 = u
λ
22 = 0 (64)
where Fλ is a space-time independent perturbation and
the definition of strain is
uλij =
1
2
(
∂iu
j
λ + ∂ju
i
λ
)
. (65)
We need to solve equation (48) in the following simplified
form
λβ
2p1p2Fλ
m
f0λ(p)[1−f0λ(p)] = −I(1)λ [{hλi(ki)}](p) (66)
for λ = + and λ = − to obtain hλ(p). The left-hand side
comes from (C43). The suggested ansatz is
hλ(p) = β
2p1p2
m
χλη(p;F+, F−). (67)
The stress tensor T 12λ is given by (52) and the shear vis-
cosity coefficients are given by the definition
T 12λ = −ηλλ′Fλ′ . (68)
In the experiment [48], the authors found that quasi-
particle collisions can importantly impact the transport
in monolayer graphene. The results showed that the
electrons behave as a highly viscous fluid due to the
electron-electron interactions in the clean limit. Even
though there has not been an analogous experiment for
BLG yet, we expect that highly viscous behaviour of
BLG will be found in the near future. The viscosity
coefficients will play an important role for simulation of
electronic transport in BLG and for comparison against
experimental results.
VI. COLLISION INTEGRAL
We now focus on the right-hand side of the QBE—
the collision integral. We discuss the contribution from
quasi-particle interactions, scattering on disorder and
scattering off the boundary separately in subsections
VI A, VI B and VI C respectively. In the quasi-particle
scattering channel, we ignore Umklapp processes at low
energies near charge neutrality. Since in our regime
kFa  1, Umklapp scattering is negligible due to the
lack of available phase space. Inter-valley scattering is
also ignored due to the long range nature of the Coulomb
interaction. Up to linear order in the perturbation, the
generalized collision integral on the right-hand side of the
kinetic equation (48) includes contributions from quasi-
particle interactions, scattering on disorders and finite
size effect and scattering on phonons respectively
I
(1)
λ = I
(1)
λ,int + I
(1)
λ,dis + I
(1)
λ,size + I
(1)
λ,phonon. (69)
9In the following subsection, we will discuss in detail each
contribution of (69).
A. Quasi-particles’ Coulomb interaction
The first contribution to the collision integral that we
consider is that coming from the Coulomb interaction of
the quasi-particles. We are interested in the experimental
regime of sufficiently clean BLG [18] in which the trans-
port properties are dominated by quasi-particle interac-
tions. In this section, we formulate the quasi-particle
interactions of the form (13) via the screened Coulomb
potential VC(q) that was derived previously in section
III. To derive the contribution I
(1)
λ,int, we generalize the
Kadanoff-Baym equations [9] to BLG. We again only
consider the diagonal component of the Green’s func-
tions (47) and calculate the collision integral contribution
due to the interaction (13). The technical details of the
derivation will be left for Appendix C, in this subsection
we only quote the main result. The collision integral due
to interactions for each band index λ is then given by
Iλ,int[{fλi(ki)}](p) = −(2pi)
∑
λ1λ2λ3
∫
d2k1
(2pi)2
d2q
(2pi)2
δ(λ(p) + λ1(k1)− λ2(p+ q)− λ3(k1 − q))[
Nf |Tλλ1λ3λ2(p,k1,q)|2 − Tλλ1λ3λ2(p,k1,q)T ∗λλ1λ2λ3(p,k1,k1 − p− q)
][
[1− fλ(p)][1− fλ1(k1)]fλ2(p+ q)fλ3(k1 − q)− fλ(p)fλ1(k1)[1− fλ2(p+ q)][1− fλ3(k1 − q)]
]
, (70)
where we follow [13] and define the form factor
Mλλ′(k,k
′) =
1
2
(
1 + λλ′ei(2θk′−2θk)
)
, (71)
as well as the channel dependent scattering matrix
Tλ1λ2λ3λ4(k,k
′,q) = V (−q)Mλ1λ4(k+q,k)Mλ2λ3(k′−q,k′).
(72)
The collision integral vanishes when we substitute the
Fermi distribution (57). Linear order in perturbation of
the collision integral is given by the perturbation (53).
The linearized collision integral is then given by
I
(1)
λ,int[{hλi(ki)}](p) = −(2pi)
∑
λ1λ2λ3
∫
d2k
(2pi)2
d2q
(2pi)2
δ(λ(p) + λ1(k)− λ2(p+ q)− λ3(k− q))
×
[
Nf |Tλλ1λ3λ2(p,k,q)|2 − Tλλ1λ3λ2(p,k,q)T ∗λλ1λ2λ3(p,k,k− p− q)
]
×
[
[1− f0λ(p)][1− f0λ1(k)]f0λ2(p+ q)f0λ3(k− q)
][
− hλ(p)− hλ1(k) + hλ2(p+ q) + hλ3(k− q)
]
, (73)
where we defined hλ(k) in equation (53). The collision
integral (73) shares similarities with one of monolayer
graphene in Ref [13]. However, due to the difference in
the quasi-particle dispersion relation, which is quadratic
for BLG and linear for monolayer graphene, their allowed
scattering channels differ qualitatively. In the case of
BLG, we have to consider the scattering channel where
one quasi-particle decays to two quasi-particles and one
hole. On the other hand, this scattering channel is kine-
matically forbidden in monolayer graphene because of
momentum and energy conservation. This contribution
was missed in a previous publication on the kinetic the-
ory of BLG [32]. However, due to kinematic restrictions,
the phase space for this scattering process is small and
therefore this channel does not contribute significantly
to the collision integral. We have checked this statement
numerically.
B. Contribution from disorder
Due to the Galilean invariance of our system in the
absence of disorder, the collision integral is unchanged
under a Galilean boost. However, under a uniform boost
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of all particles by u, the current density transforms as
J → J + enu. So as long as the charge density n 6= 0
(ie µ 6= 0) we change the current density by boosting
frames and therefore the conductivity is ill-defined in the
absence of a momentum-relaxing mechanism. Including
one or several momentum-relaxing scattering channels is
therefore crucial for calculating the transport coefficients
away from βµ = 0.
One such momentum relaxing process is the scattering
of electrons off impurities in the sample. For this cal-
culation, we put our system in a box of side length L
with periodic boundary conditions. We follow [13] and
consider a disorder Hamiltonian
Hdis =
∑
f
∫
d2x Vdis(x)Ψ
†
f (x)Ψf (x), (74)
where Vdis is the interaction potential between an elec-
tron and the impurities, which we take to be charges
Ze located at random positions xi and having number
density nimp = Nimp/L
2. We use the screened Coulomb
interactions to obtain
Vdis(x) =
Nimp∑
i=1
Ze2
r|x− xi|e
−qTF |x−xi|. (75)
From the interaction (74), we can calculate the scattering
rate of quasi-particles off the disorder. We then obtain
the contribution to the collision integral from disorder up
to linear order in the perturbation
I
(1)
λ,dis[hλi(ki)](p) = τ
−1
impf
0
λ(p)[1− f0λ(p)]hλ(p), (76)
where we define a short hand notation for the impurity
scattering rate
τ−1imp =
1
2
mnimp
(
2piZe2
rqTF
)2
. (77)
The corresponding dimensionless parameter is αimp ≡
βτ−1imp = 1/2(8pi
2Z/Nf r)
2βnimp/m. The detailed
derivation of (76) is left for Appendix D.
C. Effect of finite system size
In very clean samples of bilayer graphene, it is expected
that the scattering length due to impurity scattering is
longer than the system size L, which is currently limited
in suspended graphene samples [28]. In this case, in order
to have a well-defined conductivity, we need to include
the effect of the finite size of the system. There will
be scattering of the electrons off the boundary, which
effectively acts as an additional scattering time. Assume
the scattering time due to collisions with the boundary
is τ(p) = Lv =
Lm
p where L is the size of the sample up to
a factor depending on the geometry of the BLG sample.
Here, we are making the simplifying assumption, that
that the scattering does not depend on the direction of
the momentum. We neglect the angular dependence of
the boundary scattering which is likely to contribute a
geometric factor to the scattering time. The collision
integral is then
I
(1)
λ,size[hλi(ki)](p) =
p
mL
f0λ(p)[1− f0λ(p)]hλ(p) (78)
which is just the Bhatnagar-Gross-Krook (BGK) collision
operator [49] with τ given by τ(p). The corresponding
dimensionless parameter is αL =
√
β√
mL
.
D. Phonon scattering
We should also consider the effect of the electrons scat-
tering off phonons. The maximum energy of an acous-
tic phonon is εmax = 2c
√
2mmax(kBT, µ), where c is
the speed of sound in graphene. In the experimental
setting, we are at high temperatures compared to the
Bloch-Gru¨neisen temperature
TBG =
2c
vF
√
γ1|µ|
kB
, (79)
and additionally we have T  2γ1/kB(c/v)2. Thus we
are in the high temperature regime kBT  εmax, where
can treat the phonons as introducing another scattering
time [50][51]
τ−1phonon =
D2mkBT
2ρ~3c2
, (80)
where D is the deformation potential and ρ is the mass
density. Then the collision integral is
I
(1)
λ,phonon[hλi(ki)](p) = τ
−1
phononf
0
λ(p)[1− f0λ(p)]hλ(p).
(81)
The corresponding dimensionless parameter is αph =
βτ−1phonon. It is crucial to note that whereas αimp =
αimp(T ) and αL = αL(T ), αph does not depend on tem-
perature.
VII. SYMMETRIES
A. Spatial symmetries
The electrical conductivity is rotationally symmetric.
The only rotationally symmetric tensors in 2d are δij and
ij so any rotationally invariant tensor σij can be written
as
σij = σxxδij + σxyij . (82)
In the absence of a magnetic field, we have an additional
symmetry, namely 2D parity y → −y, which implies
σxy = σyx = 0. (83)
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With a magnetic field, 2D parity implies
σxx(B) = σxx(−B), (84)
σxy(B) = −σxy(−B). (85)
The thermal conductivity and thermopower satisfy the
same relations.
B. Particle-hole symmetry
Under the particle-hole transformation, we have λ →
−λ, µ→ −µ and B → −B. First consider the electrical
conductivity. Due to the particle-hole symmetry, we have
σxx(βµ,B) = σxx(−βµ,−B), (86)
σyx(βµ,B) = σyx(−βµ,−B). (87)
Now consider the viscosity which we only calculate for
B = 0. Particle-hole symmetry implies that we have
ηλ,λ′(βµ) = η−λ,−λ′(−βµ). (88)
These symmetries follow directly from the form of the
collision integral (73).
VIII. TWO-FLUID MODEL
We introduce the two-fluid model, which reproduces
the salient features of our numerical results. Motivated
by comparison with experiment [52] we choose to only
include the phonon scattering as a momentum relaxing
mechanism. We multiply the kinetic equation by λp/m
and integrate over momentum space in order to derive
the evolution of the mean fluid velocities as
m∂tu
e = − m
τeh
(ue−uh)−mu
e
τse
+e(E+ue×B)−ΛekB∇T
(89)
m∂tu
h =
m
τhe
(ue−uh)−mu
h
τsh
−e(E+uh×B)−ΛhkB∇T,
(90)
where we defined the electron and hole velocities as
ue =
∫
d2p
(2pi)2
p
mf+(p)∫
d2p
(2pi)2 f
0
+(p)
, uh = −
∫
d2p
(2pi)2
p
m (1− f−(p))∫
d2p
(2pi)2 (1− f0−(p))
.
(91)
The coefficients Λe,h account for the fact that the average
entropy per particle is ΛkB
kBTΛ
e =
∫
d2p
(2pi)2 p
2(+(p)− µ)f0+(p)[1− f0+(p)]∫
d2p
(2pi)2 f
0
+(p)
(92)
kBTΛ
h =
∫
d2p
(2pi)2 p
2(−−(p) + µ)f0−(p)[1− f0−(p)]∫
d2p
(2pi)2 (1− f0−(p))
(93)
The definitions (92) and (93) follow from the ∇T term in
the QBE when (89) and (90) are derived. The Coulomb
drag term can be derived explicitly from the collision
integral∫
d2p
(2pi)2
λp
m
I
(1)
λ,int
[
hλi(ki) = λiβki ·
(
ue − uh
2
)]
(p)
=
{
−mneτeh (ue − uh) λ = +
mnh
τhe
(ue − uh) λ = − (94)
This allows us to calculate τeh and τhe. We perform
the calculation at charge neutrality and then use (108)
to extrapolate. τse is the momentum-relaxing scattering
time for electrons and τsh is the corresponding time for
holes (s stands for ”scattering”). They are given by
τ−1se = τ
−1
phonon + τ
−1
imp + τ
−1
Le , (95)
τ−1sh = τ
−1
phonon + τ
−1
imp + τ
−1
Lh , (96)
where where τphonon and τimp are given by (80) and (77)
respectively and the scattering times off the boundary
are
τ−1Le =
β
2m2L
∫
d2p
(2pi)2 p
3f0+(p)[1− f0+(p)]∫
d2p
(2pi)2 f
0
+(p)
, (97)
τ−1Lh =
β
2m2L
∫
d2p
(2pi)2 p
3f0−(p)[1− f0−(p)]∫
d2p
(2pi)2 (1− f0−(p))
. (98)
We consider the steady state ∂tu
e = ∂tu
h = 0 and cal-
culate the electric current and energy current
J = e(neue − nhuh) (99)
JE = kBT (Λ
eneue + Λhnhuh) (100)
where the number densities calculated from the Fermi
distribution are
ne =
Nfm
2piβ
ln(1 + eβµ), nh =
Nfm
2piβ
ln(1 + e−βµ)
(101)
From this, we can derive the thermoelectric coefficients
in the absence of a magnetic field
σxx =
e2(neτ−1sh + n
hτ−1se + (τ
−1
he − τ−1eh )(ne − nh))
m(τ−1eh τ
−1
sh + τ
−1
he τ
−1
se + τ
−1
se τ
−1
sh )
(102)
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Θxx =
ekB
(
neΛ˜e − nhΛ˜h
)
m(τ−1eh τ
−1
sh + τ
−1
he τ
−1
se + τ
−1
se τ
−1
sh )
(103)
Kxx =
k2BT
(
ΛeneΛ˜e + ΛhnhΛ˜h
)
m(τ−1eh τ
−1
sh + τ
−1
he τ
−1
se + τ
−1
se τ
−1
sh )
(104)
where
Λ˜e = Λe(τ−1he + τ
−1
sh ) + Λ
hτ−1eh (105)
Λ˜h = Λh(τ−1eh + τ
−1
se ) + Λ
eτ−1he (106)
For momentum conservation we require
neτeh = n
hτhe (107)
We verify explicitly that the Onsager relations for the
thermoelectric coefficients are satisfied if equation (107)
is satisfied. Thus we can choose
τeh = τ0
ne + nh
nh
, τhe = τ0
ne + nh
ne
. (108)
This ansatz agrees with the full numerical result obtained
from (94) to within 10% in the entire range of βµ and
is therefore a satisfactory approximation. By evaluating
the collision integral in (94) numerically, we find
α0 ≡ βτ−10 = 0.15 (109)
We define the dimensionless electrical conductivity as
σij =
Nfe
2
2~ σ˜ij . With a magnetic field and at CN, we
calculate from the two fluid model that the Hall conduc-
tivity at small fields behaves like
lim
B→0
σ˜xy
βωc
=
β
m
(ne − nh)[(ne + nh)2(α0 + αs)− 4α20nenh]
α2s(α0 + αs)
2(ne + nh)2
(110)
where αs = αimp +αph and we have neglected the bound-
ary scattering. We plot this quantity in Fig. 3 and show
that the result from the two-fluid model agrees perfectly
with the numerical result.
IX. NUMERICAL RESULTS
Armed with the full formalism for the QBE, we are in
a position to numerically calculate the transport prop-
erties. In our companion paper [52] we plot the three
thermoelectric coefficients as a function of βµ. In this
section we therefore focus on the behaviour of the trans-
port coefficients at CN and in a magnetic field and we
discuss the viscosity.
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FIG. 2. Electrical conductivity at CN σ˜xx(µ = 0) plotted as
a function of temperature for the canonical value αph = 0.05.
We have also chosen αL =
√
β√
mL
= 0.03 (at T = 25K) using
the scale L ∼ 3µm set by the sample size in [18].
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FIG. 3. Plot of the slope of the off-diagonal component of the
electrical conductivity σxy/B from the QBE (solid) and the
two fluid model (dashed) as a function of βµ. This plot uses
the experimentally motivated value αph = 0.05. The two-fluid
model agrees perfectly with the full QBE calculation.
A. Transport at CN
In Fig. 2 we show how the electrical conductivity at
charge neutrality depends on temperature. In order to
obtain a non-trivial temperature dependence we need to
go beyond the Coulomb and phonon scattering. We as-
sume that collisions off impurities can be neglected, as
claimed in the experimental work [18]. With Coulomb
interactions and phonons alone, the conductivity at CN
would be independent of temperature, since at CN, the
conductivity would only depend on the dimensionless
parameter αph, which is temperature-independent. So
the temperature-dependence is entirely due to the finite
size scattering, which comes with the dimensionless num-
ber αL, which does depend on temperature. This figure
shows qualitative agreement with the behaviour seen in
Fig. 4 of [18]. The thermal conductivity at charge neu-
trality shows the same type of behaviour as the electrical
conductivity and for the same reasons.
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FIG. 4. Plot of the dimensionless viscosity η˜λ,λ′ =
(Nfm/β)
−1ηλ,λ′ plotted for αph = 0.05. We plot η++ (solid
line), η−− (dotted), η+− (dashed), η−+ (dashed).
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FIG. 5. Plot of the Lorenz number for αs = βτ
−1
s = 0.05.
We compare the QBE results (solid) with the two-fluid model
results (dashed).
B. Lorenz number
From the Lorenz number L = κxx/σxxT and the Hall
Lorenz number LH = κxy/σxyT we deduce a further sig-
nature of the two-fluid model. The Lorenz number is en-
hanced relative to the Wiedemann-Franz (WF) law which
predicts L = pi2/3(kB/e)2. The violation of the WF law
has been reported in a recent theoretical work [53]. On
the other hand, the violation of the WF law is much less
severe for the Hall Lorenz number LH . Both these obser-
vations can be explained in the following simple picture.
We find the Lorenz number at charge neutrality
L ≡ κxx
σxxT
= Λ2
(
kB
e
)2(
1 +
τ−1eh + τ
−1
he
τ−1s
)
(111)
where Λe = Λh ≡ Λ at CN and τ−1s = τ−1imp + τ−1phonon.
We neglect scattering off the boundary in this section.
From Drude theory, κxx ∝ τκ, where τ−1κ is the scatter-
ing rate due to all collisions that relax the energy cur-
rent. At CN for an applied thermal gradient, ue = uh so
there is no Coulomb drag between the electrons and holes
and hence only the momentum relaxing scattering limits
the thermal conductivity τ−1κ = τ
−1
s . On the other hand
the Coulomb drag is important for the electrical conduc-
tivity, hence σxx ∝ τσ where τ−1σ = τ−1eh + τ−1he + τ−1s ,
where we have added the scattering rates according to
Matthiessen’s rule [54]. This immediately yields equa-
tion (111).
The Hall Lorenz number on the other hand is
LH ≡ κxy
σxyT
=
(
kB
e
)2
Λ2 (112)
We can again derive this result using simple argu-
ments. For an applied thermal gradient, electrons and
holes move in the same direction, thus the only scatter-
ing along the direction of the gradient, x, is τ−1s . Elec-
trons and holes will be deflected in opposite directions by
the applied magnetic field, so the friction in the perpen-
dicular y direction is τ−1s + τ
−1
eh . This will increase the
friction between the two fluids and limit the value of κxy.
For an applied electric field, the electrons and holes move
in opposite direction, so the friction in the x direction is
τ−1s + τ
−1
eh . The magnetic field will deflect them in the
same direction and the two fluids will feel the reduced
friction τ−1s between them in the y direction. From these
considerations, (112) can be shown.
Thus,
L
LH = 1 +
τ−1eh + τ
−1
he
τ−1s
 1 (113)
From the numerics we indeed find L ≈ 25(kB/e)2 and
LH ≈ 6(kB/e)2.
C. Viscosity
We calculate the shear viscosity as the response of the
stress tensor when a shear flow is applied to either of
the particle species. The viscosity tensor ηλλ′ is then de-
fined via T 12λ = −ηλλ′Fλ′ and ηλ,λ′ = Nfmβ η˜λ,λ′ . ηλ,λ′
is a measure of the friction between particle species λ
and λ′. In the numerical data FIG. 4 we see that at
large βµ, η++ dominates, since electron-electron colli-
sions are the dominating ones. Conversely η+− decreases
at large βµ since there are less holes present to exert a
friction on the electrons. We also note that η+−  η++.
This can be understood from the kinematics of collisions.
Energy and momentum conservation constrain the avail-
able phase space more for electron-hole collisions than for
electron-electron collisions. In addition, the matrix ele-
ments for electron-hole collisions favour large momentum
exchange, which is suppressed by the potential. This jus-
tifies the two-fluid model since this shows that the intra-
fluid collisions of the electron and hole fluids dominate
over the inter-fluid collisions and therefore we can treat
the two fluids as weakly interacting.
A possible probe of the viscosity is via the negative
non-local resistance [4, 5]. In order to make this mea-
surement quantitative, the relation between viscosity and
negative nonlocal resistance must be determined which
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requires a full solution of the fluid equations in the rel-
evant geometry. Another method for measuring the vis-
cosity of graphene has been proposed using a Corbino-
disc device [55].
We note that the famous KSS result [56] provides a
lower bound for the ratio of the shear viscosity η to the
entropy density s in a strongly interacting quantum fluid,
η/s ≥ 1/(4pikB). In our case the entropy density is s =
nekBΛ
e + nhkBΛ
h = (2pi/3)mkB/β and so
4pi
kB
η
s
= 24η˜  1, (114)
since η˜ & 0.5 from Fig. 4. Since the bound is saturated
for an infinitely strongly coupled conformal field theory,
the fact that we are away from the bound is consistent
with the previous arguments that we are in a weakly
coupled regime and the semiclassical method is valid.
D. Detailed benchmarking
In order to assess the usefulness of the two-fluid model,
we now perform a detailed analysis of the agreement be-
tween the QBE and the two-fluid model for a large range
of the parameter-space of the problem. In the top rows
of Figs. 6 and 7 we check the agreement for phonon or
impurity scattering, which is described by dimensionless
strength αph or αimp. These two cases are identical in
both the QBE and two-fluid model at fixed α, they only
differ in the temperature dependence of the dimension-
less number α. The bottom row shows the corresponding
results for finite-size scattering, which is described by the
dimensionless strength αL.
We see from Figs. 6 and 7 that in general the agree-
ment is very good for weak momentum-relaxing scatter-
ing, ie. small values of αph or αL. In this limit, the
Coulomb-mediated electron-electron collisions are domi-
nant and the hydrodynamic description works well. For
larger values the agreement gets worse, especially in the
case of the thermal conductivity. This is due to the fact
that our two-fluid model only includes the equation for
the first moment of the QBE. To get the thermal conduc-
tivity accurately, one would have to include the second
moment as well, however this renders the two-fluid model
too complicated to solve analytically, defeating the pur-
pose of introducing it in the first place. We note however,
that there is no reason to trust either the QBE or the two-
fluid model in the strongly coupled regime α & 1. We also
note the at least for the conductivity, the agreement is
significantly better for the phonon and impurity scatter-
ing compared to the boundary scattering. The reason is
that the boundary scattering has a scattering time that
depends on momentum and in the two-fluid model we
parametrize this by an average scattering time.
We note that even when the agreement with the two-
fluid model fails, our QBE solution still satisfies the sym-
metries listed in section VII, since these are exact sym-
metries of the QBE. We have checked our numerical so-
FIG. 6. Plots of the dimensionless conductivity defined via
σij =
Nf e
2
2~ σ˜δij for various values of αL and αph. We com-
pare the QBE results (solid) with the two-fluid model results
(dashed). We see that in the case of phonon or impurity scat-
tering (top row), the results for the electrical conductivity
are good for all values of the phonon coupling strength. On
the other hand, for scattering off the boundary of the sample
(bottom row), the agreement gets worse as the scattering off
the boundary increases.
lution to find that the symmetries are indeed obeyed to
an accuracy of 10−7.
X. CONCLUSION
This paper sets up the Quantum Boltzmann formalism
for bilayer graphene. It will serve as a reference work for
numerical studies of the QBE that can be compared to
experimental results. The experimentally-relevant trans-
port quantities that we focus on are the thermo-electric
coefficients (electrical conductivity, thermopower, ther-
mal conductivity) and the shear viscosity. So far, only
the electrical conductivity has been measured in experi-
ment.
The calculation of the transport coefficients requires
two ingredients: Firstly, we need to calculate the con-
served currents associated with the coefficients in terms
of the distribution function. In the case of the viscosity
for instance, one has to calculate the stress tensor. This
requires working out the coupling of BLG to a curved
background metric, a calculation that is performed in this
paper for the first time. Secondly, we need to work out
the change in the distribution function due to the applied
external fields. We use the Kadanoff-Baym equations as a
starting point. The most technical part of this derivation
is the calculation of the collision integral, which is per-
formed in detail in the appendices. Once we have these
ingredients, we can plug the change of the distribution
function into the expressions for the conserved currents
to find the linear response to the applied external fields.
This allows us to read off the transport coefficients.
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FIG. 7. Plots of the dimensionless thermal conductivity de-
fined via Kij =
Nfk
2
BT
2~ K˜δij . We compare the QBE results
(solid) with the two-fluid model results (dashed) for the cases
of phonon or impurity scattering (top row) and for scattering
off the boundary of the sample (bottom row). We see that the
agreement is good for weak momentum relaxing scattering.
However, as the momentum relaxing scattering is increased,
the agreement gets significantly worse. Note that at large
αph/αimp, the QBE predicts K˜ to increase with βµ, whereas
the two fluid model predicts a decrease, so even the qualitative
behaviour is incorrect in this regime.
The dominant term in the collision integral in the hy-
drodynamic regime of BLG will be the Coulomb interac-
tions. However, in order to obtain a finite conductivity,
we need to break the Galilean invariance of the system.
There are three possible terms that can be added to the
collision integral: the scattering of the electrons off (1)
phonons, (2) impurities, (3) the boundary of the sample.
Depending on the experimental parameters, one or the
other may dominate and in this work we have calculated
all three contributions.
In the case of monolayer graphene, the electrons obey
a linear dispersion relation. Energy conservation to-
gether with momentum conservation then places tight
constraints on the phase space of collisions and this al-
lows analytical results for the collision integral to be ob-
tained [13]. A similar simplification in the case of BLG
is not possible due to the quadratic energy dispersion.
Due to the analogy with monolayer graphene, some pre-
vious authors have neglected scattering terms that are
forbidden for monolayer graphene but allowed for BLG.
We explicitly included these terms in our work. The col-
lision integral must be evaluated numerically.
We derived from the QBE the two-fluid model — a sim-
ple hydrodynamic model for the evolution of the mean
fluid velocity of the electron and hole fluids. There is
Coulomb drag between the two fluids and they are both
subject to scattering off phonons. This model is sim-
ple enough to be able to obtain analytical formulae for
the transport coefficients. We show that the two-fluid
model provides quantitatively accurate results in the hy-
drodynamic regime where the electron-electron collisions
are dominant and momentum-relaxing collisions are sub-
dominant.
Our predictions for the temperature and magnetic field
dependence of the conductivity can be verified experi-
mentally. It should be possible to add a magnetic field
to the experiment and perform the measurement of the
electrical and thermal conductivities. This is another in-
teresting probe of the hydrodynamic regime in BLG and
can be used to check the agreement between the experi-
mental behaviour and the theoretical predictions.
Our formalism can be adapted to consider BLG far
from charge neutrality by modifying the screening calcu-
lation. Due to the quadratic dispersion, we expect that
in the βµ  1 regime, one recovers the standard Fermi
liquid results.
It is also possible to generalize the formalism to treat
multilayer graphene. A further possible avenue of re-
search is to extend the present formalism to finite fre-
quencies. Besides adding an extra term to the collision in-
tegral corresponding to the time-derivative in the Boltz-
mann equation, this may require taking into account the
off-diagonal components of the probability distribution
matrix as well as considering the Zitterbewegung contri-
butions.
Finally, another direction of research is the calculation
of the Hall viscosity, which has been measured experi-
mentally in monolayer graphene and BLG experiments
[57].
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Appendix A: Detailed calculation for Coulomb
screening in a homogeneous metric
In this subsection, we will show how to modify the
calculation for screening momentum in the homogeneous
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metric
gij = δij + δgij , (A1)
where δgij is space-time independent. The effective
Hamiltonian is given by
H =
∑
λf
∫
d2x
√
gΨˆ†λf (x)
(
− λg
ij∂i∂j
2m
− µ
)
Ψˆλf (x)
+
1
2
∑
{λi},f,f ′
∫
d2x
√
g
∫
d2y
√
gΨˆ†λ1f (x)Ψˆλ2f (x)
× 2piα|x− y| Ψˆ
†
λ3f ′(y)Ψˆλ4f ′(y), (A2)
where here we define
|x− y| =
√
gij(xi − yi)(xj − yj). (A3)
Note that this definition only works for a homogeneous
metric, for a general metric, we need to replace |x − y|
by the geodesic distance. We follow [40] and define the
rescaled field as
˜ˆ
Ψ(x) = g1/4Ψˆ(x),
˜ˆ
Ψ†(x) = g1/4Ψˆ†(x). (A4)
We can rewrite the Hamiltonian in the momentum space
as
H =
∑
λf
∫
d2k
(2pi)2
˜ˆ
Ψ†λf (k)
(
λ
gijkikj
2m
− µ
)
˜ˆ
Ψλf (k)
+
1
2
√
g
∑
{λi},f,f ′
∫
d2k
(2pi)2
d2k′
(2pi)2
d2q
(2pi)2
˜ˆ
Ψ†λ1f (k− q)
˜ˆ
Ψλ2f (k)
× 2piα|q|
˜ˆ
Ψ†λ3f ′(k
′ + q) ˜ˆΨλ4f ′(k
′). (A5)
where the Fourier transformation is given as follows
f(k) =
∫
d2xeikix
i
f(x), f(x) =
∫
d2k
(2pi)2
e−ikix
i
f(k)
(A6)
and we define
|q| =
√
gijqiqj =
√
gijqiqj . (A7)
The screened Coulomb interaction is given by
V˜(q, 0) = V˜ (|q|)
1 + Π˜0(q, 0)V˜ (|q|) , (A8)
where V (|q|) can be read off from (A5)
V˜ (|q|) = 1√
g
2piα
|q| . (A9)
From the Hamiltonian (A5), we see that the propagator
of
˜ˆ
Ψ is given by
G˜λλ
′
(iωn,k) =
1
iωn − λ |k|22m + µ
δλλ′ . (A10)
We can repeat the calculation in section III to obtain the
susceptibility
Π˜0(q, 0) = Nf
∑
λ,λ′
∫
d2k
(2pi)2
f0λ′(|k+ q|, µ)− f0λ(|k|, µ)
λ′ |k+q|
2
2m − λ |k|
2
2m
× F (λ, λ′,k,k+ q). (A11)
From the definition (A7), we introduce the new variable
Ka = e
i
aki, ki = e
a
iKa, (A12)
and obtain
kip
i = gijkipj = e
i
ae
j
akipj = KaPa. (A13)
By the means of transformation (A12), we have
d2k = det(eai )d
2K =
√
gd2K. (A14)
Combining equations (A13), (A14), and (A11) we arrive
at
Π˜0(q, 0) =
√
gΠ0(|q|, 0). (A15)
Thus we have
V˜(q, 0) = 2piα√
g
1
|q|+ qTF (|q|) . (A16)
Note that the calculation in this subsection only valid for
a homogeneous metric. The screening potential for gen-
eral metric should be calculated in a completely different
manner.
Appendix B: Detailed derivation of energy current
and stress tensor operators
In this Appendix, we will present the detailed deriva-
tion of equation (31) and (38). he exact low energy wave
function can be calculated directly by diagonalizing the
Hamiltonian (1), we obtain
ψσcK =
|k|vF /k¯√
2γ1

− k¯k |k|
2v2F+γ
2
1
γ1vF
|k|2v2F+γ21
γ1vF
k¯
−k¯
⊗ |σ〉, (B1)
ψσvK =
|k|vF /k¯√
2γ1

k¯
k
|k|2v2F+γ21
γ1vF
|k|2v2F+γ21
γ1vF−k¯
−k¯
⊗ |σ〉, (B2)
where k = kx + iky and k¯ = kx − iky. We see that when
we take the approximation vF |k|  γ1, we recover the
low energy results up to a gauge.
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1. Derivation of (31)
In order to calculate the commutator in (30), we need
to write down the explicit form of the Hamiltonian in
second quantization language
H =
∑
ξ
∫
d2k
(2pi)2
Ψˆ†ξ(k)Hˆξ(k)Ψˆξ(k) + VˆC , (B3)
with Hˆξ(k) = Hˆξ(k, 0) and
VˆC =
1
2
∑
ff ′ab
∫
d2k
(2pi)2
d2k′
(2pi)2
d2q
(2pi)2
c†fa(k)cfa(k− q)
× VC(q)c†f ′b(k′)cf ′b(k′ + q). (B4)
Combining equations (29) and (B3) and using the anti-
commutation relation
{c†i (k), cj(k′)} = δijδ(k− k′), (B5)
we have
[Hξ(q),H] =
∫
d2k
(2pi)2
Ψˆ†ξ(k− q)
(
Hˆξ(k,q)Hˆξ(k)
−Hˆξ(k− q)Hˆξ(k,q)
)
Ψˆξ(k) + [Hξ(q), VˆC ]. (B6)
We now will calculate the last contribution. We can write
down explicitly the commutator as
[Hξ(q), VˆC ] =
∑
s
∫
d2k
(2pi)2
d2k′
(2pi)2
d2q′
(2pi)2
hˆξab(k,q)
×
(
c†ξsa(k− q)cξsb(k− q′)− c†ξsa(k− q+ q′)cξsb(k)
)
× VC(q′)
∑
f ′c
c†f ′c(k
′)cf ′c(k′ − q′). (B7)
Up to linear order in perturbation, and due to the fact
that hˆξaa = 0 , the only nonzero contribution comes from
q′ = 0. We can rewrite the above equation as
[Hξ(q), VˆC ] =
∑
s
∫
d2k
(2pi2)
Hˆξab(k,q)
×
(
c†ξsa(k− q)cξsb(k)− c†ξsa(k− q)cξsb(k)
)
VC(0)N0 = 0,
(B8)
where N0 is the background charge. The contribution
of the kinetic part to the energy current comes from the
first term of equation (B6). We can read off the spatially
independent current density by taking the q→ 0 limit of
equation (30)
JEkin(q = 0) =
∑
ξ
JEξ (q = 0)
=
∑
ξ
∫
d2k
(2pi)2
Ψˆ†ξ(k)Jˆ
E
ξ (k,q = 0)Ψˆξ(k), (B9)
where
JˆE;1ξ (k,q = 0) =
 k1v
2
F 0 ξ
vF γ1
2 0
0 k1v
2
F 0 ξ
vF γ1
2
ξ vF γ12 0 k1v
2
F 0
0 ξ vF γ12 0 k1v
2
F
 ,
(B10)
JˆE;2ξ (k,q = 0) =
 k2v
2
F 0 −iξ vF γ12 0
0 k2v
2
F 0 iξ
vF γ1
2
iξ vF γ12 0 k2v
2
F 0
0 −iξ vF γ12 0 k2v2F
 .
(B11)
The contribution from low energy bands can be calcu-
lated explicitly by substituting wave functions (B1), (B2)
into the above equation and then making the approxima-
tion vF |k|  γ1. We can obtain the kinetic part of the
energy current by adding the contribution from K and
K ′ valleys to derive (31).
2. Derivation of (38)
In this subsection, we will present the detailed deriva-
tion of (38). We rewrite the definition (36) in terms of
the vierbein instead of the metric as follows. First, we
introduce the vierbein eia with following definition
eia(x)e
j
b(x)δ
ab = gij(x). (B12)
Using the definition (36) and the symmetry of the stress
tensor operator T ij , we have the new definition of T ij
T ij(x) =
1
2
(
eia(x)
δS(ekc , ˜ˆΨ†, ˜ˆΨ)
δeaj(x)
+ ejb(x)
δS(ekc , ˜ˆΨ†, ˜ˆΨ)
δebi(x)
)
|ekc=δkc .
(B13)
The zero momentum component of the stress tensor
T ij(q = 0) is given by the response of the system to a
homogeneous perturbation of the local metric δgij(x) =
δgij . From the definition (36), the only contribution to
the stress tensor T ij(q = 0) comes from the Hamiltonian
[58]. The coupling of the kinetic part of the Hamiltonian
with the spatially uniform vierbein is given by [59]
Hkinξ =
∫
d2k
(2pi)2
˜ˆ
Ψ†ξ(k)H˜ξ(k) ˜ˆΨξ(k), (B14)
with
H˜ξ(k) = ξvF

0 0
0 0
eai σak
i
eai σak
i 0 0
0 0
 . (B15)
Combining (B13) and (B14), one can derive the kinetic
contribution to the spatially independent part of the
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stress tensor operator from each valley
T ijξ (q = 0) = ξ
vF
2
×
∫
d2k
(2pi)2
Ψˆ†ξ(k)

0 0
0 0
(σikj + σjki)
(σikj + σjki)
0 0
0 0
 Ψˆξ(k).
(B16)
We plug in the explicit form of wave functions (B1) and
(B2) of the low energy band and use the approximation
vF |k|  γ1 in the above equation and obtain (38).
3. Derivation of (44)
In this subsection, we will present the detailed deriva-
tion for the interaction contribution to the stress tensor.
We rewrite the Coulomb interaction (42)
VˆC =
1
2
∫
d2p
(2pi)2
2piα√
g(|p|+ qTF ) ρ˜
eff(−p)ρ˜eff(p), (B17)
where in ρ˜eff(p), we replace the field operator cλf (k) by
the rescaled one with homogeneous metric perturbation
c˜λf (k) = g
1/4cλf (k). (B18)
The metric dependence of VˆC in the linear transport for-
malism is in the screened Coulomb potential
VC(p) = 2piα√
g(|p|+ qTF ) . (B19)
We take the derivative of VC(p) with respect to gij and
obtain
δVC(p)
δgij
|gij=δij = 2piα
[
− p
ipj
p
1
(p+ qTF )2
+ δij
1
p+ qTF
]
.
(B20)
We then plug (B20) and (B17) into the definition (36)
with δgij(x) = δgij to obtain (44).
Appendix C: Density matrix formalism for BLG
1. Generalizing the quantum Boltzmann equation
to charge conductivity
In this section, we will derive the density matrix for-
malism for BLG. The derivation follows closely Ref [13]
and the classic book [9]. The effective Hamiltonian for
each flavor is given by
Hf0ab = −
1
2m
(
0 (pi†)2
pi2 0
)
, Ψ =
(
ψf1 (x)
ψf2 (x)
)
. (C1)
We begin with the modification of equations (8.27) and
(8.28) of Ref. [9]. We define the density matrix for each
flavor as
G<fafb(1, 1
′, U) =
i
(
〈ψf†1 (x1′ , t1′)ψf1 (x1, t1)〉U 〈ψf†2 (x1′ , t1′)ψf1 (x1, t1)〉U
〈ψf†1 (x1′ , t1′)ψf2 (x1, t1)〉U 〈ψf†2 (x1′ , t1′)ψf2 (x1, t1)〉U
)
,
(C2)
G>fafb(1, 1
′, U) =
−i
(
〈ψf1 (x1, t1)ψf†1 (x1′ , t1′)〉U 〈ψf1 (x1, t1)ψf†2 (x1′ , t1′)〉U
〈ψf2 (x1, t1)ψf†1 (x1′ , t1′)〉U 〈ψf2 (x1, t1)ψf†2 (x1′ , t1′)〉U
)
,
(C3)
where a, b = 1, 2 are the sub-lattice indices, f = 1, .., 4
is the flavor index. We define the perturbed expectation
value as
〈O1(t1)O2(t2)〉U = 〈U†(t1)O1(t1)U(t1)U†(t2)O2(t2)U(t2)〉,
(C4)
and we define the unitary transformation as
U(t) = T
{
exp
[
−i
∫ t
−∞
d2U(2)ρ(2)
]}
(C5)
where U(x, t) is the applied scalar potential and ρ(x, t)
is the density operator. By construction, we notice that
G>faf ′b(1, 1
′, U) = G<faf ′b(1, 1
′, U) = 0, (f 6= f ′)
(C6)
since the perturbation and interactions conserve the fla-
vor.
The Green’s functions G<,>ab (1, 1
′, U) satisfies the fol-
lowing, so-called Kadanoff-Baym equations of motion
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[
i
∂
∂t1
− U(1)
]
G<,>(1, 1
′
;U)−G<,>(1, 1′ ;U)H0(1) =
∫ t1
−∞
d1¯
[
Σ>(1, 1¯;U)− Σ<(1, 1¯;U)]G<,>(1¯, 1′;U)
−
∫ t1′
−∞
d1¯Σ<,>(1, 1¯;U)
[
G>(1¯, 1′;U)−G<(1¯, 1′;U)] , (C7)
[
−i ∂
∂t1′
− U(1′)
]
G<,>(1, 1
′
;U)−H0(1′)G<,>(1, 1′ ;U) =
∫ t1
−∞
d1¯
[
G>(1, 1¯;U)−G<(1, 1¯;U)]Σ<,>(1¯, 1′;U)
−
∫ t1′
−∞
d1¯G<,>(1, 1¯;U)
[
Σ>(1¯, 1′;U)− Σ<(1¯, 1′;U)] , (C8)
in which we omit the indices, the equations (C7) and (C8) need to be considered as matrix equations. The self-energy
matrix in Born collision approximation is given by
Σ>,<αβ (1, 1
′;U) = (−i2)
∫
dx2dx2′VC(x1 − x2)VC(x1′ − x2′)
[
G>,<αβ (1, 1
′;U)G>,<γδ (2, 2
′;U)G<,>δγ (2
′, 2;U)
−G>,<αγ (1, 2′;U)G<,>γδ (2′, 2;U)G>,<δβ (2, 1′;U)
]
t2=t1,t2′=t1′
. (C9)
Equation (C9) is a matrix equation, both left and right sides are 8× 8 matrix.
At this point we are ready to derive the equation of motion for the density matrix. We subtract (C8) from (C7) to
obtain[
i
(
∂
∂t1
+
∂
∂t1′
)
− U(1) + U(1′)
]
G<(1, 1′;U)−G<(1, 1′;U)H0(1) +H0(1′)G<(1, 1′ ;U) =∫ t1
−∞
d1¯
[
Σ>(1, 1¯;U)− Σ<(1, 1¯;U)]G<(1¯, 1′;U) + ∫ t1′
−∞
d1¯G<(1, 1¯;U)
[
Σ>(1¯, 1′;U)− Σ<(1¯, 1′;U)]
−
∫ t1
−∞
d1¯
[
G>(1, 1¯;U)−G<(1, 1¯;U)]Σ<(1¯, 1′;U)− ∫ t1′
−∞
d1¯Σ<(1, 1¯;U)
[
G>(1¯, 1′;U)−G<(1¯, 1′;U)] . (C10)
We want to use the approximation of the Green’s function
G≶(x1, t1,x1′ , t1′ ;U) for slowly varying applied potential
U(R, T ) as a function of
R =
x1 + x1′
2
, T =
t1 + t1′
2
. (C11)
We also want to consider G≶(x1, t1,x1′ , t1′) to be sharply
peaked about r = 0 and t = 0, where
r = x1 − x1′ , t = t1 − t1′ . (C12)
We can rewrite the Green’s function as
G≶(x1, t1,x1′ , t1′ ;U) = G≶(r, t,R, T ;U). (C13)
In the DC case, we only consider the static component
of Green’s function in which satisfies
∂G≶(r, t,R, T ;U)
∂T
= 0. (C14)
We consider the left hand side of of (C10), which we can
rewrite as[
i
∂
∂T
−r ·∇RU(R, T )−t ∂
∂T
U(R, T )
]
G<(r, t,R, T ;U)
−G<(r, t,R, T ;U)H0(1) +H0(1′)G<(r, t,R, T ;U).
(C15)
We Fourier transform the relative coordinate r and t by
multiplying by e−ip·r+iωt and integrating over r and t to
obtain[
i
∂
∂T
−∇RU(R, T )i∇p+ ∂
∂T
U(R, T )i
∂
∂ω
]
G<(p, ω,R, T ;U)
−G<(p, ω,R, T ;U)H0(1) +H0(1′)G<(p, ω,R, T ;U).
(C16)
For an applied static electric field, we have
∇RU(R, T ) = −eE, ∂
∂T
U(R, T ) = 0. (C17)
Let’s look at the approximation that we applied to the
Green’s function more closely. In the Weyl-Wigner for-
mulation, we only consider the Green’s G<(r, t,R, T ;U)
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that is slowly varying in R. Physically, it means that we
only consider the perturbation such that
〈c†a(R+
r
2
)cb(R− r
2
)〉 (C18)
is slowly varying in R. Fourier transforming (C18), we
obtain
〈c†a(k+
K
2
)cb(k− K
2
)〉, (C19)
where k (K) is the momentum conjugate to r (R). Since
we are interested in spatially homogeneous distributions,
that means we set K = 0 and only consider the Green’s
function of the form
〈c†a(k)cb(k)〉. (C20)
We now can convert the Green’s function with sub-lattice
indices to the Green’s function with band indices using
the relation
cfa(k) = Ufaλ(k)cfλ(k), cf†a (k) = Uf†λa(k)cf†λ (k),
(C21)
where Uf (k) and Uf†(k) can be read off from the explicit
form of the band wave function in Section II
Uf†(k) = 1√
2
(
−e−2iθk 1
e−2iθk 1
)
,Uf (k) = 1√
2
(
−e2iθk e2iθk
1 1
)
.
(C22)
We can transform the equation (C16) for each flavor
[
eEi∇p
(U(p)g<(p, ω;U)U†(p))+ 1
m
U(p)
(
0 p2g<+−(p, ω;U)
−p2g<−+(p, ω;U) 0
)
U†(p)
]
, (C23)
where we omit R and T and replace ∂R = 0 and ∂T = 0, we also denote the Green’s function in band indices as
G<(p, ω;U) = U(p)g<(p, ω;U)U†(p), (C24)
G>(p, ω;U) = U(p)g>(p, ω;U)U†(p). (C25)
In the Weyl-Wigner formulation, the LHS of the equation for G>(p, ω;U) can be written similarly as
[
eEi∇p
(U(p)g>(p, ω;U)U†(p))+ 1
m
U(p)
(
0 p2g>+−(p, ω;U)
−p2g>−+(p, ω;U) 0
)
U†(p)
]
, (C26)
In our calculation, we are interested in the DC transport, in which we omit the off-diagonal part of the density
matrix due to the condition (C14) [60]. We then linearize the kinetic equation up to linear order in perturbation. The
equation (C23) is rewritten as
U
[
eEi∇pg<0 (p, ω)
]
U†, (C27)
where g<0 (p, ω) is given by
g<0 (p, ω) = 2pii
(
δ(ω − +(p))f0(+(p), µ) 0
0 δ(ω − −(p))f0(−(p), µ),
)
(C28)
where fermionic distribution functions is given by
f0(, µ) =
1
1 + eβ(−µ)
. (C29)
We integrate over ω to obtain the equal time Green funtion, the equation (C27) becomes
U
[
2piβ
eE · p
m
(
f0(+(p), µ)(1− f0(+(p), µ) 0
0 −f0(−(p), µ)(1− f0(−(p), µ))
)]
U†, (C30)
2. Generalizing the quantum Boltzmann equation
to thermal conductivity
In order to derive the kinetic equation for thermal
conductivity, we turn on a gradient of the temperature
T = T (R). The local equilibrium distribution function
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is given by
f0λ(p, T (R), µ) =
1
1 + e
1
kBT (R)
(λ(p)−µ) . (C31)
The equation of motion for G<(1, 1′;T (R)) is given by
(C10). We again use Weyl-Wigner formulation and
rewrite the left hand side of equation (C10) as
U
 1
m
 i (p · ∇R) g<++(p, ω,R;T (R)) (p2 − (∇R)24 ) g<+−(p, ω,R;T (R))
−
(
p2 − (∇R)24
)
g<−+(p, ω,R;T (R)) i (−p · ∇R) g<−−(p, ω,R;T (R))
U†. (C32)
If we ignore the off diagonal part of density matrix, equation (C32) can be rewritten as
U
[
1
m
(
ip · ∇Rg<++(p, ω,R;T (R)) 0
0 −ip · ∇Rg<−−(p, ω,R;T (R))
)]
U†. (C33)
Up to linear order in perturbation, we replace g<(p, ω,R;T (R)) by the equilibrium one
g<0λλ(p, ω,R;T (R)) = 2piiδ(ω − λ(p))f0λ(p, T (R), µ). (C34)
Again, we integrate over ω to obtain the equal time Green’s function. We consider a constant gradient in temperature
by introducing the space-time independent driving force FT = −∇RTT , the equation (C33) becomes
U
[
2piβ
m
(
p · FT (+(p)− µ)f0(+(p), µ)(1− f0(+(p), µ)) 0
0 −p · FT (−(p)− µ)f0(−(p), µ)(1− f0(−(p), µ))
)]
U†. (C35)
3. Generalizing the quantum Boltzmann equation
to shear viscosity
In order to derive the kinetic equation for shear vis-
cosity, we assume that the particles and holes have a
spatially dependent local velocity. We consider the local
equilibirium distribution function
f0λ(p,uλ(R), µ) =
1
1 + eβ(λ(p)−uλ(R)·p−µ)
. (C36)
We can follow the last subsection to obtain the kinetic
equation for G<(1, 1′; {uλ}) (C10). We can use Weyl-
Wigner coordinate and obtain the left hand side of equa-
tion (C10) as
U
 i ( pm · ∇R) g<++(p, ω,R; {uλ}) (p2m − (∇R)24m ) g<+−(p, ω,R; {uλ})(
−p2m + (∇R)
2
4m
)
g<−+(p, ω,R; {uλ}) i
(− pm · ∇R) g<−−(p, ω,R; {uλ})
U†. (C37)
If we ignore the off-diagonal part of the density matrix and consider the linearized version of equation (C37), we
obtain
U
[
1
m
(
ip · ∇Rg<++(p, ω,R; {uλ}) 0
0 −ip · ∇Rg<−−(p, ω,R; {uλ})
)]
U†. (C38)
Up to linear order in perturbation, we replace g<λλ(p, ω,R; {uλ}) by the equilibrium one
g<0λλ(p, ω,R; {uλ}) = 2piiδ(ω − λ(p))f0λ(p,uλ(R), µ). (C39)
Again, we integrate over ω to obtain equal time Green’s function, the equation (C38) becomes
U
[
2piβ
m
(
−pipj∂iu+jf0(+(p), µ)(1− f0(+(p), µ)) 0
0 pipj∂iu−jf0(−(p), µ)(1− f0(−(p), µ))
)]
U†. (C40)
We turn on the shear which, by definition, is the
divergence-free background flow ∂iu
i
λ = 0. We define
the shear tensor
Xλij =
1
2
(
∂iu
j
λ + ∂ju
i
λ
)
. (C41)
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We can turn on the space-time independent off-diagonal
part of the shear tensor so that
Xλ12 = X
λ
21 = Fλ, X
λ
11 = X
λ
22 = 0, (C42)
where Fλ is space-time independent. The equation (C38)
becomes
U
[
2piβ
m
(
−2p1p2F+f0(+(p), µ)(1− f0(+(p), µ)) 0
0 2p1p2F−f0(−(p), µ)(1− f0(−(p), µ))
)]
U†. (C43)
We need to solve the kinetic equations and calculate equal
time Green’s function g<λ (p; {Fλ}), and derive the stress
tensor T ijλ . The viscosity can be read off from the equa-
tion
T 12λ = −ηλλ′Fλ′ . (C44)
4. The collision integral induced by Coulomb
interaction
In this section, we will derive the right-hand side of
(C10) in the Weyl-Wigner formulation. Let’s simplify the
collisional part of the kinetic equation. With the assump-
tion that, in Weyl-Wigner coordinates, G≶(r, t,R, T )
and Σ≶(r, t,R, T ) vary slowly in R and T , we can per-
form the Fourier transformation and rewrite the collision
integral. In the rest of this section, we will omit X,R
and T to simplify the notation. We define the following
notation
Σ>,<(p, ω,R, T ; {X}) =
∫
drdte−ipr+iωtΣ>,<(r, t,R, T ; {X}). (C45)
The explicit formula of self energy is given by
Σ>,<αβ (k, ω) = (2pi)
3
∫
d2k1
(2pi)2
dω1
2pi
d2k2
(2pi)2
dω2
2pi
d2k3
(2pi)2
dω3
2pi
δ(k+ k1 − k2 − k3)δ(ω + ω1 − ω2 − ω3)
×
[
VC(k− k2)VC(k− k2)[G>,<αβ (k2, ω2)G>,<γδ (k3, ω3)G<,>δγ (k1, ω1)
− VC(k− k2)VC(k− k3)G>,<αγ (k2, ω2)G<,>γδ (k1, ω1)G>,<δβ (k3, ω3)
]
. (C46)
Since flavor index is conserved at each vertex, in the following formulae, we will omit the flavor index. The
transformation of the Green’s function between sub-lattice index and band index is given by (C24) and (C25). We
can rewrite the self energy as
Σ>,<αβ (k, ω) = (2pi)
3
∫
d2k1
(2pi)2
dω1
2pi
d2k2
(2pi)2
dω2
2pi
d2k3
(2pi)2
dω3
2pi
δ(k+ k1 − k2 − k3)δ(ω + ω1 − ω2 − ω3)
×
[
NfVC(k− k2)VC(k− k2)[Uk2g>,<(k2, ω2)U†k2 ]αβ [Uk3g>,<(k3, ω3)U
†
k3
]γδ[Uk1g<,>(k1, ω1)U†k1 ]δγ
− VC(k− k2)VC(k− k3)[Uk2g>,<(k2, ω2)U†k2 ]αγ [Uk1g<,>(k1, ω1)U
†
k1
]γδ[Uk3g>,<(k3, ω3)U†k3 ]δβ
]
, (C47)
where α,β,γ and δ now are sub-lattice indices only. The
factor of Nf in the first term comes from the summation
over the flavor index of the loop diagram. The simpli-
fication comes from the assumption that the perturbed
Green’s functions for each flavor are the same. Now we
consider only the diagonal part of the density matrix in
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band index
g<λλ′(k, ω) = i2piδ(ω − λ(k))fλ(k)δλλ′ , (C48)
g>λλ′(k, ω) = −i2piδ(ω − λ(k))(1− fλ(k))δλλ′ . (C49)
The right hand side of (C10) for each band index λ, after
integrating over ω and multiplying by U†(p) on the left
and U(p) on the right, is the collision integral for this
band index and given by
2piIλ[{fλi(ki)}](p) = −2pi(−ifλ(p)σ>λλ(p)−i(1−fλ(p))σ<λλ(p)),
(C50)
where
σ>λλ(p) = −i(2pi)3
∑
λ1λ2λ3
∫
d2k1
(2pi)2
d2k2
(2pi)2
d2k3
(2pi)2
δ(p+ k1 − k2 − k3)δ(λ(p) + λ1(k1)− λ2(k2)− λ3(k3))
×
[
NfVC(p− k2)VC(p− k2)Mλ3λ1(k3,k1)Mλ1λ3(k1,k3)Mλλ2(p,k2)Mλ2λ(k2,p)fλ1(k1)(1− fλ2(k2))(1− fλ3(k3))
− VC(p− k2)VC(p− k3)Mλ1λ3(k1,k3)Mλ2λ1(k2,k1)Mλλ2(p,k2)Mλ3λ(k3,p)fλ1(k1)(1− fλ2(k2))(1− fλ3(k3))
]
,
(C51)
and
σ<λλ(p) = i(2pi)
3
∑
λ1λ2λ3
∫
d2k1
(2pi)2
d2k2
(2pi)2
d2k3
(2pi)2
δ(p+ k1 − k2 − k3)δ(λ(p) + λ1(k1)− λ2(k2)− λ3(k3))
×
[
NfVC(p− k2)VC(p− k2)Mλ3λ1(k3,k1)Mλ1λ3(k1,k3)Mλλ2(p,k2)Mλ2λ(k2,p)(1− fλ1(k1))fλ2(k2)fλ3(k3)
− VC(p− k2)VC(p− k3)Mλ1λ3(k1,k3)Mλ2λ1(k2,k1)Mλλ2(p,k2)Mλ3λ(k3,p)(1− fλ1(k1))fλ2(k2)fλ3(k3)
]
. (C52)
Combining equations (C50), (C51) and (C52) gives us
the contribution to collision integral from the Coulomb
interaction between quasi-particles (70).
Appendix D: Detailed derivation of (76)
Fourier transforming (74) and writing this in terms of
the creation and annihilation operators, we find
Hdis =
1
L2
∑
i
∑
f
∑
λ1,λ2
∑
k1
∑
k2
V˜λ1,λ2(k1,k2)
× eixi·(k1−k2)cˆ†λ1f (k1)cˆλ2f (k2), (D1)
where
V˜λ1,λ2(k1,k2) = VC(k1 − k2)Mλ1,λ2(k1,k2). (D2)
From the interacting Hamiltonian (D1), we work out the
matrix element〈
kλf
∣∣∣ Hˆdis ∣∣∣k′λf〉
=
〈
FS
∣∣∣ cˆλf (k)Hˆdiscˆ†λf (k′) ∣∣∣FS〉 (D3)
=
1
L2
V˜λ,λ(k,k
′)
∑
i
eixi·(k−k
′).
We square the matrix element and average over disorder
realizations with Nimp impurities
∣∣∣∣ 〈kλf ∣∣∣ Hˆdis ∣∣∣k′λf〉 ∣∣∣∣2
=
1
L4
Nimp|V˜λ,λ(k,k′)|2 (D4)
=
1
L2
nimp|V˜λ,λ(k,k′)|2.
From Fermi’s Golden Rule, the scattering rate is
Γ(k→ p) = 2pi
∣∣∣∣ 〈kλf ∣∣∣ Hˆdis ∣∣∣pλf〉 ∣∣∣∣2 × dNdE , (D5)
where the density of states in 2d is
dN
dE
=
mL2
2pi
, (D6)
so
Γ(k→ p) = 2pinimp|V˜λ,λ(k,p)|2 × m
2pi
. (D7)
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The collision integral for the impurity scattering is
Idis(p) =
2pi
m
∫
d2k
(2pi)2
δ(λ(p)− λ(k))
×
(
Γ(k→ p)f(k)(1−f(p))−Γ(p→ k)f(p)(1−f(k))
)
,
(D8)
Idis(p) = 2pinimp
∫
d2k
(2pi)2
δ(λ(p)− λ(k))|V˜λλ(p,k)|2
×
(
fλ(p)(1− fλ(k))− fλ(k)(1− fλ(p))
)
. (D9)
Now write
fλ(p) = f
0
λ(p) + f
0
λ(p)[1− f0λ(p)]hλ(p) (D10)
and linearize the collision integral (in this case the exact
collision integral is already linear in h).
I
(1)
dis [hλi(ki)](p) = 2pinimpf
0
λ(p)[1− f0λ(p)]
×
∫
d2k
(2pi)2
δ(λ(p)−λ(k))|V˜λλ(p,k)|2
(
hλ(p)−hλ(k)
)
.
(D11)
Now let us take the fully screened potential
V˜λ1,λ2(k1,k2) =
2piZe2
rqTF
Mλ1,λ2(k1,k2) (D12)
to obtain
I
(1)
dis [hλi(ki)](p) = 2pinimp
(
2piZe2
rqTF
)2
f0λ(p)[1− f0λ(p)]
×
∫
d2k
(2pi)2
δ(λ(p)−λ(k))|Mλλ(p,k)|2
(
hλ(p)−hλ(k)
)
.
(D13)
Using
δ(λ(p)− λ(k)) = δ
(
p2
2m
− k
2
2m
)
=
m
k
δ(p− k) (D14)
leads to
I
(1)
dis [hλi(ki)](p) = αf
0
λ(p)[1−f0λ(p)]
∫
dθk
2pi
|Mλλ(p, pkˆ)|2
×
(
hλ(p)− hλ(pkˆ)
)
, (D15)
where we have defined
κ = mnimp
(
2piZe2
rqTF
)2
(D16)
and
I
(1)
dis [hλi(ki)](p) = κf
0
λ(p)[1−f0λ(p)]
∫
dθk
2pi
cos2(θk−θp)
×
(
hλ(p)− hλ(pkˆ)
)
. (D17)
hλ(p) = β
eE
m
·
(
pχ
‖
λ(p) + p× zˆχ⊥λ (p)
)
, (D18)
which gives us equation (76).
Appendix E: Detailed numerical calculations
In this section, we explain in detail our numerical setup
as well as the steps of calculations. In particular, we
explain how to turn the QBE into a matrix equation.
We follow [14]. The Boltzmann equation is
− λβ eE · p
m
f0λ(p)[1− f0λ(p)]
+
eBλ
m
f0λ(p)[1− f0λ(p)](p× zˆ) · ∂phλ(p)
= −Iλ[{hλi(ki)}](p) (E1)
The suggested ansatz in this calculation is
hλ(p) = β
eE
m
·
(
pχ
‖
λ(p) + p× zˆχ⊥λ (p)
)
(E2)
Expand in terms of basis functions
χ
‖,⊥
λ (k) = β
∑
n
a‖,⊥n gn(λ, k) (E3)
such that a is dimensionless. Here the basis functions are
taken to be
gn(λ, k) = 1, λ,K, λK,K
2, λK2,
K3e−K/2, λK3e−K/2...KNe−K/2, λKNe−K/2 (E4)
where K =
√
β/mk is the dimensionless momentum. For
all powers n > 2 we multiply by an exponential factor so
the basis function is Kne−K/2. We expand in up to 16
basis functions. Increasing the number of basis function
changes the results only marginally. Use the fact that
this must be valid for all E, sum over λ, multiply sepa-
rately by pˆgm(λ, p) and (pˆ×zˆ)gm(λ, p) and integrate over
p. This yields two equations that can be summarized in
matrix form as(
M −B
B M
)(
a‖
a⊥
)
=
(
F
0
)
(E5)
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where we defined the dimensionless matrices
Mmn = β
(
β
m
)3/2∑
λ
∫
d2p
(2pi)2
gm(λ, p)Iλ
[{
pˆ · kign(λi, ki)
}]
(p) (E6)
and
Bmn = β
(
β
m
)3/2∑
λ
∫
d2p
(2pi)2
eBλ
m
f0λ(p)[1− f0λ(p)]pgn(λ, p)gm(λ, p) (E7)
and the dimensionless vector
Fm =
(
β
m
)3/2∑
λ
∫
d2p
(2pi)2
λpf0λ(p)[1− f0λ(p)]gm(λ, p) (E8)
(E5) can be inverted to yield (
a‖
a⊥
)
=
(
K K¯
−K¯ K
)(
F
0
)
(E9)
where
K = (M +BM−1B)−1, K¯ = M−1B(M +BM−1B)−1. (E10)
The charge current is
J =
e
m
Nf
∑
λ
∫
d2p
(2pi)2
λpfλ(p) (E11)
= βNf
∑
λ
∫
d2p
(2pi)2
λpf0λ(p)[1− f0λ(p)]
e2E
m∗2
·
(
pχ
‖
λ(p) + p× zˆχ⊥λ (p)
)
.
The DC conductivity is read off as
σxx = βNf
∑
λ
∫
d2p
(2pi)2
λf0λ(p)[1− f0λ(p)]
e2p2x
m∗2
χ
‖
λ(p) =
Nfe
2
2~
G ·KF, (E12)
σxy = −βNf
∑
λ
∫
d2p
(2pi)2
λf0λ(p)[1− f0λ(p)]
e2p2x
m∗2
χ⊥λ (p) =
Nfe
2
2~
G · K¯F. (E13)
where we have exceptionally restored ~ and where the dimensionless vector
Gm =
(
β
m
)2∑
λ
∫
d2p
(2pi)2
λp2f0λ(p)[1− f0λ(p)]gm(λ, p) (E14)
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