Abstract-Kernel methods, such as the support vector machine (SVM), are often formulated as quadratic programming (QP) problems. However, given training patterns, a naive implementation of the QP solver takes ( 3 ) training time and at least ( 2 ) space. Hence, scaling up these QPs is a major stumbling block in applying kernel methods on very large data sets, and a replacement of the naive method for finding the QP solutions is highly desirable. Recently, by using approximation algorithms for the minimum enclosing ball (MEB) problem, we proposed the core vector machine (CVM) algorithm that is much faster and can handle much larger data sets than existing SVM implementations. However, the CVM can only be used with certain kernel functions and kernel methods. For example, the very popular support vector regression (SVR) cannot be used with the CVM. In this paper, we introduce the center-constrained MEB problem and subsequently extend the CVM algorithm. The generalized CVM algorithm can now be used with any linear/nonlinear kernel and can also be applied to kernel methods such as SVR and the ranking SVM. Moreover, like the original CVM, its asymptotic time complexity is again linear in and its space complexity is independent of . Experiments show that the generalized CVM has comparable performance with state-of-the-art SVM and SVR implementations, but is faster and produces fewer support vectors on very large data sets.
I. INTRODUCTION

K
ERNEL methods have been highly successful in various machine learning and pattern recognition problems. Examples include the support vector machine (SVM) and support vector regression (SVR), which are especially prominent for classification and regression tasks [1] . Often, kernel methods are formulated as quadratic programming (QP) problems, which have the important computational advantage of not suffering from the problem of local minima. However, given training patterns, a naive implementation of the QP solver takes training time and at least space [2] . Hence, a major stumbling block in applying kernel methods on large data sets is how to scale up these QPs, and a replacement of the naive method for finding QP solutions posed by an SVM is highly desirable.
In recent years, a variety of approaches have been proposed in the context of kernel methods. A popular technique is to replace the kernel matrix by some low-rank approximation. These approximations can be obtained by various methods including: the Nyström method [3] , greedy approximation [4] , sampling [5] , or matrix decompositions [6] . Another approach to scale up kernel methods is by chunking [7] or more sophisticated decomposition methods [8] - [11] . Going to the extreme, the well-known sequential minimal optimization (SMO) algorithm [10] , [12] breaks the original QP into a series of smallest possible QPs, each involving only two variables. Similar in spirit to decomposition algorithms are methods that scale down the training data before inputting to the SVM (such as [2] , [13] , and the reduced SVM [14] ). Other scaleup methods include the kernel adatron [15] , SimpleSVM [11] , and [16] . For a more complete survey (for works before 2003), interested readers are referred to [17] and [1, Ch. 10] . By incorporating these speed-up strategies, state-of-the-art SVM implementations have an empirical training time complexity that scales between and in practice [10] . This can be further driven down to with the use of parallel mixtures [2] . However, these time complexities are only empirical observations and not theoretical guarantees.
Recently, Tsang et al. proposed the core vector machine (CVM) [18] by exploiting the "approximateness" in the design of SVM implementations. The key observation is that practical SVM implementations, as in many numerical routines, only approximate the optimal solution by an iterative strategy. Typically, the stopping criterion utilizes either the precision of the Lagrange multipliers or the duality gap. For example, in SMO, SVM and SimpleSVM, training stops when the Karush-Kuhn-Tucker (KKT) conditions are fulfilled within a tolerance parameter . Experience with this software indicates that near-optimal solutions are often good enough in practical applications. By utilizing an approximation algorithm for the minimum enclosing ball (MEB) problem in computational geometry, the CVM algorithm achieves an asymptotic 1 time complexity that is linear in and a space complexity that is independent of . Experiments on large classification data sets also demonstrated that the CVM is as accurate as existing SVM implementations, but is much faster and can handle much larger data sets than existing scale-up methods. For example, CVM with the Gaussian kernel produces superior results on the KDDCUP-99 intrusion detection data, which has about five million training patterns, in only 1.4 s on a 3.2 GHz Pentium-4 PC.
However, as mentioned in [18] , applicability of the CVM algorithm depends critically on the following two requirements being satisfied:
1) the kernel function satisfies constant for any pattern ;
2) the QP problem for the kernel method is of a special form.
In particular, there can be no linear term in the QP's objective function. The first condition is satisfied for a variety of kernels, including the following: 1) the isotropic kernel (e.g., Gaussian kernel); 2) the dot product kernel (e.g., polynomial kernel) with normalized inputs; 3) any normalized kernel . As for the second condition, it has been shown in [18] that this holds for kernel methods including the one-class SVM [19] and two-class SVM.
However, there are still some popular kernel methods that violate these conditions and so cannot be used with the CVM. For example, when the SVM is applied on imbalanced data sets, each class (or sometimes even each individual training pattern) is often penalized differently. As will be shown in Section IV-A, although the resultant QP problem can be rewritten in the required form, the corresponding "kernel" does not satisfy condition 1). Similarly, this is also the case with the ranking SVM commonly used in information retrieval [20] (Section IV-B). Likewise, there are kernel methods whose QPs simply cannot be written into the required form. One such example is SVR [21] as will be discussed in Section III-A.
In this paper, we propose an extension of the CVM that allows for a more general QP formulation. As the CVM is closely related to the MEB problem in computational geometry, the key here is to extend the original MEB problem to what will be called the center-constrained MEB problem in Section III-B. The resultant QP problem then allows a linear term in the dual objective. While so far the original CVM has only been shown to be applicable to the one-class and two-class SVMs [18] , the proposed relaxed QP formulation allows a significantly larger repertoire of kernel methods to be cast as (center-constrained) MEB problems. Moreover, it turns out that this also allows the (first) condition on the kernel function to be lifted. In other words, the proposed algorithm can now be used with any linear/ nonlinear kernel.
The rest of this paper is organized as follows. Section II gives a review on the original CVM algorithm and the MEB problem. Section III then describes the proposed extension (generalized CVM), and shows how this can be used to scale up SVR. Section IV provides more kernel method examples, besides SVR, that can also benefit from this extension. These include the SVM for imbalanced data and the ranking SVM [20] . Experimental results are presented in Section V, and Section VI gives some concluding remarks. A preliminary and abridged version (without proofs and details) of this paper, which focused only on extending the CVM to the regression setting, has appeared in [22] .
II. CORE VECTOR MACHINE (CVM)
In this section, we first review the CVM algorithm as proposed in [18] and [23] . The CVM utilizes an approximation algorithm for the MEB problem, which will be briefly introduced in Section II-A. The connection between the MEB problem and kernel methods, particularly the one-class and two-class SVMs, Fig. 1 . Inner circle is the MEB of the set of squares and its (1 + ) expansion (the outer circle) covers all the points. The set of squares is a core-set.
will then be described in Section II-B. Finally, the CVM algorithm and some of its properties are summarized in Section II-C.
A. Approximate Minimum Enclosing Ball
Given a set of points , where , the minimum enclosing ball of [denoted MEB ] is the smallest ball that contains all the points in . Traditional algorithms for finding exact MEBs are not efficient for problems with large (e.g., ). Hence, it is of practical interest to study faster approximation algorithms that only aim at returning a good approximate solution. Approximation algorithms have long been used in the field of theoretical computer science for tackling computationally difficult problems [24] . For an input size , an approximation algorithm is said to have an approximation ratio if , where is the cost of the solution returned by an approximate algorithm, and is the cost of the optimal solution. Intuitively, this ratio measures how bad the approximate solution is compared with the optimal solution. A large (small) approximation ratio means the solution is much worse than (more or less the same as) the optimal solution. If the ratio does not depend on , we may just write and call the algorithm an -approximation algorithm.
Given an , a ball 2 is an -approximation of MEB if and . In many shape-fitting problems (which include the MEB problem), it is found that solving the problem on a subset, called the core-set, of points from can often give an accurate and efficient approximation [25] . More formally, a subset is a core-set of if an expansion by a factor of its MEB contains , i.e., , where MEB (Fig. 1) . A breakthrough on achieving such an -approximation was recently obtained by Bȃdoiu and Clarkson [26] . They used a simple iterative scheme: At the th iteration, the current estimate is expanded by including the furthest point outside the -ball . This is repeated until all the points in are covered by . Despite its simplicity, a surprising property is that the number of iterations, and thus the size of the final core-set, depends only on but not on or . 2 In this paper, we denote the ball with center c and radius R by B(c; R). Also, the center and radius of a ball B are denoted by c and r , respectively.
Moreover, vector/matrix (in both the input and feature spaces) transpose is denoted by the superscript .
B. Kernel Methods as MEB Problems
In [18] , we showed that the MEB problem is closely related to many kernel-related problems. In particular, the exact MEB problem is equivalent to the technique of hard-margin support vector data description (SVDD) [27] used in novelty detection. Moreover, it can also be straightforwardly used to find the radius component of the radius-margin bound [7] . Besides these two obvious connections, we showed in [18] that the soft-margin one-class and two-class SVMs can also be viewed as MEB problems, and these will be briefly reviewed in this section.
1) Hard-Margin SVDD: First, consider the hard-margin SVDD. Its primal is subject to (1) where denotes the feature map associated with a given kernel , and is the desired MEB in the kernel-induced feature space. Its dual is the QP problem (2) subject to (3) where is the vector of Lagrange multipliers, and are -vectors, and is the corresponding kernel matrix. Assuming that satisfies (4) a constant, we have using the constraint in (3) . Dropping this constant term from the objective function in (2), we obtain the simpler QP problem subject to (5) Conversely, whenever the kernel satisfies (4), any QP problem of the form (5) can be regarded as a MEB problem. As shown in [18] , this establishes an important connection between the MEB problem and kernel methods. In Section II-B2, we will consider two such examples, the two-class SVM and the one-class SVM.
2) Two-Class SVM: In a two-class classification problem, denote the training set by , where is the class label. The L2-SVM constructs a hyperplane for which the separation (i.e., the so-called margin 3 ) between the positive and negative examples is maximized, while at the same time the training errors (represented have slightly altered its primal to (6) , so that the resultant dual is of the desired form. Note that a large margin is still favored as in the original SVM, as we minimize kwk and maximize in (6) .
by the slack variables 's) is minimized. Formulating as an optimization problem, this is achieved by solving the following primal problem: subject to (6) where is a parameter that controls the tradeoff between the margin and training error. Using the standard method of Lagrange multipliers, its dual can be obtained as subject to (7) where is an matrix and if and 0 otherwise. Obviously, can be regarded as the kernel matrix of the modified kernel function defined on the training examples. If satisfies (4), then satisfies , a constant. Hence, the two-class L2-SVM corresponds to a MEB problem.
3) One-Class SVM: Another example discussed in [18] is the one-class L2-SVM, which has the dual subject to (8) where . Again, if the original kernel function satisfies (4), we have , a constant. Thus, the one-class L2-SVM can also be regarded as a MEB problem.
Note that the two-norm error has been used. This allows a soft-margin L2-SVM to be transformed to a hard-margin one and so the MEB algorithm does not need to consider outliers. Fitting the MEB with outliers is possible [28] , though a major limitation is that the number of outliers has to be moderately small in order for the fitting to be computationally effective. In theory, the use of the two-norm error could be less robust in the presence of outliers. However, experimentally, its generalization performance is often comparable to that of the L1-SVM [18] , [29] .
C. The CVM Algorithm
The CVM algorithm is shown in Algorithm 1. Here, the coreset, the ball's center, and radius at the th iteration are denoted by , , and , respectively. Moreover, denotes the feature map corresponding to the transformed kernel . Similar to many SVM solvers such as SMO, the CVM algorithm requires the input of a termination parameter . Note that while Steps 2) and 3) appear to make use of in the (transformed) feature space which is possibly infinite-dimensional, we never need to explicitly compute in practice thanks to the kernel trick. For details of the algorithm, interested readers are referred to [18] . A nice property of the CVM is that its approximation ratio can be obtained. In particular, it can be shown that when , CVM outputs the exact solution of the kernel problem. When , it becomes an -approximation algorithm.
Algorithm 1 CVM [18].
Step 1): Initialize S 0 , c 0 , and R 0 .
Step 2): Terminate if there is no training point z such that'(z) falls outside the (1 + )-ball B(c t ; (1 + )R t ).
Step 3): Find (core vector) z such that'(z)
is furthest away from c t . Set S t+1 = S t [ fzg.
This can be made more efficient by using the probabilistic speedup method in [4] that finds a z which is only approximately the furthest.
Step 4): Find the new MEB(S t+1 ) and set ct+1 = c MEB(S ) and Rt+1 = r MEB(S ) .
Step 5): Increment t by 1 and go back to
Step 2).
III. THE GENERALIZED CVM ALGORITHM
Although the CVM allows some kernel methods, such as the two-class SVM, to be run on very large data sets with great success [18] , its applicability to other kernel methods is limited by the following two requirements: 1) is a constant for any pattern ; 2) the QP problem is of the form in (5). As mentioned in Section I, unfortunately there are some popular kernel methods that do not satisfy these requirements. As an example, we will demonstrate in Section III-A that the dual objective of SVR contains a linear term and thus violates requirement 2). In Section III-B, we propose an extension of the MEB problem, and consequently a generalized CVM algorithm, that allows for the inclusion of a linear term in the QP problem. It turns out that this has the added benefit of allowing requirement 1) on the kernel function to be lifted.
A. Motivating Example: L2-SVR
In this section, we show that SVR cannot benefit from the original CVM algorithm. Recall that in a regression problem, we are given a training set with input and output . SVR constructs a linear function in the kernel-induced feature space so that it deviates least from the training data according to the -insensitive loss function 4 if otherwise (9) while at the same time is as "flat" as possible (i.e., is as small as possible). Using slack variables 's and 's, we adopt the following primal which is similar to that of -SVR [1] : subject to (10) 4 To avoid confusion with the in (1 + )-approximation, we add a bar to the " in the "-insensitive loss function.
for
. Here, is a parameter (which is analogous to the parameter in -SVR) that controls the size of . Also, as in Section II, the bias is penalized and the two-norm errors ( and ) are used. Note that the constraints are automatically satisfied. Standard application of the method of Lagrange multipliers yields the dual subject to (11) where , and , are the Lagrange multipliers (dual variables), and (12) is a 2m 2m "kernel matrix."
After solving for the dual variables and , the primal variables can be recovered as (13) (14) and (15) By plugging the constraint in (11) into (14), we obtain Recall that and are slack variables for the regression error . Thus, the parameter, analogous to the parameter in -SVR, can be interpreted as the expected error . Note that although (11) is a standard QP problem, it is not of the required form in (5) because of the presence of the linear term. Consequently, the original CVM algorithm cannot be applied. In Section III-B, we will see how the algorithm can be extended to cover this case.
B. The Center-Constrained MEB Problem
The MEB problem in (1) finds the smallest ball containing all in the feature space. In this section, we first augment an extra to each , forming . Then, we find the MEB for these augmented points, while at the same time constraining the last coordinate of the ball's center to be zero (i.e., of the form ) (Fig. 2) . The primal in (1) is thus changed to subject to (16) It can be easily shown that the corresponding dual is again a QP problem subject to (17) where (18) From the optimal solution, we can recover and as (19) Besides, the squared distance between the center and any point is (20) which does not depend explicitly on the feature map . Because of the constraint in (17) , an arbitrary multiple of can be added to the objective without affecting its solution. In other words, for an arbitrary , (17) yields the same optimal as subject to (21) Using the same argument as in Section II, any QP problem of the form (21), with , can also be regarded as a MEB problem (16) . Note that (21) allows a linear term in the objective. Besides, unlike that in Section II, it does not require the kernel to satisfy condition (4) .
Returning to the QP problem in (11), define and (22) for large enough such that , (11) can then be written as subject to This is thus of the form in (21) . In other words, L2-SVR can now be regarded as a center-constrained MEB problem (16) .
Recall that this QP problem involves variables. Thus, in the equivalent MEB problem, there are also points in the feature space. Indeed, from (12), each training pattern ( ) in the regression problem can be seen to correspond to the two points and where is the -dimensional vector with all zeroes except that the th position is equal to one, and is the th component of as defined in (18) and (22) . The CVM algorithm in Section II-C also has to be modified slightly. The only modification is to use (20) for the distance computation between the MEB's center and any point in Steps 2) and 3).
This extension is also useful in training the one-class and twoclass L2-SVMs in Section II-B when the kernel does not satisfy (4) . By defining the linear term in the objective function of (21) disappears. Both duals (7) and (8) are then of the form in (21) and thus both SVMs are also center-constrained MEB problems.
C. Properties
As the proposed algorithm is an extension of the CVM, one would naturally expect its properties to be analogous to those of the original CVM in [18] . In this section, we confirm this by following the proof procedure in [18] . Note, however, that the detailed proofs (which are in the Appendix ) are different because the QP formulations associated with the generalized CVM are much more complicated.
1) Bound on the Number of Iterations:
To ensure good scaling behavior of the CVM, a key property is that it converges in at most iterations, independent of the dimensionality in the kernel-induced feature space and the size of [26] . Theorem 1 shows that this still holds for the generalized CVM.
Theorem 1: There exists a set of size such that the distance between and any point of is at most . As a direct consequence of Theorem 1, the generalized CVM algorithm inherits from the original CVM algorithm its low time and space complexities. In particular, when probabilistic speedup is not used in Step 3), the overall time for iterations can be shown to be , linear in for a fixed . With the use of probabilistic speedup, this can be further reduced to , which is independent of for a fixed . As for the space complexity, the whole algorithm requires only space, independent of for a fixed (here, we have ignored the space required for storing the training patterns, as they may be stored outside the core memory). Detailed derivations are the same as for the CVM and can be found in [18] .
2) Convergence to (Approximate) Optimality: Points outside MEB have zero 's and so violate the KKT conditions of the dual problem. As in the original CVM algorithm, we also have the following properties.
3) Property 1: Choosing the point furthest away from the current center in Step 3) is the same as choosing the worst violating pattern corresponding to the KKT constraint.
The proof is very similar to that in [18] and so is skipped here. Moreover, when the generalized CVM is used in the regression setting (Section III-A), we have Property 2.
4) Property 2:
In the regression setting, all the training patterns satisfy loose KKT conditions when the generalized CVM terminates.
As for the original CVM algorithm, this generalized version is also an -approximation algorithm.
5) Property 3: When
, the generalized CVM algorithm outputs the exact solution of the kernel problem. When and it terminates at the th iteration, the optimal primal objective of the kernel problem in (10) satisfies .
IV. EXAMPLE APPLICATIONS TO OTHER KERNEL METHODS
In [18] , we showed that the one-class SVM (for novelty detection) and the two-class SVM (for classification) are MEB problems. By introducing the center-constrained MEB problem, we showed in Section III-B that SVR (for regression) is also a MEB problem. In this section, we give some more examples that can also be regarded as (center-constrained) MEB problems. This significantly extends the repertoire of kernel methods that can be used with the (generalized) CVM. Of course, this is not intended to cover the full list of such kernel methods. Moreover, in using the CVM algorithm, the primal formulations of the corresponding kernel methods often have to be changed slightly. In particular, as in the previous sections, we will adopt the twonorm error instead of the more commonly used one-norm error.
A. Two-Class SVM for Imbalanced Data
In Section II-B, we considered the two-class L2-SVM where all the slack variables 's receive the same penalty factor . However, many real-world data sets are imbalanced and the majority class has much more training patterns than the minority class. As a result, the resultant hyperplane will be shifted towards the majority class. A common remedy is to use different 's for the two classes. In the more general case, each training pattern can have its own penalty factor . The primal in (6) is then changed to subject to and the corresponding dual is subject to (23) where . Note that as the 's are different in general, the diagonal entry is not constant even if is. Hence, although (23) is of the form in (5), the underlying kernel does not satisfy condition (4) . In other words, the original CVM cannot be applied but the generalized formulation, which does not require (4), can still be used.
B. Ranking SVM
A kernel method commonly used in the field of information retrieval is the ranking SVM [20] . Let 's be documents in the database and be the th query in a set of queries . The match between query and document is described by a feature map . As an example, in [20] involves features such as the cosine between and , the cosine between and the words in 's title, etc. The desired document ranking for query is represented by a set of document pairs , where means that document should be ranked higher than document according to the query .
The ranking SVM tries to find a linear ranking function such that for . As for the standard SVM, this condition may be violated and so a slack variable is introduced for the soft constraint associated with query and document pair . Again using the two-norm error, we write the primal as subject to There are a total of constraints (where denotes the size of the set ). Denote the corresponding -dimensional vector of Lagrange multipliers by . It can be easily shown that the corresponding dual is subject to (24) where is the "kernel matrix" with Clearly, the diagonal entry of is not constant for all -triples in general. Hence, (24) is of the form in (5) but the underlying kernel does not satisfy (4) , and the generalized formulation in Section III-B again comes to help.
V. EXPERIMENTS
In this section, we use the proposed generalized CVM to implement SVR (Section III-A) and the two-class SVM on imbalanced data (Section IV-A). Our implementation 5 is based on the previous CVM implementation described in [18] , which, in turn, is adapted from the LIBSVM software [8] . SMO is used in solving each QP subproblem in Step 4). For simplicity, shrinking [30] is not used in our current implementation. As in LIBSVM, our implementation uses caching and stores all the training patterns in main memory. Besides, we employ the probabilistic speedup method in Step 3). Following [4] , a random sample of size 59 is used. The value of is fixed at in all the experiments. As in other decomposition methods, the use of a very stringent stopping criterion is not necessary in practice. Our experience on the CVM indicates that is acceptable for most tasks. Using an even smaller does not show improved generalization performance, but may increase the training time unnecessarily. All the experiments are performed on a 3.2 GHz Pentium-4 machine with 512 M RAM, running Windows XP.
A. Core Vector Regression
In this section, the following large benchmark regression data sets are used 6 (Table I) .
1) Census housing:
The task is to predict the median price of the house based on certain demographic information.
Following [31] , we use 121 features for prediction. 2) Computer activity: Given a number of computer systems activity measures, the task is to predict the portion of time CPUs run in user mode. 3) Elevators: The task is related to an action taken on the elevators of an F16 aircraft. 4) Friedman: This is an artificial data set used in [32] . The input attributes ( ) are generated independently, each of which uniformly distributed over [0, 1] . The target is defined by (25) where is the noise term which is normally distributed with mean 0 and variance 1. Note that only are used in (25) while are noisy irrelevant input attributes. 5) Pole Telecomm: The data describes a telecommunication problem. Details are not available. Because the Friedman data is a toy problem, we have the liberty of generating a larger training set than the one provided on the web so as to better study the scaling behavior. In the experiment, we use a maximum of 200 000 patterns for training, and generate another 10 000 patterns for validation and another 10 000 patterns for testing. For the other real-world data sets, 10%-80% of the provided set is used for training, another 10% for validation, and the remaining 10% for testing. Our implementation will be denoted CVR in this particular context. For comparison, we also run the latest 7 versions of two state-of-the-art SVR implementations: LIBSVM (version 2.8) and SVM (version 6.01). 8 All implementations are in C++. We use the Gaussian kernel , with . The and parameters in (10) are determined by using a validation set. Parameters in the LIBSVM and SVM implementations are tuned in a similar manner. The following two criteria are used for evaluating the generalization performance based on a test set of patterns:
1) root-mean-square error RMSE 7 Similar results have been reported in [22] based on the older version (2.7) of LIBSVM. The results there show the same trend, though are not exactly identical, as those reported here. Recall that our CVR implementation is adapted from the LIBSVM, and so it is also reimplemented with the latest version (2.8) of the LIBSVM. 8 LIBSVM and SVM can be downloaded from http://www.csie.ntu. edu.tw/~cjlin/libsvm/ and http://svmlight.joachims.org/, respectively. 2) mean relative error MRE Figs. 3 and 4 show the RMSEs and MREs, respectively, of the different implementations on the five data sets. As can be seen, although CVR uses the L2-norm error, its generalization performance is comparable to those of the L1-norm-based implementations. CVR is only noticeably inferior when the data set is small. However, as we advocate the use of CVR only on very large data sets, this undesirable effect on small data sets is not relevant. Note also that SVM has to be terminated early on the friedman data set because of its excessive training time with 200 000 training patterns. Fig. 5 compares the training speeds of the various implementations. As can be seen, CVR is much faster (with the only exception on the elevator data set) than the two state-of-the-art solvers, especially when the training set is large. This is also in line with our experience with the CVM on classification problems [18] . On the elevator data set, CVR is only slightly slower than the LIBSVM implementation when the full training set is used [ Fig. 5(c) ]. By examining the growth rates of the curves in Fig. 5(c) , we expect CVR to be faster than LIBSVM if the training set were larger.
Finally, Fig. 6 compares the numbers of support vectors obtained after the training process. As can be seen, CVR produces far fewer support vectors than the other implementations on all the data sets used in the experiment. Subsequently, CVR is also much faster on testing as the number of kernel evaluations between the test patterns and the support vectors has been significantly reduced.
B. Two-Class SVM for Imbalanced Data
In this section, we use the generalized CVM to implement the two-class SVM in an imbalanced data setting. This will be studied in the context of face detection with an extended version of the Massachusetts Institute of Technology (MIT), Cambridge, face database 9 developed in [33] . The original MIT data set has 6977 training images (with 2429 faces and 4548 nonfaces) and 24 045 test images (472 faces and 23 573 nonfaces). The training set is enlarged by generating artificial samples (details are in [18] ). Finally, three training sets are created and their data characteristics are summarized in Table II . Different s are used for these two classes, which are determined by using an independent validation set with 242 faces and 10 000 nonfaces. In this experiment, faces are treated as positives while nonfaces as negatives. Moreover, each image is of size 19 19 , leading to a 361-dimensional feature vector which is typically dense. Hence, instead of using a sparse format for the features as in the original LIBSVM, here we have used a dense data format in all the implementations.
Because of the imbalanced nature of this data set, the usual classification error is inappropriate for performance evaluation here. Instead, the following performance measures will be used. are the true positive and true negative rates, respectively. 2) The AUC (area under the ROC curve), which has been commonly used for face detectors. The ROC (receiver op- erating characteristic) curve [35] plots TP on the -axis and the false positive rate FP negatives incorrectly classified total negatives on the -axis. The AUC is always between 0 and 1. A perfect face detector will have unit AUC, while random guessing will have an AUC of 0.5. Results are shown in Fig. 7 . Again, the generalized CVM implementation is significantly faster than the LIBSVM implementation and has much fewer support vectors. Moreover, the use of different s can improve the performance of both L1-and L2-SVMs in general. However, on the highly imbalanced set , the L1-SVM does not perform well in terms of the balanced loss even with the use of different s. On the other hand, the CVM implementation of the L2-SVM shows a steady improvement and is less affected by the skewed distribution.
VI. CONCLUSION
The original CVM algorithm is restricted to kernels satisfying constant, and to certain kernel methods whose dual objectives do not have a linear term. In this paper, we introduced the center-constrained minimum enclosing ball problem and consequently a generalized CVM formulation that allows for a more general form for the dual objective and also any linear/nonlinear kernel to be handled. In particular, kernel methods such as SVR, ranking SVM, and two-class SVM for imbalanced data can now be performed under this framework. The resultant procedure inherits the simplicity of CVM, and has small asymptotic time and space complexities. Experimentally, it is as accurate as other state-of-the-art implementations, but is much faster and produces far fewer support vectors (and thus faster testing) on large data sets. The ability to perform regression on large data sets is particularly attractive for geometric modeling with implicit surfaces [36] . Encouraging preliminary results on using the proposed extension for implicit surface modeling is recently reported in [22] .
While any kernel function can be used with the generalized CVM, additional speedup may be possible by employing kernelspecificcomputationaltricks.Forexample,Sonnenburg etal. [37] recently proposed the use of special datastructures and suffix trees for computing string kernels on sequence data. The possible integration of these data structures into the generalized CVM will be studied in the future. Moreover, an experimental evaluation of the ranking SVM proposed in Section IV-B will also be conducted. With the explosion of customer click-through data in online shopping websites, we expect that the ability of the generalized CVM in handling very large data sets will be very useful in this real-world context. Besides, recall that the two-norm error is used in the CVM formulation. Extending the CVM to handle the one-norm error will be further studied in the future. 
Define
. Then, combining (26) and (27), we have (28) The bound on is the smallest with respect to when . On using (28) , this reduces to or . Therefore, to get , we only need . Property 2: In the regression setting, all the training patterns satisfy loose KKT conditions when the generalized CVM terminates.
Proof: At any iteration , each training point may fall into one of the following three categories. 1) Core vectors: Obviously, they satisfy the loose KKT conditions as they are involved in the QP. 2) Noncore vectors inside/on the ball: Recall that all the 's (except those of the initial core vectors) are initialized to zero. Hence, for noncore vectors inside/on the ball, their 's are zero and so the KKT conditions are satisfied. 3) Points lying outside : For any such point , its is zero (by initialization). We can rewrite (15) as (29) , shown at the bottom of the page. When the algorithm terminates at the th iteration, all 's outside must lie inside/on the -ball [using (22) ]
[using (19) ] (29) [using (20) . Hence, we have the equation shown at the top of the page. As this holds for all 's, it can be simplified to which implies (30) by using the definition of the -insensitive loss function in (9) .
Using
, we obtain from (22) . Now, all the diagonal elements of a positive-semidefinite (psd) matrix must be nonnegative, so Property 3: When , the generalized CVM algorithm outputs the exact solution of the kernel problem. When and it terminates at the th iteration, the optimal primal objective of the kernel problem in (10) satisfies .
Proof: When , as the number of core vectors increases in each iteration and the training set size is finite, so the algorithm must terminate in a finite number (say, ) of iterations. Using the same argument as in [18] , MEB must be the exact MEB enclosing all the whole training set on termination. On the other hand, when , by definition. It can be easily seen that , where is the optimal dual objective in (11); , in turn, is related to as by comparing (17) and (21) . Thus, as , we can bound as .
