This paper presents a new algorithm for Manoeuvring Multitarget Tracking. The suggested algorithm solves the interrelated tasks of data association and state estimation in one combined algorithm. The new algorithm is based on fuzzy cluster means algorithm to solve the data association problem, and an adaptive Kalman filter for maneuvering multitaget tracking. To demonstrate the effectiveness of the proposed algorithm to perform data association and state estimation in multitarget tracking in high noisy measurement, an example of four-dimensional tracking system is considered. A scenario of two targets moving together at near distance and then making high maneuver is considered. The performance is evaluated using Monte Carlo simulations and the results are reasonable.
2-Problem formulation.
The mutitarget-tracking problem may be briefly stated as follows: Given a large number of close measurements for a group of targets. It is difficult to determine precisely which target corresponds to each of the closely -spaced measurements.
It is assumed that the only measurements available are range R and bearing angle 8, and filtering is performed in the rectangular coordinates (two-dimensional) so that the measurements must first be transformed. The transformation equations are :
directions, respectively. The state equation for maneuvering target model, discretized over time intervals of length T, is
x(k), y(k), x(k) and y(k) represent the target positions and speeds in the X and Y
(the observation vector at time k with dimension m) H: Identity matrix (it was assumed that both position and velocity in the X and Y directions are measured) V(k): (measurement noise vector with white zero mean).
The plant noise and the measurement noise sequences are assumed to be uncorrelated; zero mean Gaussian sequences with the corresponding covariance matrices Q, R:
And 6ki is the Kronecker delta function.
The problem treated here is how to construct the target states estimate by using the uncertain measurements originating from the targets in track. In particular the estimate is to be computed when tracking maneuvering multitargets.
3-Fuzzy clustering means algorithm.
The most widely used clustering algorithm is the fuzzy clustering means (FCM) algorithm developed by Bezdek [26] . This section introduces the FCM algorithm, which will be used for measurements -to-track association (correlation) The goal of any fuzzy clustering algorithm is to classify the data into a number of clusters (groups). The clustering algorithms produce a degree of membership for each data point in each cluster. Unlike conventional clustering, which involves a partitioning of objects into disjoint clusters. fuzzy clustering allows a data point x to have a partial degree of membership in more than one set [27, 28] . A fuzzy set A in a collection of objects X is defined as [ 27, 28 ] A = ((X, uA(x) ), xcX} (3.1) Where uA(x) is the degree of membership function of data point x in fuzzy set A. Given a number of data points, it is required to group (cluster) the data into clusters according to some similarity measure. Let c be an integer, which represents the number of clusters with 2.s c sn, where n is the number of data points. Define U as partition matrix of elements ufi (i=1,2,..., c , j=1,2,...,n) which represents the degree of membership of data points j in fuzzy cluster i, such that
Define ..1n , as the sum of the squared errors weighted by the Mill power of the corresponding degree of membership, i.e.,
where
xk is a data piont and v, is a cluster center, and /1.// is induced norm, m is a real number C [1,-0)called the fuzzification constant (or weighting exponent).The degree of membership will be established by minmizing the sum of the squared errors weighted by the corresponding m th power of the degree of membership. The goal of fuzzy clustering algorithm is to determine the optimum degree of membership u tk and the optimum fuzzy v, such that the sum of the squared errors J m is minimum. The result is given by [26] u , -
Where (3.7) is valid for a fixed V(V=vi,v2, vc), and (3, 8) is valid for a fixed U. In MU systems, c is the number of targets, n is the total number of received measurements, xk is the s-dimensional measurement vector (k=1,2 , n)and v; is the s-dimensional predicted vector for target i ( 1=1,2,...,c). The fuzzy c -means clustering algorithm or the Picard algorithm is guaranteed to converge to a local minimum [29] .
It is worth to mention that the fuzzification constant m plays an important role. It reduces the influence of noise when computing the degree of membership (3.7) and the cluster center (3.8). The weighting exponent m reduces the influence of a small u,k (for data that are faraway from the cluster centers) compared to a large uk(for data that are closed to the cluster centers). As m increases, its influence becomes stronger [23] .
4-Proposed Fuzzy Data Association Filter (FDAF).
The state estimate of target i is updated based on the new Fneasurement by:
is the weighted innovation, which uses all the validated measurements (Nv).
u ,,(k) is the degree of membership of measurement j to target i at time k as obtained by (3.7)
is the innovation due to new measurement Ki(k+1): is the standard Kalman filter gain.
If we proceed by the same manner as the well known Probabilistic Data Association Filter technique [3, 9] The updated covariance can be obtained as:
is the standard covariance update equation, and
The matrix P,2(k +1)shows the effect of the measurements that did not originate from the object in track by increasing the covariance of the estimate. This follows from the fact that the matrix P,2 (k+1)is positive semi definite [9] .The flow diagram of the (FDAF) is shown in Fig.1 Compute Kalman gain
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Compute the associated error covariance Pk for the update estimate eqn. 
5-Simulation Results.
To assess the performance of the proposed (FDAF), we suppose a test scenario of two targets (close together) moving with constant course and speed until time t= 30 sec when they maneuver highly in x and y direction with acceleration inputs (10g, 10g) for target 1, and (10g, -10g) for target 2 until t= 50 sec then they made another maneuver but in the reverse directions i.e. with acceleration inputs (-10g, -10g) for The sampling time T=1 sec. A Monte Carlo simulation of 50 runs has been obtained and the results are depicted, Fig.2 shows the true and the measured target trajectories, Fig.3 depicts the degree of membership of measurements 1,2 to target 1 during 100 sec. The degree of membership of measurement 1,2 to target 2 is in Fig.4 .
The results of tracking the two maneuvering targets by applying the proposed (FDAF) and by applying the standard Kalman filter (KF) are depicted in Fig.5 and Fig.6 respectively.The True and estimated velocity track in X-direction for (tg1) and (tg2) are depicted in Fig.7 and Fig.8 . respectively. The plots of the root mean square position and velocity error in X-direction for (tg1) and (tg2) are depicted in Fig.9 and Fig.10 respectively, (the plot in Y-direction are similar so it is omitted). It has been shown that the two trackers appear to be equally effective in the constant course of the target trajectories. However, during the maneuvering period the (FDAF) has a lower average error than the standard Kalman filter. Proceedings of the 10th ASAT Conference, 13-15 May 2003 Paper It is worth noting that RMS of both position and velocity error are strongly affected by the noise level of measurements of the targets (crl,""0 -2") ,). Table 1 shows this effect, the values of the RMS position and velocity errors for both targets (tg1, tg2) in X-direction, and in Y-direction, taking the noise level for both targets as a parameter is tabulated. It is recommended to cosider that the noise levels of both targets are equal.
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• ----75 The results indicate that the proposed (FDAF) achieves reasonable performance even in the presence of high level of measurement noise.
6-Conclusion.
A new tracking algorithm (FDAF) for tracking maneuvering multitarget tracking is presented in this paper: The algorithm incorporates all the observations within the gate of the predicted target state to update the state estimate using a membershipweighted sum of innovations obtained by Fuzzy cluster means algorithm. The major contribution of this work is the development of algorithm, which solves the interrelated tasks of data association and state estimation in one combined algorithm. The results show the effectiveness of the proposed algorithm to reduce the root mean square (position error, velocity error) in high maneuvering targets, and high level of measurement noise.
