We investigate several questions concerning the inference of the distribution of fitness effects (DFE) of new mutations from the distribution of nucleotide frequencies in a population sample. If a fixed sequencing effort is available, we find that the optimum strategy is to sequence a modest number of alleles (approx. 10). If full genome information is available, the accuracy of parameter estimates increases as the number of alleles sequenced increases, but with diminishing returns. It is unlikely that the DFE for single genes can be reliably estimated in organisms such as humans and Drosophila, unless genes are very large and we sequence hundreds or perhaps thousands of alleles. We consider models involving several discrete classes of mutations in which the selection strength and density apportioned to each class can vary. Models with three classes fit almost as well as four class models unless many hundreds of alleles are sequenced. Large numbers of alleles need to be sequenced to accurately estimate the distribution's mean and variance. Estimating complex DFEs may therefore be difficult. Finally, we examine models involving slightly advantageous mutations. We show that the distribution of the absolute strength of selection is well estimated if mutations are assumed to be unconditionally deleterious.
INTRODUCTION
The effect of a new mutation is often classified as being deleterious, neutral or advantageous. However, in reality, mutations have a continuous distribution of fitness effects (DFE), ranging from lethal or very strongly deleterious, through to slightly deleterious, to neutral, slightly advantageous and strongly advantageous. The nature of this DFE of new mutations is central to many problems in genetics, including the maintenance of quantitative and molecular genetic variation (Charlesworth et al. 1995) , the evolution of sex and recombination (Peck et al. 1997) , the consequences of small population size (Schultz & Lynch 1997) , the molecular clock (Ohta 1992 ) and the rate of genomic decay owing to Muller's ratchet (Loewe 2006) . Brian Charlesworth has made a number of important contributions to the study of the DFE. He was the first to appreciate that the proportion of adaptive substitutions could be inferred by adapting the McDonald -Kreitman test (McDonald & Kreitman 1991; Charlesworth 1994) . He was also one of the first to use the DFE in a population genetic analysis when he used parameter estimates from Mukai and Ohnishi's mutation accumulation experiments in Drosophila (Keightley 1994 ) to test whether background selection could explain how patterns of DNA diversity vary with the level of recombination in Drosophila (Charlesworth 1996) . More recently, he has developed, with Laurence Loewe, a method to infer the DFE for deleterious mutations using DNA sequence data .
To date, two approaches have been used to infer parameters of the DFE. 'Direct' methods estimate the fitness effects of new mutations induced or accumulated within organisms, and 'indirect' methods estimate the DFE from DNA sequence data (reviewed in . These two approaches are expected to yield information from different extremes of the spectrum of selective effects. Direct estimates from experiments to study induced or accumulated mutations are informative about mutations with relatively strong effects, whereas indirect approaches involving the analysis of DNA sequence data give us detailed information about relatively weakly selected mutations. In this paper, we investigate the information that can be gained about the DFE from an indirect approach.
DNA sequence data can be used in a number of ways to infer properties of the DFE. As the fate of a new mutation depends on the effective population size, N e , contrasting patterns of substitution and/or polymorphism between species of different N e can be used to infer the DFE (Eyre-Walker et al. Loewe and Charlesworth have implemented this approach by fitting gamma and lognormal DFEs to the non-synonymous and synonymous diversity in two species of Drosophila that have different effective population sizes.
Alternative methods infer the DFE from the distribution of allele frequencies in polymorphism datasets (Eyre-Walker et al. 2006; Boyko et al. 2008) . These methods estimate the DFE by fitting a distribution of selective effects to the site frequency spectrum (SFS), i.e. the allele frequency distribution in a population sample. The data consist of SFSs for sets of sites under selection and neutral sites. The neutral site SFS is used to help estimate the population mutation rate and to control for the effects of demography. Three methods have been developed to infer the DFE from polymorphism data, which differ mainly in how they deal with the effects of demography. The methods of and Boyko et al. (2008) estimate the DFE while simultaneously fitting a demographic model to the data, whereas the method of Eyre-walker et al. (2006) controls for demographic effects using a simple approximation. All three methods appear to give similar parameter estimates for most datasets. Recently, Eyre-Walker & Keightley (2009) have extended their method to estimate the proportion of adaptive substitutions by incorporating between-species divergence data (see also Boyko et al. 2008) .
In developing the above approaches to estimate parameters of the DFE, simulations have been used to check the performance of the methods, including how well they perform when the data depart substantially from the model assumptions. For example, although all three methods assume that there is free recombination, simulations suggest that they are robust to substantial departures from free recombination, unless linkage is extremely tight (Boyko et al. 2008; Eyre-Walker & Keightley 2009 ). However, there are still a number of questions related to what information can be inferred about the DFE based on the distribution of allele frequencies. In the present paper, we shall use simulations to address some of these issues. First, we shall look at questions relating to how much and what type of data are required to infer the DFE. For example, we shall investigate whether it is better to sequence more loci from a small number of individuals, or sequence fewer loci from a greater number of individuals. We will then go onto to address a more subtle question: how much information can we gain about the extremes of the DFE based on DNA sequence data with a reasonable sequencing effort?
MATERIAL AND METHODS (a) Assumptions
We assume a random mating population of effective size N e . We assume that there are L s neutral and L n selected unlinked nucleotide sites at mutationselection-drift balance with up to two alleles segregating at each site. The mutation rate per site is defined by the parameter N e m, which is assumed to be constant across neutral and selected sites. In the simulations, we assume a value for N e m of 0.001. This would generate equilibrium autosomal diversity in a diploid of 4N e m ¼ 0.004, which is in the range of silent nucleotide diversity levels typical of human and Drosophila populations (Li & Stadler 1991; Cargill et al. 1999; Andolfatto 2001 ). In the analysis, and in most of the simulations, mutations at the selected sites are assumed to have deleterious additive effects such that the fitnesses of the three genotypes are 1, 12s/2 and 12s. Selective effects of mutations are measured as a product of the effective population size, as the effective population size and selection coefficient cannot be separately estimated. We investigated cases in which mutational effects are drawn from a gamma distribution with parameters scale a and shape b:
where S ¼ 4N e s and G(b) is the gamma function.
We also investigated the effect on DFE parameter inference of advantageous mutations by simulating data under the 'partially reflected' distribution model of Piganeau & Eyre-Walker (2003) . In this model, each site can be occupied by one of two alleles. One allele has an advantage of þs and the other allele has a disadvantage of 2s. The probability density function of this partially reflected distribution is given by
Thus, for S ! 0, the density of positive-and negative-effect mutations of equal absolute selective effects tends to equality. For large jSj, the density of advantageous mutations becomes very small relative to deleterious mutations of equivalent absolute effect.
(b) Generating the expected SFS We used a simplified version of the method of EyreWalker et al. (2006;  hereafter EWWP2006) based on equilibrium diffusion theory results to calculate the expected number of sites showing j derived single nucleotide polymorphisms (SNPs) in a sample of n alleles from the population. The vector of such expected numbers of sites is known as the expected SFS. This was used both to generate the simulated data and in parameter inference. We simplified the EWWP2006 model by ignoring the correction for demography, so terms r j in eqns (1) and (2) of EWWP2006 are set to 1. This greatly accelerated computations and allowed more simulations to be run. We used the GNU Scientific Library (http://www.gnu.org/ software/gsl/) routines for numerical integration over allele frequency in evaluating eqn (1) of EWWP2006 and for integrating over the gamma distribution of selective effects. We also investigated a model with m discrete mutational effects, s i , in which we evaluated the SFSs for each mutational effect and calculated a weighted selected SFS, where the weights are p i , and Sp i ¼ 1.
(c) Simulated data To generate simulated SFSs, we first generated expected SFSs for neutral and selected sites as described above, then sampled randomly from these.
Let c s (c n ) be the cumulative number of sites with alleles segregating in the expected neutral (selected) SFS. We generated a random Poisson deviate (x) with mean c s (c n ), then randomly sampled x times from the neutral (selected) expected SFS in proportion to the relative frequencies of derived alleles numbers. The remaining L s 2 x (or L n 2 x) sites were therefore not segregating.
(d) Parameter inference
For a given set of parameter values (i.e. N e m, N e s, b), we calculated the likelihood of the simulated neutral and selected SFSs using the expected SFSs, assuming that the numbers of SNPs in each frequency category are Poisson distributed about their expectation (eqn (6), EWWP2006). We used folded SFSs throughout, i.e. we assumed that the direction of each mutation was unknown. The overall log likelihood was the sum of the log likelihoods for the neutral and selected SFSs. We computed maximum likelihood (ML) estimates of the parameters using the simplex algorithm (Nelder & Mead 1965) as implemented in Press et al. (1992) . This is different to the method described in EWWP2006, which used a Monte Carlo Markov chain to compute Bayesian parameter estimates.
We also considered inference of the DFE under a model with m discrete mutational effects classes in which the strength of selection and the proportion of density were parameters in the model; thus, the number of parameters to estimate is 2m, and as m increases the possibility of multiple maxima in the likelihood space increases. In order to search the parameter space under this model, we used 10 different simplex maximization runs with random starting values for s i and p i (i.e. the starting value for N e s i was 1000u 4 , where u is uniformly distributed between 0 and 1, with the constraint that N e s i . 0.1, and the starting value for p i was uniformly distributed between 0 and 1, with the constraint that Sp i ¼ 1). ML parameter estimates were obtained from the simplex run that gave the highest log likelihood. In test runs with 20 different sets of starting values, the same maxima were obtained as with 10 sets of starting values (data not shown).
We compared estimated (X i ) and true parameter values (X true ) in replicate simulations (of N r runs, typically 100). We also calculated root mean squared error, r.m.s.e.
, which simultaneously measures the variability among parameter estimates (X i ) and bias. For a perfectly unbiased estimator, r.m.s.e. is equivalent to the standard deviation among estimates from a large sample of independent simulation runs. Fit was compared independently for the different parameters, although it should be noted that the parameter estimates may be correlated.
RESULTS (a) Fixed total sequencing effort
In a sequencing experiment, one is usually faced with the question of how sequencing effort should be divided between the number of alleles (n) sequenced and the length of those sequences (L s and L n ).
To investigate this, we held L s and L n constant but varied n. We investigated simulated parameter values in the range of those typically inferred for amino acid-changing mutations in humans and Drosophila under a gamma distribution of selective effects (EyreWalker et al. 2006; Boyko et al. 2008) . Mean parameter estimates and r.m.s.e. for 100 replicate simulations in which n was varied from 4 to 128 with L s n ¼ L n n ¼ 4 Â 10 5 and 4 Â 10 6 are shown in tables 1 and 2, respectively. In cases with a total effort of 4 Â 10 5 sites, estimates of the arithmetic mean N e s are extremely noisy, and essentially meaningless, so are not shown. In these simulations, we also found that estimates of N e s and b can be unstable, such that ML estimates of either parameter can apparently approach infinity (! 1). This behaviour seems to be connected with the presence of a ridge in the likelihood surface between N e s and b. If there are few data, high values of N e s coupled with low values of b can give similar likelihoods to low values of N e s and high values of b. However, the results suggest that parameters are estimated most accurately, both in terms of proportional difference from their true means and r.m.s.e., for modest numbers of alleles sequenced. In the cases shown, about 10 alleles are close to the optimum. The results also suggest that b can be accurately estimated; however, even with large numbers of sites sequenced N e s tends to be poorly estimated, particularly if the distribution of effects is strongly leptokurtic (table 2). The difficulty in accurately estimating the mean mutational effect has been noted previously, as standard errors have typically been very large Boyko et al. 2008) . This arises because the arithmetic mean is strongly affected by extreme values.
(b) Increasing the number of alleles sequenced We then investigated simulations in which the number of individuals sequenced is increased, but L s and L n are constant (tables 3 and 4). Table 3 is intended to represent the case of whole genome sequence data (i.e. very large number of sites sequenced per individual). Capturing the genomes of large numbers of individuals is now feasible using high throughput sequencing technologies. The results (table 3) suggest that N e s and b estimates are close to unbiased unless the number of alleles sequenced is small, in which case the upwards bias previously noted is manifest. As expected, r.m.s.e. drops as the number of alleles sequenced increases. However, the rate of decline of r.m.s.e. for both N e s and b is less than linear with sqrt(n).
We then addressed the question of the amount of information on the DFE that can be obtained by analysing polymorphism data from one gene or a small number of genes. To do this, we simulated cases in which the numbers of selected and neutral sites (L n and L s ) are relatively small. In simulations with N e m ¼ 0.001 and L s ¼ L n ¼ 1000, which would represent the number of amino acid sites in a gene of typical length, parameter estimates were essentially uninformative, even for very large numbers of alleles Inferring the distribution of effects P. D. Keightley & A. Eyre-Walker 1189 sequenced (results not shown). For L s ¼ L n ¼ 5000, which would represent the number of sites in a large gene or a small group of average-sized genes, a sample size of at least 200 alleles appears to be needed to obtain close to unbiased estimates of b and reasonable precision (table 4). However, estimates of N e s are noisy and upwardly biased (results not shown), implying that much larger numbers of sites are apparently needed in order to obtain good estimates.
(c) Alternative models to the gamma distribution Previous analysis to infer the DFE using the SFSs for humans and Drosophila have focused on estimating parameters of certain distributions of effects (e.g. a gamma distribution or a lognormal distribution). However, the true DFE is certain to be different from the distribution assumed. For example, the true distribution may have multiple modes. A potentially more flexible way of performing such an analysis is to estimate the effects and relative frequencies of a number of discrete classes of mutational effects in the model. We investigated the behaviour of models of this kind by simulating data under the gamma distribution of mutational effects, then analysing the data under the assumption of m discrete classes of effects. We computed the mean log likelihood difference from the best-fitting model. As expected, this was always the model with the highest number of effects classes (table 5) . For datasets with many hundreds of alleles, an appreciable improvement in fit was apparent by changing from a three-to a foureffects model. We also computed the estimated mean and mean-squared mutational effect and compared these with expectation. The results suggest that upwards of 1000 alleles are required to obtain accurate estimates of the mean effect (table 5) . To estimate the mean-squared effect, an even higher numbers of alleles would be needed (table 5) . Under the gamma distribution considered above, all mutations are assumed to be deleterious. However, some mutations may have very slightly deleterious effects and it is therefore probable that there will also be a class of slightly advantageous mutations. There is some empirical evidence for this. There is evidence that species that have apparently increased in population size tend to show an increase in their evolutionary rate, which is consistent with the presence of slightly advantageous mutations (Charlesworth & Eyre-Walker 2007) . Does the presence of slightly advantageous mutations radically change our ability to estimate the DFE for deleterious mutations? To investigate this, we simulated data based on the method of EWWP2006 while including advantageous mutations under a partially reflected gamma distribution (Piganeau & Eyre-Walker 2003) , and inferred the distribution under the standard gamma distribution (table 6) . Under the partially reflected gamma model, it is assumed that each site can be occupied by one of two alleles; an advantageous mutation of selection strength þs, and a deleterious mutation of selection strength 2s. If we assume that the absolute strength of selection is gamma distributed, the realized distribution becomes partially reflected around the y-axis. Sites in which N e jsj ( 1 are equally likely to produce advantageous or deleterious mutations, whereas sites in which N e jsj ) 1 only generate deleterious mutations because the site is always occupied by the advantageous allele. Sites with N e jsj % 1 largely produce deleterious mutations, but have some advantageous mutations. Our results suggest that the presence of slightly advantageous mutations 
6 neutral and selected sites simulated. Some runs contained replicates that produced unstable numerical behaviour, and would not converge; such estimates are marked '-'. does not greatly affect the estimates of the DFE, particularly if at least modest numbers of alleles are sampled (8 or greater). Under these conditions, both the shape and the mean effect are well estimated, so the distribution of the absolute strength of selection is well estimated.
DISCUSSION
We have considered a number of issues concerning estimation of the DFE based on information in the SFS of polymorphism data. We first considered cases where the distribution simulated and the distribution assumed in the analysis were both gamma distributions. It is evident that sequencing a modest number of alleles is optimal. Thus, under a fixed sequencing effort, it is best to obtain as large an amount of sequence as possible in a modest number of alleles. The shape parameter of the distribution requires smaller sample sizes to be accurately estimated than the mean of the distribution, particularly if the distribution is leptokurtic. If a fixed amount of sequence per allele can be obtained, the accuracy of parameter estimates increases with diminishing returns as a function of the number of alleles sequenced. If the true distribution is highly leptokurtic, it may be necessary to sequence many tens of alleles to obtain unbiased, accurate estimates of the mean of the distribution. Unfortunately, estimating the DFE for individual genes seems difficult. We simulated data with a population mutation rate, u, of 0.004, which is about four times higher than in human populations (Li & Stadler 1991; Cargill et al. 1999) , and a few-fold lower than Drosophila (Andolfatto 2001) . For sequences of length 1000 bp, the method gave essentially meaningless estimates. With a sequence of 5000 bp, we could obtain meaningful estimates, but only if 256 alleles and above are sequenced. Given that the average gene length is approximately 1300 bp in humans (International Human Genome Sequencing Consortium 2001) and approximately 1800 bp in Drosophila (Adams et al. 2000) , this shows that it will generally be difficult to obtain gene-specific estimates of the DFE in humans, but this may be possible for longer genes in Drosophila if sufficient alleles are sequenced. The DFE is often modelled using a simple distribution, such as the gamma distribution (Keightley 1994; Piganeau & Eyre-walker 2003; Eyre-Walker et al. 2006; Keightley & EyreWalker 2007; Boyko et al. 2008) or the lognormal distribution . However, in reality, the distribution is likely to be more complex than these simple distributions, and may even be multimodal . It is therefore desirable to try to fit distributions of arbitrary complexity. We can envisage a number of ways of doing this. One possibility is to fit a 'stepped distribution' in which the x-axis is subdivided into a number of separate portions containing uniform density of N e s within each portion. The boundaries between portions and probability densities associated with each portion could be estimated in the model. For the present paper, we have instead chosen to investigate a more simple 'spike model' in which we modelled the DFE as a series of spikes with the positions and associated probability densities of each spike free to vary. For m spikes, there are therefore 2m 2 1 parameters used to model the DFE. Our results suggest that if the true distribution is a gamma distribution, unless very large numbers of alleles are sequenced (i.e. .1000), a three-spike model generally fits the data nearly as well as a four-spike model (i.e. there is little improvement in likelihood). However, we also found that estimates of mean and mean-squared effect are biased downwards, unless the number of alleles sequenced is very large. This implies that sequencing small numbers of alleles does not adequately capture the properties of the distribution. Although we have attempted to fit this model to multimodal distributions, our results also suggest that very large amounts of data will be needed to estimate complex DFEs. Furthermore, if there is an appreciable proportion of mutations with large N e s values in the distribution, any model, including the spike model or the gamma distribution, is not expected to capture these, unless the number of alleles sequenced is very large, because such mutations have a very low probability of segregating in a sample of DNA sequences.
In estimating the DFE from DNA sequence data, it is often assumed that mutations are unconditionally deleterious. However, in reality, it is probable that there is a balance between slightly advantageous and deleterious mutations, and there is some empirical evidence for the presence of slightly advantageous mutations (Charlesworth & Eyre-Walker 2007) . We have evaluated a model involving a partially reflected distribution that generates a balance between slightly advantageous and deleterious mutations. If we simulate data under a model in which there are both slightly deleterious and slightly advantageous mutations, and estimate the DFE under the assumption that there are only deleterious mutations in the model, estimates of the DFE are similar to the distributions of the absolute strength of selection. This implies that the presence of slightly advantageous mutations does not strongly affect estimates of the DFE. This is because strongly advantageous mutations (N e s ) 1) are very rare under the partially reflected gamma distribution and do not contribute substantially to polymorphism, very weakly selected mutations (N e s ( 1) behave as effectively neutral, and only slightly advantageous mutations (N e s % 1) contribute to the SFS in a way that is different from deleterious mutations. Hence, the SFS under the partially reflected gamma distribution tends to be quite similar to that under the standard gamma distribution in which mutations are assumed to be unconditionally deleterious.
Overall, our simulation results suggest that wholegenome polymorphism data should make it possible to infer accurate information about the DFE for certain classes of sites, such as non-synonymous sites of protein-coding genes. Our results also illustrate the limitations of such an endeavour. Inferring complex distributions and the DFE for single genes appear to be difficult propositions, although the former may be aided by sequencing samples of very large number of alleles. Sequencing of thousands, or perhaps tens of thousands, of alleles will soon become feasible via high throughput technologies. The information gained about the DFE is likely to be important in understanding the genetic basis of fitness and other quantitative traits.
