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a b s t r a c t
The Consensus Clustering problem has been introduced as an effective way to analyze
the results of different microarray experiments (Filkov and Skiena (2004a,b) [1,2]. The
problem asks for a partition that summarizes a set of input partitions (each corresponding
to a different microarray experiment) under a simple and intuitive cost. The problem on
instanceswith two input partitions has a simple polynomial time algorithm, but it becomes
APX-hard on instances with three input partitions. The quest for defining the boundary
between tractable and intractable instances leads to the investigation of the restriction of
Consensus Clustering when the output partition contains a fixed number of sets. In this
paper, we give a randomized polynomial time approximation scheme for such problems,
while proving its NP-hardness even for 2 output partitions, therefore definitively settling
the approximation complexity of the problem.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The problem of analyzing a set of points in order to isolate subsets of points that are closely related is known as clustering.
Clustering is a fundamental problem in computer science due to its broad applications in areas such as datamining, machine
learning, and bioinformatics.
An important application in the latter field regards the analysis of gene expression. Usually gene expression levels are
studied bymicroarray experiments, which aremainly focused on showing that some groups of genes have a similar behavior
under certain conditions. However, even slightly different experimental conditions may result in significantly different
expression data which, in turn, result into aggregating different genes. Moreover clustering together genes that have a
similar behavior is a prerequisite for any analysis step, as the result of a microarray experiment gives the expressions levels
of hundreds or thousands of genes over a few tens of timepoints. Consequently, any analysis performed directly on those
data suffers from their dimensionality and cannot be used to infer a gene regulatory network compatible determining how
different genes are activating or inhibiting each other.
Nowadays the use of microarrays has become widespread and sufficiently cheap to justify running a large battery of
experiments under similar, albeit not identical, conditions. The integration of the results of the aforementioned clustering
step is therefore the computational step needed to obtain a meaningful interpretation of the data.
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In this paper, wewill follow the formulation pioneered in [1,2], where a clustering approach to the integration of different
experimental microarray experimental data was introduced. In the proposed formulation, called Consensus Clustering,
the genes are represented by elements of a universe set. The experimental data under certain experimental condition
are represented as a partition of the universe set, where a set represents elements (genes) that have similar expression
level in the experiment. The proposed approach then computes the consensus of the partitions given by a collection of
gene expression data, since integrating different experimental data is a potentially useful summary of all experimental
data.
More precisely, the Consensus Clustering problem asks for a partition of the universe set that reconciles a set of input
partitions on the same universe. In this paper we will concentrate on the distance between two partitions defined as the
number of pairs of elements that are clustered differently in those partitions. Then the cost of a solution (that is a partition
π ) is equal to the sumof the distance ofπ and all input partitions. This problemhas been studied extensively in the literature
and its NP-hardness over general instances is well-known [3,4].
The main goal of the paper is to study the approximation complexity of some variants of the minimization version of
Consensus Clustering. Let P be a minimization problem, let c(·) be the cost function of P (that is the cost of any instance
of P) and let A be an approximation algorithm for P , that is A computes a feasible solution A(I) for each instance I of P . Then
algorithm A has a guaranteed r approximation ratio if c(A(I))/c(opt(I)) ≤ r , where opt(I) is an optimal solution over the
instance I . A polynomial time approximation scheme (PTAS) is an approximation algorithm which, for any fixed constant
ϵ > 0, has a guaranteed 1+ ϵ approximation ratio and polynomial time complexity [5]. Notice that the time complexity is
usually a polynomial of nwith exponent O(1/ϵ). A minimization problem P is called APX-hard if all optimization problems
that have a polynomial time guaranteed constant approximation ratio can be L-reduced to P (an L-reduction preserves some
relations between the costs of approximate and optimal solutions). The most striking consequence is that an APX-hard
problem cannot admit a PTAS, unless P ≠ NP [6].
The minimization version of Consensus Clustering, calledMinimum Consensus Clustering, admits a 32 -approximation
algorithm [7], as well as a number of heuristics based on cutting planes [8] and simulated annealing [2]. In the latter paper
it was observed that the problem is trivially solvable for instances of at most two partitions. In [7] it was introduced the
question of determining the computational complexity of the problem for bothminimization andmaximization versions on
l input partitions, for any constant l > 2. Such question has been partially answered by showing thatMinimum Consensus
Clustering is APX-hard even on instances with three input partitions [9]. The quest for a better understanding of the
approximation complexity of the computational problem asks for identifying a tighter separation between restrictions
that can or cannot be approximated efficiently. Consequently we focus on a different restriction of Minimum Consensus
Clustering, calledMinimum Consensus k-Clustering and denoted by k-Min-CC, where the desired consensus partition has
at most k sets, where k is a constant (without any restriction on the input partitions).
Our paper, and the model it studies, builds upon an extensive literature on clustering and especially on algorithms on
dense instances. A problem closely related toMinimum Consensus Clustering isMinimum Correlation Clustering [7]. In
Minimum Correlation Clustering the instance is a complete graph where each edge is associated with a label in {+,−},
and the goal is to compute a partition of the vertices of the graph so that the sum of the number of co-clustered vertices
joined by− edges and the number of vertices joined by+ edges and not co-clustered is minimized.
The restriction of Minimum Correlation Clustering where the output partition has at most k sets, is NP-hard but
admits a randomized PTAS [10] which builds upon the main algorithmic ideas of a PTAS for Metric k-Clustering [11].
More precisely, [11] introduces the idea of sampling a small set of elements, computing all possible clusterings of such set
and then extending greedily each solution one element at a time. The key insight of [10] is that the solution can be divided
into large and small sets, where large sets are provably almost optimal, and recursing over all elements that are not in a
large sets leads to a good solution.
Since [10] deals with theMinimum Correlation Clustering problem, the technical results contained therein are based
on unweighted instances and cannot directly hold for completely arbitrary weights. Our main contribution is a refined
analysis of the algorithm of [10], allowing a larger sample set, in order to consider some weighted instances of Minimum
Correlation Clustering that contain all instances of Minimum Consensus k-Clustering. Consequently we show that
Minimum Consensus k-Clustering has a randomized PTAS, when combining the refined analysis with the additive error
algorithm forMinimum Consensus k-Clustering of [9].
Finally we prove that the Minimum Consensus k-Clustering is NP-hard, hence making a PTAS essentially the best
possible algorithm for the problem.
A few remarks are in order. First we want to notice that neither Minimum Correlation Clustering nor Minimum
Consensus Clustering is a special case of the other. In fact the input graph in the former problem is unweighted, and
its 0/1 values might not obey the triangle inequality.
Independently from our work, there has been a considerable research activity on Minimum Consensus k-Clustering
andMinimum Correlation k-Clustering. Most germane to our paper is the randomized PTAS forMinimum Consensus k-
Clustering by Coleman andWirth [17] which presents a new algorithm for the problem, employing an unrelated technique.
An even more recent paper is the one by Karpinski and Schudy [18] where, among other results, a randomized PTAS for
Minimum Correlation k-Clustering is given. The PTAS described in [18] improves upon that in [10] by using a constant-
size sample set which allows for a smaller time complexity (see Tables 1 and 2).
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Table 1
Computational complexity and algorithms forMinimum Consensus
Clustering. Boldfaced entries are shown in this paper. Hardness
results extend to more general problems and algorithms apply also
to restricted versions.
k output partitions l input partitions
2 Fixed,≥3 Unbounded
1 trivial trivial trivial
fixed,≥2 polytime NP-hard PTAS
unbounded polytime APX-hard [9]
Table 2
Computational complexity and algorithms forMinimum Correlation Clustering.
Hardness results extend to more general problems and algorithms apply also to
restricted versions.
Goal Min Max
unweighted, NP-hard [12]
fixed k PTAS [10]
unweighted, APX-hard [12]
unbounded k 4-approx [7] PTAS [12]
bounded maximum ratio PTAS [9]
general O(log n)-approx [13–15] 0.766-approx [13,16]
2. The problem
We can now introduce some definitions related to the formulation of the Minimum Consensus k-Clustering problem
studied in this paper. Two elements i, j of the universe set are co-clustered in a partition π if they belong to the same set of
π . In such case we will write i =π j. In the following all pairs of elements are assumed to be unordered (that is the pair (i, j)
is equal to (j, i)).
Definition 2.1. Let V be a universe set and let π1, π2 be two partitions of V . Let d(π1, π2) denote the symmetric difference
distance defined as the number of pairs of elements co-clustered in exactly one of π1 and π2, that is | {(i, j) : i =π1 j∧ i ≠π2
j ∨ i ≠π1 j ∧ i =π2 j} |. Let s(π1, π2) denote the similarity measure defined as the number of pairs of elements co-clustered
in both partitions plus the number of pairs of elements not co-clustered in both partitions π1 and π2.
Given two elements i, j of the universe set V and a set Π = {π1, . . . , πl} of partitions of V , we denote by sΠ (i, j) (or
simply s(i, j)wheneverΠ is known from the context) the number of partitions ofΠ in which i, j are co-clustered. Similarly,
we denote by dΠ (i, j) (or simply d(i, j)) the number of partitions ofΠ in which i, j are not co-clustered. Clearly, for each pair
(i, j), the sum dΠ (i, j)+ sΠ (i, j) is equal to the number of partitions inΠ .
Let π1 and π2 be two partitions. Then their distance, denoted by d(π1, π2), is the sum

(i,j) d{π1,π2}(i, j).
We are now able to formally introduce the problem we will study in this paper, Minimum Consensus Clustering
when the output partition is required to have at most k sets (the problem is denoted by k-Min-CC): we are given a set
Π = {π1, π2, . . . , πl} of partitions over universe V and we want to find a partition π of V , such that π has at most k sets
and π minimizes d(π,Π) = li=1 d(π, πi), that is the cost of solution π . In what follows, we denote by k-Min-CC(l) the
restriction of the k-Min-CC problem where the input consists of exactly l partitions of V .
As we have already stated in the introduction, a related problem is Minimum Correlation Clustering, whose input is
a complete labeled graph G = (V , E), where each edge is labeled by either + or − and the goal is to compute a partition
{C1, C2, . . . , Ck} of the V so that the number of+ edges cut by the partition plus the number of− edges inside a same set Ci
is minimized.
It is possible to generalize Minimum Correlation Clustering with a weighted version, whose instance is a complete
labeled graph where each edge e is labeled by a ordered pair (s(e), d(e)) of non-negative integers. In this case, the goal is
to compute a partition of the vertex set so that the sum of s(e) for all edges cut by the partition, plus the sum of d(e) for all
edges inside a set Ci is minimized.
In such setting, theMinimum Correlation Clustering problem is the restriction where d(e) + s(e) = 1 for all edges e,
while the Minimum Consensus Clustering results in a different restriction on the labels. More precisely, d(e) + s(e) = l
for all edges e – where l is the number of input partitions – but the d(·) values must obey the triangle inequality – which
is not necessarily true forMinimum Correlation Clustering. This argument immediately shows that neither ofMinimum
Consensus Clustering norMinimum Correlation Clustering is a restriction of the other.
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3. The PTAS
In this section we present a randomized PTAS for k-Min-CC, that is for any ϵ > 0 a polynomial time approximation
algorithm computing a solution that, with high probability, has cost at most 1 + ϵ times the optimum. Notice that, due to
the APX-hardness of the problem, the time complexity is exponential in k. Let G = (V , E) be a complete labeled graph that
instance of k-Min-CC, where each edge e is labeled with the values d(e) and s(e).
Our algorithm is a simple adaptation of MinDisAg [10] to solve k-Min-CC, but we recall that our main contribution lies in
the refined analysis of the algorithm. The new algorithm is detailed as Algorithm 1. We recall that l denotes the number of
input partitions, and k denotes the number of sets in the output partition. Given a partition P of V , the cost of P is denoted
by cost(P).
Now we will describe MinDisAg [10] and point out the changes we introduce. First of all, some ‘‘small’’ instances are
solved by a brute force approach, namely when only one set must be computed or when the number n of input elements is
at most 16k2. In fact in the latter case there are at most k16k
2
possible partitions of V , which is effectively a constant.
Assume now that the universe contains more than 16k2 elements and let ϵ′ be equal to ϵ
128·202k4 (i.e. ϵ
′ is a constant
depending only on ϵ and the number of sets in the output partition), which is a different value than in [10].
If the optimum is larger than ϵ′n2, we apply an approximation algorithm [9] for themaximization version of the problem,
where the approximation algorithm computes a solution with a ϵϵ′n2 guaranteed additive error. Clearly, the same solution
is also within a ϵϵ′n2 additive error of the optimum of the minimization version of the problem. Since the optimum is larger
than ϵ′n2, the approximation ratio is at most ϵϵ
′n2+ϵ′n2
ϵ′n2 = 1 + ϵ, that is the algorithm of [9] computes an approximate
solution within the required (1+ ϵ)multiplicative bound.
Therefore, in the following of the description of the algorithm, we only need to deal with instances whose optimum is at
most ϵ′n2. The algorithm samples t elements of V and puts those elements into a subset S. In order to make the analysis of
the algorithm as similar as possible to the one of [10], we need to increase t from the value 2
9·103k4 log n
ϵ2
of [10] to 2
9·107k4
ϵ2
log n,
but still t ∈ O(log n). By the size of S, it is possible to compute all partitions of S in polynomial time. The remaining part of
the algorithm will be executed on each partition of S. Since the steps that the algorithm performs for each partition require
polynomial time, the whole algorithm has polynomial time complexity.
Let Sp be a partition of S. Then the algorithm applies a greedy procedure to extend Sp: it assigns independently each
element x ∈ V \ S to the cluster of Sp that minimizes the total cost of all pairs (x, y) where y is an element of S. Clearly
the analysis of this step will be more sophisticated than the one in [10], since the cost function in our problem is more
complicated.
This procedure computes a clustering {C1, . . . Ck} of V . Each set is large or small, depending onwhether such set contains
at least n2k elements. The large sets are retained, while all small sets aremerged together obtaining a new universe set which
is in turn recursively fed to the same algorithm, only this time requiring a smaller (i.e. 1 + ϵ/3) and asking for a partition
with fewer sets.
3.1. Analysis of the algorithm
The main contribution of this section lies in Lemma 3.1 which is a stronger version of a result in [10]. In fact the proof of
Lemma 4.2 in [10] is tailored on the unweighted version ofMinimum Correlation Clustering, as the main technical device
of the proof is a binary variable that states whether two elements are clustered together in the input instance. In our case
such a variable cannot be binary but it must draw its values from a discrete set, since two elements can be clustered together
in some, but not all, input partitions.
We recall that t is the size of the sample set S. Moreover letD = {D1, . . . ,Dk} be the optimal solution (whose cost is
denoted by γ n2). Let SD be the partition {X ∩ S : X ∈ D}, that is the restriction of D to the set S. In this section we will
mainly focus on the iteration of steps 9–23 where such SD is extended to a partition of the universe set V .
We need some additional definitions. LetA be a partition of a set A ⊆ V , and let u be an element of V . Then NA(u) is the
set {y ∈ A \ {u}, x =A y}, that is the set of all elements in A, different from u, that are co-clustered with x in A. Moreover
we define valA(u) as
valA(u) = 1
l|A \ {u}|
 
x∈NA(u)
s(x, u)+

x/∈NA(u)
d(x, u)
 .
Informally valA(u) is the fraction of all input pairs (u, x)where x is an element of A, considered distinctly for each input
partition, of those such pairs where u and x are co-clustered in the same way as inA.
Notice that valA(u) gives an estimate of the cost of all pairs involving u that is independent of the size of the universe set
(since they are normalized by the number of elements of the universe set). Therefore those values can (and will) be used to
compare partitions of different sets, and in particularD (the optimal solution) and SD (the restriction of the optimal solution
to the sample).
Let A = {A1, . . . , Ak} be a partition of the set A, then A(u, i) is the partition obtained from Amoving the element u to
the set Ai (notice that umay not belong to A). Given an integer j, with 1 ≤ j ≤ l, we define pvalA(u, i) = valA(u,i)(u). Notice
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Algorithm 1:MinDisAg(k, ϵ)
1 Input: A setΠ of partitions of V
Output: A k-clustering of the graph, i.e. a partition of V into at most k sets V1, . . . , Vk
2 if k = 1 then
3 Return the obvious 1-clustering V1 = V ;
4 if n ≤ 16k2 then
5 Return the optimal k-clustering, obtained by exhaustive search;
6 ClusMax←the result of the PTAS for Max k-Consensus Clustering [9] with guaranteed ϵϵ′n2 = ϵ2
128·202k4 n
2 additive
error;
7 β ← ϵ
25·102k2 ;
8 Pick a sample S ⊆ V by drawing | S |= 500
β2
log n = 29·107k4
ϵ2
log n elements uniformly at random with replacement;
9 m ←∞;
10 foreach partition S¯ of S, S¯ = {S1, . . . , Sk} do
11 Initialize the clusters Ci ← Si for 1 ≤ i ≤ k;
12 foreach u ∈ V \ S do
13 ju ← argmini

cost

S¯ \ Si ∪ (Si ∪ {u})

;
/* ju maximizes pvalS¯(u, ju)} */
/* valS¯(u)← pvalS¯(u, ju) */
14 Add u to the set Cju ;
/* Compute the set of large and small clusters */
15 Large← {j | 1 ≤ j ≤ k, | Cj |≥ n2k };
16 Small← {1, . . . , k} \ Large;
17 l ←| Large | and s ← k− l =| Small |;
18 W ←j∈Small Cj;
19 Π ′ ← the restriction of the partitions inΠ to the new universe setW ;
20 Recursively call MinDisAg on the partitionsΠ ′ and with arguments (s, ϵ/3). Denote byW ′1,W
′
2, . . .W
′
s the result;
21 C ← {C1, . . . , Cl,W ′1, . . .W ′s};
22 if cost(C) < m then
23 m ← cost(C);
24 ClusMin← C;
25 Return the better of the two clusterings ClusMax and ClusMin;
that pval is an abbreviation for possible val. in fact pvalA(u, i) is equal to valB(u)when we assign the element u to the i-th
set ofA. The loop at lines 11–13 of Algorithm 1 assigns greedily each element not in S to a set of the partition S¯. Our analysis
will show that almost all elements are assigned optimally. Instead of studying directly the cost of all possible assignments,
we will study the values of pvalS¯j (u, i), which is a measure of the actual cost. Most notably, the set ju to which the element
u is assigned (see line 12 of Algorithm 1) is also the set maximizing pvalS¯(u, ju).
As we stated previously, we need a way (based on the notion of pval) to compare partitions on different universe sets.
More precisely we need to compare the optimal solutionD with another partition. The first application of this idea will be
Lemma 3.1, where we will prove that D is close to SD with high probability. Now we can introduce the notion of β-good
partition. Let X be a subset of V ,A be a partition of X and set β = ϵ
128·202k4 . ThenA is β-good if for each u ∈ V , 1 ≤ i ≤ k,pvalA(u, i)− pvalD(u, i) ≤ β.
As anticipated previously, the following lemma proves that SD is, with high probability, a good sample of the optimal
solution.We recall thatNA(u) is the set of elements different from u that inA are clustered together with u. The proof of the
lemma also shows the main technical difficulty we had to address in order to extend the analysis of [10]. In fact the variable
p(i, j) is not binary any more, but has values over a discrete domain.
Lemma 3.1. The partition SD is β-good with probability at least 1− O( 1√n ).
Proof. Let v be an element of S and let u be an element of V . Let p(v, u, i) be a variable such that p(v, u, i) = s(v, u)/l if
v ∈ ND(u,i)(u) and p(v, u, i) = d(v, u)/l if v /∈ ND(u,i)(u). Notice that p(v, u, i) plus the cost of the pair (u, v) inD(u, i) is
always l.
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By construction of p(v, u, i) and pvalD(u, i), the expectation E[p(v, u, i)] taken over all elements v is equal to pvalD(u, i),
since the set S is sampled randomly from V . Also notice that
pvalSD (v, i) = valSD (v,i)(v) =

x∈NSD (v)
s(x, v)+ 
x/∈NSD (v)
d(x, v)
l|S \ {v}| =
1
|S \ {v}|

x∈S\{v}
p(x, v, i),
as the latter equality is an immediate consequence of the definition of p(x, v, i).
The Hoeffding bound states that, given some causal variables Xi such that 0 ≤ Xi ≤ 1, Pr[|E[Xa] − 1m
m
a=1 Xa| >
β] ≤ 2e−2mβ2 . In our case the causal variables Xa are p(v, u, i), and the sum is over all elements v ∈ S \ {u}, therefore the
inequality becomes Pr[|p(v, u, i)− 1|S\{u}|

v∈S\{u} p(v, u, i)| > β] ≤ 2e−2(|S\{u}|)β2 ≤ 2e−2|S|β2 . By the previous arguments,
the inequality can be rewritten as Pr[|pvalD(u, i) − pvalSD (u, i)| > β] ≤ 2e−2|S|β2 , which gives an upper bound on the
probability that any element u ∈ V does not satisfy the requirements of a β-good set.
Applying a union bound we obtain that the probability of having at least one of the |S| elements not satisfying the
requirements is at most 2|S|e−2|S|β2 . Since |S| = 500 log n
β2
, the partition SD is β-good with probability at least 1 −
2 500 log n
β2
e−1000 log n = 1− 210·107k4
ϵ2
· log n
n1000
, which is trivially larger than 1− c√n for some constant c . 
We will now provide some simple generalizations of the Lemmata in [10], omitting the proofs whenever they are
straightforward extensions of those in [10]. Just as in [10], we will assume that the sample S is β-good, for some constant
β , and we will focus on the iteration of the algorithm for the partition S¯ = D of S. We will denote by C1, . . . , Ck the sets in
ClusMin at the end of such iteration.
By construction of the algorithm the final partition returned by the algorithm is at least as good as C. Moreover by
Lemma 3.1 the partition SD is β-good with high probability, therefore in the following we will also assume that SD is β-
good.
Intuitively, wewill classify sets of a partition into large and small sets, where large sets of an optimal partition are almost
perfectly clustered (that is almost all elements they contain are clustered in a way that is perfectly consistent with all input
partitions), and large sets of the approximate partition are very similar to large sets of the optimal partition.
The next lemmata characterize the structure of an optimal solutions and of the solution computed by the algorithmunder
the assumption that (i) the optimal solution has a very small cost and (ii) SD is β-good.
The structure of the proof is: first we show that elements that aremisplaced by the algorithm are notmuchmore costly in
the approximate solution than in the optimal solution, since SD is β-good andwe cluster the elements greedily according to
SD , therefore the placement is optimalwithin the sample set (Lemma3.2). Thenwe identify bad elements that is all elements
contributing a non-negligible cost in the optimal solution, showing that only a few bad elements can exists, for otherwise
the optimal solution would be too expensive. Successively we will prove that good elements that are misplaced by the
algorithm are put into small clusters (Lemma 3.3). The last fundamental results are that, under some technical conditions,
all good elements in large clusters are clustered by our algorithm exactly as in the optimal solution (Lemma 3.4), and that
there exists a solution that is not too expensive andwhere all large clusters of the optimal solution are retained (Lemma 3.5).
We conclude our proof showing that the technical assumptions regarding some values actually hold (Lemmata 3.7 and 3.8).
As just stated, the first step of the proof is a technical lemma reinforcing the property that the errors introduced by
our algorithm are not too many (or too costly). The proof of the following lemma is the one of [10], reported here for
completeness.
Lemma 3.2 (Lemma 4.3 in [10]). Let u ∈ V \ S with u ∈ Ds (that is the s-th set of the optimal solution) and u ∈ Cr for r ≠ s
(that is u is misplaced by the algorithm). Then pvalD(u, r) ≥ pvalD(u, s)− 2β = valD(u)− 2β for each 0 ≤ j ≤ k.
Proof. Notice thatD(u, s) = D(u), therefore valD(u) = pvalD(u, s). Since SD is β-good, pvalSD (u, s) ≥ pvalD(u, s) − β
and pvalD(u, r) ≥ pvalSD (u, r) − β . Also by construction of the algorithm, since u ∈ Cr , then pvalSD (u, r) ≥ pvalSD (u, s).
Combining all the inequalities we get pvalD(u, r) ≥ pvalSD (u, r) − β ≥ pvalSD (u, s) − β ≥ pvalD(u, s) − 2β =
valD(u)− 2β . 
Recall that l is the number of input partitions, define Tlow as the set {u ∈ V : valD(u) ≤ 1− 120k2 }, and let us call bad all
elements in Tlow and good all elements that are not bad. As each bad element u contributes to the cost of a solution for at
least 12 l(n− 1)(1− valD(u)) ≤ 140k2 l(n− 1), and the total cost is γ n2, a simple counting argument allows us to prove that
there are at most 80γ nk
2
l bad elements.
For clarity’s sake, we split Lemma 4.4 in [10] into two separate statements, where the first statement (Lemma 3.3) is
actually proved in the first part of the proof of Lemma 4.4 in [10], while the second statement (Lemma 3.4) corresponds
to Lemma 4.4 in [10]. Those technical results show that (i) the algorithm clusters almost optimally all good elements and
(ii) all good elements in Large are optimally clustered, pending a condition on various parameters that will be proved at the
end of the section (for the definition of Large and Small see Algorithm 1). More precisely, Lemma 3.4 states that misplaced
good elements must belong to some small sets, which in turn implies that the majority of good elements must be optimally
clustered, since each small set contains at most n/2k elements and there are at most k− 1 small sets.
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Lemma 3.3. Let u be an element in Ci \ Tlow but not inDi \ Tlow . Then u ∈ Dj, for some j ≠ i, and |Di| ≤ 2( 120k2 + β)n+ 1.
Proof. The proof is the same as in [10], except for the observation that pvalD(u, j) + pvalD(u, i) ≤ 2 − |Di|+|Dj|−1n−1 , by our
definition of pval and since each pair (u, x), with x ∈ Di ∪Dj but x ≠ u, is correctly co-clustered when u is in eitherDi or
Dj but not in both cases.
More precisely, since u is not bad, valD(u) ≥ 1 − 1
20k2
, that is pvalD(u, j) ≥ 1 − 1
20k2
. By Lemma 3.2 we know that
pvalD(u, j) ≥ pvalD(u, i)− 2β , which implies that pvalD(u, j)+ pvalD(u, i) ≥ 2(1− 1
20k2
−β). Combining such inequality
with pvalD(u, j)+ pvalD(u, i) ≤ 2− |Di|+|Dj|−1n−1 we obtain 2(1− 120k2 −β) ≤ 2−
|Di|+|Dj|−1
n−1 , which implies 2

1
20k2
+ β

≥
|Di|+|Dj|−1
n−1 ⇒2(n−1)( 120k2+β)+1 ≥ |Di|+|Dj|which is equivalent to |Di|+|Dj| ≤ 2(n−1)( 120k2+β)+1 ≤ 2( 120k2+β)n+1,
concluding the proof. 
Lemma 3.4. Let i be an element in Large, and assume that n2k−γ n2 40k
2
l(n−1) > (k+1)

2n( 1
20k2
+ β)+ 1

and 2( 1
20k2
+β)n+k <
n
2k − 80γ nk
2
l . Then Ci \ Tlow = Di \ Tlow .
Proof. Let x ∈ V \Tlow . Without loss of generality we can assume that x ∈ C1 \Tlow and x ∈ D1∪Tlow . First wewill prove that
C1 \ Tlow ⊆ D1 \ Tlow . Assume to the contrary that there exists a y ∈ C1, y /∈ D1, Tlow , therefore (without loss of generality)
y ∈ D2. By Lemma 3.3, and since there are at most k sets inD , then |C1 \ (D1 ∪ Tlow)| ≤ 2( 120k + βk)n+ k.
Since C1 \ (D1 ∪ Tlow) = (C1 \ Tlow) \D1 thenD1 ⊇ (C1 \ Tlow) \ (C1 \ (D1 ∪ Tlow)). Hence |D1| ≥ |C1| − |Tlow| − |C1 \
(D1 ∪ Tlow)| ≥ n2k − γ n2 40k
2
l(n−1) − 2( 120k + βk)n + k. But n2k − γ n2 40k
2
l(n−1) − 2( 120k + βk)n + k > 2( 120k2 + β)n + 1, which
contradicts |D1| ≤ 2( 120k2 + β)n + 1. In fact n2k − γ n2 40k
2
l(n−1) − 2( 120k + βk)n + k > 2( 120k2 + β)n + 1 can be rewritten as
n
2k − γ n2 40k
2
l(n−1) > (k+ 1)

2n( 1
20k2
+ β)+ 1

.
Now we know that C1 \ Tlow ⊆ D1 \ Tlow and we would like to prove that C1 \ Tlow ⊇ D1 \ Tlow , along the same lines
as for the first part. Assume to the contrary that there exists a y ∈ D1, y /∈ C1, Tlow , therefore (without loss of generality)
y ∈ C2. Again by Lemma 3.3, both D1 and D2 have at most 2( 120k2 + β)n + 1 elements. Notice that C1 \ Tlow ⊆ D1, since
C1 \ Tlow ⊆ D1 \ Tlow , moreover C1 is large, therefore |C1| ≥ n2k . By the value of |Tlow|, |C1 \ Tlow| ≥ n2k − 80γ nk
2
l , while
|D1 \ Tlow| ≤ |D1| ≤ 2( 120k2 + β)n+ k, which contradicts the hypothesis of the lemma 2( 120k2 + β)n+ k ≥ n2k − 80γ nk
2
l . 
Nowwe are able to show that there is a solution where some sets are exactly the large sets in ClusMin and whose cost is
at most (1+ ϵ/2) times the optimum. This fact justifies the recursive step of the algorithm. The condition under which the
lemma holds will be proved at the end of the section.
Lemma 3.5. Assume that l(n− 1)|Tlow|

2β + |Tlow |l(n−1)

≤ ϵ2γ n2. Then there exists a solution F = {F1, . . . , Fk} such that the cost
of F is at most γ n2(1+ ϵ/2) and Fi = Ci for each i in Large.
Proof. Let F be the solution consisting of all large sets in ClusMin and where all remaining elements are partitioned as in
D . Clearly the only pairs of elements that might not be partitioned in F as in ClusMin are the ones containing at least one
element of Tlow , by Lemma 3.4. By the definition of val, cost(F)− cost(D) ≤ l(n− 1)x∈Tlow valD(x)− valF (x).
We have to consider two different cases, depending on whether x ∈ Tlow belongs to sets Ci,Di for a certain i, or not. In
the first case without loss of generality x is in both C1 andD1. Hence the set of pairs that are clustered differently in ClusMin
and inD are of the form (x, y)where y ∈ Tlow , which in turn implies that valF (x) ≥ valD(x)− |Tlow |l(n−1) .
Let us now consider the second case, that is x ∈ Ci and x ∈ Dj with i ≠ j. Without loss of generality we can assume
that x ∈ C1 and x ∈ D2. Applying Lemma 3.2 we know that pvalD(x, 1) ≥ valD(x) − 2β . Also notice that in D(x, 1)
and F , the element x belongs to the same set therefore, just as for the first case, valF (x) ≥ valD(x,1)(x) − |Tlow |l(n−1) , but
valD(x,1)(x) = pvalD(x, 1). Combining all inequalities we obtain valF (x) ≥ pvalD(x, 1) − |Tlow |l(n−1) ≥ valD(x) − 2β − |Tlow |l(n−1) ,
where the last inequality comes fromLemma3.2. In both caseswe can say that valF (x) ≥ valD(x)−2β− |Tlow |l(n−1) . An immediate
consequence is that cost(F) − cost(D) is at most l(n − 1)x∈Tlow valF (x)− valD(x) ≤ l(n − 1)|Tlow| 2β + |Tlow |l(n−1). The
claim follows since l(n− 1)|Tlow|

2β + |Tlow |l(n−1)

≤ γ n2ϵ/2, by the hypothesis of the lemma. 
Since the partitions F and ClusMin are the same for all pairs where at least one element is in a large set of ClusMin, an
immediate consequence is that the solution returned by the algorithm has cost at most γ n2(1+ ϵ/3)(1+ ϵ/2)which is at
most equal to γ n2(1+ ϵ) for any sufficiently small ϵ.
To complete the analysis of the algorithm, we need to prove that the assumptions that we have made in some of the
previous lemmata actually hold. The proofs are mechanical and quite tedious consequences of the values of β , γ and ϵ′.
Lemma 3.6. l(n− 1)|Tlow|

2β + |Tlow |l(n−1)

≤ ϵ2γ n2.
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Proof. Since |Tlow| ≤ 40γ n2k2l(n−1) ≤ 80γ nk
2
l and β = ϵ25·102k2 , it suffices to prove that l(n−1) 80γ nk
2
l

ϵ
24·102k2 + 40γ n
2k2
l2(n−1)2

≤ ϵ2γ n2
that is equivalent to 160(n− 1)k2

ϵ
20·80k2 + 40γ n
2k2
l2(n−1)2

≤ ϵn. Since we are only interested in instances where the algorithm
of [9] fails to provide a (1 + ϵ) approximation ratio, we can assume that γ < ϵ′ = ϵ
29·102k4 . Moreover n
2/(n − 1)2 ≤ 2
and n− 1 < n, consequently it suffices to prove that 160k2

ϵ
20·80k2 + ϵ26·10k2 l2

≤ ϵ. Simplifying we obtain

1
8 + 14l2

≤ 1
which trivially holds, since l ≥ 2. 
Lemma 3.7. If n ≥ 16k2 then n2k − γ n2 40k
2
l(n−1) > (k+ 1)

2n( 1
20k2
+ β)+ 1

.
Proof. Just as in the proof of Lemma 3.6, we can assume that γ < ϵ
29·102k4 , therefore we need only to prove
n
2k −
ϵn2
29·102k4
40k2
l(n−1) > (k + 1)

2n( 1
20k2
+ β)+ 1

. Since n/(n − 1) ≤ 2, it suffices to prove that 12k − ϵ28·10k2 l > (k +
1)

1
10k2
+ 2β + 1n

.
Since n ≥ 16k2 and β = ϵ
25·102k2 l it suffices to prove that
1
2k − ϵ28·10k2 l > (k + 1)

1
10k2
+ 2 ϵ
25·102k2 + 116k2

, that is
equivalent (after simplifying) to 12 − ϵ28·10kl > k+1k

1
10 + ϵ24·102 + 116

. The last inequality immediately follows from the
observation that ϵ ≤ 1 and k, l ≥ 2. 
Lemma 3.8. If n ≥ 16k2 then 2( 1
20k2
+ β)n+ k < n2k − 80γ nk
2
l .
Proof. By the values of γ and β it suffices to prove that 2( 1
20k2
+ ϵ
25·102k2 )n+ k < n2k − ϵ29·102k4 80nk
2
l , which can be simplified
to obtain 110k + ϵ24·102k + k
2
n <
1
2 − ϵ26·10kl . Since n ≥ 16k2 it suffices to prove that 110k + ϵ24·102k + 116 < 12 − ϵ26·10kl , which is
an immediate consequence of the observation that ϵ ≤ 1 and k, l ≥ 2. 
Theorem 3.9. Algorithm 1 is a randomized PTAS for theMinimum Consensus k-Clustering problem.
Proof. First of all notice that the main loop of the Algorithm 1 is executed only if n ≥ 16k2, therefore all Lemmata in this
section hold unconditionally for the purposes of this proof.
Notice that Algorithm 1 computes a partition that is made of large sets and some sets that are computed via a recursive
call to the same algorithm. Lemma 3.5 shows that there exists a solution consisting of the large sets, possibly together with
some other sets, and that such solution costs at most (1+ ϵ/2) times the optimum. On the other hand, the recursive call at
line 19 of Algorithm 1 shows that such recursive call returns a solution whose cost is at most (1+ ϵ/3) times the optimum.
Combining those two facts, as well as the guaranteed additive approximation error achieved by the algorithm of [9], and
exploiting the trivial observation that (1+ ϵ/2)(1+ ϵ/3) ≤ 1+ ϵ, we prove that the solution computed by Algorithm 1 has
the desired guaranteed approximation ratio.
We still have to prove that the algorithm has overall polynomial time complexity. For such purpose we will use some
crude estimate, therefore we do not claim that the time bound given here are the best possible, A similar argument can also
point out that the values of the constants β and γ are not the sharpest possible.
Notice that there are at most (k + 1)|S| partitions of the set S into at most k clusters. By the size of S, such number is
(k+ 1) 500·2
10 ·104k4 log n
ϵ2 which is equal to n
29 ·107k4 log(k+1)
ϵ2 , that is nO(k
4 log k/ϵ2). For each partition of S, the running time is O(n2).
At each recursive call we are guaranteed to find at least one large set, therefore there are at most k recursive call, the last
of which is called with 3−kϵ error ratio. Therefore the overall time complexity is nO(9k/ϵ2) since we are only interested into
the case k ≥ 2. 
4. NP-hardness
In this section we prove that 2-Min-CC(3) is NP-hard. From the NP-hardness of 2-Min-CC(3), it is easy to show that also
k-Min-CC(3) is NP-hard for any fixed k ≥ 2. Our proof consists of a reduction from the NP-hardMin Bisection Problem (MIN-
BIS) [19] to 2-Min-CC(3). The MIN-BIS problem, given a graph G = (V , E), asks for a partitioning of V in two equal-sized
sets so that the number of edges connecting vertices in different sets is minimized.
For our purposes, in this section we define the cost of a solution π ofMinimum Consensus Clustering over instanceΠ
as: 
∀(i<j)
(rπ (i, j)dΠ (i, j)+ (1− rπ (i, j))sΠ (i, j)), (1)
where rπ (i, j) = 1 iff (i, j) are co-clustered in π , otherwise rπ (i, j) = 0. The cost of a set P of pairs in a solution π is defined
similarly to (1) except that the summation is over P .
Given an instance G = (V , E) of MIN-BIS, where |V | = n and |E| = m, we build an instance of 2-Min-CC(3) as follows.
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First we define the universe set V . For each vi ∈ V , we define a set of n4 elements Xi = {xi,1, . . . xi,n4}, and a set of n
elements Yi = {yi,1, . . . , yi,n}. The universe set is V = (∪iXi ∪ Yi). Next we define the three input partitions of 2-Min-CC(3),
Π = {π1, π2, π3}. Partitions π1 and π2 are identical and consist of n disjoint sets Xi ∪ Yi, with i = 1, . . . , n. The partition π3
contains the sets Xi, moreover for each edge (vi, vj) ∈ E, in π3 we have the set { yi,h, yj,l} consisting of two elements taken
respectively from Yi and Yj (the actual elements taken are not important, provided that π3 is a partition of the universe set
– which is trivial to obtain). Finally, in π3 we have a singleton for each element of ∪iYi that is not in a two-element set
according to the previous rule.
Remark 4.1. Since all the elements in Xi are co-clustered in all input partitions, each Xi is contained in a set of the optimal
solution.
The previous observation allows us to restrict our attention to solutions where all elements of Xi are co-clustered.
Consider a solution π = (S1, S2). The cost of π can be expressed as the cost of all pairs of elements in π . We can split
the cost of π into four parts:
1. the cost of pairs of elements both belonging to

i Xi,
2. the cost of pairs of elements with exactly one element belonging to

i Xi,
3. the cost of pairs of elements in Yi × Yj with i ≠ j,
4. the cost of pairs of elements both belonging to a set Yi.
We will call balanced a solution (S1, S2) where both S1 and S2 contain exactly n2 sets Xi. The following lemma states that
optimal solutions must be balanced.
Lemma 4.2. Let G = (V , E) be an instance of MIN-BIS, let (π1, π2, π3) be its associated instance of 2-Min-CC(3) and let
π = (S1, S2) be an optimal solution of (π1, π2, π3). Then π is balanced.
Proof. Notice that the total cost of case 2 is at most 3n2 · n5 = 3n7 as | ∪i Yi| = n2 and | ∪i Xi| = n5, while the sum of total
costs of cases 3 and 4 is at most 3
n2
2
 = 32n4 − 32n3.
Let z be the number of sets Xi included in S1. The cost of the pairs of elements both belonging to ∪iXi is C(z) =
3
z
2
+ n−z2  n8. Indeed, only the pairs of elements in distinct sets Xi that are co-clustered in S1 and S2 contribute to the
cost, as no pair of elements belonging to two distinct sets Xi is co-clustered in an input partition. The minimum of C(z) is
attained for z = n2 . For any other z, the value of C(z) is at least equal C( n2 − 1).
Since C( n2 ) = 34n10 − 32n9, the maximum total cost for a balanced solution is 34n10 − 32n9 + 3n7 + 32n4 − 32n3, while the
total cost for an unbalanced solution is at least C( n2 − 1) = 34n10− 32n9+ 3n8 > 34n10− 32n9+ 3n7+ 32n4− 32n3 > C( n2 ). 
From Lemma 4.2 we can consider only balanced solutions. A balanced solution π is called standard if, for each i, Xi and Yi
are contained in the same set of π . The following lemma shows that we need only consider standard solutions.
Lemma 4.3. Let G = (V , E) be an instance of MIN-BIS, let (π1, π2, π3) be its associated instance of 2-Min-CC(3) and let
π = (S1, S2) be an optimal solution of (π1, π2, π3). Then π is standard and balanced.
Proof. Let π = (S1, S2) be a balanced solution, then the total cost of pairs of elements with exactly one element belonging
to ∪iXi is at most 34n7 − 12n6 as all pairs in Xi × Yj, with i ≠ j, contribute with a cost 3 if and only if Xi ∪ Yj is contained
in a set of π , and have no cost otherwise. At the same time all pairs in Xi × Yi have cost 1 in any standard solution,
as Xi ∪ Yi is a set of two input partitions, while in the third input partition, π3, no pairs in Xi × Yi are co-clustered. If
π is a standard solution, then the total cost of pairs of elements, the first taken from Yi, the second from Yj is 14n
4 as
only half of such pairs are co-clustered in a standard solution. Following the reasoning of the proof of Lemma 4.2, with
our new estimates of Cases 2 and 3, it is immediate to notice that, if π is a standard solution, then its cost is at most
3
4n
10 − 32n9 + 34n7 − 12n6 + 14n4 + n
n
2
 = 34n10 − 32n9 + 34n7 − 12n6 + 14n4 + 12n3 − 12n2.
Now assume that π is not a standard solution, that is there exists an element y ∈ Yi that is not clustered together with all
elements of Xi. Again, following the same lines of the proof of Lemma 4.2, the cost of π is at least 34n
10− 32n9+ 34n7− 12n6+
1
4n
4+n4, as all pairs in { y}×Xi have a cost 2, instead of 1 as in a standard partition. Since 34n10− 32n9+ 34n7− 12n6+ 14n4+n4 >
3
4n
10 − 32n9 + 34n7 − 12n6 + 14n4 + 12n3 − 12n2, the lemma follows. 
Given a standard solution π , by construction of the reduction, with each edge (vi, vj) ∈ E, we associate a pair { yi,h, yj,l}.
Let us denote by F the set of such pairs, and by Fc the subset of all pairs in F that are co-clustered in π . We conclude the
proof with the following theorem.
Theorem 4.4. Let G = (V , E) be an instance of MIN-BIS, and let (π1, π2, π3) be its associated instance of 2-Min-CC(3). Then
(π1, π2, π3) has a solution of cost 34n
10 − 32n9 + 3/4n7 − 12n6 + 14n4 + 32n4 − 12n3 − 12n2 + (|F | − k)− k if and only if G has a
bisection (V1, V2) of cost k.
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Proof. Initially let (V1, V2) be a bisection of G with cost k, let S1 be the set ∪i∈V1(Xi ∪ Yi), and let S2 = ∪i∈V2(Xi ∪ Yi). By
construction (S1, S2) is a bipartition of V with cost 34n
10 − 32n9 + 34n7 − 12n6 + 14n4 + 32n4 − 12n3 − 12n2 + (|F | − k) − k,
therefore proving one direction of the theorem.
Now let (S1, S2) be a solution of 2-Min-CC(3) with cost 34n
10/4− 32n9+ 34n7− 12n6+ 14n4+ 32n4− 12n3− 12n2+(|F |−k)−k.
By Lemmata 4.2 and 4.3 (S1, S2)must be a standard and balanced solution, and in the following we will restrict ourselves to
those solutions.
Recall that the cost of a solution π = (S1, S2) can be expressed as the cost of all pairs of elements in π , and that such cost
can be split into parts 1, 2, 3 and 4. Moreover, following the proofs of Lemmata 4.2 and 4.3, we know that the total cost of
case 1 is 34n
10 − 32n9, the total cost of case 2 is 34n7 − 12n6. By direct inspection the total cost of case 4 is 12n3 + 12n2.
We still have to consider Case 3, that is the cost of pairs ( yi,q, yj,t), with j ≠ i.Wehave to distinguish three cases, according
to the fact that ( yi,q, yj,t) ∈ F − Fc (in this case the cost is 1), ( yi,q, yj,t) ∈ Fc (in this case the cost is 2), ( yi,q, yj,t) /∈ F (in
this case the cost is 3 if yi,q and yj,t are co-clustered, and 0 otherwise. Therefore the total cost of Case 3 can be written as
n2
n
2
+ |F − Fc | − |Fc |.
Summing up the costs of the four caseswe obtain a total cost 34n
10− 32n9+ 34n7− 12n6+ 14n4+ 32n4− 12n3− 12n2+|F |−2|Fc |.
Consequently, taking into account the initial hypothesis, |Fc | = k. Let (V1, V2) be the solution of Gwhere V1 = {vi|Xi ⊆ S1}
and V2 = V − V1. By construction the number of edges of E crossing the bipartition (V1, V2) is equal to |Fc | which, in turn,
is equal to k completing the proof. 
5. Conclusions
In this paper we have studied theMinimum Consensus Clustering problemwhen the output partition contains at most
a constant number of sets. We have shown that the MinDisAg algorithm [10] can be adapted to our problem, showing its
applicability also to weighted problems. Moreover we have proved that the same problem is NP-hard even on instances of
three input partitions, thereby justifying our reliance on polynomial time approximation algorithms.
The final outcome of the paper is the completion of a sharp classification of restrictions of Minimum Consensus
Clustering such that we can compute efficiently an exact solution (if there are at most 2 input partitions or 1 output
partition), are NP-hard but we can compute efficiently an approximate solution with 1 + ϵ ratio (if the number of input
or output partitions is fixed), or are APX-hard (any other case).
In our opinion the main idea behind MinDisAg algorithm could be applied to some more general versions of both
Minimum Consensus Clustering andMinimum Correlation Clustering than the ones studied here and in [10].
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