Graph Neural Networks (GNNs) have proved to be an effective representation learning framework for graphstructured data, and have achieved state-of-the-art performance on all sorts of practical tasks, such as node classification, link prediction and graph classification. Among the variants of GNNs, Graph Attention Networks (GATs) learn to assign dense attention coefficients over all neighbors of a node for feature aggregation, and improve the performance of many graph learning tasks. However, real-world graphs are often very large and noisy, and GATs are plagued to overfitting if not regularized properly. In this paper, we propose Sparse Graph Attention Networks (SGATs) that learn sparse attention coefficients under an L 0 -norm regularization, and the learned sparse attentions are then used for all GNN layers, resulting in an edge-sparsified graph. By doing so, we can identify noisy / insignificant edges, and thus focus computation on more important portion of a graph. Extensive experiments on synthetic and real-world graph learning benchmarks demonstrate the superior performance of SGATs. In particular, SGATs can remove about 50%-80% edges from large graphs, such as PPI and Reddit, while retaining similar classification accuracies. Furthermore, the removed edges can be interpreted intuitively and quantitatively. To the best of our knowledge, this is the first graph learning algorithm that sparsifies graphs for the purpose of identifying important relationship between nodes and for robust training.
Introduction
Graph-structured data is ubiquitous in many real-world systems, such as social networks [21] , biological networks [30] , and citation networks [18] , etc. Graphs can capture interactions (i.e., edges) between individual units (i.e., nodes) and encode data from irregular or non-Euclidean domains to facilitate representation learning and data analysis. Many tasks, from link prediction [23] , graph classification [4] to node classification [28] , can be naturally per-formed on graphs, where effective node embeddings that can preserve both node information and graph structure are required. To learn from graph-structured data, typically an encoder function is needed to project high-dimensional node features into a low-dimensional embedding space such that "semantically" similar nodes are close to each other in the low-dimensional Euclidean space (e.g., by dot product) [8] .
Recently, various Graph Neural Networks (GNNs) have been proposed to learn such embedding functions. Traditional node embedding methods, such as matrix factorization [3, 15] and random walk [17, 6] , only rely on adjacent matrix (i.e., graph structure) to encode node similarity. Training in an unsupervised way, these methods employ dot product or co-occur on short random walks over graphs to measure the similarity between a pair of nodes. Similar to word embeddings [13, 16] , the learned node embeddings from these methods are simple look-up tables. Other approaches exploit both graph structure and node features in a semi-supervised training procedure for node embeddings [11, 7] . These methods can be classified into two categories based on how they manipulate the adjacent matrix: (1) spectral graph convolution networks, and (2) neighbor aggregation or message passing algorithms. Spectral graph convolution networks transform graphs to the Fourier domain, effectively converting convolutions over the whole graph into element-wise multiplications in the spectral domain. However, once the graph structure changes, the learned embedding functions have to be retrained or finetuned. On the other hand, the neighbor aggregation algorithms treat each node separately and learn feature representation of each node by aggregating (e.g., weighted-sum) over its neighbors' features. Under the assumption that connected nodes should share similar feature representations, these message passing algorithms leverage local feature aggregation to preserve the locality of each node, which is a generalization of classical convolution on images to irregular graph-structured data. For both the categories of GNN algorithms, they can stack k layers on top of each other and aggregate features from k-hop neighbors. Figure 1 . The overview of SGATs. By attaching a binary mask to each edge, SGATs utilize a sparse attention mechanism (as the output of the mask generator) to guide model to remove noisy/insignificant edges and yield an edge-sparsified graph. In the plot above, the dashed lines denote removed edges from the graph. More details are described in Sec. 3.
Among all the GNN algorithms, the neighbor aggregation algorithms have proved to be more effective and flexible. In particular, Graph Attention Networks (GATs) [24] use attention mechanism to calculate edge weights at each layer based on node features, and attend adaptively over all neighbors of a node for representation learning. To increase the expressiveness of the model, GATs further employ multi-head attentions to calculate multiple sets of attention coefficients for aggregation. Although multi-head attentions improve prediction accuracies, our analysis of the learned coefficients shows that multi-head attentions usually learn very similar (sometimes almost identical) coefficient distributions. This indicates that there might be some significant redundancy in the GAT modeling. In addition, GATs cannot assign an unique attention score for each edge because multiple attention coefficients are generated (from multi-heads) for an edge per layer and the same edge at different layers might receive different attention coefficients. For example, for a 2-layer GAT with 8-head attentions, each edge receives 16 different attention coefficients. The redundancy in the GAT modeling not only adds significant overhead to computation and memory usage but also increases the risk of overfitting. To mitigate these issues, we propose to simplify the architecture of GATs such that only one single attention coefficient is assigned to each edge across all GNN layers. To further reduce the redundancy among edges, we incorporate a sparsity constraint into the attention mechanism of GATs. Specifically, we optimize the model under an L 0 -norm regularization to encourage model use as fewer edges as possible. As we only employ one attention coefficient for each edge across all GNN layers, what we learn is an edge-sparsified graph with redundant edges removed. As a result, our Sparse Graph Attention Networks (SGATs), as shown in Figure 1 , outperform the original GATs in two aspects: (1) SGATs can identify noisy/insignificant edges of a graph such that a sparsified graph structure can be discovered while preserving a similar representation capability; and (2) SGATs simplify the architecture of GATs, and this reduces the risk of overfitting while achieving similar or sometimes even higher accuracies than the original GATs.
Background and Related Work
In this section, we first introduce our notation and then review prior works related to the neighbor aggregation methods on graphs. Let G = (V, E) denote a graph with a set of nodes V = {v 1 , · · · , v N }, connected by a set of edges E ⊆ V × V . Node features are organized in a compact matrix X ∈ R N ×D with each row representing the feature vector of one node. Let A ∈ R N ×N denote the adjacent matrix that describes graph structure of G: A ij = 1 if there is an edge e ij from node i to node j, and 0 otherwise. By adding a self-loop to each node, we useÃ = A + I N to denote the adjacency matrix of the augmented graph, where I N ∈ R N ×N is an identity matrix.
For a semi-supervised node classification task, given a set of labeled nodes {(v i , y i ), i = 1, · · · , n}, where y i is the label of node i and n < N , we learn a function f (X, A, W ), parameterized by W , that takes node features X and graph structure A as inputs and yields a node embedding matrix H ∈ R N ×D for all nodes in V ; subsequently, H is fed to a classifier to predict the class label of each unlabeled node. To learn the model parameter W , we typically minimize an empirical risk over all labeled nodes:
where f i (X, A, W ) denotes the output of f (X, A, W ) for node i and L(·) is a loss function, such as the cross-entropy loss that measures the compatibility between model predic-tions and class labels. There are many different GNN algorithms that can solve Eq. 1. However, the main difference among these algorithms is how they define the encoder function f (X, A, W ).
Neighbor Aggregation Methods
The most effective and flexible graph learning algorithms so far follow a neighbor aggregation mechanism. The basic idea is to learn a parameter-sharing aggregator, which takes as inputs feature vector x i of node i and its neighbors' feature vectors {x j , j ∈ N i } and outputs a new feature vector for node i. Essentially, the aggregator function aggregates lower-level features of a node and its neighbors and generates high-level feature representations. The popular Graph Convolution Networks (GCNs) [11] fall into the category of neighbor aggregation. For a 2-layer GCN, its encoder function can be expressed as:
whereÂ =D −1/2ÃD−1/2 ,D ii = jÃ ij , and W (·) s are the learnable parameters of GCNs. Apparently, GCNs define the aggregation coefficients as the symmetrically normalized adjacency matrixÂ, and these coefficients are shared across all GCN layers. More specifically, the aggregator of GCNs can be expressed as
where h (l) j is the hidden representation of node j at layer l, h (0) = X, and N i denotes the set of all the neighbors of node i, including itself.
Since a fixed adjacency matrixÂ is used for feature aggregation, GCNs can only be used for the transductive learning tasks, and if the graph structure changes, the whole GCN model needs to be retrained or fine-tuned. To support inductive learning, GraphSage [7] proposes to learn parameterized aggregators (e.g., mean, max-pooling or LSTM aggregator) that can be used for feature aggregation on unseen nodes or graphs. To support large-scale graph learning tasks, GraphSage uniformly samples a fixed number of neighbors per node and performs computation on a subsampled graph at each iteration. Although it can reduce computational cost and memory usage significantly, its accuracies suffer from uniform sampling and partial neighbor aggregation.
Graph Attention Networks
Recently, attention networks have achieved state-of-theart results in many computer vision and natural language processing tasks, such as image captioning [27] and machine translation [1] . By attending over a sequence of inputs, attention mechanism can decide which parts of inputs to look at in order to gather the most useful information. Extending the attention mechanism to graph-structured data, Graph Attention Networks (GATs) [24] utilize an attentionbased aggregator to generate attention coefficients over all neighbors of a node for feature aggregation. In particular, the aggregator function of GATs is similar to that of GCNs:
ij is the attention coefficient of an edge e ij at layer l, assigned by an attention function other than by a predefinedÂ, and (2) different layers utilize different attention functions, while GCNs share a predefinedÂ across all layers.
To increase the capacity of attention mechanism, GATs further exploit multi-head attentions for feature aggregation: each head works independently to aggregate information, and all the outputs of multi-heads are then concatenated to form a new feature representation for the next layer. In principle, the learned attention coefficient can be viewed as an importance score of an edge. However, since each edge receives multiple attention coefficients at a layer and the same edge at a different layer has a different set of attention coefficients, GATs cannot assign an unique importance score to quantify the significance of an edge. Built on top of GATs, our SGATs introduce a sparse attention mechanism via an L 0 -norm regularization for feature aggregation. Furthermore, we only assign one attention coefficient (or importance score) to each edge across all layers. As a result, we can identify important edges of a graph and remove redundant ones for the purpose of computational efficiency and robust training.
Sparse Graph Attention Networks
The key idea of our Sparse Graph Attention Networks (SGATs) is that we can attach a binary gate to each edge to determine if an edge will be used for neighbor aggregation. We optimize the SGAT model under an L 0 -norm regularized loss function such that we can use as fewer edges as possible to achieve similar or better classification accuracies. We first introduce our sparse attention mechanism, and then describe how the binary gates can be optimized via stochastic binary optimization.
Formulation
To identify important edges of a graph and remove noisy/insignificant ones, we attach a binary gate z ij ∈ {0, 1} to each edge e ij ∈ E such that z ij controls if edge e ij will be used for neighbor aggregation 1 . This corresponds to attach a set of binary masks to the adjacent matrix A:
where M is the number of edges in graph G. Since we want to use as fewer edges as possible for semi-supervised node classification, we train model parameters W and binary masks Z by minimizing the following L 0 -norm regularized empirical risk:
where Z 0 denotes the L 0 -norm of binary masks Z, i.e., the number of non-zero elements in Z (edge sparsity), 1 [c] is an indicator function that is 1 if the condition c is satisfied, and 0 otherwise, and λ is a regularization hyperparameter that balances between data loss and edge sparsity. For the encoder function f (X, A Z, W ), we define the following attention-based aggregation function:
where a ij is the attention coefficient assigned to edge e ij across all layers. This is in a stark contrast to GATs, in which a layer-dependent attention coefficient a
ij is assigned for each edge e ij at layer l.
To compute attention coefficients, we simply calculate them by a row-wise normalization of A Z, i.e.,
As the center node i by default is important to itself, we set z ii to 1 so that it can preserve its own information. Compared to GATs, we don't use softmax to normalize attention coefficients since z ij ∈ {0, 1} by definition and usually A ij ≥ 0 such that their product A ij z ij ≥ 0 . Similar to GATs, we can also use multi-head attentions to increase the capacity of our model. We thus formulate a multi-head SGAT layer as:
where K is the number of heads, represents concatenation, a ij is the attention coefficients computed by Eq. 8, 1 Note that edges e ij and e ji are treated as two different edges and therefore have their own binary gates z ij and z ji , respectively. and W (l) k is the weight matrix of head k at layer l. Note that only one set of attention coefficients a ij is calculated for edge e ij , and they are shared among all heads and all layers. With multi-head attention, the final returned output, h (l+1) i , will consist of KD features (rather than D ) for each node.
Why can we use one set of coefficients for multi-head attention? This is based on our observation that all GAT heads tend to learn attention coefficients with similar distributions, and thus there might be some significant redundancy in the GAT modeling. In addition, using one set of attention coefficients isn't rare at all as GCNs use a shared A across all layers and are very competitive to GATs in terms of classification accuracies. While GCNs use one set of predefined aggregation coefficients, SGATs learn the coefficients from a sparse attention mechanism. We believe it is the learned attention coefficients instead of multi-set attention coefficients that leads to the improved performance of GATs over GCNs, and the benefit of multi-set attention coefficients might be very limited and could be undermined by the risk of overfitting due to increased complexity. Therefore, the benefits of using one set of attention coefficients over the original multi-set coefficients are at least twofold: (1) one set of coefficients is computationally K times cheaper than multiple sets of coefficients; and (2) one set of coefficients can be interpreted as edge importance scores such that they can be used to identify important edges and remove noisy/insignificant edges for computational efficiency and robust training.
MODEL OPTIMIZATION
Stochastic Variational Optimization To optimize Eq. 6, we need to compute its gradient w.r.t. binary masks Z. However, since Z is a set of binary variables, neither the first term nor the second term is differentiable. Hence, we resort to approximation algorithms to solve this binary optimization problem. Specifically, we approximate Eq. 6 via an inequality from stochastic variational optimization [2] : Given any function F(z) and any distribution q(z), the following inequality holds:
i.e., the minimum of a function is upper bounded by its expectation.
Since z ij ∀(i, j) ∈ E is a binary random variable, we assume z ij is subject to a Bernoulli distribution with parameter π ij ∈ [0, 1], i.e. z ij ∼ Ber (z ij ; π ij ). Thus, we can upper bound Eq. 6 by its expectation:
Now the second term of Eq. 11 is differentiable w.r.t. the new model parameters π. However, the first term is still problematic since the expectation over a large number of binary random variables Z is intractable, and thus its gradient does not allow for an efficient computation. The Hard Concrete Gradient Estimator We therefore need further approximation to estimate the gradient of the first term of Eq. 11 w.r.t. π. Fortunately, this is a well-studied problem in machine learning and statistics with many gradient estimators existing for this discrete latent variable model, such as REINFORCE [26] , Gumble-Softmax [9] , REBAR [22] , RELAX [5] and the hard concrete estimator [12] . We choose the hard concrete estimator due to its superior performance in our experiments and relatively straightforward implementation. Specifically, the hard concrete estimator employs a reparameterization trick to approximate the original optimization problem Eq. 11 by a close surrogate function:
with f (log α, u) = σ((log u−log(1−u)+log α)/β)(ζ −γ)+γ, g(·) = min(1, max(0, ·)),
where U(0, 1) is a uniform distribution in the range of [0, 1], σ(x) = 1 1+exp(−x) is the sigmoid function, and β = 2/3, γ = −0.1 and ζ = 1.1 are the typical parameter values of the hard concrete distribution. For more details on the hard concrete gradient estimator, we refer the readers to [12] .
During training, we optimize log α ij for each edge e ij . At the test phrase, we generate a deterministic maskẐ by employing the following equation: Z = min(1, max(0, σ((log α)/β)(ζ − γ) + γ)), (13) which is the expectation of Z under the hard concrete distribution q(Z| log α). Due to the hard concrete approximation,ẑ ij is now a continuous value in the range of [0, 1]. Ideally, the majority elements ofẐ will be zeros, and thus many edges can be removed from the graph.
Inductive Model of log α The learning of binary masks Z discussed above is transductive, by which we can learn a binary mask z ij for each edge e ij in the training graph G. However, this approach cannot generate new masks for edges that are not in the training graph. A more desirable approach is inductive that can be used to generate new masks for new edges. This inductive model of log α can be implemented as a generator, which takes feature vectors of a pair of nodes as input and produce a binary mask as output. We model this generator simply as
where b ∈ R D is the parameter of the generator and W (0) 0 is the weight matrix of head 0 at layer 0. To integrate this generator into an end-to-end training pipeline, we define this generator to output log α ij . Upon receiving log α ij from the mask generator, we can sample a maskẑ ij from the hard concrete distribution q(z| log α ij ). The set of sampled maskẐ is then used to generate an edge-sparsified graph for the downstream applications. The full pipeline of SGATs is shown in Figure 1 . In our experiments, we use this inductive SGAT pipeline for semi-supervised node classification.
EVALUATION
To demonstrate SGAT's ability of identifying important edges for feature aggregation, we conduct a series of experiments on synthetic and real-world semi-supervised node classification benchmarks, including transductive learning tasks and inductive learning tasks. We compare our SGATs with the state-of-the-art GNN algorithms: GCNs [11] , GraphSage [7] and GATs [24] . For a fair comparison, our experiments closely follow the configurations of the competing algorithms. We plan to release our code to public to facilitate the research in this area.
DATASETS
We evaluate our algorithm on seven established semisupervised node classification benchmarks, whose statistics are summarized in Table 1 . Transductive learning tasks Three citation network datasets: Cora, Citeseer and Pubmed [18] and two copurchase graph datasets: Amazon Computers and Amazon Photo [19] are used to evaluate the performance of our algorithm in the transductive learning setting, where test graphs are included in training graphs for feature aggregation and thus facilitates the learning of feature representations of test nodes for classification. The citation networks have low degrees (e.g., only 1-2 edges per node), while the co-purchase datasets have higher degrees (e.g., 15-18 edges per node) such that we can demonstrate SGAT's performance on sparse graphs and dense graphs. For the citation networks, nodes represent documents, edges denote citation relationship between two documents, and node features are the bag-of-words representations of document contents; the goal is to classify documents into different categories. For the co-purchase datasets, nodes represent products, edges indicate that two products are frequently purchased together, and node features are the bag-of-words representations of product reviews; similarly, the goal is to classify products into different product categories. Our experiments closely follow the transductive learning setups of [28, 19] . For all these datasets, 20 nodes per class are used for training, 500 nodes are used for validation, and 1000 nodes are used for test.
Inductive learning tasks Two large-scale graph datasets: PPI [30] and Reddit [7] are used to evaluate the performance of SGATs in the inductive learning setting, where test graphs are excluded from training graphs for model training and the feature representations of test nodes have to be generated from trained aggregators for classification. In this case, our inductive experiments closely follow the settings of GraphSage [7] . The protein-protein interaction (PPI) dataset consists of graphs corresponding to different human tissues. Positional gene sets, motif gene sets and immunological signatures are extracted as node features and 121 gene ontology categories are used as class labels. There are in total 24 subgraphs in the PPI dataset with each subgraph containing 3k nodes and 100k edges on average. Among 24 subgraphs, 20 of them are used for training, 2 for validation and the rest of 2 for test. For the Reddit dataset, each node represents a reddit post and two nodes are connected when the same user comments on both posts. The node features are made up with the embedding of the post title, the average embedding of all the post's comments, the post's score and the number of comments made on the post. There are 41 different communities in the Reddit dataset corresponding to 41 categories.The task is to predict which community a post belongs to. This is a large-scale graph learning benchmark that contains over 100 million edges and about 250 edges per node, and therefore a high edge redundancy is expected.
MODLES AND EXPERIMENTAL SETUP
Models A 2-layer SGAT with a 2-head attention at each layer is used for feature aggregation, followed by a softmax classifier for node classification. We use ReLU [14] as the activation function and optimize the models with the Adam optimizer [10] with the learning rate of lr = 1e − 2. We compare SGATs with GCNs and GATs in terms of node classification accuracies. Since SGATs produce edgesparsified graphs, we also report edge redundancy of the sparsified graph, i.e., the percentage of edges removed from the original graph. We implemented our SGATs with the DGL library [25] . Hyperparameters We tune the performance of SGATs based on the hyperparameters of GATs since SGATs are built on top of GATs. For a fair comparison, we also run 1-head and 2-head GAT models with the same architecture as SGATs to illustrate the impact of sparse attention models vs standard dense attention models. To prevent models from overfitting on small datasets, L 2 regularization and dropout [20] are used. Dropout is applied to the inputs of all layers and the attention coefficients. For the large-scale datasets, such as PPI and Reddit, we don't use L 2 regularization or dropout as the models have enough data for training.
Experiments on Synthetic Dataset
To illustrate the idea of SGAT, we first demonstrate it on a synthetic dataset -Zachary's Karate Club [29] , which is a social network of a karate club of 34 members with links between pairs of members representing who interacted outside the club. The club was split into two groups later due to a conflict between the instructor and the administrator. The goal is to predict the groups that all members of the club joined after the split. This is a semi-supervised node classification problem in the sense that only two nodes: the instructor (node 0) and the administrator (node 33) are labeled and we need to predict the labels of all the other nodes.
We train a 2-layer SGAT with a 2-head attention at each layer on the dataset. Figure 2 illustrates the evolution of the graph at different training epochs, the corresponding classification accuracies and number of edges kept in the graph. As can be seen, as the training proceeds, some insignificant edges are removed and the graph is getting sparser; at the end of training, SGAT removes about 46% edges while retaining an accuracy of 96.88% (i.e., only one node is misclassified), which is the same accuracy achieved by GCNs and other competing algorithms that utilize the full graph for prediction. In addition, the removed edges have an intuitive explanation. For example, the edge from node 16 to node 6 is removed while the reversed edge is kept. Apparently, this is because node 6 has 4 neighbors while node 16 has only 2 neighbors, and thus removing one edge between them doesn't affect node 6 too much while may be catastrophic to node 16. Similarly, the edges between node 27, 28 and node 2 are removed. This might be because node 2 has an edge to node 0 and has no edge to node 33, and therefore node 2 is more like to join node 0's group and the edges to nodes 27 and 28 are not important or might be due to noise.
Experiments on Seven Benchmarks
We evaluate the performance of SGATs on seven semisupervised node classification benchmarks with the results summarized in Table 2 . For a fair comparison, we run each experiments 20 times with different random weight initializations and report the mean accuracies.
Comparing SGAT with GCN, we note that SGAT outperforms GCN on the PPI dataset significantly while being similar on all the other six benchmarks. Comparing SGAT with GraphSage, SGAT again outperforms GraphSage on PPI by a significant margin. Comparing SGAT with GAT, we note that they achieve very competitive accuracies on all six benchmarks except Reddit, where the original GAT is "out of memory" and SGAT can perform successfully due to its simplified architecture and about 80% edge reduction. Another advantage of SGAT over GAT is the regularization effect of the L 0 -norm on the edges. To demonstrate this, we test two GAT variants : GAT-1head and GAT-2head that have the similar architectures as SGAT-1head and SGAT-2head but with different attention mechanisms (i.e., standard dense attention vs. sparse attention). As we can see, on the Reddit dataset, the sparse attention-based SGATs outperform GATs by 2-3% while sparsifying the graph by about 80%. Overall, SGAT is very competitive against GCN, Graph-Sage and GAT in terms of classification accuracies, while being able to remove different percentages of edges from small and large graphs. More specifically, on the three small citation networks SGATs learn that majority of the edges are critical to maintain competitive accuracies as the original graphs are already very sparse, and therefore SGATs remove only 1-2% edges. On the other hands, on the rest of large or dense graphs, SGATs identify significant amounts of redundancies in edges (e.g., 40-80%), and removing them incurs no or minor accuracy losses.
Edge Redundancy Analysis
Lastly, we analyze the edge redundancy identified by SGATs. Figures 3 and 4 illustrate the evolution of num- ber of edges used by SGATs in Cora and PPI during training and test. As we can see, SGAT removes 2% edges from Cora slowly during training epochs, while it removes 49.3% edges from PPI dramatically, indicating a significant edge redundancy in the PPI benchmark.
To demonstrate SGAT's accuracy of identifying important edges from a graph, Figure 5 shows the evolution of classification accuracies on the PPI test dataset when different percentages of edges are removed from the graph. We compare three different strategies of selecting edges for removal: (1) top-k% edges sorted descending by log α ij , (2) bottom-k% edges sorted descending by log α ij , and (3) uniformly random k%. As we can see, SGAT identifies important edges accurately as removing them from the graph incurs a dramatically accuracy loss as compared to random edge removal or bottom-k% edge removal.
CONCLUSION
We propose sparse graph attention networks (SGATs) that incorporate a sparse attention mechanism into graph attention networks (GATs) via an L 0 -norm regularization on the number of edges of a graph. To assign a single attention coefficient to each edge, SGATs further simplify the architecture of GATs by sharing one set of attention coefficients across all heads and all layers. This reduces the risk of overfitting, and leads to a more efficient graphlearning algorithm that achieves very competitive accuracies while being able to identify important edges and sparsify large graphs dramatically (e.g., 50-80%). To the best of our knowledge, this is the first graph learning algorithm that sparsifies graphs for the purpose of robust training. As for future extensions, we plan to investigate more efficient gradient estimators for stochastic binary optimization to improve the effectiveness of SGATs. We also plan to extend the framework to learn graph structure from data directly when graph structure isn't available in the first place.
