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Emparelhamentos bilineares sobre curvas elípticas são funções matemáticas que viabilizam o desen-
volvimento de uma série de novos protocolos criptográficos,entre eles, os criptossistemas baseados
em identidades. Esses criptossistemas representam uma nova forma de se implementar criptografia
de chaves públicas na qual são atenuadas ou completamente retiradas as restrições relativas ao tipo,
tamanho e formato das chaves públicas. Este trabalho apresenta um estudo sobre a implementação
de criptossistemas baseados em emparelhamentos bilineares sobre curvas elípticas em cartões inteli-
gentes de oito bits. O trabalho mostra ainda o desenvolvimento de equações específicas baseadas no
método conhecido comoMontgomery’s Ladderpara multiplicação escalar de curvas elípticas super-
singulares em corpos binários. Estas novas equações tornamalgoritmo mais rápido sem perder suas
características de segurança originais. O trabalho apresenta também a técnica de delegação segura de
emparelhamentos, na qual um dispositivo computacionalmente r strito, como um cartão inteligente,
delega o cálculo do emparelhamento para um dispositivo com maior poder computacional. É proposta
uma modificação nesta técnica que diminui o número de operações executadas pelo cartão inteligente.
Palavras-chave: Emparelhamentos bilineares, curvas elípticas, criptografia de chave pública,
criptografia baseada em identidades, delegação de emparelhamentos, cartões inteligentes.
Abstract
Bilinear pairings over elliptic curves are mathematical functions that enable the development of a
set of new cryptographic protocols, including the so calledidentity based cryptosystems. These
cryptosystems represent a new way to implement public- key cryptography in such a way that the
restrictions related to public keys type, size and format are reduced or completely removed. This
work presents a study about implementation of pairing basedcryptosystems in 8-bit smart cards. It
also presents new equations to be used in Montgomery’s Ladder algorithm for scalar multiplication
of supersingular ellipitic curves over binary fields. Thesequations make the algorithm faster without
compromising its security characteristics. Finally, it discusses the secure delegation of pairing com-
putation, that enables a computationally limited device, lik a smart card, to delegate the computation
of pairings to a more powerful device. It is proposed a modification in this technique to decrease the
number of operations executed by the smart card.
Keywords: Bilinear pairings, elliptic curves, public-key cryptography, identity based cryptogra-
phy, pairing delegation, smart cards.
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Emparelhamento bilinear é uma função matemática que mapeiadois elementos que podem ser
de conjuntos distintos ou não em um terceiro elemento de um outro conjunto. Essa função é linear
em seus dois argumentos e os elementos envolvidos pertencema grupos algébricos cíclicos. A es-
colha adequada desses grupos algébricos permite o cálculo seguro e eficiente dos emparelhamentos
bilineares e sua aplicação em diferentes e novos protocolosriptográficos.
Os emparelhamentos bilineares sobre curvas elípticas pertenc m a uma classe desses mapeamen-
tos, que recebem como argumentos elementos de certas curvasalgébricas conhecidas como curvas
elípticas.
Na aplicação de protocolos criptográficos baseados em emparlhamentos bilineares, a segurança
depende da maneira como eles são construídos e de um segredo (ou chave) que, em geral, deve ficar
sob a posse de um usuário. Dada a importância da chave, é fundame tal que não só ela seja man-
tida em segurança, mas que também qualquer utilização sua noprotocolo criptográfico não forneça
informações que permitam inferir partes ou até o conteúdo completo da mesma. O comprometi-
mento da chave secreta pode trazer consequências negativasp ra as partes que utilizam um protocolo
criptográfico.
Neste sentido, é oportuna a utilização de cartões inteligentes (smart cards) na implementação de
protocolos criptográficos, uma vez que tais dispositivos oferecem um hardware conveniente e seguro
para armazenamento e processamento de informações sensíveis. Ap sar do tamanho reduzido, esse
dispositivo consegue oferecer um alto nível de segurança para as informações que armazena, pois
todo o processamento só é realizado mediante a autorização do p rtador do cartão por meio de uma
senha conhecida comoPersonal Identification Number(PIN). Os cartões inteligentes possuem ainda
mecanismos de segurança que tornam muito difíceis os ataques com o intuito de obter ou modificar as
informações armazenadas no cartão. Por esses motivos, os cartões inteligentes constituem um meio
conveniente para armazenar chaves criptográficas e realizar qualquer tipo de processamento que as
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envolva, como por exemplo, a assinatura de um documento digital.
Os cartões inteligentes atuais apresentam ainda a vantagemde poder armazenar múltiplas apli-
cações no mesmochip, sem que uma aplicação represente um risco para as demais. Dessa forma, um
mesmo cartão inteligente pode oferecer as funcionalidadesde armazenar chaves criptográficas, infor-
mações do portador, créditos de transporte público e ainda processar transações financeiras, por exem-
plo. Entre os cartões inteligentes que podem armazenar múltiplas aplicações, os mais empregados e
versáteis são aqueles com o sistema operacional Java Card ou com o Multi-application Operating
System (MULTOS). Como é costume na indústria e no meio acadêmico, os cartões são referencia-
dos pelo nome do sistema operacional que utilizam, ou seja, um Java Card é um cartão com sistema
operacional homônimo.
Ainda que os cartões inteligentes sejam capazes de proporcina uma série de vantagens, a grande
maioria dos dispositivos em uso e comercialmente disponíveis ainda se enquadra na categoria de
dispositivos computacionalmente restritos, ou seja, com baixo poder de processamento.
1.1 Abordagens na implementação de emparelhamentos bilinea-
res
A tentativa de implementar algoritmos de criptografia sobrecurvas elípticas ou emparelhamentos
bilineares em dispositivos com restrições computacionaispode seguir diferentes abordagens. Muitos
desses dispositivos são programáveis e pode-se, então, desenvolver software ou firmware para exe-
cutar as funções criptográficas. Esse é o caso, por exemplo, da implementação de emparelhamentos
bilineares em emuladores de cartões inteligentes de arquitetura de 32 bits [1] ou então em redes de
sensores [2]. Outra possibilidade de incorporar os emparelhamentos bilineares é pela sua implemen-
tação em hardware dedicado [3], por meio de coprocessadores.
Comparativamente, as duas abordagens na implementação de emparelhamentos bilineares apre-
sentam vantagens e desvantagens que devem ser consideradasem sua adoção. A implementação em
software, por exemplo, pode ser bem menos custosa, mas pode nã oferecer a eficiência necessária
para que o algoritmo criptográfico seja executado em um temporaz ável para o usuário. Outra
questão é que a quantidade de memória disponível no dispositivo pode não ser suficiente para execu-
tar todas as operações do emparelhamento bilinear. A implementação em hardware dedicado, por sua
vez, pode ter bom desempenho, mas geralmente exige um grandet balho no projeto e elaboração de
suas unidades funcionais.
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1.2 Contribuições deste trabalho
No intuito de viabilizar criptossistemas baseados em emparelh mentos bilineares empregando
cartões inteligentes, esta dissertação traz três contribuições principais.
A primeira contribuição é mostrar os resultados práticos deimplementação em software de em-
parelhamentos bilineares em dois tipos de cartões inteligentes de arquitetura de oito bits e comercial-
mente disponíveis: o Java Card JCOP41 e o cartão MULTOS.
A segunda contribuição é o desenvolvimento de equações específicas que resultam em um método
para o cálculo eficiente de multiplicação escalar de pontos de curvas elípticas supersingulares em
corpos binários. Esse método apresenta ainda a característi a de ser robusto contra ataques do tipo
side-channel. Essa é uma característica importante para implementaçõesem software ou hardware,
já que evita que algum atacante obtenha informações sigilosas com base no tempo e/ou no consumo
de energia necessários para efetuar o cálculo de uma multiplicação escalar.
Por fim, mostra-se uma maneira segura e mais eficiente de implementar criptossistemas baseados
em emparelhamentos bilineares com cartões inteligentes utilizando a técnica conhecida como dele-
gação de emparelhamentos. Essa técnica permite que os cartões sejam utilizados em criptossistemas
baseados em emparelhamentos bilineares sem que esses dispositivos tenham que efetuar o cálculo de
um emparelhamento completo. Nesta parte é mostrado como utilizar a delegação de emparelhamentos
para prover sigilo na comunicação através de um aparelho celular de forma simples e eficiente. É pro-
posta uma modificação num dos casos de aplicação do protocolode delegação de emparelhamento,
que resulta em um menor número de operações executadas pelo cartã inteligente, sem diminuir a
segurança.
1.3 Trabalhos anteriores
O interesse de unir a segurança proporcionada pelos algoritmos de criptografia sobre curvas elíp-
ticas e emparelhamentos bilineares com o hardware seguro dos cartões inteligentes motivou uma série
de trabalhos de pesquisa e implementação, alguns dos quais são apresentados a seguir. Foram consi-
deradas implementações em software e em hardware de cartõesinteligentes com diversas arquiteturas
e diferentes fabricantes. Muitos relatos de implementações foram bem sucedidos, conseguindo efe-
tuar os cálculos de maneira eficiente. No entanto, em alguns trabalhos a arquitetura dos cartões
inteligentes utilizados se mostrou bastante restritiva e levou a resultados com tempos elevados.
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1.3.1 Criptografia sobre curvas elípticas em cartões inteligentes
Utilizando um Java Card com arquitetura de oito bits, Elo [4],Berta et al [5] e Calegari [6]
descreveram as tentativas de implementar em software o algoritmo de assinatura digital conhecido
como Elliptic Curve Digital Signature Algorithm(ECDSA). No entanto, as severas restrições de
memória e processamento dos cartões acabaram levando a result do insatisfatórios do ponto de vista
de performance. No trabalho de Calegari [6], por exemplo, umamultiplicação no corpo finitoF2167
foi executada em 24,9 segundos no melhor caso, quando empregou-s o método de multiplicação
López-Dahab. O cálculo de uma assinatura ECDSA, no entanto, exige várias execuções da operação
de multiplicação, o que resultaria num tempo muito elevado para um usuário.
1.3.2 Emparelhamentos bilineares em dispositivos embarcados ou de baixo
poder computacional
O aumento do interesse nos criptossistemas baseados em emparelhamentos bilineares sobre cur-
vas elípticas motivou a tentativa de incorporar os algoritmos que viabilizassem tais operações em
cartões inteligentes. A empresa Gemplus (hoje conhecida como Gemalto) anunciou em 2004 a im-
plementação de emparelhamentos bilineares em seus cartões[7]. No entanto, o anúncio não veio
acompanhado de maiores detalhes, como o algoritmo de emparelhamento escolhido, o tipo de corpo
finito ou a curva elíptica empregada. O anúncio não informou também se a referida implementação
foi realizada em software ou hardware.
Scott et al [8] e Devegili et al [9] relataram a implementaçãode diferentes emparelhamentos
bilineares em software de um emulador do cartão Philips HiPerSmart, de arquitetura de 32 bits.
Os resultados descritos foram eficientes, sendo possível calcular o emparelhamento em um tempo
inferior a um segundo, para alguns casos. O bom resultado dessa implementação fez até Scott et al [8]
discutirem se a técnica de delegação de emparelhamentos, explicada no Capítulo 5, fazia sentido. No
entanto, vale lembrar que foi utilizado nesse trabalho de imple entação um emulador de um cartão de
arquitetura de 32 bits, diferente dos cartões de oito bits que são utilizados largamente em aplicações
bancárias e em universidades, por exemplo.
Uma outra implementação de emparelhamentos bilineares em software sobre um cartão inteli-
gente de arquitetura de 32 bits foi descrita por um grupo de pesquisa formado por engenheiros da
STMicroelectronics e da HPLabs [1]. Neste trabalho, foi implementado o emparelhamento BKLS [10]
utilizando curvas supersingulares em corpos primos e foi possível efetuar o cálculo de um emparelha-
mento bilinear em apenas 752ms, mostrando mais uma vez a viabilidade destes cálculos em cartões
com arquitetura de 32 bits.
Emparelhamentos bilineares foram implementados com suceso em nós de uma rede de sensores
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MICAz Mote, com processador ATMega128 de 7.3828 MHz de clock,dispositivos que, à semelhança
da maioria dos cartões inteligentes, possuem arquitetura de oito bits e apresentam restrições de me-
mória e processamento. Nesses dispositivos foi possível efetuar o cálculo de emparelhamento bilinear
em cerca de 2,06 segundos numa implementação empregando C e alinguagem Assembly, conforme
reportado por Szczechowiak et al [11] e Aranha et al [12]. Outros bons resultados de implementações
de emparelhamentos bilineares em redes de sensores com o mesm processador ATMega128 podem
ser encontrados no trabalho de Szczechowiak et al [13]. Apesar d tanto os cartões inteligentes quanto
os nós da rede de sensores serem dispositivos computacionalmente restritos, esses últimos possuem
4KB de memória RAM, ao passo que os cartões inteligentes têm pouco mais que uma centena de
bytes de memória RAM. A memória RAM, recurso escasso nos cartões inteligentes e utilizada para
vários propósitos, é compartilhada pelo sistema operacionl e pelas aplicações, além de ter uma área
reservada para receber comandos e enviar respostas. Com isso, restam poucos bytes para armazenar
operadores e tabelas na memória RAM dos cartões inteligentes. Além disso, os cartões inteligentes
de oito bits comercialmente disponíveis apresentam uma camd de abstração do hardware conhe-
cida como máquina virtual, que introduz uma sobrecarga na execução das aplicações, uma vez que as
instruções executadas pelos programas têm que ser interpretadas antes de serem executadas.
Apesar de fornecerem bons resultados para o cálculo dos empar lhamentos bilineares, os car-
tões inteligentes de arquitetura de 32 bits ainda não estão difundidos no mercado como estão os de
oito bits, principalmente em razão dos custos mais elevadosdos primeiros. Além disso, os cartões
inteligentes de oito bits têm conseguido suprir a baixo custo a necessidades do setor bancário, do
transporte público e de outros que procuram um dispositivo seguro para armazenamento e processa-
mento simples de informações. Por essa razão, tornar viávela implementação de emparelhamentos
bilineares nesses cartões inteligentes de oito bits é o desafio a ser vencido para possibilitar a disse-
minação e o aproveitamento das vantagens desses algoritmoscript gráficos avançados em um grande
parque já instalado.
1.4 Organização
Esta dissertação está organizada da seguinte maneira. O Capítulo 2 apresenta conceitos e notações
referentes a criptografia, curvas elípticas, emparelhamentos bilineares e protocolos baseados em em-
parelhamentos, como os criptossistemas baseados em identidades. No Capítulo 3 é apresentado um
método de multiplicação escalar de pontos de curvas elípticas supersingulares em corpos binários
que é robusto contra ataques do tiposide-channele que é mais eficiente que o tradicional método
Double-and-Addcom a escolha adequada de coordenadas para representação dos pontos da curva
elíptica. O Capítulo 4 contém as informações e os conceitos referentes a cartões inteligentes e apre-
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senta os resultados obtidos nas implementações em softwarenos cartões de oito bits comercialmente
disponíveis: Java Card JCOP41 e MULTOS. O conceito de delegação de emparelhamentos e uma
proposta de aplicação mais eficiente dessa técnica encontram-se no Capítulo 5. Por fim, o Capítulo 6





A fim de melhor contextualizar o escopo deste trabalho e criarum visão homogênea dos assun-
tos abordados, neste capítulo serão apresentados conceitos e notações que servirão de base para a
dissertação.
2.1 Criptografia
Criptografia consiste no estudo, elaboração e análise de técnicas e aplicações que se baseiam na
existência de problemas de difícil solução, de modo a possibilitar a comunicação segura na presença
de adversários maliciosos [14].
Criptoanálise é o estudo de como comprometer mecanismos de segurança criados pela crip-
tografia, de maneira a avaliar a robustez dos mesmos.
Em um modelo básico de comunicação, são consideradas as entidadesA e B, as quais se co-
municam por um canal potencialmente inseguro e vigiado por um adversárioC, conforme ilustra a
Figura 2.1. Assume-se queC tem acesso a todos os dados transmitidos pelo canal, pode modificá-los
e ainda injetar novos dados no canal.
No esquema ilustrado na Figura 2.1,A e B podem ser duas pessoas conversando através da rede
de telefone celular eC pode estar tentando captar essa conversação. Ou ainda,A pode representar o
browserde um usuário que está efetuando uma compra em uma loja virtual representada pelo sítio
B. O canal de comunicação é a Internet e o adversárioC p deria tentar ler o tráfego entreA e B a
fim de obter credenciais dos usuários. Outro exemplo pode levar em consideração queA é um cartão
inteligente que é utilizado para autenticar seu portador junto ao servidorB de um banco e o adversário
C, neste caso, poderia tentar obter informações sobre a contad portador a fim de, eventualmente,
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Fig. 2.1: Modelo básico de comunicação.
poder se passar por ele e retirar dinheiro de sua conta.
O estabelecimento de um canal seguro entre as partes comunicantes pode ser realizado de diferen-
tes formas, dependendo de quão sensível é a informação que está sendo trafegada e do quão confiável
o canal deve ser.
Quando se deseja estabelecer uma comunicação segura, normalmente deseja-se endereçar as
seguintes questões:
• Sigilo: os dados devem ser mantidos secretos para todos, exceto paraas pessoas autorizadas a
saber seu conteúdo. Há variadas maneiras de prover sigilo, que pode ser por meio de proteção
física ou por meio de algoritmos matemáticos que tornam os dados ininteligíveis para as partes
não autorizadas.
• Integridade dos dados: é importante identificar se os dados recebidos passaram por algum
tipo de modificação. E a integridade é um serviço que procura detectar uma eventual alteração
não autorizada dos dados.
• Autenticação: a informação que trafega por um canal deve poder ser autenticada com relação à
sua origem, data de criação, conteúdo, data em que foi enviada, entre outros. Ainda com relação
à autenticação, uma entidade deve poder comprovar sua identidade ou a identidade recebida da
outra entidade com a qual se comunica.
• Irretratabilidade: trata-se de um serviço que previne uma entidade de negar ações nteri-
ores. Quando se cria uma disputa em razão de uma entidade negar algumas de suas ações,
é necessário haver meios para resolver a situação. Normalmente, para garantir irretratabili-
dade é necessário envolver uma terceira entidade, considerada confiável pelas demais, a fim de
resolver a disputa.
O objetivo fundamental da criptografia é prover sigilo sobreas informações tratadas. Entretanto,
combinada com protocolos adequados, a criptografia pode tratar ambém as demais questões acima
tanto do ponto de vista teórico quanto prático.
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Cifragem e decifragem de dados são os principais serviços de segurança obtidos quando se em-
prega criptografia [15]. A cifragem consiste na transformação de dados em uma forma que é prati-
camente impossível descobrir seu conteúdo sem que se possuauma informação apropriada, que nor-
malmente consiste numa sequência alfa-numérica chamada dech v . Dessa forma, o conteúdo trans-
mitido nos dados cifrados mantém-se ininteligível a todos que não possuem a chave, ainda que eles
possam ter acesso aos dados cifrados. A decifragem é a operação reversa da cifragem, pois volta os
dados cifrados para sua forma original [16].
Outro serviço muito demandado é a autenticação. Emprega-seautenticação na vida cotidiana
quando se assina um documento, por exemplo. E, à medida que muitas decisões e acordos são tratados
eletronicamente, a autenticação tem sido provida pelo uso de técnicas de assinatura digital baseadas
em algoritmos criptográficos.
A criptografia provê atualmente várias técnicas que permitem elaborar criptossistemas e protoco-
los seguros que são utilizados nas transmissões de televisão a cabo, em pagamentos eletrônicos, no
acesso seguro a sistemas deemaile em tantas outras situações nas quais sigilo, integridade dos dados,
autenticação e irretratabilidade são conceitos que se fazem necessários.
Sistemas criptográficos podem ser divididos em dois tipos princi ais: sistemas de criptografia
simétrica e sistemas de criptografia assimétrica ou de chavepública.
2.1.1 Criptografia simétrica
A criptografia simétrica também é chamada de criptografia de chave secreta. É a forma mais
tradicional de criptografia, em que uma única chave é compartilhada pelas entidadesA eB e é usada
para cifrar e decifrar mensagens. Algoritmos de criptografia simétrica também podem ser utilizados
para autenticação de dados, como é o caso da técnica chamadaMess ge Authentication Code(MAC).
Protocolos baseados em criptografia simétrica apresentam oinconveniente de que as entidades
A e B devem compartilhar uma mesma chave, mesmo que elas possivelment nunca tenham se en-
contrado, criando a necessidade de se criar previamente um canal seguro entre as duas partes para
transmitir a chave a ser utilizada nas cifragens e decifragens futuras.
Os algoritmos mais comuns da criptografia simétrica são oData Encription Standard(DES) e o
Advanced Encription Standard(AES) [17].
Uma vantagem da criptografia simétrica é que, para um mesmo nível de segurança, seus algorit-
mos são executados mais rapidamente que os algoritmos da cham da criptografia assimétrica.
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2.1.2 Criptografia assimétrica
A fim de resolver o problema da distribuição de chaves inerentà criptografia simétrica, Whitfield
Diffie e Martin Hellman introduziram em 1976 o conceito de criptografia assimétrica ou criptografia
de chave pública [18]. A proposta feita por Diffie e Hellman era limitada e só servia para troca
segura de chaves. Um mecanismo mais completo só pôde ser efetivado pouco tempo depois, em
1978, com a introdução do algoritmo RSA, cujas iniciais remeta seus inventores Rivest, Shamir
e Adleman [19]. Além do RSA, há também na criptografia de chave pública o esquema de cifragem
ElGamal e os algoritmos baseados em curvas elípticas, entreos quais se encontram os chamados
emparelhamentos bilineares sobre curvas elípticas, que permitem compor protocolos de cifragem,
assinatura digital e troca de chaves.
Nos criptossistemas de chave pública, cada usuário possui um par de chaves (e,d), consistindo na
chave públicae e na chave privadad. A chave privada deve ser mantida em sigilo pelo seu dono e a
chave pública deve ser divulgada. Nota-se aí a diferença coma criptografia simétrica: a chave trocada
entreA eB não precisa ser secreta, apenas autêntica.
O uso do par de chaves ocorre da seguinte forma. Para o usuárioA enviar uma mensagem cifrada
paraB ou para verificar assinaturas digitais deB, ele deve descobrir e em seguida utilizar a chave
públicaeB. Para o usuárioB decifrar uma mensagem cifrada ou para assinar um documento digital,
ele deve empregar sua chave privadadB. O sigilo do texto cifrado e a autenticidade da assinatura
dependem do fato de que apenasB conhecedB. Nota-se, portanto, que o comprometimento da chave
privadadB pode acarretar como consequências a geração de assinaturasf lsas em nome deB ou a
decifragem de mensagens sigilosas destinadas paraB.
As chaves pública e privada guardam uma relação matemática entre si, mas é computacional-
mente inviável determinar a chave privada mesmo conhecendoo algoritmo, os dados cifrados e a
chave pública correspondente quando essas chaves empregamum grande número de bits. O par de
chaves pode ser gerado pelo próprio usuário ou por uma autoridade central confiável, dependendo
do protocolo em que as chaves serão utilizadas. Uma possibilidade segura é gerar o par de chaves
num dispositivo de hardware seguro, como um cartão inteligente, de modo que a chave privada nunca
seja exposta durante sua existência. No entanto, caso seja condição necessária gerar o par de chaves
ou a chave privada numa entidade de confiança, continua sendoimportante que a chave privada seja
armazenada num dispositivo seguro como o cartão inteligente ou em um módulo de hardware seguro
(Hardware Security Module– HSM).
Os criptossistemas de chave pública são baseados em funçõesmatemáticas chamadastrapdoor
one-way functions[16]. Umaone-way functioné uma função matemática que é significativamente
fácil de ser computada em uma direção, mas muito difícil de ser calculada na direção oposta. Uma
trapdoor one-way function, por sua vez, é umaone-way functioncuja função inversa é fácil de calcular
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dada alguma informação (trapdoor), mas é considerada difícil sem essa informação. A chave pública
informa sobre uma instância particular da função e a chave pri ada é otrapdoor.
Apesar da criptografia de chaves públicas ter suplantado o prblema de distribuição de chaves
inerente à criptografia simétrica, surge um outro problema prático quando se considera a necessidade
de autenticidade das chaves públicas. Basta imaginar que, seum atacante consegue convencer o
usuárioA e outros participantes que a chavee′B 6= eB, de sua escolha, é a chave pública deB, ele
pode então decifrar mensagens que deveriam ser sigilosas para B e ainda forjar assinaturas, como
se tivessem sido geradas porB. É importante, portanto, que os usuários da criptografia assimétrica
possam verificar a autenticidade das chaves públicas dos demais participantes.
A solução convencional para a autenticidade das chaves públicas é o uso da infraestrutura de
chaves públicas ouPublic Key Infrastructure(PKI), na qual encontra-se uma entidade confiável por
todos os usuários, a Autoridade Certificadora ouCertification Authority(CA). Essa autoridade define
o procedimento a ser seguido pelo usuárioA, por exemplo, para apresentar a sua chave públicaeA
e provar que ele possui a chave privadadA correspondente. Isso é geralmente feito por meio de
uma requisição de um certificado digital assinada comdA. Se o usuárioA passa por todos os passos
estabelecidos pela CA, então ela publica um certificado digital contendo a identidade deA, sua chave
públicaeA, outras informações, como a validade, por exemplo, e assinatodo esse conteúdo com sua
chave privada, gerando o certificadoCertA. Os demais usuários que desejem se comunicar de forma
segura comA devem obter a chave pública da CA e verificarem a assinatura contida noCertA. Uma
assinatura válida da CA convence da autenticidade da chaveeA contida emCertA.
O alto custo computacional dos algoritmos de criptografia dechave pública em comparação com
os algoritmos de criptografia simétrica motiva muitas soluções práticas a empregar as duas técnicas,
a fim de se beneficiarem da funcionalidade dos primeiros e da eficiência dos últimos.
2.1.3 Criptografia sobre curvas elípticas
A criptografia sobre curvas elípticas (ouElliptic Curve Cryptography– ECC) encaixa-se na
chamada criptografia de chaves públicas e baseia-se em funções matemáticas conhecidas como curvas
elípticas definidas em corpos finitos. O uso das curvas elípticas para fins criptográficos foi proposto
independentemente por Neal Koblitz [20] e Victor S. Miller [21].
Curvas elípticas são construções matemáticas que empregam conceitos da teoria de números e da
geometria algébrica. Uma curva elíptica pode ser definida sobre qualquer corpo, mas para aplicações
criptográficas elas costumam ser definidas sobre corpos finitos (corpos binários e corpos primos).
Uma curva elípticaE sobre um corpo algébricoK consiste de todos os elementos(x, y) que
satisfazem a equação de Weierstraß,
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E(K) : y2 + a1xy + a3y = x
3 + a2x
2 + a4x + a5, (2.1)
onde os coeficientesa1, a2, a3, a4 e a6 ∈ K. A curvaE(K) possui ainda um ponto extra, chamado
ponto no infinito, representado porO.















(b) E2(R) : y2 = x3 + x + 1
Fig. 2.2: Exemplos de curvas elípticas representadas sobreo corpoR dos números reais.
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2.1.4 Aritmética modular e grupos algébricos
Dados os inteirosa, b e n, comn > 0, diz-se quea e b são congruentes módulon sea − b é
divisível porn, ou seja, sea−b
n
é um inteiro. Denota-se
a ≡ b (mod n) (2.2)
quandoa e b são congruentes módulon.
Um grupo(G, ∗) consiste em um conjuntoG (finito ou infinito) e uma operação binária denotada
por∗, chamada de multiplicação do grupo. Para ser considerado umgrupo, o conjuntoG e a operação
∗ devem satisfazer algumas condições denominadas axiomas dogrupo:
• fechamento: dadosa e b ∈ G, o produtoa ∗ b deve resultar num elemento também emG, de
modo que∗ : G×G→ G, ou seja,G é fechado sob a operação de multiplicação;
• associatividade: a operação∗ é associativa, ou seja,∗ (b ∗ c) = (a ∗ b) ∗ c para quaisquera, b
e c ∈ G;
• identidade: existe um elemento identidadeu ∈ G tal quea ∗ u = u ∗ a = a para cada elemento
a ∈ G;
• inverso: cada elementoa ∈ G possui um inversob ∈ G, satisfazendoa ∗ b = b ∗ a = u, o
elemento identidade deG.
Se, adicionalmente, a operação∗ emG é comutativa, ou seja,∗ b = b ∗ a para quaisquer elementos
a, b ∈ G, o grupo é chamado abeliano.
Um grupo é chamado finito seG possui um número finito de elementos. Esse número é chamado
ordemdo grupoG. Para um inteiron > 1, gn indica a multiplicação deg por ele mesmo porn vezes.
Dessa forma,g3 = g ∗ g ∗ g, enquanto queg−n é o inverso degn e g0 é igual ao elemento identidade
u.
Na criptografia de curvas elípticas empregam-se grupos cíclicos. SendoG um grupo cíclico, todos
os elementos deG são múltiplos de um elemento particularg ∈ G. Usando a notação multiplicativa,
os elementos do grupo cíclico são:
..., g−2, g−1, g0 = u, g, g2, ... (2.3)
O elementog é chamado gerador do grupoG.
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2.1.5 Corpos Finitos
De uma forma geral, aplicações práticas na criptografia de curvas elípticas têm seus operandos
representados em estruturas matemáticas chamadas de corpos finitos.
Corpos são estruturas algébricas que consistem de um conjuntF com as operações de adição
(denotada por+) e multiplicação (denotada por·), que satisfazem as propriedades:
• (F, +) é um grupo abeliano aditivo com identidade denotada por 0;
• (F \ {0}, ·) é um grupo abeliano multiplicativo com identidade denotadapor 1;
• a multiplicação distribui sobre a adição:a · (b + c) = a · b + a · c, para todoa, b e c ∈ F.
Se o conjuntoF é finito, então diz-se que o corpo é finito. O número de elementos deste corpo é
chamado de ordem do corpo. Um corpo é dito finito de ordemq quandoq é potência de um número
primo p, ou seja, seq = pm, sendom um número inteiro e positivo ep é chamado de característica
do corpoF. Param = 1 o corpoF é chamado corpo primo, denotado porFp, de modo que todas as
operações com elementos do corpo devem ser realizadas módulo o primop. Corpos em quem > 2,
são chamados corpos de extensão.
Um tipo especial de corpo finito para fins de implementação é o corpo de ordem2m, chamado




m−2 + · · ·+ a1z + a0, (2.4)
onde os coeficientesai pertencem ao corpo finitoF2 = 0, 1.
Os corpos binários são interessantes para implementações em ambientes computacionais, pois os
bits setados em registradores ou em palavras da área de memória podem representar os coeficientes de
um elemento do corpoF2m, sem a necessidade de definir estruturas de dados complexas.Além disso,
pode-se mostrar que as operações de adição entre dois elementos do corpoF2m são efetuadas com
uma simples operação de XOR (ou exclusivo) entre esses elementos. As operações de multiplicação
no corpoF2m são efetuadas módulo um polinômiof(z), chamado de polinômio irredutível de grau
m [14].
A Figura 2.3 ilustra os pontos a curvay2 = x3 − 2x + 1 no corpo finitoF23.
2.2 Aritmética de curvas elípticas
Seja uma curva elípticaE definida sobre corpo finitoFq. Os pontos de uma curva elípticaE(Fq),
junto com a operação de adição entre esses pontos, formam um grupo abeliano finito, no qual o ponto
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Fig. 2.3: Curva elípticay2 = x3 − 2x + 1 representada no corpo finitoF23.
O representa o elemento neutro. O número de pontos da curvaE(Fq) é a ordem da curva, denotado
por #E(Fq). A operação de adição nesse grupo pode ser descrita geometricamente, como ilustrado
na Figura 2.4(a). SejamP1 e P2 dois pontos distintos de uma curva elípticaE. Para somar os dois
pontos, traça-se uma reta que passa porP1, P2 e por um terceiro ponto da curva, denotado por−P3.
Refletindo esse último ponto em relação ao eixox, btém-se o pontoP1 + P2 = P3. A duplicação
de um ponto, ilustrada na Figura 2.4(b), segue dessa definição, tratando os pontos somados como se
eles se fundissem em um único ponto: aquele que se deseja duplicar, denotado porP4. Traça-se uma
tangente à curva passando porP4 e o ponto onde essa reta tangente interceptar a curva elíptica será
−P5. Analogamente ao caso da adição, reflete-se o ponto−P5 para obter2P4 = P5.
Equações específicas para adição e duplicação de pontos de curvas elípticas podem ser derivadas
de acordo com a curvaE utilizada e o corpo finito sobre o qual essa curva está definida. No Capítulo
3 essas equações serão apresentadas para uma família de curvas elípticas conhecidas como supersin-
gulares.
Os criptossistemas de curvas elípticas se baseiam numa operção conhecida como multiplicação
escalar. Para uma curvaE(Fq), a multiplicação do pontoP ∈ E por um escalark ∈ Fq consiste na
adição do pontoP com ele mesmo(k− 1) vezes. Para curvas adequadamente escolhidas, a operação
kP é simples, mas sua inversa é computacionalmente inviável, como será detalhado na Seção 2.4.












(b) Duplicação do pontoP4.
Fig. 2.4: Exemplos gráficos de adição e duplicação de pontos de curva elíptica.
Diz-se que um pontoP ∈ E(Fq) tem ordemr serP = O.
No Apêndice A, são apresentados dois algoritmos de criptografia sobre curvas elípticas. O es-
quema de assinatura digitalE liptic Curve Digital Signature Algorithm(ECDSA) é apresentado na
Seção A.1 e o esquema de troca de chaves conhecido comoElliptic Curve Diffie-Hellman(ECDH) é
apresentado na Seção A.2.
2.3 Tipos de curvas elípticas
Com base na Equação 2.1, é possível definir variadas curvas elípticas, algumas das quais po-
dem ser empregadas na elaboração de criptossistemas seguros. Neste trabalho, são empregadas as
chamadas curvas supersingulares. Uma curva elípticaE definida sobre o corpo finitoFq de carac-
terísticap é classificada como supersingular sep dividet, ou seja, sep|t, ondet = q+1−#E(Fq). No
caso em quep ∤ t, então a curvaE(Fq) é ordinária [14]. Dentre as curvas ordinárias, algumas podem
ser especialmente construídas a fim de levar a implementações eficientes, como as curvas MNT [22],
as curvas Barreto-Naehrig (BN) [23], as curvas de Freeman [24]e as curvas KSS [25].
Existem ainda formas de representar as curvas elípticas além d tradicional equação de Weierstraß,
apresentada na Equação 2.1, como as curvas de Edwards [26] e de Hesse [27].
2.4 O Problema do Logaritmo Discreto sobre Curvas Elípticas
O problema do logaritmo discreto ouDiscrete Logarithm Problem(DLP) aplica-se a estruturas
matemáticas conhecidas como grupos finitos, conforme definio na Seção 2.1.4. Para um elementog
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do grupo finitoG e um número inteiron, gn denota o elemento obtido após sucessivas multiplicações
de g por ele mesmo, ou seja,g3 = g ∗ g ∗ g. O problema do logaritmo discreto é encontrar um
inteiro x tal quegx = h dados os elementosg, h ∈ G. Assim como o problema de fatoração de
inteiros [16], o DLP é considerado um problema difícil. A dificuldade nesse caso não se refere à sua
concepção, mas aos requisitos computacionais necessáriospa a encontrar uma solução do problema
caso a ordem do grupo seja grande. Uma definição mais cformal sobre problemas difíceis e exemplos
desses problemas podem ser encontrados no livro de Cormen et al [28].
Quando o grupoG em questão é formado por pontos de curvas elípticas e utiliza-se a notação
aditiva, então o Problema do Logaritmo Discreto em Curvas Elípticas ouElliptic Curve Discrete
Logarithm Problem(ECDLP) é descrito da seguinte forma: dados os pontosQ ∈ E(Fq) eP um ponto
gerador deE(Fq), encontrar o escalark tal queQ = kP , operação que também é de complexidade
alta para curvas apropriadamente escolhidas, apesar do cálculo dekP ser simples.
2.5 Representação de pontos de curvas elípticas
A Equação 2.1, na Seção 2.1.3 apresenta a curva elíptica utilizando coordenadas afins, onde os
pontos têm a forma(x, y). No entanto, em situações práticas as operações de adição e de duplicação
de pontos de uma curva elíptica podem se tornar muito custosas do ponto de vista computacional
quando se utilizam coordenadas afins, principalmente devido às operações de inversão de elementos
do corpo finito, como será visto no Capítulo 3.
Com intuito de contornar esse problema, os pontos de curvas elípticas costumam ser representados
em outros tipos de coordenadas, chamadas de coordenadas projetivas. Foram propostos diferentes
tipos de coordenadas projetivas [29], com o objetivo de tornar mais eficientes as operação com pontos
de curvas elípticas. No tipo mais comum de coordenadas projetivas, o ponto(X : Y : Z) na curva
E corresponde ao ponto(X/Z, Y/Z) em coordenadas afins quandoZ 6=0. O ponto no infinitoO
corresponde ao pontoPO = (0 : 1 : 0) em coordenas projetivas.
No sistema de coordenadas projetivas padrão, a curva elíptica dada pela Equação 2.1 assume a
forma dada pela Equação 2.5.
E(K) : Y 2Z + a1XY Z + a3Y Z




Existem ainda outros tipos de coordenadas, como as coordenadas J cobianas, de Chudnovsky e
López-Dahab [29], que podem ser empregadas em trabalhos de impl mentação com o objetivo de
reduzir o número de operações custosas do ponto de vista computacional.
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2.6 Curvas hiperelípticas
Em 1989, poucos anos após a proposta inicial de uso de curvas elípticas para fins criptográficos,
Koblitz propôs uma generalização das curvas elípticas com as ch madas curvas hiperelípticas [30].
Uma curva hiperelípticaC sobre um corpo algébricoK é definida pela Equação 2.6.
C : y2 + h(x)y = f(x), (2.6)
ondeh(x) e f(x) são polinômios cujos coeficientes pertencem ao corpoK. O grau do polinômio
f(x) é igual a2g + 1 e o grau deh(x) deve ser menor ou igual ag, um inteiro positivo. Parag = 1,
tem-se uma curva elíptica.
A Figura 2.5 ilustra uma curva hiperelíptica representada sobre o corpoR dos números reais.







Fig. 2.5: Curva hiperelípticaC3 : y2 = 0.420448207687874∗ (x+2)(x+0.5)(x−0.5)(x−3)(x−4)
representada sobre o corpoR dos números reais.
Os sistemas de criptografia baseados em curvas hiperelípticas apresentam a vantagem de usar
chaves menores em comparação com aqueles baseados nas curvas elípticas, considerando o mesmo
nível de segurança. Além de menor espaço de armazenamento, isso pode implicar um processamento
mais eficiente. No entanto, os algoritmos e a forma de representar os elementos da criptografia sobre
curvas hiperelípticas são bastante complexos e essa eficiência não pôde ser comprovada a princípio
nos trabalhos de pesquisa de implementação, tanto em hardware qu nto em software [31]. Em razão
disso, apesar do curto espaço de tempo que separou as propostas da curvas elípticas e hiperelípticas
para fins criptográficos, o desenvolvimento de pesquisa privilegiou as primeiras em detrimento das
últimas.
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Trabalhos recentes mostraram algoritmos e resultados eficientes para determinadas curvas hiper-
elípticas, como apontado por Lange [32], Galbraith et al [33] e no trabalho de implementação em
hardware por Kim et al [34].
2.7 Emparelhamentos bilineares sobre curvas elípticas
2.7.1 Histórico e definições
No início da década de 90, os emparelhamentos bilineares eram empregados para mostrar que
algumas classes de curvas elípticas eram inseguras para finscriptográficos. Os emparelhamentos bi-
lineares de Weil e de Tate eram usados para mostrar que era possível reduzir o problema do logaritmo
discreto em algumas curvas para o problema do logaritmo discreto em um corpo finito [1].
Já em 2000, Joux mostrou o uso de emparelhamentos bilinearesno protocolo Diffie-Hellman
para combinação de chaves entre três entidades em uma única rodada. Também nesse ano, Sakai
empregou emparelhamentos bilineares como primitivas paraprotocolos criptográficos. Desde então,
foram encontradas diversas aplicações criptográficas paraos emparelhamentos bilineares e a que mais
tem se destacado desde então é a chamada Criptografia Baseada emIdentidades ouIdentity Based
Cryptography(IBC), a ser descrita na Seção 2.8.2.
Para definir um emparelhamento bilinear, são considerados os seguintes parâmetros:
• G1 eG2 são grupos cíclicos aditivos de ordem primar;
• GT é um grupo multiplicativo, também de ordem primar;
• G1 eG2 são elementos geradores dos gruposG1 eG2, respectivamente;
• φ é um isomorfismo ou mapa de distorção entreG1 eG2, tal queφ(G1) = G2;
• e é um mapeamento bilinear computável, tal quee : G1 ×G2 → GT ;
Um emparelhamento bilinear é um mapeamentoe : G1 × G2 → GT que possui as propriedades
de
• bilinearidade: sejam os elementosP ∈ G1, Q ∈ G2 e sejam os escalaresa, b ∈ Z. Então as
seguintes igualdades são válidas para o emparelhamento bili ear:
e(aP, bQ) = e(P, bQ)a =
e(P,Q)ab = e(bP,Q)a =
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e(bP, aQ) = e(abP,Q) =
e(P, abQ) = e(−aP,−bQ);
• ser não degenerado:e(P,Q) 6= u, ondeu é o elemento identidade deGT , P ∈ G1 eQ ∈ G2;
• computabilidade: o emparelhamentoe(P,Q) pode ser eficientemente computado.
A definição acima se aplica a qualquer emparelhamento bilinear. Em se tratando de empare-
lhamentos bilineares sobre curvas elípticas, existem doistipo principais: o emparelhamento de
Weil [35] e o emparelhamento de Tate [36], ambos envolvendo complexas propriedades matemá-
ticas. Para objetivos práticos, o emparelhamento de Tate cos uma ser mais eficientemente implemen-
tável [29] e é o tipo adotado neste trabalho.
No emparelhamento de Tate,G1 é um subgrupo do grupo de pontos de ordemr de uma curva
elípticaE(Fq), G2 é formado pelo grupo de pontos da curvaE(Fqk), ondek é chamado degrau de
imersãoe é definido como o menor valor dek tal quer|qk − 1 e GT é um subgrupo do corpo de
extensãoF∗
qk
. A equação da curva é a mesma paraE(Fq) eE(Fqk), mas as coordenadas no primeiro
caso encontram-se no corpoFq e no segundo, numa extensãoFqk . Dessa maneira, o emparelhamento
de Tate pode ser descrito como o mapeamento:
e : E(Fq)[r]× E(Fqk)→ F
∗
qk . (2.7)
Nota-se que o primeiro argumento e o valor do emparelhamentotêm ambos ordemr, isto é,
se e(P,Q) = ν, entãorP = O e νr = 1. Para alguns casos é possível definir uma funçãoφ,
chamada mapa de distorção, tal queφ : E(Fq)[r]→ E(Fqk), o que permite definir o emparelhamento
modificadoê, tal que os dois argumentos pertencem ao mesmo grupo:
ê : E(Fq)[r]× E(Fq)[r]→ F
∗
qk , (2.8)
ê(P,Q) = e(P, φ(Q)). (2.9)
Esse emparelhamento é dito simétrico, ou de acordo com a classific ção de Galbraith et al, como
emparelhamento do Tipo 2 [37].
2.7.2 Aspectos práticos de implementação
Com relação ao grau de imersão, para curvas não-supersingulares, o valor dek geralmente é alto,
o que implica um nível elevado de segurança, e ao mesmo tempo umaior custo computacional para
calcular o emparelhamento bilinear. Para curvas supersingulares e curvas ordinárias especialmente
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construídas, como as curvas MNT, curvas Barreto-Naehrig e ascurvas de Edwards, o valor dek
é mantido baixo, sem comprometer a segurança, desde que o corpo finito Fq seja escolhido com
extensão apropriada.
Uma curvaE para a qual é possível encontrar uma coleção〈e, r, G1, G2, GT 〉 é uma curva ade-
quada para aplicações criptográficas e é chamada dep iring-friendly.
Como os trabalhos de implementação mostrados aqui se baseiamem curvas supersingulares, va-
mos focar nas características do emparelhamento de Tate parsse tipo de curva. Nas curvas super-
singulares, pode-se fazerG1 = G2, o que simplifica a representação dos elementos do corpo finite
exige menor espaço para armazenar os elementos. Essa característica e a possibilidade de usar o grau
de imersãok de baixo valor motivaram a escolha das curvas supersingulares, pois tais características
são importantes para um dispositivo em que a quantidade de memória é bastante restritiva.
Daqui em diante, o emparelhamento de Tateê(·, ·) será denotado simplesmente pore(·, ·) a fim
de não carregar a notação.
2.7.3 Algoritmo para cálculo de emparelhamento bilinear
Com o intuito de ilustrar o cálculo do emparelhamento bilinear com pontos de curva elíptica, será
apresentado um exemplo simplificado. Para isso, serão considerados os pontosP e Q, de modo que
P é um ponto de ordemr e ambos pertencem à curva elípticaE(Fqk).
O cálculo do emparelhamento bilinear geralmente é divididoem duas partes: o laço de Miller e
a exponenciação final, que se faz necessária no emparelhamento de Tate para garantir a unicidade do
resultado. A versão básica de cálculo do emparelhamento é mostrada no Algoritmo 2.1.
Algoritmo 2.1 Cálculo dee(P,Q) [10]
Entrada: Ordemr, pontosP eQ ∈ E(Fqk).
Saída: e(P,Q).
1: T ← P , f ← 1
2: Para i← ⌊log2(r)⌋ - 1 até0 faça
3: f = f 2 · lT,T (Q)/vT,T (Q)
4: T = 2T
5: Seri = 1 então
6: f = f · lT,P (Q)/vT,P (Q)
7: T = T + P
8: f ← f (q
k−1)/r
9: Retorne f
No Algoritmo 2.1, pode-se observar que o pontoP está sendo implicitamente multiplicado por
sua ordemr, usando o clássico métodoDouble-and-Add, até que resulte o ponto no infinitoO.
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O valor lA,B(Q) representa a distância entre o ponto fixoQ e a reta que passa porA e B quando
esses dois pontos são adicionados. O valorvA,B(Q) representa a distância entreQ e o resultado soma
A + B. Utilizando coordenadas afins, pode-se considerar que os pontosQ, A e A + B possuem,
respectivamente, as coordenadas(xQ, yQ), (xj, yj) e (xj+1, yj+1). Considerando ainda queλj é a
inclinação da reta obtida quando se adicionaB o pontoA, as Equações 2.10 e 2.11 mostram como
obter as distâncias usadas no cálculo do emparelhamento.
lA,B(Q) = (yQ − yj)− λj(xQ − xj), (2.10)





A Figura 2.6 apresenta uma versão gráfica das funçõeslA,B(Q) e vA,B(Q), para os casosA 6= B
eA = B.
Conforme observado no início desta seção, o Algoritmo 2.1 apresenta uma versão básica do cál-
culo de emparelhamento. Observa-se que, na prática, os pontos P e Q não são aleatoriamente es-
colhidos, já que uma escolha inadequada poderia levar a situações de erro, como no caso em que a
reta da adição ou duplicação passa porQ ou quando a distânciavA,B(Q) é nula. Para evitar tais situ-
ações, e até por motivos de eficiência, os pontosP eQ são linearmente independentes e definidos em
curvas elípticas representadas sobre corpos distintos. É oque se observa na definição apresentada na
Seção 2.7.1, onde define-se um mapa de distorçãoφ : E(Fq)→ E(Fqk), que mapeia pontos de ordem
r do corpo base para pontos de ordemr no corpo de extensão, de modo a garantir que os pontosP
e φ(Q) sejam sempre linearmente independentes e o emparelhamentoe(P, φ(Q)) seja sempre bem
definido e não degenerado.
O algoritmo mostrado para cálculo do emparelhamento bilinear é básico e pode ser otimizado em
diferentes pontos, como por exemplo, escolhendo um valor para r com baixo peso de Hamming, o
que implica em poucas execuções das instruções decorrentesda condiçãori = 1. Além disso, de-
pendendo da curva selecionada, é possível criar equações específicas e simplificadas para o algoritmo
de emparelhamento. É com base nessas e em outras observaçõesque surgiram propostas como o
algoritmo BKLS [10],η (Eta) [38], Ate [39] e R-ate [40], por exemplo.
2.7.4 Segurança nos criptossistemas baseados em emparelhamentos bilineares
A construção de um emparelhamento bilinear traz consigo umasérie de implicações com relação
à complexidade. Nas discussões a seguir, será considerado um grupo aditivoG (assim comoG1 eG2
na Seção 2.7) e um grupo multiplicativoGT (também como na Seção 2.7).
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• A + B = (xj+1, yj+1)
•Q = (xQ, yQ)
vA,B(Q) = xQ − xj+1
lA,B(Q) = (yQ − yj)− λj(xQ − xj)
linha com inclinaçãoλj
(a) FunçõeslA,B(Q) evA,B(Q) paraA 6= B.
•
A = (xj, yj)
•
−2A
•2A = (xj+1, yj+1)
•Q = (xQ, yQ)
vA,A(Q) = xQ − xj+1
lA,A(Q) = (yQ − yj)− λj(xQ − xj)
linha com inclinaçãoλj
(b) FunçõeslA,B(Q) evA,B(Q) paraA = B.
Fig. 2.6: Representação gráfica das funçõeslA,B e vA,B empregadas durante o cálculo do emparelha-
mento.
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Primeiramente, pode-se perceber que o problema do logaritmo discreto no grupoG, não é mais
difícil que o Problema do Logaritmo Discreto emGT . ConsidereQ = aP , sendoa um número inteiro
desconhecido. Resolver o Problema do Logaritmo Discreto implica descobrira para um dadoP e um
Q aleatório. Nota-se que:
e(P,Q) = e(P, aP ) = e(P, P )a. (2.12)
Portanto, pode-se reduzir o Problema do Logaritmo DiscretoemG no Problema do Logaritmo Dis-
creto emGT . DadosP e Q ∈ G, e considerando que o mapeamentoe pode ser eficientemente
computado, pode-se calcularogP (Q) da seguinte maneira:
1. determineν1 = e(P, P );
2. determineν2 = e(P,Q);
3. determinea = logν1(ν2);
4. a será tambémlogP (Q).
A segurança nos criptossistemas baseados em emparelhamentos é baseada nos seguintes proble-
mas.
• Decision Diffie-Hellman Problem (DDHP)
SejamP ∈ G e a, b e c ∈ Zn, onden é a ordem deG. DadosP , aP , bP e cP ∈ G, decidir
se c = ab mod n. Deve-se lembrar que, considerando do Problema do Logaritmo Discreto
intratável, desconhecem-se os valores dea, b e c. Joux e Nguyen [41] observaram que
c = ab mod n⇔ e(P, cP ) = e(aP, bP ). (2.13)
O DDHP, portanto, é considerado um problema fácil em grupos onde exista um emparelha-
mento admissível.
• Computational Diffie-Hellman Problem (CDHP)
SejamP ∈ G1 e a e b ∈ Zn, onden é a ordem deP . DadosP , aP e bP ∈ G, calcular
abP . Nota-se que o CDHP pode ser resolvido sem dificuldades num grupo onde o Problema
do Logaritmo Discreto seja tratável.
• Gap Diffie-Hellman Problem (GDHP)
SejaG um grupo onde o DDHP é tratável. O GDHP consiste em resolver o CDHP emG,
sabendo que o DDHP é tratável emG.
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• Bilinear Diffie-Hellman Problem (BDHP)
SejamP ∈ G e a, b e c ∈ Zn, onden é a ordem deP . DadosP , aP , bP e cP ∈ G, calcular
e(P, P )abc. Trata-se de uma variante do CDHP, pois se existe um algoritmopara resolver o
CDHP emG, dadosP ∈ G e a, b e c ∈ Zn, o valorabP é calculado usando esse algoritmo e
então o valor de(abP, cP ) = e(P, P )abc será a solução do BDHP.
Para cada um dos quatro problemas citados anteriormente, existem os co-problemas – co-DDHP,
co-CDHP, co-GDHP e co-BDHP – que envolvem os dois grupos aditivos G1 e G2 no lugar de um
único grupo e o emparelhamentoe : G1 ×G2 → GT
A segurança dos criptossistemas baseados em emparelhamentos bili eares é baseada na intratabi-
lidade do GDHP ou do BDHP, ou de ambos, em um certo grupoG, u, similarmente, na intratabili-
dade dos co-problemas correspondentes em um par de gruposG1 e G2. Conjectura-se que a escolha
apropriada da extensão do corpo finitoFq e do grau de imersãok torna o GDHP e o BDHP intratáveis
e, portanto, garante a segurança dos sistemas baseados em emparelhamentos bilineares.
2.8 Criptossistemas baseados em emparelhamentos bilineares
Os conceitos apresentados até este ponto servem de base paraa a resentação dos sistemas crip-
tográficos que fazem uso dos emparelhamentos bilineares sobre curvas elípticas. Existe uma varie-
dade de tais sistemas, como é possível verificar emThe Pairing-Based Crypto Lounge, uma página
na Internet mantida pelo Prof. Paulo Barreto [42].
2.8.1 Arquitetura de software
Os emparelhamentos bilineares sobre curvas elípticas encontram utilidade quando aplicados a
protocolos criptográficos, entre os quais se destacam aqueles para troca de chaves, cifragem e de-
cifragem de dados, bem como de assinatura e verificação de documentos digitais.
Para colocar em prática qualquer protocolo criptográfico baseado em emparelhamentos bilineares
é indicado adotar uma arquitetura de software modular, na qual os módulos sejam interdependentes
e cada módulo seja responsável por operações de um domínio específico. A Figura 2.7 ilustra essa
divisão em módulos e a dependência entre eles.
Os módulos apresentados na Figura 2.7 podem ser descritos daseguinte forma:
• Manipulação de inteiros grandes: aplicações criptográficas reais utilizam inteiros grandes
com o objetivo de se tornarem mais robustas contra diversos ataques, inclusive do tipo força
bruta. O número de bits utilizados em palavras de registradores e memórias nos computa-
dores atuais, especialmente em cartões inteligentes, costuma ser menor que o número de bits
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Aritmética de corpo finito
Manipulação de inteiros grandes
Aritmética de curvas elípticas Aritmética de corpo de extensão
Emparelhamento Bilinear
Protocolo criptográfico
Fig. 2.7: Módulos de software necessários para implementação de criptossistemas baseados em em-
parelhamentos bilineares.
necessário para representar um operando usado em criptossistemas. Por essa razão, é preciso
desenvolver a infraestrutura de software para tratar essa necessidade, criando estruturas de da-
dos para agrupar o número de bits necessário para representar os operandos, bem como as
operações básicas necessárias, como por exemplo, copiar e agar.
• Aritmética no corpo finito: como descrito na Seção 2.1.5, aplicações criptográficas comob-
jetivos práticos utilizam corpos finitos, sejam eles binários ou primos. Nessa camada são im-
plementadas operações como adição, multiplicação, redução modular, inversão, raiz quadrada,
exponenciação, entre outras.
• Aritmética de curvas elípticas: é a parte responsável por realizar as operações básicas com
pontos de curvas elípticas, como adição, duplicação e multiplicação escalar.
• Aritmética no corpo de extensão:conforme dito na Seção 2.7 e mostrado no Algoritmo 2.1,
o resultado do emparelhamento bilinear situa-se no corpo deextensão, determinado de acordo
com o tipo da curva e o grau de imersão. Analogamente ao que ocorre para o corpo finito, são
implementadas nessa camada de software operações de adição, multiplicação, exponenciação
e inversão.
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• Emparelhamento bilinear: essa é a camada que efetivamente calcula o emparelhamento bi-
linear e que depende de todas as camadas anteriores. Pode-senotar que uma implementação
eficiente do emparelhamento bilinear não depende somente doalgoritmo escolhido, mas tam-
bém da eficiência na implementação das camadas inferiores.
• Protocolo criptográfico: é a camada que tem utilidade de fato para um usuário ou uma apli-
cação. Se implementada de forma eficiente e com boa interfacecom o usuário, o mesmo não
necessita ter conhecimentos profundos sobre curvas elípticas ou emparelhamentos bilineares
para usufruir da segurança proveniente do uso desses conceitos. Como exemplos, podem ser
citados os protocolos de troca de chaves [43], assinaturas digitais [44] e cifragem de dados [45].
A próxima seção apresenta o ramo em que os emparelhamentos encontram maior aplicação, que
é a chamada criptografia baseada em identidades.
2.8.2 Criptografia baseada em identidades
Uma possível aplicação dos emparelhamentos bilineares é narealização da chamada criptografia
baseada em identidades, ouIdentity Based Cryptography(IBC). Com exceção do esquema básico
de IBC proposto por Cocks [46], que é baseado em resíduos quadráticos, a grande maioria dos crip-
tossistemas que empregam IBC fazem uso de emparelhamentos bilineares sobre curvas elípticas.
O conceito de IBC foi originalmente proposto por Shamir [47].A ideia era criar um esquema mais
simples de obtenção e utilização de chaves públicas em contrap sição aos esquemas tradicionais de
infraestrutura de chaves públicas, que utilizam certificados para garantir a autenticidade das chaves
públicas, como descrito na Seção 2.1.2.
Em sua publicação original [47], Shamir pressupunha a existência de uma entidade confiável, o
Gerador de Chaves Privadas ouPrivate Key Generator(PKG), cuja função é entregar a cada novo
usuárioA do esquema de IBC um cartão inteligente personalizado com as chaves públicaeA e privada
dA. O cartão teria a capacidade de cifrar e decifrar mensagens,b m como de gerar e e verificar
assinaturas digitais. A chave públicaeA, ao contrário dos esquemas tradicionais de PKI, pode ser um
identificador escolhido pelo próprio usuárioA, como seu nome, CPF, número de telefone, endereço
de rede, endereço de email, ou então uma combinação de todos esses identificadores, desde que essa
chave identifique unicamenteA, de modo que ele não possa negá-la posteriormente e que ela seja
facilmente obtida pelos demais usuários.
A chave privada, num esquema de IBC, deve ser computada pelo PKG, já que não há nada especial
(secreto) na identidade de um usuário. SeU pudesse computar sua própria chave privada, então ele
poderia também computar as chaves privadas correspondenteàs id ntidades dos usuáriosA′ e A′′,
por exemplo, e o sistema não poderia ser considerado seguro.
28 Criptossistemas baseados em emparelhamentos bilineares
Shamir observou ainda em seu artigo que IBC permitiria criar um esquema ideal de email: se é
possível saber o nome e endereço do usuárioA, então é possível enviar mensagens que apenasA pode
ler ou verificar assinaturas que apenasA poderia ter gerado. Isso torna os aspectos criptográficos da
comunicação praticamente transparentes para os usuários,que podem usar um esquema seguro sem
possuírem conhecimentos sobre chaves e protocolos.
Esquemas de IBC podem se adaptar bem a grupos fechados, como empresas, universidades e
instituições governamentais, onde pode-se definir uma unidade responsável por atuar como PKG.
Uma outra possibilidade de criar a chave pública num esquemad IBC é concatenar ao identifi-
cador uma data. Dessa forma, é possível gerar uma mensagem secreta que só poderá ser decifrada
pelo usuário quando chegar essa data, momento em que o PKG gerará a chave privada correspon-
dente. A utilização de datas também pode ser vantajosa porque c ia chaves temporárias, o que facilita
a revogação de chaves no caso de haver algum comprometimentodo PKG ou da chave privada do
usuário.
A característica do PKG possuir controle sobre a geração dasch ves privadas é chamada de
custódia das chaves oukey escrow. O PKG pode se fazer passar por qualquer um dos usuários e dessa
forma gerar assinaturas falsas ou decifrar mensagens secretas. Apesar de parecerem características
negativas, elas podem ser vantajosas e desejáveis em determinados contextos.
Existem outras propostas análogas à IBC, como aCertificateless Cryptography[48], que emprega
intensamente emparelhamentos bilineares e procura evitaro problema da custódia das chaves, mas
que perde a característica de obter a chave pública diretamen e da identidade do usuário. Recente-
mente, surgiram propostas para resolver o problema dekey scrowem sistemas de IBC [49].
2.8.3 Sistemas baseados em identidades usando emparelhamentos bilineares
Apesar da ideia de IBC ter surgido em 1984 [47], Shamir reconheceu que naquela época o RSA
não atendia as condições necessárias para a criação de um siste a baseado em identidades. Ele
mesmo comparou com a situação à época da criação da criptografia de chaves públicas: em 1976 o
conceito foi definido e as potenciais aplicações foram investigadas, mas sua implementação concreta
só veio a ocorrer em 1978.
Em 2001, Boneh e Franklin [45] propuseram a primeira implementação funcional de um esquema
de cifragem baseado em identidades, empregando emparelhamentos bilineares. Trata-se de um es-
quema de cifragem, chamado deIdentity Based Encryption(IBE), dividido em quatro algoritmos:
configuração (setup), extração (extract), cifragem (encrypt) e decifragem (decrypt), conforme des-
crito a seguir.
A descrição a seguir emprega o conceito de função de espalhamento [50]. Idealmente, essa função
funciona como um oráculo aleatório, que seria como uma caixapret que responde a uma consulta
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com uma resposta indistinguível de uma sequência aleatória.
Configuração: Dado como entrada o parâmetro de segurançan, gera-se um conjunto de parâmetros
chamadoparams, da seguinte forma.
• Geração de um primoq den bits, um grupo aditivoG1, um grupo multiplicativoGT , ambos de
ordemq, e um emparelhamento bilinear da formae : G1 ×G1 → GT . Escolha de um pontoP
gerador do grupoG1.
• Seleção de um escalar aleatórios ∈ F∗q e cálculo dePpub = sP . O escalars é mantido
em segredo e funciona como chave mestra do PKG e o pontoPpub é divulgado para todos os
participantes do esquema de IBC.
• Escolha das funções dehashcriptográfico:
H1 : {0, 1}
∗ → G∗1, (2.14)
H2 : GT → {0, 1}
ℓ, (2.15)
ou seja,H1 é uma função de espalhamento que tem como entrada uma sequência de bits de
tamanho arbitrário e resulta em um ponto do grupo elíptico diferente do pontoO e a funçãoH2
tem como entrada o resultado de um emparelhamento entre doispontos do grupo e responde
com uma sequência de bits de tamanhoℓ.
• O espaço das mensagens éM = {0, 1}ℓ e o espaço dos textos cifrados éC = G∗T × {0, 1}
ℓ.
• Os parâmetros públicos do sistema sãoparams = 〈q, G1, GT , e, ℓ, P, Ppub, H1, H2〉.
Extração: Dado o conjunto de caracteresIDA ∈ {0, 1}∗ que representa o identificador de um usuário
A, o PKG executa os passos:
• Cômputo do pontoQIDA = H1(IDA) ∈ G
∗
1.
• Cômputo da chave privadaSIDA = sQIDA, ondes é a chave mestra só conhecida pelo PKG. A
chave privadaSIDA é entregue de forma segura ao usuárioA.
Cifragem: Para cifrar a mensagemM ∈ M usando o identificadorIDA como chave pública, o
usuárioB executa os passos:
• Cômputo do pontoQIDA = H1(IDA) ∈ G
∗
1.
• Seleção de um escalar aleatórior ∈ F∗q.
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• Cômputo do texto cifradoC = 〈U, V 〉, onde1:
{
U = rP
V = M ⊕H2(e(rQIDA , Ppub)).
Decifragem: Após receber o texto cifradoC = 〈U, V 〉, o usuárioA emprega sua chave privadaSIDA
para recuperar o texto em claroM :
• M = V ⊕H2(e(SIDA , U)).
Nota-se que a mensagemM é de fato recuperada, pois:
V ⊕H2(e(SIDA , U)) = V ⊕H2(e(SIDA , rP ))
= V ⊕H2(e(sQIDA , rP ))
= V ⊕H2(e(rQIDA , sP ))
= V ⊕H2(e(rQIDA , Ppub))
= M ⊕H2(e(rQIDA , Ppub))⊕H2(e(rQIDA , Ppub))
= M.
A descrição anterior considera que as funções de espalhamentoH1 eH2 funcionam como oráculos
aleatórios. Na prática, no entanto, são utilizadas funçõesbaseadas na funções dehashcomuns, como
aquelas da família SHA [51]. Tais funções perdem a característica de oráculo aleatório, pois sua
estrutura interna é conhecida, o que pode ser aproveitado por intrusos mal-intencionados [52].
Existem outras propostas seguras de criptossistemas baseados m emparelhamentos bilineares
que não fazem uso de oráculos aleatórios, como se pode ver na proposta de Boneh e Boyen [53], que
utiliza a técnica de inversão de expoentes.
2.8.4 Comparação entre sistemas baseados em identidade e PKI
A Tabela 2.1 apresenta alguns parâmetros para comparação entre esquemas ideais de PKI e IBC.
Nota-se que o nível de confiança que uma entidade deposita na autorid de central varia. Numa
PKI, por exemplo, caso a CA resolva agir maliciosamente, ela pode emitir certificados falsos, ligando
a identidade do usuário a uma chave pública diferente daquel ele possui. Num modelo ideal de
infraestrutura de chaves públicas, esse ataque pode ser detectado com uma consulta a um diretório
1A operação⊕ denota XOR (ou exclusivo)
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Característica PKI IBC
Existência de certificados sim não
Geração de chaves em instantes distintos não sim
Irretratabilidade de assinaturas sim não
Chave pública escolhida livremente não sim
Nível de confiança depositado na autoridade centralmédio alto
Tab. 2.1: Comparação entre os modelos PKI e IBC.
público de certificados mantido fora da CA, sendo possível verificar que existem dois certificados
dentro do prazo de validade emitidos para uma única entidade, e isso só poderia acontecer legalmente
se um dos certificados já tivesse sido revogado. Como existe essa maneira de identificar quando a CA
age maliciosamente, então o nível de confiança a ser depositado nela pode ser considerado médio.
Já para um esquema tradicional de IBC, a Autoridade de Confiança PKG possui acesso irrestrito
às chaves privadas de todos os usuários do sistema, podendo forjar assinaturas e decifrar mensagens.
Isso evidencia que o nível de confiança depositado nessa entid de deve ser muito elevado.
A ligação forte entre identidade e chave num esquema de IBC pode se benéfico para sistemas de
comunicação em que há uma ligação também forte entre o usuário e o identificador da comunicação.
Um exemplo disso ocorre em redes móveis, onde um canal de cifragem pode ser criado a partir do
conhecimento do endereço físico daquele dispositivo que recebe as mensagens secretas.
Considerando as características de cada modelo, pode-se afirmar que a IBC é mais recomendada
para ambientes fechados, como uma empresa, onde uma autoridde que conhece todas as chaves pri-
vadas pode ser necessária e tolerada. Além disso, como a chave pública está diretamente relacionada
com o identificador da entidade, não há necessidade de certificados, o que viabiliza implementações
mais simples para os usuários.
2.9 Conclusões do capítulo
Este capítulo teve o propósito de apresentar os conceitos e anotação que servirão de base para a
compreensão dos resultados e das discussões que serão apresentado neste trabalho. Primeiramente,
foi apresentado o conceito de criptografia e sua aplicação para prover sigilo, integridade dos dados,
autenticação e irretratabilidade. Foi mostrado que os criptossistemas se dividem em sistemas de
criptografia simétrica e de criptografia assimétrica ou de chave pública, modalidade dentro da qual se
encaixa a criptografia de curvas elípticas.
Os conceitos de aritmética modular, grupos algébricos e corpos finitos foram mostrados a fim
de fundamentar a aritmética de curvas elípticas, em especial as operações de adição e duplicação de
pontos de uma curva, que são essenciais para a construção de sistema criptográficos. Tais sistemas
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baseiam sua segurança no chamado Problema do Logaritmo Discreto obre Curvas Elípticas, que é
considerado difícil.
Foram apresentadas também as funções matemáticas conhecidas como emparelhamentos biline-
ares, as quais utilizam como parâmetros pontos de curvas elípticas. Essas funções apresentam como
principal propriedade a bilinearidade, que viabiliza a construção de criptossistemas inovadores e se-
guros, entre os quais se encontra a chamada criptografia baseda em identidades ou IBC.
Com foco na aplicação dos emparelhamentos bilineares, foi apresentada a arquitetura de software
empregada na construção de criptossistemas e a aplicação dos emparelhamentos na construção de
um esquema de cifragem baseado em identidades. Por fim, foi apresentada uma comparação entre
os criptossistemas de IBC e de chave pública típica (PKI), a fimde evidenciar suas características e
respectivas vantagens.
No próximo capítulo será apresentada uma forma eficiente de simplementar multiplicação es-
calar para curvas supersingulares sobre corpos binários.
Capítulo 3
Multiplicação escalar em curvas
supersingulares sobre corpos binários
Conforme explicado no Capítulo 1, um dos objetivos deste trabalho é mostrar maneiras efici-
entes e seguras de viabilizar protocolos baseados em emparelhamentos bilineares utilizando cartões
inteligentes.
Muitos protocolos baseados em emparelhamentos bilinearesxigem, além do próprio cálculo do
emparelhamento, a multiplicação escalar de pontos da curvaelíptica. Um exemplo é o protocolo de
cifragem baseado em identidades mostrado no Capítulo 2. Existem ainda os criptossistemas baseados
em emparelhamentos que utilizam a técnica de delegação de emparelhamentos, que será detalhada no
Capítulo 5. De maneira simplificada, esta técnica consiste emretirar a carga de calcular um empa-
relhamento, que é uma operação custosa, de um dispositivo com baixo poder computacional, como
um cartão inteligente, e delegar esse cálculo para um dispositivo com maior poder computacional,
de modo que as informações passadas do cartão para o meio externo não revelem dados sigilosos
armazenados no cartão. Para aplicar a técnica de delegação de emparelhamentos, é importante que
o cartão inteligente consiga efetuar a multiplicação escalar de pontos da curva elíptica de forma efi-
ciente e segura.
Durante a fase de implementação dos emparelhamentos bilineares m cartões inteligentes optou-
se por trabalhar com a família de curvas supersingulares sobre c rpos binários em razão dos algorit-
mos mais eficientes que podem ser desenvolvidos para essas curv . O trabalho com as curvas elíp-
ticas supersingulares nos permitiu perceber a possibilidade e desenvolver equações específicas para
realizar a operação de multiplicação escalar. Para o caso deerem utilizadas coordenadas projetivas,
o método proposto é mais eficiente que outros métodos de multiplicação escalar, como oDouble-and-
Add, a serem detalhados nas Seções 3.3 e 3.4. O método é baseado noalg ritmo conhecido como
Montgomery’s Laddere herda desse método a robustez contra ataques do tiposide-channel, mostra-
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dos na Seção 4.1.9. Por fim, o método não exige pré-computaçãoe pode calcular uma multiplicação
escalar utilizando apenas a coordenadax o ponto, o que pode ser vantajoso para um dispositivo com
pouca memória RAM, como um cartão inteligente, por exemplo. Apesar do trabalho de Saeki [54] ter
chegado a equações semelhantes às mostradas aqui para o casode oordenadas afins, nosso trabalho
mostra como obter a coordenaday ao final da multiplicação escalar e apresenta também o desen-
volvimento de equações para coordenadas projetivas. Como será vi to, o método de multiplicação
aplicado com coordenadas projetivas é mais eficiente que outros métodos de multiplicação escalar, o
que não ocorre em situações práticas quando são empregadas coordenadas afins.
3.1 Curvas supersingulares
Neste capítulo serão consideradas as curvas supersingulares sobre corpos bináriosF2m, que obe-
decem a Equação 3.1.
E(F2m) : y
2 + y = x3 + x + c, (3.1)
ondem é ímpar ec = 0 ou 1.
Por muitos anos, curvas elípticas supersingulares foram negligenciadas, pois acreditava-se que o
Problema do Logaritmo Discreto nessa família de curvas poderia s r resolvido de forma mais fácil do
que nas curvas ordinárias [15]. No entanto, como apontado por Menezes, não se conhecem fraquezas
para curvas supersingulares cuidadosamente selecionadas[55]. Como exemplo, para a curva dada
pela Equação 3.1, tem-se um grau de imersãok = 4, de modo que o problema do Logaritmo Discreto
nessa curva é equivalente ao problema do Logaritmo Discretono corpo de extensãoF24m. Isso sig-
nifica que para construir criptossistemas seguros utilizando curvas supersingulares é preciso trabalhar
com corposF2m onde o valor dem deve ser maior do que no caso de curvas ordinárias, para um
mesmo nível de segurança.
Para curvas não-supersingulares, o valor dek g ralmente é alto, o que implica um nível elevado
de segurança, e ao mesmo tempo um maior custo computacional para calcular o emparelhamento
bilinear. Para curvas supersingulares e outras curvas especialm nte construídas, chamadas depairing
friendly, o valor dek é mantido baixo, sem comprometer a segurança, desde que o corpo finito Fq
seja escolhido com extensão apropriada.
As curvas supersingulares oferecem a vantagem de utilizarem g au de imersãok sempre menor
que 6, ou seja, são valores pequenos. Como explicado no Capítulo 2, ter um grau de imersão pe-
queno é uma característica desejável para criptossistemasbaseados em emparelhamentos bilineares,
pois permitem o desenvolvimento de algoritmos eficientes para o cálculo do emparelhamento, como
se pode ver na proposta de Barreto et al [38] e nos algoritmos citados no Capítulo 4, como o empa-
relhamentoη. Também as implementações utilizando curvas supersingulares têm apresentado bons
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resultados mesmo em dispositivos de baixo poder computacion l, como se pode ver nos trabalhos de
Bertonib [1] e de Aranha et al [12].
Por fim, as curvas supersingulares têm sido utilizadas em aplicações reais, e mereceram a criação
pelo Internet Engineering Task Force (IETF) da RFC 5091: “Identity-Based Cryptography Standard
(IBCS) #1: Supersingular Curve Implementations of the BF and BB1 Cryptos stems” [56], que des-
creve a aritmética empregada na aplicaçãoVoltage Identity Based Encryption™.
Dentre os fatores que devem ser considerados na construção eimplementação dos criptossistemas
que empregam curvas elípticas supersingulares, a escolha de um método de multiplicação escalar
adequado é fundamental para garantir segurança e eficiência. As equações propostas aqui procuram
endereçar essas necessidades.
3.2 Histórico
A fim de melhorar a eficiência e a segurança dos criptossistemade curvas elípticas, muitos
métodos de multiplicação escalar já foram propostos. Em 1999, López e Dahab [57] propuseram
um método para multiplicação escalar eficiente de pontos de curvas não supersingulares em corpos
binários. Okeya et al [58] e Tetsuya et al [59] propuseram um método similar, mas para corpos
primos. Fischer et al mostrou a implementação em um coprocessador para cartões inteligentes do
método de multiplicação escalar para curvas elípticas em corpos primos [60]. Aqui desenvolvemos
equações específicas para um método análogo ao método de López e Dahab [57], mas que se aplica a
curvas supersingulares em corpos binários, como aquelas definidas pela Equação 3.1.
3.3 Método Double-and-Add
O métodoDouble-and-Addé bastante utilizado para multiplicação escalar por sua simplicidade e
por não exigir pré-computação. Ele é baseado no método de expon nciação que repete as operações
de quadrado e multiplicação [61]. Uma versão desse método é apresentada no Algoritmo 3.1, onde
o escalars, cuja representação binária temn = ⌈log2 s⌉ bits, multiplica um ponto de curva elíptica
P e é processado da direita para esquerda. Uma versão análoga processa o escalar da esquerda para
direita, de modo que a ordem das operações de adição e duplicação ficam invertidas com relação ao
Algoritmo 3.1.
Pode-se notar no Algoritmo 3.1 que o número de adições dependdo número de bits setados no
escalars. A porcentagem de bits setados em relação ao total de bits é denominada peso de Hamming.
SeA denota uma adição eD uma duplicação e se assumirmos que o peso de Hamming ems é igual
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Algoritmo 3.1 Multiplicação escalar usando Double-and-Add [14]
Entrada: PontoP0, escalar positivos = (sn−1, sn−2, . . . , s0)2.
Saída: PontosP0.
1: R← O.
2: Para i← 0 atén− 1 faça
3: Sesi = 1 então
4: R← R + P0.
5: P0 ← 2P0.
6: Retorne R.
a 50%, pode-se esperar que o cálculosP exija
n
2
A + nD. (3.2)
3.4 MétodosNAF ew-NAF
O escalars pode ter uma representação chamadanon-adjacent form(NAF). A maneira de obter
a representação NAF de um escalar pode ser encontrada no livro Guide to Elliptic Curve Cryptogra-
phy[14]. O custo de uma multiplicação escalar empregando o métodoNAF é de
n
3
A + nD. (3.3)
Vale lembrar que é preciso computar a nova representação do escalar antes de efetuar uma multi-
plicação escalar utilizando o métodoNAF.
Os métodos baseados em janela oferecem uma alternativa paraefetu r a multiplicação escalar.
Tais métodos exigem a pré-computação de alguns pontos antesque a operação de multiplicação es-
calar seja de fato realizada. Um desses métodos é o chamadow-NAF, que se baseia na representação
NAF do escalar e em janelas de larguraw. O custo de uma multiplicação escalar empregando o
métodow-NAFé de
(










O método de multiplicação escalar proposto é inspirado no algoritmo denominadoMontgomery’s
Ladder[62], originalmente proposto para efetuar a operação de exponenciação, assim como no caso
do métodoDouble-and-Add. Esse algoritmo pode ser facilmente adaptado para efetuar multiplicação
escalar de um ponto de curva elípticaP0 por um escalars, conforme ilustrado no Algoritmo 3.2.
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Algoritmo 3.2 Multiplicação escalar usando o métodoM ntgomery’s Ladder[62]
Entrada: PontoP0, escalar positivos = (sn−1, sn−2, . . . , s0)2.
Saída: PontosP0.
1: R← P0, S ← 2P0.
2: Para i← n− 2 até0 faça
3: Sesi = 0 então
4: S ← R + S, R← 2R.
5: Senão
6: R← R + S, S ← 2S.
7: Retorne R.
Uma característica importante do Algoritmo 3.2 é que para qualquer escalars positivo den bits
será efetuado o mesmo número de operações: uma adição e uma duplic ção de um ponto da curva
elíptica. À semelhança do que foi feito para oD uble-and-Add, pode-se esperar
(n− 1)A + nD. (3.5)
Essa característica torna o método de multiplicação empregando a técnicaMontgomery’s Laddermais
robusto contra ataques do tiposide-channel, pois o número de operações executado em cada iteração
i não depende do bitsi, como no caso doDouble-and-Add.
Pode-se observar ainda no Algoritmo 3.2 que os pontos auxiliresS e R mantêm a diferença
S − R = P0, como apresentado no Lema 1 no Apêndice B. Essa propriedade será xplorada na
modificação do métodoMontgomery’s Ladderpara multiplicação escalar em curvas elípticas super-
singulares.
3.6 Aritmética de curvas elípticas supersingulares
Conforme discutido na Seção 2.2, é possível derivar equaçõesesp cíficas para operar os pontos
de curvas elípticas. Nesta seção, apresentamos as operações efer ntes à curva dada pela Equação
3.1, no corpo finitoF2m , considerando coordenadas afins.
1. Identidade: P +O = O + P para todoP ∈ E(F2m);
2. Negativo: SejaP1 = (x1, y1) ∈ E(F2m), tem-se que(x1, y1) + (x1, y1 + 1) = O. O ponto
(x1, y1 + 1) é denotado por−P1 e é chamado denegativodeP1;
3. Adição de pontos:SejaP1 = (x1, y1) ∈ E(F2m) eP2 = (x2, y2) ∈ E(F2m), ondeP1 6= ±P2.
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2 + x1 + x2; (3.7)
y3 = λ(x1 + x3) + y1 + 1. (3.8)







= x4 + 1, (3.9)






(x1 + x3) + y1 + 1. (3.10)
3.7 Proposta de método de multiplicação escalar para curvas su-
persingulares
Sejam os pontos de curva elíptica supersingular em coordenadas afinsP1 = (x1, y1), P2 = (x2, y2)
eP3 = (x3, y3) ∈ E(F2m), tal queP1+P2 = P3. As coordenadasx3 ey3 podem ser calculadas usando
as Equações 3.7 e 3.8.
Considerando um outro pontoP4 = (x4, y4) pertencente à mesma curva supersingularE(F2m), o
qual é resultado da subtraçãoP2 − P1, tal queP4 = P2 + (−P1). Essa subtração pode ser vista como
a adição do pontoP2 e o negativo deP1, ou seja,(x4, y4) = (x2, y2) + (x1, y1 + 1), e então tem-se
que a coordenadax4 é dada pela Equação 3.11.
x4 = (λ







Pode-se notar queλ′ = λ + 1
x1+x2








+ x1 + x2. (3.12)
Empregando a Equação 3.7 na Equação 3.12, obtém-se:
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que depende somente das coordenadasx e que pode ser reescrita como






Agora considerando o Algoritmo 3.2, pode-se perceber que, em cada iteração, sempre é execu-
tada uma adição e uma duplicação de pontos da curva elíptica.Como mostrado na Equação 3.9, a
coordenadax do ponto que está sendo duplicado pode ser calculada usando apenas a coordenadax
desse ponto antes da operação de duplicação. A Equação 3.14,por sua vez, mostra que a coordenada
x do ponto resultante da adição dos pontosP1 e P2 é função dex1, x2 e x4. Comox4 é coordenada
do pontoP4 = P2 − P1, e pelo Lema 1,P4 = P0 = (x0, y0), o que significa quex4 = x0. A Equação
3.14 pode, portanto, ser reescrita como






Note que a Equação 3.15 depende apenas das coordenadasx dos pontosP0, P1 e P2. Dessa
forma, o Algoritmo 3.2 pode facilmente ser adaptado para calcular a multiplicação escalar do ponto
P0 usando apenas as coordenadasx desse ponto e dos pontos auxiliaresP1 e P2, conforme será
descrito nas próximas equações. Essa característica pode ser vantajosa para dispositivos com pouca
memória, como cartões inteligentes.
Considerando os pontosP5 = sP0 = (x5, y5) e P6 = (k + 1)P0 = (x6, y6), ao final da execução
do Algoritmo 3.2, pode-se esperar quex1 = x5 e x2 = x6. As próximas equações mostram como
obter a coordenaday5.






























y20 + y0 = x
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0 + x0 + c
+ y25 + y5 = x
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P = yP + y5 + xP + x5.
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Pode-se empregar o resultado anterior na Equação 3.17, resultando em
x6 =









que pode ser reescrita como
y5 = y0 + (x5 + x0)(1 + x0x5 + x6(x5 + x0)). (3.19)
A Equação 3.19 mostra quey5 pode ser calculado usando apenas a coordenaday do pontoP0 e as
coordenadasx obtidas ao final da execução do Algoritmo 3.2.
Com base nas equações anteriores, é possível adaptar o Algoritmo 3.2 e criar um novo algoritmo
para calcular a multiplicação escalar de um ponto da curva elíptica supersingular num corpoF2m ,
como mostrado no Algoritmo 3.3.
Algoritmo 3.3 Multiplicação escalar em curva supersingular usando coordena as afins.
Entrada: PontoP0 = (x0, y0) ∈ E(F2m), escalar positivos = (sn−1, sn−2, . . . , s0)2.
Saída: PontosP0 = R = (xR, yR) ∈ E(F2m).
1: xR ← x0, xS ← x40 + 1.
2: Para i← n− 2 até0 do faça
3: Sesi = 0 então


















8: xS ← x
4
S + 1.
9: yR ← y0 + (xR + x0)(1 + x0xR + xS(xR + x0)).
10: Retorne (xR, yR).
O Algoritmo 3.3 será comparado aos anteriores na Seção 3.9.
3.8 Versão com coordenadas projetivas
Nesta seção será mostrado como o método de multiplicação escalar da Seção 3.7 pode ser adap-
tado para usar coordenadas projetivas.
Considerando que as operações de adição e quadrado de elementos do corpo finito podem ser efi-
cientemente computadas em corpos binários [14], pode-se perc ber nas equações mostradas na Seção
3.6 que a multiplicação e a inversão são as operações mais cars do ponto de vista computacional
quando se deseja computar a adição ou a duplicação de pontos da curva elípticas.
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É possível eliminar a operação de inversão durante o cálculoda adição de pontos usando o sistema
de coordenadas projetivas. Sejam os pontosP1 = (X1 : Y1 : Z1), ondeZ1 = 1 eP2 = (X2 : Y2 : Z2) ∈










ondeα = (Y1Z2 + Y2) e β = (X1Z2 + X2). É possível observar que as Equações 3.20, 3.21 e 3.22
demandam 9 multiplicações de elementos do corpo binário. Para duplicar um ponto, são necessárias
6 multiplicações. Quando se empregam coordenadas projetivas, o resultado(X3 : Y3 : Z3) pode ser
facilmente convertido para coordenadas afins multiplicando cada coordenada porZ−13 .
Equações 3.9 e 3.14 podem ser modificadas para utilizar coordenadas projetivas.













o que significa queX3 = (X41 + Z
4
1) eZ3 = Z
4
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Z3 = t. (3.29)
Assim como foi desenvolvida a Equação 3.19 para obter a coordenaday do pontokP0 = P5 =
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(x5, y5) para coordenadas afins, também é possível obtery5 diretamente no caso das coordenadas
projetivas. Ao final das iterações do algoritmo de multiplicação escalar pode-se fazerx5 = X1/Z1,
x6 = X2/Z2 e usar essas relações para adaptar a Equação 3.19 e obter 3.30.
y5 = y0 +
(X1 + x0Z1)(x0(X1Z2 + X2Z1) + X1X2 + Z1Z2)
Z21Z2
(3.30)
O Algoritmo 3.4 mostra como implementar a multiplicação do ponto P0 pelo escalars empre-
gando coordenadas projetivas.
Algoritmo 3.4 Multiplicação escalar em curva supersingular usando coordena as projetivas.
Entrada: PontoP0 = (x0, y0) ∈ E(F2m), escalar positivos = (sn−1, sn−2, . . . , s0)2.
Saída: PontosP0 = R = (xR, yR) ∈ E(F2m).
1: XR ← x0, ZR ← 1, ZS ← Z4R, XS ← X
4
R + ZS.
2: Para i← n− 2 até0 do faça
3: t← (XRZS + XSZR)
2.
4: Sesi = 0 então




S, ZR ← t,
6: ZS ← Z
4








2 , Z2 ← t,
9: ZR ← Z
4
R, XR ← X
4
R + ZR.
10: xR = XR/ZR






12: Retorne (xR, yR).
Pode-se perceber no Algoritmo 3.4 que em uma das multiplicações efetuadas em cada iteração
há sempre o fatorx0. Essa observação pode levar a implementações eficientes usando técnicas de
pré-computação, como mostradas em [29]. Lembra-se que a pré-computação não é necessária para
empregar o Algoritmo 3.4.
3.9 Comparação comDouble-and-Add
As operações executadas em cada iteração dos Algoritmos 3.3(linhas 4, 5 or 7, 8) e 3.4 (linhas 5,
6 or 8, 9) são independentes e podem ser paralelizadas. Dessaforma, cada iteração pode ser executada
de forma mais rápida, levando a um menor tempo de execução do algoritmo de multiplicação escalar.
A Figura 3.1 ilustra como seria essa paralelização parcial dur nte as iterações do Algoritmo 3.3. Uma
estratégia análoga poderia ser empregada no Algoritmo 3.4.
Tanto o método proposto aqui quanto oD uble-and-Addsão métodos para multiplicação escalar
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) Xa = Xa
4
+ 1
Se si = 1,
troque Xa com Xb.
Xa = x1, Xb = x2
Fig. 3.1: Paralelização de operações durante iterações do Algoritmo 3.3.
que não exigem pré-computação. Para comparar esses dois métdos, será considerado o escalars
comn = ⌈log2 s⌉.
No métodoDouble-and-Add, a duplicação de pontos é realizada em todas as iterações e seki = 1,
é necessário calcular uma adição de pontos, como mostrado naSeção 3.3. No método proposto, cada
iteração do algoritmo requer o mesmo número de operações, indepe dentemente do valor desi. Ao
final da execução do algoritmo, é preciso efetuar algumas outras operações caso de deseje saber o
valor da coordenaday.
Sabe-se que as operações de adição na aritmética de corpo binári apresentam um custo com-
putacional baixo, já que elas dependem apenas do número de palavras de máquina que representam o
elemento do corpo binário [14]. De forma semelhante, a operação de quadrado no corpo binário tam-
bém tem um baixo custo computacional e pode usar tabelas. Considerando então que as operações de
quadrado e adição no corpo binário têm um custo computacional baixo quando comparadas as ope-
rações de multiplicação (M) e inversão (I), apenas essas duas últimas serão consideradas em nossa
comparação. Também será considerado que a representação binária des tem um peso de Hamming
de 50%, na média.
As Tabelas 3.1 e Tab. 3.2 mostram a comparação do método proposto com o métodoDouble-and-
Addusando coordenadas afins e projetivas, respectivamente.
Considerando o tempo gasto para calcular a multiplicação escalar de um ponto, nota-se na Tabela
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Tab. 3.1: Comparação entre os métodos usando coordenadas afins.
Método Operações necessárias
Double-and-Add (3n/2)M + (n/2)I
Método proposto 3M + (n− 1)I
3.1 que, para valores grandes den, o método proposto é mais rápido que o tradicionalDouble-and-
Add se I< 3 M, ou seja, quando a operação de inversão I tem um custo computacional menor que
três vezes o custo da operação de multiplicação M, o que é difícil e encontrar em implementações
práticas [14].
Tab. 3.2: Comparação entre os métodos usando coordenadas projetivas.
Método Operações necessárias
Double-and-Add (21n/2)M + 1I
Método proposto 4(n + 1)M + 2I
Na Tabela 3.2, pode-se considerar valores den grandes o suficiente para ignorar o custo dos ter-
mos que não são multiplicados porn, de tal forma que o método proposto é mais rápido que o método
Double-and-Addtodas as vezes em que(13n/2)M > 1I, o que é sempre verdade para situações práti-
cas, já quen assume valores grandes (tipicamente,> 100). Nas comparações apresentadas na
Tabela 3.2, também foi considerado que o algoritmo de inversão inclui a multiplicação do numerador
pelo valor invertido do denominador. Se essa suposição não for atendida, deve-se acrescentar o custo
de uma multiplicação M para cada inversão I.
A Figura 3.2 ilustra o crescimento do número de operações executadas numa multiplicação escalar
com o aumento do número de bitsn do escalar, para os dois casos apresentados na Tabela 3.2.
Pode-se notar na Figura 3.2 que as vantagens do método de multiplicação escalar baseado no
algoritmoMontgomery’s Ladderem relação aoDouble-and-Addficam mais evidentes à medida que
o tamanho dos escalares aumenta.
É importante observar que, enquanto o custo do métodoDouble-and-Adddepende do peso de
Hamming do escalars, o método proposto requer o mesmo número de operações para todos os valores
des.
Os algoritmos 3.3 e 3.4 foram ambos implementados, testadose seus resultados verificados para
validar as equações apresentadas neste trabalho.


























Número de bits n do escalar
400
Fig. 3.2: Crescimento do número de operações da multiplicação escalar com o aumento den para o
caso de coordenadas projetivas.
3.10 Comparação com os métodosNAF ew-NAF
É possível também comparar o método proposto com outros métodos para multiplicação escalar,
como oNAF e ow-NAF. Primeiramente, serão considerados esses métodos com coordenadas afins,
conforme apresentado na Tabela 3.3. Pode-se perceber que, quando são empregadas coordenadas
Tab. 3.3: Comparação entre os métodos usando coordenadas afins.
Método Operações necessárias
NAF (4n/3)M + (n/3)I
w-NAF (6n/5 + 4)M + (n/5 + 3)I
Método proposto 3M + (n− 1)I
afins, o método proposto somente é mais vantajoso que os métodosNAF ew-NAFquando I <2M ou
I < (3/2)M, respectivamente, o que é difícil de ocorrer em situações reai .
Para coordenadas projetivas, o custo esperado para o cálculo da multiplicação escalar encontra-
se na Tabela 3.4. Adotou-se para o métodow-NAF uma janela de larguraw = 4, que pode ser
considerado um tamanho adequado para o caso de uma implementação em cartões inteligentes de 8
bits.
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Tab. 3.4: Comparação entre os métodos usando coordenadas projetivas.
Método Operações necessárias
NAF 9nM + 1I
w-NAF (39n/5 + 33)M + 1I
Método proposto 4(n + 1)M + 2I
Como é possível perceber na Tabela 3.4, quando são empregadascoordenadas projetivas, o custo
do método proposto é menor que os métodosNAF e w-NAFpara5nM > I e (19n/5)M > 1I, respec-
tivamente, o que é sempre verdadeiro para situações práticas.
Existe ainda a possibilidade de comparação com outros métodos, como ofixed-base comb[14],
mas nosso objetivo é considerar os casos mais utilizados na prática.
3.11 Outras otimizações
Conforme apresentado na Seção 3.6, a duplicação de um ponto decurva supersingular é uma
operação relativamente barata do ponto de vista computacional. Dessa forma, pode-se escrever o
escalars como:
s = s1 + 2
(n/2)s2, (3.31)
ondes1 es2 têm ambos o número de bits igual an/2. Desse modo, o cálculo desP0 pode ser efetuado
como duas multiplicações escalares paralelas:
sP0 = s1P0 + s2Q, (3.32)
ondeQ = 2(n/2)P0.
Mesmo nessa nova forma de efetuar o cálculo da multiplicaçãoescalar, as equações mostradas
aqui podem ser aplicadas, especialmente no caso de serem empregadas as coordenadas projetivas,
aproveitando assim a eficiência e a robustez contra ataques do tiposide-channel.
3.12 Conclusões do capítulo
Este capítulo apresentou um método eficiente e seguro de multiplicação escalar em curvas su-
persingulares sobre corpos binários baseado no algoritmoMontgomery’s Ladder. Em coordenadas
afins, a eficiência do método em comparação com outros métodosde multiplicação escalar, como
o tradicionalDouble-and-Add, depende do custo relativo das operações de inversão e multiplicação
no corpo binário, e normalmente é inviável na prática. Já em coordenadas projetivas, e levando em
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conta situações práticas, o método proposto é mais rápido que s demais métodos considerados. A
adaptação do métodoMontgomery’s Ladderpara multiplicação escalar de curvas supersingulares ap-
resenta como características a robustez contra ataques do tipo side-channele a possibilidade de ser
parcialmente paralelizado. Essas são características importantes, considerando a utilização do método
em aplicações de segurança. O método não exige pré-computação e usa durante suas iterações ape-
nas a coordenadax do ponto sendo multiplicado, o que se torna uma vantagem paradispositivos com
pouca quantidade de memória, como cartões inteligentes.
Capítulo 4
Implementação de emparelhamentos
bilineares em cartões inteligentes de oito bits
Conforme descrito no Capítulo 1, um dos objetivos deste trabalho é apresentar os resultados da
implementação de emparelhamentos bilineares em software em dois tipos de cartões inteligentes
comercialmente disponíveis e de arquitetura de 8 bits: um Java C rd um cartão MULTOS.
A implementação dos emparelhamentos bilineares nesses cartões expande a possibilidade de di-
fundir e aproveitar de forma mais ampla as vantagens dessas funções matemáticas em protocolos
criptográficos inovadores, como os sistemas baseados em identidade (Identity Based Cryptography–
IBC), que serão detalhados neste capítulo.
Não é de nosso conhecimento qualquer resultado de implementação de emparelhamentos biline-
ares ou de protocolos baseados em emparelhamentos utilizando c rtões inteligentes de 8 bits.
4.1 Cartões inteligentes
Na década de 50, nos Estados Unidos, foi iniciado o uso de cartões de plástico para efetuar
pagamentos, no lugar do dinheiro. Inicialmente, essa prática era restrita a um pequeno público pri-
vilegiado, mas foi se popularizando com o tempo e trazendo com isso problemas de segurança. Os
cartões de plástico continham apenas o nome e, em alguns casos, a assinatura do usuário. Dessa
forma, cartões podiam ser facilmente fraudados e ladrões podiam usar sem grandes problemas os
cartões roubados.
Uma maneira de incrementar a segurança dos primeiros cartões foi através das tarjas magnéticas,
que armazenavam dados dos usuários e que podiam ser lidas pelos terminais de compras. No entanto,
a segurança introduzida pela tarjas é bastante frágil, hajavista a facilidade com que elas podem ser
alteradas.
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Os avanços na microeletrônica permitiram incorporar armazen mento e processamento em um
únicochip, em uma área de poucos milímetros quadrados, criando os chamados cartões inteligentes.
Um cartão inteligente consiste em um dispositivo do tamanhode um cartão de crédito comum,
que contém um ou mais circuitos integrados e que pode empregar uma ou mais das seguintes tecnolo-
gias: tarja magnética, código de barras (linear ou bi-dimensional), comunicação por rádio, biometria,
cifragem e autenticação, além de identificação visual por fot (bi ou tri-dimensional) [63]. Ochipde
circuito integrado do cartão inteligente pode atuar como ummicrocontrolador. Os dados armazenados
na memória dochip podem ser acessados por diferentes aplicações. A memória também armazena
o sistema operacional dochip, o qual também pode oferecer algoritmos criptográficos imple enta-
dos em sua memória ou em coprocessadores para prover segurança aos dados armazenados. Quando
usado em conjunto com aplicações apropriadas, os cartões intelige tes podem prover um elevado
nível de segurança, bem como interoperabilidade entre diferent s serviços e aplicações.
Os cartões inteligentes de contato são aqueles que necessitam de um dispositivo leitor para rece-
berem alimentação elétrica, bem como receber e transmitir dados. Existem também os cartões sem
contato, que comunicam-se por ondas de rádio de curto alcance, e tre os quais o tipo mais conhecido
é o Mifare [63]. Os primeiros cartões sem contato apresentaram falhas graves de segurança [64], que
foram corrigidas nos modelos mais novos. Existem ainda os cartões que incorporam ambas interfaces
com e sem contato.
É possível encontrar cartões inteligentes empregados em sistemas de bancos, universidades, em-
presas privadas, transporte público e ainda em celulares. Seu uso está bastante difundido graças à sua
capacidade de armazenamento e de processamento, aliada a uma forte segurança contra violações e
fraudes.
4.1.1 Alguns benefícios dos cartões inteligentes
Os cartões inteligentes que possuem funcionalidades criptog áficas podem proporcionar alguns
benefícios para seus usuários, como os listados a seguir.
• As chaves criptográficas são armazenadas em um hardware segu o e resistente a diversos tipos
de ataques, ao contrário de outras mídias menos seguras de armazenamentos de dados, como
os discos rígidos dos computadores pessoais. A maior proteção às chaves proporcionada pelos
cartões inteligentes facilita a implementação de vários serviços de segurança.
• Ao contrário do que ocorre num computador pessoal, as operaçõ s criptográficas executadas
num cartão inteligente são protegidas do sistema operacional e, portanto, não são susceptíveis
a ataques comobuffer overflowe dumpde memória, os quais podem revelar o conteúdo das
chaves criptográficas ou outras informações sigilosas.
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• O mesmo cartão inteligente que armazena chaves e executa operações criptográficas pode ar-
mazenar também outras aplicações e funcionar como moedeiroel t ônico, por exemplo.
• Um cartão inteligente pode ser transportado com facilidade pelo usuário, o que confere mobili-
dade e facilidade de empregar funções criptográficas sempreque for necessário.
4.1.2 Personal Identification Number(PIN)
As informações contidas num cartão inteligente são protegidas peloPersonal Identification Num-
ber (PIN), que consiste numa sequência de dígitos conhecidos apenas elo dono do cartão inteligente.
Somente após a inserção correta do PIN, o cartão fica liberadopara fornecer informações ou executar
programas. Note, portanto, que as chaves criptográficas armazenadas no cartão somente podem ser
utilizadas por quem tem a posse do cartão e sabe o seu PIN.
O uso de PIN oferece uma proteção maior do que o uso de senhas ousuas derivações, como
hashes. As senhas estão sujeitas a ataques do tipo dicionário, quando um atacante tenta algumas
palavras conhecidas de um dicionário ou outras senhas comumente utilizadas na tentativa de invadir
o conteúdo do cartão. Como muitos usuários preferem usar senha que podem ser facilmente lem-
bradas, os ataques do tipo dicionário têm boas chances de serem b m sucedidos. Dessa forma, a força
de uma senha depende de seu tamanho, de como ela é protegida pelo usuário e como ela é difícil de
ser adivinhada. Vale lembrar que mesmo boas senhas, com todas ess s características, podem estar
sujeitas a ataques do tipo força bruta.
Nesse sentido, o uso de PIN apresenta a vantagem de que ataques de força bruta só podem ser
tentados por alguém que tenha a posse do cartão inteligente.Além disso, mesmo que um atacante
tenha o cartão em suas mãos, este pode ser configurado para trav após algumas (geralmente três)
tentativas sem sucesso de adivinhar o PIN.
Como o PIN geralmente possui quatro a oito dígitos, fica mais fác l para o usuário guardar sua
composição. Isso é mais difícil de acontecer para boas senha, que em geral são longas e com uma
composição complexa, envolvendo letras maiúsculas, minúsculas, dígitos e sinais de pontuação.
4.1.3 Estrutura de hardware
O chip de um cartão inteligente possui componentes típicos de um microcontrolador, que per-
mitem armazenar e processar dados. Tais componentes, ilustrado na Figura 4.1, são:
• ROM : a máscara da memória ROM contém o sistema operacional, que éescrito quando ochip
é fabricado. O conteúdo da memória ROM é, portanto, o mesmo para todos oschipsproduzidos
numa leva de produção e não pode ser alterado durante o ciclo de vida dochip;












Fig. 4.1: Componentes de hardware de umchipde cartão inteligente.
• EEPROM ou flash: memória não-volátil que armazena dados (identificação do don , chaves
criptográficas) e programas (gravação e recuperação de informações, geração e verificação de
assinaturas digitais, armazenamento de certificados digitais). A leitura ou escrita da memória
EEPROM é controlada pelo sistema operacional dochip;
• RAM : memória de trabalho temporária usada pelo processador para execução de atividades do
sistema operacional e dos programas. Como se trata de uma memória volátil, todo seu conteúdo
é perdido quando o cartão deixa de ser energizado;
• CPU: processador responsável por executar as atividades do sistema operacional e os aplica-
tivos. Oschips de cartões inteligentes normalmente não dão suporte athre dse, portanto,
somente um programa pode ser executado por vez. Maiores detalhes sobre os processadores
para cartões inteligentes encontram-se na Seção 4.1.4;
• NPU: coprocessador, que consiste em um processador dedicado para efetuar operações mate-
máticas, a fim de tornar mais rápidos os algoritmos de criptografia. Detalhes sobre os copro-
cessadores em cartões inteligentes encontram-se na Seção 4.1.5.
4.1.4 Processadores
Os processadores usados em cartões inteligentes costumam usar como referência processadores
de propósito geral empregados com sucesso e por um certo tempdispositivos diversos e que
se mostraram confiáveis na prática. Normalmente, não são desenvolvidos novos processadores es-
pecíficos para cartões inteligentes devido ao custo e à conveniê cia, uma vez que a adoção de um
processador já conhecido permite o aproveitamento de bibliotecas, compiladores e ferramentas de
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desenvolvimento. Dessa forma, cartões inteligentes tendem a não utilizar o estado da arte em termos
de processadores.
Muitos cartões inteligentes encontrados em aplicações de bancos e universidades, por exemplo,
têm uma arquitetura de 8 bits e baseiam-se no conjunto de instruções do Motorola 6805 ou Intel
8051 [63]. Esses são processadores CISC (complex-instruction-set computer), o que significa que
eles oferecem um conjunto de instruções vasto e utilizam vários ciclos de relógio para executar as
instruções de máquina. Os processadores de cartões intelige s da família de 8 bits normalmente
possuem extensões que possibilitam endereçar regiões de memória de até 128 KB. Apesar dessa
estratégia trazer a vantagem de permitir o armazenamento maior de informações no cartão, o acesso
não-linear às áreas de memória implica que a área de código e de dados fica distribuída em vários
bancos de memória, o que exige que o processador tenha um trabalho adicional para acessar essas
áreas.
No nível mais alto de desempenho dos microcontroladores de cartões inteligentes encontram-se
os processadores de 32 bits. Esses processadores oferecem um poder de processamento compatível
com as necessidades de aplicações mais complexas, como operações criptográficas. Tais vantagens
precisam ser balanceadas com o fato de que esses processadorconsomem mais energia e ocupam
uma área maior dochip. Existe ainda o fator econômico, pois os processadores de 8 bits ainda
atendem muitas das demandas relacionadas a cartões intelige s comchipsde custo bem inferior
aos de 32 bits.
4.1.5 Coprocessadores
Os coprocessadores são unidades aritméticas inseridas nochip de cartões inteligentes e que são
especialmente desenvolvidas com o intuito de efetuar operaçõ s criptográficas, principalmente as de
algoritmos de criptografia de chaves públicas, como o RSA e as de algoritmos de curvas elípticas.
Essas unidades aritméticas normalmente são capazes de executar as operações básicas necessárias
para esses algoritmos, como multiplicação modular e exponenciação modular utilizando números
grandes. A velocidade desses componentes deve-se bastantea registradores grandes empregados em
sua arquitetura (de até 140 bits [63]). Dessa forma, alguns copro essadores conseguem atingir um
desempenho equivalente ou até superior em comparação com umcomputador pessoal.
O coprocessador é invocado pelo processador, que pode passar os p râmetros de entrada dire-
tamente em registradores ou então enviar ponteiros para áreas de memória onde se encontram tais
parâmetros. O coprocessador executa as operações solicitadas, armazena o resultado obtido na me-
mória RAM e, ao final, o controle do programa volta para o processador. Os coprocessadores mais
comuns encontrados nos cartões inteligentes atuais são aqueles que executam operações básicas dos
algoritmos DES, 3DES, AES, na criptografia simétrica e RSA, ECDSA e ECDH, na criptografia de
54 Implementação de emparelhamentos bilineares em cartõesinteligentes de oito bits
chaves públicas, sendo que os dois últimos ainda não são facilmente encontrados em cartões inteli-
gentes comercialmente disponíveis. É comum encontrarchipsque suportam chaves RSA de até 1024
bits e os mais modernos já suportam chaves de 2048 bits.
4.1.6 Estrutura lógica
A estrutura mostrada na Figura 4.1 permite que os cartões intligentes sejam utilizados de forma
bem flexível. Normalmente, os cartões inteligentes modernos permitem que diversas aplicações se-
jam armazenadas em um único cartão. Dessa forma, a memória ROM armazena apenas os compo-
nentes mais básicos do sistema operacional e os demais componentes são armazenados na memória
EEPROM após a fabricação do cartão. Isso ocorre com os cartões Java Card e MULTOS, por exem-
plo. Tais cartões possuem uma máquina virtual que abstrai o tipo de hardware utilizado e que é
incorporada no cartão após sua fabricação.
A Figura 4.2 ilustra a estrutura lógica encontrada em grandepart dos cartões inteligentes moder-












Fig. 4.2: Arquitetura de um cartão inteligente com suporte amúltiplas aplicações.
• Hardware: essa camada se refere à plataforma física descrita na Figura 4.1, que armazena os
dados e que executa todas instruções do sistema operacionale dos programas carregados no
cartão.
• Sistema Operacional: realiza o gerenciamento de recursos do cartão inteligente, como me-
mória, processadores, coprocessadores criptográficos e recursos de entrada/saída. O sistema
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operacional também é responsável por controlar a adição, execução e remoção de programas
no cartão. Informações mais detalhadas sobre os sistemas operacionais Java Card e MULTOS
encontram-se na Seção 4.1.7.
• Máquina virtual : essa camada proporciona a abstração do hardware, de modo que os pro-
gramas para cartões inteligentes podem ser desenvolvidos in ependentemente dochip no qual
serão executados. Dessa forma, um programa desenvolvido e testado em umchip de um fabri-
cante pode funcionar sem problemas nochipde um outro fabricante, desde que ambos utilizem
a mesma máquina virtual. Essa característica é apontada como uma vantagem, pois uma apli-
cação para cartões inteligentes não fica atrelada a um fabricante específico. Por outro lado,
como a máquina virtual deve interpretar todas as instruções, ela acaba introduzindo uma sobre-
carga na execução dos programas. Num Java Card, essa camada é conhecida como Máquina
Virtual Java Card e é responsável por executar os chamadosbytecodesJava Card. Nos car-
tões MULTOS, existe aApplication Abstract Machine(AAM), que interpreta a MULTOS Ex-
ecutable Language (MEL), um tipo de linguagemAssembly.
• Application Programming Interface(API) : os cartões inteligentes podem ser programados
usando uma linguagem de alto nível. A programação dos Java Cards utiliza um subconjunto da
API Java, disponibilizado em bibliotecas pela empresa Sun no pacoteJava Card Development
Kit (JCDK). Trata-se de um subconjunto bem restrito da linguagemJava, que não incluithreads,
stringse matrizes multi-dimensionais, por exemplo. A mais nova especificação do Java Card, a
versão 3.0 [65], não impõe tantas restrições à programação dos cartões inteligentes. No entanto,
os fabricantes ainda não disponibilizaramchipscompatíveis com essa nova especificação. Os
programas para os cartões MULTOS podem ser desenvolvidos nas linguagens C, Java e MEL,
utilizando as bibliotecas específicas e compiladores dispon bilizados em um sítio mantido por
diversos fabricantes de cartões inteligentes [66].
• Aplicações eFirewall: múltiplas aplicações podem residir num mesmo cartão inteligente e to-
das são protegidas porfi ewalls. Cada programa residente nochippossui uma área de memória
muito bem definida para abrigar os segmentos de código e dados. Um programa tem acesso
total a suas áreas de código e dados, mas não pode acessar diretament as áreas de um outro
programa. Caso um programa tente acessar uma área de memória fora de sua área reservada, o
sistema operacional força o fim do processamento. Isso garante que uma aplicação não consiga
acessar ou modificar dados que pertençam a outras aplicaçõesresidentes no cartão inteligente.
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4.1.7 Sistemas operacionais para cartões inteligentes
De maneira geral, um sistema operacional é responsável por gerenciar os recursos de uma máquina
e proporcionar aos programas do usuário uma interface para ohardware dessa máquina. Dessa
maneira, não se faz necessário que um programa tenha que ender çar diretamente o hardware. Essa
característica pode ser vista como um benefício, pois um programa adquire uma certa portabilidade.
Foi almejando essa característica que foram desenvolvidosos sistemas operacionais para cartões in-
teligentes.
Os primeiros sistemas operacionais para cartões inteligentes surgiram na década de 90 e desde
então foram se aprimorando [63], consolidando o termo COS (card operating system) para os sis-
temas operacionais para cartões inteligentes que foram surgindo. Neste trabalho serão abordados
os sistemas operacionais Java Card e MULTOS, devido à maior disponibilidade comercial dessas
plataformas. Esses dois sistemas operacionais são classifidos como plataforma aberta, pois per-
mitem que programas sejam carregados no cartão sem o envolvimento dos fabricantes dechipsde
cartões inteligentes.
Java Card
Um dos COS mais difundidos é o Java Card. Assim como programas desenvolvidos para a lin-
guagem Java, programas desenvolvidos para a plataforma Java Card são traduzidos embytecodes
Java por um compilador. Taisbytecodesconsistem em código objeto independente de um proces-
sador real, como se fossem destinados a um processador virtual, que consiste na máquina virtual
Java. Essa máquina virtual é responsável por interpretar osbytecodese encaminhar o código nativo
para o processador real. A vantagem vista nesse cenário é queapenas a máquina virtual precisa ser
portada para um processador específico e, uma vez que isso tenha sido realizado, programas Java
poderão ser executados independentemente da plataforma.
Mesmo sendo bastante utilizado, o sistema operacional JavaCard recebe algumas críticas. Além
de demandar muita memória dos cartões, ele também apresenta, em geral, baixo desempenho na
execução dos programas. De acordo com o Smart Card Handbook [63], pode-se esperar que um
programa Java seja de 2 a 3 vezes mais lento que um programa desenvolvido em código nativo de um
cartão inteligente.
MULTOS
O Multi-application Operating System (MULTOS) guarda muitas semelhanças com o Java Card.
Ele também faz uso de uma máquina virtual, que interpreta o código objeto denominado MEL (MUL-
TOS Executable Language). Os programas para essa plataforma podem ser desenvolvidos usando
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diretamente as instruções MEL ou então com as linguagens de alto nível C e Java.
Uma das características que tornam o MULTOS diferente dos demais COS é que ele implementa
o chamado Secure Trusted Environment Provisioning (STEP).Trata-se de um mecanismo patenteado
que permite que a entidade que distribui os cartões, como um banco, por exemplo, tenha controle
total da personalização e das atualizações dos cartões MULTOS, mesmo que eles estejam em campo,
ou seja, na posse dos usuários finais. Isso é possível pelo usode certificados digitais, que são envi-
ados para o cartão e, se considerados válidos, permitem o carregamento ou remoção de programas.
Com esse esquema baseado em certificados, o carregamento e a remoção de programas num cartão
MULTOS pode ocorrer de forma controlada, em qualquer ponto do seu ciclo de vida.
4.1.8 Padrões de cartões inteligentes
Um dos requisitos que viabilizaram o uso difundido dos cartões inteligentes em aplicações co-
tidianas foi a criação de padrões internacionais regendo diversos aspectos físicos e funcionais desses
dispositivos.
Um cartão inteligente normalmente é um componente de um sistema grande e complexo, de modo
que as interfaces entre o cartão e o restante do sistema devems r especificadas de forma precisa
para evitar problemas de incompatibilidade. Esse trabalhode definição de interfaces poderia ser
feito a cada novo sistema, mas além de introduzir novos custos, o seu resultado poderia implicar
que os usuários tivessem que portar um cartão específico paracada tipo de aplicação baseada em
cartões inteligentes. Para evitar esse tipo de situação, foram criados padrões a fim de possibilitar o
desenvolvimento de cartões inteligentes que pudessem atender tipos variados de aplicações.
ISO/IEC 7816
As características e funções fundamentais dos cartões inteligentes com contato são especificadas
pela International Organization for Standardization (ISO) e pela International Electrotechnical Com-
mission (IEC), através da família de padrões ISO/IEC 7816. Tais padrões especificam, por exemplo,
as características físicas, a dimensão e localização dos contatos, a interface elétrica, os protocolos de
transmissão e recebimento de dados, a organização dos dadosno cartão, as permissões de acesso a
esses dados, os métodos de segurança que devem ser suportados e os comandos para troca de infor-
mações com o ambiente externo. Na família de padrões ISO/IEC7816, um dos mais importantes é o
ISO/IEC 7816-4, que trata da organização dos dados no cartão, dos mecanismos de segurança, como
permissões de acesso, e estrutura dos comandos e respostas para comunicação com o mundo externo
ao cartão inteligente.
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Applications Protocol Data Units- APDUs
Uma APDU pode ser vista como um envelope que armazena um comand completo enviado para
o cartão, ou uma resposta a esse comando. Os dados que trafegam entre o cartão inteligente e o meio
externo, representado pelo terminal, seguem o formato das APDUs. Faz-se uma distinção entre as
APDUs de comando, que representam comandos enviados para o ctã , e as APDUs de resposta,
que representam as respostas a esses comandos que o cartão envia para o terminal.
4.1.9 Ataques contra cartões inteligentes
Como foi apontado anteriormente, uma das principais características de um cartão inteligente é
que ele proporciona um ambiente seguro para armazenamento de dados e execução de programas. Se
não houvesse proteção contra acessos indevidos aos dados deum cartão inteligente, esse dispositivo
não seria muito diferente de um microcontrolador qualquer.
Sabe-se que é muito difícil criar um sistema ou um dispositivcom uma segurança perfeita e
robusto contra qualquer tipo de ataque, e isso se aplica também a cartões inteligentes. Ainda que
esses dispositivos sejam projetados com vários recursos desegurança, se o esforço empregado para
efetuar um ataque é levado a um nível alto o suficiente, é possível ganhar acesso aos e manipular os
dados de um cartão inteligente.
Uma questão que se levanta quando se trata de ataques a um sistema ou dispositivo é que qualquer
atacante faz uma análise de custo/benefício e avalia se o resultado almejado no ataque compensa o
tempo, o dinheiro e o esforço investidos.
Os ataques contra cartões inteligentes são classificados emtrês níveis [63]:
• ataques no nível social;
• ataques no nível físico;
• ataques no nível lógico.
Ataques no nível social ocorrem, por exemplo, quando um usuário tem seu cartão roubado e é
forçado a fornecer seu PIN. Ocorre ainda quando o usuário é induzido a revelar o PIN em resposta a
mensagens ou sítios falsos.
Os ataques no nível físico ocorrem quando obtém-se acesso aohardware do cartão inteligente.
Tais ataques podem ser estáticos, pois ocorrem quando o cartã não está energizado. Esses ataques
podem ocorrer quando deseja-se conhecer o conteúdo doschipsde memória do cartão, por exemplo.
Para isso, podem ser utilizados microscópios e computadores c m grande poder de processamento.
Isso pode ocorrer não só para as memória não-voláteis, como aROM e a EEPROM, mas também
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para a memória RAM, pois seu conteúdo não necessariamente é perdido quando o cartão deixa de ser
energizado. Sabe-se que o conteúdo da RAM pode ser mantido se ochipestiver a baixas temperaturas
ou quando um mesmo conteúdo fica nesta memória por muito tempo[63]. Oschipsmais modernos
têm usado técnicas como embaralhamento ou cifragem do conteúdo das memórias a fim de coibir
esse tipo de ataque.
Cartões inteligentes também podem estar sujeitos a ataques no nível físico do tipo dinâmicos,
que ocorrem quando o cartão está operando. Um dispositivo com o cartão inteligente é composto de
uma série de circuitos lógicos que são chaveados de maneirasdiferentes dependendo da complexidade
das operações executadas. Esses chaveamentos causam variações no consumo de energia, de modo
que torna-se possível relacionar o consumo de energia com asperações executadas nos diferentes
componentes dochip: CPU, coprocessadores criptográficos, barramentos e memórias. Para o caso
particular das operações criptográficas, para uma mesma instrução, o consumo de energia é alterado
de acordo com os valores das chaves e dos dados sendo processad s. Um monitoramento do consumo
de energia durante essas operações, seguido de um tratamento estatístico, pode levar à obtenção de
informações sobre dados sensíveis que foram manipulados. Um ataque como esse pode ser executado
com um aparato relativamente simples: um osciloscópio digital, um computador e uma leitora de
cartões inteligentes modificada, que se comunica com o osciloscópio [29].
Como maneira de prevenir os ataques no nível físico, alguns processadores e coprocessadores de
cartões inteligentes têm introduzido componentes sem função definida e operações aleatórias, mas
que não afetam os resultados dos cálculos efetuados e que servem para confundir um eventual ata-
cante. Os programadores também podem ajudar a combater esses ataques evitando desvios condi-
cionais ou efetuando o mesmo número de operações em todos os ca os, omo ocorre, por exemplo,
no método de exponenciação chamadoMontgomery’s Ladder[29].
Por fim, ainda existem os ataques no nível lógico, que se baseiam no raciocínio lógico e em
alguns cálculos. Nessa categoria se incluem as técnicas de criptoanálise e ataques que exploram
falhas conhecidas dos cartões inteligentes [67]. Assim como as técnicas de criptoanálise, os ataques
de nível lógico podem ser classificados em passivos e ativos [63]. Os ataques passivos baseiam-se
na análise dos resultados fornecidos pelo cartão inteligente a partir de determinadas entradas. Num
ataque ativo, o atacante manipula os dados que são transmitidos para o cartão e analisa as respostas
correspondentes.
4.1.10 Principais dificuldades na programação de cartões inteligentes
Além das restrições de hardware, a programação de cartões inelige tes apresenta outras dificul-
dades, como, por exemplo[4]:
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• a depuração dos programas costuma ser demorada, pois os erros d vem ser interpretados a
partir das APDUs de resposta do cartão;
• os dados são transmitidos para o cartão ou fornecidos por ele por meio de APDUs que limitam
o comprimento de dados a 256 bytes. Para carregar programas,tabelas e certificados é preciso
quebrar os dados em várias partes e só então enviá-los, uma parte por vez, por meio de APDUs;
• a máquina virtual encontrada nos cartões inteligentes de múltiplas aplicações tem como obje-
tivo resolver muitos dos problemas associados com ambientes de desenvolvimento específicos,
oferecendo uma API que é seguida por todos os cartões que incorporam o padrão proposto para
a máquina virtual, como apresentado na Seção 4.1.6. No entanto, esse fato não é sempre ver-
dade, já que algumas aplicações podem usar primitivas não implementadas em todos os cartões,
ainda que de um mesmo fabricante;
• outro fator dependente de cada cartão é a quantidade de memória disponível, tanto a memó-
ria não-volátil (EEPROM e flash) quanto a memória volátil (RAM), de modo que não se pode
garantir que haverá uma quantidade de memória disponível quando se tratam dechipsde fabri-
cantes diferentes ou versões distintas de um mesmo fabricante;
• a máquina virtual introduzoverheadsnas aplicações, já que todas as instruções devem ser
interpretadas antes de serem executadas pelo processador do cartão inteligente;
• não há muitas informações disponíveis sobre a implementação da máquina virtual. Isso pode
levantar algumas dúvidas com relação à segurança que essas máquinas dizem proporcionar,
bem como a possibilidade de existir falhas etrap doorsem suas implementações, que permitam
vazar o conteúdo de dados sigilosos armazenados no cartão.
Uma outra questão que se levanta é tem a ver com os custos dos cartões inteligentes. A Tabela 4.1
exibe os preços dos cartões inteligentes de arquitetura de 8bits utilizados neste trabalho de imple-
mentação. Os preços foram obtidos através do sítio comercial USA Smart Card [68] e do consórcio
MULTOS [66] em julho de 2010.
Cartão inteligente Preço (US$)
JCOP 41 15,00
MULTOS 4,00
Tab. 4.1: Preços dos cartões inteligentes de 8 bits.
Os cartões inteligentes de 32 bits comercialmente disponíveis durante a execução deste trabalho
eram na verdade emuladores doschips, cujos preços estão exibidos na Tabela 4.2 e foram obtidos no
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sítio da Ashling [69]. Recentemente, a empresa ARM anunciou o lançamento de um novo processador
de 32 bits para cartões inteligentes [70].
Cartão inteligente Preço (US$)
Vitra Networked Emulator 9.200,00
Genia Networked Emulator 4.750,00
Opella Emulator 985,00
Tab. 4.2: Preços de emuladores de cartões inteligentes de 32bits.
Deve-se acrescentar aos preços mostrados na Tabela 4.2 o custo de US$ 2.465,00 referente ao
software para compilar e depurar as aplicações, bem como carregá-las no emulador, já que nenhuma
das opções dechip adota o sistema operacional Java Card ou MULTOS. Além disso, oemuladores
e software para os cartões inteligentes de 32 bits são disponibilizados somente mediante um contrato
de sigilo, oNon-Disclosure Agreement(NDA).
Nota-se que os cartões de 8 e de 32 bits apresentam diferençassignificativas nos seguintes aspec-
tos:
• arquitetura : a arquitetura de 32 bits proporciona um dispositivo com mais recursos de memó-
ria e processamento;
• disponibilidade comercial: os cartões de 8 bits são os cartões encontrados em aplicações
de bancos e transporte público, por exemplo, e são comercialmente disponibilizados. Já os
cartões de 32 bits são na verdade emuladores dechipse apresentam um custo muito elevado
em comparação com os cartões inteligentes de 8 bits;
• sistema operacional: os cartões de arquitetura de 8 bits (JCOP e MULTOS) utilizam sistemas
operacionais padronizados, que permite agregar às aplicações que os utilizam a característica
de independência de fabricante;
• utilização de software livre: o software necessário para compilar e depurar aplicações,bem
como carregá-las nos cartões de arquitetura de 8 bits pode ser facilmente encontrado na Inter-
net e utilizado pelos desenvolvedores, desde que suas licenças sejam respeitadas. O software
necessário para utilizar os cartões de 32 bits depende de um contrato e tem um custo elevado.
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4.2 Motivações para implementação de emparelhamentos biline-
ares em cartões inteligentes de oito bits
Os conceitos referentes a cartões inteligentes apresentados neste capítulo e sobre criptossistemas
baseados em emparelhamentos bilineares sobre curvas elípticas no Capítulo 2 fornecem uma base
para apresentar os resultados da implementação de emparelhamentos bilineares em cartões inteligen-
tes comercialmente disponíveis.
Grande parte das PKIs no Brasil e no mundo inteiro utilizam o RSAcomo algoritmo criptográfico
padrão para criptografia de chave pública. Essa escolha tem motivação histórica e técnica. Como
visto no Capítulo 2, o algoritmo RSA foi proposto em 1978 [19], enquanto a criptografia sobre curvas
elípticas só foi proposta em 1985 [20], o que permitiu que o RSAfosse utilizado com exclusividade
por um grande período e se firmasse como algoritmo seguro e eficiente para a criptografia de chaves
públicas. A motivação técnica para o uso do RSA quando se empregam cartões inteligentes é a
incorporação dechips de coprocessadores criptográficos para RSA na grande maioriados cartões
inteligentes. Esses coprocessadores possibilitam que os cartões executem eficientemente as operações
de geração e verificação das assinaturas digitais.
É importante que os cartões inteligentes sejam capazes de efetuar operações criptográficas de
forma segura e eficiente a fim de criar condições que viabilizem a implantação de PKIs e de outros
sistemas criptográficos que utilizam criptografia baseada em emparelhamentos bilineares sobre cur-
vas elípticas nesses dispositivos. Com esse propósito, o suporte ao cálculo de emparelhamentos em
cartões inteligentes pode ser viabilizado por implementação em hardware ou software.
Uma implementação em hardware tem como resultado um coprocessador que deve ser inserido
nochipcom os demais componentes e que, portanto, deve considerar:
• características específicas do algoritmo de emparelhamento bilinear, como os parâmetros de
entrada e o formato desses parâmetros, por exemplo;
• área: umchip de cartão inteligente tem uma área normalmente limitada a 25mm2, dos quais
a maior parte é ocupada pelos componentes de memória. Restam poucos mm2 para um copro-
cessador e, consequentemente, é limitado o número de operações que ele pode realizar;
• consumo de energia: a energia disponível para umchipde cartão inteligente é bastante limitada
e um coprocessador deve considerar essa restrição;
• o projeto e integração de um coprocessador a umchipde cartão inteligente podem implicar em
custos elevados.
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Uma implementação em software também sofre restrições, como a quantidade de memória dispo-
nível, a limitação no tamanho de variáveis, entre outros fatores, conforme dito na Seção 4.1.10. No
entanto, tais restrições não são tão fortes quanto aquelas que e aplicam a uma implementação em
hardware. Além disso, a implementação em software pode utilizar um cartão inteligente comercial-
mente disponível, o que confere maior rapidez em comparaçãoao projeto, produção e incorporação
de um coprocessador. Por isso, antes de partir para uma implementação de emparelhamentos bili-
neares em hardware, é importante investigar se uma implementação de emparelhamentos bilineares
em software consegue atender os requisitos de segurança e eficiência necessários para uma aplicação
criptográfica.
4.3 Materiais utilizados
Para implementar emparelhamentos bilineares em software,foram utilizados dois tipos de cartões
inteligentes comercialmente disponíveis, ambos de arquitetura de 8 bits, que é o tipo mais encontrado
(conforme visto na Seção 4.1.4) e que mais desafios apresenta:
• Java Card JCOP41: Esse cartão faz parte da família de cartões inteligentes SmartMX, pro-
duzido pela NXP, uma empresa de semicondutores criada pela Philips. Ele possui 72 KB de
memória EEPROM utilizada para memória de dados e programas,160 KB de memória ROM,
4608 bytes de memória RAM, coprocessador FameXE para operações de criptografia de chave
pública, coprocessador para TDES eclock interno de até 30 MHz. O coprocessador FameXE
do JCOP41 é capaz de efetuar operações do algoritmo RSA utilizando chaves de até 2048
bits. Esse coprocessador também é capaz de executar os algoritmos de criptografia de curvas
elípticasElliptic Curve Digital Signature Algorithm(ECDSA) eElliptic Curve Diffie-Hellman
(ECDH) para chaves de até 193 bits.
• MULTOS 4.0: Trata-se de um cartão fabricado com base na máscara AE45C 4.032f pela
Hitachi/Renesas. Ele possui 32.5 KB de memória EEPROM utilizada para memória de dados
e programas, 96 KB de memória ROM, 800 bytes de memória RAM pública, utilizada pelas
APDUs de comando e resposta, 512 bytes de memória RAM dinâmica, ut lizada para pilha e
variáveis de sessão, coprocessadores para criptografia de ch ve pública e TDES, eclockde até 8
MHz. O coprocessador para criptografia de chave pública suporta chaves RSA de até 1024 bits
e também oferece suporte a operações de multiplicação, inversão exponenciação modulares.
O carregamento de aplicações nos cartões JCOP41 pode ser efetuado por meio da ferramenta
JCOP Tools, desenvolvida pela IBM e que funciona comoplugin para o IDE Eclipse [71] em am-
biente Windows. A utilização dessa ferramenta depende de uma chave de autenticação, fornecida
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gratuitamente pela IBM até 2008. Desde então, a distribuiçãode tal chave ficaria a cargo da NXP
Semiconductors [72], produtora doschipsdos cartões JCOP. No entanto, não foi encontrado no sítio
da empresa qualquer referência à distribuição da chave parao JCOP Tools. Como o cartão JCOP
segue os padrões Java Card e Global Platform, é possível utilizar o kit de desenvolvimento para car-
tões inteligentes (JCDK) da Sun e ferramentas de software livre, como o GPShell, para compilar,
depurar, carregar e remover aplicações nos cartões JCOP. Durante os trabalhos realizados todas as
ferramentas citadas foram utilizadas com sucesso.
Os softwares necessários para compilar e manipular aplicações nos cartões MULTOS são todos
disponibilizados gratuitamente no sítio da empresa [66]. Para efetuar o carregamento ou a remoção
de aplicações no cartão MULTOS, é necessário gerar certificados digitais através do sítio da em-
presa. A adoção de certificados é uma boa solução de segurançap ra controlar aplicações prontas
para utilização, mas torna-se bastante incômoda durante o processo de desenvolvimento, já que para
cada alteração no programa é necessário efetuar uma nova requisição de dois certificados: um para
remoção da versão anterior do programa e um para carregamento da ova versão.
4.4 Testes preliminares com o cartão JCOP41
Com o intuito de criar familiaridade com o ambiente de desenvolvimento dos cartões inteligentes
utilizados, foram efetuados diferentes testes com os cartões. Esta seção apresenta os resultados dos
testes de desempenho feitos com o Java Card JCOP41. Todos os resultados apresentados foram obti-
dos pela média dos tempos de execução de cada operação em peloenos 10 repetições. Não foram
observadas variações nos tempos de execução e por isso o errode cada medida foi desconsiderado.
4.4.1 Cifragem e decifragem
Primeiramente, foi avaliado o desempenho dos algoritmos decifragem disponíveis no cartão
JCOP41: o TDES e o RSA, ambos utilizando os coprocessadores disponíveis no cartão. De acordo
com Hankerson et al [14], se o o tempo é a única medida empregada para avaliar a eficiência e ro-
bustez de um algoritmo, então o algoritmo TDES com chave de 112 bits apresenta o mesmo nível
de segurança do RSA com chaves de 2048 bits. A Figura 4.3(a) mostra os tempos obtidos para a
cifragem de uma mensagem de 128 bits utilizando o algoritmo RSA com chave de 2048 bits e o
TDES com chaves de 112 e 168 bits. Apesar do algoritmo TDES usar efetivamente duas ou três
chaves de 56 bits, a API Java Card requer duas ou três chaves de 64 bits. A Figura 4.3 apresenta os
tempos para a operação de decifragem.
Os testes confirmam que as operações de cifragem e decifragemutilizando algoritmos de crip-

































(b) Tempos para operação de decifragem.
Fig. 4.3: Tempos para cifragem e decifragem empregando RSA e TDES.
tografia de chave pública são mais custosas quando comparados com os algoritmos de criptografia
simétrica. Considerando a pequena diferença de tempos para oTDES com chaves de 112 e 168 bits,
pode-se concluir que a segunda opção deveria ser preferida smpre que possível, uma vez que ela é
mais robusta contra criptoanálise.
Nas Figuras 4.3(a) e 4.3(b) é interessante notar que, enquanto a cifragem utilizando RSA leva
um tempo aproximadamente 110% maior que o TDES, a diferença sobe para 1200% na decifragem.
Essa disparidade é causada pelo fato de que a cifragem é executada utilizando a chave pública 65537,
conhecida como Número de Fermat, que é significativamente menor que a chave privada empregada
para decifrar a mensagem. Ainda assim, os tempos para cifragem e decifragem para os dois algorit-
mos fica abaixo de um segundo para essa mensagem de 128 bits.
4.4.2 Assinatura digital e troca de chaves
Esta seção apresenta os resultados para operações de assinatura digital e troca de chaves fazendo
uso de algoritmos de criptografia de chave pública implementados no hardware do cartão, ou seja,
em seu coprocessador para operações de criptografia de chavepública. Conforme dito na Seção
4.3, o chip do cartão JCOP41 possui o coprocessador FameXE para operações de criptografia de
chaves públicas, que inclui o RSA e dois algoritmos de curvas elípticas: o algoritmo de troca de
chave ECDH e o algoritmo de assinatura digital ECDSA, de acordocom o padrão P1363 [73]. O
coprocessador do cartão JCOP41 contempla apenas a versão dosreferidos algoritmos para corpos
binários e curvas ordinárias e segue a interface de programação do Java Card [65]. Os detalhes
do algoritmo ECDSA, tanto para geração quanto para verificação de assinatura, encontram-se no
Apêndice A.1. E os detalhes do ECDH encontram-se no Apêndice A.2.
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No intuito de avaliar o desempenho dos algoritmos de ECC impleentados no coprocessador
FameXE, foram comparados os tempos desses algoritmos com operações análogas usando o algo-
ritmo RSA, também implementado no mesmo coprocessador. Paraefetuar as comparações, foi con-
siderado o mesmo nível de segurança. De acordo com o documento SEC 2: Recommended Elliptic
Curve Domain Parameters [74], RSA e ECC apresentam o mesmo nívelde s gurança para diferentes
tamanhos de chaves, como mostrado na Tabela 4.3.
Tab. 4.3: Tamanhos de chaves e níveis de segurança equivalente para RSA e ECC.
Nível chave RSA (bits) chave ECC (bits) RSA/ECC
1 512 113 5:1
2 704 131 5:1
3 1024 163 6:1
4 1536 193 8:1
5 2240 233 10:1
6 2304 239 10:1
7 3456 283 12:1
A fim de efetuar as comparações entre os algoritmos de ECC e o RSA,foram empregados quatro
tamanhos de chaves disponíveis na API Java Card: 113, 131, 163e 9 bits. Apesar de serem
suportadas diversos tamanhos de chaves RSA, a API Java Card disponib liza apenas as chaves RSA
correspondentes aos níveis de segurança 1, 3 e 4 na Tabela 4.3. P ra o nível 2, foi empregada a chave
RSA de 768 bits, uma vez que esse era o tamanho que mais se aproximava aos 704 bits desse nível.
Observa-se ainda que as operações com o algoritmo RSA e os algoritmos de curvas elípticas foram
todas efetuadas seguindo a API Java Card. Para o caso do ECDSA e do ECDH, a execução do proto-
colo envolve uma série de operações básicas no corpo binário, como adição, multiplicação, quadrado,
inversão e redução modular. No entanto, apesar dessas operações básicas serem executadas, o progra-
mador pode utilizar apenas as operações de alto nível. Na assinatura ECDSA, por exemplo, o par de
chaves público e privada é criado e, para o cálculo da assinatura digital, são executados dois métodos:
• void init(Key theKey, byte theMode), método que inicializa as estruturas inter-
nas do cartão para efetuar operações relacionadas à assinatura digital. O parâmetrotheKey é
a chave privada previamente inicializada etheMode especifica se a operação é de geração ou
verificação de assinatura;
• short sign(byte[] inBuff, short inOffset, short inLength, byte[]
sigBuff, short sigOffset), método para efetuar a assinatura, ondeinBuff é o
buffer onde está a mensagem a ser assinada,inOffset é a posição noinBuff a partir
da qual encontra-se a mensagem a ser assinada,inLength é o tamanho dessa mensagem,
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sigBuff é o buffer onde deverá ser colocado o resultado da assinatura esigOffset é a
posição a partir da qual o resultado da assinatura deve ser armazenado nobuffersigBuff.
• boolean verify(byte[] inBuff, short inOffset, short inLength,
byte[] sigBuff, short sigOffset, short sigLength), método para verifi-
car uma assinatura, ondeinBuff é obuffer onde está a mensagem assinada a ser verificada,
inOffset é a posição nobufferinBuff a partir da qual encontra-se a mensagem assinada,
inLength é o tamanho dessa mensagem,sigBuff é obuffer onde se encontram os dados
que geraram a assinaturasigOffset é a posição a partir da qual encontram-se os dados que
geraram a assinatura nobuffersigBuff.
De maneira análoga, o protocolo de troca de chaves ECDH tambémpode ser executado pelos
métodos:
• void init(PrivateKey privKey), ondeprivKey é a chave privada previamente
gerada e armazenada no cartão;
• short generateSecret(byte[] publicData, short publicOffset,
short publicLength, byte[] secret, short secretOffset), onde a área
de memóriapublicData é obuffer que armazena a chave pública da outra entidade com a
qual se deseja efetuar a troca de chaves,publicOffset é a posição dobufferpublicData
a partir da qual encontra-se essa chave pública,publicLength é o tamanho dessa chave
pública,secret é obufferonde deve ser armazenado o resultado obtido da execução do pr-
tocolo ECDH esecretOffset é a posição dessebuffera partir da qual deve ser armazenado
o resultado.
Nota-se que os métodos disponibilizados para utilização docoprocessador são todos de alto nível,
tornando impeditivo utilizá-lo para executar operações básicas separadamente, como adição e redução
modular, por exemplo.
Resultados para o ECDSA
A Figura 4.4 apresenta os tempos para geração de chaves para algoritmos de ECC e para o RSA,
considerando diferentes tamanhos de chaves, e, consequentmente, diferentes níveis de segurança,
conforme apresentado na Tabela 4.3.
A observação da Figura 4.5 mostra que o tempo de geração do parde chaves é menor que um
segundo para os algoritmos de ECC em todos os níveis considerados. Já no caso do RSA, esse
tempo apresenta um crescimento exponencial com o aumento dos níveis de segurança, chegando a
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Fig. 4.4: Tempos de geração do par de chaves para diferentes nívei de segurança.
aproximadamente 12s no nível 4. Deve-se lembrar que, geralmnte, a criação do par de chaves não é
uma operação que se repete com frequência.
A Figura 4.5 apresenta os tempos de execução para gerar uma assin tura de uma mensagem de
160 bits, resultado da aplicação do algoritmo dehashSHA-1 [51] em uma mensagem arbitrária.
Pode-se notar na Figura 4.5 que, assim como na Figura 4.4, o temp de execução para geração de
uma assinatura pelo ECDSA é menor que o tempo do RSA em todos os níveis de segurança avaliados.
O tempo de execução para o RSA é 82% e 250% maior que do tempo do ECDSA para os níveis de
segurança 3 e 4, respectivamente.
Observa-se na Figura 4.6 que a verificação de assinatura apresentou um comportamento distinto
daquele observado nas operações de geração de chaves (Figura 4.4) e de assinatura (Figura 4.5).
Nota-se um comportamento estranho para os níveis 1 e 2, talvez porque a implementação do RSA no
coprocessador do JCOP41 tenha sido otimizada para alguns tamanhos de chaves.
Nota-se pelos resultados que a vantagem do ECDSA sobre o RSA nãofoi t grande no caso
da verificação por dois principais motivos. O primeiro está relacionado com o tamanho da chave
pública no caso do RSA, usada como parâmetro de entrada na verificação de assinatura. Conforme
discutido na Seção 4.4.1, trata-se de uma chave pequena, o que reduz o custo das operações para o
RSA. O segundo motivo tem a ver com as operações executadas durante ma verificação de assinatura
ECDSA, que conforme apresentado no Apêndice A, são operaçõesque podem ser consideradas de
alto custo computacional: uma inversão, duas multiplicações escalares e uma adição de pontos da
curva elíptica. Ainda assim, observa-se que para os maioresnív is de segurança (níveis 3 e 4) os
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Fig. 4.5: Tempos de assinatura para diferentes níveis de segurança.



















Fig. 4.6: Tempos de verificação de assinatura para diferentes nív is de segurança.
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tempos de execução para o ECDSA são menores que para o RSA.
Como a operação de verificação de assinaturas digitais emprega a chave pública como parâmetro,
não há um ganho de segurança ao executá-la no cartão intelige, um dispositivo com limitações de
processamento e memória. Portanto, pode-se exportar essa chave e utilizá-la, por exemplo, em um
PC para efetuar a verificação de assinaturas, provavelmenteem mpo inferior àqueles apresentados
na Figura 4.6.
Resultados para o ECDH
Para efetuar uma comparação nos tempos de execução para a troc de chaves, considerou-se para
o caso do RSA um esquema como descrito a seguir. O usuárioA gera uma string aleatória de 64
bits, que em seguida é cifrada com a chave pública do destinatário B. O conteúdo recebido é então
decifrado porB usando sua chave privada e o resultado funciona com uma chavesimétrica. Os tempos
de execução para efetuar uma troca de chaves usando esse esquema e sando o ECDH encontram-se
na Figura 4.7.



















Fig. 4.7: Tempos de troca de chaves para diferentes níveis desegurança.
Os resultados apresentados na Figura 4.7 são semelhantes àqueles apresentados na Figura 4.5
e servem para corroborar a vantagem dos algoritmos de ECC sobre o RSA do ponto de vista de
desempenho, especialmente quando os tamanhos das chaves vão ficando maiores.
4.5 Implementação de emparelhamentos bilineares nos cartões 71
4.5 Implementação de emparelhamentos bilineares nos cartões
Após os testes preliminares, o trabalho foi direcionado para a implementação dos emparelhamen-
tos bilineares nos cartões Java Card JCOP41 e MULTOS. Os resultados obtidos são apresentados a
seguir.
4.5.1 Emparelhamentoη no Java Card
Os testes que fizeram uso do coprocessador FameXE do cartão JCOP41 mostraram bons resul-
tados e proporcionaram uma maior familiaridade com esse Java C rd. O próximo passo consistiu
em implementar um algoritmo de emparelhamento bilinear nesse cartão. Conforme observado na
Seção 4.4.2, as operações do coprocessador são disponibilizadas apenas em alto nível e, portanto,
para implementar o emparelhamento bilinear foi preciso imple entar os módulos de software que
servem de base para o emparelhamento, conforme ilustrado naFigura 2.7. A tentativa de viabilizar
emparelhamentos bilineares em cartões inteligentes foi feita por meio da implementação do chamado
emparelhamentoη (eta), proposto por Barreto et al [38], por ser considerado umemparelhamento
eficiente para corpos binários. Existem outros algoritmos,c mo o emparelhamento Ate [39], mas o
emparelhamentoη serviu como base para que, se bem sucedido, outros algoritmos fossem implemen-
tados e avaliados.
Considerou-se a curva elíptica supersingulary2 + y = x3 + x + b, ondeb = {0, 1}, para a qual se
pôde aplicar o emparelhamentoη.
Utilizou-se o corpo binárioF2271 e o grau de imersão, neste caso, ék = 4. A escolha do corpo
binário foi motivada pela facilidade de representar e manipular elementos desse tipo de corpo no
cartão inteligente. O corpo binário também permite que operações como adição e quadrado sejam
executadas eficientemente. A extensão 271 foi empregada porque ferece um grau de segurança
equivalente ao RSA com chaves de 1024 bits. É preciso observarque, por se tratar de uma curva
supersingular, a equivalência de níveis de segurança não é amesma apresentada na Tabela 4.3. Neste
caso, multiplica-se a extensão do corpo base pelo grau de imersão da curva elíptica e o resultado é
comparado com o tamanho das chaves RSA [11]. Essa equivalência foi questionada recentemente,
mas ainda não há trabalhos publicados sobre o assunto. Outrofator que motivou a adoção da extensão
271 é a possibilidade de empregar um polinômio irredutívelf(z) = z271 + z207 + z175 + z111 +
1, especialmente construído, que permite executar eficientemente as operações de raiz quadrada e
redução modular com operações de ou-exclusivo e um número muit reduzido deshifts, conforme
proposto por Scott et al [75].
Primeiramente, foram implementadas as operações do corpo binário. Como trata-se de um Java
Card, foi utilizada a linguagem Java na implementação.
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Uma dificuldade encontrada na implementação das operações básicas foi o fato de que todas as
operações são realizadas com sinal pelo Java Card. Algumas operações no corpo base, como redução
modular, envolvem muitas operações de deslocamentos (shift). Para variáveis com sinal, o resultado
de um deslocamento pode sair diferente do esperado, e para contornar esse problema foi preciso
aplicar máscaras de bits antes de algumas operações, o que introduz um processamento a mais, que
poderia ser evitado numa linguagem como C, por exemplo, que permite definir variáveis sem sinal.
Na implementação a operação de adição, empregou-se a instrução de ou-exclusivo, uma vez que
trata-se de um corpo binário. Para a redução modular, empregou-se o algoritmo baseado emshiftse
ou-exclusivo, como aqueles apresentados por Hankerson et al [14].
Foram testadas duas implementações para a multiplicação modular. A primeira é baseada no
método López-Dahab e utiliza uma tabela relativamente pequena de 16 bytes. A segunda implemen-
tação emprega uma tabela pré-computada de 16 elementos, comcada elemento utilizando 18 bytes,
e é baseada na combinação dos métodos López-Dahab e Karatsub-Ofman [76]. Os tempos obtidos
para o último caso foram 12% menores que os tempos da primeiraimplementação e por isso foi
adotado o segundo método de multiplicação modular.
A operação de quadrado utilizou uma tabela pré-computada para 4 bits. A implementação da raiz
quadrada empregou o algoritmo proposto por Scott para o corpo binário de extensão 271 [77]. Por
fim, a implementação da inversão empregou o algoritmo extendido de Euclides [14]. Os resultados
obtidos para as operações no corpo finito encontram-se na Tabela 4.4.








Nota-se na Tabela 4.4 que os tempos obtidos para as operaçõesbásicas do emparelhamento bi-
linear, que são as operações no corpo binário, foram muito elevados. O tempo para execução do
emparelhamento sem a exponenciação final completa foi de aproximadamente 840 segundos. A ex-
ponenciação final não pôde ser executada pelo cartão em razãode um erro de operação. Foram
empregados para exponenciação tanto o métodoSquare-and-Multiplyquanto o método de exponen-
ciação com mapas de Frobenius [29]. Também tentou-se executar a operação de inversão separada
do resto do cálculo do emparelhamento, mas ainda assim o cartão continuou com erro de operação.
Acredita-se que esse erro seja devido a algum problema na máquina virtual Java e no gerenciamento
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de memória. Pode-se perceber, portanto, que o tempo de um emparelhamento completo seria ex-
tremamente alto, o que torna impraticável propor para um usuário tilizar um protocolo que utilize
emparelhamento bilinear totalmente implementado em software nesse tipo de cartão inteligente.
Em razão do baixo desempenho observado já nas operações básicas, não foram experimentados
outros algoritmos de emparelhamento no cartão JCOP41.
Esse baixo desempenho se contrapõe aos ótimos resultados obtidos na implementação em soft-
ware relatada por Aranha et al [78], que fez uso de um computador com arquitetura Intel de 45nm
e de instruções especiais para operar com vetores e multiprocessamento para reduzir a latência no
cálculo do emparelhamento bilinear.
Os resultados apresentados nesta seção, em comparação com os b ns resultados apresentados nas
Seções 4.4.2, permitem levantar uma observação interessant sobre os resultados da implementação
em software das operações básicas para corpos binários mostradas na Tabela 4.4. Como pode ser
visto no Algoritmo A.1, mostrado no Apêndice A.1, para a geração de uma assinatura ECDSA é
necessário efetuar várias operações no corpo binário (linha 7), e outras tantas são necessárias para
executar a multiplicação escalar (linha 2). Ainda assim, o tempo de execução do ECDSA mostrado
na Figura 4.5 não ultrapassa os 100ms, para o caso do maior nível de segurança considerado (4).
Isso mostra que, mesmo estando na mesma plataforma, o coprocessador tem um papel fundamental
para permitir que as operações básicas sejam executadas de forma eficiente, permitindo que o algo-
ritmo criptográfico tenha um tempo de execução aceitável do ponto de vista do usuário. Portanto,
caso houvesse possibilidade de acesso às operações básicasno coprocessador do cartão, os tempos
apresentados na Tabela 4.4 poderiam ser bem menores.
4.5.2 Emparelhamento BKLS no cartão MULTOS
O baixo desempenho obtido para implementações em software para o cartão JCOP41 motivou a
procura por um outro cartão inteligente para uma implementação de emparelhamento bilinear. Dentre
os cartões programáveis e comercialmente disponíveis, havia o Java Card e o MULTOS. Como o Java
Card já havia sido explorado com o JCOP41, optou-se então pelo cartão MULTOS. Uma vantagem
desse cartão em relação ao JCOP41 é que sua interface de programação permite acessar alguns recur-
sos do hardware, no caso o coprocessador que executa as operações modulares, conforme mostrado
na Seção 4.3. Essa característica poderia beneficiar uma implementação em corpos primos, diferente
da implementação em corpos binários mostrada na Seção 4.5.1.
Nessa etapa de implementação foi adotado o algoritmo BKLS, proposto por Barreto et al [10].
Esse algoritmo se aplica a determinadas curvas supersingulares, que segundo os autores apresentam
características interessantes para aplicações em emparelhamentos bilineares. Mesmo tendo surgido
o algoritmo Ate, proposto por Hess et al [39], com algumas otimizações em relação ao algoritmo
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BKLS, dois fatos motivaram a implementação do algoritmo BKLS no cartão MULTOS. O primeiro
fato foi o uso de corpo primosFp nesse algoritmo, que possibilita aproveitar o coprocessador do
cartão MULTOS com suporte a operações aritméticas em corposp imos, como multiplicação e expo-
nenciação modulares. O segundo fato foi a possibilidade de comparação com duas implementações
do mesmo algoritmo também em cartões inteligentes: a primeira feita por Scott et al [8], que utilizou
o cartão Philips HiPerSmart de arquitetura de 32 bits, e a segunda por um grupo de pesquisadores
da STMicroelectronics e da HPLabs [1], que utilizou um cartão inteligente de 32 bits da plataforma
ST22, da STMicroelectronics. Nas referidas implementações, foi utilizada a curva elíptica
E(Fp) : y
2 = x3 + x, (4.1)
sobre o corpo primoFp, com p ≡ 3 mod 4, o que permite o uso do grau de imersãok = 2 e a
aplicação do mapa de distorçãoφ(x, y) = (−x, iy), ondei2 ≡ −1, como nos números complexos.
A implementação descrita a seguir utilizou um primop de 512 bits e a curva supersingularE(Fp)
da Equação 4.1, com ordem#E(Fp) = p + 1 = rc, onder é a ordem do pontoP , o primeiro
argumento do emparelhamento, e o co-fatorc é usado na exponenciação final do emparelhamento.
Como tem-sek = 2, o expoente ép
2−1
r
, que pode ser reescrito como(p− 1)c.
Os parâmetrosp, r ec utilizados na implementação do algoritmo BKLS foram os mesmos usados
na implementação da biblioteca MIRACL [79], que oferece um conjunto de ferramentas de soft-
ware que suportam algoritmos de criptografia simétrica e de chave pública, incluindo algoritmos de
criptografia de curvas elípticas em corpos primos e binários:
p = 0x 8BA2A5229BD9C57CFC8ACEC76DFDBF3E3E1952C6B3193EC
F5C571FB502FC5DF410F9267E9F2A605BB0F76F52A79E8043B
F4AF0EF2E9FA78B0F1E2CDFC4E8549B;
r = 0x 117454A4537B38AF9F9159D8EDBFB7E7C7C2E48760E930A461
D5F451F9D9210DC70095F4B241FF57F1BB0549C;
c = 0x 8000000000000000000000000000000000020001.
A implementação do emparelhamento BKLS no cartão MULTOS exigiu uma série de cuidados
e estratégias para contornar a escassez de memória RAM. Tal escass z implica que nem todos pa-
râmetros de entrada e variáveis auxiliares do algoritmo podem ocupar ao mesmo tempo a memória
de programa. Dessa forma, durante a execução do algoritmo, algum s variáveis precisaram ser copi-
adas da RAM para a EEPROM e vice-versa. Essa necessidade de gerenciar o uso de memória RAM
acabou, portanto, introduzindo processamento adicional que não está relacionado diretamente com o
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cômputo do emparelhamento.
A Tabela 4.5 mostra os resultados obtidos nos trabalhos de referência e o resultado da implemen-
tação no cartão MULTOS.
Tab. 4.5: Tempo de execução do algoritmo BKLS em diferentes cartões inteligentes.
Smart Card Arquitetura Clock Tempo
Philips HiPerSmart[8] 32-bit 21 MHz 0,470 s
SmartJ ST22[1] 32-bit 33 MHz 0,752 s
MULTOS 8-bit 8 MHz 80 s
É possível ver na Tabela 4.5 que o tempo de execução do algoritmo BKLS no cartão MULTOS é
extremamente alto, especialmente quando comparado com as iplementações em outros cartões in-
teligentes, o que o torna inviável para um usuário utilizar um criptossistema que dependa do cômputo
do emparelhamento no cartão. Isso mostra que a implementação de funções básicas, como multi-
plicação e exponenciação modulares no coprocessador do cartã MULTOS ainda não são suficientes
para obter bons resultados em uma implementação em softwarede emparelhamentos bilineares nesse
tipo de cartão.
Algumas razões do baixo desempenho obtido no cartão MULTOS são a baixa quantidade de me-
mória RAM, oclockbaixo e a restrição proporcionada por uma arquitetura de 8 bits, em comparação
com os cartões de arquitetura de 32 bits.
Considerando uma situação onde apenas o tipo de arquitetura (8 ou 32 bits) e a frequência de
clock sejam determinantes para o tempo de execução, se o cartão MULTOS tivesse uma arquitetura











· 80 = 7, 6s. De forma análoga, para umclock de 33 MHz, o tempo de










·80 = 4, 8s. Obviamente, há outros fatores, como a velocidade
dos barramentos, que afetam os tempos de execução, mas mesmocom esses ajustes nota-se que os
tempos ainda estariam elevados.
4.5.3 Emparelhamentoη no cartão MULTOS
De posse do cartão MULTOS, procurou-se desenvolver uma imple entação do emparelhamento
η, como aquela realizada no cartão JCOP41. Primeiramente, foram implementadas as operações no
corpo binário utilizando a linguagem C. Os resultados obtidos encontram-se na Tabela 4.6.
Pode-se notar na Tabela 4.6 que os resultados para o cartão MULTOS são melhores que os resulta-
dos do JCOP41, muito provavelmente porque a implementação emC l va a um código mais eficiente
em comparação com a implementação em Java. Outro motivo que pode levar a esses melhores resul-
tados é a máquina virtual, que difere nos dois cartões.
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Tab. 4.6: Tempos de execução (em segundos) para JCOP41 e MULTOS.
Operação JCOP41 MULTOS
Adição 0.4 0.1
Redução modular 2.5 0.6
Multiplicação 5.3 4.2
Quadrado 2.8 1.2
Raiz quadrada 4.3 1.2
Inversão 166.0 120.0
Além da implementação em C feita no cartão MULTOS, fez-se também uma experiência im-
plementando toda a rotina de quadrado e redução modular na linguagem Assembly disponível para
esse cartão (MEL). A operação de quadrado utilizou uma tabela de valores pré-computados para 4
bits. Obteve-se um tempo de 0.9s, uma redução de 0.3s em comparação com a implementação em
C. Nota-se que, apesar do esforço, o ganho obtido com a utilização de uma linguagem de baixo nível
não foi muito significativo, muito provavelmente porque o compilador do MULTOS gera um código
eficiente.
O tempo para a execução do emparelhamento sem a exponenciação final completa foi de 760
segundos, que também é muito elevado. A exponenciação final não foi executada porque a memória
RAM do cartão não foi suficiente para armazenar as variáveis e apilha usada pelo programa. Pode-se
notar que os tempos obtidos tanto para o JCOP41 quanto para o MULTOS foram extremamente altos,
especialmente quando comparados com as mesmas operações implementadas em PCs e até outros
dispositivos embarcados, nos quais os tempos de execução das operações básicas têm uma ordem de
mili ou microsegundos.
4.5.4 Análise do desempenho da implementação em software
Os resultados descritos nas Seções 4.5.1, 4.5.2 e 4.5.3 mostraram que as tentativas de implementar
emparelhamentos em cartões inteligentes de 8 bits comercialmente disponíveis acabaram resultando
em tempos extremamente elevados e proibitivos do ponto de vista do usuário.
Por outro lado, os dados da Tabela 4.5 mostram que é possível obter resultados satisfatórios para
implementações em software parecidas às que estão sendo descritas neste trabalho, desde que sejam
em arquitetura de 32 bits e frequência declock superior àquela encontrada nos cartões MULTOS e
JCOP41. Apesar de não terem sido encontradas informações sobre a quantidade de memória RAM
disponível nos cartões inteligentes de 32 bits, provavelmente oschipsdevem conter uma maior quan-
tidade dessa memória para programas em comparação com os poucos bytes disponíveis nos cartões
de 8 bits. Esses fatores mostram que a arquitetura de 8 bits é muito restritiva para o desenvolvimento
de programas complexos, como o cálculo de emparelhamentos bilineares.
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Outra questão a ser discutida diz respeito à baixa eficiênciada máquina virtual existente nos
cartões multi-aplicações comercialmente disponíveis, como MULTOS e o JCOP41. Conforme
observado na Seção 4.1.10, esta máquina virtual não interfere nos tempos de execução dos cartões
de arquitetura de 32 bits considerados na Tabela 4.5, por se tratarem de emuladores. Sabe-se que
a máquina virtual introduz uma sobrecarga durante a execução dos programas, já que as instruções
devem ser interpretadas em tempo de execução. Logo, é provável que os tempos reais em uma
arquitetura de 32 bits sejam maiores do que os mostrados na Tabela 4.6.
O acesso apenas em alto nível das funções do coprocessador, conf me apresentado na Seção 4.4.2,
torna impeditivo utilizar esse hardware para executar separadamente as operações básicas, como
adição e redução modular, por exemplo. Uma maneira de resolver isso seria permitir o aproveita-
mento do coprocessador que encontra-se no cartão inteligent para disponibilizar métodos como os
seguintes, nos quais considera-se que o corpo finito como um corpo binário:
• void init(byte theMode), onde o parâmetrotheMode indicaria qual a extensão do
corpo binário;
• void add(byte[] op1, byte[] op2, byte[] result), para adição de elemen-
tos do corpo finito, onde os parâmetrosp1 e op2 são osbuffersonde se encontrariam os
operandos a serem somados eresult é obufferonde o resultado da soma seria armazenado.
A assinatura desse e dos demais métodos consideraria que os valores encontram-se na posição
inicial dosbuffers, sem necessidade de indicar umoffset.
• void multiply(byte[] op1, byte[] op2, byte[] result), para multiplica-
ção de elementos do corpo finito. Esse método já efetuaria a redução modular.
• void square(byte[] op1, byte[] result), para efetuar a operação de quadrado.
• void squareRoot(byte[] op1, byte[] result), para efetuar a operação de raiz
quadrada.
• void invert(byte[] op1, byte[] result), para efetuar a inversão de elementos
do corpo finito.
Deve ser notado que, com a possibilidade de utilização destes métodos propostos, seria disponi-
bilizada uma base para operações complexas, como ilustradona Figura 2.7. Isso permitiria uma
flexibilização no uso dos coprocessadores e viabilizaria a utilização eficiente de cartões inteligentes
para protocolos baseados em emparelhamentos bilineares, num e foque que utiliza parte de imple-
mentação em software e parte da implementação em hardware docoprocessador.
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4.6 Conclusões do capítulo
Este capítulo apresenta resultados de implementações nos cartões Java Card JCOP41 e MULTOS,
ambos de arquitetura de 8 bits. Primeiramente, foram apresentadas informações sobre cartões inteli-
gentes, como estrutura física e lógica, além de características de segurança do cartão, que o tornam
um dispositivo conveniente para aplicações diversas. Como oobjetivo do trabalho é mostrar imple-
mentações de software em cartões inteligentes, foi dado enfoque nas questões relativas ao sistema
operacional dos cartões e suas restrições de memória e processam nto, que impõem uma série de
dificuldades para o desenvolvimento de programas para essesdi po itivos.
Com o intuito de apresentar o funcionamento dos cartões, em especial do Java Card JCOP41,
foram apresentados testes preliminares que fazem uso do coprocessador do cartão. Nesses testes, foi
apresentado o desempenho do JCOP41 em operações criptográficas variadas, como geração de chaves
e assinatura digital, que permitiram traçar uma comparaçãoentre RSA e algoritmos de criptografia
de curvas elípticas (ECDSA e ECDH). De maneira geral, observou-se um melhor desempenho dos
algoritmos de curvas elípticas em relação ao RSA e uma tendência dessa vantagem aumentar à medida
que aumentam o tamanho das chaves e, consequentemente, o nível de segurança.
Em seguida, foram apresentados os resultados da implementação dos emparelhamentos bilineares
nos cartões inteligentes de arquitetura de 8 bits. Foram empregados os algoritmosη e BKLS, mas em
ambos os casos o tempo obtido foi bastante elevado. Foram identificadas como causas para o baixo
desempenho a baixa quantidade de memória, as restrições de processamento impostas pela arquitetura
de hardware e a sobrecarga imposta pela máquina virtual dos cartões analisados.
Para contornar os problemas de desempenho evidenciados coma implementação dos emparelha-
mentos bilineares, foi proposta a disponibilização de métodos que permitam o acesso das aplicações
às operações básicas do coprocessador do cartão. Tendo em vista os bons resultados obtidos em ope-
rações como o ECDSA e o ECDH, a disponibilização desses métodosp eria levar a tempos menores
do que aqueles apresentados neste capítulo.
Capítulo 5
Delegação de emparelhamentos
5.1 Delegação de emparelhamentos
Os resultados obtidos na implementação em software de emparlhamentos bilineares completos
em cartões inteligentes de 8 bits mostrou que esses dispositvos apresentam características muito
restritivas no que se refere à quantidade de memória e poder de processamento.
Uma maneira de diminuir a carga sobre os cartões inteligentes é a utilização de uma técnica co-
nhecida como delegação de emparelhamentos ouPairing Delegation, proposta por Chevallier-Mames
et. al [80]. Essa técnica leva em consideração a existência de implementações eficientes de empare-
lhamentos bilineares em dispositivos como PCs e celulares, como descrito por Kawahara et al [81].
Normalmente, os cartões inteligentes estão ligados a esse tipo de dispositivo que, comparativamente,
possui maior poder de processamento e quantidade de memória. A técnica também considera que
dispositivos como cartões inteligentes são capazes de executar operações simples com elementos de
corpos finitos e pontos de grupos elípticos.
A partir deste ponto, o dispositivo computacionalmente restrito será referenciado comocartãoe
o dispositivo mais robusto do ponto de vista computacional,comoterminal.
Na delegação segura de emparelhamentos, o cartão delega o cômputo do emparelhamento bilinear
e(aP, bQ) para um terminal, de modo que são válidas as seguintes condições:
1. após o término do protocolo com um terminal honesto, o cartão obtéme(P,Q);
2. o terminal não obtém nenhuma informação sobre os pontosP eQ;
3. o cartão é capaz de detectar quando o dispositivo mais robuto está trapaceando.
Neste capítulo serão empregados os conceitos e notações referent s a emparelhamentos bilineares
apresentados no Capítulo 2.
79
80 Delegação de emparelhamentos
5.2 Princípio básico
Na delegação do cômputo do emparelhamento(P,Q), pode ser considerado o seguinte cenário.
O cartão gera dois números aleatóriosa eb, calculaaP ebQ no grupo elíptico e demanda ao terminal
o cálculo do emparelhamento:
α = e(aP, bQ). (5.1)




No entanto, observando as condições necessárias para uma deleg ção segura de emparelhamento
mostradas na Seção 5.1, nota-se que, apesar do terminal não obter informações sobre os pontosP e
Q, o cartão não consegue identificar se o terminal está trapacendo. Ou seja, se o terminal oferecesse
como saída o valorαr para algumr 6= 1, o cartão obteriae(P,Q)r, ao invés dee(P,Q), sem conseguir
identificar a ação mal intencionada do terminal.
5.3 Protocolo para delegação segura de emparelhamento
Conforme dito na Seção 5.1, uma das condições básicas para ocor er a delegação segura de em-
parelhamento é que o cartão consiga detectar quando o terminal está trapaceando e interrompa o
protocolo com mensagem de erro.
Considerando a definição de emparelhamentos dada no Capítulo 2, o cartão e o terminal recebem
como parâmetros de entrada:
• a definição dos gruposG1, G2 eGT , todos de ordem primap;
• os pontos geradoresG1 eG2;
• a definição do emparelhamento bilinear: G1 ×G2 → GT ;
• o valor do emparelhamentoe(G1, G2).
Para o cartão computar o emparelhamentoe(P,Q), ele deve interagir com o terminal conforme
descrito nos seguintes passos.
1. O cartão gera dois escalares aleatóriosg1 eg2 ∈ Fp, calculag1P eg2Q e demanda o cálculo de
três emparelhamentos para o terminal:
α1 = e(g1P,G2) (5.3)
5.3 Protocolo para delegação segura de emparelhamento 81
α2 = e(G1, g2Q) (5.4)
α3 = e(g1P, g2Q). (5.5)
2. O cartão verifica queα1, α2 e α3 ∈ GT através da exponenciaçãoα
p
i = 1, parai = 1, 2 e 3,
já queGT é um grupo de ordemp. Caso ocorra algum erro, o cartão termina a execução com
mensagem de erro.
3. O cartão gera dois escalares aleatóriosr1 e r2 ∈ Fp, calculaP + r1G1 e Q + r2G2 e demanda
o cálculo do emparelhamento para o terminal:
α4 = e(P + r1G1, Q + r2G2). (5.6)











2 · e(G1, G2)
r1r2 (5.7)
e verifica seα′4 = α4. Caso seja verificada a igualdade, o cartão responde comα
(g1g2)−1
3 =
e(P,Q). Caso contrário, o cartão termina a execução e apresenta mensgem de erro.
Considerando a igualdade que é verificada no passo 4 da delegação, pode-se mostrar que é de fato
esperado queα′4 = α4, pois:
α1 = e(g1P,G2) = e(P,G2)
g1 , (5.8)
α2 = e(G1, g2Q) = e(G1, Q)
g2 , (5.9)
α3 = e(g1P, g2Q) = e(P,Q)
g1g2 , (5.10)
α4 = e(P + r1G1, Q + r2G2) (5.11)
= e(P + r1G1, Q) · e(P + r1G1, r2G2) (5.12)
= e(P,Q) · e(r1G1, Q) · e(P, r2G2) · e(r1G1, r2G2) (5.13)
= e(P,Q) · e(P, r2G2) · e(r1G1, Q) · e(r1G1, r2G2) (5.14)
= e(P,Q) · e(P,G2)
r2 · e(G1, Q)












2 · e(G1, G2)
r1r2 (5.16)
= α′4. (5.17)
É possível observar que os pontosg1P , g2Q, P + r1G1 e Q + r2G2, entregues ao terminal, são
todos pontos aleatórios e independentemente distribuídosnos gruposG1 e G2, o que implica que os
pontosP eQ são mantidos em segredo.
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Uma prova mais completa da técnica de delegação do emparelhamento pode ser encontrada no
trabalho de Chevallier-Mames et al [80].
A descrição da delegação de emparelhamento considera que osdois pontosP e Q devem ser
mantidos em sigilo. No entanto, há casos de protocolos criptográficos nos quais um desses pontos
pode ser público ou constante, o que implica em menos operações no cartão e no terminal e permite
gerar variantes de delegação de emparelhamentos, sem compromete a segurança do protocolo, como
mostrado no trabalho de Kang et al [82] e no trabalho não publicado de Tsai [83].
Existe também uma extensão da técnica de delegação de emparelhamentos conhecida comoBatch
Pairing Delegation[84], que oferece vantagens quando se faz necessário o cálculo de vários empa-
relhamentos bilineares, como nos casos de assinatura em lot. Se uma assinatura desse tipo pode ser
verificada, então pode-se esperar com grande probabilidadeque todas as assinaturas envolvidas são
válidas.
A Seção 5.4 mostra uma forma de se aplicar delegação de emparelhamentos entre um aparelho
celular e seu cartão inteligente usando o protocolo de Kang et al [82] e a Seção 5.5 propõe uma
modificação neste protocolo que o torna mais eficiente e mais adequ do a um contexto de pouco
poder computacional disponível, como ocorre com cartões int ligentes.
5.4 Aplicação de delegação de emparelhamentos com protocolo
simplificado
O aparelho de telefone celular tornou-se um dispositivo eletrônico com uso bastante difundido e
muitos deles possuem internamente um cartão inteligente, que é oSubscriber Identity Module(SIM).
Muitos celulares são capazes de executar programas cada vezmais complexos, como aplicações de
multimídia, sendo então possível pensar no celular como o terminal em um cenário de delegação de
emparelhamentos.
Nesta seção será apresentada uma proposta para utilizar a deleg ção de emparelhamentos a fim
de cifrar mensagens enviadas a partir do celular. A propostaconsidera que o cartão é capaz de
computar eficientemente a exponenciação no corpoGT , a inversão no corpo baseG1 e a multiplicação
escalar de pontos da curvaE(Fp). A possibilidade de usar eficientemente emparelhamentos bilineares
em celulares e dispositivos similares seria uma maneira de atender à demanda cada vez maior de
segurança nas comunicações móveis.
O protocolo apresentado aqui é baseado no esquema de cifragem IBC proposto por Boneh e
Franklin [45] e já apresentado na Seção 2.8.3. Normalmente,os trabalhos sobre delegação de em-
parelhamentos não mostram os detalhes da interação entre o ca tã e o terminal da forma como será
apresentado aqui, o que pode comprometer a compreensão do prtocolo de delegação. No cenário
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a ser apresentado, será considerado que os usuáriosA e B pertencem a uma empresa e precisam
enviar mensagens secretar entre si. Nessa empresa, o papel do PKG é desempenhado por uma seção
dedicada da mesma.
Na etapa de configuração, os parâmetros públicos são definidos e o PKG entrega para cada usuário
um cartão contendo esses parâmetros e sua chave privadaSID, conforme ilustrado na Figura 5.1.
PKG
A B
parâmetros públicos, S parâmetros públicos, SIDA IDB
Fig. 5.1: Entrega dos parâmetros públicos e das chaves privadas.
Quando o usuárioA deseja enviar uma mensagem sigilosa para o usuárioB, ele utiliza a iden-
tidadeIDB e os parâmetros públicos para gerar o texto cifradoC = 〈U, V 〉, conforme descrito na
Seção 2.8.3. O identificador que é utilizado como chave pública pode ser o próprio número do celular,
ou então uma composição desse número com o ano, por exemplo. Acifragem envolve apenas pa-
râmetros públicos e, portanto, não é necessário utilizar a delegação de emparelhamentos. Conforme
mostrado na Seção 2.8.3, é necessário utilizar durante a cifragem um valor aleatório, o qual pode
ser fornecido pelo cartão. No mais, o próprio terminal pode executar a operação de cifragem, como
ilustrado na Figura 5.2, onde o usuárioA cifra uma mensagem para o usuárioB, usando como chave
pública a identidadeIDB.
A B
IDB C = <U,V>
Fig. 5.2: Cifragem e envio da mensagem cifrada para o usuárioB.
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Após receber o texto cifradoC = 〈U, V 〉, o usuárioB emprega a chave privadaSIDB armazenada
em seu cartão para recuperar o texto em claro. Para isso, faz-se necessário calcular o emparelha-
mentoe(SIDB , U), onde o primeiro parâmetro, a chave privadaSIDB é um ponto privado e o segundo
parâmetro, o pontoU , é público. Portanto, quando o cartão delega o cálculo do emparelhamento, é
preciso proteger apenas o primeiro parâmetro, o que reduz o número de operações necessárias em
relação ao protocolo apresentado na Seção 5.3.
Nesse caso, Kang et al [82] sugere que a interação entre o cartã e o terminal para a delegação do
emparelhamento ocorra da seguinte forma.
1. O cartão gera um escalar aleatóriog1 ∈ Fp e demanda o cálculo de três emparelhamentos para
o terminal:
α1 = e(g1SIDB , G2) (5.18)
α2 = e(G1, U) (5.19)
α3 = e(g1SIDB , U), (5.20)
o que exige uma multiplicação escalar no cartão.
2. O cartão verifica queα1, α2 e α3 ∈ GT através da exponenciaçãoα
p
i = 1, parai = 1, 2 e 3,
já queGT é um grupo de ordemp. Caso ocorra algum erro, o cartão termina a execução. Esta
etapa exige que o cartão calcule três exponenciações no corpfinito GT .
3. O cartão gera os escalares aleatóriosc1, r1 e r2 ∈ Fp e demanda o cálculo do emparelhamento
para o terminal:
α4 = e(SIDB + r1G1, c1U + r2G2) (5.21)
= e(SIDB , U) · e(SIDB , G2)
r2 · e(G1, U)
r1 · e(G1, G2)
r1r2 . (5.22)
Esse passo exige três multiplicações escalares no cartão.
4. Ao receberα4, o cartão verifica seα4 ∈ GT , o que exige mais uma exponenciação.









2 · e(G1, G2)
r1r2 (5.23)
= e(SIDB , U) · e(SIDB , G2)
r2 · e(G1, U)
r1 · e(G1, G2)
r1r2 (5.24)
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Fig. 5.3: Protocolo simplificado de delegação de emparelhamentos.
e verifica seα′4 = α4. Caso seja verificada a igualdade, o cartão envia para o terminal o
resultadoα(g1)
−1
3 = e(SIDB , U). Caso contrário, o cartão indica o erro e termina a execução.
Pode-se notar que esse último passo exige mais cinco exponenciações no cartão.
O protocolo exige um total de quatro multiplicações escalares e nove exponenciações.
A interação entre o cartão e o terminal está ilustrada na Figura 5.3.
5.5 Proposta de modificação no protocolo simplificado de dele-
gação de emparelhamentos
Considerando o mesmo caso apresentado na Seção 5.4, pode-se observar que apenas o primeiro
argumento do emparelhamento solicitado ao cartão precisa ser protegido, e assim mais uma redução
no número de cálculos demandados ao cartão pode ser obtida além d quela no método de Kang et
al [82]. Portanto, propomos aqui uma modificação sobre o protocolo simplificado de delegação de
emparelhamento conforme mostrado a seguir.
1. O cartão gera um escalar aleatóriog1 ∈ Fp e demanda o cálculo de dois emparelhamentos para
o terminal:
γ1 = e(g1SIDB , U) = α3 (5.25)
γ2 = e(G1, U) = α2, (5.26)
o que exige uma multiplicação escalar no cartão.
2. O cartão verifica queγ1 e γ2 ∈ GT através da exponenciaçãoγ
p
i = 1, parai = 1 e 2. Caso
ocorra algum erro, o cartão termina a execução. Esta etapa exige que o cartão compute duas
exponenciações no corpo finitoGT .
86 Delegação de emparelhamentos
3. O cartão gera o escalar aleatório1 ∈ Fp e demanda o cálculo do emparelhamento para o
terminal:
γ3 = e(SIDB + r1G1, U) (5.27)
= e(SIDB , U) · e(G1, U)
r1 . (5.28)
Esse passo exige uma multiplicação escalar no cartão.
4. Ao receberγ3, o cartão verifica seγ3 ∈ GT , o que exige uma exponenciação.







= e(SIDB , U) · e(G1, U)
r1 (5.30)




e(SIDB , U). Caso contrário, o cartão indica o erro e termina a execução. Note que este úl-
timo passo exige duas exponenciações no cartão.
Com a modificação proposta, o novo protocolo de delegação demanda duas multiplicações escalares
e cinco exponenciações, o que representa uma redução de duasmultiplicações escalares e quatro
exponenciações em relação ao método de Kang et al [82].
Com relação à segurança, vamos considerar que o terminal tenht tado agir maliciosamente,
fornecendo no primeiro passo da delegação os resultados:
γ1 = e(g1SIDB , U) · e(G1, G2)
β1 (5.31)
γ2 = e(G1, U) · e(G1, G2)
β2 , (5.32)
ondeβ1 eβ2 são diferentes de 0.
De maneira análoga, o valor deγ3 fornecido por esse terminal malicioso seria da forma:
γ3 = e(SIDB + r1G1, U) · e(G1, G2)
β3 . (5.33)
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Analisando as Equações 5.33 e 5.35, nota-se que, para o terminal conseguir trapacear o cartão,
deve-se terβ3 = β1g
−1
1 + β2r1. Para isso, é preciso que o terminal conheça os valores deg1 e
r1, o que, no entanto, é considerado inviável, uma vez que, paraobter tais valores, o terminal deve
calcular o logaritmo discreto no grupo elípticoE(Fp), como se pode ver na Equação 5.25, ou no
grupo multiplicativoGT , como pode ser visto na Equação 5.28.
Da mesma forma que o protocolo apresentado aqui pode ser usado para a decifragem IBC, ele
pode ser empregado em operações criptográficas baseadas em emparelhamentos bilineares que pos-
suam a característica de ter um ponto público e outro privado. Deve-se lembrar, no entanto, que a
técnica considera que o cartão consegue executar eficientemt as operações de exponenciação no
corpoGT e multiplicação escalar de pontos da curva elípticaE(Fp). No novo protocolo de delegação
eficiente proposto aqui, são requeridas no total duas multiplicações escalares e cinco exponenciações.
Essa análise segue o mesmo tipo de contabilização de número de operações encontrado na literatura
de delegação de emparelhamentos. Uma análise mais aprofundada, no entanto, deveria contabilizar
também o custo de operações como a inversão dos escalares aleatórios, como o expoenteg−11 deα3
no passo 2, a soma de pontos da curva elíptica, como o cálculo de SIDB + r1G1 e o produtor1r2 do
expoente no passo 5 do protocolo simplificado de Kang et al [82].
Outra observação que pode ser feita a respeito do protocolo apresentado aqui é que, apesar dos
cartões possuírem pouca memória volátil, eles possuem geralmente uma quantidade razoável de me-
mória não-volátil. Como visto na Seção 4.3, os cartões MULTOSe JCOP41 possuem, respecti-
vamente, 32.5 KB e 72 KB de memória EEPROM. Considerando a robustez doschipsde cartões
inteligentes, essa memória poderia ser utilizada para armazenar tabelas de escalares comog1 e r1 no
exemplo anterior e seus inversos, comog−11 no passo 5. Dessa forma, seria reduzido o número de
operações que o cartão precisaria executar. Caso se trate de um esq ema de IBC em que as chaves
são renovadas periodicamente, esses valores pré-computados po eriam ser fornecidos, por exemplo,
pelo PKG, junto com as novas chaves privadas. Essa é uma proposta que deve considerar um compro-
misso entre segurança e eficiência, pois ao longo do tempo corre-se o risco de usar valores repetidos
e caso os valores pré-computados vazem de alguma forma, a segur nça das comunicações sigilosas
anteriores fica comprometida.
5.6 Considerações sobre a técnica de delegação de emparelha-
mentos
As restrições encontradas na implementação de emparelhamentos bilineares mostradas no Capí-
tulo 4 indicam que uma implementação em software desta técnica nos cartões JCOP41 ou MULTOS
levariam a tempos elevados. Quando as operações no corpo base já são ineficientes, como mostrado
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nas Seções 4.5.1 a 4.5.3, então pode-se esperar tempos bastante elevados para as operações de mais
alto nível, como multiplicação escalar e exponenciação, usadas no protocolo de delegação de empa-
relhamentos.
Numa situação em que as operações básicas podem ser executadas eficientemente, deve-se ques-
tionar se a técnica de delegação é realmente vantajosa ou não, considerando que operações como
multiplicação escalar, inversão e exponenciação no corpo de extensão podem ser consideradas cus-
tosas do ponto de vista computacional.
A técnica de delegação de emparelhamentos considera que o temp gasto para o terminal exe-
cutar as operações que lhe são delegadas é muito menor que o tempo gasto pelo cartão nas demais
operações, de modo que o tempo total de aplicação da delegação é definido principalmente por esse
último. Essa suposição, no entanto, precisa ser verificada em cada caso, uma vez que ela depende da
eficiência do cartão e do terminal associado.
O tempo de comunicação entre o terminal e cartão é também negligenciado na técnica de delega-
ção de emparelhamento. Em implementações práticas, no entanto, essa comunicação pode demandar
tempo suficiente para também ter impacto no tempo total da aplicação de delegação de emparelha-
mento.
Um outro fator que pode pesar na adoção da técnica de delegação de emparelhamentos é a neces-
sidade de um terminal, como um celular, por exemplo. No entanto, deve ser ressaltado que o uso do
celular encontra-se bastante difundido, o que permite utilizar o cartão sem necessidade de dispositivos
adicionais como uma leitora de cartões.
A técnica de delegação de emparelhamentos apresentada aquise apl ca bem a contextos onde o
cartão inteligente está conectado a um dispositivo de maiorpoder computacional. Num cenário em
que o cartão é substituído, por exemplo, por um nó de uma rede de s nsores, a aplicação da delegação
de emparelhamentos pode ser inviável, uma vez que a comunicação do sensor com sua base implica,
de maneira geral, num consumo muito grande de tempo e de energia.
5.7 Estimativa de tempo
Para fazer uma estimativa sobre o tempo na execução do protocolo de delegação de emparelha-
mento, vamos considerar nesta seção uma implementação empregando a biblioteca MIRACL [79],
em um computador pessoal de arquitetura Intel de 32 bits eclockde 2GHz, onde foi considerado um
corpo primo de 160 bits e uma curva MNT com grau de imersãok = 6. A Tabela 5.1 exibe os tempos
obtidos para operações no corpo de extensão e com pontos de curva elíptica:
O tempo para multiplicação escalar considera um ponto da curva elíptica no corpo base e um
escalar aleatório de 160 bits. A exponenciação considera umresultado de emparelhamento e um





Tab. 5.1: Operações no corpo de extensão e com pontos de curvaelíptica.
expoente aleatório de 160 bits.
Vamos considerar agora um cartão capaz de executar as operações citadas em tempo proporcional
aos tempos mostrados na Tabela 5.1, ou seja, o emparelhamento é xecutado em 6.2u, por exemplo,
ondeu é a unidade de tempo que parametriza o tempo do cartão em relação ao tempo do computador.
As operações que o cartão executa no protocolo simplificado de delegação proposto por Kang
et al [82], mostrado na Seção 5.4, resultam num total de quatro multiplicações escalares e nove
exponenciações e o tempo total esperado para a delegação de emparelhamento seria de
4 · 0.6u + 9 · 0.8u = 9.6u. (5.36)
Ou seja, pode-se esperar um tempo pelo menos 54% maior do que aexecução do emparelha-
mento completo no cartão inteligente, que seria de 6.2u, não havendo portanto vantagem no uso da
delegação.
Agora levando em conta a modificação no protocolo de delegação proposta neste trabalho, pode-se
esperar duas multiplicações escalares e 5 exponenciações,de modo que o tempo de
2 · 0.6u + 5 · 0.8u = 5.2u, (5.37)
que representa um tempo 45% menor que o tempo do protocolo de delegação de Kang e que é 16%
menor que o tempo para cálculo do emparelhamento completo (6.2u). Ou seja, a modificação pro-
posta faz com que a utilização da técnica de delegação possa ser mais vantajosa do que o cálculo do
emparelhamento completo no cartão.
Considerando que ainda existem os tempos internos do terminal e da comunicação entre o cartão e
terminal, percebe-se que a técnica de delegação pode ou não trazer vantagens para um criptossistema
baseado em emparelhamentos bilineares, dependendo dos algoritmos, implementações e plataformas
computacionais empregados em cada caso.
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5.8 Conclusões do capítulo
Este capítulo apresentou uma técnica conhecida como delegação de emparelhamentos, que foi
proposta com o intuito de diminuir a carga de processamento no cartão que integra um criptossis-
tema baseado em emparelhamentos bilineares. Num protocolode delegação, o cartão efetua algumas
operações e delega as mais custosas para um terminal. Para manter a segurança, o cartão conta com
meios para identificar quando o terminal age maliciosamentee entrega resultados incorretos.
Considerando a importância da segurança nas comunicações móv is e o fato de que os celulares
usualmente possuem um cartão inteligente, foi apresentadoum protocolo de delegação de emparelha-
mentos que detalha as interações entre um cartão e um celulare que pode ser usado num criptossis-
tema de cifragem baseado em identidades.
Tomando como base o protocolo de delegação apresentado, foram propostas mudanças que dimi-
nuem o número de operações executadas pelo cartão sem comprometer a segurança do criptossistema.
Finalmente, foi discutido ainda que as vantagens de aplicara técnica de delegação de emparelha-
mentos dependem de uma série de fatores, como o tempo de comuni ação entre o cartão e o terminal,
o tempo das operações básicas, como inversão, exponenciação e multiplicação escalar, e do tempo de
cálculo do emparelhamento completo.
Capítulo 6
Conclusões
O objetivo deste trabalho foi avaliar a implementação de emparelhamentos bilineares sobre cur-
vas elípticas em cartões inteligentes de oito bits comercialmente disponíveis. Neste sentido, foram
apresentados três resultados principais.
Primeiramente, foi feita uma implementação de emparelhamentos bilineares em software de dois
tipos de cartões inteligentes: o Java Card JCOP41 e o cartão MULTOS, ambos com arquitetura de oito
bits e quantidade de memória RAM reduzida a pouco mais de uma centena de bytes. Apesar de terem
sido testados diferentes tipos de emparelhamentos na implementação, em todos os casos notou-se
que os tempos obtidos foram extremamente elevados. Mesmo rotinas básicas de aritmética do corpo
binário, como redução modular, multiplicação e quadrado, apresentaram uma execução muito de-
morada nos dois cartões considerados, o que mostrou a inviabilidade prática de uma implementação
totalmente em software nesses dois cartões comercialmentedisponíveis. Foram identificadas algumas
causas que levaram ao baixo desempenho das implementações em software nos cartões MULTOS e
Java Card. A primeira delas foram as condições restritivas dohardware, que oferece uma arquitetura
de apenas oito bits, pouca memória RAM e baixa frequência declock. A segunda causa que pode ser
apontada é o uso de máquina virtual nos dois modelos de cartões. Se por um lado a máquina virtual
apresenta a vantagem de permitir uma programação em alto nível e com independência do fabricante
do chip, por outro lado ela introduz uma sobrecarga muito grande na execução dos programas desen-
volvidos para o cartão inteligente, uma vez que cada instrução precisa ser interpretada antes de ser
executada.
Ainda utilizando o cartão Java Card JCOP41, foram realizadas experimentações com seu copro-
cessador criptográfico, que suporta operações de criptografia de chaves públicas, entre elas o RSA
e, dentro da criptografia de curvas elípticas, a operação de assinatura digital ECDSA e o protocolo
de troca de chaves ECDH. Tais experimentações levaram a dois resultados interessantes. O primeiro
deles evidenciou que os algoritmos de criptografia de curvaselípticas apresentaram uma performance
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superior quando comparados com o RSA, considerando o mesmo nível de segurança. A vantagem
dos algoritmos de ECC ficaram ainda mais evidentes à medida queos tamanhos de chaves, e por
consequência, o nível de segurança, aumentava. O segundo resultado interessante foi mostrar que o
uso de coprocessadores permite uma melhora significativa naperformance das operações que apre-
sentaram desempenho baixo quando implementadas em software do mesmo cartão. A geração de
uma assinatura ECSA, por exemplo, foi executada em menos de ums gundo pelo coprocessador do
cartão inteligente. Essa operação exige muitas operações no corpo binário, que se fossem executadas
por uma implementação em software, levariam um tempo de alguns minutos.
Os resultados obtidos permitiram concluir que não é viável adotar em cartões de oito bits, os
mais difundidos no mercado, protocolos de emparelhamentosbilineares baseados apenas em soft-
ware. Para viabilizar o uso de tais cartões é necessário que os m smos possuam circuitos específicos
(coprocessadores) para execução eficiente de operações básicas sobre corpos finitos e sobre curvas
elípticas, e que seja disponibilizada uma interface de programação que permita o acesso direto a tais
operações.
A segunda contribuição deste trabalho ocorreu durante o trabalho de implementação de empare-
lhamento em software nos cartões inteligentes, quando foi possível desenvolver equações específicas
para adaptar o método conhecido comoM ntgomery’s Ladderpara efetuar multiplicação escalar de
pontos de curvas elípticas supersingulares em corpos binários. O método não usa pré-computação, o
que pode ser considerado uma vantagem para dispositivos combaixa capacidade de armazenamento,
como os cartões inteligentes. Na comparação com outros métodos de multiplicação escalar, como o
Double-and-Add, que também não usa pré-computação, o método proposto se mostrou mais eficiente
quando se empregam as chamadas coordenadas projetivas. A vantagem para o caso de coordenadas
afins depende do custo relativo entre as operações de multiplicação e inversão no corpo base. Além
disso, o método proposto, herda do algoritmoM ntgomery’s Laddera característica de ser robusto
contra ataques do tiposide-channel.
Por fim, a terceira contribuição deste trabalho se deu por meio da modificação no protocolo de
delegação de emparelhamentos. Essa técnica tem o objetivo dreduzir a carga de operações efetu-
adas pelo cartão que faz parte de algum criptossistema baseado em emparelhamentos bilineares. Foi
proposta uma modificação no protocolo de delegação que se aplica para o caso em que o primeiro
ponto do emparelhamento ser privado e o segundo ponto ser público, como ocorre no criptosssis-
tema de cifragem de Boneh-Franklin. Com a modificação proposta, foi possível obter uma redução
no número de operações executadas pelo cartão em relação a outro protocolo similar proposto na
literatura, sem reduzir, no entanto, a segurança da delegação de emparelhamentos.
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6.1 Trabalhos futuros
Ao longo deste trabalho foram apresentados resultados descritos na literatura de implementação
de emparelhamentos bilineares em dispositivos computacion lmente restritos, como redes de sen-
sores e cartões inteligentes de 32 bits. Uma possibilidade de trabalho a ser explorada é verificar a
viabilidade de implementar emparelhamentos em outros dispositivos, como aqueles que empregam a
tecnologia deNear Field Communication(NFC), que pode ser aplicada a celulares e combina mo-
bilidade, a segurança proporcionada pelos cartões inteligentes e a possibilidade de interação com
dispositivos próximos por meio de ondas de alta frequência.
Com relação ao método de multiplicação escalar de pontos de curvas elípticas supersingulares
em corpos binários, foram apresentados resultados para coordenadas projetivas simples. Sabe-se, no
entanto, que existem outras coordenadas que poderiam ser explo adas, como as coordenadas López-
Dahab e as coordenadas Jacobianas [29], por exemplo. Essas diferentes coordenadas devem ser
investigadas para verificar se elas podem evidenciar ainda mais a vantagem do método proposto.
Por fim, com relação à delegação de emparelhamentos, foi proposta uma modificação na técnica
para o caso de o primeiro argumento do emparelhamento ser um ponto privado e o segundo, um ponto
público. Existem ainda outras configurações envolvendo os argumentos do emparelhamento bilinear,
nas quais pode-se investigar a possibilidade de propor modificações que levem a uma redução nas
operações necessárias, sem comprometer a segurança. Aindacom relação à delegação de empare-
lhamentos, outra possibilidade a ser explorada é comparar adelegação de emparelhamentos com a
implementação de um emparelhamento completo, a fim de verificar qual enfoque é mais indicado
do ponto de vista de consumo de memória e processamento, no caso de se dispor de um cartão que
consiga efetuar eficientemente operações no corpo base. Para realizar essa comparação, poderiam
ser consideradas diferentes implementações de emparelhamentos bilineares, com diferentes curvas
elípticas.
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Apêndice A
Algoritmos de criptografia sobre curvas
elípticas
A.1 Assinatura digital - Elliptic Curve Digital Signature Algo-
rithm (ECDSA)
O esquema de assinaturas digitais conhecido comoElliptic Curve Digital Signature Algoritm
(ECDSA) é padronizado pelo ANSI X9.62 [85], FIPS 186-2 [86] and IEEE 1363-2000 [73].
O primeiro passo no ECDSA é o estabelecimento dos parâmetros públicos, representados por




), n, h) para corpos binários, ondem denota a ordem do corpo,f(x) é





é chamado de ponto base de ordemn e cofatorh [14]. Cada entidade nesse esquema possui um par
de chaves dado pela chave privadadi ∈ [1, n− 1] e pela chave públicaQi(xQi , yQi ) = diP (xP , yP ).
A geração de assinatura ocorre de acordo com o Algoritmo A.1,ondeH(·) denota uma operação de
hash criptográfico [87], cujo resultado possuin bits.
A verificação da assinatura no ECDSA é efetuada de acordo com o Algoritmo A.2.
A.2 Protocolo de troca de chaves - Elliptic Curve Diffie-Hellman
(ECDH)
Uma das maneiras de aproveitar as vantagens dos algoritmos de criptografia simétrica e as-
simétrica é através dos protocolos de troca de chaves, como opr tocolo Diffie-Hellman [18], que
permite que dois participantes estabeleçam uma chave secreta m um canal inseguro. Essa chave
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Algoritmo A.1 ECDSA - Geração de assinatura [14]
Entrada: Chave privadadi, mensagemM e parâmetros públicos
















3: r ← x
T
mod n.
4: Ser = 0 então
5: Vá para passo 1.
6: e← H(M).
7: s← k−1(e + dir) mod n.
8: Ses = 0 então
9: Vá para passo 1.
10: Retorne (r, s).
Algoritmo A.2 ECDSA - Verificação de assinatura [14]
Entrada: Chave públicaQi, mensagemM, assinatura(r, s) e parâmetros públicosD =





Saída: Assinatura válida ou inválida.
1: Ser ands are not integers∈ [1, n− 1] então
2: Retorne “Assinatura inválida”.
3: e← H(M).
4: w ← s−1 mod n.
5: u1 ← ew mod n.





)← u1P (xP , yP ) + u2Qi(xQi , yQi ).
8: SeT = O então
9: Retorne “Assinatura inválida”.
10: v ← x
T
mod n.
11: Sev = r então
12: Retorne “Assinatura válida”.
13: Senão
14: Retorne “Assinatura inválida”.
secreta é então utilizada para cifrar a informação subsequente tilizando algoritmos de criptografia
simétrica.
O protocolo de troca de chaves de Diffie-Hellman pode ser adapt o para utilizar pontos de curvas





) o par de chaves privada e pública, respectivamente, da entidadeA. O escalard
A
pertencente
ao corpo finitoFq, QA é um ponto da curvaE(Fq) eQA = dAP , ondeP é um ponto público da curva
elípticaE(Fq). De modo análogo, a entidadeB também possui seu par de chaves(dB , QB). SeA
A.2 Protocolo de troca de chaves - Elliptic Curve Diffie-Hellman (ECDH) 105
e B estão separados por um canal inseguro e desejam compartilhar entre si uma chave secreta, eles
devem executar os passos a seguir.



































. A chave secreta pode ser dada pela coordenadax do ponto resul-
tante ou então pelo hash desse valor [73]. O protocolo é considerado seguro já que não há exposição
de dados, exceto as chaves públicas das entidades participantes. As chaves privadas são mantidas em
segredo, já que, pelo Elliptic Curve Discrete Logarithm Problem, não é computacionalmente viável
calculardi dados o pontoQi, que representa a chave pública, e o ponto públicoP .
Apêndice B
Algoritmo Montgomery’s Ladder
B.1 Invariante do Algoritmo Montgomery’s Ladder
Para facilitar o entendimento da invariante do AlgoritmoM ntgomery’s Ladder, o mesmo é re-
produzido no Algoritmo B.1.
Algoritmo B.1 Multiplicação escalar usando o método Montgomery’s Ladder[62]
Entrada: PontoP0, escalar positivos = (sn−1, sn−2, . . . , s0)2, n ≥2.
Saída: PontosP0.
1: R← P0, S ← 2P0.
2: Para i← n− 2 até0 faça
3: Sesi = 0 então
4: S ← R + S, R← 2R.
5: Senão
6: R← R + S, S ← 2S.
7: Retorne R.
Lema 1. Em toda iteração do algoritmoMontgomery’s Ladderpara calcular sP0, ondeP0 é o
ponto que está sendo multiplicado es é um escalar positivo cuja representação binária é dada por
s = (sn−1, sn−2, . . . , s0)2, a diferença entre as variáveisS eR é constante e igual ao pontoP0.
Demonstração.A base da indução é provada pela construção do algoritmo, já que a variávelR é
inicializada comP0 e a variávelS é inicializada com2P0. Portanto, vale a diferençaS − R = P0 no
início das operações.
Agora vamos supor que durante uma iteração0 ≤ i ≤ n−2 tenhamosR = kP0 eS = (k +1)P0,
onde1 ≤ k ≤ s. Se tal suposição for verdadeira, então teremosS −R = P0.
Para verificar se na iteraçãoi + 1 a diferençaS − R = P0 se mantém, devemos considerar dois
casos:
107
108 Algoritmo Montgomery’s Ladder
• sesi = 0: os valores das variáveis temporárias são atualizados de moo queS = (k + k +
1)P0 = (2k + 1)P0 eR = 2kP0. Vale, portanto, a relaçãoS −R = P0.
• sesi = 1: os valores das variáveis temporárias são atualizados de moo queR = (k + k +
1)P0 = (2k + 1)P0 eS = 2(k + 1)P0 = (2k + 2)P0. Vale, portanto, a relaçãoS −R = P0.
Ao final das iterações, tem-sei = 0 e, pelas condições apresentadas anteriormente, terá sido
mantida a relaçãoS −R = P0.
