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Methods of Nonlinear Analysis
Materials such as metals, soil and rocks (e.g., lime stones) are inherently nonlinear and plastic. Except in a limited class of problems, the behavior of structures made of these materials cannot be predicted without the consideration of their nonlinear plastic stressstrain behavior. Contrary to linear elastic problems, nonlinear problems require iterative methods for obtaining the solution, both at the global (structure) and local (Gauss point) levels. There are several methods of carrying out the required iterative processes. In this chapter, we will describe (1) a class of methods called the Newton's methods which form the basis for commonly used global and local iterative algorithms, and (2) Euler methods of solving initial value problems, which form the basis of commonly used local iterative algorithms. 
Nonlinear Finite Element Analysis
In chapter 5, it was shown that the finite element approximation to solid mechanics problems leads to a set of linear simultaneous equations for the nodal unknowns as P û K = (8.1) where the term û K is the internal or "spring" force, and P is the externally applied force. For equilibrium, the spring force must balance the externally applied force. Let us denote the spring force as
As we will see later, in a nonlinear analysis, we will use tangent stiffness matrix is the tangent stiffness operator.
Similarly, the global spring force s F is obtained from element spring forces. Let's say that a static, monotonic load of P is applied to the system, and the corresponding displacement û is required. Let us say that the stress and strain produced by the load in a typical element (specifically, at a typical Gauss point) are σ and ε respectively. The relationship between the two is governed by the curve shown in Fig. 8.1a . Since the strains and stresses at Gauss points and displacements at nodes are unknowns, the exact locations of point A on the curves in Figs. 8.1a and 8.1b are unknowns, and need to be established iteratively. (For plastic materials, one must do this in an incremental-iterative manner, which we will discuss later.)
Figure 8.2 Illustration of Newton-Raphson Iterative Methods
Formally, the problem can be stated as: Given the functional form ) ε σ( , determine for a given (constant) load P the nodal displacement û such that
The problem at hand is complex in that one has to go from the nonlinearity of σ versus ε to the nonlinearity of s F versus û . To understand some of the numerical iterative techniques available for us to use here, let us first look at a simpler, scalar problem of finding
is a nonlinear function of x as shown in Fig. 8 .2a, and f is a constant. Among a suite of techniques that are available in the numerical analysis literature, the two methods that are most suitable for finite element analysis are the Newton-Raphson (full) method and the modified Newton-Raphson method. These methods are briefly described here. For additional details, the reader is referred to standard texts (e.g., Zienkiewicz, 1977; Griffiths and Smith, 1991) .
The Newton-Raphson (Full) Method for Scalar Equations
The Newton-Raphson method begins with an estimate for x (say, 0 x ), and iteratively refines this estimate until Eq. 8.5 is satisfied within a specified tolerance. The algorithm for the iterative process is derived by the Taylor series expansion of the error (or residual). Let us define an error as:
Denoting the next best estimate by 1 x , let us express the value of ) ( 1 x ψ in Taylor series by expansion about 0 x as
Truncating the series after the term with the first derivative of ψ, and denoting the 8) and setting ) ( 1 x ψ to zero (which is the ultimate desired result), one gets:
The refined estimate then is (from Eq. 8.7b)
As the Taylor series expansion was truncated after 2 terms, the estimate 1 x is still an approximation to x , but in general is expected to be a closer to x than 0 x is.
The geometrical interpretation of the iterative process is shown in Fig. 8 .2a. The procedure may be repeated until TOL x n < ) ( (8.10) where TOL is the acceptable error. Since the slope of the curve is used to guide the iteration, it is seen that the process should quickly converge to the solution of the problem x , and in an example presented below we will show that the rate of convergence is approximately quadratic; i.e.; defining an error at th i iteration as
ψ
where is a suitable norm (e.g., 2 norm), it will be shown that 
Modified Newton-Raphson Method for Scalar Equations
In the finite element context, 0 t K appearing in Eqs. 8.8 and 8.9 is the tangent stiffness matrix (Eq. 8.3a). Thus, the tangent stiffness matrix must be evaluated and the full system of equations solved at every iteration, both of which (the former more than the latter in plasticity problems) are highly computationally intensive. In the modified NewtonRaphson method, the tangent 0 t K is evaluated once at the beginning of iteration, and kept unchanged throughout the iteration process. The process is geometrically depicted in Fig.  8 .2b. Example 8.1 will demonstrate that the rate of convergence in the present case is much slower than that in the case of the full Newton-Raphson method, and is approximately linear, i.e., 
, determine the value of x when the value of f is increased from 0.1 to 0.3. The relationship between f and x is x x f + 1 = Answer: The exact answer to this problem is: 
The problem is solved both by the Newton-Raphson and modified Newton-Raphson methods and the results are presented in Tables 8.1 and 8.2 respectively. Examination of the last two columns supports the earlier claim that the rate of convergence is quadratic for the Newton-Raphson method and linear for the modified Newton-Raphson method.
Newton-Raphson Methods for Nonlinear System of Equations
The methods can easily be extended to a nonlinear system of equations simply by appropriately treating the scalars as either vectors or matrices. We will illustrate the process for a system of two nonlinear equations, such as, for instance:
(8.13b) Let us arrange them into a form that can easily be related to the internal spring force and the externally applied load that we encounter in nonlinear finite element analysis.
, consider s F as the internal spring force defined in Eq. 8.4 and P as the externally applied force. Then we see that the spring force not only depends on both 1 x and 2 x (i.e., coupled as in finite element equations), but also varies nonlinearly with 1 x and 2 x . Nevertheless, the system can be solved by the Newton-Raphson method. Defining a residual vector as ( ) ( )
where F P = is the externally applied force vector. Let 0 x is the initial estimate of x . Eqs. 8.7-8.9 are rewritten in vector and matrix forms as:
(8.16b) The tangent (or tangent stiffness in finite element analysis) is now a matrix. Let us define this at any x as:
The remaining equations are:
is a suitable norm (e.g., 2 norm) of the residual vector ) (x n ψ .
Question: Solve the nonlinear equations given in Eq. 8.14 by the Newton-Raphson and modified Newton-Raphson methods. and Table 8 .6 for modified Newton-Raphson method with
. The error e is defined as the 2 norm:
It may be observed that analysis with .3000 .3000
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.0002 .8226 >10 (Fig. 8.3b ) is determined as The key steps are: (1) Define the current spring force, stress, strain, displacement, hardening variables, load to be applied and other parameters pertinent to the specific algorithm, (2) determine the residual force, (3) determine the current global tangent stiffness matrix (Eq. 8.19) and solve for the iterative displacements and the corresponding iterative strains, (4) update and find the incremental strains and displacements, (5) use the constitutive model to find the incremental stresses and hardening variables corresponding
to the incremental strains, (6) determine the current spring force (Eq. 8.20), (7) determine the residual force, (8) check for convergence, (9) stop if converged, continue otherwise.
The steps described above are what constitute the global iteration. In step 5, it is required to find the incremental stress corresponding to the incremental strain based on the specific constitutive model employed for the material at the specific Gauss point. In elasto-plasticity, this step involves iterations, and this is referred to as the local iterations.
The exact global algorithm depends on the complexity and sophistication of the specific algorithm employed. Limiting at this point to a nonlinear elastic analysis (one without hardening variables), the essential steps involved in a typical, simple global analysis is summarized in Algorithm 8.1. The local iterations are the subject of some of the subsequent chapters.
Algorithm 8.1. Global Iteration Strategy for Nonlinear Elastic Finite Element Analysis
Definition of new parameters:
N is maximum number of global iterations permitted before execution is terminated, and G N is the corresponding counter. 
Application of the Newton-Raphson Method to Calibration of Constitutive Models
Algorithm 8.1 pertains to finite element analyses, which involve integration of constitutive laws at multiple Gauss points. A more specific algorithm that is suitable for calibration of constitutive models is presented below.
The Newton's strategy used here is the same as that in Algorithm 8.1, but concerns a uniformly-loaded specimen, permitting stresses and strains to be used even at the "global" level rather than forces and displacements. The element stiffness matrix k and the tangent operator D are the same. The algorithm is presented for an increment; it can be easily extended for a complete loading involving several load steps.
Figure 8.4 Schematic of Global Iteration for Model Calibration
The problem at hand is: Given ( , , , and
where ε ∆ is the specified strain increment vector, σ ∆ is the specified stress increment vector, ξ n is the hardening variables (in general, tensor of some order). Note that when a component of σ ∆ is specified, the corresponding component of ε ∆ is to be computed, 
where 0 x is a large number. Here k k δε ∆ε = during the first iteration, and 0 k δε = during the subsequent iterations.
Referring to Fig. 8.4 ., e σ and s σ are respectively the external and internal (spring) "forces", and σ δ is the difference between the two at any stage of iteration. The iteration is considered converged when the following error norms on residual stresses and energy are less than specified tolerances as: 
Solution of Initial Value Problems by Euler Methods
Most constitutive relationships are expressed in the form of rate relations, where the rate of stress and hardening variables are expressed as a function of the rate of strains. As we have seen in the preceding section that the finite element analysis requires incremental stress for a given incremental strain. This requires the rate constitutive relations to be integrated.
In mathematical terms, the integration problem is an initial value problem. To define some of the associated terminologies, let us consider the simple initial value Important properties of any algorithm are: consistency, stability and accuracy. The reader is referred to standard texts (e.g., Gear, 1971; Hairer, et al., 1987) for detailed discussions on these topics from mathematics standpoint. Analyses pertaining to elasto-plastic applications may be found in Ortiz and Popov (1985) and Simo and Hughes (1998) .
An algorithm having a first-order accuracy is considered to be consistent. Considering the initial value problem stated in Eq. 8.22, an algorithm is first-order accurate if the algorithmic approximation 1 + n y agrees with the exact value ) ( 1 + n t y to within second order terms in step size t ∆ , and second-order accurate if the algorithmic 1 + n y agrees with the exact value ) ( 1 + n t y to within third order terms in step size t ∆ . Second-order accuracy is not a requirement, but a desirable one from the point of view of efficiency. Ortiz and Popov (1985) show from a theoretical analysis that, when a generalized midpoint rule as in Eq. 8.22 is used, a second order-accuracy is achieved for
The simple, uniaxial problem presented in Example 8.3 helps gain some insight into the computational process, and help demonstrate the differences between what are known as the continuum and consistent operators. Ortiz and Popov (1985) also theoretically show that for unconditional stability of the numerical algorithms, 1 2 / 1 ≤ ≤ θ . However, on the basis of numerical experimentation, they found that for small time steps, high accuracy is achieved for 2 / 1 = θ as the theory indicates, but for large time steps, optimal accuracy is obtained for 2 / 1 > θ .
Figure 8.5 Schematic of Uniaxial Load-Deformation and Stress-Strain Relations
------------------------------------------------------------------------------------Example 8.3
Question: Consider a uniaxial problem shown in Fig. 8 .5. The stress-strain relation of the material is given by 
Global Problem
Referring to Fig. 8 .5, our global problem consists of a uniformly-loaded one-element body, subjected to an external force f with the corresponding displacement of u . The stress-strain behavior of the material is represented by the rate relation Eq. 8. [ ]
Hence the consistent tangent operator is the tangent derived from the actual numerical algorithm used in the analysis (hence it can be called the algorithmic tangent). The continuum tangent, on the other hand, is the tangent involved in the original rate equation.
To sum, at the local level, the stress at point 1 n + is calculated for a given strain increment from (Eq. 8.27) ) ( The analysis now repeated with the backward Euler (implicit) method for which 0
The results showing the convergence behavior are presented in Table 8 .7 for the case with 1 = α and 1 = θ (backward Euler) and using the continuum operator D , and in Table 8 .8 for the case with 1 = α and 1 = θ (backward Euler) and using the consistent operator D . In both cases, converged value of u is 1.0.
It may be observed that iteration using consistent tangent operator achieves quadratic convergence (i.e., Table 8 .9 presents the final results for a few other cases, each with different values for of f and θ , and using consistent or continuum operators. The following observations can be made: (1) when the midpoint rule is used ( 5 . 0 = θ ), the convergence behavior using continuum and consistent operators are similar, and the accuracy of converged results is better than the accuracy of results using 0 . 1 = θ (agreeing with the analysis of Ortiz and Popov, 1985) , and (2) for the case with 0 . 1 = θ , increase in step size significantly increases the number of required iterations for the case using continuum operator, but only slightly increases the number of required iterations for the case using consistent operator.
Remarks
Observe the term R in Eq. 8.27. In a general elasto-plastic analysis where the equations are integrated implicitly, R will be a 6 6 × matrix (or bigger depending on the specific algorithm), hence requiring inversion of a 6 6 × matrix at every Gauss point. Also, note the appearance of the term r in Eq. 8.28a. The analogous term in the elasto-plastic analysis is the flow direction vector r . Hence the algorithm requires derivative of this with respect to stresses and PIV's. When the PIV's are scalars as in the case of isotropic hardening models, the derivative of r with respect to the PIV's can be easily obtained, but the derivatives with respect to the stresses can be difficult to obtain in some cases. The degree of difficulty increases when one or more of the PIV's is a tensor or order 2 or higher.
A fundamental difference between the mathematical initial value problem stated in Eq. 8.21 and the elasto-plastic integration problem of interest in this book is the fact that in the latter, the yield criterion must also be satisfied. In other words, as the stresses and PIV's change, the stress point must continue to lie on the yield surface (called the consistency condition). Because the consistency is enforced, the accuracy is generally higher than what was achieved in this example.
----------------------------------------------------------------------------------------------------------------
Problems Problem 8.1
Determine the value of x when 8 0 = . f for the following two functions by both the Newton-Raphson method and modified Newton-Raphson method, and investigate the rate of convergence in each case.
1.
2 − 2 = x x f 2. 
