Holographic boiling and generalized thermodynamic description beyond
  local equilibrium by Li, Xin et al.
Holographic boiling and generalized thermodynamic description
beyond local equilibrium
Xin Li
School of Physical Sciences, University of Chinese
Academy of Sciences, Beijing 100049, China and
School of Science, Kunming University of Science and Technology, Kunming 650500, China
Zhang-Yu Nie∗
School of Science, Kunming University of Science and Technology, Kunming 650500, China
Yu Tian†
School of Physical Sciences, University of Chinese
Academy of Sciences, Beijing 100049, China
Center for Theoretical Physics, Massachusetts Institute
of Technology, Cambridge, MA 02139, USA and
Institute of Theoretical Physics, Chinese Academy of Sciences, Beijing 100190, China
(Dated: August 12, 2020)
Abstract
Tuning a very simple two-component holographic superfluid model, we can have a first order phase
transition between two superfluid phases in the probe limit. Inspired by the potential landscape
discussion, an intuitive physical picture for systems with first order phase transitions is provided. We
stress that holography perfectly offers a generalized thermodynamic description of certain strongly
coupled systems even out of local equilibrium, which enables us to carefully study domain wall
structures of the system under first order phase transitions, either static or in real time dynamics.
We numerically construct the 1D domain wall configuration and compute the surface tension of
the domain wall from its generalized grand potential. We also numerically simulate the real time
dynamics of a 2D bubble nucleation process (holographic boiling). The surface tension of the 1D
domain wall nicely matches the final state of the 2D bubble nucleation process when the bubble
radius is large enough.
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I. INTRODUCTION
The gauge/gravity duality[1–3] provides a useful tool to investigate the strongly coupled
field theory. Since the success of holographic modeling of superconductor phase transition[4,
5], this duality has been applied to various condensed matter systems[6]. Besides realization
of static solutions, it is proved to be even more powerful in simulating non-equilibrium
processes (see, e.g. [7–15] as an incomplete list and [16] for a review).
First order phase transitions are not only quite common in our daily life, but are also
important phenomena in superfluids such as Helium-3[17] and condensed matter systems
with multi-condensates[18, 19, 39]. First order phase transitions from normal phase to
superconductor phase have also been realized holographically in Refs. [20, 21]. An important
feature accompanied by first order phase transitions is phase separation which usually implies
the creation and evolution of bubbles and domain walls. Such structures also play an
important role in the evolution of the early universe and in gravitational wave physics[22–24].
However, it is quite difficult to accurately describe first order phase transitions, because
dynamical processes of first order phase transitions are usually far from (local) equilibrium.
Such a dynamical process in quantum many body systems is extremely complicated in
general, so certain theoretical description of a general dynamical process would be very
important and helpful. Such kind of efforts for holographic systems are made recently
in [25], where some generalized thermodynamic (hydrodynamic) description beyond local
equilibrium turns out to be available and a generalized grand potential (free energy) can
be well defined accordingly. We then would like to see some concrete application of this
description in, e.g. superfluid systems with first order phase transitions mentioned above,
where it can be verified and hopefully even developed further.
In a recent paper [26], the authors realized a dynamic process of domain wall formation
holographically. There are also some other progresses in this topic[27, 28]. However, in
these studies the holographic systems are effectively 1D, so more realistic structures like
bubbles (at least 2D) cannot be considered. In order to study the more realistic and more
complicated structures in first order phase transition, it is wise to consider a holographic
model with first order phase transition in the probe limit, where back-reaction of the matter
field to the bulk space-time is neglected and complex numerical relativity problems can be
avoided. Such a system with first order phase transition in the probe limit can be easily
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built from a holographic model with two competing orders, as in Ref. [29].
In this paper, we study the nontrivial configurations and dynamical processes in the first
order phase transition between superfluid phases holographically. In fact, our model here
is probably the simplest for holographic study of first order phase transitions, and it turns
out that essential physics can already be observed quite well in our system. We first realize
the first order phase transition between two s-wave superfluid phases holographically, and
give a concrete picture to explain how the first order phase transition occurs from a “grand
potential landscape” point of view.
This grand potential landscape point of view is supposed to be true not only in the
holographic context, but also in general thermodynamics, offering an intuitive picture of
the stability of phases and the phase structures. Actually, in thermodynamic systems with
first order phase transitions (like the van der Waals gas-liquid system), as well as in many
holographic models including ours here, there are typically three equilibrium states involved,
the stable one, the meta-stable one and the unstable one. It can be argued that the unstable
state is a saddle point in the landscape and acts as the minimal potential barrier between the
stable and meta-stable states, which will also be verified in our discussions of inhomogeneous
configurations (mixture states of different phases).
For the inhomogeneous configurations with local structures like domain wall, which go
beyond local equilibrium, we can use the grand potential of the unstable state to estimate
the maximum of the grand potential density of the domain wall (bubble) structures, from
the grand potential landscape point of view. A more quantitative discussion of such con-
figurations out of local equilibrium needs to be based on the generalized thermodynamic
description introduced in [25], where it turns out that the potential (including the gener-
alized free energy and grand potential) landscape point of view is also crucial. To show
the practicability of this point of view and the generalized thermodynamic description more
concretely, we numerically build some typical inhomogeneous configurations. In the numer-
ical work, we first construct the domain wall between the two superfluid phases in a simple
1D setup of our model. We can calculate the surface tension of the domain wall from its
generalized grand potential. We then study the dynamical process of bubble nucleation after
a local quench to a homogeneous meta-stable state in 2D and find that the surface tension
with “generalized balance conditions” for the bubble configuration matches well with the
above calculation for the 1D domain wall configuration.
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This paper is organized as follows. We firstly realize a first order phase transition between
two s-wave superfluid phases holographically, and give the concrete picture of first order
phase transitions from a “grand potential landscape” point of view in Sec. II. We then give a
domain wall configuration in Sec. III, and study the dynamical process of bubble nucleation
in Sec. IV. We finally take some conclusions and discussions in Sec. V. Moreover, we include
four appendices: the quasi-normal modes are calculated in App. A, equations of state are
shown numerically in App. B, the scheme for time evolutions as well as related numerical
details are discussed in App. C, and the concrete form of grand potential is presented in
App. D.
II. HOLOGRAPHIC SUPERFLUID MODEL WITH A FIRST ORDER PHASE
TRANSITION
We use the holographic s+s model to realize a first order phase transition in the probe
limit, under which the gravitational background is fixed, and the numerical work can be
greatly simplified. The gravitational background can be taken as the 4 dimensional asymp-
totic AdS black brane
ds2 =
L2
z2
(−f(z)dt2 + dz
2
f(z)
+ dx2 + dy2), (1)
with the AdS radius L = 1 for convenience and
f(z) = 1− z3. (2)
The boundary superfluid system is in a thermal bath with the same temperature as the
Hawking temperature
T =
3
4pi
(3)
of the bulk black brane.
The Lagrangian for the matter fields is
Lm =
1
e22
(
− 1
4
F abFab − |D1Ψ1|2 − |D2Ψ2|2 (4)
−m21|Ψ1|2 −m22|Ψ2|2−λ12|Ψ1|2|Ψ2|2
)
,
where D1 = ∂ − i(e1/e2)A and D2 = ∂ − iA .
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The probe limit can be attained consistently by taking the large charge limit, and a
scaling symmetry implies that only the ratio e1/e2 is important. Therefore we set e2 = 1 in
the rest of this paper.
With the standard procedure, we can get the solutions dual to superfluids on the boundary
field theory. Because we have two orders dual to Ψ1 and Ψ2 respectively, we can get three
different kinds of solutions: Solution S1, Solution S2 and Solution S1+S2. In order to realize
the first order phase transition, we introduce the interacting term with coefficient λ12 in (4).
We will introduce more details and show the phase diagram in the following subsection.
A. Engineering a first order phase transition
We take the following ansatz for the scalar and gauge fields in order to obtain the static
solutions:
Ψ1 = Ψ1(z), Ψ2 = Ψ2(z), Aµdx
µ = At(z)dt. (5)
The equations of motion are then simplified to be
Ψ′′1 +
f ′
f
Ψ′1 +
(
e21A
2
t
f 2
− m
2
1
z2f
− λ12Ψ
2
2
z2f
)
Ψ1 = 0, (6)
Ψ′′2 +
f ′
f
Ψ′2 +
(
A2t
f 2
− m
2
2
z2f
− λ12Ψ
2
1
z2f
)
Ψ2 = 0, (7)
A′′t − 2
e21Ψ
2
1 + Ψ
2
2
z2f
At = 0. (8)
We can take the standard procedure to solve these equations numerically to get the
solutions dual to superfluid phases on the boundary theory. There are three such solutions:
We call the one with Ψ2 = 0 and Ψ1 6= 0 Solution S1, the one with Ψ1 6= 0 and Ψ2 = 0
Solution S2, and the one with both the two scalar fields nonzero as Solution S1+S2.
To Solve these solutions, the three fields can be expanded near the black hole horizon as
Ψ1 = Ψ10 + Ψ11(1− z) + · · · , Ψ2 = Ψ20 + Ψ21(1− z) + · · · , At = φ1(1− z) + · · · , (9)
where only Ψ10, Ψ20, φ1 are independent parameters.
Near the boundary, the three fields have the following asymptotic behavior
Ψ1 = Ψ1−z∆1− +Ψ1+z∆1+ + · · · , Ψ2 = Ψ2−z∆2− +Ψ2+z∆2+ + · · · , At = µ−ρz+ · · · . (10)
where ∆i± = (3±
√
9 + 4m2iL
2)/2 (i = 1, 2), µ and ρ are the chemical potential and charge
density of the system respectively. For each scalar field, either Ψ+ or Ψ− can be chosen as
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the expectation value of scalar operator in the boundary field theory. We set source free
condition for both the two scalars to get superfluid phases that spontaneously break the
U(1) gauge symmetry. In order to further simplify the numerical work, we set
m21 = m
2
2 = −2, (11)
and set Ψ1− = 0 for Ψ1 and Ψ2+ = 0 for Ψ2. In this way, we have chosen different quan-
tizations for the two scalar fields, the standard quantization for Ψ1 and the alternative
quantization for Ψ2. We define the boundary operator dual to Ψ1 as O1 and the boundary
operator dual to Ψ2 as O2. In this way, we get a dimension 2 operator O1 and a dimension
1 operator O2.
For the two scalar operators with different conformal dimension, the condensed solution
will get “parallel” thermodynamic potential curves if the two orders also have the same
charge. We can therefore tune the ratio e1/e2 to make the two thermodynamic potential
curves have an intersection point. Near this intersection point, an s+s coexistent solution
appears. For convenience, we can choose this ratio to be e1/e2 = e = 4.5.
Without considering the interaction term (or set λ12 = 0 equivalently), the s+s solution
will emerge near the intersection point of the two thermodynamic potential curves, and
connect the two solutions with single condensate. It is the one with lowest thermodynamic
potential in the region where it exists. In this case, the system undergoes two second order
phase transitions from the stable region of Solution S1 to the stable region of Solution S2,
showing a typical “x-type” figure for condensates as in the left panel of Fig. 1.
In order to get a first order phase transition, we can tune the value of λ12 . In Ref. [29],
the influence of a such kind of interacting parameter in a holographic system with multiple
orders is already shown in the s+d system. Here in the holographic s+s model, the qualitative
influence of λ12 on the phase diagram is the same. It is easy to see that this term will not
change the condensate as well as the thermodynamic potential of the superfluid solutions
with single condensate. It will only change Solution S1+S2 and has a quite obvious influence.
Generally, if we decrease the value of λ12, Solution S1+S2 will exist in a larger region, and
become stabler, while if we increase the value of λ12, Solution S1+S2 will firstly shrink to be
in a smaller region, and become less stable. When we keep increasing λ12, at a certain point,
Solution S1+S2 will become totally unstable. After that, the region of Solution S1+S2 will
then increase, but its thermodynamic potential is still increasing, making this coexisting
7
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Figure 1: Condensates of two orders in the case with λ12 = 0 (left) and λ12 = 0.4 (right).
Red line denotes the condensate of O1 in Solution S1, blue line denotes the condensate of
O2 in Solution S2, while orange and green lines denote the condensate of O1 and O2 in
Solution S1+S2 respectively. The dashed lines denote the condensate value in unstable or
meta-stable sections.
solution more and more unstable. With some numerical work, we have confirmed that when
λ12 > λc ≈ 0.0962 , the Solution S1+S2 becomes totally unstable, and there is a first order
phase transition between S1 and S2.
To make the influence of λ12 more concrete, we draw a λ12−µ phase diagram in Figure 2.
We choose µ rather than ρ as the horizontal axis because it is more convenient to work in
the grand canonical ensemble. In this phase diagram, the red and blue lines for second order
phase transitions are made up of critical points of second order phase transitions. It is a bit
more complex to get the green and black lines for first order phase transitions, because we
need to compare the thermodynamic potential of two solutions to get the first order phase
transition point[30].
In the phase diagram, we can see that there is a triple critical point among the S1 phase,
S2 phase and the S1+S2 phase. Above the triple critical point, there is a first order phase
transition between the S1 phase and S2 phase. Below the triple point, an S1+S2 phase exist
between S1 phase and S2 phase. Further numerical calculation tells that in this system,
the phase transition between S1+S2 phase and S2 phase is always second order, while the
phase transition between S1+S2 phase and S1 phase is second order at a lower value of λ12
(related to the solid red line) and is first order at a higher value of λ12 (related to the solid
green line).
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Figure 2: λ12 − µ phase diagram. The right plot is the enlarged version of the dashed
rectangular region in the left one.
To study the detail of a first order phase transition, we can also choose λ12 to be in
the region related to the green line. However, we choose λ12 > λc in order to make the
transition clearer. The stable phase on one side is Solution S1 with only order O1 nonzero,
and the stable phase on the other side is Solution S2 with only order O2 nonzero. In the next
subsection, we give the condensate behavior and grand potential of the three homogeneous
superfluid solutions, which is helpful to understand the picture of first order phase transition.
B. Homogeneous solutions
When λ12 > λc, the s+s solution becomes totally unstable, and we can get first order
phase transition between S1 phase and S2 phase. In order to get the numerical solution
with a thin bubble wall, we wish to get a larger value of potential barrier, this is related to
a larger value of λ12. Thus in the next section, we set
e1 = 4.5, e2 = 1, λ12 = 0.4, (12)
to get the inhomogeneous numerical solution dual to a mixed state on the boundary field
theory.
In the rest of this section, we show the condensate behavior and grand potential of
the static homogeneous solutions with the above choice of λ12. The condensate behavior is
plotted in the right panel of Figure 1, and the grand potential curves are plotted in Figure 3.
In the AdS/CFT dictionary, the grand potential of the three solutions can be calculated
from the Euclidean on-shell action on the bulk side. Because we work in the probe limit,
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Figure 3: Grand potential of Solution S2 (blue) and Solution S1+S2 (green) with respect
to that of Solution S1 (red). The orange line is for comparison, which denotes the grand
potential of Solution S1+S2 with λ12 = 0.
the contribution from the gravitational part is the same for different solutions, and we only
need to calculate the contribution from the matter part (4) to the grand potential[31]:
Ωm = TSME, (13)
where SME denotes the Euclidean on-shell action of matter fields in the black brane back-
ground. With the ansatz and equations of motion, we can finally get
Ωm = V
[
− 1
2
µρ+
∫ 0
1
(
− A
2
t
z2f
(e2Ψ21 + Ψ
2
2) + λ12
Ψ21Ψ
2
2
z4
)
dz
]
(14)
with V the total volume of the space. Since we only consider the probe limit in this paper, we
will suppress the subscript m of the grand potential (and other thermodynamic quantities)
in the rest of this paper.
C. A picture for first order phase transitions
In this section, we describe a concrete picture for first order phase transitions, which is
consistent with the swallow tail shape of thermodynamic potential curves as well as our nu-
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merical results for the inhomogeneous domain wall and bubble configurations in the following
sections.
The general picture of first order phase transitions tell us that when a first order phase
transition occurs, the system changes from a meta-stable state (which is a local minimum in
the configuration space) to a stable state (which is a global minimum in the configuration
space). We must stress that in order to better understand the first order phase transition,
we need also involve the third state, which is an unstable state and is a saddle point in the
configuration space.
Another feature of the first order phase transition is that the thermodynamic potential
usually form a “swallow” tail shape as in Figure 3, where we can see that the “swallow tail”
is formed by three part: the red curve, the blue curve and the green curve. The red and
blue curves are related to the stable and meta-stable states, with the lower one more stable,
while the green curve is related to the unstable state.
In a homogeneous solution of a thermodynamic system, we have the (static) equation
of state, the solutions of which make the thermodynamic potential functional get extremal
values. In another word, the equation of state can be obtained from the variation of the
thermodynamic potential functional. When we apply the variational principle to the ther-
modynamic potential functional, not only the stable and meta-stable states, but also the
unstable state satisfies the extremal condition. Therefore we can get the complete swallow
tail shape with solutions of the equation of state. In holography, the extremal condition of
thermodynamic potential functional is dual to the (static) equations of motion in the bulk
(see the discussion in Sec. II E).
In order to clarify the physical picture, we can consider the full configuration space, which
includes not only the states that satisfies the equation of state (equations of motion in the
bulk), but also the non-equilibrium or more general states that do not satisfy the equation
of state. In this configuration space the stable solution, the meta-stable solution and the
unstable solution can all be connected continuously through some general states. If we draw
the thermodynamic potential in this space, we can get a landscape of the potential (see
Sec. II E for details), where the stable and meta-stable solutions are the local minimum
points, and the unstable solution is a saddle point.
We draw the thermodynamic potential curve with swallow tail shape in Figure 4, where
we mark five typical points and for each point we show a special curve in the grand potential
11
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Figure 4: A schematic picture showing the grand potential near the first order phase
transition, where we can see a clear swallow tail shape.
landscape as in Figure 5. For Point 1©, the S1+S2 solution just emerge from the S2 solution.
We can see that the blue and green points coincide at a stationary point. At Point 2©, the
S1+S2 solution, which is a saddle point, is separated away from the S2 solution, which
is a local minimum point. Point 3© denote the transition point for the first order phase
transition, where the thermodynamic potential for the two minimum are equal. Point 4© is
similar to Point 2©, where the S1+S2 solution is also a saddle point. The difference is that
in this situation, the S2 solution has a lower value of grand potential. Point 5© is similar to
Point 1©, which are both at the tip of the swallow tail, where the S1+S2 merge with the S1
solution.
With the above picture, we can see that to make a first order phase transition occur, the
meta-stable state needs to skip over a barrier and go to the stable state. The unstable state is
right at the point through which the thermodynamic potential barrier is lowest. The reason
is the following. Imagine that we draw all lines connecting the stable state and the meta-
stable state in the landscape. Then we look at the highest point of each line. The lowest one
of all such highest points should be a saddle point, because it is the highest point in the line
12
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Figure 5: A schematic picture showing the grand potential near the first order phase
transition, where the green points are the unstable state.
direction (as shown in Fig. 5) and at the same time the lowest point in the complementary
directions. Assuming that there is only one saddle point in the landscape,1 we see that
this saddle point is just the unstable state, which is by design the lowest barrier between
the stable and unstable states. Therefore the unstable state is very useful to estimate the
(nonlinear) stability of meta-stable state qualitatively.
D. Domain walls and bubbles
In first order phase transitions, a characteristic phenomenon is phase separation, where
there is an interface between different phases, the domain wall. In higher (larger than one)
dimensions, the domain wall can have various topologies and shapes, typically a bubble. The
two homogeneous regions separated by the wall are in different stable (or meta-stable) states,
and the wall region is where the system change from one state to another. Therefore, the wall
region is supposed to have higher thermodynamic potential density than the homogeneous
region, and one should take into account this excess amount of thermodynamic potential,
which is well known as the surface tension and will be further discussed in the following
sections, to understand the mechanics of bubbles.
With the above picture of first order phase transition, we can see that through the wall
region, the local state must go up the thermodynamic potential barrier. Because the lowest
barrier is right on the unstable state, the point with maximum thermodynamic potential in
the wall would just be very similar to the unstable state on the swallow tail, which means
that they are very close in the configuration space mentioned in the last subsection. The
1 There can be more than one saddle point, which means that we can have more than one unstable static
solution. Then the construction here automatically picks out the saddle point with the lowest potential,
which corresponds to the most relevant unstable equilibrium state, so our argument here still works for
this most relevant unstable state. 13
route in configuration space related from the points on the bubble wall may not pass the
saddle point because of the complex shape of the landscape. Another difference is that the
points on the wall involve additional spacial gradient.
We shall obtain configurations with bubble wall in two different ways. First we build a
domain wall solution with only one inhomogeneous spatial dimension. And later, we obtain
two dimensional bubble configurations using a quench method.
E. The landscape of free energy surface
To make our previous arguments for the first order phase transition clearer and quan-
titative, we shall discuss here the landscape picture of the free energy (grand potential) of
holographic systems, taking the simplest holographic superfluid model as an example.
Although numerical evolution of holographic dynamics is usually (and most simply) done
under the Eddington-Finkelstein coordinates (69), in order to make our discussion as general
as possible, we will consider a class of coordinates (including the Eddington-Finkelstein one
as a special case), under which the time evolution of holographic systems can be done in
principle.2 In this class of coordinates, ξ = ∂t is a time-like Killing vector field. The
future-directed orthonormal co-vector to a constant t surface is
mν = −(−gtt)−1/2(1, 0, · · · , 0), (16)
and so the total flux of the energy current across a constant t surface Σ (null for the
Eddington-Finkelstein case or space-like for more general cases like (15)) is∫
T νµ ξ
µmν
√
det(gij)d
dx = −
∫
T tt
√−gddx. (17)
Note that in holographic systems at finite temperature, the surface Σ is bounded by the
horizon and the asymptotic AdS conformal boundary.
Let us first illustrate the picture by a scalar field, the simplest case. The Lagrangian
density is
L = −1
2
gµν∇µφ∇νφ− 1
2
m2φ2, (18)
2 An example of such kind of coordinates other than the Eddington-Finkelstein one (69) is the well-known
Eddington coordinates, which for the Schwarzschild-AdS black brane (1) or (69) reads
ds2 = − 1
z2
(−dt2 + dz2 + d~x2 + z3(dt+ dz)2) . (15)
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so we have
−T tt = −gtν∂νφ∂tφ+
1
2
(gρν∂ρφ∂νφ+m
2φ2)
= −gtt(∂tφ)2 − gti∂iφ∂tφ+ 1
2
[gtt(∂tφ)
2 + 2gti∂tφ∂iφ+ g
ij∂iφ∂jφ+m
2φ2]
= −1
2
gtt(∂tφ)
2 +
1
2
(gij∂iφ∂jφ+m
2φ2), (19)
which is obviously a sum of the kinetic energy density and the potential density. Note that
here we achieve this nice expression under a coordinate system that is generally not time
orthogonal. Actually, the potential density
V = −L(∂t → 0) = 1
2
gij∂iφ∂jφ+
1
2
m2φ2, (20)
and we can define the static free energy (grand potential) as
Ωs =
∫
V
√−gddx. (21)
On the other hand, the generalized free energy (grand potential) is just the total flux (17):
Ω = −
∫
T tt
√−gddx = −
∫
1
2
gtt(∂tφ)
2
√−gddx+ Ωs. (22)
We see that
Ω ≥ Ωs (23)
due to the positivity of the kinetic term, where the equality holds when the configuration is
static or gtt = 0 (i.e. the Eddington-Finkelstein case). Locally, in holographic systems we
can define
ωs =
∫
V
√−gdz, ω = −
∫
T tt
√−gdz ≥ ωs (24)
as the static and generalized free energy (grand potential) densities, respectively.
The full equation of motion of the scalar field can be written as
∂t(
√−ggtµ∂µφ) + ∂i(
√−ggit∂tφ) = δΩs
δφ
, (25)
while the static equation of motion, i.e. the equation of motion for static configurations,
∂i(
√−ggij∂jφ) =
√−gm2φ (26)
is just the extreme of the variation
δΩs = δ
∫
(
1
2
gij∂iφ∂jφ+
1
2
m2φ2)
√−gdzdd−1~x = 0. (27)
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The time evolution of the generalized free energy (grand potential) can be computed as
dΩ
dt
=
∫
[
√−ggti∂t∂iφ+ ∂i(
√−ggit∂tφ)]∂tφddx+
∫
∂i(
√−ggij∂jφ∂tφ)ddx
=
∫
∂i(
√−ggit∂tφ∂tφ)ddx+
∫
∂i(
√−ggij∂jφ∂tφ)ddx
=
∫ √−ggzµ∂µφ∂tφdd−1~x|0zh = ∫ T zt √−gdd−1~x|0zh . (28)
Under the ingoing Eddington-Finkelstein coordinates or more general ingoing coordinates
the only non-vanishing gzµ|zh is gzt|zh < 0, so the generalized free energy (grand potential)
decreases monotonically if there is no source on the AdS conformal boundary, i.e. T zt |z=0 = 0,
which can be proved in more general holographic systems with the null energy condition[25].
Physically, this decrease (the energy flux across the horizon) is interpreted as the energy
dissipation in this dynamical process[13, 32, 33].
For a Maxwell field, the situation is subtler. The Lagrangian density is
L = −1
4
F µνFµν , (29)
so we have
−T tt = −(
1
2
gtµgiνFµνFti − 1
4
giµgjνFµνFij)
= −1
2
(gttgik − gtkgit)FtkFti + 1
4
gikgjlFklFij. (30)
On the other hand, the flux of the Noether current[25] (or called the canonical current) is
given by the Hamiltonian density. The canonical momentum density is
pi =
∂L
∂∂tAi
= ∂iAt − ∂tAi, (31)
so the Hamiltonian density is
H = pi∂tAi − L = −(gttgik − gtkgit)Ftk∂tAi − gktgjiFkj∂tAi
+
1
2
gttgikFtkFti +
1
2
gtkgitFktFti + g
ktgjiFtiFkj +
1
4
gikgjlFklFij
= −1
2
(gttgik − gtkgit)Ftk(∂tAi + ∂iAt)− gktgjiFkj∂iAt + 1
4
gikgjlFklFij
= −1
2
(gttgik − gtkgit)(∂tAi∂tAk − ∂iAt∂kAt)− gktgjiFkj∂iAt + 1
4
gikgjlFklFij. (32)
Then it is easy to check that
T tt +H = −(gttgik − gtkgit)(∂tAk∂iAt − ∂iAt∂kAt)− gktgjiFkj∂iAt
= −(gttgik − gtkgit)Ftk∂iAt − gktgjiFkj∂iAt (33)
= F it∂iAt ∼= 1√−g∂i(
√−gF itAt), (34)
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which is consistent with the general fact that these two currents are equal on shell up to
a total divergence[25]. Here in the last step (and hereafter) ∼= means equality on shell.
Holographically, this total divergence gives a boundary contribution
∫
µρ
√−gdd−1~x to the
flux across Σ, which in the equilibrium case is just the difference between the free energy
and the grand potential. Specifically, the flux of the energy current is the generalized free
energy F and that of the Noether current is the generalized grand potential Ω:
F = −
∫
T tt
√−gddx, Ω =
∫
H
√−gddx,
F ∼= Ω +
∫
µρ
√−gdd−1~x. (35)
In the above case, the potential density is
V = −L(∂t = 0) = 1
2
(gttgik − gtkgit)∂kAt∂iAt − gitgjk∂kAtFij + 1
4
gikgjlFklFij, (36)
i.e. the part of L independent of any time derivative. Then the kinetic energy density is
H − V = −1
2
(gttgik − gtkgit)∂tAi∂tAk, (37)
which is positive definite. The static grand potential Ωs is still defined by (21), as well as
the corresponding density
ωs =
∫
V
√−gdz, (38)
which again satisfy
ω ≥ ωs (39)
and (23), respectively, due to the positivity of the kinetic energy density (37). A caveat
here is that both the potential density (36) and the kinetic energy density (37) are gauge
dependent, so certain gauge fixing will be helpful. In particular, under the Eddington-
Finkelstein coordinates, since gtt = 0 and gti = 0 unless i = z, if we take the radial gauge
Az = 0 as usual, it is obvious that the kinetic energy density (37) completely vanishes even
for non-static configurations, similar to the scalar field case.
For the coupled Maxwell-scalar case
L = −gµν(∂µ − iAµ)φ(∂ν + iAν)φ∗ −m2|φ|2 − 1
4
F µνFµν , (40)
similarly we have
−T tt = −(gtν [DνφD∗tφ∗ +D∗νφ∗Dtφ]− [DρφDρ∗φ∗ +m2|φ|2] +
1
2
F tiFti − 1
4
F ijFij)
= −gtt|Dtφ|2 − 1
2
(gttgik − gtkgit)FtkFti + gijDiφD∗jφ∗ +m2|φ|2 +
1
4
gikgjlFklFij.(41)
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The potential density is
V = −L(∂t = 0) = 2gti Re[−iAtφD∗i φ∗] + gijDiφD∗jφ∗ + (m2 + gttA2t )|φ|2
+
1
2
(gttgik − gtkgit)∂kAt∂iAt − gitgjk∂kAtFij + 1
4
gikgjlFklFij, (42)
and the Hamiltonian density
H = −gtt|∂tφ|2 + 2gti Re[−iAtφD∗i φ∗] + gijDiφD∗jφ∗ + (m2 + gttA2t )|φ|2
−1
2
(gttgik − gtkgit)(∂tAi∂tAk − ∂iAt∂kAt)− gktgjiFkj∂iAt + 1
4
gikgjlFklFij. (43)
Then the kinetic energy density
H − V = −gtt|∂tφ|2 − 1
2
(gttgik − gtkgit)∂tAi∂tAk (44)
is again positive definite. Under the Eddington-Finkelstein coordinates and the radial gauge,
this kinetic energy density again vanishes even for non-static configurations. For our double
scalar field model, the generalization of the above discussion is straightforward.
However, in holography, the above quantities generally diverge due to the asymptotic
behavior approaching the AdS boundary, which need to be renormalized. In the standard
procedure of holographic renormalization (see, e.g. [35]), there will be a boundary counter
term
B =
∫
LB
√−g¯dd−1x¯ (45)
added to the original action in order for the on-shell action and other quantities to be finite
when the boundary tends to the AdS conformal boundary. This counter term leads to a
“boundary energy momentum tensor”
T¯ µν =
2√−g¯
δB
δg¯µν
= 2
∂LB
∂g¯µν
+ g¯µνLB, (46)
which gives a boundary contribution
ωB = −T¯ tt
√−g¯ (47)
to the grand potential density ω. The static part of (46) gives a boundary contribution to
the static grand potential density ωs, too.
Anyway, the landscape picture for holographic systems is just like that in the scalar field
case. However, in the case involving a gauge field, it turns out that only the holographic
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boundary condition of fixed total particle number is possible for the dynamic evolution[25],
i.e. the holographic systems can be sourceless for the free energy F instead of the grand
potential Ω. Accordingly, only the free energy has the property of monotonic decreasing
dF
dt
≤ 0 (48)
during a dynamical process without driving. The full equations of motion have a form
similar to (25), where all the time derivative terms are on the left hand side and the right
hand side is a functional gradient of Ωs. But the potential landscape should be considered
as the landscape of the static free energy3
Fs := Ωs +
∫
µρ
√−gdd−1~x, (50)
with the static equations of motion
δFs = 0. (51)
Actually, the form of the above equation is the same as δΩs = 0, while the only difference is
the boundary condition (fixing the total particle number (64) versus fixing µ). So the dy-
namics is just a point particle rolling on the landscape with friction (dissipation). Eventually,
it will tend to stop at some local minimum of the landscape, i.e. a static state satisfying
(51) and δ2Fs ≥ 0. In particular, under the Eddington-Finkelstein coordinates, since the
kinetic energy always vanishes, the dynamics is extremely clear as the point particle keeping
rolling down the landscape with all the decrease of its potential energy directly dissipated.
In the above discussion, we have considered the most general inhomogeneous configura-
tions. To make things simpler, we can also consider the landscape of free energy (grand
potential) for the homogeneous configurations, where all the spatial derivatives (other than
z) are dropped from the quantities in the above discussion, and then we do not need to
distinguish between Fs (or Ωs) and their densities fs = ωs +µρ (or ωs). In particular, some-
times we would like to explore the spacial variation of the local state in an inhomogeneous
static configuration while ignoring the spacial gradient, e.g. as in the intuitive discussion
of the domain wall configuration in Sec. IID. In this case, since the chemical potential µ
3 Note that Fs is not F (∂t = 0), though they are equal for static, on shell configurations. Generally, from
the relation (35) and the definition (50) of Fs we have
F ∼= T+ Fs (49)
with T the total kinetic energy, which is the integral of (44) for the coupled Maxwell-scalar case.
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is the same everywhere in this static system (see the discussion around (63) below), it is
especially convenient to consider this simpler landscape of grand potential density ωs. So
our discussion here offers a concrete description of the physical picture in the previous two
subsections.
In either case, we can explore the landscape by the following two ways:
• The global way: finding extremal points on the landscape by solving the static equa-
tions of motion
• The local way: investigating linear perturbations, i.e. quasi-normal modes (QNM),
around the extremal points
In principle, we can find all the extremal points on the landscape, i.e. all the static configu-
rations, by solving the equations of motion, though it is rather difficult in practice. Then we
should find out if those extremal points are local minimums or just saddle points.4 Without
friction (dissipation), whether the extremal points are local minimums or saddle points is
directly related to the linear stability of the corresponding static configurations, as we know
from fundamental courses of physics. But in the following we will argue that even in the
presence of dissipation it is also the case, i.e. we can learn from the QNM whether the
extremal points are local minimums or not.
For simplicity, we use the scalar field case to illustrate our argument, keeping in mind
that it also works for more general cases. We start from an extremal point on the free energy
landscape, which means δFs = 0 there, and consider the linear perturbation around that
point. Suppose the dominant mode (the quasi-normal mode with largest imaginary part) is
ω, so the perturbation δφ of the real scalar field takes the form
δφ(t) = fe−iωt + f ∗eiω
∗t. (52)
From the previous discussion we know
δF = −
∫
gtt(∂tφ)(∂tδφ)
√−gddx+ δFs = 0, (53)
and
δ2F ≥ δ2Fs =
∫
(
1
2
gij∂iδφ∂jδφ+
1
2
m2δφ2)
√−gddx =: (δφ, δφ)s, (54)
4 To determine the global minimum from the local ones, one just needs to compare the values of their grand
potentials.
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where we have defined the second order static free energy as an inner product on the func-
tional space of δφ.5 (In the case involving gauge fields, the relations similar to (53) and (54)
only hold on shell, as mentioned in Footnote 3, but that is not a problem because the linear
perturbations here do be on shell.) So we have
δ2F ≥ (δφ, δφ)s = (fe−iωt + f ∗eiω∗t, fe−iωt + f ∗eiω∗t)s
= (f, f)se
−2iωt + 2(f, f ∗)se2 Im(ω)t + (f ∗, f ∗)se2iω
∗t
= 2(f, f ∗)se2 Im(ω)t + 2 Re[(f, f)se−2iωt], (55)
where we have used the fact that the inner product is symmetric. Thus, δ2F cannot be
monotonically decreasing in the course of time for the case of a positive definite (, )s if
Im(ω) > 0, contradicting the fact (48) when turning off the external sources (that is just
the condition of considering QNM).
Conversely, if (, )s is not positive definite (but is of full rank), we can choose an initial δφ
such that
(δφ, δφ)s < 0. (56)
In this case, at least one of the quasi-normal frequencies ω should have a positive imaginary
part, since otherwise the expansion
δφ(t) =
∑
i
(f(i)e
−iω(i)t + f ∗(i)e
iω∗
(i)
t) (57)
clearly shows that δφ will tend to zero eventually, again contradicting the fact (48).
In sum, there is or is not an unstable mode if (, )s is indefinite (but of full rank) or positive
definite, respectively. In between, (, )s will be degenerate (actually positive semi-definite),
where it has a zero mode and ω = 0 becomes a quasi-normal frequency. Therefore, in this
mechanism, the system loses its stability always by a quasi-normal mode crossing the real
axis at exactly zero.
For the s+s holographic superfluid model considered in this paper, we have mentioned
that there are three most relevant equilibrium states involved in the first order phase tran-
sition, the stable state, the meta-stable state and the unstable state, among which the first
two are (local) minimums in the landscape while the last one is a saddle point. By numerical
5 Generally, the inner product is given by the Hessian of the static free energy at the extremal point that
we start with. In the free scalar field case above, the Hessian is constant, so the inner product does not
depend on the background fields that are perturbed.
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calculation of the quasi-normal modes, we show in Appendix A that the first two are indeed
dynamically stable and the last one is dynamically unstable.
III. MIXTURE CONFIGURATION AND DOMAIN WALL IN 1D
A. The domain wall from a generalized thermodynamic point of view
Since the holographic superfluid model provides a description, valid at all scales, of cer-
tain strongly coupled superfluid systems, it serves as a very powerful tool to study dy-
namic (far from equilibrium) processes of inhomogeneous configurations, even out of local
equilibrium[13–15]. In general cases without local equilibrium, it is expected that most ther-
modynamic quantities cannot be well defined for the system, or in other words, if the (local)
thermodynamic quantities can be defined in some way at all, most (local) thermodynamic
relations cannot hold[36]. But in the context of holographic investigations, there have been
hints that some generalization of non-equilibrium thermodynamics (hydrodynamics) can be
applied to such systems[25]. Systems with first order phase transitions have inhomogeneous
(mixture) configurations of different phases, which should be the ideal arena to carefully
investigate to what extent a generalized thermodynamic description works for such systems.
Therefore, we shall try to make it clear in this section. First, we propose a general formalism
as follows.
In principle, a complete formalism should involve backreaction of the matter fields onto
the bulk geometry, but that will render the problem extremely complicated[25]. Here, for
simplicity, we stay in the probe limit, tailoring the discussion to the holographic superfluid
model in this paper. In the probe limit, the temperature of a holographic model is fixed due
to the fixed bulk spacetime.
For a static configuration at finite temperature, we have
− Ibulk(β, µ) = βΩs (58)
with Ibulk the (renormalized) bulk on-shell Euclidean action, β the inverse temperature and
Ωs the static grand potential defined in (21), which is the grand potential of the bound-
ary system by the holographic duality. Besides the inverse temperature β that is fixed
to be homogeneous in the probe limit, the chemical potential µ and the grand potential
are originally defined in global equilibrium, which can be generalized to the case of local
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equilibrium if the spatial variation of the configuration is gentle enough. In order to cope
with local structures like domain walls, which obviously break local equilibrium due to the
small scales characterizing them, now Ωs is taken as the (generalized) grand potential of
the boundary system even for arbitrary static configurations, i.e. beyond local equilibrium,
where the (generalized) chemical potential µ(~x) = At(~x)|z=0 can vary acutely in space. For
the variation of the bulk on-shell action, we have
δIbulk = β
∫
ρ(~x)δµ(~x)dd−1~x (59)
with ρ(~x) the local particle number density, so the grand potential Ωs satisfies
δΩs
δµ(~x)
= −ρ(~x) (60)
as a generalization of the usual thermodynamic relation. Then the (generalized) free energy
Fs is given by the following functional Legendre transform (as the time-independent version
of (50)):
Fs = Ωs +
∫
µ(~x)ρ(~x)dd−1~x (61)
with the transformed on-shell action
− I˜bulk(β, ρ) = βFs, (62)
which yields the variation
δFs =
∫
µ(~x)δρ(~x)dd−1~x. (63)
Under the boundary condition that there is no particle exchange between the system and
the environment or there is no boundary, e.g. periodic boundary conditions, which means
that the total particle number
N =
∫
ρ(~x)dd−1~x (64)
is a constant, a static configuration should satisfy (51). Combined with (63) and
δ
∫
ρ(~x)dd−1~x = 0,
the condition (51) gives the result that µ is a constant (independent of ~x). We call it the
chemical balance condition for static configurations without local equilibrium, which is a
generalization of the corresponding condition in the ordinary thermodynamics and will be
confirmed in our numerical evolution of configurations containing domain walls.
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In the absence of local equilibrium, e.g. at the domain wall, the standard local thermo-
dynamic relation
ω = −p (65)
(the Gibbs-Duhem relation) with ω the local grand potential density (i.e. the grand potential
per unit volume) and p the pressure is not expected to hold, if the pressure can be reasonably
defined at all[38]. However, away from the wall, the relation (65) should hold due to the
restoration of local equilibrium, similar to the case discussed in [38] (with solitons instead of
domain walls). Actually, in the probe limit here, we cannot calculate the pressure from the
holographic stress-energy tensor, so cannot really discuss the relation (65), but can instead
define the pressure p using this relation away from the wall and check the validity of its
consequences, as will be shown in the following subsection and Sec. IV. We hope that future
investigations of our model beyond the probe limit would provide further verification on this
point.
Now consider the surface tension of the domain wall. The surface tension coefficient σ
is defined as the external work W done (under certain conditions) to enlarge the domain
wall by a unit area. Besides the isothermal condition, the certain conditions for our static
inhomogeneous configurations here also include the chemical balance condition described
above. Under those conditions, the external work is just the increase of the grand potential
due to the appearance of the domain wall:
W = Ω− Ω0 (66)
with Ω0 the grand potential of the corresponding homogeneous system (without the domain
wall). In the 1D domain wall case, the pressures on different sides of the wall should be
equal to the same value p, which can be called the mechanical balance condition, otherwise
a variation of the position of the wall would result in a change of the total grand potential
and so the system cannot be in a static state. Suppose ω1 and ω2 are the grand potential
densities of the two phases separated by (and far away from) the domain wall, respectively.
Then we have
ω1 = −p = ω2. (67)
Actually, we see Ω0 = −pV . At the position of the wall, ω will be significantly different from
24
−p, which is the real contribution to (66). So σ is reduced to the following integral:
σ =
∫ x2
x1
(ω + p)dx (68)
with x1 and x2 the left and right edges of the domain wall, respectively. The above arguments
will be verified in the following numerical evolution.
B. Numerical evolution of the mixture configuration and domain wall in 1D
In order to evolve the system nonlinearly, we switch to the Eddington-Finkelstein coor-
dinates, under which the metric of the bulk black hole becomes
ds2 = − 1
z2
(−f (z) dt2 − 2dtdz + d~x2) . (69)
We have adopted the radial gauge Az = 0 when working in the Schwarzschild coordinates,
which is not satisfied after the coordinate transformation. To preserve the radial gauge, a
U (1) gauge transformation is required:
Aµ → Aµ + ∂µα, (70)
Ψ1 → eie1αΨ1, (71)
Ψ2 → eiαΨ2, (72)
α = −
∫
At
f
dz. (73)
As a result, Ψ1 and Ψ2 should not be taken real anymore. Moreover, we should recover the
spatial direction x, so the equations of motion are
2 (∂t − ieAt) ∂zψ1 − ie∂zAtψ1 − ∂z (f∂zψ1)− (∂x − ieAx)2 ψ1 +
(
z + λ12 |ψ2|2
)
ψ1 = 0 (74)
2 (∂t − iAt) ∂zψ2 − i∂zAtψ2 − ∂z (f∂zψ2)− (∂x − iAx)2 ψ2 +
(
z + λ12 |ψ1|2
)
ψ2 = 0 (75)
∂2zAt − ∂z∂xAx + 2Im (eψ∗1∂zψ1‘ + ψ∗2∂zψ2) = 0 (76)
∂t (∂zAt + ∂xAx)− f∂z∂xAx − ∂2xAt
+2Im (efψ∗1∂zψ1 − eψ∗1∂tψ1 + fψ∗2∂zψ2 − ψ∗2∂tψ2) + 2At
(|eψ1|2 + |ψ2|2) = 0 (77)
2∂t∂zAx − ∂z (f∂zAx)− ∂z∂xAt − 2Im (eψ∗1∂xψ1 + ψ∗2∂xψ2) + 2Ax
(|eψ1|2 + |ψ2|2) = 0 (78)
Here, we have made replacements Ψi = zψi (i = 1, 2). We will adopt the same nonlinear time
evolution scheme as in (for example) [37], where (77) is taken to be a constraint equation
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(see Appendix C for more detailed discussion about time evolution). We impose Dirichlet
boundary conditions for ψ1 and Aµ at z = 0, while a Neumann-like boundary condition is
adopted for ψ2[14]:
∂tψ2|z=0 = (∂zψ2 + iAtψ2)|z=0 . (79)
This boundary condition can be easily derived from the coordinate transformation of
Dzψ2|z=0 = 0 in the Schwarzschild coordinates to the Eddington-Finkelstein coordinates.
The two different boundary conditions for the two scalar fields correspond to the two dif-
ferent quantizations, respectively, taken in our model in Sec. IIA. For the x direction, we
impose periodic boundary conditions for all fields.
Formation of domain wall structures can be observed from nonlinear time evolution after
perturbing the coexisting state by varying ρ. The form of the initial perturbation is6
δρ = A sin
(
2pi
L
x
)
. (80)
Here, L is the length of the x direction and A is the amplitude for the perturbation. In
our nonlinear time evolution, the coexisting state breaks down even when A is very small
(≈ 10−12), which confirms us with the fact that this coexisting state is unstable. After
a long time evolution, the 1D domain wall structure forms finally. Fig. 6 shows a typical
result when λ12 = 0.4 and µ = 1.4351. In this plot, distributions of order parameters 〈O1〉,
〈O2〉, particle number density ρ and grand potential density ω are given as functions of x,
where the explicit form of grand potential density can be found in Appendix D. In all these
figures, it is obvious to find sharp structures at the center of domain wall. By employing
the numerical integral, σ defined in equation (68) can be calculated:
σ = 0.2634. (81)
Similarly, we can evolve the system nonlinearly with different values of λ12. Our results
are shown in Fig. 7, where µ = 1.4351, the same as the last paragraph. In Fig. 7a, the
tension σ is calculated, in which an approximately linear relation can be witnessed between
σ and λ12. In order to estimate the thickness of a domain wall, we calculate the relative
height of the grand potential density ω, where the (λ12-independent) background value of
ω far from the domain wall has been subtracted, as shown in Fig. 7b. To calculate the
6 See appendix A for more detailed discussion about the perturbation form.
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Figure 6: Physical quantities at λ12 = 0.4 and µ = 1.4351, where x ∈ [−100, 100].
thickness of the domain wall, we define the region where relative heights are greater than
30% of their maximum to be wall areas. The results are shown in Fig. 7c, from which we
find that the thickness of the wall decreases with λ12.
IV. BUBBLE NUCLEATION AND STABILIZATION IN 2D
In the previous section, we have investigated inhomogeneous holographic configurations
from the generalized thermodynamic point of view, and then concretely calculated the sur-
face tension of the domain wall from the final mixture state of a simple 1D evolution of our
holographic superfluid model.
In this section, we will test in the 2D evolution the validity of our generalized thermo-
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Figure 7: Physical quantities of the domain wall as functions of λ12 when µ = 1.4351.
dynamic picture and, in particular, the concrete value of the surface tension calculated in
the 1D setup. In the 2D case, the domain wall is an effectively 1D object separating dif-
ferent phases, which can have certain shapes (and, in higher dimensions, also topologies) as
bubbles. Then the surface tension just manifests itself as making the domain wall of least
length (least area in the more familiar 3D case), i.e. making the bubbles round. Knowing
this fact, we can easily write down the equilibrium conditions for such static round bubble
configurations from the generalized thermodynamic point of view and then calculate the
bubble size, which can be compared with the final bubble configuration of a 2D dynamic
evolution of our model.
A. Static 2D bubble configuration from thermodynamic and mechanical balance
Now we deduce the equilibrium conditions for a static (round) bubble configurations.
Without loss of generality, we only consider the case that Phase 1 is in the bubble. The
volume of Phase 1 is
V1 = pir
2 (82)
with r the radius of the bubble. The total volume V and particle number N are both fixed,
so we have
V1 + V2 = V, (83)
ρ1V1 + ρ2V2 = N. (84)
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The equations of state read
ρ1 = ρ1(µ), (85)
ρ2 = ρ2(µ). (86)
Here ρ1(µ) and ρ2(µ) are given functions characterizing the properties of the two phases,
respectively, which can be obtained numerically for our model, as shown in Appendix B.
The chemical potential µ is the same for the phases in and outside the bubble, due to the
chemical balance condition proved in the last section. As usual in textbooks, we also have
the mechanical balance condition for the bubble:
p1(µ)− p2(µ) = σ
r
. (87)
Here p1(µ) and p2(µ) are also equations of state in our model, which are actually plotted in
Fig. 3 by virtue of ω = −p in equilibrium. So, in total, we have 6 equations (82-87) with 6
unknown variables (r, V1, V2, µ, ρ1, ρ2), which can be solved straightforwardly.
B. Numerical evolution of bubble nucleation and stabilization
We will quench a meta-stable state locally. From numerical evolution, we find that proper
quenches can trigger a (local) first order phase transition, eventually resulting in a stable
bubble configuration under certain conditions as described in the previous subsection.
We will consider 2-dimensional configurations, so both the x and y directions must be
included into the equations of motion. Boundary conditions for the z direction are the same
as the domain wall formation in the 1D case. (Ay has same boundary condition as Ax.) For
both the x and y directions, we impose the periodic boundary conditions. Without loss of
generality, the meta-stable state that we are going to quench is the state with a single ψ2
condensation. The amplitude of this local quench should be large enough to overcome the
potential barrier, as described by the physical picture in Sec. II.
We leave the concrete form of the quench and details about time evolution in Appendix C,
and show the results of evolution directly. In Fig. 8, cross sections of the two condensates
are plotted at different time t, where the growth of the bubble in the time evolution can
be clearly witnessed.7 The time evolution can be divided into two stages: t < 1500 and
7 Movies for time evolution are available at [http://people.ucas.edu.cn/~ ytian?language=en# 171556],
where evolutions of most concerned physical quantities, including 〈O1〉, 〈O2〉, density ρ and grand potential
density, can be found.
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t > 1500, which correspond to the bubble formation and expansion processes respectively.
To characterize this formation process more precisely, we introduce a locally defined energy
dissipation[13]:
Q ≡
∫ √−gd2x T zt |z=1 , (88)
where TMN is energy momentum tensor. In (holographic) superfluids at finite temperature,
dissipations occur mainly around moving local structures[13], so we expect that this dissi-
pation reaches its maximum at the domain wall position. Thus, the distance between the
position of maximum energy dissipation and origin can be adopted as the radius of the
bubble. Moreover, the moment when distributions of all fields, including the dissipation
distribution, becomes round can be defined as the bubble formation time, and this is the
reason why we defined the evolution when t < 1500 as the formation process of the bubble.
Fig. 9a shows the evolution of radius r calculated from the dissipation. In this plot, the
bubble expands all the time when t < 6000 with its speed slowing down gradually. Then
when t > 6000, the radius r tends to a constant. As the system approaches a stable state,
the dissipation becomes rather small (< 3× 10−9 at the final stage of our evolution), which
in practice makes it not a proper method to determine the bubble size by the maximum
of dissipation. However, as shown in Fig. 9a, it is possible to obtain a rough size of the
bubble from the dissipation even when t < 1500 (in contrast to the grand potential density
discussed below), so this method enables us to know more about the bubble radius at the
initial stage.
Aside from the dissipation, the evolution of the radius r can be determined by studying
the dynamical grand potential density (see Appendix D for the concrete form of the grand
potential). In this way, the radius r is calculated by the distance between positions where
the grand potential density reaches its maximum and the center of the system. Fig. 9b shows
the result, where we can find a similar shape to that calculated by dissipation in Fig. 9a
when t > 1500. The curve in Fig. 9b extends smoothly to the final state when the system
stabilizes, so it is a better choice to describe the evolution of radius when t is large. And we
are able to read the radius of the bubble from Fig. 9b at the final stage:
r = 97.11. (89)
Moreover, configurations of the final stable bubble are plotted in Fig. 10, where, similar to
Fig. 6, sharp structures at the domain wall position are witnessed. In Fig. 11, the cross
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Figure 8: Cross sections of condensates at different time t. In each subplot, red line
denotes the condensate of O1, and blue line denotes the condensate of O2.
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Figure 9: Radius of the bubble as a function of time.
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(a) Modulus of 〈O1〉 (b) Modulus of 〈O2〉
(c) Density ρ (d) Grand potential density ω
Figure 10: Physical quantities as functions of spatial directions when the bubble stabilizes.
In this plot, λ12 = 0.4 and ρ¯ = 3.1.
section of the grand potential density at y = 0 is plotted, in which the grand potential
density inside the bubble is obviously smaller than that outside and so agrees with equation
(87).
The requirement At|z=1 = 0 in equation (9) can be viewed as a gauge choice, in partic-
ular when we are considering dynamical evolution. Actually a more convenient (and more
commonly used) gauge choice for dynamical evolution is fixing At|z=0 to be a constant in-
dependent of t and ~x, since it is much easier for us to impose the source free condition on
the conformal boundary under this gauge choice. For a dynamical process under the radial
gauge Az = 0, where only the z-independent gauge degrees of freedom remain, the chemical
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Figure 11: The cross section of grand potential density ω at y = 0.
potential can be defined locally as the gauge invariant expression
µ(t, ~x) ≡ At|z=0 (t, ~x)− At|z=1 (t, ~x). (90)
In Fig. 12, cross sections of chemical potential at y = 0 are plotted, which verifies theoret-
ical prediction in Sec. IIIA, that the chemical potential must satisfy the chemical balance
condition, if the system has stabilized. Numerically speaking, the static state is achieved
if µ approaches a constant independent of t and ~x. In our time evolution, this condition is
specified as that the standard deviation of µ in the spatial directions is small enough. In
Fig. 13, the standard deviation is plotted as a function of t, which is smaller than 1× 10−6
when the bubble stabilizes (see Appendix C for more discussion about Fig. 13.).
As we mentioned in Sec. IVA, the radius of the bubble can be calculated directly. To be
specific, we substitute initial conditions (ρ¯ = 3.1 and V = 300× 300), pressures (P1(µ) and
P2(µ) calculated in Fig. 3), equations of state (ρ1(µ) and ρ2(µ) calculated in Appendix B)
and the surface tension σ (calculated in equation (81)) into equations (82-87), from which
another radius is obtained:
rb = 95.49. (91)
This result from theoretical calculation matches very well with equation (89). There are
mainly three factors for the deviation between rb and r. The first one is that we have taken
the surface tension σ at the critical chemical potential, which is not the true tension of
the bubble here. The second one is the curvature effect of the domain wall, which can be
estimated to be of the order
θ
rb
≈ θ
r
≈ 0.083, (92)
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Figure 12: Cross sections of chemical potential µ at different time t. In each subplot, µ is
shown as a function of x and becomes flat when t is large enough.
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Figure 13: Standard deviation of chemical potential as a function of time t.
which is consistent with the order of our deviation here. And the third one comes from the
fact that the thickness of the bubble is not considered in equations (82-84), which results in
deviations of volumes and particle numbers.
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V. CONCLUSION AND DISCUSSION
In this paper, we have studied the first order phase transition between two superfluid
phases from the holographic point of view. First of all, taking a very simple holographic
superfluid model as an example, we have established an intuitive picture for first order
phase transitions, which can be made more precise by the detailed potential landscape
discussion for our model. The generalized thermodynamic description, for systems out of
(local) equilibrium, from holography enables us to study the domain wall structures of the
system under first order phase transitions, either static or in real time dynamics.
Under the above theoretical framework, we have numerically constructed the 1D static
domain wall configuration, with its surface tension computed from the integration of local
grand potential density, and simulated the 2D dynamic bubble nucleation process, where the
final radius of the expanding bubble can be related to the surface tension and the equations
of state by the usual mechanical balance condition and the chemical balance condition,
proved in this paper, for static configurations without local equilibrium. Our numerical
results shows the consistency of our theoretical framework.
Our discussion in Sec. II E seems to have something to do with the topic on the relation
between thermodynamic and dynamical stabilities from a holographic perspective, and it
does, but not in a straightforward way. The original conjecture by Gubser and Mitra in [34]
about the equivalence between these two stabilities deals with thermodynamic stability in
the sense of classical thermodynamics, i.e. from the positivity (or negativity) of the Hessian
matrix of energy (or entropy). In this paper, our discussion is more related to thermodynamic
(meta-)stability in a generalized sense, i.e. the positivity of the (functional) Hessian matrix
of the generalized thermodynamic potentials with respect to field configurations, unlike
the usual Hessian matrix with respect to conserved quantities (see, e.g. Eq. (8) in [34]).
Specifically, we have shown that the thermodynamic (meta-)stability in such a generalized
sense is equivalent to the dynamical stability (characterized by quasi-normal modes).
It is interesting to investigate further the properties of bubbles (domain walls) in such
systems with first order phase transitions. An important aspect is the difference between
domain walls and other local structures, especially other co-dimension one objects like soli-
tons. Actually, solitons also have positive surface tension, but in contrast their effective mass
(energy) is negative, which leads to an instability[38]. Instead, the domain walls separating
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different phases here are stable and tend to have the least length (area) under evolution,
which implies that their effective mass should be positive. In order to confirm this inference,
as well as to further investigate the relation (65), one should take into account the backre-
action of the matter fields onto the bulk spacetime (just as has been done in [38]) in our
model, which also leads to complicated inhomogeneous black hole configurations as higher
dimensional generalizations of that in [26].
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Appendix A: Quasi-normal modes
In order to perform the analysis of quasi-normal modes numerically, we start from the
equations of motion in Eddington-Finkelstein coordinates, under which equations (74-78)
are obtained as we referred before. In contrast to Sec. III B, when studying the stabilities of
the homogeneous solutions, we do not need to consider the x direction, so equations (74-78)
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get simplified:
2 (∂t − ieAt) ∂zψ1 − ie∂zAtψ1 − ∂z (f∂zψ1) +
(
z + λ12 |ψ2|2
)
ψ1 = 0, (A1)
2 (∂t − iAt) ∂zψ2 − i∂zAtψ2 − ∂z (f∂zψ2) +
(
z + λ12 |ψ1|2
)
ψ2 = 0, (A2)
∂2zAt + 2 Im (eψ
∗
1∂zψ1 + ψ
∗
2∂zψ2) = 0, (A3)
∂t∂zAt + 2 Im (efψ
∗
1∂zψ1 − eψ∗1∂tψ1 + fψ∗2∂zψ2 − ψ∗2∂tψ2) + 2At
(|eψ1|2 + |ψ2|2) = 0. (A4)
Similar to the case when studying the time evolution, all fields above, including ψ1, ψ2
and At, are related to the fields in equations (6-8) through coordinates transformation and
the U(1) gauge transformation (70-73). Linearize equations (A1-A4), we will be left with
equations of linear perturbations δψ1, δψ2 and δAt. Since the homogeneous solutions in
Sec. II B are time translation invariant, the perturbations can be expanded as[37]
δψ1 = p1e
−iωt + q∗1e
iω∗t, (A5)
δψ2 = p2e
−iωt + q∗2e
iω∗t, (A6)
δAt = ate
−iωt + a∗t e
iω∗t, (A7)
where pi = pi(z), qi = qi(z), (i = 1, 2) and at = at(z) are functions of z. Substitute the
perturbations (A5-A7) into the linearized forms of equations (A1-A4), we obtain(
f∂2z + f
′∂z + 2iω∂z + 2ieAt∂z + ie∂zAt − z − λ12 |ψ2|2
)
p1
−λ12ψ1ψ∗2p2 − λ12ψ1ψ2q2 + (ieψ1∂z + 2ie∂zψ1) at = 0, (A8)(
f∂2z + f
′∂z + 2iω∂z − 2ieAt∂z − ie∂zAt − z − λ12 |ψ2|2
)
q1
−λ12ψ∗1ψ∗2p2 − λ12ψ∗1ψ2q2 − (ieψ∗1∂z + 2ie∂zψ∗1) at = 0, (A9)(
f∂2z + f
′∂z + 2iω∂z + 2iAt∂z + i∂zAt − z − λ12 |ψ1|2
)
p2
−λ12ψ∗1ψ2p1 − λ12ψ1ψ2q1 + (iψ2∂z + 2i∂zψ2) at = 0, (A10)(
f∂2z + f
′∂z + 2iω∂z − 2iAt∂z − i∂zAt − z − λ12 |ψ1|2
)
q2
−λ12ψ∗1ψ∗2p1 − λ12ψ1ψ∗2q1 − (iψ∗2∂z + 2i∂zψ∗2) at = 0, (A11)
− (ieψ∗1∂z − ie∂zψ∗1) p1 + (ieψ1∂z − ie∂zψ1) q1
− (iψ∗2∂z − i∂zψ∗2) p2 + (iψ2∂z − i∂zψ2) q2 + ∂2zat = 0, (A12)(−iefψ∗1∂z + ief∂zψ∗1 + 2e2Atψ∗1 + eωψ∗1) p1 + (iefψ1∂z − ief∂zψ1) q1
+
(
2e2Atψ1 − eωψ1
)
q1 + (−ifψ∗2∂z + if∂zψ∗2 + 2Atψ∗2 + ωψ∗2) p2
+ (ifψ2∂z − if∂zψ2 + 2Atψ2 − ωψ2) q2 +
(−iω∂z + 2e2 |ψ1|2 + 2 |ψ2|2) at = 0. (A13)
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We impose Dirichlet boundary conditions for p1, q1 and at:
p1|z=0 = 0, q1|z=0 = 0, at|z=0 = 0, (A14)
where the first two boundary conditions for p1 and q1 are consistent with that for ψ1, while
the third for at is a gauge fixing condition. As for p2 and q2, we demand
(iω + ∂z + iµ) p2|z=0 = 0, (iω + ∂z − iµ) q2|z=0 = 0, (A15)
which are linearized forms of the boundary condition (79), and µ = At|z=0 is the chemical
potential. Moreover, the constraint equation (A13) at z = 0 brings another boundary
condition for at:
− iω∂zat + (µψ∗2 + i∂zψ∗2) p2 + (µψ2 − i∂zψ2) q2|z=0 = 0. (A16)
Here, as the reductions of equations (A8-A11) at z = 1 contribute another four boundary
conditions (natural boundary conditions), we have gotten enough boundary conditions to
solve equations (A8-A12).
Transform the three homogeneous solutions, Solution S1, Solution S2 and Solution S1+S2,
into their proper forms as we mentioned in the last paragraph, and then submit them into
equations (A8-A12), ω can be solved numerically. And, from perturbations (A5-A7), it is
obvious that if there exists an ω whose imaginary part Im(ω) > 0, the corresponding solution
is unstable, otherwise it is stable. Our results are shown in Fig. 14, where we choose ρ = 2.94
and λ12 = 0.4. In both Fig. 14a and Fig. Fig. 14b, imaginary parts of all solutions of ω are
equal or less than 0, so it confirms us that these two solutions are stable or meta-stable.
In Fig. 14c, the Solution S1+S2 is studied, which seems to be stable as the former two
solutions. However, when looking at the enlarged drawing of its central area (see Fig. 14d),
it is obvious that an ω with imaginary part greater than 0 (≈ 0.0026) exists, so the Solution
S1+S2 is unstable.
The instability from non-zero momentum can be considered similarly, and the perturba-
tions are
δψ1 = p1e
−iωt+ikx + q∗1e
iω∗t−ikx, (A17)
δψ2 = p2e
−iωt+ikx + q∗2e
iω∗t−ikx, (A18)
δAt = ate
−iωt+ikx + a∗t e
iω∗t−ikx, (A19)
δAx = axe
−iωt+ikx + a∗xe
iω∗t−ikx, (A20)
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Figure 14: Results of quasi-normal modes in the form of Re(ω) vs. Im(ω), when ρ = 2.94
and λ12 = 0.4.
where k = nk0, k0 = 2pi/L and n is integer. Substitute perturbations above into the
perturbative form of equations (74-78), and we can similarly analyze instabilities for the
three solutions. In Fig. 15, the maximum of Im(ω) for Solution S1+S2 is plotted as a function
of k. In this plot, the Solution S1+S2 is unstable under perturbations when |k| ≤ 7k0, where
the absolute value sign enters because the system is symmetric under the transformation
k → −k.
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Figure 16: Equations of state for S1, S2 and S1+S2.
Appendix B: Equations of state
Once the chemical potential µ is given, we are able to solve static equations (6-8) numer-
ically, from which density ρ (= − ∂zAt|z=0) is obtained. In this way, we express ρ in terms
of µ, and thus obtain numerical solutions to equations of state (85) and (86). Our results
are shown in Fig. 16, where the blue, red and green curves correspond to equations of state
for S1, S2 and S1+S2.
Appendix C: Note on time evolutions
In order to best illustrate our scheme for time evolutions, let us take the case of the 1D
domain wall as an example and compare ours[15, 37] with a former one. For the former
scheme, At is calculated from equation (77), while ψ1, ψ2 and Ax are obtained from (74),
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(75) and (78) respectively. In this scheme, equation (76) is input as an initial condition
and satisfied merely at t = 0. This scheme works well, if no time accumulation error exists,
which, however, cannot be avoided in time evolutions, so a larger deviation from equation
(76) will be witnessed if a longer evolution is performed. In our scheme, all fields are obtained
from the same equations except for At. We calculate At from equation (76) and take the
restriction of equation (77) on the conformal boundary as a boundary condition for At. In
this way, the largest deviation comes from the constraint of equation (77) at horizon, which
is a space accumulation error and can be easily controlled. This new scheme is employed for
evolutions of both 1D domain wall and 2D bubble.
There are many ways to obtain the 1D domain wall structure, such as perturbing the
unstable states and quenching the meta-stable state, the method we adopt to obtain the
2D bubble in Sec. IVB. As we are interested in the final configurations of domain walls
instead of their formation processes, obtaining them through perturbing the unstable states
(Solution S1+S2) with the perturbation (80), corresponding to the unstable mode k = ±k0
(k0 = 2pi/L), is more efficient. As we mentioned before, t, z and x directions are needed
to obtain the 1D domain walls. We adopt the Chebyshev spectrum for the non-periodic
direction z and Fourier spectrum for the periodic direction x. The lengths for directions
z and x are 1 and 200, and numbers of grid points are 40 and 800 respectively. For the t
direction, the Runge-Kutta method is chosen, and the step ∆t = 0.05.
The formation process of 2D bubble is important, so we add a quench to the meta-stable
state, the solution S2 in our case, by adding sharp structures to ψ1 and ψ2 locally:
δψ1 = 1− cosh−1
([
cos
(
pi
2L20
(
x20 + y
2
0
)
+ 1
])n)
, (C1)
δψ2 = cosh
−1
([
cos
(
pi
2L20
(
x20 + y
2
0
)
+ 1
])n)
, (C2)
where we choose n = 10, x0, y0 ∈ (−L0/2, L0/2), L = 300, and L0/L ≈ 0.13. Similar to
the 1D case, Chebyshev spectrum is chosen for the non-periodic direction z, and Fourier
spectrums are chosen for the periodic directions x and y. The numbers of grid points in z, x
and y directions are 30, 601 601 respectively8. And the step ∆t for the t direction is chosen
to be 0.08. This rather large grid demands a powerful computing system, so we utilize the
GPU computing, which enables us to complete a full evolution in several hours.
8 In fact, it is not necessary to adopt so large a grid, because the time evolution works when the grid is
larger than 25× 300× 300, and so does the 1D case.
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In Fig. 13, the standard deviation of chemical potential seems to oscillate numerically,
which, however, appears due to the periodic boundary conditions in spatial directions. Be-
cause of the periodic boundary conditions, the whole system is in fact infinite numbers
of repeated regions with length L. Thus, we add an inhomogeneous structure to each re-
gion at t = 0 of time evolutions, which results in propagation of some wave-like structures
when an evolution starts. Therefore, the standard deviation of chemical potential increases
(decreases) when superpositions of waves from different regions strengthen (weaken) the am-
plitude. This causes the observed oscillation of the standard deviation of chemical potential.
Appendix D: Concrete form of grand potential
The Noether current reads[25]
Ja =
2∑
i=1
[
∂Lm
∂ (∂aΨi)
LξΨi + ∂Lm
∂ (∂aΨ∗i )
LξΨ∗i
]
+
∂Lm
∂ (∂aAb)
LξAb − ξaLm, (D1)
where Lξ is the Lie derivative with respect to ξ = (∂/∂t) and Lm the Lagrangian in (5).
The grand potential is defined as
Ω =
∫ √
(−g)d3xJ t +
∫
d2x
√−γnM [(D2MΨ2)∗Ψ2 + Ψ∗2 (D2MΨ2)]
+
∫
d2x
√−γ (|Ψ2|2 − |Ψ1|2) , (D2)
where the gauge At|z=1 = 0 should be adopted, the last two terms are counter terms, and
γµν is the induced metric. Expanding all the indices in (D2) and apply boundary equations
for all the fields, we can reach the final form of the grand potential:
Ω =
∫
d3x
[
∂tAxFzx + ∂tAyFzy − 1
2
∂t (AxFzx + AyFzy)− λ12 |ψ1|2 |ψ2|2
+ 2 Re (∂tψ1∂zψ
∗
1) + e Im (−Atψ∗1∂zψ1 + Axψ∗1D1xψ1 + Ayψ∗1D1yψ1)
+2 Re (∂tψ2∂zψ
∗
2) + Im (−Atψ∗2∂zψ2 + Axψ∗2D2xψ2 + Ayψ∗2D2yψ2)]
−
∫
d2x
[
1
2
(−AtFtz + AxFtx + AyFty) + ∂t
(|ψ1|2 + |ψ2|2)]∣∣∣∣
z=1
+
∫
d2x
{
1
2
[−AtFtz + Ax (Ftx − Fzx) + Ay (Fty − Fzy)− ∂z |ψ2|2]+ ∂t |ψ2|2}∣∣∣∣
z=0
,
(D3)
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where we have adopted ψi = Ψi/z.
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