The purpose of this study is to identify germline single nucleotide polymorphisms (SNPs) that optimally predict radiation-associated contralateral breast cancer (RCBC) and to provide new biological insights into the carcinogenic process.
Introduction
Radiation-associated contralateral breast cancer (RCBC) is a rare adverse health outcome following radiation therapy for primary breast cancer; young women at the time of exposure are at greater risk than older women [1] [2] [3] [4] . A number of risk or modifying factors have been found to be associated with developing contralateral breast cancer (CBC) such as the number of full-term pregnancies 5 , age at menarche [6] [7] [8] , treatment with chemotherapy or duration of tamoxifen therapy for first breast cancer [9] [10] [11] , family history of breast cancer [12] [13] [14] , and radiotherapy dose 3, 15 . Genetic factors also have been identified [16] [17] [18] [19] [20] suggesting that certain rare genetic variations in deoxyribonucleic acid (DNA) damage response genes such as ATM might make it difficult to repair the damage induced by radiation and eventually may lead to CBC. Germline variations in genes associated with damage response also have been reported as breast cancer susceptibility loci among the general population [21] [22] [23] . However, the candidate gene approach used in these studies has not provided new biological insights beyond the already known DNA damage response such as DNA repair or cell cycle arrest.
Genome-wide association studies (GWAS)  agnostic testing of associations between a phenotype and common single nucleotide polymorphisms (SNPs) sampled across the genome  can complement the candidate gene approach in discovering new genes associated with CBC. For example, GWAS have identified loci that confer risk for breast cancer 24 as well as radiation-associated thyroid cancer 25 and malignancies following radiotherapy for lymphoma 26 .
Recently, it was found that common breast cancer risk loci from GWAS 24 are related to CBC risk in a manner consistent with a polygenic risk score (PRS) 27 .
However, a gap in understanding is the contribution to CBC risk of biological factors other than the known breast cancer or DNA response genes and any interactions between SNPs that are not accounted for in a PRS. When applied to GWAS data, an agnostic non-linear modeling approach could fill this gap, thereby potentially enabling the discovery of new biomarkers associated with CBC and improving the ability to predict the risk of CBC following radiotherapy.
The specific goal of this study was to apply an agnostic machine learning approach to GWAS data to identify a predictive risk model for RCBC. A secondary goal was to gain novel biological insights from the predictive model using a systematic bioinformatics approach and a knowledge mining method from curated biological databases. In the current study, the focus is on a subgroup of women who received scatter and leakage radiation dose > 1 Gy to the contralateral breast at a young age (≤ 40 years) from the Women's Environmental Cancer and Radiation Epidemiology (WECARE) Study 28 . A machine-learning/bioinformatics methodology was employed, which was previously used to model radiation-induced complications of late rectal bleeding and erectile dysfunction 29 , and chronic urinary dysfunction following radiotherapy 30 .
Materials and Methods

Study population
The WECARE Study is a multi-center, population-based case-control study of breast cancer survivors designed to evaluate CBC risk following breast cancer treatments. Data from the first phase of the WECARE Study, WECARE I 28 was used; participants were recruited from five cancer registries in the United States The cases were women who had a first primary breast cancer diagnosis and developed CBC one or more years later. The controls were women with primary breast cancer who did not develop CBC after having been followed for at least as long as their matched case. The study participants were genotyped using the Illumina HumanOmni1-Quad version 1.0, reporting 822,778 germline SNPs.
Quality control filters were used, including minor allele frequency (MAF) ≥ 0.01, missing rate ≤ 0.05 for SNPs and individuals, and Hardy-Weinberg Equilibrium (HWE) p > 10 -5 . The genotyped SNPs were imputed for sporadic missing genotypes using IMPUTE2 software and the 1000 Genomes reference panel 31, 32 . As a result, 767,207 SNPs with the resulting imputation probability > 0.9 were used for further analysis.
Because analyses of data from the WECARE Study showed that CBC risk is greater in younger women who received contralateral breast doses > 1 Gy, the cohort of this study was restricted to women (cases and controls) who met the following criteria: 1) Caucasian with European origin, 2) age ≤ 40 years at first breast cancer diagnosis, and 3) radiation scatter dose to the contralateral breast > 1 Gy (dosimetric procedures are described in 15 ) ). These criteria resulted in 205 eligible women (52 cases and 153 controls) selected from the WECARE I Study of 2,102 women (705 cases and 1,397 controls). The study sample was randomly split into training (N = 137) and validation (N = 68) sets to rigorously test the results. The training and validation datasets were balanced with respect to case-control ratio, age at diagnosis, average radiation dose to the contralateral breast, and cancer registry; in dividing the dataset, priority was given in the order listed because a perfect split could not be achieved for all of the variables (Table   1 ).
Univariate analysis of SNPs and clinical variables
Univariate associations in the training set between RCBC status and all the candidate predictors, including SNPs and clinical variables, were examined. For the SNPs, the association was tested using the chi-square test under an additive model. Based on prior analyses within the WECARE I Study, we evaluated the following 6 clinical variables: family history of breast cancer 33 , number of fullterm pregnancies 5 , age at menarche 5, 6 , treatment with chemotherapy or duration of tamoxifen therapy for first breast cancer 34 , age at diagnosis of the first breast cancer, and scatter radiation dose to the contralateral breast 15 . The statistical significance of variability in RCBC rates among the 5 registry locations was tested ( Table 2 ). To assess the difference between cases and controls, categorical and continuous variables were tested using the chi-square test and univariate logistic regression, respectively. To reduce high-dimensionality burden to predictive model training, a filtering approach was employed where SNPs were removed based on univariate association strength prior to the modeling 35 : SNPs with association p-values < 0.001 and the clinical variables with association pvalues < 0.05 were incorporated into predictive model building. The univariate pvalue cutoff value was taken as in previous studies 29, 30 .
RCBC prediction model training and validation
Using the reduced set of SNPs, we trained a multivariate model for predicting RCBC status based on genotypes and clinical characteristics. Specifically, the Preconditioned Random Forest Regression (PRFR) method was used as the learning strategy (see 29 and 30 ). In brief, an initial preconditioning task transforms the original binary outcomes (1: occurrence of RCBC, 0: no occurrence) into continuous ([0,1]) probability-based estimations of outcome risk (preconditioned outcomes) by regressing the original outcomes on supervised principal components of the most highly associated SNPs (note that this transformation only takes place for outcomes in the training set; the outcomes in the validation set are retained as binary for evaluation of classification accuracy).
Subsequently, a random forest (RF) model was built to optimally predict the preconditioned outcomes with respect to the predictors (SNPs). The RF is a multivariate method that consists of an ensemble (forest) of decision trees. Each tree is built with a bootstrap subsample of the training data. It is expected that these types of trees are well suited to consider non-linear biological dependencies. RF has been used for GWAS because of its flexibility in accounting for non-linear effects between SNPs and the robustness in highdimensional problems 36 . Each tree produces a predicted probability for a validation sample at a terminal leaf in the following way: each validation sample passes down through the built tree and reaches to a terminal leaf. The average preconditioned outcome of the samples in the terminal leaf is used as prediction for that tree. The overall prediction for the sample is then the average prediction across the whole forest.
To assess predictive power, the area under the curve (AUC) was calculated between the binary outcomes and the probability of RCBC, as predicted by the PRFR model. Performance of the PRFR was compared against other multivariate models such as conventional RF classification and least absolute shrinkage and selection operator (LASSO) models; variability of predictive performance on the validation dataset was assessed and compared between the modeling approaches. To this end, a 5-fold process using 80% of the training set was repeated 100 times, with random data shuffling between runs, resulting in 500 models. Each model was then applied to the hold-out validation data, resulting in the range of validation AUCs.
SNP prioritization and identification of biological correlates
The impact of individual SNPs on model prediction of RCBC was assessed by a variable importance measure (VIM). The VIM was computed through the RF modeling for each predictor to quantify its contribution to prediction accuracy. To compute VIM, a permutation-based approach was used, where the values of each predictor were shuffled across samples while keeping other predictors fixed. The resulting increase in prediction mean squared error, due to loss of predictive information caused by the shuffling, was calculated using out-of-bag samples. We used the VIM metric as a secondary filtering approach to complement the preceding univariate test to further isolate the SNPs that are more important in predicting RCBC and thus more likely to be biologically relevant 37 . Thus, we examined biological correlates using the SNPs in the top 25%, 50%, and 75% of VIM that maximized the validation AUC acquired using 80% of the training set.
For the biological analysis, SNPs were mapped to genes by including the genes that are located within 50,000 base pairs of each SNP. Gene and SNP coordinates were taken from the human genome build 19 (hg19). Using the resulting gene list, the enrichment of biological process terms in the Gene Ontology (GO) annotation database was investigated 38 . The ClueGO software 39 was used to perform a gene set enrichment analysis (GSEA) and to organize the significant processes into relevant groups based on the number of common annotated genes. Details of the GSEA methodology can be found in the Supplementary material of our previous work 30 . GO terms with a false discovery rate (FDR) p ≤ 0.05 were reported. We also searched for a cluster of interacting gene products from the list to identify those most likely to manifest similar biological functions. MetaCore TM (Thompson Reuters, New York, NY) was used for mining previously known interactions between the queried gene products. A systematic literature survey was conducted on the gene products that formed the clusters. The search intended to test two independent hypotheses: 1) these markers are involved in breast cancer carcinogenesis independently of radiation, and 2) these markers are known to respond to radiation that increases breast cancer risk. To this end, the following keywords were searched for within Moreover, the impact of different ways in prioritizing SNPs on biological interpretation was investigated. In addition to the VIM-based ranking from the PRFR model, we considered: 1) the relative SNP importance defined as the frequency of selection by the LASSO model over 100 iterations, and 2) SNP ranking by univariate association p-values. The GSEA results were compared between the three SNP prioritization methods keeping the number of genes used for the GSEA fixed at the same number as in the VIM-based ranking.
All statistical analyses were conducted using the R language-based statistical libraries. A simplified description of the data analysis pipeline is shown in Figure   1 .
Results
Statistical significance of the genome-wide SNPs and clinical factors
No notable inflation (λ~0.994) from the p-values of the genome-wide associations was found ( Figure 2 ), indicating negligible evidence of population stratification 40 .
The lowest univariate p-value was observed for rs2298515 (p = 5.6 × 10 -7 ). In the initial filtering using a p-value cutoff of 0.001, 712 SNPs were left as predictors for the modeling steps. No clinical variables, including registry, reached nominal significance (p < 0.05) ( Table 2) . Thus, the subsequent PRFR model was built using only the 712 SNP predictors.
Predictive performance of the PRFR model
When 80% of the training data was used, the PRFR model achieved an average validation AUC of 0.57 (95% confidence interval [CI]: 0.57 -0.58). This was statistically significantly (t-test p < 0.001) higher than the AUCs for the conventional RF (AUC = 0.55, 95% CI: 0.55 -0.56), LASSO (AUC = 0.55, 95% CI: 0.55 -0.56), or preconditioned LASSO (AUC = 0.53, 95% CI: 0.53 -0.54) ( Figure 3 ). When the PRFR was retrained using all the available training set, the validation AUC increased to 0.62 (bootstrap estimated 95% CI: 0.48 -0.75, p = 0.04).
Biological correlates and plausibility
In the analysis using subsets of the SNPs, the validation AUC of the PRFR model was the largest when only the top 50% of the SNPs were considered ( Figure 3 ). This resulted in 356 SNPs, among which 149 SNPs were located in uninformative intergenic regions (out of the range of 50,000 base pairs from genes). The remaining 207 SNPs were mapped to 188 genes. The GSEA on the 188 genes resulted in 7 significant biological processes (Figure 4 ), forming 3 GO term groups, each containing more than one related GO term. The lowest pvalue as a single term was observed for "cyclic adenosine monophosphate (cAMP)-mediated signaling" (GO:0019933, p = 2.6 × 10 -4 ). This term, along with a term "second-messenger-mediated signaling" (GO:0019932, p = 2.8 × 10 -3 ), formed a GO term group with the lowest group p-value of 2.6 × 10 -4 .
Alternatively, when LASSO selection frequency was used to isolate the same number (188) of high-priority genes, 4 significant biological processes were observed. Two of them were in line with the results obtained from the PRFR-VIM prioritization (positive regulation of developmental growth and negative regulation of cell growth) (Figure 4 ). On the other hand, when a univariate p-value-based ranking was used, 2 GO terms were found to be significant, which did not overlap with those in the PRFR-or LASSO-based prioritization (Figure 4 ). Figure 5 shows the number of overlapping genes between different modeling methods as well as the overlaps between the SNPs that resulted in the 188 genes.
In an analysis of protein-protein interactions among the 188 genes from the PRFR model, MetaCore returned 8 interconnected proteins, forming 2 distinct clusters ( Figure 6 ). The larger cluster contained 5 proteins, including B-cell lymphoma 6 (Bcl-6) that had connections with three proteins. The smaller cluster consisted of 3 proteins, where the Receptor tyrosine-protein kinase (ErbB)-4 was linked to Neuregulin 1 and 3. Separately, the literature survey indicated that all 8 proteins in the 2 clusters had previously been reported to be associated with breast cancer (Table 3 ). For 4 of the 8 proteins -CD63, Ephrin A, ERBB4, and Neuregulin 1the PubMed search found relevant publications linking the proteins to both radiation and carcinogenesis.
Discussion
Traditional GWAS methods have focused on finding SNPs with main effects large enough to reach genome-wide significance (typically p < 5 × 10 -8 ).
However, any such genome-wide significant SNPs are typically not enough to account for the range of biological mechanisms responsible for the phenotype.
The use of non-linear machine learning methods may allow for a more natural ranking of genetic importance within a many-SNP interaction paradigm. Our methodology serves dual purposes: 1) the non-linear multi-SNP models appear to yield better predictions of risk and thus can aid in clinical decision-making, and 2) these methods can be used to deduce possible biological mechanisms for the phenotype from the commonalities in known biology among the SNPs.
Nonetheless, a fair number of SNPs used in the models are expected to be false positives under the relaxed p-value cutoff of 0.001. However, as seen in our results, the process of ranking SNPs using variable importance within the RF modeling could help to select SNPs for identifying more biologically relevant biomarkers, as has been suggested in previous studies 41, 37 .
This work focused on a subgroup of the WECARE I Study that consisted of young women (≤ 40 years of age) who received a moderate level of scatter radiation dose to the contralateral breast (> 1 Gy). Using agnostic machine learning algorithms and bioinformatics tools that map to prior biological knowledge, a group of biological correlates were discovered, which are linked to breast carcinogenesis, with some links to pathways affecting radiation response.
The four biological process groups identified (Figure 4 ) were partly aligned with the biological mechanisms known to be pertinent to radiation response, including cAMP-mediated signaling and regulation of response to wounding (GO:1903034, p = 7.8 × 10 -3 ). The most significant GO term in the analysis, cAMP-mediated signaling, has been shown to promote radiation-induced apoptosis in human lung cancer cells via interaction with the ATM gene 42 . The regulation of response to wounding has been previously identified by the transcriptome experiment as a significantly enriched process in bystander cells adjacent to the region irradiated with alpha particles 43 .
In addition, the genes for important SNPs were mapped onto the known network of human protein-protein interactions to identify key connected components, based on the premise that proteins that interact with each other tend to possess similar biological functions ( Figure 6 ). The literature survey indicated that all the proteins in the two connected components were known to be involved in breast cancer. Moreover, in the GSEA results, significant biological processes pertaining to cell growth were revealed (Figure 4) . These results corroborate the study by 27 , indicating the overlap of genetic risk factors for RCBC with those for breast cancer risk among the general population. This is consistent with a mechanistic viewpoint that genetic defects that increase cancer risk might also be involved in radiosensitivity (e.g., DNA repair, cell cycle checkpoint control) 44 .
Interestingly, some of the clustered proteins have been identified as radiation responders or modifiers of radiation response. For example, the transcription regulator protein BACH2 has been shown to be down-regulated after ultraviolet radiation 45 . More directly, Ephrin A, ERBB4, and Neuregulins have been identified for their potential roles as radiation-associated carcinogenesis biomarkers. Cheema et al. 46 showed that the Ephrin signaling pathway responds to irradiation in an ATM-dependent manner. ERBB4 is part of the epidermal growth factor receptor pathway that is activated by radiation, resulting in downstream effects on MAPK and cell proliferation 47 . Neuregulin-1 binds to and activates ERBB4, providing radio-protective signals 48 .
The impact of selecting between PRFR and LASSO methods on biological interpretation was assessed. LASSO is designed to find a parsimonious linear weighted sum of predictor variables. On the other hand, RF makes no prior assumption in model structures and is more flexible in accounting for interaction effects between predictors. Due to explicit regularization, LASSO induces sparsity in the modeling and thus effectively uses a fewer SNPs than PRFR. However, the sparsity by LASSO did not turn out to be beneficial for prediction of RCBC compared with PRFR ( Figure 3 ) because many potentially important SNPs and interactions may have dropped out. Despite this limitation, the majority of GO terms from the LASSO-based prioritization were related or overlapped with those in the PRFR model. However, the biological processes that are potentially radiation-related, such as cAMP signaling or response to wounding, were only found in the PRFR-based GSEA. It was also observed that gene prioritization by PRFR or LASSO resulted in greater enrichment in relevant processes compared with the univariate p-value ranking method. This might indicate that the SNPs with moderate main effect strength (p ~10 -3 ) also play a role in this phenotype via interaction, which would have been masked by applying a more stringent univariate cutoff. Taken together, the results support the concept that RF machine learning can be used not only as a prediction tool but also for identifying more interpretive biomarkers.
Planned future investigations, with additional genotype data from the second phase of the WECARE Study, will include comparison of important SNPs or gene sets between subgroups within the WECARE Study with different characteristics (age, radiation dose) as well as interaction effects between radiation dose and SNPs across the full range of dose to the contralateral breast.
Conclusion
Using GWAS analysis combined with a non-linear machine learning approach, we created a prediction model of the risk of RCBC for young women who 
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