Overdetermined elliptic systems of nonlinear differential equations in two independent variables by Kunio Kakie
COMMENTARII MATHEMATICI
UNIVERSITATIS SANCTI PAULI




Overdetermined Elliptic Systems of Nonlinear Differential
Equations in Two Independent Variables
by
Kunio KAKIÉ
(Received July 28, 2008)
Introduction
This paper is concerned with the problem of proving the existence of solutions to an
overdetermined system of nonlinear partial differential equations. To solve this problem,
É. Cartan [4] first introduced the notion of involutive systems and established an existence
theorem for analytic systems. The existence theorem called today as the Cartan-Kähler
theorem demonstrates that an involutive analytic system admits local analytic solutions (cf.
Cartan [5], Kähler [12], Kuranishi [19], Goldschmidt [7–8]). Let us consider a smooth
system. Here by smooth, we mean differentiable of class C∞. One cannot deduce such
a general existence result for a smooth system, as one knows from the famous fact found
by Lewy [21] that there exist smooth linear partial differential equations without solution
(cf. Hörmander [11], Chapter VI). To prove the existence of smooth solutions, one needs
to make some additional assumption such as ellipticity or hyperbolicity. There has been
obtained some existence theorems asserting that if a nonlinear system is involutive and hy-
perbolic in some sense, it admits local smooth solutions (see Yang [31], Kakié [13,15,16]).
However, such an existence theorem for an overdetermined elliptic nonlinear system has
not been obtained as yet.
The purpose of this paper is to prove the following existence theorem for systems with
two independent variables (Theorem 8.2).
Theorem. If a smooth overdetermined nonlinear system with two independent vari-
ables is involutive and elliptic, then it admits local smooth solutions.
We emphasize that the assumption of involutiveness is a reasonable one, since any
elliptic system can be prolonged, at least in theory, to an involutive elliptic system.
As is expected, the proof of the theorem requires some theory of overdetermined linear
elliptic differential operators which relates closely to existence of local smooth solutions for
linear equations. It should be noted that such a theory has not been obtained as yet at least in
the general case. In fact, for overdetermined linear elliptic differential equations with more
than two independent variables, there has not been established a general existence theorem,
although some results were obtained under strong additional assumptions (see MacKichan
[22], Sweeney [28, 29]. cf. Bryant et al. [3]). In the case of linear elliptic equations with
two independent variables, we have proved a general existence theorem in [17]. Inspired
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by the investigation in it and the work of Sweeney [29], we succeed in obtaining a required
theory for operators with two independent variables.
Let us state roughly the way we prove the existence theorem. Let Rl be an overde-
termined smooth system of nonlinear partial differential equations of order l, and let X
denote the space of independent variables. Assume that Rl is involutive and elliptic. By a
well-known procedure, we reduce solution of Rl to solution of an involutive elliptic system
R1 of the first order. Let x0 ∈ X. We construct an involutive elliptic nonlinear differential
operator Φ of the first order from a product vector bundle E0 to another one E1 over a
neighborhood of x0 in X such that local solutions of R1 correspond to local sections u of
E0 satisfying Φ(u) = 0. Choosing a sufficiently large integer k, we consider the nonlin-
ear operator Φ : Hk+1(Ωε,E0) → Hk(Ωε,E1), where Hs(Ωε,Ei) denotes the Sobolev
space of sections of Ei over an open ball Ωε ⊂ X with center x0 and of radius ε > 0.
We can take a smooth section u0 of E0 such that the q-jet of Φ(u0) at x0 vanishes for any
integer q > 0; u0 defines an element of Hk+1(Ωε,E0) by restriction, which we call also
u0. The main part of the proof is to show that there exists an element u ∈ Hk+1(Ωε,E0)
near u0 such thatΦ(u) = 0, provided ε is small enough. IfΦ is a determined operator, then
one can readily prove it, even when dimX > 2, by applying the implicit function theorem
in functional analysis (cf. Taylor [30], Chapter 14). However, when Φ is overdetermined,
the circumstances become quite different. We proceed as follows. Let τ0 be the transla-
tion operator in Hk+1(Ωε,E0) defined by τ0(u) = u0 + u. We choose a closed subspace
Y of Hk+1(Ωε,E0) and a closed subspace Z of Hk(Ωε,E1) together with a projection
ρ : Hk(Ωε,E1) → Z, and consider the mapping T : Y → Z defined by T = ρ ◦Φ ◦ τ0|Y .
We must find Y,Z, ρ in such a way that we can apply the implicit function theorem to the
operator T , and that ρ has the property that ρ ◦ Φ ◦ τ0(u) = 0 with u ∈ Y implies that
Φ ◦ τ0(u) = 0. Restricting to the case when dimX = 2, we show that such spaces Y,Z
can be actually found; In the discussion the Fréchet derivative Du0Φ of Φ at u0 plays an
important role. Du0Φ is indeed an operator induced from a quasi-involutive elliptic linear
differential operator D0. By virtue of the simple structure of such an operator with two
independent variables, we can give a theory for such an operator which enables us to ob-
tain the required results concerning Du0Φ. In this way we show that there is an element
u ∈ Hk+1(Ωε,E0) such that Φ(u) = 0, provided ε is small enough. The elliptic regularty
theorem for overdetermined nonlinear equations indicates that u is smooth. Thus we obtain
a local smooth solution of the original system Rl .
This paper consists of eight sections. In sections 1–5, we recall various notions con-
cerning involutive systems of nonlinear differential equations and involutive differential
operators; We also introduce some modified notions, and derive some results needed in this
paper. In section 6, we discuss differential operators between Sobolev spaces. In these sec-
tions we do not restrict the notions to the ones with two independent variables, for doing so
leads to little advantage in the discussions. In section 7, we give a theory of involutive el-
liptic linear differential operators in two independent variables, and deduce a result, which
is not exactly a standard one, but is indispensable in our discussion. In the final section 8,
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we first prove an existence theorem for an involutive elliptic nonlinear differential opera-
tor with two independent variables (Theorem 8.1) by using various results obtained in the
previous sections. By applying this theorem, we finally prove an existence theorem for an
involutive elliptic nonlinear system with two independent variables (Theorem 8.2).
Throughout the paper, the terminology “smooth” means “differentiable of class C∞”,
and the notions such as manifolds, vector bundles are assumed to be smooth unless other-
wise is expressly stated.
1. Involutive symbols
Let E, T be real vector spaces of finite dimensions. The dual space to T will be
denoted by T ∗. Let ⊗kT ∗ and SkT ∗ denote the tensor product and the symmetric product
of k copies of T ∗, respectively.
By a symbol of order l ≥ 1, we mean a vector subspace Gl of SlT ∗ ⊗ E. The k-th
prolongationGk+l of a symbol Gl is defined by
Gl+k = (⊗kT ∗ ⊗Gl) ∩ (Sl+kT ∗ ⊗ E) .
We may consider Gl as a subspace of T ∗ ⊗ F = Hom(T , F ), where F = Sl−1T ∗ ⊗ E.
For a subset A of T , let Gl(A) denote the subspace of Gl consisting of all elements which
annihilateA. Let ri = ri (Gl) be the minimum of dimGl(A)whereA runs through the set of
i-dimensional subspace of T (0 ≤ i ≤ n = dimT ). Clearly r0 ≥ r1 ≥ . . . ≥ rn = 0. It can
be shown that the inequality dimGl ≤ ∑ni=0 ri holds. A symbol Gl is said to be involutive
if the equality dimGl = ∑ni=0 ri holds (cf. Kuranishi [19], Guillemin and Sternberg [10],
Appendix). Given a basis B = {t1, . . . , tn} of T , we set Bi = {t1, . . . , ti} (1 ≤ i ≤
n), B0 = {0}. A symbol Gl is involutive if and only if there exists a basis B of T such that
dimGl+1 is equal to
∑n
i=0 dimGl(Bi ). Such a basis B is said to be regular for Gl . If B is
regular for Gl , then ri is equal to dimGl(Bi ) (0 ≤ i ≤ n).
Let Gl be an involutive symbol of order l. The non-negative integers si = ri−1 −
ri (1 ≤ i ≤ n) are called the Cartan characters of Gl . We denote by VC the com-
plexification of a real vecter space V . A non-zero cotangent vector ξ ∈ T ∗C is said to be
characteristic for Gl ifGl,C ∩{ξ l ⊗EC} = {0}. The characteristic variety Ξ(Gl) ofGl is
defined to be the set of all characteristic cotangent vectors in T ∗C\{0}; Ξ(Gl) is a projective
algebraic variety.
LEMMA 1.1. Let Gl ⊂ SlT ∗ ⊗ E be a symbol of order l.
(I) Let F ′ be a real vector space containing F = Sl−1T ∗ ⊗E as a subspace. Then
Gl is involutive if and only if the symbol Gl ⊂ T ∗ ⊗ F ′ of order 1 is involutive. Moreover
the characteristic varieties of both symbols coincide with each other.
(II) If Gl is involutive, then the k-th prolongationGl+k is involutive for each k ≥ 1.
(III) If Gl is involutive, Ξ(Gl+k) = Ξ(Gl) (k ≥ 0).
(IV) Let p be the largest integer for which sp = 0. Then Ξ(Gl) is of projective
dimension p − 1.
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Proof. See the following references. (I): Kuranishi [19], section 6, (II): Kuranishi
[19], Proposition 9.3, (III): Goldschmidt [7], Proposition 6.2, (IV): Kakié [14], Theorem
III and Kakié [15], Note at the end of section 1). Q.E.D.
From now on, let E, T be real vector bundles over a manifold M. The fiber of E over
a point a ∈ M will be denoted by Ea . By a symbol Gl of order l, we shall mean the kernel
of a vector bundle morphism
σ : SlT ∗ ⊗E −→ E1 , E1 being a vector bundle over M .
Gl = ker σ is a family {Gl,a; a ∈ M} of vector spacesGl,a ⊂ SlT ∗a ⊗Ea . A symbol Gl is
said to be involutive if the fiber Gl,a is involutive for each a ∈ M. The k-th prolongation
Gl+k ofGl is defined to be the family {Gl+k,a; a ∈ M} in Sl+kT ∗⊗E where eachGl+k,a is
the k-th prolongation of Gl,a . The prolongationGl+k may be defined also in the following
way. The k-th prolongation σk of the morphism σ is, by definition, the composition
Sl+kT ∗ ⊗E δk,l⊗1−→ SkT ∗ ⊗ (SlT ∗ ⊗ E) 1⊗σ−→ SkT ∗ ⊗ E1 ,
where δk,l : Sl+kT ∗ −→ SkT ∗ ⊗ SlT ∗ is the canonical injection. Then it is readily seen
that the k-th prolongationGl+k coincides with ker σk for each k ≥ 1.
LEMMA 1.2. Let Gl be a symbol of order l, and let a0 ∈ M. Assume that Gl,a0
is involutive, and that the first prolongation Gl+1 is trivial, that is, dimGl+1,a is constant
on a neighborhood of a0. Let {t1, . . . , tn} be a set of continuous sections of T over a
neighborhood of a0 such that {t1(a0), . . . , tn(a0)} is a regular basis for Gl,a0 . Then, there
exists a neighborhood U of a0 in M such that B(a) = {t1(a), . . . , tn(a)} is a regular basis
forGl,a for any a ∈ U . Moreover the integers ri (Gl,a) (0 ≤ i ≤ n) are constant on a ∈ U ,
and so are the Cartan characters si(Gl,a) (1 ≤ i ≤ n).
Proof. Denote ρi(a) = dimGl,a(Bi (a)). The inequality dimGl+1,a ≤ ∑ni=0 ρi(a)
holds. By assumption, when a = a0 the equality holds, and dimGl+1,a is constant around
a0. Since ρi(a)’s are upper semi-continuous, there exists a neighborhood U of x0 such that
ρi(a) are constant on U , and hence that the equality holds for any a ∈ U . Hence we have
all the required assertions. Q.E.D.
2. Nonlinear systems of partial differential equations
Let X be a manifold. We shall denote n = dimX. The tangent bundle of X will be
denoted by TX, and the cotangent bundle of X by T ∗X. Let f be a smooth mapping from
a manifold Y to X, and f∗ : T Y → TX denote the differential of f . we shall call f a
submersion if, for each y ∈ Y , the linear mapping f∗ : TyY → Tf (y)X is surjective. The
bundle induced by f from a vector bundleW over X will be denoted by f−1W .
A fibered manifold over X is, by definition, a manifold E together with a surjective
submersion π : E → X (π is called the projection). A submanifold F of E is called
a fibered submanifold of E if F is a fibered manifold over X with projection π |F . The
vertical bundle V (E) of a fibered manifold E is defined to be the kernel of the differential
Overdetermined Elliptic Systems of Nonlinear Differential Equations in Two Independent Variables 95
π∗ : T E → TX. A smooth mapping ϕ from a fibered manifold E to another one E ′ over
the same base manifold X with projection π ′ is called a fibered morphism if π = π ′ ◦ ϕ
holds.
Let E be a fibered manifold over X with projection π . The bundle of k-jets of sections
of E will be denoted by Jk(E), and the natural projection from Jk(E) to Jl(E) by πkl (k >
l ≥ 0), J0(E) being identified with E . The space Jk(E) is a fibered manifold over X with
projection πk−1 = π ◦ πk0 . If u is a k times differentiable section of E , we have the section
jk(u) of Jk(E) which associates with each point x ∈ X the k-jet of u at x. One has the
following exact sequence of vector bundles over Jl(E):
0 → SlT ∗ ⊗Jl V (E) εl−→ V (Jl)
(πll−1)∗−→ (πll−1)−1V (Jl−1) → 0 ,(2.1)
where we use the simplified notations T ∗ = T ∗X, Jk = Jk(E) (cf. Goldschmidt [8], Propo-
sition 5.2, Pommaret [24], Chapter 1, Proposition 9.11).
A system of nonlinear partial differential equations of order l on E is, by definition, a
fibered submanifold Rl of Jl(E). We shall also call it simply a nonlinear system of order
l on E . The k-th prolongation Rl+k of Rl is defined to be the subset Rl+k = Jk(Rl ) ∩
Jl+k(E) of Jl+k(E), where Jl+k(E) is regarded canonically as a submanifold of Jk(Jl(E)).
Let Rl be a nonlinear system of order l on E . By a solution of Rl , we shall mean a
not necessarily smooth section u of E over an open set U ⊂ X such that u is at least l times
differentiable, and that its l-jet jl(u)(x) at x belongs to Rl for each x ∈ U . Observing that
one can define the Sobolev space Hk(U, E) of sections of E over U for each k > n/2, one
may define a solution u of Sobolev class Hk (that is, a solution u belonging to Hk(U, E))
for each integer k > l + (n/2) (cf. the discussion at the beginning of section 6).
Let ι : Rl → Jl = Jl(E) be the embedding mapping. The vertical bundle V (Rl )
is regarded as a subbundle of the induced bundle ι−1V (Jl). Let Q0 denote the quotient
bundle ι−1V (Jl)/V (Rl ) over Rl . Let σ : SlT ∗ ⊗Rl V (E) → Q0 be the composition of
the monomorphism εl in (2.1) over Rl and the canonical projection ι−1V (Jl) → Q0. The
symbol Gl of Rl is defined to be the kernel of σ . Gl is a family of vector spaces over Rl .
The k-th prolongation of Gl will be denoted by Gl+k . Note that Gl+k coincides with the
kernel of the k-th prolongation σk of the morphism σ (cf. section 1).
DEFINITION (Kuranishi [19], cf. Pommaret [24]). A nonlinear system Rl of order l
on E is involutive if the following conditions (i)–(iii) are satisfied:
(i) The family Gl+1 is a vector bundle over Rl ;
(ii) The symbol Gl is involutive (cf. section 1);
(iii) The mapping πl+1l : Rl+1 → Rl is surjective.
We note that the conditions (i),(ii) imply that Gl is a vector bundle over Rl . More-
over, we have the following prolongation theorem due to Cartan and Matsushima [23] (see
Kuranishi [19], Goldschmidt [8]).
THEOREM 2.1. If Rl is involutive, then its k-th prolongation Rl+k is an involutive
system of order l + k; In particular,
96 K. KAKIÉ
(i) Rl+k is a fibered submanifold of Jl+k(E), and the mapping
πl+k+1l+k : Rl+k+1 −→ Rl+k
is a surjective submersion (k = 0, 1, 2, . . . ),
(ii) Gl+k is a vector bundle over Rl (k = 0, 1, 2, . . . ), and
(iii) the symbol of Rl+k is the family induced from Gl+k by the mapping πl+kl :
Rl+k → Rl (k = 1, 2, 3, . . . ).
Let Rl be an involutive nonlinear system. The Cartan characters si (P ) (1 ≤ i ≤ n)
of Rl at P ∈ Rl is defined to be the Cartan characters si (1 ≤ i ≤ n) of the symbol
Gl,P , respectively (cf. section 1). The si(P ) are (locally) constant on P , and hence we
may write si = si (P ). The characteristic variety ΞP of Rl at P ∈ Rl is, by definition,
the characteristic variety Ξ(Gl,P ) of the involutive symbol Gl,P (cf. section 1), and the
characteristic variety Ξ of Rl is the family {ΞP ;P ∈ Rl}. A system Rl is said to be
elliptic if the characteristic varietyΞ has no real point, that is, Ξ ∩ (πl−1)−1(T ∗\{0}) = ∅.
In showing the existence of smooth solutions, we shall use the extention to over-
determined nonlinear equations of the elliptic regularity theorem for determined nonlinear
equations due to Bony [2] and Beals and Reeds [1].
THEOREM 2.2 (Elliptic regularity theorem). Assume that Rl is involutive and el-
liptic. SetN = max{ml−1, l+1}+(n/2), where n = dimX,n+m = dim E . If a solution
of Rl is of Sobolev class Hs with s > N , then it is smooth (differentiable of class C∞).
(For the detailed proof, see Kakié [18].)
We shall give a process of reducing a nonlinear system Rl of higher order to a system
of the first order with some good properties. In discussing it, we find it convenient to use
the notion of affine bundles (cf. Goldschmidt [8]). By an affine bundle A over a manifold
X modeled on a vector bundle ξ : W → X, we mean a fibered manifold A over X with
projection π : A → X together with a morphism of fibered manifolds W ×X A → A
sending (w, a) ∈ W ×X A to w + a ∈ A such that, for each x ∈ X, the fiber Ax is
an affine space modeled on the vector space Wx under the action of Wx on Ax sending
(w, a) ∈ Wx × Ax to w + a ∈ Ax . An affine bundle A′ over X modeled on a vector
bundle ξ ′ : W ′ → X is called an affine subbundle of A if A′ is a fibered submanifold of
A, π ′ : A′ → X is locally trivial, and A′x is an affine subspace of Ax for each x ∈ X; The
vector bundle W ′ is canonically regarded as a subbundle of W .
The bundle Jk(E) of k-jets of sections of E is an affine bundle over Jk−1(E) modeled
on the vector bundle SkT ∗ ⊗ V (E) over Jk−1(E) (k ≥ 1) (see Goldschmidt [8], section
5). Let us describe its structure in terms of local coordinates. Let (xi, yα; 1 ≤ i ≤ n, 1 ≤
α ≤ m) be a local coordinate system in a fibered chart of E with (xi; 1 ≤ i ≤ n) being (the
pull-back of ) a local coordinate system of X. For a multi-index ν = (ν1, . . . , νn), we shall














, (dx)ν = (dx1)ν1 · · · (dxn)νn ∈ S|ν|T ∗ .
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Let pαν be the function on Jk(E) defined by pαν (jk(u)(x)) = ( ∂∂x )νuα(x), where u is a
section of E described by yα = uα(x) (1 ≤ α ≤ m). Then
(xi, yα, pαν ; 1 ≤ i ≤ n, 1 ≤ α ≤ m, 1 ≤ |ν| ≤ k)(2.2)
gives a local coordinate system of Jk(E). For convenience we make the convention that pαν
with |ν| = 0 denotes yα.









, ζ αν ∈ R .
Then the action of affine bundle structure of Jk(E) is described as follows: If a point P ∈
Jk(E) has the coordinates (2.2), then ζ + P is the point having the coordinates
(xi, yα, pαν ′, ζ
α
ν + pαν ; 1 ≤ i ≤ n, 1 ≤ α ≤ m, 1 ≤ |ν′| < k, |ν| = k) .
Let Rl be an involutive nonlinear system of order l on E . The first prolongation Rl+1
is a subset of J1(Rl ). Set E ′ = Rl and R′1 = Rl+1. E ′ is a fibered manifold over X with
projection π ′ = πl−1 : Rl → X, and by Theorem 2.1, Rl+1 is a fibered submanifold of
J1(E ′). Thus R′1 is a nonlinear system of order 1 on E ′. We shall denote by G′1 the symbol
of R′1; G′1 ⊂ T ∗ ⊗R′1 V (E ′).
THEOREM 2.3. If Rl is an involutive nonlinear system of order l on E, then R′1
possesses the following properties:
(i) R′1 is an involutive nonlinear system of order 1 on E ′.
(ii) The mapping jl sending each section u of E to the section jl(u) of Jl(E) estab-
lishes a bijective correspondance between the set of smooth solutions of Rl and that of
R′1.
(iii) The characteristic variety Ξ ′ of R′1 coincides with the family induced from that
of Rl by πl+1l : R′1 → Rl .
(iv) The projection ′π10 = πl+1l : R′1 → E ′ is a surjective submersion. Moreover the
space R′1 is an affine subbundle over E ′ modeled on a vector bundle W ′, and is an affine
subbundle of the affine bundle J1(E ′) over E ′ modeled on the vector bundle T ∗ ⊗E ′ V (E ′).
The symbol G′1 is equal to the induced bundle (′π10 )−1W ′.
NOTE. The last property of (iv) may be said that the system R′1 is a quasi-linear
differential equation.
Proof. By Theorem 2.1, Rl+1 is an involutive system of order l+1 on E and its sym-
bol coincides with the family induced from the vector bundleGl+1 by πl+1l : Rl+1 −→ Rl .
Clearly the set of smooth solutions of Rl+1 is equal to that of Rl . Moreover Rl+1 is an
affine subbundle of Jl+1(E)|Rl over Rl modeled on the vector bundle Gl+1 (cf. Gold-
schmidt [8], Proposition 7.1). This fact is described, using local coordinates (x, y, p) in
(2.2) with k = l, as follows. If
ϕβ(x, y, p) = 0 (β = 1, 2, . . . , N)(2.3)
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is a regular local equation of Rl in Jl(E), then the prolongation Rl+1 is described by the







(x, y, p)pαν+1i + ψ
β














(x, y, p)pαν+1i ,
where 1i is the multi-index having only one non-zero component 1 in the i-th place.
According to the well-known procedure (cf. Pommaret [24], Chapter 3, section 3), we
set Ê = Jl(E), R̂1 = Rl+1 ⊂ J1(Ê). R̂1 is a nonlinear system of order 1 on Ê . It is
obvious that the mapping jl gives a bijective correspondance between the set of smooth
solutions of Rl+1 and that of R̂1. Let R̂1+k and Ĝ1+k denote the k-th prolongations of R̂1
and the symbol Ĝ1 of R̂1, respectively. Using the canonical monomorphisms Jl+k(E) →
Jk(Jl(E)), one has the identifications
R̂1+k = Rl+1+k, Ĝ1+k = (πl+1l |R̂1)
−1Gl+1+k (k = 0, 1, 2, . . . ) .
Since Gl is involutive, (I), (II) in Lemma 1.1 indicate that Ĝ1 is involutive. From these
facts, it follows that R̂1 is involutive.
We now observe that in terms of the canonical monomorphisms Jk(E ′) → Jk(Ê) and
SkT ∗ ⊗ V (E ′) → SkT ∗ ⊗ V (Ê), we have the identifications
R′1+k = R̂1+k, G′1+k = Ĝ1+k (k = 0, 1, 2, . . . ) .
From these we know that R′1 is involutive, and that it has the property (ii). By virtue of (I),
(III) in Lemma 1.1, the identification G′1 = (πl+1l |R′1)−1Gl+1 implies the property (iii).
The first property of (iv) is a consequence of Theorem 2.1. Let W ′ denote the family Gl+1
over E ′ considered as a family in T ∗ ⊗ V (E ′) in terms of the monomorphism Sl+1T ∗ ⊗E ′
V (E) → T ∗ ⊗ V (E ′). The fact that Rl+1 is an affine bundle over Rl modeled on Gl+1
together with the above identifications implies that R′1 is an affine bundle over E ′ modeled
on W ′. Thus R′1 has the property (iv). Q.E.D.
3. Linear differential operators
LetE be a real vector bundle over a manifoldX. The space Jk(E) of k-jets of sections
of E is a vector bundle, and the canonical projection πkl : Jk(E) → Jl(E) is a vector
bundle morphism (k > l ≥ 0). Corresponding to the sequence (2.1), we have the exact
sequence
0 → SlT ∗ ⊗ E εl−→ Jl(E)
πll−1−→ Jl−1(E) → 0
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of vector bundles over X (cf. Goldschmidt [7]). We denote by E the sheaf of germs of
smooth sections of E.
Let E0, E1 be real vector bundles over X. A sheaf morphism D : E0 → E1 is
called a linear differential operator of order l from E0 to E1 if there exists a vector bundle
morphism ϕ = ϕ(D) : Jl(E0) → E1 such that D is the composition of jl : E0 → Jl(E0)
and ϕ : Jl(E0) → E1; D = ϕ ◦ jl . The k-th prolongation pk(ϕ) of ϕ is defined to be the
vector bundle morphism from Jl+k(E0) to Jk(E1) sending jl+k(u)(x) to jk(ϕ◦jl(u))(x), u
being a section of E0 defined around a point x ∈ X (k ≥ 0). The symbol morphism ofD is
the vector bundle morphism σ(ϕ) : SlT ∗ ⊗ E0 → E1 defined to be the composition of εl
and ϕ = ϕ(D). The k-th prolongation of σ(ϕ) will be denoted by σk(ϕ)(k ≥ 0) (cf. section
1). We shall also denote σ(D) = σ(ϕ), σk(D) = σk(ϕ).
Given a linear differential operator D of order l, we set
Rl = kerϕ(D) , Rl+k = kerpk(ϕ(D)) (k ≥ 1) ;
gl = ker σ(D) , gl+k = ker σk(D) (k ≥ 1) .
These are families of vector spaces over X.
A linear differential operator D of order l is said to be involutive if Rl and Rl+1 are
vector bundles, if the mapping πl+1l : Rl+1 → Rl is surjective, and if gl ⊂ SlT ∗ ⊗ E0 is
involutive (cf. Goldschmidt [9], Spencer [27]). If D is involutive, gl+k is a vector bundle
for each k ≥ 0. In this paper we need to introduce the following notion.
DEFINITION. A linear differential operator D of order l is quasi-involutive if the
following conditions (i)–(iii) are satisfied:
(i) Rl is a vector bundle over X;
(ii) gl+1 is a vector bundle over X;
(iii) gl ⊂ SlT ∗ ⊗ E0 is involutive.
For a cotangent vector ξ ∈ T ∗x , let σξ (D) denote the linear mapping from the fiber E0x
to E1x defined by σξ (D)(e) = σ(D)(ξ l ⊗ e/l!). A cotangent vector ξ is said to be non-
characteristic with respect to D if σξ (D) is injective, and characteristic if σξ (D) is not
injective. Observe that a cotangent vector ξ is characteristic if and only if it is characteristic
for the symbol gl (cf. section 1). A linear differential operator D is said to be elliptic if D
admits no non-zero (real) characteristic cotangent vector.
Let D0 be a linear differential operator from E0 to E1. Goldschmidt [9] showed that,
if D0 is involutive, one can construct a linear differential operator D1 : E1 → E2 such
that D0 and D1 form a differential complex which is formally exact. In the case when
D0 is quasi-involutive, we cannot apply this theory. In the following lemma, we say that
a differential operator D : E → E′ of order l is of order ≤ k (k < l) if there exists a
differential operator D′ : E → E′ of order k such that Du = D′u for all sections u of E.
LEMMA 3.1. Let D0 be a linear differential operator of order 1 from E0 to E1,
and let the base manifold X be paracompact. Assume thatD0 is quasi-involutive, and that
σ(D0) : T ∗ ⊗ E0 → E1 is surjective. Set E2 = coker σ1(D0), where σ1(D0) is the first
prolongation of σ(D0).
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Then there exists a linear differential operator D1 of order 1 from E1 to E2 such that
the following (i)–(iii) are valid:
(i) The differential operator D1 ◦D0 : E0 → E2 is of order ≤ 1;
(ii) The symbol morphism σ(D1) : T ∗ ⊗E1 → E2 is the canonical projection, and
we have an exact sequence
0 → g2 → S2T ∗ ⊗ E0 σ1(D
0)−→ T ∗ ⊗ E1 σ(D
1)−→ E2 → 0 ;







Proof. Since g2 is a vector bundle, σ1(D0) is of constant rank, and hence E2 is a
vector bundle. Let µ : T ∗ ⊗ E1 → E2 be the canonical projection. Construct a vector
bundle morphism s : E1 → J1(E1) such that π10 ◦ s =id. We define a vector bundle
morphism ϕ1 : J1(E1) → E2 by
ϕ1(Q) = µ ◦ (1 − s ◦ π10 )(Q) , Q ∈ J1(E1) .
Let D1 : E1 → E2 be the differential operator of order 1 defined by ϕ(D1) = ϕ1; D1 =
ϕ1 ◦ j1. Clearly σ(D1) = µ, and hence (ii) holds true.
Let us show (i). Set D̃ = D1 ◦ D0. D̃ is a linear differential operator with ϕ(D̃) =
ϕ(D1) ◦p1(ϕ(D0)). The symbol morphism σ(D̃) : S2T ∗ ⊗E0 → E2 is the zero operator.
In fact, σ(D̃) = σ(D1)◦σ1(D0), and the latter is the zero operator by (ii). From this fact we
readily see that there is a vector bundle morphism ϕ̃ : J1(E0) → E2 with ϕ(D̃) = ϕ̃ ◦ π21 .
This implies that D̃ is of order ≤ 1.
The proof of (iii) in the general case is not easy (cf. Goldschmidt [7], Spencer [27]).
When dimX = 2, (iii) follows immediately from Lemma 7.1 proved later. We only use
this particular case in this paper. Q.E.D.
4. Nonlinear differential operators
Let X be a manifold. Let E0, E1 be fibered manifolds over X with projections π :
E0 → X, π ′ : E1 → X, respectively. If f : E0 → E1 is a fibered morphism, we shall use
the notations:
kerv f = {e ∈ E0; f (e) = v(π(e))} ,
where v is a given section of E1;
im f = {f (e) ∈ E1; e ∈ E0} .
The sheaf of germs of smooth sections of E i will be denoted by E i .
A sheaf morphism Φ : E0 → E1 is called a nonlinear differential operator of order
l from E0 to E1 if there exists a fibered morphism ϕ : Jl(E0) → E1 such that Φ is the
composition of jl : E0 → Jl(E0) and ϕ : Jl(E0) → E1. We shall call ϕ the fibered
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morphism associated with Φ, and describe the circumstances by Φ = ϕ ◦ jl . The k-th
prolongation pk(ϕ) of ϕ is defined to be the fibered morphism from Jl+k(E0) to Jk(E1)
over X which sends jl+k(u)(x) to jk(ϕ ◦ jl(u))(x), u being a section of E0 (k ≥ 0).
Let σ(ϕ) : SlT ∗ ⊗Jl(E0) V (E0) → V (E1) be the vector bundle morphism over ϕ :
Jl(E0) → E1 defined by σ(ϕ) = ϕ∗ ◦ εl , where ϕ∗ : V (Jl(E0)) → V (E1) is the differential
of ϕ and εl is the monomorphism in (2.1). We shall call σ(ϕ) the symbol morphism of Φ,
and denote it also by σ(Φ). The k-th prolongation of σ(ϕ) will be denoted by σk(ϕ) or
σk(Φ), where k ≥ 1 (cf. section 1). We set
Gl = ker σ(ϕ) , Gl+k = ker σk(φ) (k ≥ 1) .
These are families of vector spaces over Jl(E0). We call Gl the symbol of Φ.
DEFINITION. A nonlinear differential operator Φ = ϕ ◦ jl is quasi-involutive if the
following conditions (i)–(iii) are satisfied:
(i) ϕ : Jl(E0) → E1 is of constant rank;
(ii) Gl+1 is a vector bundle over Jl(E0);
(iii) The symbol Gl ⊂ SlT ∗ ⊗Jl (E0) V (E0) is involutive.
We shall also need to introduce one more related notion.
DEFINITION. Let v be a smooth section of E1. Φ = ϕ ◦ jl is involutive over v if Φ
is quasi-involutive and if the following condition (iv) is satisfied:
(iv) v(x) ∈ im ϕ (x ∈ X), and the mapping πl+1l : kerj1(v) p1(ϕ) → kerv ϕ is
surjective.
REMARK. (1) These notions can be localized to an open set in Jl(E0).
(2) It is natural to introduce the notion of involutive nonlinear differential operators
as was done in Yang [31]; It is defined in such a way that if Φ is involutive, then Φ is
involutive over any section v of E1 with v(x) ∈ im ϕ (x ∈ X). In our investigation,
however, it is the notion introduced above that is useful.
Let P ∈ Jl(E0) and x = πl−1(P ). For each cotangent vector ξ ∈ T ∗x , let σξ (ϕ;P)
denote the linear mapping from Vπl0(P )
(E0) to Vϕ(P )(E1) defined by
σξ (ϕ;P)(w) = σ(ϕ)(ξ l ⊗ w/l!) .
It is said that a non-zero cotangent vector ξ is non-characteristic or characteristic for Φ =
ϕ ◦ jl at P according as the mapping σξ (ϕ;P) is injective or not injective. We note that
σξ (ϕ;P) is injective if and only if Gl,P ∩ (ξ l ⊗ Vπl0(P )(E
0)) = {0}, equivalently, ξ /∈
Ξ(Gl,P ) (cf. section 1). A nonlinear operator Φ = ϕ ◦ jl is said to be elliptic if Φ admits
no non-zero characteristic (real) cotangent vector.
LEMMA 4.1. If Φ = ϕ ◦ jl is involutive over v, then, for each integer k ≥ 1, the
mapping
πl+kl+k−1 : kerjk(v) pk(ϕ) −→ kerjk−1(v) pk−1(ϕ)
is surjective, and in particular jk(v)(x) ∈ im pk(ϕ) (x ∈ X).
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Proof. Since ϕ is a fibered morphism of constant rank, by the implicit function theo-
rem, Rl = kerv ϕ is a fibered submanifold of Jl(E0). we readily see that Rl is an involutive
system and that its k-th prolongation is equal to kerjk(v) pk(ϕ) for each k ≥ 0 (see Gold-
schmidt [8], section 7). Hence, by Theorem 2.1, we have the desired assertion. Q.E.D.
PROPOSITION 4.2. Assume that Φ = ϕ ◦ jl is involutive over a smooth section v,
and that Φ is elliptic. Let N = max{m0l − 1, l + 1} + (n/2), where n = dimX and
n + m0 = dim E0. Then, if u is a section of E0 of Sobolev class Hs with s > N , and if
Φ(u) = v, then u is smooth.
Proof. Set Rl = kerv ϕ ⊂ Jl(E0). Then Rl is an involutive system of order l
(cf. Lemma 4.1 and its proof). Moreover the symbol of Rl is the family Gl = ker σ(ϕ)
restricted to Rl . Hence Rl is elliptic. The assumption on u means that u is a solution
of Rl of Sobolev class Hs . Therefore we can apply Theorem 2.2 to conclude that u is
smooth. Q.E.D.
LEMMA 4.3. Assume that Φ = ϕ ◦ jl is involutive over v0, where v0 is a smooth
section of E1. Let P0 ∈ Jl(E0) be a point with ϕ(P0) = v0(x0). Then there exists a
smooth section u0 of E0 defined over a neighborhood of x0 such that jl(u0)(x0) = P0 and
jk(Φ(u0))(x0) = jk(v0)(x0) for all integer k > 0.
Proof. By virtue of Lemma 4.1, one can choose a sequence {Pk}k=0,1,2,... of points
Pk ∈ Jl+k(E) such that pk(ϕ)(Pk) = jk(v0)(x0) and πl+k+1l+k (Pk+1) = Pk for all integer
k ≥ 0. Let (xi, yα; 1 ≤ i ≤ n, 1 ≤ α ≤ m0) be coordinates in a fibered chart of E0 with
xi(x0) = 0 (1 ≤ i ≤ n), and let (xi, pαν ; 1 ≤ i ≤ n, 1 ≤ α ≤ m0, 0 ≤ |ν| ≤ k) be
the coordinate system of Jk(E0) (cf. section 2). From the way we choose {Pk}k=0,1,2,..., it
follows that there exists a system (cαν ; 1 ≤ α ≤ m0, 0 ≤ |ν| < ∞) of scalars such that each
point Pk has the coordinates xi(Pk) = 0 (1 ≤ i ≤ n), pαν (Pk) = cαν (1 ≤ α ≤ m0, 0 ≤
|ν| ≤ l + k). Let χ(x) be a smooth function of x = (x1, . . . , xn) ∈ Rn such that χ(x) = 1












)xν (α = 1, . . . ,m0) ,
where xν = (x1)ν1 · · · (xn)νn when ν = (ν1, . . . , νn). These power series together with
their formal derivatives converge uniformly on Rn, and hence their sums uα(x) are smooth
functions. Let u0 be the section of E0 which has the description u0 = (u1(x), . . . , um0(x)).
Observing that jl+k(u0)(x0) = Pk (k ≥ 0), we see that u0 is a desired section. Q.E.D.
5. Linearizations and a supplementary fact
In local problems concerning a nonlinear differential operator between fibered man-
ifolds, using fibered charts, one may assume that fibered manifolds admit vector bundle
structures. Besides the notions and notations already stated, we shall also use the following
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ones. If u is a section of a real vector bundle E over a manifold X, by V (E)|u we shall
mean the vertical bundle V (E) restricted to the image of u which is a submanifold of E.
One has a canonical vector bundle isomorphism ι : E −→ V (E)|u defined as follows: Let
e ∈ Ex . The mapping γ (t) = u(x) + te (t ∈ (−∞,∞)) defines a curve in Ex passing
through the point u(x). ι(e) is defined to be the tangent vector of γ (t) at u(x).
LetE0, E1 be real vector bundles over a manifoldX. LetΦ be a nonlinear differential
operator of order l from E0 to E1, and ϕ : Jl(E0) → E1 be the fibered morphism associ-
ated with it; Φ = ϕ ◦ jl . We shall denote the symbol of Φ by Gl . Let w be a section of
Jl(E
0). We have the canonical isomorphisms
ι(0) : Jl(E0) −→ V (Jl(E0))|w , ι(1) : E1 −→ V (E1)|ϕ◦w .
We define the vector bundle morphismDwϕ : Jl(E0) → E1 byDwϕ = (ι(1))−1 ◦ϕ∗ ◦ ι(0),
ϕ∗ being the differential of ϕ. Let us extend the notion of linearization of single nonlinear
differential operators (cf. Taylor [30], Rauch [25]) to general nonlinear operators.
DEFINITION. The linearization DuΦ of Φ at a section u of E0 is the linear differ-
ential operator of order l from E0 to E1 of which associated vector bundle morphism is
Djl(u)ϕ.
LEMMA 5.1. (i) If Φ is quasi-involutive, then the linearization DuΦ is quasi-
involutive.
(ii) If Φ is elliptic, so is DuΦ.
(iii) If the symbol morphism σ(Φ) is surjective, so is σ(DuΦ).
Proof. Observe that the symbol morphism σ(DuΦ) is canonically identified with
the morphism σ(Φ) restricted to the submanifold jl(u) ⊂ Jl(E0). Hence the symbol gl of
DuΦ is canonically identified with the symbol Gl of Φ restricted to jl(u). Since the first
prolongation σ1(DuΦ) is canonically identified with the first prolongation σ1(Φ) restricted
to jl(u), the first prolongation gl+1 of gl is canonically identified with the first prolongation
Gl+1 of Gl restricted to jl(u). The bundle Rl = kerDjl(u)ϕ is a vector bundle if and only
if Djl(u)ϕ is of constant rank. Bearing in mind these facts, we see at once that (i),(ii),(iii)
are valid. Q.E.D.
In what follows we shall assume thatΦ is of the first order, that is, l = 1. To clarify one
feature of involutiveness, we make some preliminary discussions. Identifying the vertical
bundles V (Ei) with the bundles induced from Ei by the respective projections, the first
prolongation σ1(Φ) of σ(Φ) is described as
σ1(Φ) : S2T ∗ ⊗J1(E0) E0 −→ T ∗ ⊗E1 E1 .
Assume that Φ is quasi-involutive and σ(Φ) is surjective. Then σ1(Φ) is of constant rank,
since G2 = ker σ1(Φ) is a vector bundle. Setting Ê2 to be the cokernel of the morphism
ϕ−1(σ1(Φ)) induced from σ1(Φ) by ϕ, we have an exact sequence of vector bundles over
J1(E
0)
S2T ∗ ⊗ E0 ϕ
−1(σ1(Φ))−−−−−−→ ϕ−1(T ∗ ⊗ E1) τ̂−→ Ê2 → 0 ,(5.1)
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whee τ̂ is the canonical projection.
Given a point P0 ∈ J1(E0), we can choose a neighborhood U0 of P0 in J1(E0) such
that the vector bundle Ê2 restricted to U0 is isomorphic to the bundle (π1−1)−1E2 induced
from a product vector bundle E2 over U0 = π1−1(U0) ⊂ X. Thus the vector bundle mor-
phism τ̂ in (5.1) is locally described as
ϕ−1(T ∗ ⊗ E1)|U0
τ̂−→ (π1−1)−1E2 = Ê2|U0 .(5.2)
In the following lemma, besides the above circumstances, we also assume that E0 and E1
are product vector bundles overU0. Thus we may use usual matrix representations of linear
differential operators.
LEMMA 5.2. LetΦ be a differential operator of the first order, and let P0 ∈ J1(E0),
x0 = π1−1(P0). Let u0 and v0 be smooth sections of E0 and E1, respectively, such that
j1(u0)(x0) = P0 and that Φ(u0)(x0) = v0(x0). Assume that Φ = ϕ ◦ j1 is involutive over
v0, and that σ(Φ) is surjective. LetD1 be a linear differential operator of order 1 satisfying
the conditions (i)–(iii) of Lemma 3.1 for the linearization D0 = Du0Φ : E0 → E1.
Then we can choose a neighborhood U of P0 in J1(E0) with U being contained in the
neighborhood U0 chosen above such that the following (I), (II) hold for any sufficiently
small neighborhood U of x0:
(I) The operator D1 restricted to U is a linear differential operator from E1|U
to E2|U , and its symbol morphism σ(D1) coincides with the morphism (j1(u0)|U)−1(τ̂ )
induced from the morphism τ̂ in (5.2) by the mapping j1(u0)|U : U → J1(E0).
(II) For any section u of E0|U differentiable of class C2 and satisfying
j1(u)(x) ∈ U for all x ∈ U ,(5.3)
one can construct a linear differential operator D̂u of order 1 fromE1|U toE2|U possessing
the following properties (i)–(iii):
(i) The section v(x) = Φ(u)(x)− v0(x) satisfies D̂u(v) = 0 in U ;
(ii) The symbol morphism σ(D̂u) coincides with the morphism j1(u)−1(τ̂ ) induced
by the mapping j1(u) from τ̂ in (5.2);
(iii) The coefficients of D̂u are continuous, and are bounded on U uniformly with
respect to all C2 sections u and neighborhoods U satisfying (5.3).
Proof. We may assume that U0 is the n-dimensional Euclidean space Rn with stan-
dard coordinates (x1, . . . , xn), and thatEi |U0 = U0×Rmi (0 ≤ i ≤ 2). Let y = (yα; 1 ≤
α ≤ m0) be the standard coordinates of the fiber Rm0 , and z = (zβ; 1 ≤ β ≤ m1) be those
of Rm1 . Associated with the coordinates (x, y) of E0, we have a coordinate system
(x, y, p) where p = (pαν ; 1 ≤ α ≤ m0, |ν| = 1)
of J1(E0) and a coordinate system
(x, y, p, p′) where p′ = (pαν ; 1 ≤ α ≤ m0, |ν| = 2)
of J2(E0) (cf. section 2). We also have a coordinate system
(x, z, q) where q = (qβµ; 1 ≤ β ≤ m0, |µ| = 1)
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of J1(E1) similarly defined.
Let the fibered morphism ϕ : J1(E0) → E1 be locally described by
zβ = ϕβ(x, y, p) (β = 1, 2, . . . ,m1) ,(5.4)
where ϕβ ’s are smooth functions. Then the vector bundle morphism Dj1(u0)ϕ : J1(E0) →










ν (β = 1, 2, . . . ,m1) ,(5.5)





















(x, y, p)pαν+1i .(5.7)




















∈ T ∗x ⊗ E1x ,










(x, y, p) ζ αν+1i (i = 1, . . . , n, β = 1, . . . ,m1) .(5.8)
Set T iβ(x, y, p) = τ̂ (dxi ⊗ (∂/∂zβ)); T iβ ’s are smooth sections of Ê2|U0 . Then, the mor-










β(x, y, p) .(5.9)
Comparing the description (5.5) of D0 = Du0Φ and the description (5.8) of ϕ−1(σ1(Φ)),
we know that the morphism σ1(D0) coincides with the morphism induced from ϕ−1(σ1(Φ))
in (5.1) by the mapping j1(u0). Hence, bearing in mind (5.1),(5.2) together with Lemma
3.1, we see that (I) is valid.
To prove (II), let us consider the Rm2 -valued function on J2(E0)|U0:














T iβ(x, y, p) ,(5.10)
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where v0(x) = (v10(x), . . . , vm10 ) is the representation of v0. For brevity we denote R1 =
kerv0 ϕ, R2 = kerj1(v0) p1(ϕ). From (5.6), we know that T̃ (x, y, p, p′) vanishes every-
where on R2. The exactness of the sequence (5.1) together with (5.2) implies that all the
coefficients of the variables p′ of the function on the right side of (5.10) vanish everywhere
(cf. (5.7) and (5.9)). Hence T̃ is the pull-back of a function T defined on an open set in
J1(E
0). Since π21 : R2 → R1 is surjective by Lemma 4.1, T vanishes everywhere on R1.
Now ϕ is a surjective submersion, for it is a fibered morphism of constant rank and
σ(ϕ) = σ(Φ) is surjective. Hence the equation ϕβ(x, y, p) − vβ0 (x) = 0 (1 ≤ β ≤ m1)
gives a regular local equation of R1 around the point P0 = j1(u0)(x0). Therefore the
Rm2 -valued function T is expressed on an open neighborhood U1 ⊂ U0 of P0 in J1(E0) as
follows:
T (x, y, p) = −
m1∑
β=1
(ϕβ(x, y, p)− vβ0 (x))Tβ(x, y, p) ,(5.11)
where T β ’s are smooth Rm2 -valued functions on U1. Let U be a neighborhood of P0 in
J1(E
0) such that its closure U is a compact subset of U1. Assume that U is a neighborhood
of x0 with U ⊂ π1−1(U1). Let u be a C2 section of E0 over U satisfying (5.3). We define a
vector bundle morphism ϕu : J1(E0)|U → E2|U by












Let D̂u be the linear differential operator defined by D̂u = ϕu ◦ j1. From the construction
and (5.10), we see at once that (i) and (ii) hold true. The coefficients of D̂u are continuous
on U , and their bounds are estimated by the bounds of the components of T iβ and Tβ on the
compact set U which do not depend on u and U . Thus (iii) holds true. Q.E.D.
6. Nonlinear differential operators in Sobolev spaces
We first fix some notations concerning function spaces. Let E be a real vector bundle
over a manifoldX. LetU be a coordinate neighborhood ofX with coordinates (x1, . . . , xn)
over which E is trivial. In terms of the coordinates (x1, . . . , xn), we shall regard U as an
open set of the Euclidean space Rn, and fixing a trivialization, we shall identify the bundle
E restricted to U with the product vector bundle U × Rm. Then a (not necessarily smooth)
section u of E over U may be represented by an ordered set (u1(x), . . . , um(x)) of m real-
valued functions on U . We shall also use the abbreviated notation ∂νx f = (∂/∂x)νf =
(∂/∂x1)ν1 · · · (∂/∂xn)νnf , where ν = (ν1, . . . , νn) is a multi-index. When |ν| = 0, ∂νx f
means f by convention.
Let k be a non-negative integer. Let Hk(U) denote the Sobolev space consisting
of locally integrable real-valued functions f on U such that the distribution derivatives
∂νx f (0 ≤ |ν| ≤ k) are functions which are measurable and square-integrable on U , and
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‖f ‖k denote the norm








We denote by Ck(U) the Banach space of all k times differentiable functions f such that
∂νx f (0 ≤ |ν| ≤ k) are bounded and uniformly continuous onU equipped with the following
norm:
|f |k = |f |k,U = sup{|∂νx f (x)|; 0 ≤ |ν| ≤ k, x ∈ U} .
Let Hk(U,E) be the space consisting of sections u = (u1(x), . . . , um(x)) of E over
U with uα(x) ∈ Hk(U) (1 ≤ α ≤ m) and equipping the norm






We shall denote H 0(U,E) also by L2(U,E), and ‖u‖0 by ‖u‖. The inner product in
L2(U,E) will be denoted by (u, v). The spaces Hk(U,E) (k = 0, 1, 2, . . . ) are real
Hilbert spaces.
Let Ck(U,E) be the space of sections u = (u1(x), . . . , um(x)) of E over U with
uα(x) ∈ Ck(U)(1 ≤ α ≤ m) with the following norm:




Let us recall some fundamental facts.
LEMMA 6.1. Assume that U is a bounded open set in Rn with smooth boundary.
Then the following (I)–(III) are valid:
(I) Let F = F(x, y) be a smooth function on U × Rm ⊃ E|U , and let k > n/2.
If u ∈ Hk(U,E), then the composite function F(x, u(x)) belongs to Hk(U). Moreover if
‖u‖k is bounded by a given constantM > 0, then ‖F(x, u(x))‖k is estimated by a constant
C > 0 depending only on U, k,M and |F(x, y)|k,U×K0 , where K0 ⊂ Rm is a compact set
chosen depending only on M .
(II) (Sobolev embedding theorem) Let k, l be non-negative integers with k > n/2+ l.
Then u ∈ Hk(U,E) implies u ∈ Cl(U,E). In addition, there exists a constant C > 0 such
that
|u|l ≤ C ‖u‖k, u ∈ Hk(U,E) .
(III) Let k be an integer with k > n/2.
(i) Let ν1, . . . , νp be multi-indices with |ν1| + · · · + |νp| = l ≤ k. Then there exists
a constant C > 0 such that
‖(∂ν1x f1)(∂ν
2
x f2) . . . (∂
νp







holds for any f1, . . . , fp ∈ Hk(U).
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(ii) There exists a constant C > 0 such that
‖f g‖k ≤ C ‖f ‖k‖g‖k , f, g ∈ Hk(U) .
Proof. See the following references. (I): Bony [2], (II): Rauch [25] or Gilbarg and
Trudinger [6], (III): Taylor [30], Chapter 13; For the proof of (i), use the continuous ex-
tention operator Ex : Hk(U) → Hk0 (U1) where U1 is a bounded open set containing U
such that Ex : C0(U) → C0(U1) is also continuous, and apply Lemma 3.10 in Chapter 13.
We note that (ii) and the second assertion of (I) can be proved by using (II) and (III)–(i),
since the chain rule and Leibniz formula are valid even for functions of Sobolev spaces
(cf. Gilbarg and Trudinger [6], Chapter 6). Q.E.D.
Let us now consider differential operators. Let E0, E1 be real vector bundles over
a manifold X of dimension n. Let Φ be a nonlinear differential operator of order l from
E0 to E1, and ϕ : Jl(E0) → E1 be the fibered morphism associated with Φ. Let U0 be a
coordinate neighborhood ofX with coordinates (x1, . . . , xn) over whichE0, E1 are trivial.
Let
(x, y) = (xi, yα; 1 ≤ i ≤ n, 1 ≤ α ≤ m0) ,
(x, z) = (xi, zβ ; 1 ≤ i ≤ n, 1 ≤ β ≤ m1)
be coordinate systems in the vector bundle charts of E0, E1 over U0, respectively. We have
a coordinate system
(x, y, p) = (xi, yα, pαν ; 1 ≤ i ≤ n, 1 ≤ α ≤ m0, 1 ≤ |ν| ≤ l) .
of Jl(E0) defined as in (2.2). In terms of these coordinates, let the morphism ϕ be described
by
zβ = ϕβ(x, y, p) (β = 1, 2, . . . ,m1) ,(6.1)
where ϕ’s are smooth functions on Jl(E0)|U0 . Then the morphism Djl(u)ϕ : Jl(E0)|U0 →










ν (β = 1, 2, . . . ,m1) .(6.2)
Let U be an open set with smooth boundary such that its closure is a compact subset
of U0, and k be an integer greater than n/2. By virtue of (I) in Lemma 6.1, one can define
a nonlinear operator
Φ : Hl+k(U,E0) → Hk(U,E1) , Φ(u) = (ϕ1(jl(u)(x)), . . . , ϕm1(jl(u)(x))) .
As we know from the description (6.2), we may define the linearizationDuΦ as a differen-
tial operator between Sobolev spaces even when u is not smooth.
Let us show that Φ is differentiable. (For the notions used here, refer to Lang [20],
Chapter 1, or Schwartz [26].) We shall denote by L(B1, B2) the Banach space of all
bounded linear operators from a Banach space B1 to another one B2 with the usual op-
erator norm.
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PROPOSITION 6.2. Let U be as above, and let k > n/2 + 1. The mapping Φ :
Hl+k(U,E0) → Hk(U,E1) is differentiable of class C1. More precisely, Φ is Fréchet
differentiable at each u ∈ Hl+k(U,E0), its Fréchet derivative at u coincides with the linear
operator DuΦ : Hl+k(U,E0) → Hk(U,E1) induced by the linearization DuΦ, and
the mapping from Hl+k(U,E0) to L(H l+k(U,E0),H k(U,E1)) sending u to the Fréchet
derivativeDuΦ is continuous.
Proof. The operator Φ is the composition of the operators
jl : Hl+k(U,E0) → Hk(U, Jl(E0)) and ϕ : Hk(U, Jl(E0)) → Hk(U,E1) .
Since the operator jl is a continuous linear operator, it is Fréchet differentiable at each u,
and its Fréchet derivative is equal to jl itself. The operator ϕ is also Fréchet differentiable
at each w ∈ Hk(U, Jl(E0)), and its Fréchet derivative at w is equal to the operator induced
by the vector bundle morphismDwϕ (cf. section 5). In fact, bearing in mind the description
(6.1) of ϕ, we know that this assertion follows from the following Sublemma.
SUBLEMMA. Let a(x, y) be a real-valued smooth function on the product bundle
E = U0 × RN over U0. Let k,U be as above, and let Hk(U,RN) denoteHk(U,E).
(i) The operatorA : Hk(U,RN) → Hk(U) defined byAf = a(x, f (x)) is Fréchet





(∂yj a)(x, f0(x)) g
j (x) ,
where g = (g1, . . . , gN) ∈ Hk(U,RN).
(ii) The mappingHk(U,RN) → L(Hk(U,RN),Hk(U)) sending f toDfA is con-
tinuous.
From what we have stated , it follows thatΦ is differentiable at each u, and its Fréchet
derivative at u is equal to the composition Djl(u)ϕ ◦ jl , which is nothing but the operator
DuΦ. It also follows the last assertion. Thus the proof of Proposition 6.2 is complete once
we have proved the Sublemma.
In proving it, to make the descriptions simpler, we shall assume that N = 1. For each
f, g ∈ Hk(U,R1) = Hk(U), we set
Ψ (f ; g) = a(x, f (x)+ g(x))− a(x, f (x))− (∂ya)(x, f (x))g(x) .
To prove (i), it suffices to show that we can find a real-valued function ψ on Hk(U) with
limg→0 ψ(g) = 0 such that
‖Ψ (f0; g)‖k ≤ ψ(g)‖g‖k , g ∈ Hk(U) .(6.3)
We first note the following fact: Let b(x, y) be a smooth function on U0 × R1, and M0 be
a positive constant. Then, for any f, g ∈ Hk(U) with ‖f ‖k, ‖g‖k ≤ M0, the estimate
‖b(x, f (x))− b(x, g(x))‖k ≤ C ‖f − g‖k(6.4)
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holds with a constant C > 0 depending only on U, k,M0, |b|k+1,K0, where K0 ⊂ R1 is a
compact set chosen depending on M0. In fact, if we define a smooth function h(x, y, z) on
U0 × R × R by
h(x, y, z) =
∫ 1
0
(∂yb)(x, z+ t (y − z))dt ,
the function b(x, y)− b(x, z) can be written as h(x, y, z)(y − z). Hence we have
b(x, f (x))− b(x, g(x)) = h(x, f (x), g(x))(f (x)− g(x)) , x ∈ U .
We can apply the chain rule and Leibniz formula to calculate the derivatives of the function
b(x, f (x)) − b(x, g(x)) (cf. the proof of Lemma 6.1). The conditions ‖f ‖k, ‖g‖k ≤ M0
implies that |f |0, |g|0 are estimated by a constant multiple of M0 in virtue of the Sobolev
embedding theorem. Using the estimates (ii) of (III) and (I) in Lemma 6.1, we can readily
prove the required estimate (6.4).
From this fact, we know that Ψ (f ; g) is continuous in the following sense: If
limj→∞ fj = f, limj→∞ gj = g in Hk(U), then limj→∞ Ψ (fj ; gj ) = Ψ (f ; g).
We now assert that for any f, g ∈ Hk(U) with ‖f ‖k ≤ ‖f0‖k + 1, ‖g‖k ≤ 1, the
estimate
‖Ψ (f ; g)‖k ≤ C0 ‖g‖2k(6.5)
holds with a constant C0 > 0. By the continuity of Ψ (f ; g) and by the density of the
set Ck(U) in Hk(U), it suffices to prove (6.5) when f, g ∈ Ck(U). By the fundamental




{(∂ya)(x, f (x)+ tg(x))− (∂ya)(x, f (x))}dt .
By (ii) of (III) in Lemma 6.1, ‖Ψ (f ; g)‖k is estimated by a constant multiple of ‖I‖k‖g‖k .
Using the Sobolev embedding theorem and (6.4), we see that there exist constantsC1, C2 >
0 such that, for any multi-index µ and any integer j ≥ 0 with |µ| + j ≤ k+ 1, the estimate
|(∂µx ∂jy a)(x, f (x)+ tg(x))| ≤ C1 , (t, x) ∈ [0, 1] × U ,
holds, and
sup {(∂µx ∂jy a)(x, f (x)+ tg(x))− (∂µx ∂jy a)(x, f (x))|; (t, x) ∈ [0, 1] × U}
is estimated by C2‖g‖k . Calculating the derivatives of I (x), and using these estimates, we
can deduce that ‖I‖k ≤ C3‖g‖k with a constant C3 > 0. Thus we have proved (6.5).
We now define ψ(g) to beC0‖g‖k if ‖g‖k < 1 and to be ‖Ψ (f0; g)‖k/‖g‖k if ‖g‖k ≥
1. Then it is apparent that (6.3) holds. Thus (i) is proved.
We can readily prove (ii) by using (6.4). Q.E.D.
7. Linear differential operators in two independent variables
Let E0, E1 be real vector bundles over a manifold X. Let D0 be a linear differential
operator from E0 to E1. We shall always assume that
Overdetermined Elliptic Systems of Nonlinear Differential Equations in Two Independent Variables 111
(A.1) dimX = 2, andD0 is of the first order,
(A.2) D0 is quasi-involutive (cf. section 3), and
(A.3) the symbol morphism σ(D0) : T ∗ ⊗ E0 → E1 is surjective.
Let g1 denote the symbol ofD0; g1 = ker σ(D0). We shall denote by s1, s2 the Cartan
characters of g1 (cf. section 1).
We have an exact sequence of vector bundles
0 → g1 → T ∗ ⊗ E0 σ(D
0)−−−→ E1 → 0 .(7.1)
Let E2 be the cokernel of the prolongation σ1(D0) of σ(D0), and τ : T ∗ ⊗ E1 → E2 be
the natural projection. Then, we have also an exact sequence
0 → g2 → S2T ∗ ⊗ E0 σ1(D
0)−−−−→ T ∗ ⊗E1 τ−→ E2 → 0 ,(7.2)
where g2 is the first prolongation of g1.
LetD1 be a linear differential operator of order 1 from E1 to E2 constructed from D0
and possessing the properties (i)–(iii) of Lemma 3.1. It yields a sequence
E0
D0−→ E1 D1−→ E2 ,(7.3)
which is not necessarily a differential complex.
In what follows the fiber dimension of E0 will be denoted by m0, and the two-fold
exterior product of T ∗ by ∧2T ∗.
7.1. Structures of the differential operators D0,D1
We begin to clarify the structures of the operators D0,D1 in (7.3). It is by virtue of
the assumption dimX = 2 that they have simple structures.
LEMMA 7.1. Assume that (A.1)–(A.3) hold, and that s2 = 0. Then, for any point
x0 ∈ X, there exist a neighborhood U of x0 and product vector bundles EI = U ×
Rm0−s1, EII = U × Rs1 over U such that we can construct vector bundle isomorphisms
κ0 : E0|U −→ EI ⊕ EII ,
κ1 : E1|U −→ (T ∗|U ⊗ EI )⊕ EII ,
κ2 : E2|U −→ (∧2T ∗|U)⊗EI
in terms of which the morphisms σ = σ(D0) in (7.1) and τ in (7.2) are described by
σ(ξ ⊗ (uI , uII )) = (ξ ⊗ uI , λ(ξ ⊗ uII )) ,(7.4)
τ (ξ ⊗ (η ⊗ eI ), ξ ⊗ eII ) = (ξ ∧ η)⊗ eI ,(7.5)
where ξ, η ∈ T ∗x , uI , eI ∈ EI,x, uII , eII ∈ EII,x (x ∈ U), and λ is a vector bundle
morphism from T ∗|U ⊗ EII to EII .
Proof. Since g1 is involutive and s2 = 0 by assumptions, We have dim g1,x =
dim g2,x = s1. Let (x1, x2) be a coordinate system ofX around x0 such that {∂/∂x1, ∂/∂x2}
is a regular basis for g1,x0 . By Lemma 1.2, we can choose a neighborhood U of x0 con-
tained in the coordinate neighborhood in such a way that {∂/∂x1, ∂/∂x2} is regular for any
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g1,x with x ∈ U . In the following discussion, we shall assume that the vector bundles
denote their restrictions to U , and that we shrink U if necessary. Let ι : g1 → E0 be the
vector bundle morphism sending ζ ∈ g1 to ζ(∂/∂x1) ∈ E0. We readily see that ι is injec-
tive. Hence the image ι(g1) is a subbundle of E0 with fiber dimension s1. Set EII = ι(g1).
Choose a subbundle EI of E0 such that E0 = EI ⊕ EII (direct sum); EI is of fiber di-
mensionm0 − s1. The bundles EI ,EII may be identified with product vector bundles. We
define κ0 by this direct sum decomposition together with the identifications.
We show that the following inclusion and decomposition hold:
g1 ⊂ T ∗ ⊗ EII , g1 ⊕ (dx2 ⊗ EII ) = T ∗ ⊗ EII .(7.6)
Fixing x ∈ U , we assume that the bundles such as T ∗, EII denote their fibers over x. Let
{eαI ; 1 ≤ α ≤ m0 − s1} be a basis of EI , and {eβII ; 1 ≤ β ≤ s1} be a basis of EII . We can
choose a basis {ζ β; 1 ≤ β ≤ s1} of g1 such that each ζ β takes the form








2 ⊗ eγII .






1 ⊗ ζ β + bβ dx2 ⊗ ζ β)





















Since {eαI , eβII } are linearly independent, this implies that each bβ must be a linear com-
bination of the aβ’s, and hence that dim g2 ≤ s1. In order that dim g2 is equal to s1, it is
necessary (and sufficient) that all the I cβα vanish. In fact, if some I c
β
α is not equal to zero,
the equality (7.7) indicates that some aβ must be zero, whence dim g2 < s1. From the
vanishing of I cβα , it follows (7.6).
Set σ (I) = σ |T ∗⊗EI , σ † = σ |dx2⊗EII . From the exactness of (7.1) together with
(7.6), we know that σ (I), σ † are injective, and E1 is the direct sum of their images
im σ (I), im σ †. We define an isomorphism κ1 by
κ1(σ (I )(ξ ⊗ uI )+ σ †(dx2 ⊗ uII )) = (ξ ⊗ uI , uII ) .
In terms of the isomorphisms κ0, κ1, σ is described as a direct sum of the identity map
σ (I) = id : T ∗ ⊗ EI → T ∗ ⊗ EI and a surjective morphism σ (II ) = σ |T ∗⊗EII : T ∗ ⊗
EII → EII .
Let us investigate the structure of coker σ1, where σ1 = σ1(D0). The morphism σ1 is
the direct sum of the first prolongations σ (I)1 , σ
(II )
1 of σ
(I), σ (II ), and σ (I)1 is the canonical
inclusion map S2T ∗ ⊗ EI → T ∗ ⊗ (T ∗ ⊗ EI ). Since the fiber dimension of g2 equals
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s1, it follows from the exactness of (7.1), (7.2) that σ
(II )
1 has the rank 2s1, and hence that
σ
(II )
1 is surjective. By virtue of the direct sum decomposition ⊗2T ∗ = S2T ∗ ⊕ ∧2T ∗,
we find that coker σ (I)1 is canonically isomorphic with ∧2T ∗ ⊗ EI , and the projection
ρI : S2T ∗ ⊗EI → coker σ (I)1 is described by ρI (ξ ⊗ η⊗ eI ) = (ξ ∧ η)⊗ eI . Combining
these, we have a cannonical isomorphism
κ2 : E2 = coker σ1 → coker σ (I)1 ∼= ∧2T ∗ ⊗EI
such that the natural projection τ : T ∗ ⊗E1 → E2 is described by the morphism ρI ; κ2 ◦
τ = ρI . Then, in terms of κ1, κ2, τ has the desired description (7.5). Q.E.D.
PROPOSITION 7.2. Assume that (A.1)–(A.3) hold, and that s2 = 0. For any point
x0 ∈ X, there exists a neighborhood U of x0 over which one can construct vector bun-
dle isomorphisms κ0, κ1, κ2 as in Lemma 7.1 in terms of which the differential operators
D0,D1 in (7.3) are described over U as follows:







uII + AII (u)) ,(7.8)
where u = (uI , uII ) is a section of E0|U = EI ⊕ EII , d is the exterior differentiation
tensored with the identity map, Ai’s are vector bundle morphisms from EII to itself, and
AI ,AII are linear differential operators of order 0;
D1v = d vI + B(v) ,(7.9)
where v = (vI , vII ) is a section of E1|U = (T ∗|U ⊗EI )⊕ EII , d is the exterior differen-
tiation, B is a linear differential operator of order 0.
If moreoverD0 is elliptic, then the determined operator
∑2
i=1 Ai ∂∂xi in (7.8) is elliptic.
Proof. Choose a neighborhood U of x0 in the same way as in Lemma 7.1. Since the
symbol morphism σ(d) of the exterior differentiation d : ∧iT ∗ → ∧i+1T ∗ is the exterior
multiplication:T ∗ ⊗ ∧iT ∗ → ∧i+1T ∗, it follows that D0,D1 admit the descriptions (7.8),
(7.9), respectively. The last assertion is obvious. Q.E.D.
7.2. Reduction to differential operators on the unit disc
Let us assume that (A.1)–(A.3) hold, and that s2 = 0. Then we can apply Proposition
7.2. Let U be a coordinate neighborhood of X around a point x0 ∈ X over which the
differential operators D0,D1 admit the descriptions (7.8), (7.9), respectively, where the
identifications
E0|U = EI ⊕ EII , E1|U = (T ∗|U ⊗ EI )⊕ EII , E2|U = (∧2T ∗|U)⊗ EI(7.10)
in terms of the isomorphisms κ0, κ1, κ2 in Lemma 7.1 are used. Let (x1, x2) be a coordinate
system in U with xi(x0) = 0 (i = 1, 2). We endow the cotangent bundle T ∗|U the metric
for which {dx1, dx2} forms an orthonormal basis in each fiber, and the product bundles
EI ,EII the Euclidean metrices. We shall assume that the bundles Ei |U are endowed with
metrices induced from those of T ∗|U ,EI ,EII .
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In terms of the identifications of (7.10), a section u of E0 over U is represented by an
ordered set (u1, . . . , um0) of functions uα on U , a section v of E
1 over U by an ordered
set (v1, . . . , vm0) where the first m0 − s1 components vα are 1-forms on U and the remain-
ing s1 components vβ are functions on U , and a section w of E2 over U by an ordered
set (w1, . . . , wm0−s1) of 2-forms wγ on U . We shall call this representation the represen-
tation with differential form components. Besides this representation, we shall use other
representation of sections of E1, E2. Using the (fixed) coordinates (x1, x2), describe the
components of 1-forms vα as
vα = fα;1(x) dx1 + fα;2(x) dx2 (1 ≤ α ≤ m0 − s1) ,
and the components of 2-forms wγ as
wγ = gγ (x) dx1 ∧ dx2 (1 ≤ γ ≤ m0 − s1) .
Then a section v of E1|U is also represented by an ordered set
(fα;1, fα;2 (1 ≤ α ≤ m0 − s1), vβ (m0 − s1 < β ≤ m0))
of functions on U , and a section w of E2|U by an ordered set (g1, . . . , gm0−s1) of functions
onU . We shall call this representation the product bundle representation in terms of the co-
ordinates (x1, x2). Note that for any other coordinate system (x̃1, x̃2), we have the product
bundle representation defined similarly.
Let E be one of E0, E1, E2, and U ′ an open set in U . Define L2(U ′, E) to be the set
of measurable sections u of E|U ′ which satisfy






〈 , 〉 being the metric of E. This is a real Hilbert space with inner product
(u, v) = (u, v)U ′ =
∫
U ′
〈u, v〉 (x)dx1dx2 .
The norm ‖u‖ clearly coincides with the norm defined canonically by using product bundle
representations of sections of E (cf. section 6). We denote by D(U ′, E) the set of smooth
sections of E|U ′ with compact supports in U ′, and by D′(U ′, E) the set of all sections of
E|U ′ which have product bundle representations with components being distributions inU ′.
The space L2(U ′, E) may be canonically regarded as a subspace of D′(U ′, E). For each
T ∈ D′(U ′, E), we define its derivative (∂/∂x)νT to be the element of D′(U ′, E) obtained
from T by applying the operation (∂/∂x)ν to each of its components.
Let Ωε denote the open disc of radius ε > 0 and with center x0;
Ωε = {(x1, x2) ∈ R2; (x1)2 + (x2)2 < ε2} .
We may and shall assume that the neighborhood U contains Ω2, U being regarded as a
subset of R2. For each ε ∈ (0, 1], let τε : Ω1 → Ωε be the diffeomorphism defined by
τε(x) = εx, where εx = (εx1, εx2). For each E ∈ {Ei |U ; 0 ≤ i ≤ 2}, let us define
a bijective linear mapping τ ∗ε : D(Ωε,E) → D(Ω1, E) as follows: If u ∈ D(Ωε,E)
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has the product bundle representation (u1, . . . , um) with uα’s being functions, we define
τ ∗ε u ∈ D(Ω1, E) by
τ ∗ε u = (τ ∗ε u1, . . . , τ ∗ε um) , (τ ∗ε uα)(x) = uα(εx) .
We emphasize that τ ∗ε does not mean the action on differential forms in the representation
with differential form components.
Let D be a linear differential operator of order l from E to E′, where E,E′ are vector
bundles in {Ei |U ; 0 ≤ i ≤ 2}. For each ε ∈ (0, 1], let D(ε) be the linear differential
operator from E|Ω1 to E′|Ω1 defined by
D(ε)u = τ ∗ε ◦D ◦ (τ ∗ε )−1u , u ∈ D(Ω1, E) .
We set Dε = εl D(ε), l being the order of D (cf. Sweeney [29]). Using the product bundle










where Aν(x)’s are matrices with function entries on U . Then the differential operator Dε










It is clear that Dε has the same order as D, and the coefficients in the representation of
Dε are bounded on Ω1 uniformly with respect to ε ∈ (0, 1]. If D† is a linear differential
operator from E to E′ having the same order as D, then (D + D†)ε = Dε + D†ε . If D′ is
a linear differential operator from E′ to E′′, and if the order of D′ ◦D is equal to the sum
of the orders of D,D′, then (D′ ◦D)ε = D′ε ◦Dε . Let Dt denote the formal adjoint of D
defined using the inner products in L2(U,Ei). Then (Dt )ε = (Dε)t .
Let k be a non-negative integer. The Sobolev spaceHk(Ωε,Ei) is defined to be the set
of all sections u of Ei satisfying ∂νx u ∈ L2(Ωε,Ei) for all multi-index ν with 0 ≤ |ν| ≤ k,
where ∂νx = (∂/∂x)ν . We endow it the norm






We note that this space is a real Hilbert space, and coincides with the Sobolev space defined
as in section 6 in terms of the product bundle representation. The mapping τ ∗ε canonically
induces a mapping τ ∗ε : Hk(Ωε,Ei) → Hk(Ω1, Ei). We shall state some of its properties.
LEMMA 7.3. Let E,E′ be vector bundles in {Ei |U ; 0 ≤ i ≤ 2}, and let D be a
linear differential operator of order l from E to E′. For any integer k ≥ 0, the following
are valid:
(i) τ ∗ε : Hk(Ωε,E) → Hk(Ω1, E) is a bijective isomorphism, and moreover
ε−1+k‖v‖k,Ωε ≤ ‖τ ∗ε v‖k,Ω1 ≤ ε−1‖v‖k,Ωε , v ∈ Hk(Ωε,E) .
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(ii) For any v ∈ Hk+l(Ωε,E),
ε−1+k+l‖Dv‖k,Ωε ≤ ‖Dε(τ ∗ε v)‖k,Ω1 ≤ ε−1+l‖Dv‖k,Ωε .
Proof. Since τε is a diffeomorphism, the first part of (i) is obvious. The change of
variables formula yields the formula
‖∂νx u‖Ωε = ε1−|ν|‖∂νx (τ ∗ε u)‖Ω1 , u ∈ Hk(Ωε,E) , |ν| ≤ k .
Using this formula, we can readily prove the estimates in (i) and (ii). Q.E.D.
Applying the above procedure to the differential opeators D0,D1, we have operators
D0ε ,D
1
ε on the unit disc. We find it convenient to use the same descriptions of the differen-
tial operators D0ε ,D
1
ε on Ω1 as in (7.8), (7.9) of Proposition 7.2. They have the following
descriptions in terms of the representations with differential form components







uII + εAII (εx)(u)) ,(7.11)
D1ε v = d vI + εB(εx)(v) .(7.12)
We note that the coefficients of the differential operatorsD0ε ,D
1
ε together with their deriva-
tives of arbitrary order are bounded on Ω1 uniformly with respect to ε ∈ (0, 1].
Let us introduce two differential operators by setting ε = 0 in (7.11) and (7.12);
D00u = (d uI , P0 uII ) , D10v = d vI ,(7.13)
where P0 = ∑2i=1 Ai(0, 0) ∂/∂xi is a determined linear differential operator of order 1
in EII with constant coefficients. We note that D0ε ,D
1





as ε tends to zero in the sense that, in terms of the product bundle representations, the
coefficients of D0ε ,D
1






topology as ε tends to zero, k being any positive integer.
7.3. A differential complex on the unit disc
In this subsection we denote by Ω the unit disc; Ω = Ω1 ⊂ R2. We shall consider




From the representations in (7.13), we know that this is a differential complex;D10◦D00 = 0.
In what follows, we shall assume that D00 is elliptic, equivalently, the determined operator
P0 is elliptic.
Let ∂Ω denote the boundary of Ω ; ∂Ω is the unit circle. Let L2(∂Ω) be the Hilbert







|f (cos θ, sin θ)|2dθ < +∞ ,
where ds denotes the line element of the circle. For each bundle Ei , we define the Hilbert
space L2(∂Ω,Ei) to be the space consisting of all sections u = (u1, . . . , umi ) of Ei over
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u = (u1, . . . , umi ) being the product bundle representations of sections. If u ∈ H 1(Ω,Ei),
one can define its trace u|∂Ω ∈ L2(∂Ω,Ei) to the boundary; The mapping sending u
to u|∂Ω is a continuous linear operator from H 1(Ω,Ei) to L2(∂Ω,Ei) (cf. Rauch [25],
Chapter 5, Taylor [30], Chapter 4).
Let η denote the outward-pointing unit normal to the boundary ∂Ω of Ω . Identifying
the field η of tangent vectors with the field of cotangent vectors in terms of the Euclidean
metric of the plane R2, we have morphisms ση((D00)
t ) : E1x → E0x , and ση(D10) : E1x → E2x
for each point x ∈ ∂Ω (cf. section 3). For sections u ∈ H 1(Ω,E0), v ∈ H 1(Ω,E1), w ∈
H 1(Ω,E2), we have Green’s formulas
(D00u, v) = (u, (D00)t v)+
∫
∂Ω
〈u, ση((D00)t )v〉ds ,(7.15)
(v, (D10 )




(cf. Taylor [30], Chapter 9, Proposition 9.1).
Set∆0 = −− (D00 ◦ (D00)t + (D10)t ◦D10);∆0 is a linear differential operator of order
2 in E1. We have one more Green’s formula derived from (7.15), (7.16):
(∆0v, v




{〈(D00)tv, ση((D00)t )v′〉 + 〈ση((D10)t )D10v, v′〉}ds ,
(7.17)
where v ∈ H 2(Ω,E1), v′ ∈ H 1(Ω,E1). These formulas lead us to introduce natural
boundary conditions (cf. the D-Neumann problem in Sweeney [28]). We set
Hkb (Ω,E
1) = {v ∈ Hk(Ω,E1); ση((D00)t )v|∂Ω = 0} (k ≥ 1) ,
H kB(Ω,E
1) = {v ∈ Hkb (Ω,E1); ση((D10)t )(D10v)|∂Ω = 0} (k ≥ 2) .
In accordance with the direct sum decomposition in (7.10), we have the direct sum decom-
position
Hkb (Ω,E
1) = Hkb (Ω, T ∗ ⊗ EI ))⊕Hkb (Ω,EII )(7.18)
where
Hkb (Ω, T
∗ ⊗ EI ) = {vI ∈ Hk(Ω, T ∗ ⊗ EI ); ση(dt )vI |∂Ω = 0} ,
H kb (Ω,EII ) = {vII ∈ Hk(Ω,EII ); ση(P t0)vII |∂Ω = 0} .
Observe that ση(dt )vI = ηvI (the interior product), and that, since P t0 is elliptic, the
condition ση(P t0)vII |∂Ω = 0 is equivalent to the Dirichlet boundary condition vII |∂Ω = 0.
Thus, using the usual notation, we have
Hkb (Ω,EII ) = Hk(Ω,EII ) ∩H 10 (Ω,EII ) .
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Around the boundary ∂Ω , it is convenient to use also the polar coordinates (r, θ). Let
Ω# denote the domainΩ1 excluded the closure ofΩ1/2, andK denote the product manifold
(1/2, 1) × (R/2πZ), Z being the module of integers. The mapping x1 = r cos θ, x2 =
r sin θ defines a diffeomorphism from K onto Ω#. We shall use (r, θ) as a coordinate
system of Ω#, and use the simplified notations ∂r = ∂/∂r, ∂θ = ∂/∂θ .
Let vI ∈ H 1b (Ω, T ∗ ⊗EI ). It is described on Ω# by
vI = a(r)(r, θ) dr + a(θ)(r, θ) dθ ,(7.19)
where a(r), a(θ) are sections of EI . Then the boundary condition ση(dt )vI |∂Ω = 0 is stated
as the condition a(r)(r, θ)|r=1 = 0 in L2(∂Ω,EI ).
SUBLEMMA 7.4. Concerning the differential operators d’s in (7.13), we have the
estimate
‖vI ‖2 ≤ 4(‖dtvI ‖2 + ‖d vI ‖2) , vI ∈ H 1b (Ω, T ∗ ⊗ EI ) ,(7.20)
and if P0 is elliptic, we have the estimate with a constant C > 0
‖vII ‖21 ≤ C‖P t0 vII‖2 , vII ∈ H 10 (Ω,EII ) .(7.21)
Proof. To prove (7.20), we first note that any vI ∈ H 1b (Ω, T ∗ ⊗ EI ) is a limit of a
sequence of 1-forms belonging to both C2(Ω, T ∗ ⊗EI ) and H 1b (Ω, T ∗ ⊗EI ). In fact, vI
may be expressed as a sum of a 1-form v(1)I ∈ H 1(Ω, T ∗ ⊗ EI) with compact support in
Ω and a 1-form v(2)I ∈ H 1b (Ω, T ∗ ⊗EI) with suppv(2)I being contained inΩ#. Clearly v(1)I
is a limit of a sequence of smooth 1-forms with compact supports in Ω . Let vI = v(2)I be
described by (7.19). Since a(r)(r, θ)|r=1 = 0, a(r) can be approximated by smooth sections
onΩ# vanishing near ∂Ω , and clearly a(θ) by sections ofC2(Ω,EI ). From this we see that
v
(2)
I is a limit of a sequence of 1-forms satisfying the required conditions. Thus we have
the desired fact. This fact indicates that it suffices to prove (7.20) for all vI belonging also
to C2(Ω, T ∗ ⊗EI). Moreover we may also assume that the fiber dimension of EI is equal
to 1, and hence that vI is a 1-form ω. Let
ω = a1(x) dx1 + a2(x) dx2 .








We have the identity
‖ω‖2∂Ω + ‖ω‖2(1) = ‖dtω‖2 + ‖d ω‖2 .(7.22)
In fact, setting J = (∂x1a1, ∂x2a2)− (∂x2a1, ∂x1a2), we have
‖dtω‖2 + ‖d ω‖2 = ‖ω‖2(1) + 2J .
Moreover, integrating by part in two different ways yields the equalities
J = ((x2∂x1 − x1∂x2)a1, a2)∂Ω = (a1, (x1∂x2 − x2∂x1)a2)∂Ω .
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The boundary condition for ω ∈ H 1b (Ω, T ∗ ⊗ EI) may be stated as
F(x) = x1a1(x)+ x2a2(x) = 0 (x = (x1, x2) ∈ ∂Ω) .
Let V denote the vector field a1(x)∂x1 + a2(x)∂x2 . By virtue of F |∂Ω = 0, V is tangential
to the boundary ∂Ω . Hence V (F)|∂Ω = V (F |∂Ω) = 0. From these it follows that
a21 + a22 + {(x1∂x2 − x2∂x1)a1}a2 + a1(x2∂x1 − x1∂x2)a2 = 0 on ∂Ω .
Integrating this on ∂Ω gives rise to 2J = ‖ω‖2∂Ω . Thus (7.22) is proved.
We have also the estimate
‖ω‖2 ≤ 4(‖ω‖2∂Ω + ‖ω‖2(1)) .(7.23)
Indeed, using the polar coordinates, we obtain




Multiplying this by r and integrating on (0, 1] × [0, 2π], we get
‖ai‖2 ≤ ‖ai‖2∂Ω + 2‖∂rai‖2 .
Since ‖∂rai‖2 ≤ 2(‖∂x1ai‖2 + ‖∂x2ai‖2), it follows (7.23). Combining (7.22) with (7.23)
yields (7.20).
Let us next prove (7.21). Since P t0 is an elliptic homogeneous linear differential oper-
ator with constant coefficients, using the Fourier transformation and the Parseval formula,
we can easily deduce that
2∑
i=1
‖∂xi vII‖2 ≤ C‖P t0 vII‖2
with a constant C > 0. On the other hand, the Poincaré inequality (cf. e.g. Rauch [25],
Chapter 5) asserts that ‖vII‖2 ≤ 4‖vII‖2(1). The estimate (7.21) follows from these two
inequalities. Q.E.D.
LEMMA 7.5. Assume that D00 is elliptic. Then, we can find a constant C > 0 such
that
‖v‖21 ≤ C(‖(D00)tv‖2 + ‖D10v‖2) , v ∈ H 1b (Ω,E1) .
Proof. Let κ be the reflection with respect to the unit circle ∂Ω . Choose a smooth
function χ on Ω2 such that χ(x) = 1 if x ∈ Ω5/4, χ(x) = 0 if x /∈ Ω7/4. Let v =
(vI , vII ) ∈ H 1b (Ω,E1) (cf. (7.18)). We define
(ιvI )(x) =
{
vI (x) , x ∈ Ω ,
χ(x)(κ∗vI )(x) , x ∈ Ω2\Ω ,
where κ∗vI is the pull-back of the 1-form vI by κ . Then ιvI ∈ H 10 (Ω2, T ∗ ⊗ EI ). In fact,
assume that vI has the description (7.19). Then κ∗vI has the description
(κ∗vI )(r, θ) = −a(r)(r−1, θ)r−2 dr + a(θ)(r−1, θ) dθ
120 K. KAKIÉ
for r > 1. Bearing in mind the boundary condition, we can readily verify that all coeffi-
cients of κ∗vI have distribution derivatives of order 1 with respect to r, θ (and hence with
respect to x1, x2) which are square-integrable on a neighborhood of ∂Ω . This fact implies
the required assertion. Moreover we note that ‖vI ‖1 ≤ ‖ιvI ‖1,Ω2 ≤ C‖vI ‖1. Here and
belowC denotes a generic positive constant. Since dt⊕d is an elliptic differential operator,
we may use the Fourier transformation to obtain the estimate
‖ιvI ‖21 ≤ C(‖dt (ιvI )‖2 + ‖d(ιvI )‖2 + ‖ιvI ‖2) .
Since d(κ∗vI ) = κ∗(d vI ), and dt (κ∗vI )(x) = |x|4κ∗(dtvI )(x), we have also the estimates
‖d(ιvI )‖2 ≤ C(‖d vI‖2 + ‖vI‖2), ‖dt (ιvI )‖2 ≤ C(‖dt (vI )‖2 + ‖vI ‖2) .
From the obtained estimates, we have
‖vI ‖21 ≤ C(‖dtvI ‖2 + ‖d vI ‖2 + ‖vI ‖2) .
Bearing in mind the descriptions of D00 ,D
1
0 in (7.13), from this estimate together with
(7.20), we can readily deduce the required estimate. Q.E.D.
Let H 1b (Ω,E
1)∗ denote the dual space of the real Banach space H 1b (Ω,E1). The
norm of the Banach space H 1b (Ω,E
1)∗ will be denoted by ‖f ‖−1. Let us define a linear
operator L : H 1b (Ω,E1) → H 1b (Ω,E1)∗ by
〈Lv, v′〉 = ((D00)t v, (D00)tv′)+ (D10v,D10v′) , v, v′ ∈ H 1b (Ω,E1) ,(7.24)
where 〈 , 〉 denotes the duality pairing, and ( , ) the inner products in L2(Ω,Ei). Clearly
L is a bounded linear operator and L is self-adjoint, that is, the adjoint L∗ coincides with
L. Let us consider the problem of finding a solution u to the equation Lu = f , where
f ∈ H 1b (Ω,E1)∗.
PROPOSITION 7.6. Assume thatD00 is elliptic. Then L :H 1b (Ω,E1)→H 1b (Ω,E1)∗
is bijective.
Proof. From the estimate in Lemma 7.5 and (7.24), we have the estimate
‖v‖1 ≤ C‖Lv‖−1 for all v ∈ H 1b (Ω,E1) .(7.25)
This implies that L has the closed range and kerL∗ = {0}. Hence we can apply the closed
range theorem due to Banach (see Yosida [32]) to conclude that L is bijective. Q.E.D.
We shall now investigate the regularity of solutions. We regard L2(Ω,E1) as a sub-
space of H 1b (Ω,E
1)∗ in terms of the injection ι0 : L2(Ω,E1) → H 1b (Ω,E1)∗ defined
by
〈ι0v, v′〉 = (v, v′) , v ∈ L2(Ω,E1) , v′ ∈ H 1b (Ω,E1) ,
and also regard L2(Ω,E1) as a subspace of D′(Ω,E1) in the usual manner.
PROPOSITION 7.7. Assume that D00 is elliptic. If v ∈ H 1b (Ω,E1) satisfies Lv ∈
L2(Ω,E1), then v ∈ H 2B(Ω,E1). Moreover there exists a constant C > 0 such that
‖v‖22 ≤ C(‖∆0v‖2 + ‖v‖21) , v ∈ H 2B(Ω,E1) .
Overdetermined Elliptic Systems of Nonlinear Differential Equations in Two Independent Variables 121
To give a proof of this proposition, we need to introduce an operator associating each
section of Ei its difference quotient in a certain sense. Let th : Ω → Ω be the rotation
defined by th(r, θ) = (r, θ + h). Let E be one of the vector bundles Ei (0 ≤ i ≤ 2).
An element u ∈ L2(Ω,E) is represented by an ordered set (u1, . . . , um) of differential
forms uα on Ω (the representation with differential form components; cf. also (7.10)). We
define t∗hu to be an element (t∗hu1, . . . , t∗hum) ∈ L2(Ω,E1) where t∗huα’s are pull-backs of






∈ L2(Ω,E) , u ∈ L2(Ω,E) .
Let u be a section of E over Ω#, and u = (u1, . . . , um) be its representation with differ-
ential form components. Using the description of each differential form uα in terms of
the polar coordinates (r, θ), we define ∂ruα, ∂θuα to be the differential forms obtained by
differentiating the coefficients of the description of uα with respect to the variables r, θ ,
respectively, and for u we define
∂ru = (∂ru1, . . . , ∂rum) , ∂θu = (∂θu1, . . . , ∂θum) .
We also define higher order derivatives such as ∂r∂θu inductively on the orders. Observe
that, when acting on differentiable sections, the operator Θh commutes with ∂r, ∂θ , and
∂θu = limh→0 Θhu.
We now extend the operator Θh to H 1b (Ω,E
1)∗. Bearing in mind the decompo-
sition (7.18) and describing the boundary condition in terms of (r, θ) (see the discus-
sion around (7.19)), we can verify that this important fact: If v ∈ H 1b (Ω,E1), then
t∗hv,Θhv ∈ H 1b (Ω,E1). (We have defined the operator Θh so that this is valid.) Let
Θ∗h denote the adjoint of the operator Θh in L2(Ω,E1). We readily see that Θ∗h = −Θ−h.
For f ∈ H 1b (Ω,E1)∗, we defineΘhf ∈ H 1b (Ω,E1)∗ by
〈Θhf, v〉 = 〈f,Θ∗hv〉 , v ∈ H 1b (Ω,E1) .
LEMMA 7.8. Let k be a non-negative integer, and Hk# (Ω,E) denote the set of all
u ∈ Hk(Ω,E) with suppu ⊂ Ω#.
(i) There exist constants C,C′ > 0 such that
‖Θhu‖k ≤ C′‖∂θu‖k ≤ C‖u‖k+1 , u ∈ Hk+1# (Ω,E), h = 0 .(7.26)
(ii) Let v ∈ Hk# (Ω,E). If {‖Θhv‖k; h = 0} are bounded by a constantM > 0, then
the distribution derivative ∂θ v belongs to Hk# (Ω,E) and ‖∂θ v‖k ≤ C0M with C0 being a
positive constant not depending on v.
(iii) Let D be a linear differential operator of order l form E to E′, where E,E′ are
bundles in {Ei; 0 ≤ i ≤ 2}, and let k ≥ l. Then we can find a constant C > 0 such that
‖[D,Θh]v‖k−l ≤ C‖v‖k , v ∈ Hk# (Ω,E), h = 0 .(7.27)
Proof. Since the Sobolev space may be equivalently defined using any coordinate
system, in proving these assertions, we may use the representation in terms of the polar
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coordinates (r, θ), although the constants must be carefully chosen in deducing the esti-
mates. To prove (i),(ii), we may also assume that u, v are functions of (r, θ) ∈ K . The
estimate (7.26) can be easily proved by using the Fourier transformation. Let us prove (ii)
when k = 0. We can choose a sequence {hj }j=1,2,3,... converging to zero in such a way
that {Θhj v}j=1,2,3,... converges to an element w weakly in L2(K). On the other hand, for
any ϕ ∈ D(K), 〈Θhv, ϕ〉 = (Θhv, ϕ) converges to 〈∂θv, ϕ〉 as h → 0. Thus ∂θ v = w, and
hence ∂θv ∈ L2(K). Moreover ‖∂θv‖ = ‖w‖ ≤ lim infj→∞ ‖Θhj v‖ ≤ M . This proves
(ii) when k = 0. The assertion (ii) when k > 0 can be proved by applying what we have
proved to the derivatives ∂pr ∂
q
θ v with p + q ≤ k.
To prove (iii), we shall use the product bundle representations of sections of E over









where Ap,q’s are matrices whose entries together with their derivatives are bounded on K .




(−ΘhAp,q) t∗h(∂pr ∂qθ v) .




θ [D,Θh]v of order p′ + q ′ ≤ k − l has the L2
norm bounded by a constant multiple of
∑
p+q≤k ‖∂pr ∂qθ v‖. Hence we have (7.27). Q.E.D.
Proof of Proposition 7.7. In the proof, C will denote a generic positive constant. Let
χi (i = 1, 2) be real-valued smooth functions on R2 such that
χ1(x)+ χ2(x) = 1 (x ∈ R2) , suppχ1 ⊂ Ω3/4 , suppχ2 ∩Ω1/2 = ∅ .
Given v ∈ H 1b (Ω,E1), we set vi(x) = χi(x)v(x). Then v = v1 + v2 with v1 ∈
H 10 (Ω,E
1), v2 ∈ H 1b (Ω,E1), and supp v2 ⊂ Ω#. We assert that if Lv ∈ L2(Ω,E1),
then Lvi ∈ L2(Ω,E1), suppLvi ⊂ suppχi (i = 1, 2), and
‖L vi‖ ≤ C(‖L v‖ + ‖v‖1) .(7.28)
To show this, fixing i, we write χ = χi . The function χ is constant on a neighborhood
of ∂Ω . Hence the commutators [(D00)t , χ] and [D10, χ] (here χ denotes the multiplication
operator by the function χ) are differential operators of order 0 vanishing identically near
∂Ω . Consider the pairing 〈L(χv), v′〉 where v′ ∈ H 1b (Ω,E1) defined by (7.25). By in-
tegration by parts or by (7.15),(7.16), we readily see that 〈L(χv), v′〉 can be expressed as
the sum of 〈L v, χv′〉 and a term R(v, v′) satisfying the estimate |R(v, v′)| ≤ C‖v‖1‖v′‖.
Therefore we have
|〈L(χv), v′〉| ≤ |(L v, χv′)+ R(u, v′)| ≤ C(‖L v‖ + ‖v‖1)‖v′‖ .
Thus we can apply the Riesz representation theorem to conclude that there eixsts an element
f ∈ L2(Ω,E1) with ‖f ‖ ≤ C(‖L v‖ + ‖v‖1) such that 〈L(χv), v′〉 = (f, v′) for all
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v′ ∈ H 1b (Ω,E1). This implies that L(χv) = f ∈ L2(Ω,E1), and that ‖L(χv)‖ ≤
C(‖L v‖ + ‖v‖1). It is clear that suppf ⊂ suppχ . This proves the required assertion.
Let us show that vi ∈ H 2(Ω,E1) (i = 1, 2). We shall state only the proof of
v2 ∈ H 2(Ω,E1), since the proof of v1 ∈ H 2(Ω,E1) is much more easy (cf. the inte-
rior regularity theorem).
Applying (7.25) to v′ = Θhv2 gives rise to the estimate
‖Θhv2‖1 ≤ C‖L(Θhv2)‖−1 for all h = 0 .(7.29)
Here we observe the following two estimates:
‖Θhv′‖−1 ≤ C‖v′‖ , v′ ∈ H 0# (Ω,E1) , h = 0 ;(7.30)
‖[L,Θh]v2‖ ≤ C′‖v2‖1 ≤ C‖v‖1 , h = 0 .(7.31)
The estimate (7.30) is equivalent to the one that |〈Θhv′, v′′〉| is equal to or less than
C‖v′‖‖v′′‖1 for all v′′ ∈ H 1b (Ω,E1), which is readily verified by using (7.26). The es-
timate (7.31) can be shown by using (7.30).
Using (7.30), from (7.29) and (7.31), we obtain
‖Θhv2‖1 ≤ C(‖L v‖ + ‖v‖1) for all h = 0 .
By (ii) of Lemma 7.8, this implies that ∂θv2 ∈ H 1# (Ω,E1), and ‖∂θ v2‖1 is estimated





θ v2 (p + q ≤ 2, p < 2) belong to L2(Ω#, E1), and their L2 norms are estimated by
a constant multiple of M . Since v2 ∈ H 1b (Ω,E1) and f2 = L v2 ∈ L2(Ω,E1), it follows
from (7.24) that ∆0v2 = f2 in D′(Ω,E1). The differential operator ∆0 is determined








θ v2 + Af2 ,(7.32)
where v2 denotes its product bundle representations in terms of (r, θ), and A’s are square
matrices whose entries together with their derivatives of any order are bounded on Ω#.
From this equality we know that ∂2r v2 ∈ L2(Ω,E1) and ‖∂2r v2‖ is estimated by a constant
multiple of M + ‖Lv2‖. Thus we have v2 ∈ H 2(Ω,E1), and bearing in mind (7.28), we
also see that ‖v2‖2 is estimated by a constant multiple of ‖Lv‖2 + ‖v‖21.
We next show that v satisfies the boundary condition, that is, v# = ση((D10)t )(D10v)|∂Ω
vanishes. Since Lv = ∆0v in D′(Ω,E1) and v ∈ H 2(Ω,E1), as we have already shown,
we can apply Green’s formula (7.17) to obtain∫
∂Ω
〈v#, v′〉ds = 0 for all v′ ∈ H 1b (Ω,E1) .




t )w toΩ . Since ση((D00)
t ) ◦ ση((D10)t ) = 0, this v′ belongs to H 1b (Ω,E1). Hence
the above equality implies that∫
∂Ω
〈v#, ση((D10)t )w〉ds = 0 for all w ∈ C∞(∂Ω,E2) .
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Observing that ση((D10)
t ) = ση(D10)t and that C∞(∂Ω,E2) is dense in L2(∂Ω,E2), we
can deduce that ση(D10)v# = 0. From this it follows that v# = 0, for the mapping ση(D10)
is injective in the image of ση(D10)
t .
Let v ∈ H 2B(Ω,E1). Using Green’s formula (7.17), we can show that L v = ∆0v ∈
L2(Ω,E1). Hence the above argument indicates that the required estimate is valid. Q.E.D.
PROPOSITION 7.9. Assume that D00 is elliptic. Then, for each integer k ≥ 1, the
following are valid.
(i) If v ∈ H 2B(Ω,E1) and Lv = ∆0v ∈ Hk−1(Ω,E1), then v ∈ Hk+1B (Ω,E1);
(ii) There exists a constant C > 0 such that
‖v‖2k+1 ≤ C(‖∆0v‖2k−1 + ‖v‖2k) , v ∈ Hk+1B (Ω,E1) .(7.33)
Proof. We shall prove the assertions by induction on k. When k = 1, the assertions
are nothing else but those of Proposition 7.7. For each k > 1, assuming that the assertions
with k replaced by 1, 2, . . . , k − 1 are valid, we shall prove the assertions (i),(ii). Let
v ∈ H 2B(Ω,E1) satisfy ∆0v ∈ Hk−1(Ω,E1). Then by induction hypothesis, we have
v ∈ HkB(Ω,E1). We first observe thatΘhv ∈ HkB(Ω,E1) for all h = 0. In fact, we already
see that Θhv ∈ Hkb (Ω,E1). Let v = (vI , vII ) (cf. (7.18)), and (7.19) be the description of
vI in terms of the coordinates (r, θ). Then the boundary condition ση((D10)
t )(D10v)|∂Ω = 0
is stated as follows:
(∂ra
(θ) − ∂θa(r) + a(θ))|r=1 = 0 .
From this description, we know that t∗hv satisfies the boundary condition for any h, and
hence so does Θhv. Now let v = v1 + v2 be the decomposition given at the beginning of
the proof of Proposition 7.7. It suffices to prove that, for each i = 1, 2, vi ∈ Hk+1(Ω,E1),
and ‖vi‖2k+1 is estimated by a constant multiple of M2 = ‖∆0v‖2k−1 + ‖v‖2k . As before
C,C′ will denote generic positive constants. Applying the induction hypothesis, we have
‖Θhv2‖2k ≤ C(‖∆0Θhv2‖2k−2 + ‖Θhv2‖2k−1) for all h = 0 .
Combining this with the estimates (7.26) and (7.27), we have
‖Θhv2‖2k ≤ C(‖∆0v2‖2k−1 + ‖v2‖2k) for all h = 0 .
Clearly the term on the right side is estimated by a constant multiple of M2. Applying
(ii) of Lemma 7.8, we conclude that ∂θ v2 ∈ Hk(Ω,E1), and ‖∂θv2‖k ≤ CM . In other
words, the derivatives ∂pr ∂
q
θ v2 (q ≥ 1, p + q ≤ k + 1) belong to L2(Ω,E1), and their
L2 norms are estimated by CM . Observe also that, for each p ≤ k, ‖∂pr v2‖ is estimated
by C′‖v2‖k ≤ CM . Using the equality obtained by operating ∂k−1r to the equality (7.32),
we also know that ∂k+1r v2 ∈ L2(Ω,E1), and ‖∂k+1r v2‖ ≤ CM . Thus we have proved
the required result for v2. By a more simple argument, we have the same result for v1.
Thus we have proved (i), and the estimate (7.33) holds for such v. If v ∈ Hk+1B (Ω,E1),
then v satisfies the assumption of (i). Hence from the above result, we have the estimate
(7.33). Q.E.D.
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THEOREM 7.10. Assume thatD00 is elliptic. Then, for any integer k ≥ 0, the differ-
ential operator
∆0 : Hk+2B (Ω,E1) −→ Hk(Ω,E1)(7.34)
is bijective (topologically isomorphic), and the estimates
C0‖v‖k+2 ≤ ‖∆0v‖k ≤ C1‖v‖k+2 , v ∈ Hk+2B (Ω,E1)(7.35)
hold with constants C0, C1 > 0.
Proof. From Green’s formula (7.17) and Schwarz’s inequality, it follows that if v ∈
H 2B(Ω,E
1),
‖(D00)tv‖2 + ‖D10v‖2 = (∆0v, v) ≤ δ−1‖∆0v‖2 + δ‖v‖2
for any number δ > 0. Combining this estimate in which δ is chosen to be sufficiently
small with the estimate in Lemma 7.5, we have
‖v‖1 ≤ C‖∆0v‖ , v ∈ H 2B(Ω,E1)
with a constant C > 0. From this estimate and the estimates (7.33) with k being replaced
by 1, 2, . . . , k + 1, it follows the inequality on the left side of (7.35). The inequality on the
right side of (7.35) is obviously valid.
From the estimates (7.35), we know that ∆0 is continuous and injective. Let f ∈
Hk(Ω,E1). Then, by Proposition 7.6, there exists a (unique) element v ∈ H 1b (Ω,E1)
such that Lv = f . By Proposition 7.7, v ∈ H 2B(Ω,E1) and Lv = ∆0v. Hence we can
apply Proposition 7.9, (i) to conclude that v ∈ Hk+2B (Ω,E1). Thus we have proved that
∆0 is surjective. Q.E.D.
Let G0 : Hk(Ω,E1) → Hk+2B (Ω,E1) be the inverse mapping of the operator ∆0 in
(7.34); G0 is a bijective linear operator satisfying
C−11 ‖v‖k ≤ ‖G0v‖k+2 ≤ C−10 ‖v‖k , v ∈ Hk(Ω,E1) .(7.36)
Clearly we have
v = D00 ◦ (D00)t ◦G0v + (D10)t ◦D10 ◦G0v , v ∈ Hk(Ω,E1) .(7.37)
Let us introduce the following real Hilbert spaces:
Zk(Ω) = {v ∈ Hk(Ω,E1);D10v = 0} (k ≥ 0) ,
Wkb (Ω) = {v ∈ Hkb (Ω,E1); (D00)tv = 0} (k ≥ 1) .
LEMMA 7.11. Assume that D00 is elliptic. Let k be a positive integer. Let ρ :
Hk(Ω,E1) → Hk(Ω,E1) be the linear operator defined by
ρ(v) = D00 ◦ (D00)t ◦G0 v .
(i) ρ is a projection from Hk(Ω,E1) onto Zk(Ω), that is, ρ is a bounded linear
operator from Hk(Ω,E1) onto Zk(Ω) satisfying
ρ(v) = D00 ◦ (D00)t ◦G0 v = v if v ∈ Zk(Ω) .(7.38)
126 K. KAKIÉ
(ii) kerρ = Wkb (Ω), and there exists a constant C > 0 such that
‖v‖1 ≤ C‖D10v‖ , v ∈ kerρ .(7.39)
Proof. Since D10 ◦ D00 = 0, we see that ρ(v) ∈ Zk(Ω). Clearly ρ is bounded.
Let v ∈ Zk(Ω). Differentiating (7.37), we have D10 ◦ (D10)t ◦ D10 ◦ G0 v = 0. Since
G0v ∈ Hk+2B (Ω,E1), we can apply Green’s formula (7.16) to see that ‖(D10)t ◦D10 ◦G0 v‖2
is equal to (D10 ◦ (D10)t ◦D10 ◦G0 v,D10 ◦G0v) = 0. Thus (D10)t ◦D10 ◦G0 v = 0. This
together with (7.37) implies (7.38). This completes the proof of (i).
To show (ii), we first prove that v1 = (D10)t ◦ D10 ◦ G0 v ∈ Wkb (Ω) for any v ∈
Hk(Ω,E1). In fact, it is clear that (D00)
tv1 = 0. Using Green’s formula (7.16), we readily
show that (D00u, v1) = 0 for any u ∈ Hk(Ω,E1). Hence we may apply Green’s formula
(7.15) to obtain ∫
∂Ω
〈u, ση((D00)t )v1〉ds = 0 for all u ∈ Hk(Ω,E1) .
This implies that ση((D00)
t )v1|∂Ω = 0, and hence v1 ∈ Wkb (Ω). If v ∈ kerρ, then by
(7.37), v = (D10)t ◦ D10 ◦ G0 v, whence v ∈ Wkb (Ω). Conversely, let v ∈ Wkb (Ω). Then
by (7.37) and what we have proved, we know that v0 = D00 ◦ (D00)t ◦G0v ∈ Hkb (Ω,E1).
Moreover, operating (D00)
t to (7.37), we see that (D00)
tv0 = 0. We can apply Green’s
formula (7.15) to deduce that (v0, v0) = ((D00)tv0, (D00)t ◦ G0v) = 0, whence v0 = 0.
This means that v ∈ kerρ. Thus we have proved that kerρ = Wkb (Ω). The estimate (7.39)
follows at once from the estimate in Lemma 7.5. Q.E.D.
THEOREM 7.12. Assume thatD00 is elliptic. Let k be a positive integer.Then we can
find a closed subspace Y k+1(Ω) ofHk+1(Ω,E0) for which the linear differential operator
D00 : Y k+1(Ω) −→ Zk(Ω)(7.40)
is bijective, and satisfies the estimates
C0‖u‖k+1 ≤ ‖D00 u‖k ≤ C1‖u‖k+1 , u ∈ Y k+1(Ω)(7.41)
with constants C0, C1 > 0.
Proof. Set Y k+1(Ω) = (D00)t ◦ G0(Zk(Ω)). Clearly Y k+1(Ω) is a subspace of
Hk+1(Ω,E0). Let {uj }j=1,2,3,... be a Cauchy sequence in Y k+1(Ω); uj = (D00)t ◦
G0zj (j = 1, 2, 3, . . . ) with zj ∈ Zk(Ω). By (7.38), D00uj = zj (j = 1, 2, . . . ),
and hence {zj } is a Cauchy sequence in Zk(Ω). Since Zk(Ω) is complete, the limit
z† = limj→∞ zj ∈ Zk(Ω) exists. It follows that the limit u† = limj→∞ uj is equal
to limj→∞(D00)t ◦ G0zj = (D00)t ◦ G0z†, and hence that u† ∈ Y k+1(Ω). Thus Y k+1(Ω)
is closed.
By virtue of (7.38), the operator D00 of (7.40) is surjective. The injectivity of this
operator is a consequence of (7.41), which we shall now prove. Let u ∈ Y k+1(Ω); u =
(D00)
t ◦G0z, z ∈ Zk(Ω). Then D00u = z. Hence, by continuity of the operators, we have‖u‖k+1 ≤ C′‖G0 z‖k+2 ≤ C′′‖z‖k , C′, C′′ > 0 being constants. This proves the inequality
on the left side of (7.41). The one on the right side of (7.41) is obvious. Q.E.D.
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7.4. Operators D0,D1 on Ωε and some auxiliary operators
We are now in a position to deduce a result concerning the differential operators
D0,D1 in (7.3) on Ωε . This result is crucial in the proof of our existence theorem which
will be carried out in section 8.
PROPOSITION 7.13. Assume that (A.1)–(A.3) hold, and that D0 is elliptic. Let k
be a positive integer. Then we can find a number ε0 ∈ (0, 1] such that, for each ε ∈ (0, ε0],
there exist a closed subspace Y k+1(Ωε) of Hk+1(Ωε,E0) and a closed subspace Zk(Ωε)
of Hk(Ωε,E1) together with an operator ρε : Hk(Ωε,E1) → Zk(Ωε) which possess the
following properties (i)–(iii) in which by constants we mean positive constants which do
not depend on ε ∈ (0, ε0] :
(i) ρε is a projection; ρε is a bounded linear operator with ρε(z) = z for all z ∈
Zk(Ωε). Moreover the operator norm ‖ρε‖ is estimated by Cε−k , where C is a constant.
(ii) There exists a constant C such that
ε−2‖v‖2 + ‖v‖21 ≤ C‖D1v‖2 , v ∈ kerρε ;(7.42)
(iii) Let Tε be the composition of D0 : Y k+1(Ωε) → Hk(Ωε,E1) and ρε . Then
Tε : Y k+1(Ωε) → Zk(Ωε) is bijective, and there exist constants C0, C1 such that
C0ε
k‖u‖k+1 ≤ ‖Tεu‖k ≤ C1ε−k‖u‖k+1 , u ∈ Y k+1(Ωε) .(7.43)
Proof. The ellipticity ofD0 implies that there exist non-characteristic real cotangent
vectors for the symbol g1 (cf. sections 1,3). By (IV) of Lemma 1.1, we see that s2 = 0.
Hence we can apply Proposition 7.2 to the operators D0,D1. From the construction we
know that the differential operator D00 is elliptic. Thus we can use all the results obtained
in subsection 7.3.
Let ε ∈ (0, 1]. Using the topological isomorphisms τ ∗ε : Hk(Ωε,Ei) → Hk(Ω1, Ei)
(cf. subsection 7.2), we set
Y k+1(Ωε) = (τ ∗ε )−1(Y k+1(Ω1)) , Zk(Ωε) = (τ ∗ε )−1(Zk(Ω1)) ,
and ρε = (τ ∗ε )−1 ◦ ρ ◦ τ ∗ε , where Y k+1(Ω1), Zk(Ω1), ρ are the spaces and the operator
in Lemma 7.11 and Theorem 7.12. Clearly Y k+1(Ωε), Zk(Ωε) are closed subspaces, and
ρε : Hk(Ωε,E1) → Zk(Ωε) is a projection for each ε ∈ (0, 1]. Bearing in mind (i) of
Lemma 7.3, we see that ‖ρε(v)‖k ≤ Cε−k‖v‖k for v ∈ Hk(Ωε,E1). This proves (i).
By (ii) of Lemma 7.11, we have the estimate
‖τ ∗ε v‖1 ≤ C‖D10(τ ∗ε v)‖ , v ∈ kerρε .
Therefore, bearing in mind (7.12), we find that there exists a number ε1 ∈ (0, 1] such that,
for each ε ∈ (0, ε1], we have the estimate
‖τ ∗ε v‖1 ≤ C′‖D1ε (τ ∗ε v)‖ , v ∈ kerρε
with another constant C′. Applying Lemma 7.3, we can deduce the estimate (7.42).
Using the operator D0ε : Y k+1(Ω1) → Hk(Ω1, E1) (cf. subsection 7.2), we set Lε =
ρ ◦D0ε : Y k+1(Ω1) → Zk(Ω1). Obviously Tε = (τ ∗ε )−1 ◦ Lε ◦ τ ∗ε . We assert that there is
128 K. KAKIÉ
a number ε2 ∈ (0, 1] such that, for each ε ∈ (0, ε2], Lε is bijective and the estimates
C0‖u‖k+1 ≤ ‖Lε u‖k ≤ C1‖u‖k+1 , u ∈ Y k+1(Ω1)
hold with constants C0, C1 > 0. In fact, the estimate on the right side is obvious. To show
the estimate on the left side, observe that
‖ρ ◦ (D0ε −D00)u‖k ≤ C(ε)‖u‖k+1 ,(7.44)
C(ε) being a positive constant with C(ε) → 0 as ε → +0. Hence, using (7.41), for any
sufficiently small ε, we have
‖Lεu‖k = ‖ρD0ε u‖k ≥ ‖D00u‖k − ‖ρ(D0ε −D00)u‖k




where C′0 denotes the constant C0 in (7.41). Let us prove that Lε is bijective. The estimate
just proved implies that Lε is injective. By Theorem 7.12, the operator D00 of (7.40) is
bijective. From (7.44), it follows that, for each sufficiently small ε, ‖Lε − D00‖ ≤ C′0/2.
Let z ∈ Zk(Ω1). We show that there is u ∈ Y k+1(Ω1) such that Lεu = z. In fact, this
equation is equivalent to the equation
u+ (D00)−1 ◦ (Lε −D00)u = (D00)−1z .
Since ‖(D00)−1 ◦ (Lε −D00)‖ ≤ 1/2, one can solve this by the method of iteration. Thus we
can find a number ε2 ∈ (0, 1] such that, for each ε ∈ (0, ε2], Lε is injective and surjective.
By virtue of (i) of Lemma 7.3, what we have just proved implies that, if ε < ε2, Tε is
bijective and the estimates in (7.43) hold.
Set ε0 = min{ε1, ε2}. Then (i)–(iii) hold true for each ε ∈ (0, ε2]. Q.E.D.
8. Existence of smooth solutions
We shall first treat a nonlinear differential operator. Let E0, E1 be fibered manifolds
over a manifold X.
THEOREM 8.1. Let Φ be a nonlinear differential operator of the first order from E0
to E1, and ϕ : J1(E0) → E1 be the fibered morphism associated withΦ. Let v0 be a smooth
section of E1. Assume that
(i) dimX = 2,
(ii) Φ = ϕ ◦ j1 is involutive over v0,
(iii) the symbol morphism σ(Φ) is surjective, and
(iv) Φ is elliptic.
Let x0 ∈ X, and P0 be a point of J1(E0) with ϕ(P0) = v0(x0). Then, for any neighbor-
hood U of P0 in J1(E0), there exists a smooth section u of E0 defined over a neighborhood
U of x0 such that
Φ(u)(x) = v0(x) in U and j1(u)(x) ∈ U (x ∈ U) .
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Proof. Since the assertion is local, using fibered charts over a coordinate neighbor-
hood of X around x0, we may and shall assume that X is the plane R2, and each E i is the
product vector bundle Ei = X×Rmi (i = 0, 1). By Lemma 4.3, we can choose a smooth
section u0 of E0 such that
j1(u0)(x0) = P0 , jk(Φ(u0))(x0) = jk(v0)(x0) for all k > 0 .
Denote by D0 the linearization of Φ at u0; D0 = Du0Φ is a linear differential operator
of order 1 from E0 to E1. By Lemma 5.1, D0 is quasi-involutive, the symbol morphism
σ(D0) is surjective, and D0 is elliptic. Hence, as we noted at the beginning in the proof of
Proposition 7.13, this operator D0 satisfies all the asssumptions imposed in section 7, and
hence we may use the results obtained in section 7.
In what follows we shall keep the same notations and conventions as in section 7. In
particular D1 will denote the linear differential operator of order 1 from E1 to E2 con-
structed from D0 by applying Lemma 3.1 (cf. the beginning of section 7), and Ωε will
denote the disc of radius ε > 0 and with center x0. Let us consider the nonlinear differen-
tial operator
Φ : Hk+1(Ωε,E0) −→ Hk(Ωε,E1)(8.1)
where k is an integer greater than max{m0, 3}. By Proposition 6.2, the operator Φ of (8.1)
is differentiable of class C1, and its Fréchet derivative coincides with the continuous linear
operator
D0 : Hk+1(Ωε,E0) −→ Hk(Ωε,E1) .
By Proposition 7.13, we can choose a number ε0 ∈ (0, 1] such that the following are valid
for each ε ∈ (0, ε0]: There exist a closed subspace Y k+1(Ωε) of Hk+1(Ωε,E0) and a
closed subspace Zk(Ωε) of Hk(Ωε,E1) together with a projecton ρε : Hk(Ωε,E1) →
Zk(Ωε) which possess the following properties : The linear operator
Tε = ρε ◦D0 : Y k+1(Ωε) −→ Zk(Ωε)(8.2)
is a topological isomorphism, and satisfies the estimates
C0ε
k‖u‖k+1 ≤ ‖Tεu‖k ≤ C1ε−k‖u‖k+1 , u ∈ Y k+1(Ωε) ;(8.3)
‖ρε‖ ≤ C2ε−k ;(8.4)
ε−2‖v‖2 + ‖v‖21 ≤ C3‖D1v‖2 , v ∈ kerρε .(8.5)
Here and below, C0, C1, . . . denote positive constants which do not depend on ε, and
C denotes a generic positive constant not depending on ε.
Let τ0 : Y k+1(Ωε) → Hk+1(Ωε,E0) be the translation defined by τ0(u) = u0 + u,
where u0 denotes u0|Ωε ∈ Hk+1(Ωε,E0). Let us consider the nonlinear operator F defined
by
F = ρε ◦Φ ◦ τ0 : Y k+1(Ωε) −→ Zk(Ωε) .
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SinceΦ, τ0, ρε are differentiable of classC1, the general theory (cf. e.g. Lang [20], Chapter
1) indicates that the Fréchet derivative DuF at u ∈ Y k+1(Ωε) coincides with the composi-
tionDv1ρε ◦Du1Φ ◦Duτ0, where u1 = u0 + u and v1 = Φ(u0 + u) ∈ Hk(Ωε,E1). Since
ρε is a continuous linear operator and τ0 is a translation, Dv1ρε equals ρε and Duτ0 is the
inclusion ι : Y k+1(Ωε) → Hk+1(Ωε,E0). Thus DuF = ρε ◦ Du1Φ ◦ ι. In particular the
Fréchet derivative D0F at the zero element 0 ∈ Y k+1(Ωε) coincides with Tε of (8.2).
Let us discuss the continuity of DuF with respect to u.
(I) Let M0 > 0 be a given arbitrary constant. We can choose a constant C4 not
depending on ε ∈ (0, 1] in such a way that the operator norm of the linear operatorDu2F −
Du1F : Y k+1(Ωε) → Zk(Ωε) admits the estimate
(8.6) ‖Du2F −Du1F‖ ≤ C4 ε−(2k+1)‖u2 − u1‖k+1
for any u1, u2 ∈ Y k+1(Ωε) with ‖u1‖k+1, ‖u2‖k+1 ≤ M0 ε .
Proof of (I). The operatorDu2F −Du1F is equal to ρε ◦ (Dw2Φ−Dw1Φ) ◦ ι where
wi = u0 + ui . We shall prove that the estimate
‖(Dw2Φ −Dw1Φ)φ‖k ≤ C5 ε−(k+1)‖w2 −w1‖k+1 ‖φ‖k+1(8.7)
holds for any w1, w2 ∈ Hk+1(Ωε,E0) satisfying ‖w1‖k+1, ‖w2‖k+1 ≤ M0ε and for any
φ ∈ Hk+1(Ωε,E0).
The argument in the proof of Proposition 6.2 indicates that it suffices to show that,
under the circumstances of the Sublemma in that proof with U being replaced by Ωε , the
estimate
‖(Df2A−Df1A)g‖k ≤ C ε−(k+1)‖f2 − f1‖k ‖g‖k(8.8)
holds for any f1, f2 ∈ Hk(Ωε,RN) satisfying ‖f1‖k, ‖f2‖k ≤ M0 ε and for any g ∈
Hk(Ωε,RN). In proving (8.8), as in the proof of the Sublemma, we assume for simplicity
that N = 1. Denote Γ = (Df2A−Df1A)g ∈ Hk(Ωε). We shall use the notation
Q(b; f1, f2) = b(x, f2(x))− b(x, f1(x)) ,
where b = b(x, y) is a smooth function defined on U0 × R1. The Sublemma indicates
that Γ = Q(∂ya; f1, f2)g(x). We shall use the isomorphism τ ∗ε : Hk(Ωε) → Hk(Ω1)
introduced in subsection 7.2. For a given function b, we denote bε(x, y) = b(εx, y), ε ∈
(0, 1]. Clearly |bε|k,Ω1×K0 is estimated by C′|b|k,Ωε×K0 , where K0 ⊂ R1 is a compact set
and C′ is a constant not depending on ε ∈ (0, 1]. Therefore we can apply the estimate (6.4)
to obtain the estimate
‖Q(bε; f †1 , f †2 )‖k ≤ C ‖f †1 − f †2 ‖k
valid for all f †1 , f
†
2 ∈ Hk(Ω1) satisfying ‖f †1 ‖k, ‖f †2 ‖k ≤ M0. Now it is clear that τ ∗ε Γ =
Q((∂ya)ε; τ ∗ε f1, τ ∗ε f2)(τ ∗ε g). The condition ‖fi‖k,Ωε ≤ M0 ε implies ‖τ ∗ε fi‖k,Ω1 ≤ M0
by virtue of (i) of Lemma 7.3. Hence we can use the above estimate and (ii) of (III) in
Lemma 6.1 to obtain
‖τ ∗ε Γ ‖k ≤ C ‖τ ∗ε (f2 − f1)‖k ‖τ ∗ε g‖k .
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Using (i) of Lemma 7.3, from this we obtain the required estimate (8.8).
From (8.7) and (8.4) it follows the estimate (8.6). This completes the proof of (I).
(II) For any integer q > 0, there exists a constant C6 such that
‖F(0)− ρε(v0)‖k ≤ C6 εq, ε ∈ (0, ε0] .
Proof of (II). By definition, F(0)=ρε◦Φ(u0). Set q1 =q+k. Since jk+q1−1(Φ(u0))
(x0) is equal to jk+q1−1(v0)(x0), applying the Taylor’s formula, we can show that |Φ(u0)−
v0|k,Ωε ≤ C εq1−1. This implies that ‖Φ(u0) − v0‖k,Ωε ≤ C εq1 . From this and (8.4), it
follows the required estimate.
(III) Let F : Y → Z be a nonlinear mapping between Banach spaces. Denote by
B(u0; r) the closed ball {u ∈ Y ; ‖u−u0‖ ≤ r} with center u0 and of radius r . Assume that
(i) F is differentiable of class C1,
(ii) the Fréchet derivative Du0F : Y → Z at u0 is bijective,
(iii) ‖(Du0F)u‖ ≥ a0 ‖u‖ (u ∈ Y ), a0 being a positive constant, and
(iv) ‖DuF − Du0F‖ ≤ δ (u ∈ B(u0; r)), where δ is a positive number less than
a0.
Then, the image of B(u0; r) by F contains the ball
{z ∈ Z; ‖z− F(u0)‖ ≤ r(a0 − δ)} .
Proof of (III). Though this is essentially a known implicit function theorem (cf.
Schwartz [26], Lang [20]), we give a proof for completeness. We may assume that u0 =
0, F (u0) = 0. Let z ∈ Z, and ‖z‖ ≤ r(a0 − δ). Set u0 = 0, and define un (n = 1, 2, . . . )
inductively by
(Du0F)un + (F (un−1)− (Du0F)un−1) = z .(8.9)




(Du(n−1;t )F )(un−1 − un−2)dt .
Using this and the assumptions (iii),(iv), we find no difficulty in proving by induction on
n = 1, 2, . . . that ‖un‖ ≤ r (n ≥ 1), and








(n ≥ 1) .
It follows that the sequence {un}n=0,1,2,... is a Cauchy sequence in B(u0; r). Set u† =
limn→∞ un ∈ B(u0; r). Letting n tend to infinity in (8.9), by continuity, we have F(u†) =
z. This completes the proof of (III).
(IV) There exist a number ε1 ∈ (0, ε0] and constants r0, r1 > 0 such that, for any
ε ∈ (0, ε1], the image of the closed ball
{u ∈ Y k+1(Ωε); ‖u‖k+1 ≤ r0 ε3k+1}
by F contains the closed ball
{z ∈ Zk(Ωε); ‖z− F(0)‖k ≤ r1 ε4k+1} .
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Proof of (IV). As we already stated, the mapping F is differentiable of class C1.
Since D0F is equal to Tε of (8.2), D0F is bijective, and (8.3) implies that
‖(D0F)u‖k ≥ C0 εk‖u‖k+1 , u ∈ Y k+1(Ωε) .
By (I), given a constantM0 > 0, we have the estimate
‖DuF −D0F‖ ≤ C4 ε−(2k+1)‖u‖k+1 , for u ∈ Y k+1(Ωε) with ‖u‖k+1 ≤ M0ε .
To apply the theorem (III) to the operator F with Y = Y k+1(Ωε), Z = Zk(Ωε), u0 = 0,
we set
a0 = C0εk , δ = 1
2
C0ε
k , r = C0
2C4
ε3k+1 .
Choose ε1 ∈ (0, ε0] in such a way that r ≤ M0ε for all ε ∈ (0, ε1] (cf. (I)). Then, for
each ε ∈ (0, ε1], we can apply (III) to obtain the desired result with r0 = C0/(2C4), r1 =
C20/(4C4). This completes the proof of (IV).
(V) Given any number δ > 0, we can choose a number ε2 ∈ (0, ε1] in such a
way that, for any ε ∈ (0, ε2], there exists u ∈ Y k+1(Ωε) such that F(u) = ρε(v0) and
|u|1,Ωε < δ.
Proof of (V). By applying (II) with q = 4k + 2, we have
‖F(0)− ρε(v0)‖k ≤ C6 ε4k+2 , ε ∈ (0, ε0] .
We also have
|u|1,Ωε ≤ C7 ε−2 ‖u‖k,Ωε , u ∈ Hk(Ωε,E0) .(8.10)
In fact, when ε = 1, this holds true by the Sobolev embedding theorem ((II) of Lemma 6.1).
Bearing in mind (i) of Lemma 7.3 and the estimate |u|1,Ωε ≤ ε−1|τ ∗ε u|1,Ω1 , we can use the
isomorphism τ ∗ε : Hk(Ωε,E0) → Hk(Ω1, E0) to obtain the desired estimate (8.10).
Let us choose ε2 ∈ (0, ε1] so that, for any ε ∈ (0, ε2], the inequalities
C6 ε
4k+2 ≤ r1 ε4k+1 , (r0 ε3k+1)(C7 ε−2) < δ
hold, where r0, r1 are constants in (IV). Then, for any ε ∈ (0, ε2], we can apply (IV) to
conclude that there exists an element u ∈ Y k+1(Ωε) with ‖u‖k+1 ≤ r0 ε3k+1 such that
F(u) = ρε(v0). By (8.10), we have |u|1,Ωε < δ as required, whence the proof of (V) is
complete.
(VI) There exists a number ε3 ∈ (0, 1] and a number δ0 > 0 such that the following
is valid for any ε ∈ (0, ε3]: If u1 ∈ Hk+1(Ωε,E0) satisfies F(u1) = ρε(v0) and |u1|1,Ωε <
δ0, then Φ(u0 + u1) = v0 in Hk(Ωε,E1).
Proof of (VI). Set v1 = Φ(u0 + u1) − v0 ∈ Hk(Ωε,E1). The hypothesis implies
that ρε(v1) = 0. Put u = u0 + u1. By (II) of Lemma 6.1, u1 (and hence u) is differentiable
of class C2. Thus if ε and δ0 are sufficiently small, we can apply Lemma 5.2 to construct
a linear differential operator D̂u of order 1 from E1|U → E2|U ( U being a neighborhood
of x0) which satisfies the conditions D̂u(v1) = 0, (ii),(iii) in (II) of Lemma 5.2. Bearing in
mind also (I) of Lemma 5.2, we see at once that the coefficients of σ(D̂u) converge to the
corresponding coefficients of σ(D1) in C0(Ωε)-topology as |u1|1,Ωε tends to zero. Choose
a number γ > 0 such that 2C3γ < 1 (cf. (8.5)). We can find a number ε′ ∈ (0, ε0] and a
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number δ0 > 0 such that, for any ε ∈ (0, ε′], if u1 ∈ Hk+1(Ωε,E0) satisfies |u1|1,Ωε < δ0,
then the estimate
‖D1v‖2 ≤ ‖D̂u v‖2 + γ ‖v‖21 + C7‖v‖2 , v ∈ H 1(Ωε,E1)(8.11)
holds with a constant C7 not depending on ε and also on u1. Choose ε3 ∈ (0, ε′] so that
ε−2 ≥ C3C7 for all ε ∈ (0, ε3]. Then, if ε ∈ (0, ε3], from (8.5) and (8.11) we obtain
‖v‖21 ≤ 2‖D̂u v‖2 for v ∈ kerρε . Applying this to the section v1 yields v1 = 0. This
proves (VI).
We are now in a position to complete the proof of Theorem 8.1. Given a neighborhood
U of P0, we can choose a number ε4 ∈ (0, 1] and a number δ > 0 with δ < δ0 in such a way
that, for any ε ∈ (0, ε4], if a continuously differentiable section u satisfies |u−u0|1,Ωε < δ,
then j1(u)(x) ∈ U (x ∈ Ωε). For this δ, choose a number ε2 ∈ (0, ε1] as in (V). Let
ε > 0 be any number less than ε2, ε3, and ε4. Then we can apply (V) and (VI) to deduce
that there exists an element u ∈ Hk+1(Ωε,E0) such that Φ(u) = v0 in Hk(Ωε,E1) and
|u − u0|1,Ωε < δ. Since k is chosen to be large enough, we can apply Proposition 4.2 to
conclude that u is a smooth section. This completes the proof of Theorem 8.1.
Let us next treat a nonlinear differential equation. Let E be a fibered manifold over X.
THEOREM 8.2. Let Rl be a system of nonlinear partial differential equations of
order l on E . Assume that dimX = 2, and that Rl is involutive and elliptic. Let P0 be a
point of Rl . Then, for any neighborhood U of P0 in Jl(E), there exists a smooth solution u
of Rl defined on a neighborhood U of x0 = πl−1(P0) in X such that jl(u)(x) ∈ U (x ∈ U).
Proof. The proof consists of showing the way we apply Theorem 8.1 to obtain The-
orem 8.2. By virtue of Theorem 2.3, it suffices to prove the assertion under the follow-
ing additional assumptions: The order l is equal to 1; The projection π10 : R1 → E
is a surjective submersion; R1 is an affine bundle over E modeled on a vector bundle
W , and is an affine subbundle of the affine bundle J1(E) modeled on the vector bun-
dle T ∗ ⊗ V (E). Observe that the symbol G1 of R1 coincides with (π10 |R1)−1W . Let
(x, y) = (xi, yα; 1 ≤ i ≤ 2, 1 ≤ α ≤ m) be local coordinates in a fibered chart of E around
π10 (P0) with coordinate neighborhood E0. E0 is a fibered manifold over X0 = π(E0). As-
sociated with (x, y) we have the coordinates
(x, y, p) = (xi, yα, pα1i ; 1 ≤ i ≤ 2, 1 ≤ α ≤ m)
of J1(E0). In what follows R1 will denote R1 ∩ J1(E0). Bearing in mind the additional
assumptions, and schrinking E0 if necessary, we readily see that the system R1 is described
by a system of equations
ϕβ(x, y, p) = 0 (β = 1, 2, . . . ,m1) ,
where ϕβ are functions of the form





aβ,iα (x, y) p
α
1i + bβ(x, y)
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with a’s, b’s being smooth functions on E0, and the Jacobian matrix of ϕ1, . . . , ϕm1 with
respect to the variables p = (pα1i ; 1 ≤ i ≤ 2, 1 ≤ α ≤ m) has the rank m1 at each point ofE0.
Let E1 be the product fibered manifoldX0×Rm1 , and (x, z) = (xi, zβ; 1 ≤ i ≤ 2, 1 ≤
β ≤ m1) be its standard coordinates. Let v0 denote the distinguished section of E1 on X0
defined by zβ = 0 (β = 1, 2, . . . ,m1). We define a fibered morphism ϕ : J1(E0) → E1
over X0 by
zβ = ϕβ(x, y, p) (β = 1, 2, . . . ,m1) ,(8.12)
and a nonlinear differential operator Φ of order 1 from E0 to E1 by Φ = ϕ ◦ j1. Obviously
ϕ has the constant rank m1. The symbol morphism σ(Φ) = σ(ϕ) : T ∗ ⊗J1(E0) V (E0) →


































(x, y, p, p′) (i = 1, 2; β = 1, . . . ,m1) ,
where the same notations as in the proof of Lemma 5.2 are used. The description of σ(Φ)
indicates that it is surjective, and that ker σ(ϕ) may be considered as the induced family
(π10 )
−1W̃ of a family W̃ ⊂ T ∗ ⊗ V (E0) over E0. We know at once that W̃ = W |E0 . Since
G1 = (π10 |R1)−1W is involutive by assumption, it follows that the symbol ker σ(ϕ) ⊂
T ∗ ⊗J1(E0) V (E0) is involutive. We also see that kerσ1(ϕ) is a family induced from a
family on E0 by π10 , and that ker σ1(ϕ) restricted to R1 coincides with the prolongation
G2 of G1 (cf. sections 1,2 and 4). Since R1 is involutive, G2 is a vector bundle over R1.
From these facts, it follows that ker σ2(ϕ) is a vector bundle over J1(E0). Thus we have
proved that Φ is quasi-involutive. The construction indicates that R1 = kerv0 ϕ. From
the above description of p1(ϕ), we know that the first prolongation R2 of R1 is equal to
kerj1(v0) p1(ϕ) (cf. e.g. Pommaret [24], Chapter 2, section 2). Hence the involutivity of
R1 implies that the mapping π21 : kerj1(v0) p1(ϕ) → kerv0 ϕ is surjective. It is clear that
v0 ⊂ imϕ (R1,x is not empty for any x ∈ X), and hence Φ is involutive over v0. From the
fact already stated we see also that Φ is elliptic.
We can now apply Theorem 8.1 to the differential operator Φ to see that there exists a
smooth section u of E0 over a neighborhoodU of x0 such thatΦ(u)(x) = v0(x), j1(u)(x) ∈
U (x ∈ U). This section u is indeed a smooth solution of R1. This completes the proof of
Theorem 8.2.
REMARK. Theorem 8.1 can be extended to higher order differential operators. The
extended result is proved by reducing a higher order operator to a first order operator and
then applying Theorem 8.1, or more easily by using Theorem 8.2.
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