that although they are dramatically underrepresented in the cellular proteome, sORF-derived peptides do efficiently enter the MHC I presentation pathway and can be quantitatively recovered by MHC I peptidome analysis. MHC I peptidome analysis thus represents a potent method for large-scale validation of sORF translation.
Ribosome footprints do not have a singular specific size. Instead, reads are the result of two stochastic RNase cleavage events. Thus, the use of deterministic rules (for example, using an offset of 12) to recover the codon located in the P site of the actively translating ribosome (signal) leads to mapping of reads to off-frame codons (noise). Depending on the combination of read lengths used to chart ribosome occupancy, signal may be sacrificed for the signal-to-noise ratio. Moreover, untemplated nucleotide additions frequently observed in Ribo-seq experiments further increase noise levels (Supplementary Fig. 1) .
We developed probabilistic inference of codon activities by an EM algorithm (PRICE) to model the stochastic processes involved in Ribo-seq ( Fig. 1a) . For each individual experiment, all parameters are directly inferred from annotated, well-translated ORFs. Any codon located in the P site of a ribosome is able to produce several kinds of footprints, and their proportions depend on these inferred parameters. Our method determines the set of codons that generates the observed reads with maximum likelihood (Supplementary Fig. 2) .
After the assembly of identified codons into ORF candidates, potential start codons are predicted with high accuracy by a machine-learning model (Supplementary Fig. 3 ). If available, samples treated with lactimidomycin or harringtonin for translation-start-site enrichment can also be integrated 3, 4 . In principle, experimental noise in an ORF candidate can arise from (i) reads from overlapping ORFs, (ii) ribosome scanning or abortive translation events in the leader sequence, or (iii) non-ribosome-mediated mRNA protection from RNase treatment. To exclude candidate ORFs that reflect experimental noise, we used a hypothesis test based on the generalized binomial distribution that is specifically designed to also identify overlapping ORFs (Fig. 1a) .
We first compared the signal and noise levels obtained with PRICE to those observed with deterministic codon-mapping approaches used in prior studies [5] [6] [7] [8] [9] [10] [11] (while this manuscript was under review, an additional method for Ribo-seq data was published 12 ; however, it also uses the deterministic mapping strategy and does not address potentially overlapping ORFs). For Riboseq data obtained from herpes simplex virus 1 (HSV-1)-infected primary human fibroblasts 13 , about 18 million of the 37 million improved ribo-seq enables identification of cryptic translation events ribosome profiling has been used to predict thousands of short open reading frames (sorfs) in eukaryotic cells, but it suffers from substantial levels of noise. Price (https:// github.com/erhard-lab/price) is a computational method that models experimental noise to enable researchers to accurately resolve overlapping sorfs and noncanonical translation initiation. We experimentally validated translation using major histocompatibility complex class i (mhc i) peptidomics and observed that sorf-derived peptides efficiently enter the mhc i presentation pathway and thus constitute a substantial fraction of the antigen repertoire.
Ribosome profiling (Ribo-seq) is a powerful approach to measure translational activity in a genome-wide and quantitative manner with base-pair resolution 1 . It visualizes the triplet shifts of actively translating ribosomes and thereby allows the identification of codons and their corresponding open reading frames (ORFs) translated at the time of cell lysis. This has resulted in the prediction of thousands of sORFs, including upstream and upstream-overlapping ORFs (uORFs and uoORFs, respectively), thus revealing an important new layer of translational control in eukaryotic cells 2 . However, accurate and reliable identification of sORFs has remained difficult for overlapping ORFs and for initiation at noncanonical (non-AUG) start codons. In addition, the vast majority of these novel, cryptic gene products have remained virtually undetectable in whole cellular proteomes and thus are assumed to be highly unstable. Here we present a computational approach that allows accurate identification of sORFs from Riboseq data. It is based on computational modeling and subsequent removal of experimental noise from Ribo-seq data, and allows for improved statistical testing for active translation. On the basis of the accurate identification of thousands of sORFs, we show reads mapping to the coding sequence (49.1%) could be used for further analyses with the optimal deterministic mapping method ( Supplementary Fig. 4 ). In contrast, PRICE allowed us to use more than 94% of the coding-sequence-mapped reads as signal and increased the signal-to-noise ratio from 6.3 to more than 18 ( Fig. 1b) . We observed similar improvements when we reanalyzed various published Ribo-seq data from other labs ( Supplementary  Fig. 5 ). These included data from different organisms and experimental systems ( Supplementary Table 1 ), which all strongly benefitted with respect to signal-to-noise ratios and the total amount of usable reads.
We next assessed the reproducibility of different kinds of sORFs in published data sets from two Ribo-seq experiments 13, 14 . We compared the performance of PRICE with that of six previously published Ribo-seq analysis methods [6] [7] [8] [9] [10] [11] . Only PRICE was able to reproducibly identify uORFs/uoORFs with the expected distribution of start codons. In addition, it was the only method able to reliably identify uORFs/uoORFs with both canonical AUG initiation and noncanonical start codons ( Supplementary  Figs. 6 and 7) . Of note, PRICE was >30-50-fold faster than the other methods in analyzing both data sets ( Supplementary Table 2 ), thus enabling Ribo-seq data analysis without special hardware.
To experimentally assess the sensitivity and specificity of our new approach, we prepared a database that contained all ORFs identified by PRICE, ORF-RATER and Rp-Bp in primary human fibroblasts for validation by mass spectrometry. The number of peptides, which originated from the sORFs in our database, remained substantially underrepresented in a large published set of whole-cell proteome data from primary human fibroblasts 15 ( Fig. 1c and Supplementary Table 3 ). Their detection did not exceed the false discovery rate (FDR) of 1% used for peptide identification, which effectively renders this kind of whole-proteome mass spectrometry data useless for the validation of sORF expression ( Supplementary Fig. 8 ).
Peptide presentation by MHC I is thought to depend mainly on translation rates rather than on overall protein abundance 16 . We therefore screened a published data set (data set 1) and a newly obtained MHC I peptidome data set (data set 2) from primary human fibroblasts 17 using our database. Whereas peptide identification based on the sORFs predicted by ORF-RATER and Rp-Bp again did not significantly exceed the FDR, the sensitivity of PRICE was substantially higher than that of the other methods (two and four times more sensitive compared with ORF-RATER and Rp-Bp, respectively; Fig. 1c ) and exceeded the FDR by a Estimate the codons generating the reads with maximum likelihood Codon explained with probability p 0 , p 1 , p 2 in frame 0,1,2
Over threshold Over threshold Over threshold
In-frame
Off-frame Downstream + H 0 : k ~ Binom(n,p bg ) P < 0.0003 1.5 considerable amount. Of note, almost all of the validated ORFs identified by ORF-RATER and Rp-Bp were also identified by PRICE, which confirms the method's high sensitivity.
To assess the specificity of sORF identification, we compared the percentage of validated peptides among all possible peptides from identified ORFs with their respective translation rates obtained by Ribo-seq. For large annotated ORFs, the number of validated peptides in both the whole proteome (Supplementary Fig. 8b ) and the MHC I peptidome ( Fig. 1d) increased with stronger translation. In the MHC I peptidome, validation rates for sORFs identified by PRICE (but not any of the other algorithms) accounted for up to one-third of the validation rate of large proteins ( Fig. 1d ) in two independent experiments ( Supplementary Fig. 9 ). Therefore, sORF-derived peptides are efficiently presented by MHC I in a manner dependent on translation rate but not on abundance. Of note, similarly to the MHC-I-associated peptides originating from the annotated cellular proteins, sORF-derived peptides showed high predicted binding affinities 18 to HLA allotypes ( Supplementary Fig. 10 ). The incorporation of sORF-derived peptides into MHC I thus appears to follow the same rules applicable to large ORFs, which provides compelling evidence that the bulk of these cryptic gene products do not represent artifacts of Ribo-seq experiments. MHC I presentation is thought to arise predominantly from so-called defective ribosomal products (DRiPs), which are rapidly degraded after translation by the proteasome 16 . Our findings highlight striking similarities of DRiPs and sORFs, and thus suggest that efficient targeting of sORF-derived proteins and/or peptides in the DRiP pathway may contribute to their low abundance in the cellular proteome.
We used our validated approach to refine the annotation of the human cytomegalovirus (HCMV) translatome 14 . In contrast to the original analysis of the Ribo-seq data (157 of 168 ORFs), PRICE recovered all 168 ORFs of the reference annotation. Furthermore, we confirmed more than half (248/480) of the novel ORFs identified in ref. 14 and identified an additional 528 putative ORFs that were previously not detected ( Fig. 2a) . Of the 232 novel ORFs not recovered by PRICE, 141 were identified as noise, and the remaining 91 did not show a clear signature of active translation (Supplementary Fig. 11a ). The start-codon distributions of the different sets of putative ORFs clearly show that the majority of PRICE-identified ORFs, but not the ORFs discarded by PRICE, indeed resulted from actively translating ribosomes (Fig. 2b,c) .
It is important to note that, although they showed a clear signature of active translation, about two-thirds of the 528 novel ORFs were expressed at low levels ( Supplementary Fig. 11b ). The functional roles of many of these novel ORFs are therefore questionable. We also identified numerous novel large ORFs (>100 amino acids) with low translation rates ( Supplementary  Fig. 11b ). This is indicative of negative selection against the introduction of stop codons in the HCMV genome and strongly suggests that these indeed are, or once were, functional in the evolution of the virus.
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Methods, including statements of data availability and any associated accession codes and references, are available in the online version of the paper. brief communications reprints and permissions information is available online at http://www.nature. com/reprints/index.html. Publisher's note: springer nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations. online methods Read mapping. All annotations used in this study are based on Ensembl 75. We used Bowtie 1.0 (ref. 19 ) to map reads to rRNA, genomic and transcriptomic sequences. rRNA reads and reads mapping to the mitochondrial genome were discarded; transcriptomic alignments were preferred over genomic alignments. All alignments were mapped to genomic coordinates. Ambiguous alignments (with regard to genomic coordinates) were resolved via an adapted RESCUE procedure 20 . Briefly, for each multimapping read, we assessed the number of reads that mapped uniquely and close to each potential mapping site. For clear-cut cases, reads were mapped to one of the potential sites (for example, when there were no other reads at the other potential sites); in all other cases, reads were mapped to all sites and fractional counts were used (Supplementary Note 1).
Inference of model parameters.
Reads that uniquely mapped within coding sequences and did not overlap a start or stop codon were collected. We defined the frame of a read as the position of the first annotated codon within the read. If a read mapped to more than one isoform in different frames, it was discarded. We counted the three frames for each read class characterized by read length and 5′ mismatch state, which are the sufficient statistics for our expectation maximization (EM) algorithm that determined the maximum-likelihood parameter θ = (a, u 1 , …, u M , d 1 , …, d M ) of the following model (see Supplementary Note 2 for details):
where L is the likelihood function, a is the probability of an untemplated 5′ nucleotide addition, u p and d p are the cleavage probabilities at distance p from the P site codon, R is the set of all reads, l r is the length of read r, and F r is the set of potential start codon positions in a read r according to the annotation.
Codon inference.
On the basis of the inferred model parameter θ, we estimated activity values of all contained codons C for observed reads R within a chunk of the genome by maximizing the likelihood of the following model:
where a c is the activity of codon c, and p r,c is the probability that a ribosome at codon c has generated read r, which can be directly computed from θ (details are provided in Supplementary Note 3) .
Regularization. We use a greedy strategy to seek a sparse solution of codons: first, the maximum-likelihood solution is identified by the EM algorithm (Supplementary Note 3) . Then we check to see whether for each codon, from the weakest to the most active, the decrease in the log likelihood without this codon is smaller than a parameter δ, in which case the codon is removed. δ can be specified by the user or determined automatically through simulation of reads from the model with a specific amount of off-frame reads and by choosing δ such that the off-frame reads are still recognized as such (in this study we used 10% off-frame reads).
Start-codon prediction. First, we sorted annotated ORFs according to their mean activity (geometric mean after removal of zero-activity codons). Then, using bins of 1,000 ORFs, we trained a logistic regression model based on the annotated start codons (positive set) and five random positions within the ORF (negative set). For each ORF, activity values from each sample were transformed using the arcsine function for variance stabilization and divided by the maximal value, which provided the features for regression. To incorporate the massive difference between the start codon and the codons upstream, we used the range-score (i.e., the sum of activities of the 10 codons downstream of the start codon, including the start codon, divided by the sum of activities of codons within ±10 codons from the start codon) as an additional feature for regression. To predict start codons, we computed the probability from the logistic regression for each codon in an ORF candidate and divided that value by the maximal probability. We multiplied the result by a factor penalizing start-codon candidates for which less than 60% of the total activity was downstream of the start codon ( Supplementary Fig. 12) , and thus obtained the final score for start-codon prediction. All codons admissible by their sequence (here, AUG and all codons with one mismatch to AUG) that exceeded a minimal score (here 0.1) were considered as start-codon candidates.
Generation of ORF candidates. First, we identified a set of transcripts from the annotation that was sufficient to explain most of the active codons. In a greedy fashion, the transcript that explained most of the remaining (still unexplained) reads was added to this set, and the procedure was stopped when there was no transcript with at least five unexplained reads. On the basis of the sequence, ORF candidates were generated from each transcript and filtered according to minimal criteria indicative of active translation (e.g., ending at a stop codon, not having an in-frame stop codon, at least five reads, at least 25% of the codons active).
Candidate filtering. All generated ORF candidates were first filtered according to two criteria. First, the number of active codons must exceed a minimum number inferred from annotated ORFs with similar translation strength. Specifically, we computed the threshold for activity as 10% of the geometric mean g of all codon activities (after removing zero-activity codons) for all annotated ORFs. We fitted one smoothing spline to the graph of g against the fraction of codons over this threshold for each annotated ORF (Supplementary Fig. 13a,b) , and one to g against the squared residuals from the first smoothing spline. For a specific ORF candidate with geometric mean g, the minimum number of active codons was computed as the 5% quantile of the beta distribution with mean and variance obtained from the two splines. Second, ORFs for which the total activity of the first five codons was much higher than the total activity of subsequent codons were filtered as abortive translation events. Specifically, we computed the empirical distribution of log 2 fold changes between the average activity of the first five codons and the average activity of subsequent codons for annotated ORFs. ORF candidates were filtered if their corresponding log 2 fold change was less than the 1% quantile of the empirical distribution.
Generalized binomial test.
To test for ORF candidates attributable to noise, we again computed the number of codons exceeding 10% of the geometric mean of codon activities. With no overlapping ORF, the probability that a codon was due to noise was estimated from the upstream, downstream and off-frame regions, and a P value was computed using the binomial distribution. Specifically, for a specific set of codons S,|S| = n, we computed the number k of codons exceeding the 10% cutoff and estimated the noise probability as p (S) = (k + 1)/(n + 2). The pseudocounts used here corresponded to a beta prior distribution similar to the estimation of fold changes in RNA-seq experiments 21 . This provided a function p(S) that mapped any set of codons to a noise probability. The noise probability used for the binomial test was max{ ( ), , ( ), ( ), , ( ),
For an ORF candidate o of length n amino acids, U i contains the 3n codons from all three frames upstream of o with respect to transcript i (1 ≤ i ≤ k). D i contains the 3n codons from all three frames downstream of o, and O contains the 2n off-frame codons of o. With overlapping ORFs, the situation is a bit more complex for both the hypothesis test and the estimation of noise probabilities. First, if an ORF q overlaps with o, then the test also has to respect that a codon exceeding the chosen cutoff in o may be due to q. Thus, the binomial probability is 1 − (1 − p n )(1 − p q ), where p n is the noise probability as before, and p q is computed by an approach similar to that used for the filter for the minimal number of active codons. Specifically, for all annotated ORFs, a smoothing spline is fitted to the graph of the geometric means of all nonzero codon activities against the fraction of codons exceeding the current cutoff for o, and p q is the value of this spline for the geometric mean of q (Supplementary Fig. 13c-f ). If q and o overlap only partly, or if there are several overlapping ORFs, the binomial probability is not the same for each of the n codons of o. Therefore, the P value is computed from the generalized binomial distribution that allows n distinct success probabilities using an efficient algorithm 22 . Moreover, the function p(S) not only counts codons in S exceeding or not exceeding the cutoff, but also respects ORFs giving rise to active codons in S when there are overlapping ORFs. Specifically, for each s ∈ S, the probability p s of being explained by an overlapping ORF is computed as p s = 1 − (1 − p 0 )(1 − p 1 )(1 − p 2 ). p 0 , p 1 and p 2 are the probabilities of the codon to be explained by an in-frame codon (p 0 = 1, if there is an in-frame overlapping ORF), or by an off-frame codon (estimated from smoothing splines like p q ). The expected number of unexplained codons over the cutoff in S then is
where k is the total number of codons exceeding the cutoff and f is the probability mass function of the generalized binomial distribution with parameters {p s |s∈S}. Likewise, the expected number of codons not exceeding the cutoff is Isoform deconvolution. Because of alternative splicing, predicted ORFs may also overlap partly in-frame, that is, there may be codons that are shared between two or more ORFs. This gives rise to the same problem encountered in RNA-seq, where many observed reads can be generated by more than one isoform. Thus, this is a well-studied problem 23 . PRICE uses a widely adopted EM algorithm to deconvolute the contributions of ORFs to such codons, which maximizes the following likelihood: Comparative analysis. The HSV-1 Ribo-seq data set was of better quality (according to the signal-to-noise ratio; Fig. 2e ) than the HCMV data set. Therefore, we reasoned that the ratio of the number of ORFs identified in the HCMV data set (called the test data set) and reproducibly identified in the HSV-1 data set (called the reference data set) to the number of ORFs identified only in the HCMV data set would be a measure of the overall reproducibility of a Ribo-seq analysis method across laboratories. An ORF was assumed to be reproducible if the ORF in the HSV-1 data set showed the same stop codon, and if both ORFs were consistent with respect to introns (i.e., no intronic base pair of one ORF was present in an exon of the other ORF). This prevented analysis to overemphasize the prediction of the correct start codon, which is difficult for all methods that do not use harringtonin or lactimidomycin data. For the inner-laboratory comparison we used the better of the two HSV-1 replicates as the reference data set and the other biological replicate as the test data set. All methods were used with default parameters and applied on the same .bam files as PRICE, with the exception of Rp-Bp, which uses its own pipeline including read mapping. For Rp-Bp, we extracted all mapped reads from the respective .bam files and reappended the sequencing adaptor. We then ran the Rp-Bp pipeline on the corresponding FASTQ files. We allowed for 'NTG' start codons and used the default cutoff for Bonferroni-corrected P values (1%) to call ORFs. We ran ORF-RATER according to its manual, allowing for all start codons with at most one mismatch to ATG and, by default, using an 80% cutoff on the posterior probability. RibORF is not able to infer ORFs by itself; it can only score a given set of ORFs. We therefore identified all potential uORFs and uoORFs starting from start codons with at most one mismatch to ATG according to Ensembl v75, and supplied a Genpred file containing all protein-coding Ensembl ORFs and the potential uORFs and uoORFs. The same is true for SPECtre, which included the computation of FLOSS and ORFScore, where we had to supply custom annotation in GTF format. For RibORF, SPECtre, FLOSS and ORFScore, score cutoffs were chosen such that the combined number of uORFs and uoORFs was 1,000 in the test data set. We used the same cutoff for the reference data set. The offset parameters that had to be supplied to RibORF and SPECtre were taken from a study describing HCMV data 4, 14 and determined according to the optimal deterministic strategy described above for the HSV-1 data. Furthermore, except for the experiment represented in Supplementary Figure 6a before determining the cutoff, we removed all ORFs with an inframe ratio (the number of reads mapped to in-frame codons nature research | life sciences reporting summary November 2017
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