ABSTRACT Heart rate variability (HRV) is an effective predictor of congestive heart failure (CHF). However, important challenges exist regarding the effective temporal feature extraction and efficient classification using high-dimensional HRV representations. To solve these challenges, an ensemble method for CHF detection using short-term HRV data and deep neural networks was proposed. In this paper, five opensource databases, the BIDMC CHF database (BIDMC-CHF), CHF RR interval database (CHF-RR), MIT-BIH normal sinus rhythm (NSR) database, fantasia database (FD), and NSR RR interval database (NSR-RR), were used. Additionally, three RR segment length types (N = 500, 1000, and 2000) were used to evaluate the proposed method. First, we extracted the expert features of RR intervals (RRIs) and then built a long short-term memory-convolutional neural network-based network to extract deep-learning (DL) features automatically. Finally, an ensemble classifier was used for CHF detection using the above features. With blindfold validation (three CHF subjects and three normal subjects), the proposed method achieved 99.85%, 99.41%, and 99.17% accuracy on N = 500, 1000, and 2000 length RRIs, respectively, using the BIDMC-CHF, NSR, and FD databases. With blindfold validation (six CHF subjects and six normal subjects), the proposed method achieved 83.84%, 87.54%, and 85.71% accuracy on N = 500, 1000, and 2000 length RRIs, respectively, using the NSR-RR and CHF-RR ndatabases. Based on feature ranking, the significant effectiveness provided by the DL features has been proven. The results have shown that the deep ensemble method can achieve reliable CHF detection using short-term heart rate signals and enable CHF detection through intelligent hardware.
I. INTRODUCTION
Heart failure (HF) is a clinical syndrome of various heart diseases at severe stages and is also known as congestive HF (CHF). This condition is caused by the inadequate blood filling function of the ventricular pump. A poor heart pump function can cause an insufficient heart discharge volume that fails to meet the needs of body metabolism. Additionally, the blood perfusion of tissues and organs becomes insufficient, and the congestion of pulmonary and general circulation may occur. HF is categorized into four
The associate editor coordinating the review of this manuscript and approving it for publication was Yonghong Peng. levels by the American College of Cardiology Foundation/American Heart Association guidelines. Only patients at levels III and IV exhibit significant symptoms [1] . Worldwide, more than 23 million patients are affected by HF, causing a major public health problem and huge economic burden [2] . In the USA, the total cost of nursing HF patients is $31 billion, and this figure is estimated to increase to $70 billion by 2030 [3] . In addition, the treatment of heart disease comprises the highest health-care costs of low-and middle-income countries.
Echocardiography is often used to diagnose HF in hospitals. This instrument uses ultrasound to measure the stroke volume, end diastolic volume and the ratio between these two quantities, which is also known as the ejection fraction. The general ejection fraction should be between 50% and 70% and less than 40% in the chronic systolic HF. Electrocardiogram (ECG) is another method for detecting CHF. The standard 12-lead ECG remains the most useful instrument in the diagnosis and prognosis of CHF patients. However, the reliability of diagnoses could be further enhanced by signal processing techniques and biomedical analysis [4] , [44] . In recent years, many researchers have worked on CHF detection using ECG. For instance, Dhingra et al. [5] showed that a longer electrocardiographic QRS duration is associated with CHF. Tereshchenko et al. [6] used beat-to-beat QT variability to separate the healthy individuals from HF subjects. Among the recent methods, heart rate variability (HRV) analysis has attracted wide attention for its potential to detect CHF. Nolan et al. reported that the standard deviation of the heart rate (SDNN) can effectively predict the risk of mortality for CHF [9] . Binkey et al. detected parasympathetic withdrawal by a noninvasive HRV spectral analysis and discovered that this feature is a part of the autonomic nervous disorder feature in CHF patients [8] . Yu and Lee detected CHF with bispectral analysis and a genetic algorithm [10] . Woo et al. observed that Poincare plot analysis can detect labeled sympathetic nerve activation in the CHF patients and identified a link between autonomic nerve change and sudden cardiac death [11] . Peng et al. demonstrated a reduction in HR complexity in CHF subjects based on the fractal dimension analysis [12] . Chen et al. proposed a dynamic HRV to describe the dynamic fluctuation of HRV over a 24 h period and achieved an over 95% accuracy [15] . However, they admitted that the robustness of HRV-based approaches remains an issue to be addressed as their sensitivity changes according to the clinical condition [7] .
However, most of the above studies require long-term nRR interval (RRI) data, including the heart rate testing applications currently being developed for use with mobile devices such as smartphones, which are impossible to obtain in health-care situations outside the hospital. The short-term HRV analysis may be useful in monitoring dynamic changes to cardiac autonomic activity [17] . This method has been used to detect cardiovascular diseases, such as atrial fibrillation (AF), and achieved good results [18] . Thakre et al. [19] observed that the lag-response of Poincaré plot indices are related to CHF. Liu et al. presented an entropy (FuzzyMEn) method to classify the normal and CHF patients [14] , and a comparison of the accuracy of entropy arguments on CHF subjects can be found in [13] . Liu and Gao [16] also attempted to detect CHF with short-term RRIs using multiscale entropy analysis based on the RRI signals and a support vector machine classifier. Yoon et al. [20] achieved an 84.49% accuracy in CHF detection by observing 16 heartbeats. They extracted three 'expert features'-normalized root mean squared successive difference (RMSSD), sample entropy (SampEn) and Shannon entropy-and used the threshold values of these variables to detect CHF.
Deep learning (DL) [34] , [36] has been applied in various fields, such as image recognition and speech recognition, and achieved remarkable results [21] , [33] , [35] . In recent years, certain scholars have applied DL to the recognition of ECG signals. Chen et al. provided a CHF detection method based on sparse auto-encoder-based DL of short-term RRIs [7] . Potes et al. [22] used an ensemble of feature-based and DL-based classifiers for detection of abnormal heart sounds. Hwang et al. [23] provided an optimal DL framework for monitoring mental stress using ultra-short-term ECG signals. Pourbabaee et al. [24] used deep convolution neural networks to learn the ECG features for screening paroxysmal AF patients. Nevertheless, a work that integrates the learning and expert features used for CHF detection remains inadequate.
In this paper, we propose an ensemble classifier for CHF detection using short-term HRV data and deep neural networks. We first pre-processed and segmented the data as raw input and then explored and implemented the expert features from a large number of studies. We can separate these features into three types: time-domain, frequencydomain and nonlinear features. Secondly, we used the convolutional net architecture (ConvPool-CNN-C) introduced by Springenberg et al. [38] to extract the DL features. Finally, we combined the types of features and used them as final input to train an ensemble classifier consisting of several gradient decision boosting tree classifiers. Fig. 1 shows an outline of the method.
The paper is organized as follows. Section 2 presents a detailed description of the proposed method, including the database used, feature extraction, network topology, the basic steps and evaluation methods. Section 3 presents the classification results. Section 4 provides a discussion and describes the limitations of the study, and Section 5 presents the conclusion.
II. MATERIALS AND METHODS

A. DATA
In this study, five open-source databases were used to evaluate the proposed method. For CHF patients, the BIDMC Congestive Heart Failure Database (BIDMC-CHF) [39] , [40] and the Congestive Heart Failure RR Interval Database (CHF-RR) [39] , which is available on PhysioBank, were used. The BIDMC-CHF dataset included 15 subjects (11 men aged 22-71 years and 4 women aged 54-63 years old) with severe CHF (NYHA class III-IV), whereas the CHF-RR dataset comprised 29 recordings of subjects (aged 34-79 years old) with CHF (NYHA class I-III). For normal subjects, the MIT-BIH Normal Sinus Rhythm (NSR) [39] , Normal Sinus Rhythm RR Interval Database (NSR-RR) [39] and Fantasia Database (FD) [53] were used. The NSR included 18 subjects with no significant arrhythmias (5 men aged 26-45 years and 13 women aged 20-50 years), the NSR-RR contained the beat annotation files for 54 subjects with normal sinus rhythm (30 men aged 28.5-76 years old and 24 women aged 58-73 years). The FD comprised 120 min of continuous ECG of 20 young and 20 elderly healthy subjects. In these databases, each beat of the raw ECG signals possessed a label indicating a feature type. The beat labels were firstly produced by a simple slope-sensitive QRS detector and then corrected by two cardiologists.
The pre-processing step in this method included two steps: 1) removing the RRIs greater than 2s for ignoring the interference from the artifacts; 2) removing the RRIs marked as abnormal, such as ectopic beats. To compare our results with those of other works, we segmented the data into 500, 1000 and 2000 samples. Table 1 summarizes the number of signals for the different databases in two classes and those after the above two pre-processing steps. Fig. 2 shows the signals of different feature types for the 500 sample length.
B. FEATURE EXTRACTION 1) TIME DOMAIN FEATURES
Time domain features are widely used in the analysis of HRV, as they are easy to compute and feature important clinical value. We used classical statistical methods to calculate the time-domain characteristics of HRV. Firstly, we calculated the typical clinical indicators, such as the mean RR, minimum RR, std_RR, and median RR. In the next step, we selected another eight time-domain features from the literature: 1) SDNN, RMSSD, NN50, pNN50 and CV [25] ; 2)
RRImax described by Du et al. [26] ; and 3) NADev and NADiff proposed by Ghodrati et al. [27] , which are normalized RRI-based features.
2) FREQUENCY DOMAIN FEATURES
We estimated the power spectrum using the Lomb periodogram method [28] . The Lomb method can avoid the complications and pitfalls of resampling and the replacement of outliers without any drawbacks, making it suitable for the power spectrum estimation of heart rate [29] . We calculated the total power, total power of very-low-frequency range, total power of low-frequency range, total power of highfrequency range, low-frequency in the normalized unit range and high-frequency in the normalized unit range [30] .
3) NONLINEAR FEATURES
Nonlinear phenomena often occur in HRV and are determined by the state of the autonomic nervous system, complex hemodynamic interactions and other physiological effects. In this study, Poincaré plots [19] , SampEn [31] , Renyi entropy (RyEn) [32] and detrended fluctuation analysis (DFA) [45] were used to extract the nonlinear features.
A Poincaré plot is a graphical representation of the correlation between consecutive RRIs. This plot is a quantitative visual technology that divides the plot shape into functional classes to indicate the degree of heart disease.
Entropy-related methods can be valuable tools for quantifying the regularity of physiological time series and provide important insights into the underlying mechanisms of the cardiovascular system. SampEn [31] features notable consistency with known random series and has been widely used in the analysis of physiological time series, especially the HRV analysis. Cornforth and Jelinek [32] demonstrated that RyEn can identify CHF effectively. The RyEn is a generalized measure and includes the Shannon entropy as a special case:
where p i refers to the probability that a random variable assumes a given value out of n values, and α denotes the order of the entropy measurement. In recent decades, the DFA introduced by Deng et al. [45] has been used as an effective tool for the detection of long-range correlations in time series and has been successfully applied in the study of heart rate dynamics [46] , [47] .
Briefly, the time series to be analyzed (with N samples) was first integrated. Secondly, the integrated time series was divided into boxes of equal length, n. In each box of length n, a least-squares line was fitted to the data. As a result, the y coordinates of the straight-line segments were denoted by y n (k). In the next step, y (k) can be detrended by subtracting the local trend, y n (k), in each box. Next, we calculated the mean-square fluctuation of this integrated and detrended time series as follows [45] :
This computation was repeated over all time scales (box sizes) to characterize the relationship between F(n), the average fluctuation and the box size, n. Typically, F (n) will increase with box size. A linear relationship on a loglog plot indicates the presence of power law (fractal) scaling. Under such conditions, the fluctuations can be char- acterized by a scaling exponent: the slope of the line relating log F (n) to log n.
4) DEEP-LEARNING FEATURES
Convolutional neural networks (CNNs) are a kind of deep feed-forward artificial neural network [37] . As they require no pre-processing nor feature extraction, CNNs have been widely used in numerous fields, including physiological signal identification [49] - [51] . To date, CNNs have become the main trend in the field of pattern classification. Current mainstream CNNs generally include the following modules: convolutional layers, pooling layers and fullyconnected layers. However, the ConvPool-CNN-C [38] abandons the fully-connected layer of conventional CNNs [37] and replaces it with a global average pooling layer. ConvPool-CNN-C achieves good results on the cifar-10 and cifar-100 databases and exhibits a competitive performance on the imageNet database. Inspired by [38] , a nine-layer ConvPool-CNN-C was trained end-to-end on RRIs and a sequence of labels for each interval. We used a onedimensional CNN to construct the model, as shown in Fig. 3 . Table 2 shows the network architecture that was used as the base classifier in this study. The loss function used in this study was mean-square error, and the Adam optimizer [48] was used for stochastic optimization. We set the learning parameters to default settings according to the literature (learning rate = 1 and decay = 0) [23] .
C. ENSEMBLE LEARNING METHOD
Gradient boosting was first observed by Breiman [43] and later developed by Friedman et al. [42] . This procedure is a machine learning method that can integrate a number of weak classifiers as an ensemble model to solve classification problems. Firstly, we considered a training set {x, y} N 1 , and our goal was to train an approximationF(x) to a function F(x) that minimizes the expected value of the loss function that we set as follows (3):F = arg min
For the boosting method, F(x) can be obtained by a weighted sum of base learners:
where γ i represents the weight of the base learner h i , and b corresponds to the sum of bias values in each base learner. According to the empirical risk minimization principle, the method findsF(x), which minimizes the average value of the loss function on the training set. The method starts from a model that comprises a constant function F 0 (x), and expands it substantially: 
The method applies a steep descent step in the minimization process for simplification, and updates the model according to the following method:
where the derivatives are obtained with respect to function F i . For ensemble learning, we used Xgboost software [41] to determine the importance and interpretation of the above features. Xgboost is a scalable end-to-end boosting system based on the gradient boosting framework introduced by Friedman et al. [42] .
D. STATISTICAL ANALYSIS
As mentioned before, the RR interval was segmented by different length in this study. As a result, there will be multiple RR intervals for one NSR subject or CHF patient, so as the HRV indices value. We calculated their averages values as the individual results, and computed the mean and standard deviation across all subjects. After that, Kolmogorov-Smirnov test was used for testing whether the indices met the normal distribution. If they met the normal distribution, the group t-test was used to test the statistical difference between the NSR and CHF groups. If not, non-parametric test was used [16] , [54] . where TP denotes the number of true positives, FN refers to the number of false negatives, FP specifies the number of false positives, and TN stands the number of true negatives.
III. RESULTS
To verify the proposed method, we compared the results of the proposed approach with those of other studies. However, VOLUME 7, 2019 used the 5 min RRI from the same database. Kumar et al. [44] used the BIDMC-CHF database, NSR database and FD for CHF detection. Therefore, in this study, to examine the proposed method, we used the same datasets for comparison, as shown in Table 3 .
A. STATISTICAL RESULTS Table 4 shows the overview statistical results (mean ± standard deviation) of Top-20 effective features for the two groups when setting the segment length as 500, 1000 and 2000, respectively. The indices without statistical difference between the two groups were marked as gray shadows.
Besides that, we also extracted the first two segments from each subject/patient and calculated the difference results (difference ± standard error of mean) of all HRV indices with the segment length as 500. As shown in Table 5 , there was no significant different between the two RR interval segments in both NSR and CHF groups, as well as in the all groups.
B. TRAINING STAGE
The early stopping method was used in the training stage for preventing overfitting. We hold out 20% of the training data for validation in this stage. The early stopping method stops training when the validation loss has stopped improving. Different network parameters may affect the results. Therefore, we adjusted various kinds of network parameter to reach the best classification results. Since the shortest RR interval length is 500 data points in this study, we set the kernel size as 30, 60 and 120 respectively. The experimental accuracy VOLUME 7, 2019 of validation dataset under different network parameters are listed in Table 6 . By comprehensive consideration, the final parameters are set as Table 2 in Section II. Table 7 lists the overall performance of the training process. 
C. BLIND TESTING RESULTS
In practice, the classification system must deal with completely unknown subjects and not with unknown signal sequences of otherwise known signals, as in the case of cross validation. We have tested the proposed method with blind validation, and the information on the blind validation dataset VOLUME 7, 2019 are listed in Table 8 . Table9, 10 and 11 provide the results and comparisons for different signal lengths.
The results showed that the proposed ensemble classifier achieves a significant performance on the test set of completely unseen patients.
D. FEATURES IMPORTANCE
We also evaluated the importance of all input features by the average information gain used in each decision trees. In general, importance is represented by a score that indicates how useful or valuable all the features were in the construction of the boosted decision trees. A higher relative importance is achieved when an attribute is used more to make key decisions with a model. We plotted the features ordered by their importance, as shown in Figs. 6 and 7. We also listed the details of feature importance in Tables 12 and 13 .
As shown in Table 12 and 13, frequency domain features are less effective than other statistical and deep-learning features, especially for the subjects with less severe CHF (DB2), with a value of 1-2 in the Top-20. Notably, the DL features exert significant effects on the CHF detection.
IV. DISCUSSION
In this study, an ensemble classifier for CHF detection using short-term HRV and deep neural networks was proposed. Five open-source databases were used, and three RR segment length types (N = 500, 1000, 2000) were applied to evaluate the proposed method. With blindfold validation (three CHF subjects and three normal subjects), the proposed method achieved 99.85%, 99.41% and 99.17% accuracy on N = 500, 1000, 2000 length of RRIs, respectively, using the BIDMC-CHF, NSR and FD databases. With blindfold validation (six VOLUME 7, 2019 CHF subjects and six normal subjects), the proposed method achieved 83.84%, 87.54% and 85.71% accuracy on N = 500, 1000, 2000 length of RRIs, respectively, using the NSR-RR and CHF-RR databases.
A possible explanation for the better performance of our method is that the DL features allow more reliable signal abstraction in the high-dimensional space without human operation. The DL system forms a more abstract high-level representation of attribute classes or features by combing low-level features to discover the distributed feature representations in the data. In addition, we combined the DL features with the expert features, which are highly related to the domain knowledge.
However, this study presents several limitations. Firstly, we disregarded the problem on data imbalance. Table 1 shows the uneven sample sizes of healthy and CHF subjects, especially for the experiments using the CHF-RR and NSR-RR datasets. Secondly, only one deep network structure was used in this study. For ensemble learning, the classification performance may be improved by using more feature extractors with large structural differences.
V. CONCLUSIONS
In summary, this study proposed an ensemble classifier for CHF detection, achieving good classification performance. In our future work, we will attempt to solve the issue on data imbalance and apply more complex network structures, such as recurrent neural networks. We expect the method to be a useful automatic tool to increase the detection rate of patients with CHF.
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