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La tèlèinformatique, qui constitue une branche 
importante de l'informatique, èvolue encore fortement. 
Dans les premiers systèmes tèlèinformatiques, les terminaux 
ont ètè reliès directement a 1 · ordinateur central. On a 
ensuite introduit des concentrateurs reliès localement aux 
terminaux par des lignes lentes, et reliès a distance a un 
ordinateur central par des lignes rapides. Une troisième 
ètape a ètè franchie avec 1 · apparition des frontaux 
assurant la gestion des transmissions pour le compte de 
1·ordinateur central. Finalement, nous abordons 
aujourd'hui une nouvelle ètape dans l'èvolution des 
architectures des systèmes tèlèinformatiques avec 
l ' introduction des rèseaux de transmission. 
Des besoins de communication, en vue du partage de 
donnèes, de programmes ou tout simplement de ressources, 
entre systèmes autonomes se font de plus en plus ressentir. 
L'amèlioration des techniques en matière de 
tèlècommunication, la tendance marquèe vers une 
standardisation et la diminution des coats de la 
technologie, notannnent 1·apparition des micro-processeurs, 
ont provoquè une croissance rapide des rèseaux 
d'ordinateurs. on assiste a une explosion des publications 
dans ce domaine et plusieurs constructeurs proposent dèja 
leur propre rèseau: OSA d'Honeywell Bull, DNA de Digital, 
SNA d'IBM, ... 
Avec 1·amèlioration des techniques de communication a 
grande vitesse et sur de courtes distances, qui colncide 
d'ailleurs avec 1·apparition des micro-processeurs, il est 
devenu possible de rèpartir le travail d'une grosse machine 
entre plusieurs machines plus petites ; c·est 
l'informatique distribuèe, qui consiste a donner davantage 
d'autonomie aux diffèrents èquipements constituant un 
système. 
La tendance actuelle de la bureautique repose sur la 
possibilitè de communication entre diffèrents èquipements, 
dans le but de rèaliser des applications informatiques 
distribuèes (Par exemple le courrier èlectronique). Le 
rèseau local, lui, permet le partage d'un processeur unique 
et de ressources chères par plusieurs ordinateurs 
localisès. 
- xi 
Le but de ce mémoire consiste en 1 · etude des possibilités 
de réalisation d·un réseau local . un réseau d·ordinateurs 
fait appel a des concepts globaux d · architecture de reseau. 
La première partie de ce travail s·efforcera de présenter, 
de manière succincte, les notions essentielles 
d · architecture des reseaux d·ordinateurs pour aborder par 
après celles des reseaux locaux. 
Ensuite, on analysera de façon 
différentes techniques utilisées en 
locaux. ce sera le but de la deuxième 
plus précise, les 
matière de réseaux 
partie. 
La troisième partie, dans un monde où 1·on cherche de 
plus en plus a rationaliser les éléments, se penchera sur 
les problèmes de standardisation des architectures de 
réseaux locaux en tentant d · y appliquer le modèle des 
travaux de 1 · rnternational standards Organization (ISO) sur 
les architectures en couches des réseaux. Elle fera 
apparaitre aussi les problèmes de décisions qui existent au 
niveau du choix d·une architecture d·implémentation entre 
composants logiques (software) ou physiques (hardware). 
Enfin, le but de ce mémoire etant 1·étude des 
possibilités de réalisation d · un réseau local, les deux 
dernières parties du travail concernent directement les 
réalisations a · un logiciel de communication (Quatrième 
partie) et d · un prototype de rèseau local au sein de 
1· r nstitut d · rnformatique des FNDP; ce réseau local 
permettra a · interconnecter a coat réduit, les équipements 
dont celui-ci dispose dêja (Cinquième partie). 
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PREMIERE PARTIE 
RESEAUX ET RESEAUX LOCAUX 
RESEAUX ET RESEAUX LOCAUX 
INTRODUCTION 
on rencontre des problèmes de communication a plusieurs niveaux dans 
les ordinateurs: 
a. On en rencontre au sein même de la machine dans les moyens de 
communication qui relient les diffèrentes unitès qui la composent 
(Unitè arithmètique, Unitè de contrôle, mèmoires, processeur, unitè 
d'èchange, etc.) 
b. On en rencontre a un autre niveau entre les diffèrents èlèments qui 
composent un système informatique machine centrale, terminaux, 
periphèriques, etc. 
c. On en rencontre aussi a un niveau superieur lorsqu ' il s·agit de relier 
plusieurs systèmes informatiques entre eux pour crèer un rèseau 
d'ordinateurs. 
L'èvolution rapide de la technologie d'aujourd'hui amène sans cesse de 
nouvelles mèthodes de rêsolution des problèmes de communication. On voit, 
par exemple, apparaitre des mèmoires circulantes (CORDONNIER, PETITPREZ] 
qui concurrencent dèsormais les "bus" classiques internes aux machines. On 
voit apparaitre les fibres optiques qui remplacent les lignes 
traditionnelles qui permettent d ' interconnecter diffèrents èquipements 
entre eux. on assiste aussi au dèveloppement croissant de rèseaux 
internationnaux. Dans ce domaine, 1·avènement des microprocesseurs a 
ouvert une nouvelle voie : les rèseaux locaux. 
L ' objectif de cette première partie sera donc de tracer les grandes 
lignes de ce qu·on appelle rèseaux d ' ordinateurs et rèseaux locaux 
d ' ordinateurs; le but n·ètant pas d · en faire une description complète mais 
de rappeler les caractèristiques essentielles de leur architecture. 
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Chapitre 1 
J,, NOTION DE RESEAU .Q'ORDINATEURS 
!,!, Dêfinitions 
un reseau g·ordinateurs est constitue d'un ensemble de stations 
qui communiquent entre elles au travers d'un rêseau de transport, Ce 
rêseau de communication est constitue d'un ensemble de noeuds 
connectes entre eux au moyen de lignes de transmission. 
Par station, on dêsignera tout equipement utilisateur de rêseaux et 
capable de traiter et de stocker de l'information, c·est-a-dire des 
ordinateurs, des systèmes informatiques, des terminaux intelligents ou 
non, etc. 
Un noeud est une unitê tel un ordinateur, un concentrateur, un 
controlleur ou un multiplexeur .•. , dont le but exclusif est d'assurer 
1·acheminement des informations vers un autre noeud, soit directement, 
soit par 1·intermêdiaire d'autres noeuds. 
Les lignes de transmission sont des moyens de transmission utilises 
pour vêhiculer les informations; ce peut etre des lignes 
têlèphoniques, des cables, les voies hertziennes, etc. qui n·incluent 
pas de fonction de stockage ou de traitement de l'information. 
Une ligne de transmission qui relie deux noeuds et seulement deux, est 
dite ligne bipoint. Par extension, une ligne de transmission qui 
relie plus de deux noeuds est dite ligne multipoint ou a accès 
partage. 
!,~. Topologie des rêseaux de conununication 
La topologie d'un réseau est le modèle d'interconnexion des 
différents noeuds qui le composent. 
La taxonomie de Shoch (SHOCH 2) distingue cinq grandes topologies 
différentes: 
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Réseau en étoile, 




Voici de manière succincte une 
topologies, pour lesquelles on 
d ' architecture, les avantages et les 
apporte, puis quelques exemples : 
description de chacune de ces 
donnera d ' abord le principe 
inconvénients que 1 · architecture 
~-~-~ - Rêseau en étoile 
Dans un réseau en étoile, chaque noeud est directement 
connecté a un seul commutateur central. 
Noeud 
F i g. I.l Réseau en étoile. 
par deux noeuds transitent toujours par le Les messages échangés 
commutateur central 
destinat i on apparente de 
considéré comme moyen 
c · est lui qui ass ure le 
noeuds du réseau. 
Avantages 
celui-ci devient alors source et 
tous les messages, et peut dès lors etre 
de transport partagé entre les noeuds. 
routage des messages entre tous les 
une telle solution est simple a réaliser. 
Elle est aussi efficace pour autant que le 
stations ne soit pas trop êlevê, et que 




Tous les messages transitant par le central, un tel système 
tend rapidement vers une saturation au fur et a mesure que 
le nombre de stations ou le le nombre de communications 
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augmente. 
un tel système n·est pas a l'abri d'une défaillance du 
commutateur central dont il faut d'ailleurs disposer des le 
debut du système, ce qui nécessite un investissement initial 
plus elevè. 
Exemples 
Un exemple typique est la connexion de terminaux a un 
ordinateur. 
~.~.~. Rèseau en anneau 
Un réseau en anneau est un réseau ferme, constitue d ' une 
seule maille, dans lequel chaque noeud n·est connecte qu·a chacun 
de ses voisins directs. 
Fig. I.2 Rèseau en anneau. 
A cause du support physique et de sa configuration, la 
transmission se fait dans un seul sens. En effet, une 
transmission bidirectionnelle provoquerait 1·arrivee a 
destination de deux copies du même message, mais a des moments 
très probablement différents a cause des délais de transmission 
sur les deux chemins parcourus. 
Tout noeud recevant un message qui n·est pas destine a la 
station qui lui est connectée, transmet ce message au noeud 
suivant. Par contre, un noeud qui reçoit un message destiné a la 
station qui lui est connectée, extrait ce message du réseau. 
En d·autres termes, un message passe de noeud en noeud au travers 
de moyens unidirectionnels. 
Ce type de topologie n · implique aucune décision de routage, le 
noeud expéditeur (i) transmettant simplement son message au noeud 
voisin (i+l); ce message transite sur 1 · anneau de noeud en noeud, 
appelés noeuds rèpètiteurs, jusqu·a ce qu ' il atteigne le noeud 
destinataire (j). 
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Ce principe requiert de chaque noeud qu · il soit capable de 
reconnaitre un message qui lui est destiné, et qu · il fonctionne 
en permanence. 
Avantages 
Dans un anneau, les coots sont proportionnels au nombre de 
noeuds a relier. 
c · est une solution facile a réaliser, chaque noeud ne 
connaissant que ces deux voisins adjacents. 
Inconvénients 
Fig . I,3 
Un des inconvénients majeurs d·une pareille solution 
provient du fait que chaque noeud joue un rôle de répétiteur 
et que si 1 · un d·entre eux ne peur. plus assurer son rôle, 
par suite d·une défaillance, tout le réseau est paralyse. 
Ceci a conduit a la constitution d·anneaux doubles opérant 
soit tous les deux dans le même sens, soit en sens opposé, 
ou a des anneaux "tressés" (braided) dont le second ne relie 
qu · un noeud sur deux ou plus. 
(Anneau double) (Anneau tressé) 
Réseau en anneau anneau double et anneau tressé. 
ces systemes permettent alors de court-circuiter un noeud en 
panne ou une l igne cassee entre deux noeuds . 
Souvent, les r éseaux en anneau exigent la présence d· un 
noeud maitre qui contrôle a lui seul tout le réseau: 
certains auteurs [VAN REMORTELJ préfèrent alors appeler les 
réseaux o ù le contrôle est ainsi centralise, "réseaux en 
boucle". 
Exemples 
Anneau de LIU, boucle de PIERCE [LIU 2, PENNEY) , 
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~.~.~. Rêseau maillê 
Un rêseau maillê est un rêseau dont chacun des noeuds peut 
être connecte, a la fois, a plusieurs autres noeuds du réseau; 
il se caractérise donc par 1 · existence possible de plusieurs 
chemins de communication entre deux noeuds. 
Fig. I.4 Réseau maillé. 
Chacun des noeuds doit être capable d · assurer, dans les 
meilleures conditions, le routage d · un message qui ne lui est pas 
destine. ceci nécessite des algorithmes de routage et de 
contrôle de flux assez complexes. 
Avantages 
Dans un rêseau maille, la défaillance d·un noeud n · a pas 
d · influence dramatique sur le comportement global du 
rêseau : les algorithmes de routage doivent simplement tenir 
compte de ce qu · un noeud est momentanêment hors d·usage. 
Inconvênient s 
Un des principaux inconvénients des réseaux maillês est la 
complexitê des algorithmes de routage . 
De plus, l ' adjonction a · un n ieme noeud est assez coateuse 
puisqu · elle peut nêcessiter jusqu · a n-1 nouvelles connexi o ns 
avec les autres noeuds, ainsi que des modif i cations dans les 
logiciels de communicat i on de tous les autres noeuds . 
Exemples 
ARPANET les noeuds sont constitues d · interface s 
processeurs de messages (IMP : Interface Messages Processor) 
auxquels sont connectes plusieurs stations ou hôtes (Host), 
ce qui leur donne en fait 1 · aspect d · une configuration 
êtoilee. Le traffic qui circule entre deux hôtes connectes 
au même noeud, ne circule pas sur le réseau et est appele 
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traffic incestueux. 
DECNET: ici, le logiciel des opérations de contrôle et de 
routage propre au reseau "tourne" sur la même machine que le 
logiciel d'application de la station. On peut dire que le 
noeud et la station ont ete intègres dans la même machine. 
!-~-~- Réseau bus 
A la difference de toutes les topologies precedentes, le 
reseau bus a une structure linéaire (ouverte). 
Fig . I.5 Réseau bus. 
La transmission y est bidirectionnelle et du type de la 
diffus i on : tous les noeuds "écoutent" le bus et seul répond 
celui a qui le message est destine. 
Il n · y a donc aucun problème de routage dans ces architectures. 
Par contre, on y trouvera des conflits d·accès au bus, ce qui 
oblige soit a définir une politique d'accès par priorité, soit a 
admettre que des messages puissent rentrer en collision : on 
parlera alors de gestion de contention. 
Avantages 
Les coats sont proportionnels au nombre de stations a 
connecter. 
La défaillance d · une station n · a aucune incidence sur le 
comportement du réseau. 
Inconvénients 
Il n·y a pas, a priori, d ' inconvénients majeurs propre a ce 
genre d ' architecture, si ce n · est qu·une défaillance du bus 
même paralysera tout ou partie du réseau. 
Exemples 
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Ethernet, Cobus, Net/one (DIGITAL, SOMMER l, UNGERMANN] 
~-z-~. Réseau radio 
Shoch inclut dans sa taxonomie une cinquième famille basée 
sur les systèmes radio, où les moyens de transmissions sont les 
voies hertziennes, bien que cette famille ne constitue pas une 
architecture en elle-même, mais ressemble plus a un réseau bus 
par son principe d'accès aux voies de communication. 
Exemple 
L ' exemple le plus connu est le réseau ALOHA de 1 · universitè 
d'Hawai. 
~-Z-~- Topologies hiérarchiques 
Il n·y a aucunes restrictions a construire, 






Pour des réseaux en anneau, on peut interconnecter un anneau a un 
autre de manière a constituer des niveaux. De cette manière, le 
trafic inhérent a un seul niveau ne circule pas sur les autres 
réseaux, ce qui permet de tirer des avantages du point de vue 




Topologies hiérarchisées de réseaux. 
• 
De la même manière, on pourra interconnecter entre eux et a 
différents niveaux des réseaux bus ou en étoile. 
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~-~· Autres classifications 
Il existe des méthodes de classification des réseaux qui sont 
plus complètes. On citera comme exemple celle d'Andersen [ANDERSON] 
qui englobe entièrement celle de Shoch. 
Le modèle de typologie g·Anderson 
Le modèle de typologie d "Anderson se base sur 
quatre niveaux de choix qui permettent 
architecture particulière d ' un réseau. 
Ces éléments sont par niveau : 
les éléments de 
d"aboutir a une 
1. Stratégie de transfert : le transfert entre deux noeuds peut 
se faire directement sur un chemin, ou indirectement en 
transitant par des commutateurs. 
2. Méthode de contrôle des transferts le contrôle des 
transferts peut être centralisé (un seul noeud contrôle les 
transferts de tous les messages envoyés) ou distribué 
(plusieurs noeuds effectuent ce contrôle). 
3, ~ de chemi n de transfert 
peuvent être de trois types : 
les chemins de transfert 
dédicacés et unidirectionnels de noeud a noeud, 
dédicacés et bidirectionnels de noeud a noeud, 
partagés et bidirectionnels entre plusieurs noeuds. 
4. Topologie g·interconnexion des noeuds : on y retrouve les 
topologies classiques, notamment celles définies par Shoch, 
a savoir bus , anneau, étoile, maille, etc. 
Une combinaison des éléments de ces quatre niveaux fournit alors 
neu f familles différentes de réseaux 
Anneau a contrôle distribué, 
Anneau a contrôle centralisé, 
Réseau mai llé, 
Réseau e n étoile, 
Mémoire commune, 
Bus a contrôle distribué, 
Bus a contrôle centralisé , 
Réseau régulier, 
Réseau i r régulier. 
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Chapitre 2 
1, NOTION DE RESEAU LOCAL 
z.~. Dêfinitions 
on retrouve dans la littêrature beaucoup de dêfinitions variêes 
se rapportant aux rêseaux locaux. En principe, elles s·accordent 
toutes pour dire que : 
1. Les rêseaux locaux forment un 
d ' ordinateurs, 
sous-ensemble des réseaux 
2. On distingue les rêseaux 
des utilisateurs dans 
(COTTON), 
locaux par le fait qu ' il doivent servir 
un environnement gêographiquernent lirnitê 
3, Du fait de ces distances limitêes, un rêseau local doit pouvoir 
assurer un transfert de donnêes g grande vitesse (COTTON, VAN 
REMORTEL), 
4. Enfin , un réseau local doit être fiable. 
Réseaux 







Fig . I.7 
1 Km 50 KB l MB 
Situation des réseaux locaux. 
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La taxonomie de Shoch s · adapte très bien aux réseaux locaux. 
Elle est cependant trop complète. 
c · est pourquoi, on en retiendra principalement 
suivantes : 
les topologies 
RESEAUX ET RESEAUX LOCAUX 
on peut aussi considèrer les rèseaux locaux comme une classe 
intermèdiaire entre les rèseaux longue-distance et les rèseaux 
multiprocesseurs (ou systèmes d'interconnexion entre les processeurs 
et les unitès mémoires, de contrôle et d·entrèe/sortie). Les premiers 
couvrent des distances de 1·ordre des cent ou mille kilomètres et ont 
des vitesses dee transmission de 1·ordre des 50 Kb/s. Les derniers 
couvrent des distances de 1·ordre de quelques mètres et atteignent des 
vitesses de 50 Mb/s. 
Le rèseau local se trouve justement au milieu et, typiquement, il 
couvre une distance de 1·ordre du kilomètre et atteint des vitesses de 
transfert de 1·ordre d' 1 Mb/s. 
z,z. Topologie des rèseaux locaux 
La taxonomie de Shoch s·adapte très bien aux rèseaux locaux. 
Elle est cependant trop complète. 
c·est pourquoi, on en retiendra principalement 
suivantes : 
Rèseau en ètoile, 
Rèseau en anneau, 
Rèseau bus . 
les topologies 
Des exemples concrets de rèseaux locaux relatifs a ces architectures 
sont donnès dans la deuxième partie de ce mémoire. 
z.~. Avantages des rèseaux locaux 
on retrouve dans la littèrature pas mal de discussions quant a ux 
avantages qu·apportent les rèseaux locaux (LOVELAND, MONNIER , NICOUD, 
VAN REMORTEL] . 
De façon générale, on cite le plus souvent 
Le caractère modique des coats d'implantation d'un rèseau local, 
L'amèlioration dans 1 · utilisation des ressources de ces rèseaux 
locaux , 
La possibilité de spécialisation des processeurs, 
La plus grande disponibilité du système, 
La sécuritè des rèseaux locaux et ses incidences au niveau des 
utilisateurs. 
1. Faibl e coat 
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Le coat raisonnable est, de loin, la caractéristique la 
plus souvent citée quand on parle de réseaux locaux. ceci 
est peut-être da au fait qu·elle est elle-même a la base de 
l'évolution actuelle des systèmes décentralisés, ce faible 
coat étant principalement da a 1·essor de la technologie 
actuelle dans le domaine de l'électronique. De manière 
generale, il semble que le coat total d·un système forme de 
plusieurs équipements de faible complexité est moins élevé 
que le coat d'un seul équipement complexe réalisant les 
mêmes fonctions que le premier système (BOUHOT]. 
2. Utilisation optimale des ressources 
Les systèmes centralises se distinguent des systèmes 
repartis par le travail considérable que doit faire leur 
système d ' exploitation pour en assurer la cohérence. 
Puisque les systèmes centralisés font l'objet de requêtes 
nombreuses et diversifiées, leurs systèmes d'exploitation 
sont obligés d'effectuer beaucoup de contrôles et de 
garantir des protections d'accès nécessaires : ce travail 
peut représenter une charge importante du système, avec pour 
conséquence la dégradation des performances . 
Les systèmes répartis permettent, au contraire, d·attribuer 
a chacun des processeurs qui le constituent, une fonction 
bien précise (Gestion d ' une banque de données, gestion des 
impressions, etc.) . 
3. Spécialisation des processeurs 
Cette division du travail apportée par la répartition, 
permet a chaque processeur d·être spécialisé et d'être 
adapté au travail qu·on exige de lui. 
Il est certain aussi que cette spécialisation facilite les 
traitements effectués au niveau local de chaque processeur, 
ce qui n · aurait pas été le cas dans un système centr alisé. 
on obtient ainsi une structure modulaire qui facilite aussi 
la mise au point, 1·intêgration, les modifications ou les 
extensions de tels systèmes. 
4 . qualités des services 
La conséquence d·une meilleure adaptation des 
processeurs aux travaux qui leur sont demandés est 
1·amélioration des services rendus aux utilisateurs grace a 
un temps de réponse minimum, surtout lorsque la majeure 
partie du traitement peut s·exêcuter localement. Chaque 
élément d·un système réparti ayant une certaine autonomie 
(Processeur, mémoire, ... ) il sera possible d·exêcuter 
différents traitements simultanément. 
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s. Fiabilité du réseau 
La tendance a la répartition contribue aussi a 
accroitre la fiabilité d·un système informatique où on 
accepte de moins en moins qu·un seul de ses composants 
n·affecte son comportement global. Une défaillance locale 
d·un des éléments ne doit pas paralyser 1·ensemble d·un 
réseau ceci est possible grace a 1·autonomie de ces 
composants. 
6. Sécurité des systèmes repartis et de leurs utilisateurs 
A 1 · heure où 1·informatique devient 1 · e1ement clê d·une 
organisation, où on lui confie toutes les données vitales de 
cette organisation (Gestion financière, brevets, fichiers 
importants, ... ) la sécurité d·un système informatique est 
primordiale, tant du point de vue vulnérabilité du système 
(Destruction par 1·eau, le feu incidents techniques, 
électriques, ... ) que du point de vue confidentialité des 
informations que le système traite (Vols, fraudes, ... ). 
La sécurité semble etre résolue par le fait de la 
répartition; elle débouche directement sur la disponibilité 
du système. 
La confidentialité d·un système reparti provient du fait que 
certaines informations ne "quittent" jamais le site où elles 
doivent etre traitées. 
A 1·heure actuelle, les problèmes de, la sécurité et de la 
confidentialité soulèvent beaucoup de controverses [DATTIN]. 
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QUELQUES EXEMPLES DE RESEAUX LOCAUX 
QUELQUES EXEMPLES DE RESEAUX LOCAUX 
INTRODUCTION 
On vient de dêfinir conjointement les caracteristiques essentielles 
des rêseaux locaux (Espace gêographique limite, vitesse de tranferts, 
simplicitê, fiabilitê et coot rêduit) et les topologies possibles qu·ils 
peuvent adopter (Bus, anneau, etoile, maille). 
Il est etonnant de voir, depuis une quinzaine d' annê'es, le nombre 
d·architectures diffèrentes qui ont êtê proposêes en matières de rêseaux 
locaux, bien que la majeure partie d'entre elles puisse être repartie dans 
deux categories distinctes. 
Quelles sont ces categories? 





ces architectures et leurs 
seront abordêes dans cette 
QUELQUES EXEMPLES DE RESEAUX LOCAUX 
Chapitre 1 
,!. LES TOPOLOGIES EN PRESENCE 
On a abordé dans la première partie, les différentes topologies des 
réseaux de communication. On a aussi abordê le modèle de taxonomie de 
Shoch qui apparait comme trop complet dans le cadre des réseaux ·locaux . 
.!,!, Dêfinitions et rappels 
Il est peut-être utile de rappeler qu · elles sont les 
caractêristiques essentielles des rêseaux locaux; on en donnera ainsi 
des dêfinitions "imagées" ainsi que des trois topologies avec 
lesquelles on travaillera dans la suite: 
1. Un réseau local peut être considêrê comme un ensemble de noeuds, 
situês dans un environnement géographiquement restreint, qui 
communiquent entre eux via des lignes de transmission. ces 
noeuds êchangent des messages, relativement courts, a des 
vit esses rela tivement élevées. 
2. Le modèle g · interconnexion de ces noeuds se divise en t rois 
classes distinctes : 
Les réseaux locaux du type anneau, où chaque noeud est r elié 
a ses deux voisins immédiats par des lignes de communication 
bipoint. 
Les rêseaux locaux du type étoile, où chaque noeud est 
directement reliê a un unique noeud central qui gère toute s 
les opêrations avec les noeuds satellites . 
Les rêseaux locaux du type bus, 
connectés sur une même ligne 
partagent. 
où tous les noeuds sont 
de communication qu'ils se 
Les architectures de type hiêrarchique relèvent plus d'une 
interconnexion de plusieurs rêseaux locaux distincts et sont 
classêes suivant le type de ceux-ci. 
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3, Il reste a dêfinir les êlêments qui sont le support du dialogue 
entre les noeuds d · un rêseau: 
Un message est un ensemble de caractères de donnêes encadrê par 
deux ensembles de caractères de contrôle, 1 · entête, et 
la. queue . L. entête permet aux noeuds du rêseau de 
connaitre 1·expediteur et le destinataire du message, en plus 
d·autres renseignements tels la longueur ou le type du message; 
la queue contient, elle, les informations nêcessaires au 
contrôle d·erreur. 
Un acquittement, ou accusê de rêception, est un ensemble de 
caractères utilisê pour avertir 1·expêditeur que son message a 
êtê correctement ou incorrectement reçu. L"acquittement . circule 
donc dans le sens "inverse" du message auquel il est associê . 
.l,Z, Le modèle de Shoch et les rêseaux locaux 
ce sont les exigences même d·un rêseau local qui êliminent 
certaines des topologies rencontrêes dans le modèle de Shoch. 
La simplicitê du logiciel de communication va a 1·encontre d·un réseau 
maillê où le contrôle de flux et du routage reprêsentent souvent des 
traitements très complexes . 
La fiabilitê et la disponibilitê se portent en faveur d · une 
dêcentralisation du contrôle des rêseaux locaux; les topologies où ce 
contrôle est trop centralisê seront donc dêlaissêes au profit des 
autres. 
_!.~ . Les deux tendances 1·anneau et le bus 
Au terme de cette élimination, il subsiste en fait deux 
topologies principales, 1·anneau et le bus, sur lesquelles vont s e 
développer a partir de 1969 des idées de réseaux locaux. 
Nous aborderons d · abord les rêseaux locaux basês sur la topologie du 
type anneau, et par l a suite ceux basês sur une topologie de type b us. 
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Chapitre 2 
.6.• RESEAUX EN ANNEAU 
Rappelons brièvement en quoi consiste un rêseau en anneau : c·est un 
rèseau dont chaque noeud est relié par des moyens unidirectionnels a ses 
deux voisins directs. un noeud recevant un message qui ne lui est pas 
destiné, doit aussitôt retransmettre ce message vers le noeud suivant, et 
ainsi de suite pour que ce message soit finalement acheminé jusqu·au noeud 
destinataire. 
Z ,.!, !:! ' anneau de FARMER-NEWHALL (1969) 
(Technique du jeton) 
La première méthode d'utilisation a · un anneau, fut ètudièe dès 
1969 par FARMER et NEWHALL; elle est connue sous le nom de technique 
du drapeau (NEWHALL) ou du jeton (CORNAFION) 
Principe 
Un jeton est gènèrè dès que 1· anneau est mis en marche ce 
jeton est aussitôt attribué a un des noeuds du r è seau . 
Le noeud qui possède le jeton est maitre de 1 · anneau et peut 
alors, s · i1 le veut , envoyer son (ses) message(s) sur 1·anneau. 
Quand il a fini, il relance son jeton sur 1 · anneau vers le noeud 
suivant. Si ce dernier désire aussi envoyer un message, i l f ait 
de même, sinon il passe le jeton au noeud suivant et ainsi de 
suite. 
En d ' autres termes, un jeton circule sur un 
noeud veut émettre un message, il doit 
lorsque celui-ci se présente, le noeud le 
envoie son message, puis relance le jeton. 
Travail des noeuds 
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attendre ce jeton; 
retire de 1·anneau, 
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Le noeud destinataire prend copie du message envoyé, mais ne 
1·enlève pas de 1·anneau. Le message revient donc vers son 
propre expédi teur qui peut alors le retirer de 1·anneau et 
vérifier s· i l a, ou non, ètè altère durant sa transmission. Si 
nécessaire, l e noeud rèèmettra son message jusqu·a ce que la 
transmission se soit réalisée sans accroc. 
A un instant donne, seuls circulent sur 1·anneau les messages en 
provenance du même noeud. 
Format des messages 
Les messages qui circulent sur cet anneau sont de longueur 
variable, c·est-a-dire que la partie "donnêes" peut varier en 
longueur. 
Seul 1·entête a toujours même longueur il comprend les 
renseignements suivants : 
Adresse du noeud destinataire, 
Adresse du noeud expéditeur, 
Type du message (Contrôle ou données). 
1 · 6 6 4 Vor iot•le lrnqlh F[ T,:s;5-.---r,o-m-,-I 0-p-cod-e.,...,--Oa-,a--=----,-[~-o,,,-,.---,j Nol= l.<>00 oxm ,,,.,,) 
Fig. II.l. 
Le jeton n·est, 
spécial ce jeton 
noeud. 
Remarques 
Format des messages. 
lui, constitue que d'un seul caractère 
est accole au dernier message envoyé par un 
J.. Un message ne pourra pas "tourner" éternellement sur 1·anneau 
puisque le retrait ne dépend pas de son contenu : · 1 · expéditeur 
élimine, en effet, tout les messages qu·i1 a émis. 
Il n·existe cependant pas de mécanisme d · acquittement 
1·expèditeur peut seulement vérifier que le contenu de son 
message n·a pas ete altéré. Ceci ne lui garantit pas que le 
destinataire ait pris copie du message. Il existe en effet une 
probabilité non nulle que le destinataire n·ait pas pris copie de 
ce message. 
De même, il existe une probabilité non nulle que deux corruptions 
s·annulent : un message peut sembl er avoir été correctement reçu 
par le destinataire, alors qu·i1 le 1·est pas . 
Un message pouvant être corrompu entre le destinataire et 
1·origine, il faut doter le destinataire d · un système lui 
permettant de reconnaitre un message envoyé pour la première fois 
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de celui ré-envoyé après détection d'erreurs. 
2. En terme de capacité : puisqu·un message n·est retiré que par son 
expéditeur, so % de la capacité de 1·anneau sont perdus a cause 
de la méthode utilisée. 
3. Il existe certains risques dans ce genre d'architecture; 
notamment qu · un noeud s·accapare le jeton trop longtemps, 
interdisant ainsi a d'autres noeuds d'envoyer leurs messages, ou 
que le jeton soit perdu. 
c·est pourquoi 1 · architecture nécessite un ordinateur superviseur 
qui se charge des initialisations, du contrôle de flux, de la 
perte du jeton, etc. 
Mojor lo:,p -
locol loop 
Fig. II. 2 L · anneau de FARMER - NEWHALL. 
4. L"anneau de Farmer et Newhall a ete initialement conçu sous une 
forme hiérarchique, où une boucle de haut niveau transfère les 
· données entre boucles de bas niveau . 
~.~. k anneau "DCS" de FARBER ( 1972) 
(Technique du jeton) 
L"amèlioration faite dans l ' anneau DCS (Distibuted Computer 
System) par rapport a la méthode de Panner et Newhall, vise 
principalement la fiabilité des transmissions de message : c · est le 
problème des acquittements qui permettent, a un noeud expéditeur, de 
se rendre compte dans quelles conditions son message a été reçu, ou 
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eventuellement n · a pas ete reçu, par le destinataire. 
Les differences essentielles se situent donc au niveau du format des 
messages et de leur constitution quelques modifications 
apparaissent aussi au niveau des principes generaux de ce reseau. 
Principes 
Le principe du OCS ( Distributed Computer System) est 
grosso-modo le même que celui utilise dans 1·anneau de Farmer et 
Newhall, si ce n · est 
que les messages ont tous même longueur, fixêe et dêterminêe 
a 1·avance et que les caractères de contrôle, contenus dans 
1 · en-tete et la queue, sont en plus grand nomb~e pour 
permettre un meilleur contrôle des transmissions; 
que les messages sont adresses~ des processus et non a une 
station chaque noeud contient une table associative qui 
indique le nom des processus qui s·y dêroulent (Jusqu·a 16 
processus) . Lorsqu·un message passe dans un noeud, la table 
associative est consultee : si le processus destinataire est 
prêsent , le message est copiê dans une file d ' attente du 
noeud et des informations d'êtats sont mises a jour dans le 
message qui retourne alors vers son expêditeur; 
qu · un noeud ne peut jamais envoyer qu · un seul message a la 
fois lorsqu ' il a reçu le jeton. 
Format des messages 
Chaque message contient le nom du noeud d'origine. ce noeud 
pourra donc effectuer le retrait du message qu · i1 a êmis après un 
tour complet dans 1 · anneau. 
Les d i fferences fondamentales entre le format des messages "OCS" 
et ceux de 1 · anneau de Farmer et Newhall, consistent dans 
l ' adjonction d ' un b i t de paritê positionne par le destinataire , 
d 'un indicateur de copiage qui i ndique si l e message a e t e copiê 
ou non, et d · un code de contrôle g · erreur (CRC) . 
Mrss<:19(' 1n t~ comrvt~r!. rrY:'fT'O#'y 
1h tQ 11:, ~ e,~ ~JG 
~~;_-p~~J:if] ,,-,l -=1 
[1 .. ~·~22P 
'----'-~~ 
~l~~rot I T 1m,ng j 1 ~~n J 
MC'HOgr. os \rgn5,m1ttcd 
Fig. II . 3 Format des messages. 
Puisqu · un noeud ne peut jamais emettre qu·un seul message a 
la fois lorsqu ' il a reçu le jeton, il est clair que ce jeton est 
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toujours accolê au message envoyê. 
Remarques 
1. Le mêcanisme d · acquittement permet a 1·expêditeur de savoir non 
seulement si le message a êtê copiê, mais aussi s·i1 a êtê 
correctement reçu. 
2. On n·utilise toujours que 50 % de la capacitê de 1·anneau puisque 
les messages ne sont retirês que par leur propre expêditeur, 
lorsqu'ils y sont de retour après un tour complet. 
Fig. II.4 L'anneau de FARBER. 
3, Il existe toujours un noeud principal qui se charge de la 
supervision du rêseau. 
4. Un processus peut "bouger" dans le système sans que d ' autres 
processus n · en soient avertis. 
s . La fiabilite du rêseau est rêalisee grace a un second anneau 
(Daisy chain) qui ne relie qu·un noeud sur deux: on obtient 
ainsi des anneaux tressês (Braided) de sorte que lors d ' un 
mauvais fonctionnement d ' un noeud ou d ' une ligne, le noeud 
suivant reçoit ses donnêes depuis la seconde ligne, excluant 
ains i de façon logique, le noeud ou la ligne dêfaillant, 
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(Technique du plateau tournant) 
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Les etudes theoriques des reseaux locaux que Pierce a 
entreprises, ont conduit des 1972 a la realisation d'un reseau local 
base sur une construction hierarchique a trois niveaux de plusieurs 
boucles : on trouve ainsi une boucle nationale unique sur laquelle se 
greffent des boucles regionales, sur lesquelles se greffent enfin des 
boucles locales. 
Fig. II.5 L'anneau de PIERCE. 
Imaginons que dans la methode de Farmer et Newhall on retire le 
message a destination et qu·on désire utiliser 1·espace gagne sans 
attendre : les bytes seront emis sans problemes a condition que le 
message nouvellement émis soit plus court que le message r e tire, s ino n 
il a un risque d'alterer le message qui suit. 
Une solution serait alors de fixer la longueur des messages : c·est ce 
qui est fait dans 1·anneau ocs, mais la capacite reste fort limitée 
parce qu · on ne retire tout de meme pas le message a destination. 
L'anneau de Pierce tend a accroitre cette capacité en réutilisant la 
place libérée lors de 1·extraction d·un message arrive a destination. 
Principe 
Chaque boucle comprend un noeud de type b qui agit comme 
superviseur de la boucle, plusieurs noeuds de type~, les noeuds 
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qui communiquent, et un noeud de type ~ qui est la porte de 
communication entre deux boucles de niveaux diffèrents. 
Le noeud a agit comme une source qui genere initialement des 
segments (Slots) a intervalles reguliers. A chacun de ces 
segments, ou cases, est associé un drapeau (Flag) qui indique 
s'il est libre ou occupe par un message. 
Les messages ont une longueur fixe et on s · arrangera pour obtenir 
des segments assez grands pour les contenir. 
F i g. II.6 Technique du plateau tournant. 
on a retenu l ' idée de Farber en utilisant des messages de 
l ongueur fixe, mais en plus, dans ce système, plusieurs messages 
d'ori gines différentes peuvent circuler sur chaque boucle : cette 
technique est connue sous le nom de plateau tournant [CORNAFION), 
En d ' aut r es termes , c · est comme si les noeuds sont d i s p oses 
a ut our d ' un plateau qui tourne devant e ux. Ce plat e au, qui 
reprèsente 1 · anneau, est divisé en un certain nombre de segments 
auxquels est associe un drapeau qui indique s • i1 est vide, 
c · est- a-dire qu ' il ne cont i ent aucun message, ou s ' il e s t occupe 
par un message . 
Travail des noeuds 
Les noeuds~ ne participent pas a 1·echange de messages mais 
agissent seulement en temps que generateurs de segments libres ; 
ils se chargent aussi du contrôle de la boucle sur laquelle il 
sont situes et des messages perdus qui y circulent . 
un noeud~ peut "déposer" son message sur la boucle dè s 
qu ' il rencontre un segment vide. En ecrivant ses donnèes dans ce 
segment, il modifie ègalement le drapeau qui indique maintenant 
un segment plein. 
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Tous les noeuds~ relaient le message jusqu·a destination. La le 
message est copiê et le drapeau est repositionnê, de sorte que le 
segment redevienne libre . 
Les noeuds ~ sont semblables aux noeuds 
s·occupent en outre d'aiguiller les messages 
noeuds situês sur une autre boucle. 
B, mais ils 
adressês a des 
Format des messages 
Les messages ont des formats de longueur fixe comme il a êtê dit. 
seul leur entête varie suivant que le message ne doit circuler 
que sur une même boucle ou qu·il doit changer de boucle pour 
atteindre sa destination; dans ce cas, 1 · entête contient toutes 
les informations nêcessaires a son routage. 
~G 1 
ArtJ trory numt,c~ 
or onc s r("nu, ltcd 
bctwrc-n btoc~ 
Do\o 1 Dolo 2 
neg1onol L oco 1 
loop 1 toor, 
drs\ ;not 10n dt-s1 ,no 1,on 
llicd by C sto\lons \o 
cc:rnnutr mc.5,sogc routtr,g 
throl.gh o oelv,,ork ol looc,s, 






Writ l c n by C slo \ 10'"1 on 
1hc loc,p ,n whch the 
mes~ or,9,no te<t 
fl1' Do\o ,, l]J 
Format des messages de Pierce. 
de Pierce ne prêvoit pas de 
g_ · acguittement, ce qui aurait d'ailleurs êtê 




probabilitê que le message soit incorrectement reç:u ou ne le soit 
pas du tout est donc toujours non nulle. 
2. La statêgie utilisêe (Rêutilisation de la place libêrêe), permet 
d ' accroitre sensiblement la capacitê du rêseau puisque tout 
message est retirê de 1 · anneau a destination, et qu·i1 n·y a pas 
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de mecanisme d ' acquittement. 
3, Il existe toujours un noeud principal (Noeud de type A) qui 
supervise 1·anneau. Il est toutefois etonnant de constater que 
ce noeud ne puisse egalement echanger de messages. 
~._1. La "Spider Loop" de FRASER (1973) 
(Technique du plateau tournant) 
La boucle de Fraser est constituee d ' un ensemble de boucles qui 
sont toutes controlees par un superviseur situe dans un même noeud 






Fig. II, Sa Boucle de FRASER. 
La strategie de fonctionnement de chaque boucle est la même 
que celle utilisee dans le reseau de Pierce : un certain nombre 
de segments, qui sont soit vides soit occupes suivant 1 · etat du 
drapeau qui leur est associe, circulent en permanence sur la 
boucle. Les messages, qui y sont deposes, transitent d ' abord de 
leur expediteur vers le noeud central, même si les deux 
interlocuteurs sont situes sur la même boucle. ce noeud central 
se charge ensuite de les aiguiller vers la boucle où se situe le 
noeud de destination. 
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Travail des noeuds 
L"èmetteur dépose, dès qu · il le peut, son message dans un 
segment qui circule sur la boucle sur laquelle il est situé. Le 
message arrive jusqu · au noeud central, même s · il rencontre en 
route son destinataire qui, d "ailleurs, ne le reconnaitra pas. 
Ceci est da au fait que les noeuds ne connaissent eux-même que 
leur adresse réelle, alors qu • ils sont adressés de manière 
virtuelle par les autres noeuds. ce mécanisme a ètè adopté pour 
réduire le nombre d'informations nécessaire dans 1·en-tête de 
chaque message. 
Fig . II . Sb Une boucle du réseau de Fraser. 
Le destinataire copie le message qu ' il reconnait et le 
ret i re aussitôt de la boucle , permettant ainsi de réutiliser le 
segment qu ' il occupait. Il n · y a donc plus de mécanisme 
d·acquittement dans cette architecture, comme d ' ailleurs dans 
celle de Pierce . 
Le noeud central se charge , lorsqu · un message y arrive, de 
conver tir le nom v i rtue l du destinataire en une adresse réelle, 
puis i l détermine la boucle sur laquelle il faudra envoyer le 
message pour qu ' i l arrive a dest i nat ion . 
c · est lui aussi qui génère les segments qui c i rculent sur l es 
différentes boucles. 
Format des messages 
Les messages sont divisés en deux parties distincte s 
L ' entête du message : il 
virtuelle puis réelle, 
1·expèditeur. 
comprend l'adresse, initialement 
du destinataire, et l ' adresse de 
Le message proprement dit, qui est lui-même dècomposè en 
trois parties : 
l ' identification qui contient le numero de séquence du 
message, son type et sa longueur, 
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Format des messages de Fraser. 
Remarques 
Pour les transmissions qui concernent deux noeuds d · une 
même boucle, la technique perd tout son intérêt. Le message 
fait en moyenne un tour complet pour rejoindre la 
destination: un demi tour pour aller de 1 · expéditeur vers 
le noeud central, et un autre demi tour pour aller de 
celui-ci vers le destinataire. 
Pour parer cet inconvénient, le 
adopté : un noeud ne doit relayer 
est pas destiné. ceci oblige les 
propre adresse virtuelle. 
principe suivant a été 
un message que s"il ne lui 
noeuds a connaitre leur 
Du point de vue du fonctionnement isolé de chaque boucle, le 
réseau de Fraser se rapproche très fort de 1·anneau de 
Pierce. 
~-~· b · anneau de CAMBRIDGE (1975) 
(Technique du plateau tournant) 
L"université de Cambridge a développe en 1975 
directement inspiré de celui de Pierce, 





supporter l es 
Le réseau est composé d ' un anneau sur lequel circulent 
continuellement des segments (Pierce : Technique du plateau 
tournant). ces segments sont générés par un noeud moniteur, 
similaire au noeud de type A de Pierce, qui contrôle aussi les 
messages perdus. 
Chaque segment possède son drapeau qui indique s "il est libre ou 
occupé. 
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Travail des noeuds 
Un noeud qui veut èmettre attend le premier segment libre 
qui passe devant lui et y dèpose, outre les informations 
classiques de routage (Adresse d'origine, adresse de destination, 
Contrôle d'erreur, etc .) UN SEUL byte d'information utile. Ce 
noeud ne peut plus èmettre d'autres messages tant qu'il n · a pas 
rècupèrè celui qu · i1 vient d'émettre. ceci permet d'avoir une 
mèthode d·acquittement, inexistante chez Pierce. 
A sa destination, le message est copiè mais n·est pas retirè 
de 1·anneau : c·est son propre expéditeur qui s · en chargera 
lorsqu'il y sera de retour. 
Remarques 
l. Le protocole d · acquittement utilisè (Du genre de celui de 
Farmer) amène une perte rèelle de 50 % de 1·utilisation de 
1·anneau. Par ailleurs, il est èvident, puisque chaque message 
est très court, qu · un acquittement n · est pas nécessaire pour 
chacun d ' entre eux. 
2. La rapidité de transmission dans cette architecture, près de dix 
fois celle de Pierce soit 10 Mbits/s, prime sur sa capacité. 
~.§.. k anneau "DCLN" de LIU ( 1975) 
(Technique du règistre g · insertion) 
Les architectures exposées jusqu·ici présentent toutes les mêmes 
inconvénients : présence d ' un noeud principal, capacités plus ou moins 
restreintes du rèseau suivant le mécanisme d'acquittement utilisè. 
L'inconvénient majeur rèside dans la présence d ' un noeud principal 
(Moniteur ou superviseur) qui a pour conséquence de centraliser le 
contrôle du rèseau. 
Dans cette opt i que, Liu a voulu développer un rèseau d ' ordinateurs au 
contrôle totalement distribué (Distributed Computer Loop Network) pour 
interconnecter entre-eux des ordinateurs de différentes tailles (Midi, 
mini et micro ordinateurs), des terminaux et d·autres pèriphèriques, 
sans qu · aucun d ' entre eux n ·ait dans ses attributions une fonction de 
superviseur. 
~.§..~. Critiques des architectures prècèdentes 
Une critique des architectures qui ont ètè vues jusqu · ici 
peut être faite sur base de plusieurs critères : 
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z.~,1-1, Contrôle centralisé 
Toutes les architectures précédentes sont pilotées par 
un noeud moniteur ou superviseur (Central switch de Fraser, 
noeud "A" de Pierce, etc.); ceci présente trois 
inconvénients majeurs : 
i. La fiabilité de tout le réseau est menacée par la 
moindre panne d'un de ces noeuds superviseurs. 
Autrement dit, en terme de probabilité : 
si Ps = la probabilité que le noeud superviseur tombe en panne e~ 
si Pr= la probabilité que le réseau soit paralysé en raison d'une panne, 
alors Pr >= Ps. 
2. Il faut développer, en gènèral, deux~ de noeuds, 
ce qui ne facilite certainement pas les tests et les 
expérimentations préliminaires. 
3. AU niveau de la réalisation de ces réseaux, le fait de 
devoir initialement disposer d'un noeud superviseur va 
accroitre les coats de développement, d'autant plus que 
ces noeuds ne seront réalisés qu·en peu d'exemplaires. 
~ -~-1-~- Longueur des messages 
Les messages qui circulent sur le réseau sont en fait 
des messages crèès par des processus, au cours de leur 
exécution, a destination d "autres processus. La nature de 
ces messages dépend donc étroitement du traitement fait par 
ces processus (Transfert de fichiers, transfert de données 
binaires, de caractères, etc . ) 
Il semble donc, a priori, naturel d·utiliser des messages de 
longueur variable, voire "de longueur aussi grande que 
possible". Mais ceci soulève certains problèmes 
Il faut prévoir des tampons de taille suffisante pour 
contenir ces messages, 
La probabilité qu·un bit d ' information soit corrompu 
lors du transfert êtant non nulle, la probabilité 
d'erreurs dans le transfert d ' un message croit avec la 
longueur du message. 
Il est donc nécessaire, par souci g·efficacitè de limiter ou 
de fixer la longueur des messages. 
La méthode de Farmer et Newhall permet de travailler 
avec des messages de longueur variable qui, après avoir 
quitté leur destination, occupent inutilement de la place. 
Il serait possible d·amèliorer cette méthode en sachant a 
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1 · avance que 1 · emplacement qui se prèsente au noeud peut-
être utilise. 
Toutefois, la zone libèrèe ètant de longueur inconnue 
puisque la longueur varie, il sera difficile pour un noeud 
de prendre la responsabilitè de commencer 1 · èmission d · un 
message dans cette zone, sans savoir s·il y aura assez de 
place pour 1 · y insèrer sans qu · il en dèborde, ce qui aurait 
pour consèquences d · ècraser d·èventuels messages qui 
suivent. 
On peut nèanrnoins envisager plusieurs solutions qui 
tenteraient d ' èliminer ces limitations. 
1ère solution 1 · entête de chaque segment libre peut 
disposer, outre le flag d'occupation, d·un indicateur de 
longueur de la zone libèrèe, Cette mèthode semble ne jamais 
avoir ètè rèalisèe, Elle necessite une technique de 
"Garbage collecter" pour rassembler les segments non 
utilises . 
2ème solution puisque le problème provient de la variation 
de la longueur, il suffit de fixer cette longueur, soit L, 
pour supprimer le problème. Toutefois, le choix de la 
longueur reste dèlicat. 
si Lest petit, la quantitè d'information utile sera 
faible par rapport a la quantitè d · information de 
service (Adressage, contrôle d · erreur) ; de plus, le 
pourcentage d ' erreur ètant liè a la longueur du 
message, le taux d ' erreur sera faible et les 
acquittements seront rarement utiles. 
si Lest grand, il y a un risque de perte de capacitè, 
puisque des messages peuvent être plus courts que 
1 · espace disponible dans chaque segment libèrè; le 
taux d·erreur et de retransmission seront plus èlevès 
puisque les messages sont plus longs. 
Ces remarques ne permettent pas d ' affirmer que la mèthode 
est mauvaise , mais souli gnent simplement la difficultè du 
choi x d ' une longueur fixe. 
l -~•l• ~ · anneau! insertion de régistre 
L'architecture proposée par Liu 
avantages des mèthodes prècèdentes 
inconvénients. 
tente de combiner 
sans en subir 
les 
les 
Ainsi, la méthode amène une solution attrayante au problème pose, 
en permettant 1 · utilisation de messages de longueur variabl e qui , 
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Chaque noeud possède un registre a décalage au moins 
aussi grand que la longueur maximum (lmax) des messages qu · 
il peut envoyer. ce registre sera utilise des que le noeud 
veut insérer un nouveau message sur 1·anneau d'où 
1·architecture porte le nom g·insertion de registre. 
Quand un noeud a un message a envoyer, il attend d ' abord, 
s · i1 y a lieu, que le message qui circule devant lui soit 
complètement passe (Fig. II.Sa), 
- c=D ~--------' 
Rég~s~re ~ 
décalage LJ 




B : Le Noeud transmet son message. 
RaD 
C : Le régistre à décala g e est vidé. 
Fig. II.10 Le mécanisme de 1 · anneau DCLN. 
Ensuite, il dérive 1·entree de 1·anneau vers le regis tre 
a insertion, et dépose alors son message sur 1·anneau (Fig. 
II.Sb). Pendant 1·emission de ce message (l<=lmax) d'autres 
messages reçus (l'<=l<=lmax) sont déposes dans le registre . 
Dès qu'il a termine, la sortie du registre d'insertion est 
rebranchée sur 1 · anneau (Fig. II.Sc), et le message retardé 
reprend son chemin. Le registre d'insertion sera occupe 
tant que des messages arriveront sur 1·anneau. Au fur et a 
mesure que 1·anneau n·envoie plus de messages, le registre 
d'insertion se vide, jusqu·a ce qu'il le soit complètement, 
pour etre finalement déconnecte : il se comporte donc comme 
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une extension locale de 1 · anneau. 
Le destinataire retire le message de 1·anneau et envoie 
un acquittement, très court, vers 1 · expediteur du message. 
Format des messages 
Le message "DCLN" (Fig. II.11) est composè des trois 
parties suivantes : 
L'en-tête qui comprend les adresses d ' origine et de 
destination, permettant ainsi d'adresser un processus, 
et un ensemble d'informations relatives au type du 
message et au contrôle des messages perdus. 
La partie donnèes. 
La queue qui comprend les informations nècessaires a 
la dètection des erreurs de transmissions. 
Fig. II.l.l Format des messages DCLN. 
Remarques 
l. Le reseau DCLN repond aux problèmes poses 
L ' utilisation de 
optimale : il n · y 
aux segments vides 
tournant, que si 
messages . 
la capacitè de 1 · anneau est 
a de "trous", ce qui correspond 
de la technique du plateau 
aucun noeud ne veut emettre de 
Il ne comporte pas de superviseur, le contrôle e s t 
donc entièrement distribue . 
La longueur d · un message n·est pas seulement 
variable d·un message a un autre, mais peut aussi 
diffèrer d'un noeud a un autre, suivant la 
longueur du registre d ' insertion local. 
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Aucun noeud ne peut 
1 · anneau comme dans 
Ici, un noeud emet 
concurrence de 
d'insertion. 
se rèserver 1 · utilisation de 
le cas des techniques a jeton . 
dès qu ' il le desire, et a 
la taille de son registre 
Les messages sont adresses a des processus situes dans 
des noeuds. 
2 . Il faut neanmoins prevoir des mecanismes pour la 
recupèration des messages perdus, qui peuvent etre 
supportes par chacun des noeuds (LOBELLE 2). 
3. La mise hors circuit d ' un seul noeud (Panne , 
defaillance) paralyse tout le reseau si on ne prevoit 
pas un mecanisme qui court-circuite le noeud (Relais). 
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Chapitre 3 
J_. RESEAUX BUS 
Avant la fin des annêes 60, les rêseaux bus se limitaient pratiquement 
aux lignes multipoints ou bus de communication internes des ordinateurs. 
ces structures sont caractêrisêes par le fait de 1·accês dêterministe: 
avant d·obtenir ce bus et de 1 · utiliser comme moyen de communication, les 
noeuds, qui y sont connectês, doivent obtenir prêalablement 1·autorisation 
d · accès soit d·un organe maitre, soit par concertation entre noeuds grace a 
un moyen spêcialisè. L · accès, subordonnè a cette autorisation, est règit 
selon une sêquence rêpondant a des règles prêdêterminêes. 
Depuis lors, la plupart des rêseaux bus utilisent une mêthode d · accès 
alèatoire qui n · exige pas d·autorisation prêalable pour émettre; 1 · émision 
devient 1 · initiative propre de chaque noeud. 
Le développement des réseaux du type bus a eu un précurseur en la 
matière ce précurseur n · est pas a proprement parlé un réseau local 
puisqu • il s·étend sur plusieurs centaines de kilomètres ... 
J_._!. Un précurseur : le réseau ALOHA (1969) 
(Techni que de 1·accès alêatoire) 
c · est en 1969 que le réseau Aloha est entrê en opé rati on. Il 
êtait rêvolutionnaire quant a sa conception sur deux points au moins : 
L· originalité dans 1 · utilisation des voies hertziennes comme 
moyen de communication plutôt qu·un réseau cablé . 
Le fait de ne plus utiliser une méthode d·accès déterministe. 
Ce réseau a été conçu par 1 · université d·Hawai, et devait relier un 
ordinateur situé a Honolulu avec plusieurs terminaux intelligents 
dispersés dans quelques !les du Pacifique. L · ordinateur émet vers 
chaque terminal par le biais d·un canal radio de diffusion. Le canal 
de réception de 1·ordinateur étant unique, les terminaux désirant 
émettre vers 1 · ordinateur doivent se partager ce canal commun. 
ce partage se fait donc de manière aléatoire sans autorisation 
prêalable . 
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Ordinat, ur Emetteur 
Récepteur 
central 
Fig. II .12 Le réseau ALOHA. 
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1.z. Mêthode g·acces aleatoire utilisee dans le reseau Aloha 
Les terminaux n · ont pas d·accord entre eux pour dêterminer celui 
qui peut utiliser le canal le premier. Quand un d'entre eux a un 
message a transmettre a 1·ordinateur, il 1·envoie sans se preoccuper 
des autres. 
Si le terminal a de la chance, aucun autre n·emet a ce moment la, son 
message arrive correctement a 1·ordinateur. Celui-ci renvoie alors un 
acquittement au terminal. 
Si par malchance, il émet juste quand un autre terminal émet son 
message, les deux messages s·embrouillent 1·un 1·autre. L·ordinateur 
d·Honolulu ne reconnait aucun message valide, et n·envoie donc aucun 
acquittement. Après un certain laps de temps, les terminaux entres en 
collision dêcident que leurs messages sont perdus et qu·ils doivent 
reessayer. 
s · ils le font après un laps de temps fixe, ils rentreraient a nouveau 
inêvitablement en collision. c·est pourquoi ils attendent chacun 
pendant un laps de temps aleatoire avant de réessayer, jusqu·a 
1 · aboutissement d'une émission correcte. 
1,1, Amêlioration de la méthode 
La mêthode exposée, 1 · acces aleatoire, est cependant trop 
simpliste et le besoin d · ameliorer le système s·est rapidement fait 
sentir : il est stupide de voir un message corrompu par 1·emission 
d · un autre terminal, alors que le debut de sa transmission est 
parfait . De même, il n · est plus utile de continuer d · emettre la suite 
d·un message corrompu puisqu · aucun acquittement n·y fera suite. 
Une première amêlioration prévoit que chaque terminal écoute 
avant d·emettre (Listen before talle) de manière a vêrifier qu · aucun 
autre message ne soit actuellement en cours de transmission. 
Ceci évite, en principe, de faire rater une êmission qui avait b i en 
commencé, mais ne garantit tout de même pas qu'il n · y aura plus de 
collision : deux terminaux, ayant chacun trouve le canal libre, 
peuvent commencer simultanément la transmission de leurs messages qui 
rentreront en collision. 
Ceci nous conduit a la seconde amêlioration faite a la methode 
d.Aloha : le terminal écoute son message pendant gy·il 1·emet (Listen 
while tallcing). Il pourra ainsi détecter si ce message a ete corrompu 
par un autre message. Si c·est le cas, il stoppe immédiatement son 
émission, il n·y a en effet plus de ' raison de continuer, et il attend 
un laps de temps de durée aléatoire avant de reessayer. 
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.J.,.1, Le rèseau ETHERNET (1975) 
(Technique du bus~ contention) 
Le réseau Ethernet s•inspire directement du principe d'Aloha, 
d · oo il tire d'ailleurs son nom: l ' Ether (En anglais), croyait-on au 
XIXe siècle, est un gaz omniprésent qui porte les signaux radio. 
L'idée de base d'Ethernet est de trouver un support autre que les 
voies hertziennes, qui permette le même type de stratègie d'accès dans 
un seul batiment. Ce support, appelé bus passif, est un cable coaxial 
auquel sont raccordès tous les noeuds. 
Fig. II.13 Le réseau ETHERNET. 
Principe 
Lorsqu · un noeud veut emettre, il ecoute le 
qu ' il soit libre, c · est-a-dire qu·aucun autre 
cours de transfert. Lorsque cette condition 
noeud peut commencer son émission. 
• 
bus, et attend 
message ne soit en 
est vèrifièe, le 
Simultanément, il écoute le bus pour vérifier que ce qui est 
transmis correspond a ce qu'il a èrnis. 
Le cas de discordance correspond a une collision, où deux 
noeuds, ou plus, ont émis leur message en même temps. Dans ce 
cas, chaque èmetteur abandonne le transfert en cours et ne 
recommencera 1·emission du message qu·au bout d'une durée de 
temps fixèe alèatoirement, ceci pour diminuer la probabilité 
d ' une seconde collision entre les mêmes messages. 
Par ailleurs, tous les noeuds sont constamment~ 1 · ecoute du 
bus, et prennent sur celui-ci tous les messages qui leur sont 
adresses. 
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Format des messages 
Le format des messages a ete etudiê de 
sache au plus vite si le message qui circule 
destine. L'adresse du destinataire est pour 
tête du message. 
sorte qu·un noeud 
sur le bus lui est 
cela disposée en 
Control~ 8. Destination Origine >, Données ... de 
E-< pari té 
Fig. II.14 Format des messages d'Ethernet. 
Remarques 
1. Le principe utilise est souvent frappe du sigle CSMA/CD pour 
Carrier Sense, Multiple Access, Collision Detection, ce qui veut 
dire 
Carrier sense : dêtection de la présence d'un signal, et par 
















on 1 · appelle aussi souvent Bus~ contention. 
2. Il est important de noter qu · une collision ne peut plus survenir 
que dans le dêbut de 1 · emission du message. Supposons que le 
noeud!, situe a une extremite du bus, vienne de commencer 
1·emission de son message. Le signal n·a pas encore eu le temps 
d·atteindre 1 · autre extrêmite du bus où se trouve un noeud i, ce 
dernier peut encore trouver le bus libre, grace au carrier sense, 
bien qu·une émission soit deja en cours, et peut aussi commencer 
a emettre. 
Par contre, si le premier caractère a eu le temps d ' atteindre le 
noeud i, au moment ou celui-ci dêsire émettre, il trouve le bus 
occupe, et doit attendre, avant d'émettre, que le bus redevienne 
libre. 
Une collision ne peut donc survenir, au pire, que pendant le 
temps de propagation du premier caractère a travers tout le bus. 
3. Actuellement, on tente de 
coaxiaux a large bande, 
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dêvelopper 1 · utilisation de cables 
partages entre plusieurs services de 
QUELQUES EXEMPLES DE RESEAUX LOCAUX 
communicatio n (Voix et radio, vidêo et TV, donnêes, etc.) grace a 
un multiplexage de frèquences (FDM). Citons comme exemple, le 
rêseau Mitrenet. 
4. La statêgie d ' accès alêatoire, 
d'Ethernet, devient de plus 
rêseau bus. 
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en plus un standard en matière de 
TROISIEME PARTIE 
CONCEPTION DES RESEAUX LOCAUX 
CONCEPTION DES RESEAUX LOCAUX 
INTRODUCTION 
Le besoin généralisé de pouvoir interconnecter des équipements 
informatiques de d i fférents constructeurs formant ainsi des réseaux 
hétérogènes , a conduit 1 · organisation Internationale de Normalisation (ISO) 
a mettre en place dès 1977 un nouveau comité (SC-16) qui s · intéresse a 1 · 
" i nterconnexion de systèmes ouverts" [l), 
Dès le démarrage de ses t ravaux au début 1978, le SC-16 se consacre en 
pri orité a la définition a · une norme d · architecture de réseau informatique 
au sein de laquelle puissent prendre place les protocoles normalisés qui 
permettront la constitution de réseaux hétérogênes. 
Le but ne sera pas d ' exposer ici 
plutôt d ' essayer de voir comment 
particuli er des réseaux l ocaux. 
l : Voir (ANSI), [DESJARDINS) e t (JACOBSEN) 
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tous les travaux du SC-16, mais 
ces travaux peuvent s · adapter au cas 
CONCEPTION DES RESEAUX LOCAUX 
Chapitre l 
.!, LE MODELE DE REFERENCE POUR .!!'INTERCONNEXION DE SYSTEMES OUVERTS (OSI) 
.!,.!, Préliminaires 
OSI fait référence aux standards d'échange d'information entre 
les terminaux, les ordinateurs, les réseaux, les processus et mêmes 
les personnes, qui sont ouverts les uns aux autres. Le terme ouvert 
n·exige pas quelqu · implémentation particulière, ni des moyens de 
connexion ou des technologies, mais il fait référence au principe de 
reconnaissance mutuelle et de support de standards. 
Le modèle de référence d'OSI (RM/OSI) fournit une base commune 
pour la coordination de développements des standards de chacune des 
sept couches qui l e composent. Il permet aussi l'évaluation et 
l'amélioration des standards existants avec comme objectif de 
rencontrer les besoins futurs des systèmes distribués qui doivent 
interagir entre eux pour exécuter des taches communes (distribuées). 
_!.~. Concepts de base 
Un système est un ensemble d'ordinateurs, de périphériques, de 
terminaux, de logiciels, de moyens de communication et d ' opérateurs 
humains qui forment une entité autonome capable de traiter de 
l ' information . 
Un processus g·application (PA) est l ' élément d ' un système qui exécute 
un traitement d'information pour une application déterminée. 
Le transport g · information entre les systèmes, est rêalisê grace a un 
moyen physique d ' interconnexion de systèmes. 
OSI veut permettre a un PA, situê dans un système ouvert qui 
supporte les standards OSI, de communiquer avec n'importe quel autre 
PA, situê dans n'importe quel autre système, auquel le premier est 
reliê via des moyens de communication. Comme cas particulier, deux PA 
peuvent résider dans le même système, mais ils n·ont normalement pas 
connaissance de ce fait. 
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Lorsque deux PA veulent conununiquer, une association logique s·êtablit 
entre eux, au travers de rêseau de conununication qui leur permet 
d ' êchanger de l ' information en respectant les protocoles d'OSI. 
Les objectifs d'OSI 




quel PA de 
des êchanges 
n'importe quel 
système ouvert situé n'importe où sur la Terre. 
~-~· Découpe en couches 
L' architecture adoptêe pour RM/OSI fait intervenir le concept 
familier de couches. Par cette approche, une structure très complexe 
est divisée en un certain nombre de couches fonctionnelles 
indêpendantes. 
Chaque couche réalise un ensemble bien défini de fonctions, en 
utilisant un autre ensemble bien défini de fonctions fournies par la 
couche juste infêrieure . 
Ces fonctions forment un ensemble de services qui peuvent être 
demandés par la couche supérieure. La communication entre les 
différentes entités qui appartiennent a une même couche est réalisée 
par des protocoles de la couche, sur base de connexions fournies comme 
services par la couche infêrieure. 
~-~-~- Principes de décomposition en couches 
Il est difficile de prouver que telle ou telle architecture 
est l a meil l eure solution possible. Toutefois, il existe des 
principes généraux qui peuvent aider a trouver les limites des 
couches. 
ces p r inci pes sont 
Pl. Ne pas c rêer trop de couches pour 
difficile l a conception du système, 
taches et l ' intégrati on des couches. 
ne pas rendre t rop 
la description des 
P2. Etablir des limites la où la description des services peut 
être simple et où le nombre d'interactions a travers ces 
limites est minimum. 
P3. Créer des couches séparées pour des fonctions manifestement 
différentes . 
P4. Rassembler les fonctions similaires dans une même couche. 
PS. Etablir les frontières la où 1·expêrience antérieure avait 
dêja fait ses preuves. 
P6. Créer des couches de fonctions facilement localisables, de 
telle sorte qu·une couche puisse être entièrement remaniée 
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sans avoir d"incidence ni sur les services qu·elle procure, 
ni sur les interfaces qui la relie aux autres couches. 
P7. Etablir une frontière la où il peut être utile plus tard 
d·avoir un interface standardisè. 
P8. Créer des couches pour différents niveaux d"abstraction a 
manipuler. 
P9. Veiller a permettre 
protocoles dans une 
les autres couches. 
des changements de fonctions ou de 
même couche sans affecter pour autant 
Pl0. Créer des interfaces en correspondance avec les deux 
couches qu ·ils relient. 
Pll. Veiller a distinguer des sous-couches dans une même couche, 
au cas où des services de communication particuliers 
seraient nécessaires. 
Pl2. Autoriser le court-circuitage d · une couche. 
1-~-~- Les septs couches g · osr 
Fig. III.l 
Ainsi, sur base des principes qu · on vient d·énoncer, RM/OSI 
définit une architecture standard en sept couches : 
Couche Application -
Couche Présentation -
Couche Sess io n -
Couche Transport -
Couche Réseau -





Su rrort Physique pour l' lnterconnexion de Systèmes Ouverts 
Modèle de rêfêrence pour 1·interconnexion des systèmes ouverts. 
1. La couche application comprend les programmes d · application 
avec leurs conventions d · échanges et de coopérations. on y 
retrouvea donc des protocoles spécifiques selon les types 
d · applications (Applications bancaires, réservations de 
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places, etc.). Ces services profitent 
l ' utilisateur de l'environnement d ' OSI. 
directement a 
2. La couche présentation est responsable de la présentation 
des données èchangèes par les applications de manière a 
résoudre les différences syntaxiques ou sémantiques, tout en 
gardant le sens de l ' information (Exemple : entre un serveur 
et un terminal ) . 
3. La couche session fournit l es moyens nécessaires aux couches 
de présentation qui coopèrent, pour organiser et 
synchroniser leurs dialogues, et contrôler leurs échanges de 
donnees. 
4. La couch e transport est responsable du contrôle du transport 
d'information de bout en bout, entre deux processus, au 
travers d'un réseau, indépendamment des moyens utilisés. 
Elle doit aussi optimiser 1 · utilisation des ressources 
disponibles pour obtenir les performances, exigées par ses 
utilisat eurs, a un coat optimal. 
Ses utilisateurs sont connus par une adresse. 
5. La couche réseau permet d'établir, de maintenir et de 
supprimer des connexions entre systèmes (Endpoints) qui 
comportent des applications coopérantes. c · est elle qui 
s·occupe de tous les problèmes de routage et d ' aiguillage 
associes a une connexion-réseau. 
c·est ici qu·on trouvera, par exemple, le niveau paquet du 
protocol e X25. 
6. La couche liaison données est responsable de 
1 · acheminement, sans erreurs, de blocs d'information sur des 
liaisons de données (Point to point), pour l ' établissement 
et la désactivation desquelles elle fournit des moyens 
fonctionnels et procéduraux. 
7 . La couche ohvsigue comprend les . moyens mécaniques, 
é l ectriques , f onctionnels et procéduraux pour activer, 
mai ntenir et désactiver les connexions physiques utilisées 
pour la transmis sion de bits d ' information. 
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Chapitre 2 
1., APPLICATION DU MODELE DE REFERENCE AUX RESEAUX LOCAUX 
Un reseau local n·a pas besoin de 
viennent d ' être dêcrites. Seules celles 
ligne de compte [Principe Pl2). 
~-l• Les couches retenues 
retenir toutes les couches qui 
qui sont necessaires, entreront en 
Si les standards OSI sont plus ou moins suivis en matière de 
rêseau longue distance, il n · en est pas de même en ce qui concerne les 
rêseaux locaux comme on pourra le voir dans la suite. 
Les couches telles qu · on les trouve, dêpendent encore très fortement 
du modèle de topologie utilise (Anneau ou bus), 
l. on retrouve en premier lieu la couche application qui comprend de 
manière gênêrale les processus d'application qui communiquent. 
ces processus rêalisent eux même les fonctions de session et/ou 
de prêsentation, quand c·est nêcessaire. La couche application 
reprend donc les trois couches supêrieures de l ' architecture OSI. 
2. La deuxième couche est la couche transport, qui, indèpendanunent 
du moyen de communication utilise, fournit un service de 
transport de bout en bout entre deux processus. 
La couche s·occupe êgalement du contrôle de sequence, de la 
dêtection des erreurs sur ces sêquences, de la manipulation des 
adresses source et destination, ainsi que de la dêlimitation des 
trames. 
3. Vient ensuite la couche liaison de donnees qui se charge des 
transmissions point a point. Elle a dans ses attributions les 
fonctions de synchronisation et de dêlimitation, qui permettent 
de reconnaitre des sêquences de bits transmises sur la connexion 
physique, une fonction de dêtection d'erreur, dues soit a la 
connexion physique, soit a un mauvais fonctionnement de la couche 
elle-même. 
4. Enfin, la couche physigve qui fournit les services de connexion 
point a point utilises par la couche de liaison de donnêes et 
dêlivre les bits d'information dans le même ordre que celui dans 
lequel ils ont êtê transmis. 
Elle indique, le cas echêant, les erreurs dêtectees a la couche 
supêrieure. 
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z.z. Application~ trois architectures de reseaux 
0 S I 
APPLICATION 
TRANSPORT 
Bien que des standards du type OSI soient en cours de 
dêveloppement en ce qui concerne les rêseaux locaux (ECMA), il est 
interessant de voir comment des architectures rêelles s · inspirent 
d · une dêcoupe en couches. 
Z-Z•±• Prêsentation des trois architectures 
Les archi tectures comparees sont : 
Ethernet de Xerox (Bus ), 
Monet de 1· ULg (Bus), 
Trout de 1 · UCL (Anneau ), 
ETHERNET MONET 
HAUT - NI VEAU 
CLIENT 
TRANSPORT 
(End poin t s) 
TROUT 
APPLI CAT ION 
TRANS PORT 
(Endpoints) 
LIAISON DE DONNEES DATA LINK (Collision Dete c t) (Node t o Node) 
(Control. de jonction 
TRANSMISSION TRANSMISSION 
(Jonction) 
P:IYSIQUE PHYSICAL (Câble) (Hardware) 
Fi g . III. 2 Tableau comparatif de trois architecture s. 
La f igure II I . 2 donne un tabl eau comparatif de ces trois reseaux 
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et de leurs architectures en couches. 
z,z.z. comparaison des trois architectures 
Dans chacune des architectures qu·on s · est proposè de 
comparer, on ne retrouve plus que trois couches. 
De manière gènèrale, on remarque cependant que dans chaque cas, 
une des trois couches est subdivisèe, du point de vue 
fonctionnel, en deux sous-couches, nous permettant ainsi 
d ' obtenir quatres couches et sous-couches qui rencontrent celles 
du modèle proposè. 
Voici pour les trois architectures prècitèes, la description des 
couches qui les composent, en partant du niveau supèrieur vers le 
niveau infèrieur; on a gardè 1·appelation des couches telle 
qu·elle apparait dans les spêcifications de chacune des 
architectures. 
1. Ethernet [DIGITAL] 
son architecture s·inspire directement de RM/OSI de 
sorte que : 
a. Les deux couches supêrieures du modèle proposè 
(Application & transport), ne faisant pas partie 
des spêcifications d'Ethernet, sont toutes 
rassemblèes en une seule couche appelèe couche 
client. 
b. La couche liaison de donnèes se charge des 
fonctions de dèlimitation des paquets envoyès 
(Encadrage par des caractères de contrôle), de 
gestion de la liaison (Prèvention et gestion des 
collisions, synchronisation) et de gestion des 
e r reurs qui pourraient survenir. 
c. La couche physique s·occupe du traitement des bits 
d "information: encodage et dèsencodage, dètection 
d ' une porteuse (Carrier sense), transmis sion et 
rèception de bits. 
2. Monet [DANTHINE] 
Le rèseau local Monet de 1 · universitè de Liêge est 
principalement un rèseau bus du style d ' Ethernet, 
destinè a interconnecter des terminaux et un 
ordinateur. Il est intèressant de remarquer les 
diffèrences dans la structure architecturale 
a. La couche de haut niveau comprend les processus 
d ' application qui ne sont dans ce cas-ci que des 
terminaux (A comparer avec les mini-ordinateurs 
Alto connectès au rèseau initial Ethernet). ces 
terminaux ètant gènèralement peu sophistiquès, on 
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ajoute des prèprocesseurs qui gèrent leurs accès 
au rèseau. 
b. la couche transoort de Monet correspond 
intègralement a la couche transport de RM/OSI; 
elle fournit deux types de services : 
adressage des processus au niveau du rèseau 
communication en mode liaison basèe sur 
l"ètablissement d "une liaison virtuelle. 
c. la couche transmission reprend d"une part les 
fonctions rèalisèes par la couche liaison de 
RM/OSI (Encapsulage des paquets, gestion des 
collisions et des erreurs) et d·autre part, celles 
rèalisèes au niveau physique (Encodage, dètection 
de porteuses, transmission et rèception de bits). 
3. Trout (LOBELLE 2) 
Le rèseau trout de 1·ucL est un rèseau a insertion de 
règistre du type de celui de Liu (DCLN). On y retrouve 
une architecture fort semblable a celle qu·on vient de 
dècrire pour Monet . On citera donc pour rappel: 
a . La couche application qui comprend les processus 
d "application. 
b . La couche transport qui fournit les moyens 
procèduraux pour assurer un service de transport 
de bout en bout. 
c. La couche transmission qui, au niveau d "une liaison 
de donnèes, fournit le service de transport point 
a poi nt (Node to node) et, au niveau physique, le 
service de transmission de bits d "information. 
Cepe ndant, on y trouve deux services 
supplèmentaires dus a la topologie "Anneau" du 
r èseau , qui se chargent du retrait des messages 
per dus et du contrôle du règistre d "insertion. 
~ -~-~- Conclusion 
Le but n · est pas ici de faire une critique des architectures 
proposèes, mai s d · en tirer profit au niveau des difficultès 
d "ètablissement de standards. 
on trouve, en effet, deux architectures diffèrentes pour deux 
rèseaux a technique similaire (Ethernet et Monet), et deux 
architectures similaires pour deux topologies diffèrentes (Monet 
et Trout). 
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z.~. Les interfaces rèseaux 
A 1·exception de la couche application, les trois couches 
infèrieures de notre modèle (Transport, liaison de donnèe et physique) 
peuvent être regroupèes et fournissent dès lors a 1·utilisateur, 
c·est-a-dire aux processus d'application, le service global g·accès au 
rèseau; 1·ensemble des fonctions, qui rèalisent ce service est appelè 
interface rèseau (Network Interface Unit : NIU). 
z.~.~- Utilitès des interfaces rèseaux 
Indèpendamment d ' une architecture en couches, les fonctions 
principales realisees par un NIU sont : 
1. Le contrôle de seguence : les messages doivent être dèlivrès 
dans leur ordre d'èmission. 
2. La copie des messages qui sont destinès aux PA qui dépendent 
du NIU et 1·envoi de ces messages au PA correspondant. 
3. La retransmission des messages destines a d'autres NIU, si 
ce n · est pas un rèseau bus. 
4. La validation des messages, dètection des erreurs et autres 
actions approprièes (court-circuitage des noeuds dèfectueux 
dans le cas d'un rèseau en anneau). 
s. L' assemblage des donnèes pour former un bloc de donnèes; 
1· encapsulage de ce bloc par un en-tete et une queue qui 
comprennent respectivement les adresses d'origine et de 
destination, les informations nécessaires au protocole et au 
contrôle d'erreur. 
un travail inverse, le dècapsulage et le désassemblage, est 
fait a la rèception. 
z.~.z. Services fournis par un interface rèseau 
Grace au support des fonctions qui viennent d'être dèfinies, 
un interface rèseau fournit deux services globaux aux processus 
d'application. ces services sont : 
L. envoi de message d · un PA a n'importe quel autre PA du 
rèseau. 
La rèception de message en provenance de n·importe quel PA 
du rèseau. 
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~-1,1, Implêmentation des interfaces rêseaux 
Jusqu·ici, on ne s · est penchê que sur les principes de 
dêcomposition en couches des rêseaux de systèmes ouverts (OSI), 
Les interfaces rêseaux constituent par eux-mêmes des 
êquipements spêcialisês qui fournissent aux PA un service global 
(P. ex : liaison de donnêes dans Ethernet). De cette sorte, ils 
sont aussi souvent distincts des êquipements auxquels ils 
servent, et apparaissent dès lors plus comme une porte d·acces 
(Gateway) a un rêseau. 
Fig. III.3 Les NIU: portes d·accês au rêseau. 
Mais, ils peuvent aussi très bien faire partie intêgrante de 
1 · appareil a connecter; ceci sera principalement vrai en ce qui 
concerne tout o u partie du logiciel de communication. 
Les interfaces rêseaux comportent en fait deux catégories 
distinctes de fonctions : 
les fonctions physiques qui rêalisent essentiellement les 
fonctions de transformation d·information logique en signaux 
êlectriques, et inversêment 
les fonct i ons logiques ou procêdurales, qui rêalisent les 
fonctions du protocole de communication proprement dit. 
Les fon_ctions physiques sont rêalisêes sous forme de composant 
hardware. Les fonctions procêdurales peuvent être implêmentêes 
soit sous forme de logiciel, en software voire firmware, soit 
sous forme de composant hardware; le choix de telle ou telle 
implêmentation dêpend bien êvidemment des caractêristiques et des 
spêcifications du NIU. 
on peut citer comme exemple Ethernet, où le NIU rêalise 
lui-même la fonction liaison de donnêes et celles du niveau 
infêrieure nêcessaires au bon fonctionnement de celle-ci. 
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Les f onctions de transport ou de niveaux supèri eurs sont a 
rèaliser par 1 · ordi nateur connectè au NIU . 
De même, dans Hinet de OMS, le 
rèsolut i on des accès physiques au 
protocole de communicati on, qui lui est 
couche liaison de donnèes jusqu · au 
NIU se charge de la 
rèseau mais tout le 
propre, depuis la 
PA est a implèmenter 
dans 1 · ordinateur-même. 
EPROM RAM 




















Fi g. III. 4 
DELAY 








Da ns le rèseau Trout , l e NIU devient alors vraiment un 
i nterface i nte l l i gent, pilotè par un microprocesseur, qui 
r èal ise lui-même t out le protocole d ' accès au rèseau. 
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MISE EN OEUVRE D'UN 
PROTOCOLE DE COMMUNICATION 
MISE EN OEUVRE D'UN PROTOCOLE DE COMMUNICATION 
Chapitre .l 
.!, !!'ENVIRONNEMENT DE TRAVAIL 
Dans le cadre du developpement d'un ordinateur a stockage de masse 
(G-MASS) pour le laboratoire de 1 · universite de Lille, il est apparu 
intéressant de connecter, en outre, celui-ci a 1·ordinateur central de 
1·universitê (IRIS 80 de CII-HB) . 
.!,.! , Présentation de 1·environnement 
G-MASS est une machine originale permettant a d'autres sites (.1), 
principalement des micro-ordinateurs (systèmes de developpement INTEL) 
et d'autres projets du laboratoire, de partager une ressource commune, 
a savoir, une memoire secondaire (en fait deux disques durs de 20 K-
octets chacun). Le partage de cette ressource ne se limite pas au 
stockage de masse mais peut également déboucher sur d ' autres 
utilisations comme la communication inter-processus a l'aide de boites 
aux lettres. 
_!.~. Configuration de Q-MASS 
G-MASS est un ordinateur pilote par un microprocesseur maitre 
8085 qui (Fig. IV,l) 
dirige les différents microprocesseurs esclaves, également des 
8085, qui s · occupent du dialogue avec les sites connectes; 
gère les accès a la ressource commune via un controleur disque 
dans un environnement temps réel ( RMX-80 de INTEL). 
L'interconnection des sites du laboratoire avec G-MASS est 
réalisée de manière très particulière et ne sera pas exposée ici 
puisque nous sommes principalement intéresses par la connexion de G-
MASS a 1·ordinateur central de 1·universitè. 
(.1) Site : tout processeur d ' information, c · est-a-dire ordi-



























MISE EN OEUVRE o · UN PROTOCOLE DE COMMUNICATION 
Chapitre 2 
~. ~-INTERCONNEXION Q-MASS 
Comme dans tout environnement de tèlèinformatique, il faut aborder les 
deux aspects, hardware et software, de la connexion . 
Au niveau hardware nous parlerons des interfaces, modems et lignes de 











/systè me d e 
développeme n t 
INTEL - 808 
0 1 
flo ppy 
Fig. IV . 2 Interconnexion INTEL 8080 - IRIS 80. 
~-~· Configuration hardware 
L · ètude et le dèveloppement de cette liaison ont êtè rêalisès non 
pas sur G-MASS, puisque cette machine est toujours en construction, 
mais sur un système de dèveloppement (INTEL 8080 Microprocessor); ce 
micro- ordinateur est pilotè par un microprocesseur 8080 (compatible 
avec le microprocesseur 8085 mais de capacitès infêrieures) et utilise 
le même système d · exploitation en temps rèel (RMX-80) qui èquipera la 
nouvelle machine. 
on peut schèmatiser l ' interconnexion qui a ètè ètablie entre les deux 
sites pour rèaliser le travail (Fig. IV.2). 
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Z,l ,l, La ligne de transmission 
La ligne de transmission qui relie les deux sites est 
constituee d'un cable a deux fils, un fil de donnee (Data) et un 
fil de masse (Ground). cette ligne est connectêe a un bout a 
l ' IRIS-80 et a 1 · autre, au système de dèveloppement d'INTEL; 
c·est cette extrèmitê-la qui nous intéressera. En effet, la 
connexion a l ' IRIS-80 existe dêja et est utilisêe conjointement 
avec d'autres utilisateurs sous forme de ligne dite ligne 
multipoints. 
Z,l,Z, Connexion au système de dêveloppement INTEL 8080 
La connexion de la 
dèveloppement se fait 
d ' INTEL (2) , 
ligne 
grace 
de transmission au système de 
a une carte interface ISBC 544 
Il s·agit d · un interface intelligent, i.e . programmable, compose 
de plusieurs circuits de contrôle dont les trois suivants 
retiennent principalement notre attention : 
Un interface serie de communication programmable INTEL 
8251; 
Un controleur d'horloge INTEL 8253 (Programmable Interval 
Timer ou PIT} 
un controleur d ' interruption INTEL 
Interrupt controller ou PIC), 
~ 
8259 (Programmable 
Une description succinte de ces circuits et de leurs fonctions 
figure en annexe [Annexe D2]. 
~-~· Configuration software 
Bien sar, une autre partie, tout aussi considêrable dans un 
problème de communication, se situe au niveau software où sera rêalisê 
le protocole qui comprend les conventions nêcessair es pour faire 
copérer les diffêrents correspondants entre eux . 
Avant d ' aborder la dèfinition préci se du protocole considère, il est a 
noter que plusieurs contraintes peuvent peser sur le projet , Dans 
notre cas, il s · agissait principalement de 
1. Pouvoir travailler en temps rêel et 
aussi transparente que possible, 
rapiditê du logiciel de contrôle du 
de rendre la 
ce qui exige 
protocole; 
communication 
une certai ne 
2. Réduire la longueur du code objet de ce logiciel pour pouvoir le 
geler par la suite sur mèmoire morte (EPROM). 
On comprend aisèment la nècessitê de pareilles considêrations si on se 
souvient de l ' objectif premier du projet G-MASS qui doit gêrer une 
ressource commune a plusieurs processeurs. 
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Chapitre 3 
~. LES PROCEDURES DE TRANSMISSION 
~-~- La famille de protocoles TMM 
Le choix de la procedure TMM n·est pas fortuit puisqu'il s·agit 
la d'une famille de protocoles developpes par CII-HB et qui est donc 
integree dans les ordinateurs du type IRIS. 
La famille TMM (Transmission en Mode Messages) comprend principalement 
les procêdures suivantes : 
TMM-VU: pour console de visualisation et concentrateur-diffuseur 
de messages; 
TMM-RB : (Remote Batch) pour terminal de traitement par lots a 
distance; 
TMM-UC : pour liaison entre deux ordinateurs. 
Les protocoles TMM sont des protocoles dits "Mode de base" dont 
les fonctions essentielles sont dêfinies par la norme IS0-1745-75 (1). 
Les principales fonctions du mode de base sont decrites dans les 
annexes [Annexe B1) ; le lecteur s·y referera pour complêter son 
information. 
(1) La norme Mode de Base est êgalement dêfinie dans 
AFNOR-NF-Z-66-010, 011, 015-020, 
ISO 2111, 2628, 2629, 
ECMA 16, 24, 27-29 . 
Voir aussi (MACCHI) 
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~-~· Le protocole TMM-RB 
~-~·1• SPècification des fonctions utilisées 
La transmission s·effectuera en série, mode synchrone 
d'octets, bits de poids faibles en tête. Tout message est 
prêcêdê et suivi d'une séquence de caractère de synchronisation 
SYN dont le nombre est ajustable, et termine par un caractère 
spécial PAD marquant la fin du message. La longueur de celui-ci 
ne peut pas dépasser 256 caractères. 
Un contrôle de parité impaire est élaboré transversalement sur 
tous les caractères et longitudinalement sur les blocs 
d ' information seulement. Dans la suite du texte, 1·extrémité qui 
a l ' initiative des échanges sera appelée station centrale ou le 
central; 1·autre, qui se contente de répondre, station terminale, 
c·est la station. 
~-~·1•1· 1'.YPfil!. de Pèriphêrigues 
A ce niveau-ci, la station peut être vue du central 
.comme un regroupement de périphériques divers; on y 
retrouve entre autre: 
une console utilisateur, 
un lecteur-perforateur de cartes, 
une imprimante, 
un périphérique "fictif". 
Le premier de ceux-ci, la console utilisateur, est le 
périphérique normalement choisi pour la communication ou du 
moins, le plus fréquemment. 
Les deux suivants, le lecteur-perforateur de cartes et 
l'imprimante, sont choisis plus rarement, le premier des 
deux en polling (en temps que lecteur de cartes) comme en 
sélection (en temps que perforateur de cartes) et le second 
uniquement en sélection. La possibilité d'utilisation de 
ces deux périphériques est subordonnée a une autorisation; 
cette autorisation est fournie par le prograrmne 
d ' application lui-même qui positionne une variable a une 
certaine valeur. 
Enfin, le dernier périphérique : il s·agit non pas d'un 
périphérique matériel, mais bien, comme son nom l'indique, 
a·un périphérique "fictif" dont le rôle est de permettre le 
test de la ligne dans les deux sens; en scrutation, les 
blocs êmis seront des blocs "fictifs" dont le contenu n·est 
pas nécessairement connu; en sélection, les blocs reçus ne 
sont pas traités puisque l'information qu'ils contiennent 
n·est pas utile. c·est le périphérique fictif qui gère 
alors tant les blocs émis que ceux reçus. 
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~.~.1.z. ~ de messages 
Comme on 1·a dêja vu, 1·ensemble des messages se 
repartit en quatre groupes distincts : 
1. Les sêguences de supervision permettent 
l ' initialisation de la transmission dans 1 · un ou 
1·autre sens, ce qu·on appelle: 
scrutation (Polling) si l ' information va de la 
station vers le central; 
sélection (Selection) si l'information va du 
central vers la station. 
Sous TMM-RB, seule le central a 1 · initiative de telles 
sêquences. 
Les sêquences de supervision sont 
scrutation POL C2 ENQ 
sêlection SEL C2 ENQ 
alarme SEL BEL ENQ 
auxquelles les rêponses correspondantes sont 
acceptation d'une scrutation: 
bloc d'information utile, 
refus de la scrutation 
acceptation d·une selection 
refus de la sêlection 






En cas de non-rêponse de la station lors de la 
sêlection initiale, le central êmet une séquence 
d'alarme pour attirer 1·attention de 1 · opêrateur de la 
station. Elle requiert l'intervention de celui-ci pour 
rendre opêrationnelle la station. Celle-ci doit 
rêpondre positivement ou nêgativement a toute sêquence 
de supervision consêcutive a la sêquence d ' alarme. 
Si, en phase de scrutation, la station n · a 
momentanément plus rien a transmettre, elle envoie la 
séquence EOT au central en réponse a un accusé de 
rêception positi f. 
En phase de sêlection, la station ne peut faire qu·une 
demande de suspension positive après rêception d ' un 
bloc correct. 
2. Les blocs g·information utile sont constitues d ' un 
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spêciaux de procêdure. Ces articles peuvent concerner 
des pêriphêriques diffêrents, toutefois on ne peut 
trouver qu·un seul article relatif au clavier de la 
console qui doit alors être placê en tête du bloc. 




Fig. IV.3 Format des blocs d·information. 
Dans la figure IV.9, 
NOB indique le rang modulo 8 du bloc dans le train 
des blocs êmis; 
ETX n·est employê que pour le dernier bloc du 
train; 
BCC est le caractère de paritê longitudinal 
calculê sur tout le bloc, de SOH exclus a ETB, ou 
ETX le cas êchêant, inclus. 
Chaque article possède son propre en-tête de procêdure 
et il est susceptible d·être compactê, les blancs non 
significatifs de fin d·article sont alors êliminês. 
Le second caractère de 1·en-tête, C2 ou C3, distingue 
les deux cas suivants : 
article non compactê 
C2 C3 ... texte ... RB 
le texte a alors un format standard, c·est-a-dire 
80 caractères pour le lecteur de cartes, 133 pour 
l'imprimante et 72 pour la console. Le caractère 
RB est un sêparateur d·articles; 
article compactê 
C2 C3 C4 CS ... texte ... RB 
Les quatres bits de droite des caractères C4 et cs 
indiquent alors la longueur effective de 
1·article. 
En transmission ASCII, aucun caractère de contrôle 
n·est admis dans la partie information utile de sorte 
que le problème de transparence n·existe pas. 
3. Les accusês de réception sont êmis par la station 
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receptrice en 
L·accuse de 
erreur n·a pu 
cas contraire. 
rêponse a un bloc d·information utile. 
rêception sera positif, ACK, si aucune 
être dêtectêe et nêgatif, NAK, dans le 




4. Les demandes de suspension se substituent aux accuses 
de rêception lorsque pour un motif quelconque, la 
stat ion ne peut plus continuer sa fonction. La demande 
peut être positive si le dernier bloc a ete 
corr ectement reçu. Le central peut aussi êmettre une 
demande de suspension sans indication concernant le 
bloc reçu prêcêdemment : la station interprète cette 




~-~·Z· Les êchanges de messages 
Pour ne pas alourdir la description des êchanges, seule la 
procêdure du cote de la station sera dêcrite, en supposant que 
les êchanges s·effectuent dans des conditions presqu·idêales où 
les êchanges ne subissent que des alterations dêtectables par la 
protection contre les erreurs, les problèmes de sêcuritê et de 
reprise etant e xplicites plus loin. 
Dans ces condit ions, la figure IV.10 rêsume la procêdure de la 
station. Les b locs soulignes sont ceux que la station reçoit. 
PO est 1·etat de repos, Pli sont les etats de scrutation et P2j 
ceux de sélection. 
1,1,1, Les erreurs de transmission 
Un bloc d·information est invalide si les caractères 
d·encadrement, i.e. SOH, ETB ou ETX, sont incorrects ou n · ont pu 
être reconnus. La réception d·un tel bloc n·entra1ne aucune 
rêponse de l a part de la station. Le central règle alors 
entièrement les conditions de reprise. Tout bloc est invalide 
s·il n·est pas conforme a la structure de la rêponse attendue. 
Un bloc d·information est incorrect dans les cas suivants : 
erreur de paritê 
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erreur de numérotation, 
caractère de service, autre que d·encadrement, a structure 
incorrecte, 
erreur de comptage de caractères dans un article. 
Fig. IV.4 Graphe de la procédure de la station. 
Si en phase de scrutation, la station n·a momentanément plus rien 
a transmettre, elle envoie la séquence EOT au central en réponse 
a un accuse de reception positif. 
En phase de selection, la station ne peut faire qu·une demande de 
suspension positive après réception d·un bloc correct. 
La station dispose d · une temporisation de 1,5 secondes armee 
a chaque fin de réception d · une séquence quelconque et desarmée 
au debut de chaque émission. En réponse a une séquence reçue, 
1 · émission de la station doit donc avoir lieu avant 1·epuisement 
de cette temporisation, sinon la station doit rester silencieuse 
en attendant le message suivant du central. 
Le central dispose en plus de cette temporisation, d·un nombre 
maximum 2 de déclenchements de cette temporisation et d · un nombre 
maximum m de réceptions d ' un bloc invalide ou incorrect en phase 
de scrutation, ou de réception d·acquittements négatifs ou 
incorrects en phase de sélection. Le central rêêmet le meme 
accuse de réception, en scrutation, ou le même bloc 
d · information, en sélection, tant que 1·un des maxima n · est pas 
atteint. Quand 1·un ou 1 · autre est atteint, le central êmet 
en scrutation, une demande de suspension nêgative a laquelle 
la station peut répondre par EOT; 
en sêlection, une séquence EOT; 
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d•d•~· Critique de la procèdure TMM-RB 
Le protocole TMM-RB est indèpendant de l'information utile 
transmise. Il assure une transmission correcte des blocs sans 
duplication ni rèpètition et dans le même ordre a la rèception 
qu · a l ' èmission. 
Toutefois, certaines limitations apparaissent : 
Le taux d ' utilisation 
capacitè maximum du 
sèpare nettement la 
sèlection. 
de la ligne est limitè a 50 % de sa 
fait du mècanisme a 1·a1ternat qui 
phase de scrutation de celle de 
Pour pouvoir émettre un nouveau bloc, l ' émetteur doit 
attendre 1·acquittement positif; pour pouvoir réémettre le 
même bloc, il doit attendre soit un acquittement négatif, 
soit le réveil. 
Le nombre important de caractères de service nécessaires au 
fonctionnement du protocole limite le rendement utile . 
Les messages de service sont moins bien 
messages d ' information puisqu ' ils 





La diversité des structures des messages échangés complique 
la génération des messages a émettre et la reconnaissance 
des messages reçus. 
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Chapitre 4 
,i. ~-APPLICATION DU LABORATOIRE 
Après avoir longuement dêcrit les principes d'une procêdure TMM-RB, 
nous en venons a la rêsolution même du protocole. Ayant dêja amplement 
dêcrit 1·environnment de travail, nous ne parlerons ici que de 
1·architecture du logiciel devant gêrer la communication . 
.i•±• Dêcoupe en couches 
comme il est commun dans les problèmes de protoco,le, une découpe 
en couches (layers) du protocole a ete adoptée; 1·architecture retenue 
n·est pas non plus fortuite et s•inspire de l'habitude prise dans ce 
domaine où des standards [l] commencent a s · etablir. 




couche liaison de donnêes 
couche physique . 
Voyons comment ces couches interagissent entre elles et commençons 
dans 1·ordre inverse par la couche physique . 
.i•±·±• La couche physique 
(1) Voir aussi 
Nous revoil a dans le hardware : il s·agit evidemment ici du 
cable de transmission lui-même qui relie les diffêrents 
êquipements entre eux; on y retrouve également les diffêrents 
interfaces de communication, de gestion des interruptions 
consequentes aux êvênements extêrieurs. Les constituants de 
cette couche sont commandes par la couche directement supérieure, 
[l] Voir [ANSIJ, (DESJARDINS] et [JACOBSEN] 
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a savoir la couche liaison de données, qu ' ils servent. 
Nive 


























Ti rm" ,'l., t-r~nc=; ,ac·~-
Fig. IV.5 Architecture en couches . 
La fonction de c~tte couche est d ' assurer la transmission des 
donnP.es indivi duelles entre les deux sites au moyen du cable qui 
les relie. La transmissions - effectuer en logique inversée, une 
tension de -12 V. fournissant un signal logique "l", et une 
tension de +12 V. un signal logique "O". 
1-1-~- 1&; couche liaison de données 
c · est la couche inférieure de 1·architecture du logiciel de 
communication. 
Elle comprend les différentes fonctions de transfert de 
données entre sites géographiquement distincts 
les données y sont généralement regroupées et encadrées par 
des caractères spéciaux pour former un paquet. 
L ' objectif de cette couche est de détecter, et si possible de 
corriger, les erreurs qui peuvent se produire au niveau physique. 
1-l-~•l• Composition de la couche liaison de données 
La couche liaison de données peut être divisée en deux 
automates : 
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un qui s·occupe de la 
1 · a utomate d · entrêe. 
réception de celles-ci, 
Ces automates sont normalement inactifs et ne sont réveillés 
que par des évènements bien precis qui sont 
un c aractère vient d · arriver et est disponible dans 
1 · i nterface pour traitement c · est i·evenement 
cara ctère-reçu; 
le caractère fourni a 1·interface a 
celui-ci est prêt a en recevoir 
c · e s t 1 · evenement émission-prête. 
ètè transmis, et 
un autre pour envoi; 
ces interruptions proviennent directement . de 
interface (ISBC 544) et sont gèrès par 





A cause du principe de 1·a1ternat, ces deux automates ne 
seront jamais actifs simultanément puisque les stations sont 
maitres ou exclaves tour a tour. Les interactions existant 







\J\(.) - - --
....... 
ta t C'J-ia ;J sse 
/ Automate 





Fig. IV.6 Graphe de la procédure de transmi ssion . 
Les messages prècèdès d ' un "*" sont des commandes de 
contrôles issues de la couche supérieure, le niveau 
transport, qui requiert des services du niveau transmission. 
Il en e s t de même pour celui-ci qui "commande" les services 
necessaires a la couche physique, en 1 · occurence a la car te 
interface; on retrouve dans ces commandes, des demandes 
d·emission, de reception ou d ' attente de réception (appelèes 
communément mode chasse (Hunting mode)). 
L· automate de la tache de transmission (Fig. IV.7) comprend, 
lui, cinq etats qui défi nissent les types de paquets en 
provenance du central et attendus par la station. On y 
retrouve donc 
- 64 -
MISE EN OEUVRE D' UN PROTOCOLE DE COMMUNICATION 
l. b'état de repos, où la station attend une demande soit 
de polling, soit de sélection depuis le central; 
Fig. IV.7 Automate de la tache de transmission. 
2. b · état g · attente de blocs, où, en phase de sélection, 
la s tation attend de recevoir un bloc de données en 
provenance du central; 
3 . ~ -état g · attent e g · acguittement, où, en phase de 
pol l i ng , la station attend 1·acquittement par le 
central d · un bloc émis par la station; 
4. ~ -état de blocage, où, suite a la commande d · a1arme du 
central (SEL BEL), on refuse toute commande de 
scrutation ou de sélection avant d ' avoir étê 
"débloque"; 
5. ~·etat g · attente de lancement, où la station est en 
fait déconnectée de la ligne jusqu·a 1 · autorisation 
d ' initialisation de celle-ci. 
on remarque que cet automate est sous contrôle intégral de 
la couche supérieure via les commandes (ordres précédés d · un 
Il* Il ) : 
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Lancement : qui initialise la ligne en attente d·une 
demande de polling ou de sèlection en provenance du 
central, 
Arret : qui permet de couper la liaison logique ètablie 
entre les deux sites; le rètablissement de la liaison 
se fera par un nouveau "Lancement", et 
Reprise : qui repositionne 1·automate dans son ètat de 
repos. 
D·autre part, 1·automate requiert les services de la couche 
infèrieure via des demandes : 
d·envoi de blocs d·information ou d·acquittement; 
de rèception de blocs d · information ou d·acquittement; 
d · attente de rèception de blocs ou d·acquittements. 
~-~-i.i. ~ · automate Q· entrèe 
L·automate d · entrèe, ainsi d·ailleurs que 1·automate 
de sortie, fonctionne sous interruptions. Il faut se 
souvenir qu·on travaille dans un environnement en temps rèel 
qui permet d · exècuter certaines taches du système pour 
servir les diffèrents èvènements qui peuvent se prèsenter. 
Dans ce cas prècis, 1·automate d·entrèe commande a 
1 · interface de recevoir un caractère, et dèsire etre averti, 
i.e. etre rèveillè, lors de la disponibilitè de celui-ci. 
L·arrivèe du caractère provoquera 1·èvènement caractère-reçu 
en provenance de 1 · interface. Le gèrant des taches, averti 
de cet èvènement, passe la main au service correspondant, 
qui, en 1·occurence, est la procédure d·entrèe. 
Au fur et a mesure que 1·automate auquel celle-ci est 
associée reçoit les caractères d · un message en provenance du 
central, il passe d·un ètat a un autre, en ayant comrnencè 
de 1 · état initial, pour aboutir finalement a 1 · ètat final. 
La station ne devant rèpondre que si le paquet reçu est 
reconnu (un message de donnèes erronè est reconnu, mais pas 
un message de service dont la structure est incorrecte), 
tout caractère non admis par 1·automate dans 1·ètat où il se 
trouve lorsqu·il reçoit celui-ci, provoque son retour a 
1·état initial et par la-meme, le retour en mode chasse de 
1·interface. 
De plus, suivant 1·ètat de 1 · automate, attente de bloc ou 
d·acquittement, la tache reconnaitra ou non les messages de 
type bloc ou acquittement, outre ceux de commande (Polling, 
sélection, suspension, fin de transmission, ... ) 
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La procédure g · entrèe 
Lorqu·un caractère est disponible c · est-a-dire, lorsque 
1 · interruption associée a 1·èvènement caractère-reçu est 
apparue, la procédure d·entrèe (Fig. IV.8) associée a 
1·automate est activée; celle-ci èffectue un prètraitement 





receive-bloc receive-ack receive-svc 
Fig. IV.8 Procédure d·entrèe. 
Remise de 1 · automate a 1·ètat initial lorsque le 
caractère reçu correspond au code PAO (ASCII),; ceci 
est da a la particularité de 1·interface qui reconnait 
des caractères bien que la ligne de transmission soit 
inactive (aucun caractère ne circule). Il reconnait 
donc une suite de huit bits a "l" soient : 
l l l l l l l l ( FF hex). 
L· interface èffectue sur chaque caractère reçu un 
contrôle de parité, et fait la correction si 
nécessaire. Dans le cadre de cette application, on 
utilise une parité dite impaire, le nombre total de 
bits a "l" étant impair. Dans le cas du caractère PAO 
1·interface signalera une erreur de parité, et 
fournira le caractère codé sur 7 bits, soit : 
0 l l l l l l l ( 7F hex). 
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a. sa valeur 7F en hexadécimal et par 
b. 1 · erreur de parité qu ' il provoque au sein de 
l'interface. 
Pour les autres cas d ' erreurs de parité ou d. overrun 
(bourrage du buffer de réception de l'interface), on 
remplace le caractère reçu par un caractère a priori 
faux qui sera transmis a 1·automate comme caractère 
effectivement reçu, mais qui provoquera, du moins on 
1 · espère, une erreur sur le contrôle de paritê 
longitudinale. Le message reçu ne sera donc rejeté 
qu·après réception complète, soit lorsqu·on aura 
rencontre le premier des deux caractères ETB ou ETX. 
Les caractères de remplissage SYN, qui, servent a la 
synchronisation des deux sites impliqués dans le 
dialogue, ne doivent pas être traités. 
Lorsque le pre-traitement est fructueux, le caractère reçu 
est transmis a 1 · a utomate qui, après 1 · avoir sauvé dans une 
zone prévue a cet effet et dont l'adresse a été spécifiée 
par le niveau transport, en éffectue le traitement 
proprement-dit. Celui-ci consiste : 
receive-svc 
? 
rece ive( x) rece ive( x) 
re reive(x) 
N 
Fig. IV.Ba. et IV . ab. 
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En rèception de bloc (Fig, IV.Ba), dans la vèrification 
de sa longueur qui ne peut en tous les cas pas excèder 
256 bytes, dans le calcul de la paritè longitudinale du 
bloc et dans 1 · analyse de son format qui doit être du 
type 
SOH SEL NOB(n) STX (C2 (C3) ... article (RS . , ,) ... ] ETB BCC 
En rèception de message d · acquittement (Fig. IV.Sb), en 






En rèception de message de service (Fig. IV.Be), dans 








Lorsqu · un message, de donnèes, d · acquittement ou de service, 
a ètè entièrement reçu, la couche liaison de donnèes avertit 
la couche transport de 1·exècution de son service et des 
conditions de rèalisation de celui-ci. Celles-ci sont 
transmises sous la forme d ' un paramètre dont la valeur est 
celle de 1·ètat final de 1 · automate, qui, selon le cas, 
est 
EOT: arrêt de communication (04H), 
CZ(SEL) : sèlection du pèriphèrique C2 (2FH, 60H, 61H, 
62H, 63H) , 
CZ(POL ) : polling du pêriphèrique C2 (40H, 41H, 42H), 
NOB/ACK, NOB/NAK, DLE/ACK, DLE/NAK: (respectivements 
reprèsentès par les codes BnH, CnH, 88H, C8H, où n est 
le numéro du bloc envoyé) s ' il s·agit d ' un acquittement 
de bloc, 
ETB ou ETX: s · i1 s · agit d·une rèception 
correct (17H, 03H), 
de bloc 
? s·il s·agit d ' une réception de bloc incorrect (le 
code correspondant est 15H). 
Enfin, la procédure restaure son état initial pour une 
prochaine activation . 
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re c eive (x) y 
BCC:=BCCGlx 
receive (xl y 
leng7h:=length-l 














: Etat final de l'automate. 
:"Block Control Character". 
compteur. 








b . r , 
rece1ve (x) 




recevoir un caractère; x contient le caractère reçu. 
sauver le caractère reçu dans le buffer. 
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Fig. IV.8 c. 
~-~-~-1- ~·automate de sortie 
cet automate s·exècute sous interruptions. Il reçoit 
le message a émettre de la couche transport, 1·encadre des 
caractères de contrôle qui dépendent de son type (donnêes, 
acquittement ou service), et il transmet un a un les bytes 
du message a 1·interface, au niveau physique, jusqu·au 
dernier, y compris le byte de paritê longitudinale, et 
termine de la sorte son service. 
Quant au niveau physique, il signale, par interruption, que 
son service est terminê, i.e. que le caractère a êtê envoyé 
et que lui-même est prêt a en recevoir un autre; a la suite 
de cet êvènement, êmission-prête, 1·automate lui transmet le 
byte suivant a émettre. 
La procêdure de sortie 
Cette procêdure (Fig. IV.9) réalisera donc la fonction 
de 1·automate auquel elle est associée. 
Celle-ci ne connait en fait que deux types de messages : les 
blocs de servi ce, où on retrouve aussi bien les accusés de 
rêception que les sêquences de supervision, et les blocs 
d · information . 





NOB(n- 1) ACK 
NOB(n-1) NAK 
Un message d · information aura toujours le 
suivant : 
format 
SOH POL NOB(n) STX .. texte . . ETB(ETX) BCC 
Dans les deux cas, le bloc de données qui comprend le 
message a envoyer, de quelque nature qu · il soit , est 
une zone mémoire dont 1 · adresse est fournie a la 
procédure lors de sa première invocation. 
Le travail exigê par la procédure de sortie est beaucoup 























Procédu r e 
send(x) envoyer le caractè re x. 
Fig . IV . 9 Pr ocedure de sortie . 
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1·~ncadrement des messages a envoyer par les caractères 
de contrôle adéquats; 
le calcul de la parité longitudinale des messages 
d ' information qui sera transmise avec le dernier byte. 
1 · envoi de tous les bytes du messages donnês (un a deux 
bytes pour les messages de service et jusqu·a 252 bytes 
pour ceux d'information); 
A la fin d · une êmission, la procêdure restaure son état 
initial pour une activation ultêrieure. 
A cause du principe de 1 · a1ternat (les procêdures d · entrêe 
et de sortie ne sont jamais actives simultanément), la 
procédure de sortie ne peut pas garantir la bonne réception 
du message envoyê avant d'en avoir reçu 1·accusé de 
réception. ce dernier ne peut être réceptionnê que par la 
procédure d ' entrée. c · est pourquoi, lorsque 1·automate de 
sortie a finis~ transmission, il passe la main a 1·automate 
d·entrêe; on peut d'ailleurs voir ceci sur la figure IV.7. 
c·est donc le rêsultat de la rêception consécutive a une 
êmission qui servira comme rêsultat de la bonne exécution de 
celle-ci a la couche supérieure. 
~-~-~- La couche transport 
Souvent appelé transport de bout en bout, cette couche doit 
vérifier 1 · intégrité de la couche liaison de données, aucun 
système de transmission n·étant totalement fiable. Cette couche 
comprend donc le protocole nécessaire pour assurer un transfert 
correct, i.e. sans erreurs, des données par la couche liaison de 
donnèes, et s·occupe, le cas échéant, des corrections ou des 
retransmissions. 
Les fonctions réalisées par la couche transport sont: 
la détection des erreurs et la gestion de la qualité du 
service; 
l ' éclatement des blocs en articles; 
les fonctions de supervisions du service. 
~-l•~•l• Communication inter-processus 
La couche transport s · appuye donc sur les services, 
émission et réception, fournis par la couche liaison de 
données : la tache qui exécute les fonctions du protocole de 
transport peut en effet requérir les services des procédures 
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de transmission, en demandant au gèrant des taches de 
susciter 1·arrivèe d ' un des èvènements extèrieurs 
caractère-reçu ou èmission-prête. Les deux procèdures de 
transmission ètant automatiquement repositionnèes a leur 
ètat initial a chaque fin de travail, le service requis 
pourra donc reprendre depuis son dèbut. 
De même, lorsque le service transmission se termine, et on 
1·a vu, toujours après une rèception, la procèdure d'entrèe 
avertit le niveau transport de la fin de son travail; Ceci 
est rèalisè par le biais d ' èvènements associes a une file 
d ' attente. 
L ' èvènement, en fait un message interne, 
gèrant des taches ainsi que la file d'attente 
dans le système temps rèel RMX) a laquelle il 
c · est au gêrant d ' assurer la transmission 
première tache qui le dèsire, en la 
nècessaire. 
est fourni au 
(appelèe canal 
est associe; 
du message a la 
dèbloquant si 
seules les taches actives ou celles sous interruptions, 
peuvent donc provoquer pareils èvènements, 1·arrivèe de 
chacun de ceux-ci pouvant causer alors soit le dèblocage 
d'une tache en attente, plus prioritaire que la tache qui a 
provoquè 1 · evènement, soit la continuation de la tache 
courante, si elle est elle-même la plus prioritaire des 
taches prêtes. 
Deux procèdures permettent la communication entre taches. ce 
sont: 
RQSEND (canal_addr,msg_addr) : envoyer le message dont 
1·adresse de dèbut de zone mèmoire est msg_adr sur la 
file d ' attente dont l ' adresse est donnèe par 
canal_addr. 
x=RQACPT (canal._addr) : attendre 1 · arrivèe d ' un message 
sur le canal spècifiè; comme il s · agit ici d ' une 
fonction, le rèsultat ~ sera l ' adresse en mèmoire de la 
zone qui contient le message reçu. 
Si un message est dèja disponible, il n · y aura pas 
a · attente; si aucun message n·est disponible, la tache 
est dèsactivèe et bloguèe. 
Il y a en outre une troisième procêdure, fort semblable a 
RQACPT, mais qui permet a une tache, sans être bloquèe, de 
savoir si un message est disponible sur un canal : 
RQWAIT (canal_addr , time_limit) attendre pendant 
time_ limit * 25ms 1 · arrivèe a·un message sur le canal 
dont l'adresse est spècifièe. Si time_limit vaut o, on 
obtient le cas particulier sans attente. 
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entre les deux couches 
base sur ce mecanisme 
transport et 
de communication 
La procêdure de transport informe, via le gerant, qu·e11e a 
besoin des services d'une des deux procêdures de 
transmission . Pour cela, elle lui transmet 1·adresse de la 
zone mêmoire qui soit contient le message a transmettre, 
soit qui est destinêe a recevoir le message reçu. Ensuite , 
elle attend la signification de la bonne exêcution de sa 
demande, et, pour cela, fait une demande de rêception de 
message i nterne sur un canal (KSintSsyn) rêservê a cet effet 
et commun aux deux couches. 





rranspo r t 









7 canaux et 
Niveau APPLICATION ] 









Variable s ~ods 
e t canaux à 1 
de cont r ôle ~b_yer 
Initiall.sa - TRANSPORT l 
1.on & contr le 
Po~;;:; - ] 
~--< --- - - 1 _ ___ - _- ~} ---
Œ:0~ t~~on U!~~  
-i~-~-eau----·-~ r ~ + ~ -1 
Réce ~ti·°'.___J Q:=SMISS ION c_J L""""j i ~ 
_ Ni veau PHYSIQUE Y 
Fig. IV.10 Interf aces i nter- couches . 
Les canaux 
Le gêrant de la ligne a besoin de 
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zones mêmoires où il peut mettre les messages en cours 
de rêception; 
zones mêmoires où il peut prendre des messages a 
envoyer; 
zones mêmoires où il peut renvoyer les messages 
complètement reçus aux taches d'application qui se 
chargeront de leur traitement. 
Ces zones mêmoires sont des buffers de longueur suffisante 
pour contenir un message quelconque servant a la liaison. 
On obtient ainsi les canaux suivants : 
1. canal de rêservation de la ressource synchrone 
(KSresSres) sur lequel le programme d·application fait 
sa demande de ressource . Lorsqu'il 1·a reçue, il doit 
renvoyer le message sur le canal des interruptions 
(KSintSsyn) en ayant pris soin d·en modifier le type de 
telle sorte que la tache de transport reconnaisse la 
une demande d'initialisation de la liaison; le type de 
ce message sera typStrigSsyn. 
2, Canal g · interruption du gêrant (KSintSsyn), sur lequel 
Ùn programme d'application peut envoyer 
le message d ' initialisation de la liaison après 
rêservation de la ressource; 
un message de dêblocage après erreur: ce message 
peut être soit une demande de libération de la 
ressource, auquel cas il sera du type 
typSfreeSsyn, soit une demande de reprise de 
communication normale, et il aura alors le type 
typSresSsyn ; 
le message de demande d'arrêt des communications 
(typSstopSsyn) qui permet de libérer la ressource 
a tout moment et non plus sur erreur. une réponse 
a ce message sera envoyée sur un canal spécifique 
avec un type dêpendant de 1·action: 
erreur (typSerrSblocked) indiquant qu'il 
faut d'abord débloquer la ligne, 
arrêt (typSstopSsyn) indiquant que la 
ressource a été libérée, 
3. canal g · erreurs (KSerrSsyn) : c·est sur ce canal que le 
gérant de la liaison renvoie les messages d'erreur. 
Deux sortes de messages peuvent y être envoyê 
message d ' anomalie (typSwrongSsyn) en cas 
d ' anomalies des messages reçus du central, et 
message d ' alarme (typSalarmSsyn) en cas de 
rêception d'une sêquence d ' alarme (SEL BEL) du 
central. 
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Suite a 1 · un de ces messages, le gérant de la ligne 
attend de recevoir sur le canal de contrôle (KSintSsyn) 
un message d · arret ou de reprise (Voir 2. ). Tant qu·un 
de ces deux messages n · est pas reçu, la ligne reste 
b l oquée et le gérant répond négativement a toute 
demande du central. 
4. canal des blocs libres (KSfreeSrec) : la tache y prend 
les buffers pour y copier les messages entrant; si 
aucun buffer n · est disponible, c·est-a-dire que le 
canal ou la file d · attente est vide, elle ne peut 
copier le message qui arrive et renvoie pour cela un 
accuse de réception négatif (SEL NAK) a la demande de 
sélection du central. 
5. canal des blocs ~ traiter (KStreatSrec) où les 
différents programmes d "application prennent des blocs 
en vue de leur traitement. Les blocs qu'ils pourront y 
trouver seront de plusieurs types suivant la sélection 
effectuée 
a. Type console (typSrecSkeyboard) ceux qui ne 
contiennent que des articles de 72 caractères au 
plus; 
b. Type imprimante (typSrecSprintSETB ou 
c. 
typSrecSprintSETX) ceux qui contiennent des 
articles console (72 c,) ou imprimante de 132 
caractères au plus. Il y en a deux types, suivant 
qu · il s · agit ou non d"une fin de texte (ETB ou 
ETX) . Si c · est le cas, l " imprimante n·est plus 
validée. 
Type perforateur de cartes (typSrecScardSETB ou 
typSrecScardSETX) ceux qui contiennent des 
articles soit de console ( 72 C' ) soit a 
destination du perforateur de cartes avec une 
longueur d "au plus 80 caractères. Ici aussi on 
fait la différence avec la fin de texte : dans les 
mêmes conditions que ci-dessus, le perforateur de 
carte sera invalide s·il s ·agit d·une fin de texte 
( ETX). 
canal des blocs~ envoyer : lorsque le central fait une 
demande de scrutation (Polling), la station vérifie 
qu · elle a au moins un bloc de données a lui envoyer. 
Pour cela, elle regarde si la file d "attente des blocs 
a envoyer est vide ou non. cette file d'attente est en 
fait dèdoublèe. 
le fait que plusieurs 
vouloir émettre des blocs 
canal réserve pour chacun des 
Ceci est nécessaire par 
périphériques peuvent 
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la console utilisateur, 
le lecteur de cartes, 
6. canal des blocs urgents (KSpriorSsend) où la tache qui 
gère la ligne prend les blocs a émettre en prioritê; ce 
sont les blocs en provenance de la console uniquement. 
7. canal des blocs normaux (KSnormSsend) où la tache 
gérant la ligne prend les blocs a êmettre soit 
lorsqu ' il n·y en a pas sur le canal urgent, soit que le 
central en ait fait la sêlection explicite. ce canal 
est en effet uniquement rêservè aux blocs du lecteur de 
cartes; on peut cependant y trouver êventuellement des 
blocs en provenance de la console. 
On remarque donc la diffêrence avec le canal des blocs 
a traiter où tous les blocs sont mêlangès, ne tenant 









Fig. IV.11 structure des messages. 
Les messages qui circulent sur ces canaux ont une structure 
bien dêfinie et ceux qui sont dèposês sur le canal des blocs 
libres sont supposês avoir une longueur suffisante pour 
contenir un bloc de 252 octets. 
Leur structure est donnêe en figure IV.11 : chaque message 
est composé d ' une partie rêservêe au noyeau du système (RMX) 
et d · une autre partie utilisêe pour la communication. 
seul le message de rêservation de la ressource synchrone a 
une structure différente où sont spêcifièes les adresses des 
canaux utilisês pour la communication (Fig. IV.12). 
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\ LINK RMX LENGTH TYPE 
K$FREE$REC 
ADRESSES K$TREAT$REC 
DES CANAUX K$PRIOR$SEND 
K$NORMSSEND 
BYTE BYTE 
Fig. IV.1.2 Structure du message de réservation de la ressource. 
.1 
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Les variables de contrôle 
Les variables de contrôle, qui autorisent 1·accès a 
1·imprimante ou au lecteur-perforateur de carte, sont des 
variables booléennes (printerSOK et puncherSOK) dont la 
valeur vraie (True) spécifie que le périphérique 
correspondant est validé. Ces variables sont 
automatiquement repositionnèes a la valeur faux (False) dès 
reception de la fin de texte (Bloc terminé par ETX). 
La figure IV.1O montre la constitution des interfaces 
inter-couches on notera que les buffers de rèception et 
d·èmiss i on ne sont pas des buffers supplémentaires. Suivant 
la seconde considèration du point 2.2, il fallu réduire au 
maximum non seulement la taille du code, mais aussi celle 
des zones de travail qui sont implantèes, elles, en mémoire 
vive. c · est pourquoi les automates de transmission n·ont 
pas de zones de travail propres mais emploient directement 
les buffers libres et ceux a envoyer, en recevant de la 
couche transport les adresses respectives de ces buffers. 
ceci permet d·ailleurs de réaliser la première considération 
de ce même point : le logiciel de communication sera plus 
rapide dans son execution puisqu·on èvite ici la surcharge 
(overhead) qui aurait étê subie si on avait da effectuer le 
recopiage des blocs a envoyer dans le buffer de 1·automate 
d·emission ou le recopiage du buffer de reception dans les 
blocs a traiter. 
1-1-~-1- La fonction de transport réalisée sous forme de trois 
modules 
Note préliminaire Nous conviendrons d · adopter les 
terminologies suivantes : 
Procédure : 1·ensemble des règles qui réalisent le 
protocole; il s · agit donc du terme procédure au sens 
BSC ou HDLC et non pas au sens ALGOL. 
Res source synchrone 1 · ensemble des éléments qui 
permettent d·etablir une liaison entre les deux sites. 
La fonction de transport, dont le but est d. assurer la 
gestion du protocole, peut être divisee en trois modules 
distincts : 
Module d · initialisation et d · arrêt dont la fonction est 
d·assurer 1 · initialisation de la procédure, les aspects 
spécifiques aux sequences de supervision, les arrêts, 
blocages et reprises conséquentes de la procédure; 
Module de gestion de la procedure en sélection, qui se 
charge uniquement de la résolution des transmissions où 
les informations en provenance du central sont reçues 
par la station; 
- 77 -
MISE EN OEUVRE D'UN PROTOCOLE DE COMMUNICATION 
Module de gestion de la procèdure 
charge uniquement, lui, de 
transmissions où les informations 
station vers le central. 






La figure IV.13 donne une reprèsentation de ces trois 
modules. 
~tialisa-
tions & arrets 
Lancement et 
Sélection 
Fig. IV,13 Graphe de la procèdure de transport. 
1-~·1·2• Les trois modules de la procèdure de transport 
Nous allons maintenant parcourir chacun des modules de 
la couch e transport : 
Le module de contrôle 
Ce module, dont 1 · algorithme est donnèe en fig IY6, 
assure les fonctions suivantes 
1. Initialisation de la procèdure (Etat initial); 
2. Attente de 1 · ordre de lancement (Etat lancement) 
depuis une tache d'application. Lorsque 1 · ordre 
est reçu, initialisation de la liaison et mise en 
mode chasse de l'interface (Etat repos); 
3. Suivant qu 'il s · agit de demande de polling ou de 
sèlection, le traitement est dirige vers le module 
correspondant. 
4. Le module de contrôle peut aussi recevoir des 
ordres de blocage ou d ' arrêt. 
Le module de gestion de selection 
Dans le transfert d ' information du central vers la 
station, ce module se charge de : 
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1, déterminer le pêriphêrique sêlectionnè; si la 
sélection est faite sur un des pêriphèriques 
imprimante ou lecteur-perforateur de cartes il 
verifie que ce pèriphêrique est validé, sinon il 
refuse la sélection (SEL NAK); 
2, prendre un bloc libre dans la file d'attente : s ' il 
n·y en a plus, il refuse la sélection de la même 
manière qu·en 1, (SEL NAK); 
3, enfin, il peut accepter la sélection (SEL ACK) et 
4. attend de recevoir un bloc d'information 
si le bloc est incorrectement reçu, il 
renvoie la séquence NOB NAK; 
si le bloc est correctement reçu, il le met 
sur la file d'attente des blocs a traiter et 
suivant que le bloc se termine par ETB ou 
ETX , il renvoie la séquence de supervision 
NOB ACK ou OLE ACK. Il retourne a 1·etat 
de repos; 
on a reçu une séquence de supervision EOT 
c·est la fin de la sélection et il retourne a 
1 · etat de repos; 
tout autre bloc ou séquence qui ne satisfait 
pas ces conditions provoque 1·arrêt de la 
liaison. 
S. retour au point 4, 
Le module de gestion de scrutation 
Dans le transfert d ' information de la station vers le 
central, ce module se charge de 
1. vérifier si on est en test de 
fictif validé) auquel cas 
fictif pour envoi; 
ligne (Périphérique 
il prépare un bloc 
2, vérifier si un bloc en provenance de la console 
utilisateur est en attente si oui, il le 
prépare, sinon il fait de même pour le lecteur de 
cartes; 
3, si la station n·a aucun . bloc d'information a 
transmettre, ou si le périphérique fictif n · est 
pas validé, il refuse la scrutation en renvoyant 
la séquence de supervision EOT et retourne a 
1 · etat de repos; 
4, il envoie le bloc prèparè et en attend 1·accusè de 
réception; 
5, si 1 · acquittement est négatif (NOB NAK), il 
recommence 1·envoi du bloc (retour au point 4. ), 
sinon il recommence au point 2. après avoir 
signifié a la tache a laquelle appartenait le bloc 
envoyé que le service a èté correctement accompli; 
6, si 1·acquittement d'un bloc contient une demande de 
suspension (OLE ACK ou DLE NAK), il retourne a 
1·etat de repos. 
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~-~-~- La couche application 
L"ensemble des taches regissant la procedure de 
communication TMM, peut etre vu comme une ressource du systeme 
que les differents programmes d'application partagent. c · est 
pourquoi, dans la suite du texte on parlera de ressource 
synchrone. 
On decrira ici la façon dont un programme d·application doit 
utiliser la ressource synchrone. 
Celle-ci est vue sous la forme de sept files d ' attente, ou 
canaux, et de deux variables de contrôle. 
~-~-~-~- Initialisation de la ligne 
Bien que les taches de gestion du protocole TMM soient 
toutes chargees lors du bootstrap du systeme, elles ne 
s · occupent pas tout de suite de la creation et de la gestion 
de la liaison avec 1·autre site mais se mettent d"abord en 
état d ' attente de réception d'un ordre. 
cet ordre est donne par une tache du niveau application a la 
suite duquel, la tache transport initialisera effectivement 
la liaison. 
En fait ceci se passe en deux etapes distinctes 
Lors de sa creation ,la tache de transport signale sa 
présence au sein du systeme en envoyant sur un canal, 
reservé a cet effet et appele canal de la ressource 
synchrone, un message; ensuite, elle attend 1·ordre 
d "initialisation sur un autre canal. 
Une tache d "application désireuse de communiquer avec 
1·autre site doit s·assurer que la ressource est 
disponible: elle attend le message de disponibilité de 
la ressource synchrone sur le canal correspondant; ceci 
fait, elle renvoie ce meme message sur un canal de 
contrôle. La tache de transport reconnait celui-ci 
comme un ordre d"initialisation. 
La ligne est initialisée a 1·usage exclusif de la première 
tache d'application qui a pris le message de reservation de 
la ressource synchrone. Il n · y a donc pas moyen 
d"initialiser deux fois la liaison sans que celle-ci n · eut 
ete précédemment suspendue par demande explicite de la 
station, ou par détection d ' erreurs non recuperables. 
~-~-~-z. Utilisation de la ressource synchrone 
Dès que la ressource synchrone est initialisée, tout 
programme d ' application peut 1·utiliser, soit pour envoyer 
des messages au central, et ce en déposant sur les canaux 
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d·envoi {KSpriorSsend ou KSnormSsend) les messages voulus, 
soit pour recevoir des messages du central, en prenant 
ceux-ci sur le canal des messages a traiter (KStreatSrec). 
~.z. La rêalisation 
Elle consiste principalement dans la conception et 1·ecriture des 
diffêrentes procêdures qui forment le protocole. 
~-Z•l• Les programmes 
Ces programmes [Annexe B2) ont ete rêalisês suivant la même 
dêcoupe en couches que celle abordée prêcêdemment. c · est ainsi 
qu·on retrouve : 
au niveau transmission 
d·emission et celui de 
Assembleur 8080 
les deux automates, celui 
rêception, qui ont êtê êcrits en 
au niveau transport : la tache de gestion du transport qui, 
ecrite en PL/M 80, regroupe les trois modules directeur, de 
sêlection et de scrutation. 
au niveau application : les programmes qui ont permis les 
tests de cette procêdure pendant le dêveloppement du système 
de communication. 
~-~·~•l• Principe de test 
Pour effectuer les tests de la ligne, il est apparu 
intéressant de conserver en mémoire tout le dialogue 
entrepris entre les deux sites pendant une session. Ceci 
permet de tester tant les procêdures de transport {Réponses 
adéquates), que les automates de transmission (Encadrement 
des blocs, fonctionnement sous interruptions). 
Un exemple de dialogue est donne en annexe (Annexe B3). 
Tous les caractères de contrôle d · une liaison y sont 
traduits par un mnémonique pour rendre le travail de 
vêrification moins ardu. On y remarque la quantité de 
séquences de supervision nécessaires pour le transfert, dans 
un sens comme dans 1·autre, d'informations utiles. 
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~.z,z,z, La configuration de test 
Plusieurs taches d·application ont êtê crêêes en vue 
des tests. ce sont notamment : 
USER 
USER: tache simulant la console utilisateur. Elle 
demande d·introduire via le clavier des commandes qui 
seront transmises, i.e. envoyêes, au central. 
SCREEN : tache simulant un programme d · application qui 
traite les blocs reçus. Elle doit, comme travail, 
prendre les blocs prets au traitement, et dans ce cas-
ci, afficher leur contenu utile a 1·êcran. 
SCREEN RESULT 
r . 
"C omm ndes" "Ré onses" 
Nivea u TRANSPORT 
Niveau TRANSMISSION 
Fig. IV.14 Configuration de test. 
Ces deux taches ont leur intêret puisqu·elles obligent 
les blocs qu · elles envoient ou qu · elles reçoivent, a 
traverser toutes les couches de la procêdure. 
Une dernière tache d ·application doit etre rajoutee a cette 
configuration 
RESULT: c · est elle qui permet de "visualiser" le 
dialogue qui c ircule sur la ligne. Elle constitue plus 
du "rafistolage" de test, puisqu · elle se repique 
directement sur le niveau transmission, sans passer par 
le niveau transport. 
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REALISATION D'UN RESEAU LOCAL 
MISE EN OEUVRE o·UN RESEAU LOCAL 
INTRODUCTION 
Pour différentes raisons, qui ont déja été exposées dans ce mémoire 
(coat, disponibilité, sécurité et efficacité d·un système d"informatique 
répartie) il est apparu intéressant d"interconnecter entre eux, sous forme 
d"un réseau local, plusieurs micro-ordinateurs dont l " Institut 
d " Informatique dispose déja. 
Le réseau qui serait développé doit fournir des facilités de communication 
et d"échange de données entre ces micro-ordinateurs sur un espace 
géographiquement limité. 
L"étude de 1·implémentation d · un réseau local intervient donc directement 
dans le cadre de ce mémoire, la réalisation qui en dépend étant influencée 
par 
les besoins immédiats d·un réseau local, 
les facilités de réalisation matérielle du réseau, 
la disponibilité des éléments nécessaires a sa réalisation. 
Après avoir présenté le matériel disponible et envisager plusieurs 
solutions pour un réseau local, on exposera la solution retenue, sous son 
aspect physique (Hardware) et logique (Software de communication). 
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Chapitre 1 
!, PRESENTATION DU MATERIEL DISPONIBLE 
Le matêriel dont on dispose est constituê de micro-ordinateurs North-
star Horizon. 
!,!, Prêsentation du North-star 
Les North-star sont des micro-ordinateurs pilotês par un 
microprocesseur zeo A de ZILOG ils ont une capacitê mêmoire (RAM) 
de 64 Kbytes et disposent d ' une mêmoire de stockage (Disquettes) de 
179Kbytes par unitê (1 a 4 unitês). Ils possèdent entre autre deux 
interfaces sêrie RS 232 et un interface parallèle. 
!,Z, Présentation des interfaces RS 232 
Chaque North-star comprend deux interfaces RS 232 (Avis V.24 du 
CCITT) dont un est rêservé a la connexion du terminal, le second êtant 
dès lors disponible pour d ' autres applications, par exemple un rèseau 
local. Chaque porte RS 232 fournit plusieurs signaux dont notamment: 
un signal de données en entrée (Received Data); 
un signal de données en sortie (Transmitted Data) 
un signal de référence ou masse (Ground signal) 
un signal d ' état de modem (Data set Ready). 
Ces interfaces peuvent travailler en full duplex (Voir infra pour 
1 · utilité de ceci), en mode synchrone ou asynchrone. 
Les standards s·y rapportant limitent, en 
transmission a 19.200 Bauds, et la distance 
a 30 mètres (100 pieds) [ZAKSJ . 
théorie, la vitesse de 
entre appareils connectés 
Or, on est contraint de connecter chaque appareil au réseau par 
l'intermédiaire de ces interfaces RS 232. Ces considérations auront 
donc une lourde répercussion sur les performances d ' un réseau basé sur 
ces interfaces. Il ne faudra donc pas comparer le réseau issu de 
cette étude avec d ' autres réseaux dont les caractéristiques sont très 
différentes parce qu'ils possèdent des interfaces spècialisés dans ce 
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but (Voir troisième partie). 
on peut citer en particulier COBUS, LISA et ETHERNET dans la famille 
des réseaux bus, dont les vitesses varient de 100 a 800 KBps, et TROUT 
de la famille des réseaux en anneau, qui atteint une vitesse de 
1·ordre de 100 KBps. 
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Chapitre 2 
~. LES ARCHITECTURES ENVISAGEES 
Dans la lignee des tendances actuelles, on pourrait envisager deux 
architectures pour la realisation du reseau local 
Reseau en anneau (a insertion de registre), 
Reseau bus (a contention). 
Diverses raisons nous limitent a ces deux architectures, notamment 
Le fait que 1 · architecture bus est celle qu · on retrouve le plus 
souvent au niveau commercial (Ethernet, Lisa); 1·architecture en 
anneau semble plutôt être un pole d'attraction en vue d · etudes 
realisees pour la plupart par des universites (Trout, Liu) 
Qu · on a pas le temps d'envisager une nouvelle architecture pour notre 
realisation 
Par les facilites d'irnplernentation qu · offrent ces deux architectures; 
Finalement, a cause de leur principe de decentralisation du contrôle, 
qui influence la fiabilite du reseau. 
Ces deux architectures sont presentees ci-dessous en vue d'une comparaison 
qui permettra de faire un choix. 
~-~- Reseau en anneau 
L'architecture dont on s · inspirerait est celle d'un anneau a 
insertion de registre (Voir II.2.6 Reseaux DCLN de Liu). 
Principe 
Le principe qu·on adopterait serait le suivant : 
Chaque noeud, en 1 · occurence chaque North-star, ne connait 
que son predecesseur et son successeur inunediats (Adjacents) 
et agit comme repetiteur de messages, c·est-a-dire qu ' il 
reçoit un message du noeud qui le precede sur 1·anneau (i-1) 
et qu'il le renvoie au noeud qui le suit (i+l). 
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Certains noeuds ne retransmettent pas les messages : ce sont 
les noeuds qui reçoivent, après un tour complet, le message 
qu ' ils ont eux-meme envoye . 
Lorsqu · un noeud dèsire envoyer un message, il aiguille 
d'abord le rèseau vers un buffer pour èviter que des 
mes~ages arrivant ne soient perdus pendant qu ' il dèpose le 
sien sur 1 · anneau. Dès qu ' il a fini son êmission , il 
branche la sortie du buffer sur 1 · anneau , de sorte que les 
messages retardes puissent poursuivre leurs chemins. 
Le noeud destinataire prend une copie du message qui lui est 
destine mais ne le retire pas de 1 · anneau; cependant, i l 
profite de son passage pour positionner un flag qui servira 
d ' acquittement. Le message retourne vers son expêditeur où 
il sera retire de 1 · anneau, par dêconnexion du registre 
d ' insertion. 
Fi g. V.l Rèseau en anneau. 
Format des messages 
Un message est compose de troi s parties : 
Remarques 
~ · en- tete qui comprend les adresses d ' origine 
dest i nat i on du message, 
la partie donnèes proprement dite, et 
et de 
la queue qui comprend les informations nècessair es a u 
contrôle d·erreur et d ' acquittement . 
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1. Chaque porte RS-232 fournit une entree et une sortie de signaux, 
ce qui permet d ·obtenir un anneau en connectant chaque sortie 
d · une porte a 1·entree de la porte suivante, jusqu · a fermeture de 
1·anneau. 
2. Chaque noeud doit obligatoirement jouer son rôle de repetiteur 
sinon 1 · anneau se brise; ceci oblige, pour assurer l"integrite 
de 1·anneau, de prevoir un moyen (Par exemple un relais) qui 
court-circuite tout noeud inactif. 
Fig, V. 2 L" interconnexion des North-Star en anneau. 
z_.z_. Rêseau bus 
Il y a plusieurs techniques pour rêaliser un rêseau bus une 
technique courante, employee par exemple dans Cobus (Lausanne), est la 
suivante 
Principe 
Les North-Star sont tous connectes sur le meme cable; 
Avant d · envoyer son message, un noeud verifie d · abord 
(Listen before talk) que le bus est libre, i.e. si aucun 
autre noeud n · emet de message a ce moment-la; s • i1 1·est, 
le noeud envoie aussitôt son message, sinon il attend que le 
bus redevienne libre . 
Les autres noeuds ecoutent le bus, s·aperçoivent qu · un 
nouveau message vient de commencer et verifient chacun s · i1 
leur est destine ; s i oui, le noeud destinataire ecoute 
1·entiêrete du message a la suite duquel il envoie, sans 
perdre le bus, un acquittement au noeud emetteur. Les 
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noeuds non concernes par ce 
prochain, et ainsi de suite 
destinataires d'un message émis 
mêmes en émettre un. 
message-ci 
jusqu·a ce 




Il n · est cependant pas exclu que deux noeuds, ou plus, 
désireux d ' émettre, s·aperçoivent en même temps que le bus 
est libre et commencent dès lors en même temps leurs 
émissions, de sorte que les messages envoyés entrent en 
collision. 
Pour remédier a ce problème, tout noeud qui émet écoute 
aussi le bus (Listen while talking) pour vérifier que ce 
qu · il a envoyé n · a pas été altéré par d'autres messages . 
Les noeuds qui détectent une altération de leur message, 
c · est-a-dire une collision, arrêtent aussitôt leurs 
émissions et attendent pendant un intervalle de temps 
diffèrent pour chacun et aléatoire avant de reprendre leur 
envoi. 
Les noeuds destinataires remarquent aussi que le message 
envoyé est trop court par rapport a un message valide, et 
attendent donc le prochain message qui leur est destine. 
i 
j 
Fig. V.3 Réseau bus. 
Format des messages 
A tout message entièrement envoyé correspond un acquittement. 
L· ensemble constitue d ' un message et de son acquittement 
constitue une transaction, tout au long de laquelle le bus 
apparait occupé a d ' autres noeuds qui voudraient émettre. 
Tout comme dans 1 · architecture d · un réseau en anneau, le message 
est composé de trois parties : 
1·en-tête qui comprend les adresses d'origine 
destination; 
la partie données proprement dite; 
et de 
la queue qui comprend les informations nécessaires au 
contrôle d·erreurs. 
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~ - acquittement est composé d'un ou de deux caractères de 
contrôle. Il est envoyé dès la fin de réception du message, de 
sorte que le bus reste toujours occupé, et circule dans le sens 
inverse du message, c · est-a-dire depuis le destinataire du 
message vers l ' expéditeur de ce même message, 
Remarques 
1. L'interconnexion des North-Star nécessite un minimum de hardware 
pour réaliser la connexion au réseau; ce hardware, ou interface, 
devrait permettre 
Fig. V.4 
de connaitre l'état du bus ( libre ou occupé), pour réaliser 
la fonction "Listen before talk". 
de détecter les collisions, pour réaliser la fonction 
"Listen while talking" , 
d ' envoyer et de recevoir des données sur un cable unique 
(Coaxial) , 
Connexion des North-Star au bus via un interface. 
2. Il n · y a plus de contraintes sur 1·activité des noeuds dans cette 
architecture-ci. 
z.~. Comparaison des architectures 
Les besoins immédiats a · un réseau local (Notamment pour 
1·avancement d · autres mémoires) nous obligent a choisir parmi les deux 
architectures que 1·on vient d·exposer. Le choix ne se fera pas sur 
base de performances espérées de chacune de ces architectures, qui 
seront en tous les cas limitées du fait ~e l ' utilisation des portes 
RS-232 . Au contraire, le choix se fera sur base des deux critères 
suivants : 
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Facilitè de rèalisation matèriell e 
Fiabilitè du rèseau. 
z.~.~- Avantages et inconvènients des architectures proposèes 
Chacune des architectures proposèes prèsente certains 
avantages et inconvènients, au niveau des critères citès, qu ·i1 
est utile de spècifier : 
Rèseau en anneau 
Avantage 
L·avantage d · une telle solution rèside dans sa 
facilitè de rèalisation puisque cette architecture ne 
requiert aucun matèriel supplèmentaire; les portes 
RS-232 peuvent en effet être utilisèes telles quelles. 
Inconvènient : 
L·inconvènient majeur de cette solution provient 
de la (trop) grande dèpendance des noeuds les uns les 
autres, par le fait qu · un seul d·entre eux provoque des 
troubles au niveau du rèseau s·il ne peut subitement 
plus assurer sa fonction de rèpêtiteur. 
Rèseau bus : 
Avantage 
L · un des principaux avantages qu·offre le rèseau 
bus provient de 1·indèpendance des noeuds qui, s · i1s 
deviennent inactifs, ne provoquent que peu de trouble 
au niveau du rèseau. 
Inconvènient : 
Nèanmoins, cette architecture nècessite un 
interface spècialisè qui permet de connecter plusieurs 
stations sur un même bus (Cable coaxial), 
z.~.z. Choix g · une architecture 
Le critère de la fiabilitè , exige que le comportement 
anormal (Arrêt, Re-boot, ... ) d·un noeud n · affecte pas, ou du 
moins très peu, celui du rèseau. Pareil critère ècarte tout de 
suite 1 · architect ure en anneau. 
Pour ma part , la nècessitè de rèaliser 
1 · architecture du type bus constitue un 
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Toutefois, on reportera au maximum des dêcisions d ' architecture 
au niveau software pour limiter nos problèmes et nos 
incompétences qui surgiraient si de telles dêcisions devaient 
etre prises au niveau hardware. 
L' architecture retenue est donc bien êvidemment celle du 
rêseau bus. 
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Chapitre 3 
1. REALISATION !f UN RESEAU BUS 




specifications fonctionnelles du reseau concernent son 
de fonctionnement, ses caracteristiques essentielles et ses 
Le principe du reseau bus qu · on se propose de realiser a 
deja ete aborde au point 2.2 de cette partie. 
1-~-~- caractéristiques essentielles 
Les caractèristiques essentielles de ce réseau sont 
Nombre maximum de stations : 255, 
support de transmission utilisé 
torsadés . 
paire blindée de cables 
Type de transmission : standard RS-232 (Avis V24 du CCITT). 
Taux de transfert : 4.800 Bps. 
Longueur maximum du réseau : A déterminer. 
Procédure de contrôle des communications : basée sur un 
concept multi-accés sans "convention" avec détection et 
resolution de collision (Carrier sense, Multiple Access with 
collision detection : CSMA/CD). 
Longueur des messages échangés entre processus 
d ' application : longueur variable mais limitée a 250 octets. 
1-~•1• Objectifs recherchés 
Les objectifs recherchés dans la conception du réseau se 
résument aux proprietés suivantes : 
Simplicité : tous les disposi tifs tendant a compliquer la 
construction et le fonctionnement du reseau ont été ecartés 
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de la conception 
compatibilitê : la compatibilitê vise la possibilitê 
d'interconnexion de systèmes issus d'implêmentations 
diverses; ces systèmes doivent toutefois être compatibles 
avec l'interface de connexion au rêseau, et avec le 
protocole du niveau application des autres systèmes du 
rèseau avec lesquels ils veulent communiquer 
Equitê : tous les noeuds disposent de la même prioritê 
d'utilisation du rêseau; 
Immobilisation: aucun noeud ne peut immobiliser a l~i seul 
les ressources du reseau, empêchant ainsi les autres noeuds 
de communiquer; 
Stabilite : 1·accroissement du temps d'attente doit être 
proportionnel par rapport a 1·accroissement de la charge sur 
le rêseau 
Fiabilite et maintenabilite : un des objectifs fondamentaux 
exige du rêseau qu ' il soit de fiabilitê maximum et de 
maintenance facile; 
Architecture en couches : une architecture en couches a ete 
adoptêe afin d'obtenir une division claire et nette de la 
conception de ce reseau selon des principes qui tendent de 
plus en plus a devenir des standards. cette architecture en 
couches a egalement pour avantage de simplifier les 
spécifications. 
~-~-~- Remarques 
Pour des raisons 
conception du rêseau, 









Vitesse : on ne recherche pas les performances au niveau 
vitesse de transmission, ces performances exigeant 
gênêralement des êquipements matêriels spêcialisês; 
Tous les systèmes connectês doivent se mettre d'accord sur 
1 · utilisation d'une vitesse de transmission commune (Par 
exemple 4.800 Bps) ; 
Sêcuritê : les couches de contrôle du rêseau ne procèdent a 
aucune opêration particulière de confidentialisation de 
l ' information; aucune protection du rêseau contre une 
tentative de connexion irrêgulière n·est assurêe. 
- 94 -
MISE EN OEUVRE D'UN RESEAU LOCAL 
1,Z, Architecture en couches 
Sans vouloir faire explicitement rêfêrence au dêcoupage proposê 
par 1·rso, il est êvident que toute conception saine d ' un système de 
transmission se base sur une architecture en couches. La terminologie 
utilisêe ne fait donc nullement rêfêrence a celle utilisêe par 1·rso, 
bien qu'il existe des similitudes entre elles. 
L'architecture se dêcompose en quatre couches : 
La couche application, 
La couche transport, 
La couche liaison de donnêes, 
La couche physique. 
APPLICATION 
TRANSPORT 
LIAISON DE DONNEES 
PHYSIQUE 
~ BUS } 
Fig. V.5 Les quatre couches de 1·architecture. 
Chaque couche de 1·architecture est dêcrite en terme de fonctions 
qu·elle rêalise et en terme de services qu·elle procure a la couche 
directement supêrieure. ce principe, directement inspirê des travaux 
de 1 · rso [l], permet ainsi d'obtenir une dêmarche d'analyse "Top-Down" 
qui, en partant des besoins globaux qu·ont les processus d'application 
(PA) d ' un rêseau local, aboutit finalement a la description des 
fonctions êlêmentaires nêcessaires que doivent rêaliser les trois 
couches infêrieures de 1 · architecture (Transport, Liaison de donnêes, 
Physique). 
Les requetes de services sont exprimêes sous forme d ' appels a des 
procêdures Pascal; ceci permet de simplifier et de clarifier le 
modèle proposê (2], 
1-~-~. La couche application 
On ne dêcrira pas les fonctions de 
mais les services qu·elle dêsire 
communication inter-processus. 
(l] Voir 3ème Partie de ce mêmoire 
la couche 
obtenir en 
[2] Un modèle procêdural exprimê uniquement en termes de 
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~.z,1,1, Les besoins globaux des processus g · application 
Les besoins d'utilisation d ' un rêseau local sont encore 
mal dêfinis. Pour l'instant ils se limiteraient a l'êchange 
d'informations entre les diffêrents processus d'application 
(PA) qui s·exêcutent dans les stations connectêes au rêseau. 
on entend par êchange g · informations : 
L'envoi de messages a destination d'un autre PA; 
La rêception de messages en provenance d'un autre PA. 
Un message est une suite d·octets. Aucune restriction . 
n·est faite quant au contenu de ces octets _: ce peut être, 
par exemple, des donnêes binaires en provenance d'un fichier 
objet ou des caractères en provenance d'un fichier de texte. 
Pour des raisons de facilitê d'implêmentation, la longueur 
d'un message est variable mais limitêe a 250 octets. cette 
longueur est aussi un compromis entre la taille des 
informations a transmettre sur le bus et le temps de 
rêservation du bus pour ce transfert. 
Toute station est identifiêe de manière unique par une 
adresse. cette adresse lui permet notamment de reconnaitre 
un message qui lui est destinê. 
Pour des raisons de facilitê d'implêmentation et de 
simplicitê des traitements a effectuer, l ' adresse est 
constituêe d'un nombre, compris entre 1 et 255, plutôt que 
d'un nom logique. 
Puisqu'il n·y a jamais qu·un seul PA qui s·exêcute a la fois 
dans chaque station, en adressant celle-ci on adresse aussi 
le PA qui s · y dêroule. 
~.z.~.z. Les services requis 
Les services requis par un PA, en vue de l ' êchange 
d ·informations avec d ' autres PA, doivent lui permettre : 
D'initialiser 1·accês au rêseau; 
De recevoir des messages en provenance de n ·importe 
quelle station du rêseau ,i.e. de n·importe quel PA; 
D'envoyer des messages a n'importe quel PA du rêseau; 
De cloturer 1·acces au rêseau lorsque le PA n·a plus 
besoin d'y accêder. 
ces quatres services sont fournis au PA sous forme d'appel a 
des procêdures Pascal. Voici les spêcifications de ces 
procêdures : 
1. OPEN_LINK (VAR host_addr:address; VAR err:code) 
Demande d ' initialisation d'une liaison virtuelle. 
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Cette procédure permet 
Elle renvoie au PA 
station (host_addr) et 
(err), par exemple : 
Accès déja ouvert 
au PA d'accéder au 
appelant l'adresse 




Autre station déja connectée sous la même 
adresse. 
2. CLOSE_LINK (VAR err:code) 
Demande de clotore 
cette procédure a pour but de fermer 1·accès au 
réseau. 
Après 1·appel a cette procédure, la station est 
déconnectée du réseau de sorte que le PA ne puisse 
plus recevoir de messages en provenance des autres 
PA qui accèdent au réseau. 
Un code d'erreur (err) est retourné au PA, 
indiquant les conditions de réalisation de cette 
procédure 
Accès déja ferme; 
Messages reçus mais non retirés par le PA. 
3. SEND (to_addr:address; len:length; msg:message; VAR 
err:code) 
Demande d'envoi d ' un message. 
cette procédure a pour but d'envoyer un message 
(msg) dont on connait la longueur (len) a la 
station dont on spécifie l'adresse (to_addr). 
Pour des raisons diverses, il se peut que le 
destinataire n ' ait pas reçu le message ou l'ait 
refusé; la procédure d'envoi applique la 
politique du meilleur effort pour assurer un 
service sor et fiable au PA utilisateur. Le PA 
peut savoir dans quelles conditions 1·envoi s·est 
réalisé; dans ce but, la procédure renvoie au PA 
un code d'erreur (err), par exemple : 
Trop d ' essais; 
Station destinatrice inexistante 
4. RECEIVE (VAR fro11Laddr:address; VAR len:length; VAR 
msg:message; wait:flag, VAR err:code) 
Demande de réception d'un message. 
Deux solutions sont possibles lors de 1·appel a 
cette procédure. Dans la première solution 
(wait=vrai), un message peut être déja disponible, 
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auquel cas la procédure renvoie ce message (msg), 
sa longueur (len) et l'adresse de son expéditeur 
(from._addr). Si aucun message n·est disponible 
lors de 1·appel a cette procédure, le PA est 
bloqué jusqu·a disponibilité d'un nouveau message. 
Dans la seconde solution (wait=faux), si aucun 
message n·est disponible, le PA n·est pas bloqué 
et un code d'erreur (err) est renvoyé. Si un 
message est disponible, il est fourni au PA co1TD11e 
dans le cas précèdent. 
N,~. : Un PA peut faire appel a 
même après clotore de 1·acces 
prendre les messages restant qui 
avant cette clotore. 
cette procédure, 
au réseau, pour 
ont ètè reçus 
~-~-~-~- synchronisme et asynchronisme des services 
Certaines exigences sont faites quant a la fiabilité de 
réalisation de ces services. 
on souhaite qu · un message soit correctement reçu par le 
destinataire. Si 1·envoi n·a pu s·effectuer dans les 
conditions espérées (A la suite de plusieurs essais, le 
message n·a toujours pas ètè correctement reçu ou n·a pas 
ètè du tout reçu a cause de mauvaises conditions de 
transmissions, parce que la station destinatrice est 
absente, ou parce que le réseau est fort éhargè et que le 
message est entre en collision avec d'autres messages a 
plusieurs reprises.) on désire que le PA en soit averti pour 
qu'il puisse prendre des mesures appropriées. 
ces considérations imposent a la procédure d'envoi 
(SEND) qu·elle se déroule de façon synchrone par rapport au 
PA puisqu ' il doit, en effet, savoir dans quelles conditions 
le services d'envoi s·est terminé. 
cette fiabilité, au niveau de 1·expèdition de messages , 
exige des stations connectées au réseau qu·elles puissent, 
en permanence, recevoir des messages qui leur sont destinés. 
Il est souhaitable, dès lors, que ces messages reçus soient 
aussitôt stockés et que le PA émetteur soit averti de leur 
bonne réception. 
Le stockage des messages reçus se fait dans un tampon 
-appelé panier- prévu a cet effet, jusqu·a concurrence de 
1 · espace disponible. 
Les messages reçus et stockés dans le panier peuvent ensuite 
être délivrés au PA au fur et a mesure que celui-ci en fait 
la demande (RECEIVE}, jusqu·a concurrence du nombre de 
messages disponibles. 
Le mécanisme de réception et de stockage que 1·on vient 
d'expliquer, et par lequel des messages peuvent être reçus 
et stockés sans l ' intervention du PA, se déroule de façon 
asynchrone par rapport a 1·exècution de ce PA. 
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~.z,z, La couche transport 
De manière gènèrale, la couche transport permet "un transfert 
de données entre PA qui accèdent au réseau (De bout en bout 
puisqu·une station ne supporte qu·un seul PA a la fois). 
La couche transport dècharge ses utilisateurs, les PA, de 
tous les dêtails liês au transfert de donnêes sor et a coots 
rèduits. 
~.z,z.~. Services fournis 
La couche transport fournit un ensemble de services a 
destination de la couche supérieure. ces services sont les 
services demandês par la couche application: 
Ouverture de 1·accès au rèseau (OPEN_LINK) 
Envoi de messages a destination d'une autre station 
( SEND) ; 
Rêception de messages en provenance d'une autre station 
( RECEIVE) 
Fermeture de 1·accès au rêseau (CLOSE_LINK) . 
~.z,z,z, Dèfinitions des èléments fonctionnels 
Il est nécessaire de dèfinir les éléments qui sont le 
support des traitements effectués par la couche transport. 
Les termes définis sont : 
Trame : une trame est l e regroupement d'informations 
fournies par le PA (Adresse du destinataire, message a 
envoyer) et d'informations de contrôle nécessaires au 
protocole propre de la couche transport. 
Une trame est constituée de trois parties distinctes 
L'en-tête, qui comprend des informations 
utiles au transfert de données : drapeau de 
début de trame, adresse d'origine et de 
destination, type du message, longueur du 
message. 
Le message de données lui-même. 
La queue, qui comprend les informations 
nécessaires au contrôle d'erreurs et le 
drapeau de fin de trame. 
La figure V,6 donne le format d ' une trame. 
Acquittement : un acquittement, associè a une trame, 
est constitué d ' une seule information. Il permet a 
1·expéditeur d'une trame, c·est-a-dire la couche 
transport, de savoir dans quelles conditions cette 
trame a étê reçue par le destinataire. 
Pour refléter toutes les conditions possibles, 
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1·acquittement peut prendre differentes valeurs 
En-Tête Don nées 
..... ------+----J En-queue 
Fig. V.6 
Fig. V. 7 
Ct. F I> /:" P~l1Tl 
( ,3 CC) 
Format d·une trame. 
"ACK" : la trame est correctement 
est acceptee par le destinataire. 
"NAK" : la trame est mal reçue et 
refusee par le destinataire. 
reçue et 
est donc 
"DLE" : la trame est correctement reçue mais 
est refusee par le destinataire. 
"NUL" : aucun acquittement ne fait suite a 
1·emission d·une trame. 
"CAN" : aucun acquittement n·est attendu 
etant donne que la trame est entree en 
collision avec une autre. 
Format d·un acquittement. 
Transaction : une transaction est 1·ensemble forme 
d·une trame et de 1·acquittement associe a cette trame 
( Fig V. 8) 
TRANSACTION 
~-------T_RA_ME _________ _.r,,--· 
Fig. V. 8 Format d·une transaction. 
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d•Z·Z•d• Fonctions réalisées 
Pour etre capable de fournir les services précités, la 
couche transport doit réaliser un certain nombre de 
fonctions. 
on distingue deux catégories de fonctions a réaliser 
Les fonctions propres a l'émission de messages a 
destination d ' une autre station : on les appellera les 
fonctions g·émission. 
Les fonctions propres a la réception de messages en 
provenance d'une autre station : on les appellera les 
fonctions de réception. 
b) Les fonctions g · émission: 
1. Préparation g·une trame : la préparation d'une trame 
consiste dans 1 · encadrage du message de données par les 
informations de contrôle adéquates. c- e.st 1 · encapsulage 
(Voir figure V.6), 
2. Gestion des transactions la couche transport se 
charge, dans le but d'offrir un service sor et fiable 
aux utilisateurs, de gérer les transactions. cette 
gestion se fait en deux étapes successives 
1. Demande d ' envoi de la trame préparée, 
2. Réception d ' un acquittement associé a cette trame. 
Chaque étape est réalisée sous forme de requête a un 
service de la couche inférieure. 
La gestion des transactions consiste a effectuer 
les opérations nécessaires pour assurer la transmission 
parfaite d·une trame. 
cette transmission peut soit avoir abouti correct ement, 
soit incorrectement ou meme pas du tout . 
Transmission correcte : la station destinatrice a 
correctement reçu la trame et 1 · a soit acceptée, 
soit refusée par manque de place dans son panier; 
Transmission incorrecte : la station destinatrice 
a reçu la trame , mais celle-ci était incorrecte 
(Vérification de la parité longitudinale); 
Transmission non aboutie : la transmission peut ne 
pas avoir abouti du tout soit parce que la trame 
est entrée en collision avec une autre, soit parce 







transmission n · a pas abouti 
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nouveaux essais. Cependant, le nombre 
limitê, pour ne pas surcharger le rêseau. 
la limite est fixêe a s essais pour 
de non aboutissement (Collision, 










Envoy er(DLE) Envoye r (NAK) 
N En voye r (ACK) y 
Décaps ul a ge 
1 
Sau ve t a ge dans 
lQr 
B. 
Pla ce L-ibr e 
Nombre de messages : 2 
Fig. V.9 a&b Diagramme d·enchainement. 
En rêsumê, les fonctions d'êmission reprennent 
L'encapsulage des trames; 
La gestion des transactions : retransmission un certain 
nombre de fois tant que la transmission d"une trame n·a 
pas correctement abouti. 
La figure V.9a donne le diagramme d'enchainement de ces 
fonctions. 
~) Les fonctions de rêception 
1. Gestion des transactions 
se fait en deux êtapes : 
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1. Réception d ' une trame : la couche liaison de 
données ne délivre que les trames complètes et a 
destination de la station. Dans le but d'envoyer 
un acquittement a la station émettrice, la couche 
transport détermine si la trame a été correctement 
reçue ou non (Par contrôle de la clé de parité 
transversale), et si le panier peut recevoir le 
message de données. 
2. Demande d'envoi de 1 · acquittement : la couche 
transport détermine 1·acquittement a envoyer (ACK, 
NAK ou DLE) et fourni cet acquittement a la couche 
inférieure pour envoi. 
sauvetage des messages : finalement, pour autant que la 
trame ait été correctement reçue et que le panier ne 
soit pas trop rempli, la couche transport extrait le 
message de la trame (Décapsulage) en vue de son 
stockage. 
En résumé, les fonctions de réception reprennent : 
La gestion des transactions 
1 · acquittement; 
Le dêcapsulage d ' une trame 
La gestion du panier; 
Le stockage du message. 
détermination de 
La figure V.9b donne le diagramme d ' enchainement de ces 
fonctions . 
1,~.z.~. Services requis 
La couche liaison de données doit être en mesure de 
fournir les services suivants a la couche transport : 
Envoi de trames; 
Réception de trames 
Envoi d ' acquittement; 
Rêception d ' acquittement. 
1.z .1, La couche liaison de données 
La couche liaison de données contrôle les transmissions de 
trames et d'acquittements , en détectant notamment les erreurs qui 
pourraient survenir au ni veau physique de 1 · architecture. 
1.z.1.~. services fournis 
La couche liaison de données fournit quatre services a 
destination de la couche supérieure. Pour rappel, ces 
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services sont 
Envoi de trames sur le réseau; 
Réception de trames adressées a la station; 
Envoi d ' acquittements associés aux trames reçues 
Réception d ' acquittements associés aux trames envoyées . 
1.z.1.z. Définition des éléments fonctionnels 
Il est nécessaire de définir les éléments qui sont le 
support des traitements effectués par la couche liaison de 
données. 
Bytes : les trames et les acquittements manipulés par 
la couche transport sont subdivisés en composants 
appelés bytes (Suite de bits). 
l,Z,l,l, Fonctions réalisées 
Tout comme dans la couche transport, on distingue deux 
catégories de fonctions a réaliser les fonctions 
d'émission et les fonctions de réception. 
~) Les fonctions g · émission 
l. Désassemblage g · une trame : la trame est désassemblée 
en bytes en vue de sa transmission les trames sont, a 
ce niveau-ci, vues comme une suite de bytes. 
Puisque le drapeau (Caractère BEL de 1·a1phabet 
international no. 5) est utilisé pour distinguer le 
début d ' une trame, il faut éviter qu ' il n·apparaisse 
parmi les autres bytes de cette même trame. Dans ce 
but, tout byte autre que le drapeau qui a la valeur 
BEL, est dédouble de la manière suivante 
BEL ---> DLE PAO. 
Le caractère OLE devient alors un caractère de cont r ôle 
qu•il convient aussi de dédoubler lorsqu ' il apparait 
parmi les bytes d'une trame 
OLE ---> OLE DLE. 
2. Envoi de bytes 
désassemblée est 
envoi. 
chaque byte de la trame ainsi 
fourni a la couche inférieure pour 
3. Envoi g · acguittement : 1·acquittement déterminé par la 
couche transport doit être envoyé directement après 
avoir reçu le dernier byte de la trame pour ne pas 
perdre le bus. 








i : "' i+l 
6 




En v oyer Byte i 
y 
A. 
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d ' expédier le premier byte d·une trame, il est 
nécessaire de s · assur er qu·aucune autre transmission 
n · est en cours; si c·ètait le cas, il faudrait 
attendre que le bus redevienne libre. 
cette fonction permettra aussi de s·apercevoir de 
l ' absence d'acquittement. Celui-ci doit en effet 
parvenir dans un laps de temps relativement court après 
le dernier byte de l a trame pour éviter de perdre le 
bus pendant une transaction. 
Erreur 
Récept i on 
d'une trame 
Re cevoir un Byte 
? 
i:=O 





Fig. V,10 a&b Diagramme d ' enchainement. 
5, Détection des collisions : (Listen while talking) une 
coll ision ne pouvant survenir qu · au dèbut de 
1·expèdition d ' une trame (Deux stations découvrant le 
bus libre en même temps), il est indispensable de 
s · assurer que les bytes expèdiès ne sont pas altèrès 
est effectuée sur les trois 
trame (Fig. V.6 Drapeau, 
En effet, le premier byte 
par d ' autres expéditions . 
La détection de collision 
premiers bytes d ' une 
Destination et Origine). 
d'une trame est le même pour toutes les trames 
(Drapeau=BEL) le deuxième byte (Adresse du 
destinataire) peut être le même si deux PA décident 
- 105 -
MISE EN OEUVRE o·UN RESEAU LOCAL 
d·envoyer leur message au même destinataire; le 
troisième byte (Adresse de 1·expediteur) est diffèrent 
pour toutes les trames envoyèes simultanément 
puisqu·une station ne peut envoyer qu·une seule trame a 
la fois. 
Si une collision est dètectèe, 1·expedition de la trame 
est aussitôt stoppee et le niveau transport est averti 
de 1·avortement du service (CAN). 
En rèsumê, les fonctions d·emissions reprennent 
Le dèsassemblage d·une trame en bytes; 
L·envoi de bytes; 
L·envoi d·acquittement; 
La détection du bus libre 
La détection des collisions. 
La figure V.lOa donne le diagramme d·enchainement de ces 
fonctions 
~) Les fonctions de réception 
l. Réception de bytes : c~aque byte reçu est fourni par la 
couche inférieure en vue d · etre traite. 
2. Détection g·une nouvelle trame : le drapeau ne pouvant 
figurer qu·au dêbut d · une trame, son apparition 
provoque aussitôt la synchronisation du traitement sur 
la trame qui appara~t. 
La trame n · est traitèe que si elle est destinée a la 
station, sinon on attend 1·arrivêe d · une nouvelle 
trame. 
3. Détection des erreurs de 
paritê transversale est 
d · une trame 
transmission: une clê de 
êlaborêe sur tous les bytes 
4. Assemblage des trames : reconstitution d·une trame 
complète sur base des bytes reçus. 
ce n · est que lorsqu · elle est complètement reçue que la 
trame est transmise a la couche transport. 
~-~· : L·apparition du drapeau en cours d·assemblage 
d · une trame, provoque aussitôt 1·abandon de la trame en 
cours d·assemblage au profit de celle qui arrive; 
c·est gênêralement le cas des trames entrêes en 
collision. 
5. Attente d·acauittement : La couche liaison de donnêes 
attend un acquittement pendant un laps de temps 
dêterminê; il est en effet possible qu·aucun 
acquittement ne fasse suite a 1 · envoi d·une trame 
(NUL). Si 1 · acquittement est reçu il est transmis tel 
quel a la couche supérieure. 
En rêsumê, les fonctions relatives a la reception de trames 
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reprennent : 
La réception de bytes; 
La détection d·une nouvelle trame; 
La détection des erreurs de transmissions 
L·assemblage d·une trame; 
L·attente et 1 · envoi d·acquittement. 
La figure V.lob donne le diagramme d·enchainement de ces 
fonctions. 
1,Z,1-~- Services requis 
La couche physique doit être en mesure de fournir les 
services suivants a la couche liaison de données : 
Envoi de bytes sur le réseau; 
Réception de bytes par le réseau 
Détermination de 1 · état du réseau . 
détection de collision (Listen while 
outre que 1·émission et la réception de 
processus qui puissent s·exécuter 
Le mécanisme de 
talking) exige en 
bytes soient deux 
simultanément. 
1,z.~. La couche physique 
La couche physique fournit 
procéduraux pour la transmission 
liaison de données qui communiquent. 






entre couches de 
La couche physique fournit trois services a destination 
de la couche supérieure. Pour rappel, ces services sont : 
Emission de bytes sur le réseau; 
Réception de bytes en provenance du réseau 
Détermination de 1 · état du réseau. 
1.z.~.z. Définition des éléments fonctionnels 
Il est nécessaire de définir les éléments qui sont le 
support des traitements effectués par la couche physique . 
Bit : les bytes échangés avec la couche liaison de 
données, sont subdivisés en bits d·information en vue 
de leur transmission sur un moyen physique. un byte 
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est constitue de 8 bits d'information auxquels s·ajoute 
un bit de parité. 
1,z.~-1- Fonctions réalisées 
Comme dans les couches précédentes, on distingue deux 
catégories de fonctions les fonctions d·emission et les 
fonctions de réception. 
~) Les fonctions g·emission 
1. Préparation du~: le byte de donnée transmis par la 
couche liaison de données est divisé en bits 
d'information susceptibles d'être transmis. 
Une clé de parité, nécessaire pour le contrôle 
d'erreurs propre a la couche physique, est élaborée sur 
chaque byte : elle consiste en un bit supplémentaire 
appelé bit de parité. 
11 ! 1 11 ! l lt l 
1 2 3 4 5 6 7 8 P 
Fig. V.11 Format d·un byte. 
2. Envoi des bits sur le bus : la couche physique s·occupe 
ensuite de 1 · envoi des bits sur le support physique (Le 
bus). La transmission s·exècute en mode asynchrone. 
En résume, les fonctions d'émission reprennent 
Le désassemblage d ' un byte en bits; 
L'élaboration d ' une clé de parité 
L'envoi des bits sur le bus selon un 
transmission asynchrone. 
mode de 
La figure v.12a donne le diagramme d'enchainement de ces 
fonctions. 
~) Les fonctions de réception 
1. Détection de bits : la couche physique peut détecter le 
passage de bits sur le support physique (Détection de 
porteuse sur le bus "Carrier sense"), Ceci lui 
permet notamment de connaitre 1·etat du bus (Libre ou 
occupé). 
Les bits qui circulent sur le bus sont copiés en vue 
d ' un traitement ultérieur. 
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2. Reconstitution g · un ~: les bits ainsi copies sont 
assembles jusqu · a l'obtention d'un byte. Ce byte sera 
ensuite tranrnis a la couche supérieure. Toute détection 
d'erreur (Parité, format, .. ) est signalée a la couche 
supérieure. 
Désassemblage d u Byte en bits 
t 





Emission:=V; i: =l 
Copier Bit (i) 
i : =i +l 
Fig. V.l.2 a&b Diagramme d ' enchainement des fonctions. 
En rêsumê, les fonctions de rêception reprennent 
La détermination de 1 · etat du bus; 
La détection de bits d ' information sur le bus (Carrier 
Sense) ; 
L ' assemblage de bits en byte. 
La figure V.l.2b donne le diagramme d ' enchainement de ces 
fonctions. 
~) Remarques : Le mécanisme de détection des collisions 
(Listen while talking) exige que la rêception et 1 · emission 
de bytes puisse se faire simultanément. cette facultê est 
connue sous le nom de Full duplex. 
~-~-~. Conclusions 
La figure V.l.3a reprend, sous forme schêmatique, 
1 · architecture du modèle retenu. Pour chaque couche, on retrouve 
les fonctions réalisées, reparties en catégories, et les services 
qu · elle offre a la couche de niveau supérieur. Les services 
offerts sont typiquement les points d'interaction entre deux 
couches adjacentes ; ce sont les interfaces inter-couches. 
La figure V.l.3b reprend les éléments fonctionnels propres au 
protocole de chaque couche. 
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~-~· ~-interface réseau 
ce sont les trois couches inférieures de 1·architecture 
(Transport, Liaison de données et Physique) qui permettent a la couche 
Application d'accéder au réseau. Elles constituent l'interface-réseau 
(NIU: Network Interface Unit) qui effectue les opérations nécessaires 
pour fournir des services sors et fiables d'accès au réseau. 
Le NIU permet au PA d·accêder au réseau tout comme le gérant des 
fichiers lui permet d · accêder aux disques (Fig. V.14). 
Terminaux 
Fig. V.14. 






Situation du NIU. 
d ' un 
NIU. 
Dorénavant, les PA peuvent communiquer entre eux, sur base 
protocole qui leur est propre, en requérant les services du 
Les services du NIU sont prêcisemment ceux que la couche 
transport met a disposition de ses utilisateurs. on y retrouve 
donc les quatres procédures OPEN_LINK, CLOSE_LINK, SEND, RECEIVE. 
~-~·Z· Fonctions rêalisees 
Le but n·est pas ici d ' énumérer toutes les fonctions 
èlêmentaires réalisées par chacune des couches de 1·architecture, 
mais d·exprimer en quelques mots la fonction globale du NIU. 
Le NIU doit être capable, a partir de signaux électriques 
circulant sur une ligne physique (Le bus), de reconstituter un 
message valide a 1 · usage du PA. Inversement, il doit être 
capable de transformer le message fourni par le PA, en signaux 
électriques en vue de sa transmission a destination d'un autre 
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NIU, 
1,1,1, 1·implémentation 
L·implèmentation aborde la conception logique et physique du 
NIU (Software et Hardware). 
La conception des couches transport et liaison de données est 
logique (Software) et fait appel a la notion de programmes; la 
conception de la couche physique est physique (Hardware) et fait 






A 1 · exception 
' V.4.4.2), le NIU 
Conception du NIU. 
de 1 · interface d · adaptation au bus (Voir 
fait partie intégrante de 1 · ordinateur. Les 
programmes, réalisant le protocol e d·accès au bus, s·exècutent 
dans la même mémoire que celle des programmes d·application; les 
interfaces qui supportent les standards RS-232 font partie de 
1·ordinateur-même. 
1.~. Conception de la partie hardware du NIU 
Les fonctions de la couche physique de 1 · architecture 
(Décomposition d · un byte en bits, conversion d · un bit logique en 
signal électrique, selon les standards RS-232, et inversèment) sont 
réalisées par des circuits électroniques. Ces circuits, généralement 
intégré en un seul "Chip" qu·on appelle circuit intégré (Integrated 
circuit : IC), sont connus sous le nom g · interface-sèrie. 
La connexion physique de plusieurs interfaces de ce type sur une 
seule et même ligne pose un certain nombre de problèmes : pour 
résoudre ceux-ci, il a fallu développer un interface d · adaptation 
appelé interface-bus. 
- 112 -
MISE EN OEUVRE D' UN RESEAU LOCAL 
~.~.1. ~-interface-série RS-232 
~-~•1•1· Spécifications de l ' interface-série 
Dans notre cas, le circuit utilisé par le North-Star 
pour effectuer les fonctions de sérialisation, est un INTEL 
8251. Le lecteur se réfèrera a la quatrième partie de ce 
mémoire pour avoir de plus amples renseignements sur ce 
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Pin N1me P,n Fune11on 
OSA Oui Se1 Rudy 
OTA 
1 
0111 Term1n1I Rudy 
SVNOET Sync Oe1tc1 
ffi I Requu1 to S.nd D111 
CTS Clur 10 Send Oui 
T1E Tr 1n1mnt 1t• Empty 
Vcc •5 Voll Supply 
GNO Groùnd 
A1ROV T1ROY 
R1 ROY I Reu 1wer Rudv lhH ch1,1c1e, for 80801 
T1ROV I Tnn,m,t tt• Rudy lreadv for ch,r lrom 80801 
-,_ ___ _,-
Fig, V. 16 L ' interface 8251. 





de signaux électri ques en 
(+12V = "O" , -12V = "l") et 
informations 
assemblage d'un 
Désassemblage d ' un byte en bits, conversion 
d 'information en signaux électri ques . 
de bits 
~-~-1-~- Principe g · interrupt i on 
l. ~ g·interruptions : l ' interface-série fourn i t t oute 
une série de signaux qui indiq uent la réali sation 
d ' évènements . ces signaux peuvent être utilises dans un 
contexte g · interruption. 
on ne retiendra que deux évènements, auxquels on 
associe un type d ' interruption : 
RxRDY : Un byte est disponible dans l ' interfa c e-
série pour être trai té. 
Ce signal fournira l' interruption Réception-prête . 
TxRDY: L ' interface-série est p rêt a recevoi r un 
nouveau byte a émettre. 
ce signal fournira l ' interruption Emission-prête. 
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2. ~-interruption-reseau : Dans le North-Star, tous les 
signaux qui, en provenance de 
rêalisation d·un évènement 
fournir qu · un seul groupe 
1 · interface, indiquent la 
sont regroupés pour ne 
d·evenements. c·est a ce 
groupe d·evenements qu·on associe 





Fig. V.17 Regroupement des évènements. 
une interruption, 
3. Le gérant de 1 · interruption-rêseau : 
1·interruption-rêseau apparait, le 
(En fait un PA) est interrompu 
interruptions est active. 
Lorsque 
processus en cours 
et le gêrant des 
c·est le gérant des interruptions qui dêtermine, 
par lecture de 1 · etat de 1·interface-sêrie, quel 
êvênement s · est produit et donc quel service 
d · interruption doit être exécuté. 
une question subsiste : 
interruptions est-il activé 
1·interruption-rêseau? 
cormnent le gérant des 
lors de 1·apparition de 
La presence d · une interruption provoque le dêpot d·une 
instruction sur le bus interne des donnêes; cette 
instruction particulière a pour but de brancher, après 
1 · avoir sauve, le compteur de prograrmne a une adresse 
définie en mémoire. 
A cette adresse se trouve une sêquence d·instructions 
qui permet d·activer le gérant. Dans le cadre du 
North-Star, il est possible de fixer (Par cablage) 
cette adresse par groupe d•interruption. La figure V.le 
donne un exemple de configuration de la mémoire en ce 
qui concerne le gêrant de 1·interruption-reseau. 
~-~ -~- ~-interface-bus 
~-1·~•1• Les standards RS-232 
Les standards RS-232 définissent 
par les interfaces-sêrie auxquels 
signaux concernent principalement 







se rapportent. Ces 
jonction entre 
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équipement terminal de circuit de données (ETCD) (Avis V24 
du CCITT (MACCHI pg 109)), 
Système d'exploitation 
: i r; nterruption Gérant ~e NETRDY 






Serveur TXRDY , _. 
Autre gérant 
·-
JUMP y Autre inter. 
-
-JUMP x · . .. : .·, NetRDY interrupt. 
·-
Fig. V.18 Configuration de la mémoire. 
Les caractéristiques essentielles du standard RS-232 qui 
nous intéressent sont les suivantes 
L·èmission et la réception des données · se fait sur deux 
lignes physiques distinctes. 
Une tension positive (+l2V) représente un "0" et une 
tension négative (-l2V) un "l", 
~-~-z.z, Spêcifications de 1·interface-bus 
Il a fallu résoudre deux problèmes 
L·êmission et la réception des données doit se faire au 
moyen d·un bus unique il faudrait donc pouvoir 
court-circuiter les deux lignes physiques d·êmission et 
de réception; 
Puisque toutes les stations sont connectées sur un seul 
bus, il faut éviter les problèmes tels qu·une station 
émet un "0" (+l2V) pendant qu·une autre émet un "l" 
(-l2V) : de telles situations pourraient avoir de 
graves conséquences sur la vie des circuits 
électroniques. 
L·interface présenté en figure V.19 permet de résoudre ces 
problèmes. 
De cette manière, la réception et 1·èmission 
s·effectuent sur la même ligne; cette facilité sera 
également utilisée pour détecter les collisions. 
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Il n·y a plus de concurrence quant a la tension deposee 
par chaque station sur le bus. A 1·etat de repos, grace 
aux deux resistances de bout de ligne, la tension du 
bus est negative (-12V), ce qui correspond a des "l". 
o · autre part, la diode ne laisse passer qu·une tension 
positive, de sorte que les stations ne fournissent plus 
que les "0" (Les "l" sont fournis par les resistances 




Fig. V.19 Prototype d ' interface. 
Bu s 
1458 ( 1) 
4 . 7 K.f2 
1N914 
3 l'i CJ 
-1 2V TxD GRD DSR RxD 
Fig. V.20 L'interface bus. 
Finalement, pour pouvoir determiner 1·etat du b us 
(Signal DSR: 0=occupê, l=bus libre), on a besoin d ' un 
circuit qui detecte la presence de bytes sur le bus. ce 
circuit est constitue a·un monostable a · retard qui 
s · enclenche (EtatiJstable) au debut a · un byte et qui se 
declenche (Etat stable) lorsqu·aucun byte ne circule 
plus sur le bus. 
En fait, le monostable est constitue a · une capacite 
qui se charge (Enclenchement) lorsqu · une tension 
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capacitè se dècharge petit a petit pour enfin être 
complètement dèchargèe : c · est alors son dêclenchement. 
La transmission en mode asynchrone est telle que 
chaque byte êrnis cornrnence prècisernrnent par une tension 
+12v (Le start-bit = "O"). Quant le bus est au repos 
(Aucun byte ne circule plus) une tension nègative est 
perpètuellement prèsente, de sorte que le monostable 
finit par se dèclencher. 
: i 1 .j.J i 1--1 
d~ ro Bi t s 
.j.J i U) i 1 
1 
1 
1 ! 1 
1 
d onnée s 1 
1 










J _________ r 
1 
1 
Repos Env o i d 'u n byte 
(Libre ) (Occupé) 
Fig. V.21 Etat de la ligne et du monostable. 
En rèsumê, 1 · interface-bus rèalise 1 · adaptation entre un 





I n t er fa ce-
Bus 
Rs -232 
Utilitê de 1·interface-bus. 
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~-2• Conception software du NIU 
Les protocoles propres aux couches transport et liaison de 
données sont, eux, réalisés sous forme de programmes. 
La conception de ces programmes diffère suivant qu'il s·agit de la 
réception ou de l ' émission d'un message. 
~-2•~· Logiciel de réception 
M· asynchronisme (Voir V.3.2.l.,3} des réceptions exige que le 
PA soit interrompu et qu · un traitement adéquat soit effectue lors 
de 1 · arrivèe d'un nouveau byte (Réception-prête); ce traitement, 
effectue par un serveur d ' interruption de la couche liaison de 
données, consiste a essayer de reconstituer une trame complète. 
Lorsque le traitement du byte reçu est terminé, le serveur 
d ' interruption rend immédiatement la main au PA interrompu. 
Si le byte reçu permet a la couche liaison de données 
d'obtenir une trame complète, cette trame est transmise a la 
couche transport. cette dernière détermine alors 1·acquittement 
a envoyer et sauve, si nécessaire, le message reçu dans le 
panier. La couche liaison de donnée se charge enfin de 1·envoi de 
1 · acquittement, et le service d ' interruption se termine. 
En d ' autres mots, les traitements qui vont de la réception 
d'un byte jusqu·au stockage du message dans le panier s·executent 
sous interruptions (Interrupt driven); les traitements propres 
au retrait d ' un message du panier (RECEIVE) sont réalises par des 
procédures auxquelles les PA font appel. 
~-~-~- Logiciel g · émission 
Les traitements propres a l'émission de messages sont 
déclenches (Synchronisme des réceptions) lors de 1·appel du PA a 
une procédure (SEND). 
Une trame est constituée par la couche transport et est fournie 
ensuite a la couche liaison de données pour envoi. 
La couche liaison de données attend d'abord que le bus soit libre 
avant de commencer 1·envoi. 
L' envoi de la trame, byte par byte, est effectué par un serveur 
associé a l'interruption émission-prête. 
La détection des collisions est réalisée par un autre serveur, 
associé a l ' interruption réception-prête, qui vérifie la 
correspondance entre le byte émis et le byte reçu . Si une 
différence apparait, le serveur stoppe immédiatement l'émission 
et la couche transport est avertie de 1 · avortement du service. 
Dans le cas contraire, le serveur de détection de collision est 
automatiquement déconnecté si aucune collision n · est apparue au 
cours de l ' émission des trois premiers bytes. 
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1. t·enchainement des traitements sous forme d·appel a des 
procédures Pascal est donné en figure V, 23. 
2. Les serveurs d·interruptions sont écrits en assembleur 
(Annexe C2) 
TRAX,SPORT LIAISON DE 
DONNEES 
PHYS I QUE 
SEND {Mesa age I ~ T<ansmitF<a= ~::r tByte ~Ji CBi ts 
ReceiveAcknow . .______ ReceiveByte -=----- ReceiveBits 
----J ~J 
AF<ame ......_______ ___ ::JveByte '~•Bit, 
RECEIVE IMessagel --B ___s--
\:/'-'cknow, --------::JtByte ~mitBits 
Fig. V. 23 Enchainement des traitements. 
~-2•~· Principe des échanges 
Le principe des échanges peut être explicité sous forme d·un 
diagramme d · état (Figure V.24 : les commandes effectuées par le 
PA sont prècèdèes d·un "*", les évènements sont eux prècèdès d · un 
"1 " ) • 
1. b · ètat inactif: le NIU 
d · inforrnation tant que 
(*OPEN_LINK). De même, il 
que la ligne a ètè fermée 
ne particpe a 
la ligne n · a pas 




aux échanges dès 
2. b · êtat de~: dès que la ligne est initialisée, le NIU 
est en attente soit de 1 · envoi d·un message (*SEND) soit de 
la réception d · un nouveau message ( !Drapeau). 
3. b · ètat de réception: on passe dans cet état dès la 
réception d·une nouvelle trame ( !Drapeau). On repasse a 
1·ètat de repos soit après réception d · une trame complète, 
soit lorsqu · on a remarqué que la trame n·est pas destinée au 
NIU. 
4. b·ètat g·envoi : on passe dans cet état lorsque le PA fait 
une demande d · envoi de message (*SEND). on repasse a 1 · état 
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de repos soit lorsque 1 · envoi a ètè entièrement réalisé, 






















Le but de ce mémoire ètait d·ètudier les possibilités 
de réalisation d·un rèseau local au sein de 1·rnstitut 
d·rnformatique des FNDP. 
L·ètude approfondie de réseaux locaux existant et 
d·autres projets devaient aider la réalisation entreprise. 
Le projet de stage (Université de Lille), 
consistait en la réalisation d · un logiciel 
communication, a permis de se familiariser avec 
problèmes qui surviennent dans pareilles réalisations 





La réalisation d · un prototype de rèseau local 
présentait trois aspects essentiels. o·une part, il 
convenait d · ètablir une structuration en couches de 
1 · architecture de base de ce rèseau. o·autre part, le choix 
d · une architecture du type bus nécessitait la conception 
matérielle d·un interface; ceci constituait un attrait 
nouveau. Enfin, il a fallu développer un protocole de 
communication propre a une architecture du type bus; les 
travaux de stage ont ètè d·une grande aide dans ce dernier 
point. 
Au terme de ceci, on peut dresser la situation finale 
de la réalisation du rèseau local. 
cette réalisation a exigè la conception d · un interface 
hardware spècialisè (L.interface-bus) ;chacune des 
fonctions rèalisèes par cet interface a ètè testèe et 
vèrifièe 
Un protocole de communication, 
1 · architecture retenue, a ètè èlaborè; 
qui sied a 
Enfin, un logiciel de communication, permettant a des 
processus d · application d·acceder au rèseau, a ète 
realisè. 
Il conviendrait de développer 1 · etude de ce rèseau 
local dans les directions suivantes 
Etude des problèmes de fiabilité et estimation des 
performances du rèseau; 
Augmentation du nombre des fonctions de la couche 
transport 
Etude des possibilités de connexion d · autres 
équipements informatiques; par exemple un serveur disque 
ou imprimante, un POP 11; 
- I -
Etude des besoins d'utilisation d'un rêseau local au 





Note : Une bibliographie complète en matière de rèseaux lo-










AMERICAN NATIONAL STANDARD INSTITUTE 
"Data processing - Open system interconnection - Basic 
reference model" 
ANSI ISO/TC97/SC16 
Computer Networks 5 (1981) 81-118 
ANDERSON G. , JENSEN E. 
"Computer interconnection structures 
teristics and examples" 
Computing survey, december 1975 
BAUWENS, HENNEBELLE en DE RUYTER 
"Ringnetwerk" 
PDBCH 281180, november 1980 
taxonomy, charac-
BOGGS D. , SHOCH J. , TAFT E. and METCALFE R. 
"PUP : An internetwork architecture" 
XEROX CSL 79-10, july 1979 
BOUHOT J-P. , LUSSATO B. , FRANCE B. 
"La micro-informatique : introduction aux systèmes 
rèpartis" 
Ed. d·informatique, Paris, 1974 
CII - HONEYWELL BULL 
"Transmission de donnèes 
CII HONEYWELL BULL 
procèdure TMM-RB'' 
"Procèdure de transmission TMM-RB (EBCDIC - ASCII) 
CLARK D. , POGRAN K. , REED D, 
"An introduction to local area networks" 
Proceedings of the IEEE, vol 66 no. 11, november 1978 
CORDONNIER V, , RAUCH A. 
"L·emploi des mèmoires circulantes dans 1 · architecture 
d·ordinateurs" 













"Systèmes informatiques rêpartis 
DUNOD, Paris 1981 
COTTON I. 
BIBLIOGRAPHIE 
concepts et techniques" 
"Technologies for local area computer networks" 
Proceedings of LACN Symposium, Boston, may 1979, p 25-44 
DANTHINE A. , MAGNEE F. 
"Les rêseaux locaux - perspectives et problèmes" 
Congres de la F.A.I.B. "Impact de 1· informatique distribuêe" 
Bruxelles, 7-8 octobre 1980 
DAUGHERTY D. , CLEMENT K. 
"Ultra-low-cost network for personnal computer" 
BYTE Publication, october 1981,p 50-66 
DATTIN X. 
"L'assurance de l'informatique" 
Informatique et Gestion, no. 126, septembre 1981, p 47-57 
DESJARDINS 
"Overview ans status of the ISO reference, model of Open 
System Interconnection" 
Computer network 5 (1981) p 77-80 
DIGITAL, INTEL, XEROX 
"The Ethernet : a local area network. Data link layer and 
physical layer specificat ions" 
Ethernet Specifications version 1.0 
XEROX CSL 80-9, september 30, 1980 
EUROPEAN COMPUTERS MANUFACTURERS ASSOCIATION 
"Networks Layer Principles" 
ECMA/TC24/82/18, january 1982 
"Local Area Networks Layers 1 to 4 
Interconnexion" 
ECMA/TC24/82/22, february 1982 
Architecture and 
"Local Area Networks Link Protocol (CSMA-CD Baseband) 
ECMA/TC24/82/24, february 1982 
FARBER D. , LYLE M. , MOKAPETRIS P. 
"On the design of local network interfaces" 
IFIP Congress Proceedings 1977, p 427-430 













"A digital loop communication system" 
IEEE Transactions on communications, june 1980, p 877-881 
INTEL CORPORATION 
"Ethernet communications controller" 
ISBC 550 Hardware reference manual, 1981 
INTEL CORPORATION 
"PLM-80 Progranuning manual" 
"8080/8085 assembly language progranoning manual" 
"RMX/80 user guide" 
"ISBC 544 Control board manual" 
JACOBSEN T. 
"The ISO reference model of Open Systems interconnection" 
Networks 80, London, june 1980, p 431-451 
LECOUFFE M.P. 
"Traitement dynamique de progranones" 
Publication no. 13, Lille IEEA, février 1981 
LIU M., OH Y. 
"Interface design for Distributed Control Loop Networks 
(DCLN)" 
National Telecommunication Conference, Proceedings 1977, 
december 1977 
LIU M,, REAWES C. 
"A loop network for simultaneous transmission of variable 
length messages" 
International conference on parallel processing, 
IEEE EH 0127-1, september 1977, p 3.31-3,36 
LOBELLE M. 
"The TROUT modem" 
Technical note no. 19/1 , UCL, october 1980 
LOBELLE M, 
"The TROUT local network: preliminary general description" 
Technical note no, 20/1, UCL, november 1980 
LOBELLE M. 
"Comparison of local network architectures" 
Technical note no. 21/1, UCL, december 1980 
LORRAINS 
"Réseaux têlêinformatiques les protocoles de transmission" 
- V -










Hachette technique, 1979, chap 4.5 
LOVELAND R. , STEIN C. 
"Fonctionnement du logiciel de reseau DECNET" 
Marketing Communication Department, vol IV no. 2, may 1979 
MACCHI G,, GUILBERT J-F. 
"Transport et traitement de 1·information dans les reseaux 
et systèmes informatiques" 
DUNOD, Paris 1979 
MAYOR M. 
"A language for network analysis and definition" 
ACM sigplan notices, vol 15 no. 1, january 1980, p 130-138 
METCALFE R. , BOGGS D. 
"Ethernet : distributed packet switching for local computer 
networks" 
Ethernet specifications, Technical report CSL 75-7, may 1975 
MONAHAN J, 
"Opportunities and challenges in the evolution of local area 
communications networks" 
Proceedings of the local area communication network symposium 
Boston, may 1979, p 15-24 
MONNIER P. 
"Ethernet : reseau local a haute vitesse, ouvert sur 1·ext-
erieur" 
MINI et MICROS no. 144, p 31-36 
NEEDHAM R. 
"Systems aspects of the Cambridge ring" 
ACM Communications, 12 december 1979, p 82-85 
NICOUD J.D. 
"Benefits of a working local network" 
IRIA international workshop, "Integrated office system" 
Versailles, 6-8 novembre 1979 
NORTH STAR COMPUTER INC. 
"System software manual 1979", Soft doc rev1.s1.on 2.1 
"Horizon computer system 1978", HRZ-0-DOC revision 1 
"North star Z80 processor board ZPB-A 1977", ZPB-OOC rev 3 
"North star 16K RAM board 1978", RAM-16-00C rev 2 













PENNEY B. , BAGHDAD! A. 
"Survey of computer communications loop networks" 
Computer communications, vol 2 no.4 august 1979 p 165-180 
vol 2 no.5 october 1979 p 224-242 
PETITPREZ 
"A flexible circulating memory for communication in a 
multiprocessor" 
Publication no. 12, Lille IEEA, mai 1980 
POUZIN L., ZIMMERMANN H. 
"A tutorial on protocols" 
Proceedings of the IEEE, vol 66 no. 11, november 1978, 
p 1346-1370 
SHOCH J, 
"An annotated bibliography on local computer networks" 
Third publication 
XEROX, CR categories 3.81 
SHOCH J. 
"Design and performance of local computera networks" 
University microfilms, august 1979 
SOMMER R. 
"COBUS, a firmware controlled data transmission system" 
second symposium on micro architecture, 
Euromicro 1976, p 299-304 
SOMMER R. 
"A real time protocol for a sub-local network" 
International conference on local networks and distributed 
office systems, London, 11-13 may 1981 
SOMMER R. 
"A local network interface for LSI 11 computers 
SWAN Data sheet, EPFL Lausanne, september 1981 
LISA" 
THACKER C. , Mc CREIGHT E. , LAMPSON B. , SPROULL R. , BOGGS D. 
"ALTO: a personnal computer" 
XEROX, CR categories 6.21, 8.2 
july 11, 1979 
UCSD 
"PASCAL Revised version I.46" 









"NET/ONE : concepts and facilities" 
Interna! presentation, 1980 
VAN REMORTEL J, 
"Local data networks" 
Bell Telephone MFG CY, Antwerp 
WILKES M. , WHEELER D. 
"The Cambridge digital connnunication ring" 
Local area communication networks 
Mitre corporation and NBS, Boston, may 1979 
WITTIE L. 
BIBLIOGRAPHIE 
"Conununication structure for large networks of micro-
computers" 
IEEE Transactions on computera, vol C-30 no.4, april 1981 
p 264-273 
ZAKS R, LESEA A. 
"Microprocessor Interfacing Techniques" 




0 0 3 6 1 5 3 8 9 
*FM B16/1982/15/1 
FACULTES UNIVERSITAIRES NOTRE-DAME DE LA PAIX NAMUR 
Promoteur 
INSTITUT D'INFORMATIQUE 
CONTRIBUTION A LA 
MISE EN OEUVRE 
D'UN RESEAU LOCAL 
.(ANNEXES) 
Ph. VAN BASTELAER 
Mémoire présenté par 
Eric LEMAL 
en vue de l'obtention du titre de 
Licencié et Maître en Informatique 
Année académique 1981-1982 

FACULTES UNIVERSITAIRES NOTRE-DAME DE LA PAIX NAMUR 
Promoteur 
INSTITUT -D'INFORMATIQUE 
CONTRIBUTION A LA 
MISE EN OEUVRE 
D'UN RESEAU LOCAL 
.(ANNEXES) 
Ph. VAN BASTELAER 
Mémoire _ présenté par 
Eric LEMAL 
en vue de l'obtention du titre de 
Licencié e t Maître en Informatique 










"An Annotated Bibliography on Local computer 
Networks", Shoch J. 
Projet de Stage 
Procédure en mode de base. 
Programmes du logiciel de la procédure TMM-RB. 
Exemples de session. 
Mise en Oeuvre d'un Réseau Local 
Modèle procédural. 
Programmes du logiciel de réseau et un exemple 
d'utilisation. 
Divers 
L'alphabet international n° 5 (ASCII). 
La carte interface ISBC 544. 
ANNEXE A 
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ANNEXE B 
Projet de Stage 
Universi.té de LilJ.e 
Bl 
LE MODE DE BASE 
~- Les caractéristiques fonctionnelles du mode de base 
Le mode de base s·emploie sur des liaisons point a point ou multipoint 
centralise; 
Le code utilise est 1·a1phabet international no. 5 (CCITT no,5 ou 
ASCII); 
La transmission peut theoriquement être synchrone ou asynchrone mais 
en pratique la procédure utilise la transmission synchrone; 
Le mode d·exploitation est bilateral a 1 · a1ternat. 
_g_, Code utilise 
L·alphabet internationnal no. 5 fournit 128 combinaisons de code, ou 
caractères, dont vingt sont réservées au contrôle de liaison. Pour chaque 
caractère on peut utiliser un élément de parité qui doit être impair pour 
la transmission synchrone et pair pour la transmission asynchrone. La 
transmission s · effectue avec les bits de poids ie plus faible en tête. 
Les dix caractères utilisés pour le contrôle sont les suivants (Annexe 2) 
SOH (Start of header) DEBUT D-EN-TETE 
caractère de commande de transmission employé pour indiquer le 
commencement d · un en-tête de message d·information. 
STX (Start of text) DEBUT DE TEXTE 
caractère de commande de transmission prècèdant en texte et employé 
pour terminer un en-tête. 
ETX (End of text) FIN DE TEXTE 
Caractère de commande de transmission utilise pour terminer un texte. 
EOT (End of transmission) FIN DE TRANSMISSION 
Caractère de transmission utilisé pour indiquer la fin de la 
transmission d · un ou de plusieurs textes. 
ENQ (Enquiry) DEMANDE 
caractère de commande de transmission employé comme demande de réponse 
d·une station éloignée -la réponse peut inclure 1·identification et 
1·état de la station . Lorsqu · un contrôle d.identitè ("Qui est la?") 
est exige sur un réseau gènèral de transmission avec communtation, la 
première utilisation du caractère ENQ après 1·etablissement de la 
liaison a le sens de la question "Qui est la?". une nouvelle 
utilisation de ce caractère peut ou non inclure la fonction "Qui est 
la?" selon accord préalable. 
ACK (Acknowledge) ACCUSE DE RECEPTION 




réponse affirmative a 1. · êmetteur. 
(Data link escape) ECHAPPEMENT DE 
caractère de commande qui change 





la signification d·un nombre limité 
le suivent. Ce caractère est utilisé 
des commandes supplémentaires de 
NAK (Negative acknowledge) ACCUSE DE RECEPTION NEGATIF 
caractère de commande de transmission transmis par un récepteur comme 
réponse négative a 1·èmetteur. 
SYN (Synchronous idle) SYNCHRONISATION 
Caractère de commande de transmission utilisé par un système de 
transmission synchrone en 1·absence de tout autre caractère (situation 
inactive) pour produire un signal a partir duquel le synchronisme peut 
être obtenu ou maintenu entre des équipements terminaux de données. 
ETB (End of transmission block) FIN DE BLOCK DE TRANSMISSION 
caractère de commande de transmission utilise pour indiquer la fin 
d·un bloc de données, lorque ces données sont divisées en blocs en vue 
de leur transmission . 
~- Etat des stations 
Il est nécessaire de préciser les états de chaque station de la 
liaison afin de limiter sa responsabilité dans le fonctionnement normal 
comme dans les situations anormales. 
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Une station de donnees peut avoir des etats permanents et des etats 
temporaires. 
Etats permanents 
Dans une configuration en multipoint, comme en boucle, la supervision 
de la liaison et le contrôle de son fonctionnement sont en gênêral 
attribues a une seule station. on dit que cette station est dans 1-etat 
primaire ou de commande. Les autres stations sont dans 1 - etat secondaire 
ou tributaire (Fig. la). La fonction primaire consiste a envoyer des 
commandes vers la ou les secondaires. Elle interprète les rêponses reçues 
des secondaires et a·une manière gênêrale, doit : 
organiser 1 - echange des donnêes; 
assurer la supervision de la liaison; 
assurer la responsabilitê de reprise au niveau de la liaison, en cas 
de perturbation du fonctionnement. 
La fonction secondaire consiste a exêcuter les commandes envoyêes par le 
pri maire et, en consequence, lui envoyer des rêponses. 
Etats temporaires 
outre l es f onctions primaires, ou de commande, et secondaires, ou 
t r ibut aires, qui sont assignêes comme etats permanents aux stations de 
donnêes a · une liaison, on utilise aussi des êtats assignes de manière 
tempor aire aux stations, selon que celles-ci sont, a un instant donne, 
emettrices ou rêceptrices de texte, ou encore ni 1-une ni 1-autre. Ainsi 
dans la figure lb, le texte, a l ' instant considère, etant êmis par A et 
reçu par~, la station A est dite maitre et la station ~, esclave. Ces 
etats ne dur ent que le temps de 1 - ecoulement du texte et peuvent 
eventuel lement changer après. 
Dans l a figure l e, le texte est êmis, a 1-instant considère, par la 
s t ation seco ndai re ~ et reçu par la station primaire.~ est alors la 
sta tion maitr e et la stat ion p rimaire est esclave. Les stations ~ et rr 
qui, a cet instant, ne sont ni êmettrices ni receptrices, sont dans 1-etat 
t empor aire neutre . 
_1 . Format de s blocs 
Les blocs transmis par une liaison en mode de base sont de deux types 
blocs a-informations et sêquences de supervision. 
_1 . ~. Blocs g · information 
Les procêdures en mode de base permettent a-offrir a leurs 
usagers le transport de messages de longueur a priori quelconque. ces 
mess ages peuvent être précédés a - un en-tête. La norme ne spêcifie pas 
la nature de cet en-tête : certains 1-utilisent pour des fonctions 






d'autres pour des fonctions d'un niveau supèrieur ètranger a la 
gestion de la liaison (indication de la nature du message par 
exemple). 
On utilise les caractères de commande SOH, ST.X, ET.X et ETB pour 
encadrer les blocs d'information. Considèrons un message se composant 
d · un en-tête et d'un texte: 
EN-TETE TEXTE 
On commence par insèrer les caractères de commande dèlimitant ce 
message , qui devient : 
SOH EN-TETE ST.X TEXTE ET.X 
ou, s · i1 n · y a pas d ' en-tête 
ST.X TEXTE ET.X 
Si le message est trop long, il peut être dècoupè en blocs de 
longueurs approprièes aux possibilitès de trnasmission de la liaison. 
Dans ce cas, chaque bloc est alors complètè par l'adjonction du 
caractère ETB, sauf le dernier qui doit être terminè par ET.X, et 
prècèdè par le caractère ST.X ou SOH suivant qu'il s·agit d ' une partie 




Contrôle g · erreurs 







La protection contre les erreurs de transmission se fait, 
ETB 
soit par 1 · utilisation des paritès longitudinale et transversales 
où le caractère de contrôle est appelè BCC (Block Check 
Character ) , 
soit par 1·utilisation de code cyclique où le polynome gènèrateur 
est celui de 1 · avis V41 du CCITT, c · est-a-dire 
16 12 5 
X + X + X 
- 4 -
B1 
~-Z· seguences de supervision 
La procedure en mode de base Rêalise les fonctions de supervision 
de la liaison (Acquittement, invitation a emettre, invitation a 
recevoir, etc.) en utilisant les caractères de commande EOT, ENQ, ACK 
et NAK. ces caracteres sont utilises en conjonction avec des 
sequences d'adresse ou de prefixes. Les règles precises pour 
constituer ces sequences ne sont pas spêcifiees. ces sequences 
peuvent, par exemple, comprendre des informations relatives a 
l'adresse, a l'identite, a 1·etat de la station. 
Le mode d'exploitation de la procedure etant bilateral a 1 · a1ternat, 
le transfert de l ' information doit s·effectuer sous contrôle, soit par 
des commandes d'invitation a emettre et a ·recevoir eznvoyees par une 
station de commande (Configuration multipoint), soit par une demande 
de recevoir envoyee par une station (Configuration point a point). 
Outre la supervision du transfert de l'information, quelques autres 
commandes permettent de contrôler 1·etat de la liaison. Les 
principales fonctions de supervision sont donc : 
Invitation g emettre 
Pour inviter une station d'adresse A a emettre, la station de 
commande emet la sequence 
EOT A ENQ 
(Le caractère EOT sert a mettre ou a remettre la liaison dans 
1 · etat de commande). 
Si la station~ n·a pas de message a transmettre, elle doit 
retourner la reponse EOT; 
Si elle a un bloc d'information a envoyer, elle 1·envoie en 
utilisant le format des blocs d'information (SOH ... ) 
Si elle ne repond pas au bout d'un temps donne, ou si la 
reponse est erronee ou perdue, la station de commande entre 
en procedure de reprise. 
Invitation g recevoir 
Pour inviter une station d'adresse~ a recevoir, la station de 
commande emet la sequence 
B 
En recevant une invitation 
prête a recevoir, elle 
commande la réponse ACK; 
Si la station~ ne peut pas 
NAK; 
ENQ 
a recevoir, si la station ~ est 
doit retourner a la station de 
recevoir, elle doit repondre 
Si elle ne repond pas, ou si la 










Demande de rèception 
L·orsqu·il n·y a que deux stations sur la liaison, c·est-a-dire 
en configuration point a point, pour èviter un ètat de commande 
permanent par 1·une des stations, la procèdure permet a la 
liaison de fonctionner en mode contention. Dans ce mode, la 
station qui veut èmettre envoie la demande de rèception ENQ a la 
station opposèe. Celle-ci doit rèpondre comme dans le cas d'une 
invitation a recevoir. En cas de contention, c·est-a-dire si les 
deux stations essayent de transmettre simultanèment, on rèsout le 
conflit en donnant des valeurs diffèrentes aux temporisateurs 
pour la reprise dans les deux stations. 
Demande de rèponse 
Pour obtenir une rèponse, ou ' la rèpètition d'une rèponse a une 
commande envoyèe, une station maitre utilise le caractère ENQ. 
Fin de transmission 
L'envoi du caractère EOT par une station termine la transmission. 
Pour les liaisons comprenant une station de commande, cela 
signifie que la responsabilitè de la commande de liaison est 
retournèe a la station de commande. Pour les liaisons point a 
point sans stations de cornrnande, 1·envoi de EOT renvoie la 
liaison a l 'ètat neutre. 
Libèration de la liaison 
La sèquence DLE EOT est utilisèe pour libèrer une liaison. 
Synchronisation de caractères 
En mode de base, on utilise le caractère SYN pour obtenir ou 
maintenir la synchronisation de caractères. A chaque 
transmission, on fait prècèder la sequence a transmettre par des 
caractères SYN et pendant la transmission, on peut en insèrer 
pour maintenir la synchronisation. 
Procèdures de reprise 
Les procèdures de reprise sont basèes sur 1·utilisation de 
temporisateurs et de compteurs. Lorsqu·une station de commande 
ou une station maitre n ' obtient pas de rèponse valide a une 
sèquence de supervision ou a un bloc d ' information envoyè, a 
1·expiration du temps donne, elle peut : 
repeter la sèquence ou le bloc, jusqu·a n fois; 
envoyer une demande de rèponse (ENQ, n fois); 
terminer la transmission en envoyant EOT. 
Au bout den repetitions ou demandes de reponses sans succès, la 
station doit ,par exemple, informer le niveau superieur du 
- 6 -
\.. L Q.11.::fHl.L..::J • 
Mode conversationnel 
Le mode conversationnel, aui est . n no , P"\ __ ,.._,:a,, __ --
Bl 
de transmission dO aux acquittements des blocs d'information; 
1·emploi d · un autre polynôme pour le contrôle d'erreurs par code 
cyclique. 
Citons, enfin, la famille des procèdures BSC (Binary Synchronous 
communications) d.IBM qui est aussi une application du mode de base. 
- 9 -
Annexe B2 
Programmes du logiciel de la 
procédure TMM-RB 
\.. 
PL/M-80 COMPILER IOLE 
~ ISIS-II PL/M-80 V3.1 COMPILATION OF MODULE IDLEMOD 
OBJECT MODULE PLACED IN IDLE.OBJ 
04.01 .82 
COMPILER INVOf<ED BY: PLM8 0 IOLE. PLM PRINT ( :LP:) PAGEWIDTH ( 132) XREF DEBUG TITLE (' IOLE' > DATE (04 .01. 82) WORl<FILES < :FO:,: FO:) 
'-
'-- IDLE$MOD: oo; 
2 1 IOLE: PROCEDURE PUBLIC; 
3 2 DECLARE FOREVER LITERALLY 'WHILE 1=1' ; 
4 2 DECLARE BASE ADDREss; 
5 2 BASE=STACl($PTR; 
6 2 DO WHILE STACK$PTR=BASE; 
7 3 END; 
8 2 DISABLE; HALT; 
10 2 END IOLE; 




PL/M-80 COMPILER USER 
~ ISIS-II PL/M-80 V3.1 COMPILATION OF MODULE USER 
OBJECT MODULE PLACED IN USER.OBJ 
04 .01 .82 
COMPILER INVOKED BY• PLMSO USER.PLM PRINT(:LP:) PAGEWIDTH(132l XREF DEBUG TITLE<"USER' l DATE(04.01.82l WORKFILES(:FO:,:FO:) 
~ USER: Do; 
$INCLUDE(:FO:TMSTR.ELTl 
,_ 
2 1 DECLARE def$,nres$syn LITERALLY 






k$norm$send ADDRESSl • ; 
3 DECLARE def$bal LITERALLY 




4 DECLARE def$hd$a rt $bal LITERALLY 





5 1 DECLARE def$,nsg$ress LITERALLY 
•STRUCTURE< orosg$hdr, 
1.,.., tres BYTE>'; 
6 DECLARE def$msg$bal LITERALLY 
..... "STRUCTURE< def$hd$art$bal, 
tam(O) BYTE>'; 
..... 7 DECLARE def$hdr$bloc LITERALLY 
li nk ADDRESS, 
length ADDRESS, 
1,.., type BYTE, 
ho11,e$excha rige ADDRESS, 
long BYTE'; 
'-
8 1 DECLARE def$onsg$bloc$rec LITERALLY 
• STRUCTURE< def$hdr$bloc, 
black (252) BYTE)'; 
PAGE 
PL/M-80 COMPILER USER 04 .01 .82 PAGE 2 
.... 
~- SEJECT 
9 1 DECLARE la rtScons LITERALLY '72,, 
lbalSco ns LITERALLY '1024', 
'- la rtSi oïi pri LITERALLY '133' , 
lbalSi,npri LITERALLY '512', 
lartSperfo LITERALLY '80', 
'- lbalSperfo LITERALLY '512'; 
10 DECLARE l$cour$bal LITERALLY 'O'' 
tSlastSbal LITERALLY "O'' 
f$lyp LITERALLY , O'' 
typ$bSlib r e L ITERALLY 'O'; l*â définir*/ 
11 1 DECLARE l(C2$CONS LITERALLY '62H', 
l(C3 LITERALLY '20H', 
l<ETX LITERALLY '03H', 
l<ETB LITERALLY '17H'; 
'--· 
'-- · 
PL/M-80 COMPILER USER 
12 
$EJECT 









































I• inlerrupl •I 
I• Triggering •I 
I• free •I 
I• alarm •I 
I• wrong •I 
I* error+blocked•/ 
I• slop requesl •I 
I• reslarl req. •I 
I• keyboard req.•I 
'* prinler req. •I 
I• card reader •I 
/* lime out RMX •I 
I• res. reserva.•/ 














































PROCEDURE <STATUSl EXTERNALl 
DECLARE STATUS ADDRESSl 
END ERRORl 
READ: 
PROCEDURE <AFTN,BUFFER,COUNT,ACTUAL,STATUS> EXTERNALl 
DECLARE (AFTN,BUFFER,COUNT,ACTUAL,STATUSl ADDRESSl 
END READl 
RQSEND: 
PROCEDURE (exchange$address,message$addressl EXTERNALl 
DECLARE (exchange$address,message$addressl ADDRESSl 
END RQSENDl 
RQWAIT: 
PROCEDURE <exchange$address,time$limill ADDRESS EXTERNALl 







K$prior$sendl ADDRESS EXTERNALl 
DECLARE KShomeSuser ADDRESS EXTERNALl 
DECLARE OUTSEN ADDRESS PUBLICl 
I* User'home$exchange*/ 
I* O=OUTPUT ENABLE *' 
I* !=OUTPUT DISABLE*/ 
04.01.82 PAGE 4 
'--
'--









DECLARE KEYBOARD LITERALLY 'l'; 
DECLARE <i,Jl BYTEi 
DECLARE du mm y ADDRESS; 
DECLARE msg$base ADDRESSi 
DECLARE MESSAGESSTRUCTURE LITERALLY 






DECLARE mress BASED msg$base def$mres$sy ni 
DECLARE message MESSAGESSTRUCTUREi 
0 4 .01 . 82 PAGE 5 
'-


































DECLARE (actual,status) ADDRESS; 
msg$base = RQWAIT (.K$res$syn,O); 
,nress.type =63 ; 
mress.k$free$rec =.k$free$rec; 
mress .k$lreal$rec =. k$l r eal$reci 
mress.k$prior$send=.k$prio r $send; 
mress.k$no r m$send = .k$ no rm$send; 
I* Gerant available? *I 
I* typ$lrig$syn *I 
CALL RQSEND (.inle x0, msg$ basel; I* Trigger the task gerant */ 
CONT: 
CALL READ <KEYBDARD,. me s sage.block(2l ,128,.actual,.statusl; 
IF stalus O 0 
THEN D• i 
CALL ERRDR (status); 
CALL EX ITi 
END; 
IF message.block( 2 )=' ( ' 
THEN D• i 
CALL RQSEND(.OUT$EN ,. messagel I* .message 
GOT• CONTi 
dU1ï11ï1y fflSg *'; 
END; 
message.block(O) 6 2Hi I* 
message.block(ll 20H; I* 
message.type 72; I* 
message.block(actual) 17Hi I* 
message.block$length actual+1i I* 
message.home$e xchange .K$home$user; I* 
CALL RQSEND <.K$prior$send,.message); 







message type *I 
message CETB> *I 
,oessage length *I 
Ack by K$free$rec*/ 
04.01.82 PAGE 6 
PL/M-80 COMPILER SCREEN ,_ 
'-- ISIS-II PL/M-80 V3.1 COMPILATION OF MODULE SCREEN 
OBJECT MODULE PLACED IN SCREEN .OBJ 
04,(11 .82 PAGE 










'-- 10 1 
11 2 










LI TERALL Y 'OAH' ; 
DECLARE TRUE LITERALLY 'OFFH', 
FOREVER LITERALLY 'WHILE TRUE'; 
I* EXTERNAL PROCEDURES *I 
co: 
PROCEDURECCHAR> EXTERNAL ; 
DECLARE CHAR BYTE; 
END co; 
RQWAIT: 
PROCEDURE (exchangeSaddress,timeSlimitl ADDRESS EXTERNAL; 
DECLARE CexchangeSaddress,timeSlimitl ADDRESS; 
END RQWAIT; 
RQSEND: 
PROCEDURE CexchangeSaddress,messageSaddress) EXTERNAL; 
DECLARE (exchangeSaddress,messageSaddressl ADDRESS; 
END RQSEND; 



























































CALL CO (LF> ; 
CALL CO<CR); 
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PL/M-80 COMPILER RESULT 
ISIS-II PL/M-8C> V3.1 COMPILATION OF MODULE RESULT 
OBJECT MODULE PLACED IN RESULT.OBJ 
(14.01.82 PAGE 




























I* EXTERNAL PROCEDURES*/ 
EXIT: PROCEDURE EXTERNALI 
END EXIT; 
ERROR: PROCEDURE <STATUS> EXTERNALl 
DECLARE STATUS ADDRESSl 
END ERRORl 
WRITE: PROCEDURE CAFTN,BUFFER,COUNT,STATUSl EXTERNALI 
DECLARE CAFTN,BUFFER,COUNT,STATUSl ADDRESS; 
END WRITEl 
OPEN: PROCEDURE <AFTN,FILE,ACCESS,MODE,STATUSl EXTERNALl 
DECLARE (AFTN,FILE,ACCESS,MODE,STATUS) ADDREss; 
END OPEN; 
CLOSE: PROCEDURE CAFTN,STATUSl EXTERNAL; 
DECLARE (AFTN,STATUS) ADDREss; 
END CLOSE; 
RQWAIT: PROCEDURE (exchangeSaddress,timeSlimit) ADDRESS EXTERNAL; 
DECLARE CexchangeSaddress,timeSlimitl ADDRESSl 
END RQ~JA I T; 
READ: PROCEDURE CAFTN,BUFFER,COUNT,ACTUAL,STATUSl EXTERNAL;' 
DECLARE <AFTN,BUFFER,COUNT,ACTUAL,STATUS> ADDRESSI 
END READI 
DECLARE OUT'f.EN ADDRESS EXTERNAL I* Output Enable flag *I 
DECLARE LOGGIN ADDRESS EXTERNAL 
DECLARE LOGSLEN ADDRESS EXTERNAL 
DECLARE status ADDRESSI 







PL/M- 80 COMPILER RESULT 
27 














LPRINT: PROCEDURE PUBLIC; 
DECLARE PRINTER 






PRINT: PROCEDURE Cbuffer,length); 
DECLARE (buffer,length) ADDREss; 
no; DECLARE status ADDREss; 
CALL WRITE CPRINTER,buffer,length,.status); 
IF statusl>O THEN oo; CALL ERROR (status); 
CALL EXIT; 
END; 
END I* block */; 
END PRINT; 
04.01.82 PAGE 2 
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·~ 
'-- $EJECT 
44 2 CALL READll,.dummy,128,.dummy,.statusl l 
'* dummy read empty the buffer *' 
•,_ 45 2 du.r11ï1y = RQWAITI.OUT$EN ,O l ; 
'* Wa i t for Output enable *' 46 2 CALL OPEN 1. PR I NTER,. I' :LP: 'l , 2,0, .statusl l 
'- 47 2 i =O; 
'* Get first character address *' 48 2 CONT: IF (J: =bufferli lll 31 
THEN CALL PRINT ( .J,1); 
'* PRINT t he character *' 
'- 50 2 ELSE D•; DO CASE J ; 
52 4 CALL PRINT l.l'(NUU'l,5l l 
'* NULL *' 53 4 CALL PRINT (. (' <SOHl' l ,5); 
'* SOH *' 54 4 CALL PRINT (. (, <STX>' l ,5>; I* STX *' 55 4 CALL PRINT (. (' <ETX>' l ,5l; 
'* ETX *I 56 4 CALL PRINT ( . ( ' <EOT>' l ,5); 
'* EOT *' 57 4 CALL PRINT ( . (' <ENQ>' l ,5l; 
'* ENQ *' 5::: 4 CALL PRINT (. (' (ACI<>' l ,5); 
'* ACK *' 59 4 CALL PRINT (. (' <BEU'l,5)1 
'* BEL *I 6(1 4 CALL PRINT (. (' <BS>' l ,4) l I* BS *I 
61 4 CALL PRINT (. (' <HT>' l ,4) ; 
'* HT *' 62 4 CALL PRINT (. (' ILF>' l ,4l i I* LF •* ' 63 4 CALL PRINT <.l'(VT>'l,4 ll 
'* VT *' 64 4 CALL PRINT <. I' <FF)' l ,4) l 
'* FF *' 65 4 IF buffer I i+l l =OAH 
THEN DOl 
67 5 CALL PRI NT ( .buffer(i), 2)l 
68 5 i =i+ 1l 
69 5 ENDl 
ELSE 
70 4 CALL PRINT 1. I' (CR>'> ,4>; I* CR *' 
'- 71 4 CALL PRINT ( . (' <SD>'l,4ll 
'* so *' 72 4 CALL PRINT (. (' <SI>' l ,4>; 
'* SI *' 73 4 CALL PRINT (. (' <OLE>' l ,5l l 
'* DLE *' 
'- 74 4 CALL PRINT (. (' IDC1>' l ,5l; 
'* DCl *' 75 4 CALL PRINT <. I' <DC2>' l ,5l; I* DC2 *' 76 4 CALL PRINT <. I' (OC3>' l ,5) l I* DC3 *' 
-
77 4 CALL PRINT <. I' <DC4>' l ,5); 
'* DC4 *' 78 4 CALL PRINT <. (' INAI<>' l ,5>; 
'* NACI< *' 79 4 CALL PRINT <. I' <SYN>' l ,5l; I* SYNC *' \.., 8(1 4 CALL PRINT <. <' <ETB>' l ,5); 
'* ETB *' 81 4 CALL PRINT (. (' (CAN>' l ,5) l 
'* CAN *' 82 4 CALL PRINT (. (' <EM)' l ,4); 
'* EM *' \._, 83 4 CALL PRINT (. (' <SUB>' l ,5); 
'* SUB *' 84 4 CALL PRINT (. (' <ESC)' l ,5>; 
'* ESC *' 8 5 4 CALL PRINT (. (, <FS)' l ,4>; 
'* FS *' 86 4 CALL PRINT (. (' (GS)' l ,4l l 
'* GS *' 87 4 CALL PRINT (. (' <RS>' l ,4> l I* RS *' 88 4 CALL PRINT l.l'(USl'l,4ll 
'* us *' 89 4 END 
'* 00 CASE •n 90 3 · END I* ELSE •n 
91 2 i=i+1l 
'* Fetch ne><t character address *' 92 2 IF i(=LOG$LEN THEN GOTO CONT; 
'* if there are more. *' 
94 2 CALL PRINT <. IODH,ûAHl ,2); 
'* Last 1 i ne feed *' 














04.01.82 PAGE 4 
PL/M-80 COMPILER SYNRES 
'-
~ ISIS-II PL/M-80 V3.1 COMPILATION OF MODULE SYNRES 
OBJECT MODULE PLACED IN SYNRES.OBJ 
04 .01 .82 PAGE 
COMPILER INVOKED BY: PLM80 SYNRES.PLM PRINTC:LP:l PAGEWIDTHl132l XREF DEBUG TITLEC'SYNRES'J DATEC04.01.82) WORKFILESC:FO:,:FO:J 
'-
'- SYNSRES: Do; 
$INCLUDEC:FO:TMSTR.ELTJ 
,_ 
2 DECLARE def$ rnres$syn LITERALLY 





k$pr-io r $send ADDRESS, 
k$no 1•,n$send ADDRESSJ'; 
3 1 DECLARE def$bal LITERALLY 
pt art ADDRESS, 
·- kplein ADDRESS, 
kvide ADDRESS, 
l,o in ADDRESS'; 
4 DECLARE def$hd$a r-t $bal LITERALLY 





5 DECLARE def$,nsg$ress LITERALLY 
'STRUCTUREi msg$hdr, 
'- tres BYTE)'; 
6 DECLARE def$,,-,sg$bal LITERALLY 
\...., 
'STRUCTURE C def$hd$art$bal, 
ta,,·,COJ BYTE>'; 
\,... 7 DECLARE def$hdr$bloc LITERALLY 
link ADDRESS, 
length ADDRESS, 
\,... type BYTE, 
ho,.-.e$exchange ADDRESS, 
long BYTE'; 
8 DECLARE def$rnsg$bloc$rec LITERALLY 
'STRUCTURE C def$hdr$bloc, 
block (252) BYTE>'; 
PL/M-80 COMPILER SYNRES 04.01.82 PAGE 2 
..... 
'- SEJECT 
9 DECLARE larlScons LITERALLY "72 ", 
lbalScons LITERALLY '1024', 
~ la rlSit,,pri LITERALLY "133", 
lbalSimpri LITERALLY '512', 
larlSperfo LITERALLY '80 ,, 
\... lbal$perfo LITERALLY '512'; 
10 DECLARE l$cour$bal LITERALLY 'O'' 
·~ l$lasl$bal LITERALLY 'O"' 
fSlyp LITERALLY '0,' 
lyp$b$libre LITERALLY 'O'; l*à définir*/ 
11 1 DECLARE l<C2$CONS LITERALLY '62H', 
KC3 LITERALLY '2ùH', 
IŒTX LITERALLY '03H', 
IŒTB LITERALLY '17H'; 
PL/M-80 COMPILER SYNRES 
'-- $EJECT 
I* Messages types *I 
12 DECLARE typ$int 
typ$lrig$syn 
'-· typ$free$syn 










LITERALLY 1, ' 
LITERALLY '63', 
LITERALLY '64', 
LITERALLY , é:,5"' 
LITERALLY ,66' 



























stop requesl *I 
reslarl req. *I 
keyboard req.*/ 
pri nter req. *I 
ca rd reader *I 
lime out RMX *I 
res. reserva. *I 
04.01.82 PAGE 3 
PL/M-80 COMPILER SYNRES 04 . C>1.82 PAGE 4 
·- $EJECT 
I* PUBLICS & EXTERNALS *I 
'--
13 DECLARE ( l1'f1iï1i n, l iï1mout) ADDRESS EXTERNAL I• Transmission automatons *Il I* TMMRB.MAC *I 
14 DECLARE (basin,basout,buflen) ADDRESS PUBLIC I• I/0 buffers addresses *Il I* TMMRB.MAC •I ,_ 
15 1 DECLARE final BYTE EXTERNAL I* Automaton FINAL state *Il I* *I 
· ..... 16 DECLARE (NOBnoï,1,NOBnJ BYTE PUBLIC I* Record # *Il I* *I 
17 1 DECLARE <,11ode, svc, I• TMMRB.MAC mode & svc *I I* *I 
perifl,perif2J BYTE PUBLIC; I* peripherals *I 
18 1 DECLARE ( pri nter$0i(, I* Peri phera l cont rol *I I* ANY USER *I 
pu nche r$0f( J BYTE PUBLIC; 
1 ·:;, DECLARE (inlexû, 
l($e r r$syn, 





























I* RMX * I 
$INCLUDE (:FO:MSG.ELTI 
DECLARE MSG$HDR LITERALLY' 




RESP$EXCHANGE ADDRESS ' ; 
RQSEND: 
PROCEDURE <exchangeSaddress,message$address) EXTERNALl 
DECLARE <exchange$address,message$address> ADDRESs; 
END RQSEND ; 
RQACPT: 
PROCEDURE (exchange$addressl ADDRESS · EXTERNALl 
DECLARE excha nge$address ADDRESS; 
END RQACPT ; 
RQWAIT: 
PROCEDURE (exchange$add r ess,time$limitl ADDRESS EXTERNAL; 
DECLARE (exchange$address,time$limitl ADDRESSl 
END RmJAIT ; 
RQELVL: 
PROCEDURE (interrupt$levell EXTERNALl 
DECLARE interrupl$level BYTEl 
END RQELVL ; 
RQDLVL: 
PROCEDURE <interrupt$levell EXTERNAL; 
DECLARE interrupt$level BYTE; 
END RQDLVL ; 
04.01.82 PAGE 5 
·-
PL/M-80 COMPILER SYNRES 
36 
$EJECT 


















I  PIT #1 
I* 
I* SYSTEM 






04.01.82 PAGE 6 
,_ 
·~ 
PL/M-80 COMPILER SYNRES 
37 
$EJECT 





















































04.01.82 PAGE 7 
(pg 3-26) 
0 no hunt i ng mode 
1 INTERNAL reset 
0 RTS not forced 
0 FLAGS not reset 
0 NORMAL o peration 
0 RECEIVE disable 
0 DTR not forced 
(l TRANSMIT disable *' locked : all disable *' hunt i ng ,11ode (pg 3-26 
1 HUNTING mode set 
0 no INTERNAL RESET 
0 RTS not forced 
1 reset FLAGS 
0 NORMAL operation 
1 RECEIVE enable 
1 DTR forced 
0 TRANSMIT disable *' Mode Instr. Ward (pg 3-25 
1 single SYNC character 
0 output SYNDET 
0 DDD parity 
1 P0ARITY enable 
1 (1: 7 bits char. length 
Q(I : (always) *' 
char ASCII *' Co,nmand Instr. Ward (pg 3-26 
1 HUNTING mode 
0 no INTERNAL reset 
0 RTS net forced 
1 a 11 errer FLAGS res&t 
0 TxD not forced 
0 : RECEIVE disable 
1 DTR forced 
0 TRANSMIT disable *' (pg 3-26) 
0 no HUNTING mode 
0 1 no INTERNAL reset: 
1 RTS forced 
1 a 11 FLAGS reset 
0 NORMAL operation 
0 RECEIVE disable 
1 DTR forced 
1 TRANSMIT enable •I 
PL/M-80 COMPILER SYNRES 04.01.82 PAGE 8 
'--
'-- $EJECT 
3~: DECLARE mode$conlrol$wo r d LITERALLY '36H', I* 8253 (pg 3 -7) 
I* oo: COUNTER 0 selecled 
I* 11: READ LSB fi rst, thenMSB 
I* ><11: MODE 3 
' - I* (1: binary counter *I 
counler$MSB LITERALLY '01H', I* PIT BAUD rate=-4800 =-=> N=-256 *I 
counter$LSB LITERALLY 'OOH' 1 I* (MSB=lH, LSB=OHl *I 
'--
39 1 DECLARE level$in LITERALLY ,00 ' , I* task interrupt level in *I 
level$out LITERALLY , 01 ' ; I* out*/ 
'-- I* TMMRB.MAC mode cont. words*/ 
4 0 1 DECLARE all$forbidden LITERALLY 'OH", I* 0 ALL forbiddet, •I 
SOH$aulorised LITERALLY '2", I* 2 SOH autorised *I 




41 1 DECLARE EOT LITERALLY '04H', I* ASCII conl rol characters *I 
ACf< LITERALLY '06H', 
NAf< LITERALLY '1:BH', 
SEL LITERALLY '61H', 
OLE LITERALLY 'lOH", 
BLl<$ETB LITERALLY , O'' 
BLl($ETX LITERALLY ' 1, , 
'-- BU($ERR LITERALLY "2'' 
NOB$NAI< LITERALLY , 1, , 
DLE$ACI< LITERALLY '2'' I* Auto,naton final state 
*' DLE$NAI< LITERALLY '3', I* cent rol char. <TMMRB.MACl 


























I* Messages declaralions *I 
DECLARE (msgSbase, 
inl$msg$base) 
DECLARE msg BASED msgSbase 
I* Messages addresses *I 
ADDREss; 
I* Message structure *I 
DECLARE inlSmsg BASED intSmsgSbase 




I* Int. msg structure *I 
I* Resource reservation *I 
DECLARE ( svc$rr,sg 1, I* Service fnessa ges buffers *I 
svc$msg2) BYTE; I* Two bytes only *I 
DECLARE (ficlifSmsgSbase, I* Other buffers addresses *I 
kb$waitSmsgSbase, 
CRSwaitSmsgSbase) ADDRESS; 
DECLARE perSfictifSrec BYTE; 
DECLARE (bloque,famillel BYTE; 
04.01.82 PAGE 9 
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·-
'-- SEJECT 
50 DECLARE TRUE LITERALLY 'OFFH', 
FALSE LITERALLY 'OOH', 
FOREVER LITERALLY 'WHILE TRUE'; 
51 DECLARE BOOLEAN LITERALLY 'BYTE'; 
52 DECLARE du1ï11oy BYTE; 
53 DECLARE fictif LITERALLY '60H', I* Some peripherals *I 
keyboard LITERALLY '62H', I* & their equi- *I 
puncher LITERALLY '63H', I* valents in se- *I 
printer LITERALLY '61H'; I* ction 1node *I 
'---


































CALL RQELVL (level$out); 
OUTPUTCslalus$8251)=lransmil$enablel 
END ENABLE$0UTPUT; 
SEND$SVC$MSG: PROCEDURE Csvc1,svc2 ,svc$mode)? 













END HUNTING l 
UPDATE$NOB: PROCEDURE; 
NOBnml=NOBnl 
NOBn=CNOBn+l) AND 47H; 
END UPDATE$NOB; 
f* Resel final slale 
f* Autorise IT Cout) 
f* 8251 lransmiling 
f* Service message flag 
f* Message buffers 
I• ( 1 or 2 bytes) 
f* Serv. msg address 
f* Sel requ i red niode 
f* 8251 slalus 
/* Memorize lasl NOBn•/ 
✓• modulo BH +40H •I 











































DECLARE ad$msg ADDREss; 
















DECLARE type BYTEl 
'* Send errer ,nsg of*/ 
/* one of those types*' 
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pe r $ficlif$rec=FALSE; 
CALL RQSEND (mress. K$f r ee$rec,ficlif$msg$base); 
END; 
perif2=key board; 
f* Whic h seleclion is beei ng asked for? *f 
DO CASE final-60H; 
perif1,perif2 = fictif; 
Do; 







IF NOT puncher$0K 
THEN 
RETURN FALSEi 
perifl = punche ri 
ENDi 
END; /*do case*/ 
RETURN (;,-,sg$base:=RQACPT (...-,ress.f($free$rec)) 0 o; 
END SELECTING; 
SEND$SEL $NAf<: 
PROCEDURE; f* Block not Free~/ 
CALL SENO$SVC$MSG (SEL,NAK,all$forbidden)l 
END SENO$SEL$NAK; 




































msg .type=ROL(perif1 -6 1h , 1 l +typ$ r ecSprintSetb+final; 
msg.long=buflen; 
CALL RQSEND( mress . kStrea tS r ec, msgSbase); 
IF f i nal =BU<SETB 
THEN DO; 
IF kb$waitSmsgSbase<> O 
THEN 
RETURN FALSE; 





I* Send black for treatment *I 
I* Test if ETX or ETB : *I 
I* If ETB test keyboard *I 







punche r $ok=FALSEi 
RETURN FALSEi 
END POURSUITESSELECTINGi 
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IF l iî,sg$base:=RQACPT( mress.K$prior$sendl l 00 
THEN DOl 
ELSE 




IF lmsg$ba s e : = RQACPT(m r e s s.K$norm$sendl) ()0 
THEN 


























































IF per$fictif$rec AND msg$base=fictif$msg$base 
THEN 






IF final =DLESACf< 
THEN 
















CR$polled = FALSE; 
I* Skip RMX central bytes*' 
I* length of blacks *' 
/* Send the message *I 
CALL SEND$SVC$MSG <EOT,dummy,all$forbiddenl; 
END POLLINGSEND; 










































































CALL RQDLVL(level$i n ); 
CALL RQDLVL(level$outl; 
mress.type=typ$res$ r es ; 
CALL RQSEND (.K$res$syn,.mressll 








OUTPUT (mode$8253l =mode$control$wordl 
OUTPUT (counte r $8253)=counter$LSBl 
OUTPUT (counter$8253)=counter$MSB; 
OUTPUT (statusS8 251l=OOHl 
OUTPUT (status$8 25l)=OOH; 
OUTPUT (status$8 251)=00H; 
OUTPUT (statusS825l)=resetl 
OUTPUT (status$8251)=mode$instr$word; 
OUTPUT (status$8 251)=sync$charl 





I* Initialization *I 
/* Service msg autor *' 
/* MRESS typ resource reservation •I 
I* Gerant becomes available *I 
I* Wait for triggering request •I 
I* Disable IT •I 
I* Init of 8253 *' 
I* Baud rate*' 
I* initialisation of 8251 •I 
I* In,it of 8251 (pg 3-27) •I 
I* Continue in sleeping state *' 
04.01.82 PAGE 17 
PL/M-80 COMPILER SYNRES 
'~ $EJECT 
2 411 Il 
2 45 5 



































DO WHILE bloqueo 2 ; 
inl$msg$base=RQWA I T(.inleM0,0); 
IF inl$msg . t y pe=typ$lnt 
THEN DO; 















I F mode=allSforbidden 
THEN Do; 
NOBn=<N0Bnm1:=40Hl+1; 





CALL SEND$BLOCK ; , 
ELSE 
CALL POLLING$END; 
IF SELECT! NG 
THEN DO; 
04.01.82 
I* Wail until IT 
/* RQDLVL if IT from 
I* automaton <TMMRB.MAC)*/ 
/*(SEL) (NAK> if SELECTION*/ 
l*<EOT> if POLLING *' 
/* in case neither SEL nor POL*' 
basin=.msg.block(0); I* Skip RMX control bytes*' 
END; 
ELSE 














IF((perifl()fictif) or NOT per$fictif$rec) 
THEN 








































31 ·~ 6 
320 6 












CALL SEND$SVC$MSG (N0Bn,ACK,SOH$autorisedli 
CALL UPDATE$NOBi 
ENDi 





















END; /•fin taitement message Il*/ 
IF bloque 
THEN Do; /•message interne*/ 
















!•autres messages perdus*/ 
END; /•do while•/ 
328 3 END; l•do forever*/ 
329 2 END SYN$RESi 
330 1 END SYN$RESi 





ASM80 I NTSYN .ASM PRINT(:LP:) TITLEl'04.0l.82') PAGEWIDTH(132) MOD85 DEBUG XREF MACROFILE 
ISIS-II 8080/8085 MACRO ASSEMBLER, V4.0 
0 4. 0 t. 82 
INTSYN PAGE 











TMM/RB : Synchronous messages tra nsmission line 
Two procédures are deFined under IT : 
TMMIN Receiver automaton 




























































nat Finished yet 
NOBACK made=2 ETB 
NOBNAK ETX 




040H .li 042H 






associated interrupt ewchange 
RMX procedures 
I/0 data blocks addresses 
& ils length 
number aF the Cto bel sent block : NOB lnl 
number aF the last correct block received NOB Cn-1) 
Service message ind. 1 
0 










ISIS-II 8080/8085 MACRO ASSEMBLER, V4.0 
, _ 04 . 0 1 . 82 
INTSYN 
LOC OBJ LINE SOURCE STATEMENT 
'--
46 IASCII conventions : 
47 
1.... 0001 4 8 SOH EQU 01H 
0002 4 ·:;, STX EQU 02H 
0003 50 ETX EQU 03H 
'- 0004 51 EOT EQU 04H 
0005 52 END EQU û5H 
0006 53 ACf< EQU 06H 
'- 0007 54 BEL EQU 07H 
0010 55 OLE EQU 10H 
0015 56 NAf( EQU 15H 
0016 57 SYN EQU 16H 
0017 58 ETB EQU 17H 
001E 59 RS EQU 1EH 
60 
0020 61 C3 EQU 20 H 
0041 62 POL EQU 41H 
0(161 63 SEL EQU 61H 
007F 64 PAO EQU 7FH 
65 
66 Port addresses 
67 
OOF4 6:3 DATA EQU OF4H 
OOF5 69 STATUS EQU OF5H 
70 
71 Particular variables used 
·,_ 72 
0018 73 ERROR EQU 000110008 
0008 74 PARITY EQU 00001000B 
'-- OOFO 75 FALSE EQU OFOH 
76 
0000 77 BUŒTB EQU (1 
'-- 0001 78 BUŒTX EQU 
0003 79 INCFST EQU 3 
0000 8û NOBACf< EQU ù 
1,..., 0001 81 NOBNAf< EQU 1 
0002 82 ACf<DLE EQU 2 
0003 83 NAf<DLE EQU 3 
'- 0001 84 ACf<MD EQU 
0002 85 ACfŒU< EQU 2 
0010 86 LOCK EQU 00010000B 













Cfr USART doc. 












RHUNT without Rebeive enable & Hunting mode 
Hunting mode 








ISIS-II 8080/8085 MACRO 
'-- 04 .01 .oë:2 





0000 2F27 C 100 
0002 0329 C 101 
1.... 0004 00 102 
0005 103 
0006 10 4 
'-- 0007 105 
0008 106 
107 
~ ooo·~ FF 108 
OOOA 85 109 
OOOB 48 110 





ASSEMBLER, V4.0 INTSYN 
SOURCE STATEMENT 
Variables location 
SENSTA: ow SI NIT 
RECSTA: ow RI NIT 
COUNT: DB û 
BCC: os 1 
FINAL: os 1 
LENGTH: os l 
RCASE: os 






Sender initial state 
Receiver initial state 
Byte counter 
ace check sum 
Receiver final state 
One record length 





ISIS-II 8080/8085 MACRO ASSEMBLER, V4.0 INTSYN PAGE 4 
...... 04.01.82 
LOC OBJ LINE SOURCE STATEMENT 
'-
114 
115 ;Macro~s definition 
'- 116 
117 PUSHRG MACRO Push all registers on pile 
118 PUSH PSl~ ; ;2 Status word : it's done within POLLIT (pg.1) 
'- 119 PUSH B ; ;3 
12 0 PUSH D ;;4 
12 1 PUSH H ; ;s 
-
1 ·?·? ENDM 
123 
124 
125 POPRG MACRO POP all registers from pile 
126 POP H ; ;4 
127 POP D ; ;3 
128 POP B ; ;2 






ISIS-II 8080/8085 MACRO ASSEMBLER, V4.0 INTSYN PAGE 5 
'- 04.01.82 
LOC OBJ LINE SOURCE STATEMENT 
\... 
133 
000D OFOO C 13 4 LOGADR: DW LOGGIN 
'-- OOOF 13'5 LOGGIN: os 10000D LOGGIN BUFFER 




140 LOGM MACRO BUFFERIZES THE CHAR OF THE LINE 
'- 141 PUSH H 
142 LHLD LOGADR 
143 MOV M,A 
144 INX H 
145 SHLD LOGADR 
146 LHLD LOGLEN 
147 INX H 
148 SHLD LOGLEN 





154 OUTM MACRO 
155 LOGM 
._ 156 OUT DATA 
157 ENDM 
158 
159 LFCR MACRO 
160 PUSH H 
161 LHLD LOGADR 
'- 162 M\/1 M,C>DH CR CHAR 
163 lNX H 
164 MVI M,OAH LF CHAR 
'- 165 INX H 
166 SHLD LOGADR 
167 LHLD LOGLEN 
'- 168 INX H 
169 INX H 
170 SHLD LOGLEN 






'- 177 INM MACRO 





ISIS-II 8080/8085 MACRO ASSEMBLER, V4.0 INTSYN PAGE 6 






2724 110500 C 
2727 01 '7D28 C 
272A C5 
272B 2 A000ù C 
272E E9 
'--










191 PUSHRG ;;5 
1'72+; PUSH PSW ; ;2 
193+ PUSH B 
19 4+ PUSH D 
195+ PUSH H 
196 
1·:n LXI D,BCC 
198 LXI B,SCONT 
save reg on pile 
Status word I it's done within POLLIT (pg.1) 
DE points to BCC 
get ne~t sender return address 








SENSTA restitute sender last state 
& JUMp toits entry point 
'--
ISIS-II 8080/8085 MACRO ASSEMBLER, V4 . 0 
'- 04.01 .82 
















2747 0 3 F4 
274 '"l 210400 
274C 34 
2740 CA5427 
2750 2 13 42 7 
2 753 C9 

















LINE SOURCE STATEMENT 
2 05 
2 06 ;Messages configuration : 
207 
208 ; - Servi ce 
209 
(SYN> (SYN> (SYN> <SYN) <SYN> (SYN> <SERVICE> (SYN> <SYN> 
210 ; - Data 
211 











218 Common beginning ta all messages 
219 
220 SSYN6 : 











































































A ________________________ A 
BCC compute 
Sender INITial state 
init counter 
fetch (SYN> char. 
send il 6 limes 
update counter 
untill it's 0 
after (SYN> send the message 
else send <SYN> once more 
& return 
since there are more service than data msg. 
fetch message type 
test if 0 
SVC = 1 if service 
0 if non-service 
& return any case 
ISIS-II 8080/8085 MACRO ASSEMBLER, V4.0 INTSYN PAGE 8 
'-- 04 . 01 . 82 
LOC OBJ LINE SOURCE STATEMENT 
.__ 
250 ; ********·•****** Send service 1nsg ************************************* 
251 
'-- 252 Service i1lSg types : 1. <EOT> 
253 2 . <NOB(n)) <ACIO 
2511 .., ..,. <NOB< n-1l> (NAK> 
·-
255 Il. <OLE> <ACIO 
256 c-.., . (SEU (ACIO 





2760 2 A0000 E 262 LHL0 BASOUT buffer addr. 
2763 7E 263 MOV A,M fetch service byte 
2611 OUTM send it 
265+ LOGM 
2764 E5 266+ PUSH H 
·~ 2 765 2A0000 C 267+ LHL0 LOGA0R 
2768 77 268+ MOV M,A 
276''1 23 269+ INX H 
'-· 276A 220000 C 270+ SHL0 LOGA0R 
2760 2A1 F2 7 C 27 1+ LHLD LOGLEN 
2770 2.., , 2 72+ INX H 
2771 221F27 C 273+ SHL0 LOGLEN 
27711 El 274+ POP H 
2775 D3F4 275+ OUT DATA 
'-- 2777 FE04 276 CPI EOT check if <EOT> ? 
2 779 CA9827 C 277 JZ ESERVS yes go with 11 end service sending" 
278 
-
277C 218027 C 279 LXI H,OTHER no prepare for neKt char. 
277F 'C9 280 RET ; ;5 
281 
.-.. -.. ~ 
~C•"'-
283 OTHER: 
2780 2A0000 E 2811 LHLD BASOUT point to char buffer addr. 
'- 2783 23 285 INX H point to neKt char. 
2784 7E 286 MOV A,M fetch it 
287 OUTM 
'--' 288+ LOGM 
2785 ES 289+ PUSH H 
2786 2A0D00 C 290+ LHLD LOGA0R 
\., 2789 77 2'')1+ MOV M,A 
278 A 23 292+ INX H 
278B 220000 C 293+ - SHL0 LOGADR 
278E 2A1F27 C 2''i4+ LHL0 LOGLEN 
2791 23 2''75+ INX H 
2792 221F27 C 2 ''i6+ SHLD LOGLEN 
2795 El 297+ POP H 
27-Ctb D3F4 298+ OUT DATA 
299 
300 
30 1 ESERVS: 
279 8 214B28 C 302 LXI H,SSYN2 end with sending with 2 <SYN> 
279B C9 3û3 RET ;;5 
~(Ill <liF .TFr.T 
'---
ISIS-II 8080/8085 MACRO ASSEMBLER, V4.O INTSYN PAGE 9 
1... 0 4 .01 . 82 
LOC OBJ LINE SOURCE STATEMENT 
1 
-
305 ;*************** Send data messages ********************************** 
306 
1..., 307 Data msg types (black header) : := <SOH> <SEU (NOB (nl) (STX) 
308 (data black> : : == <CHAR> C <CHAR> •• J 




\... 313 SDATA: 
3 14 SSOH: 
279C 3E01 315 MVI A,SOH send <SOH> 
316 OUTM 
317+ LOGM 
279 E E5 3 18+ PUSH H 
27'~F 2AODOO C 319+ LHLD LOGAD R 
27A2 77 32ù+ MOV M,A 
27A3 .-,,-:, L-.> 321+ INX H 
27A4 220DOO C 322+ SHLD LOGA DR 
27A7 2 A1F2 7 C 323+ LHLD LOGLEN 
27AA 23 324+ INX H 
27A8 221F27 C 325+ SHLD LOGLEN . 
27AE El 326+ POP H 
27AF D3F4 327+ OUT DATA 
2781 218527 C ..., .... . -. •.J""-0 LXI H,SSEL send after <SEU 




2785 3E61 333 MVI A,SEL send <SEU 
'--- 334 OUTM 
335+ LOGM 
27B7 E5 336+ PUSH H 
\.. 2 7 B8 2AODOO C 337+ LHLD LOGADR 
278B 77 338+ MOV M,A 
27 BC 23 33'=)+ INX H 
'--- 27BD 220DOO C 3 40 + SHLD LOGADR 
27CO 2A1F27 C 34 1+ LHLD LOGLEN 
27C3 23 342+ INX H 
~ 27C4 22 1F27 C 343+ SHLD LOGLEN 
27C7 El 344+ POP H 
27C8 D3-F4 345+ OUT DATA 
"' 
27CA 21ÇE27 C 3 46 LXI H,SNOB send after <NO8n> 
27CD c·~ 347 RET ; ;5 
348 
1..., 3 49 <tEJECT 
'--
ISIS-II 8080/80:35 MACRO ASSEMBLER, V4.0 INTSYN PAGE 10 
\... 04 .01 . 82 




'-- 27CE 3 AOOOO E '"':!:C" • ... ._,,_.1.f_ LDA NOBn send NOB<nl 
353 OUTM 
354+ LOGM 
1..... 27 D1 E5 355+ PUSH H 
27D2 2AODOO C 356+ LHLD LOGADR 
27D5 77 357+ MOV M,A 
'- 27D6 23 358+ INX H 
27D7 220D00 C 359+ SHLD LOGADR 
270A 2A1F27 C 3(:.(l+ LHLD LOGLEN 
27DD ,..,~ 4..> 361+ rnx H 
27DE 221F27 C 362+ SHLD LOGLEN 
27El El 363+ POP H 
27E2 D3F4 364+ OUT DATA 
27E4 EE6 1 365 XRI SEL BCC cor,, puted with the first char. after <SOH> 
27E6 EB 366 XCHG HL points now to BCC ( ignore DEl 
27E7 77 367 MOV M,A save real BCC 
2 7E8 21 EC27 C 368 LXI H,SSTX send after <STX> 
27EB C9 36'1/ RET ; ;5 
'-- 3 70 
37 1 
372 SSTX: 
2 7EC 3 Eû2 3 73 MVI A,STX send (STX'> 
374 OUTM 
375+ LOGM 
27EE E5 376+ PUSH H 
27EF 2AODOO C 37 7+ LHLD LOGADR 
27F2 77 378+ MOV M,A 
\... 27F3 23 379+ INX H 
27F4 220D00 C 380+ SHLD LOGADR 
27F7 2A1F27 C 38 1+ LHLD LOGLEN 
'-- 27FA 23 382+ INX H 
27FB 221F27 C 383+ SHLD LOGLEN 
27FE El 384+ POP H 
\... 27FF D3F4 385+ OUT DATA 
2:30 1 EB 386 XCHG HL points to BCC addr. 
2802 AE 3:37 XRA M computing BCC 
'-- 2803 77 388 MOV M,A save it 
2804 2 10828 C 38'=1 LXI H,SCHAR send after a (char> 




ISIS-II 80:30/8085 MACRO ASSEMBLER, V4.0 INTSYN PAGE 11 
' - (14.01. 82 




'-- 2808 2 A000(1 E 3"1/5 LHLD BASOUT buffer address 
280B 7E 396 MDV A,M get a char. 
3 '')7 DUTM send it 
,_ 39:3+ LDGM 
2:30C ES 399+ PUSH H 
280D 2 AODOO C 4 ùù + LHLD LDGADR 
'-- 2810 77 4 0 1+ MDV M,A 
2811 . ., .,. 4._) 4 0 2+ IN X H 
2812 220D00 C 403 + SHLD LDGADR 
2815 2A1F27 C 404+ LHLD LDGLEN 
2818 2 3 405+ INX H 
281 '=/ 221F27 C 4 0 6+ SHLD LDGLEN 
2:31 C E1 4 (1 7+ POP H 
281D D3F4 40:3+ DUT DATA 
2 8 1F 23 4 0·:;, INX H point to ne><t char 
2:320 2 2 0000 E 4 10 SHLD BASOUT save this addr. 
2 :323 EB 411 XCHG 
2824 AE 412 XRA M compute BCC 
2825 77 413 MDV M,A save it 
2826 2 10000 E 414 LXI H,BUFLEN dec buffer length 
282'') 3 5 415 DCR M 
282A 2 10828 C 416 LXI H,SCHAR presuming' a ,nsg is composed by several bytes 
282 D CO 417 RNZ ; ;5 ret now if more char to send 
282 E 2 13228 C 41 8 LXI H,SBCC else send BCC after 
2831 C9 419 RET ;;5 
4 2 0 
421 
'-- 4 2 2 SBCC: 
2832 EB 423 XCHG HL points to BCC 
.-.o-,,"T 
~ •-- .J -.J 7E 424 MDV A,M send BCC 
'-- 425 OUTM 
4 26+ LOGM 
2834 E5 4 2 7+ PUSH H 
'-- 2:335 2 AODOO C 4 28+ LHLD LOGADR 
2 :338 77 429+ MDV M,A 
2:33'7 . .., .,. L ..> 430+ INX H 
'- 283A 220000 C 431+ SHLD LOGADR 
283D 2A1F27 C 432+ LHLD LDGLEN 
2840 .., .,. 4._) 433+ INX H 
'- 2 :341 2 21F27 C 4 3 4+ SHLD LOGLEN 
2844 El 4 3 5+ POP H 
2845 D3F4 4 36+ OUT DATA 
'-- 2 8 47 2 14828 C 4 3 7 LXI H,SSYN2 end with two <SYN> 
284A c·:;, 4 """' ~•J RET ; ;5 
43"') $EJECT 
ISIS-II 8080/8085 MACRO ASSEMBLER, V4.0 
1... 04. 01. 82 








2 :352 23 
2:353 220D00 












LINE SOURCE STATEMENT 
























































ISIS-II 8080 / 8085 MACRO ASSEMBLER , V4.0 
04 . 01 . 82 
LOC OBJ LINE SOURCE STATEMENT 
462 
463 SSYN1: 
286 4 3E16 464 MVI A,SYN 
465 OUTM 
466+ LOGM 
2866 E5 467+ PUSH H 
2867 2AODOû C 468+ LHLD LOGADR 
286A 77 469+ MOV M,A 
286B 23 470+ INX H 
286C 220D00 C 471+ SHLD LOGADR 
286F 2A1F27 C 472+ LHLD LOGLEN 
2872 23 473+ INX H 
2873 221 F27 C 474+ SHLD LOGLEN 
2876 E1 475+ POP H 
2877 D3F4 476+ OUT DATA 
477 LFCR 
2:37·:;, E5 478 + PUSH H 
2:::7A 2AODOO C 47 ·:;, + LHLD LOGADR 
287D 3 60D 480+ MVI M,ODH 
2:37F •°) 7 L-' 4 8 1+ INX H 
2880 360A 4 82+ MVI M, OAH 
2882 23 4 83+ INX H 
2883 220D0û C 48 4+ SHLD LOGADR 
2886 2A1F27 C 485+ LHLD LOGLEN 
288'~ 23 486+ INX H 
288A 23 487+ INX H 
288B 221F27 C 488+ SHLD LOGLEN 
288E El 489+ POP H 
288F E1 490 POP H 
4 9 1 
2890 2 12F27 C 4 '')2 LXI H,SINIT 
2:=::·:;,3 220000 C 4·:;,3 SHLD SENSTA 
2e·:;,6 21682A C 494 LXI H,RCONT 
2 8 99 E5 495 PUSH H 
289A C3C328 C 496 JMP HUNT 
497 
498 
INTSYN PAGE 13 
send last <SYN> 
CR CHAR 
LF CHAR 
;;5 cancel fictive return addr. 
restore initial state 
force receiver restore addr. 
;;6 




ISIS-II 8080/8 0:35 MACRO 
04 .01 . 8 2 
LOC OBJ LINE 
5 02 
503 
2 8 90 2 20000 C 504 
505 
28AO cooooo E 5 0 6 
507 
5 08 
2 8 A3 Et 5ù9+ 
28A4 D1 51 0 + 
28AS Cl 511+ 
28A6 F1 51 2 + 
28A7 FB 51 3 
























save nexl enlry point in Sender aulomalon 
RMX call 
reslore all regislers 
re-enable IT 












I S I S- II 8080/8085 MACRO ASSEMBLER, V4 . 0 
04 .01 . 8 2 
INTSYN PAGE 15 
LOC OBJ LINE SOURCE STATEMENT 
516 ;**************************************** 
5 17 
5 18 TMMIN RECE IVER 
519 ; 
5 20 ;**************************************** 
521 
5 22 
5 23 TMMIN : 
5 2 4 PUSHRG 
5 25+ 1 PUSH PSW ; ; 2 
28A•:;> C5 5 2 6+ PUSH B 
28AA D5 527+ PUSH D 
2 8 AB E5 5 28+ PUSH H 
52·~ 
28AC 21682A C 530 LXI H,RCONT 
28AF E5 531 PUSH H ; ; b 
532 
28B0 D8F5 5 33 IN STATUS 
2882 E618 5 3 4 ANI ERROR 
2884 CAD528 C 5 3 5 JZ RNOERR 
5 3 6 
28 8 7 E608 537 ANI PARITY 
28B9 CAD028 C 538 J Z RW RONG 
539 
2 :?.8C D8F4 540 IN DATA 
2 8 8 E FE7F 541 CPI PAO 
28CO C2 D028 C 542 J NZ RWRONG 
543 
5 4 4 HUNT: 
28C3 3 E·:;>6 545 l"IVI A,RHUNT 
2 :3C5 D3 F5 546 OUT STATUS 
28C7 3 EOO 5 47 MVI A,OOH 
28C9 3204 00 C 548 STA COUNT 
2::: CC 2 10329 C 549 LXI H, RI NIT 
28CF C9 550 RET 
55 1 
552 
553 RWRO NG: 
28D0 3 EFO 554 MVI A,FALSE 




s a v e a 1 1 reg. 
S lalus word : i l' s done wilhin POLLIT (pg. ll 
force il as relurn add r. 
f e l ch USART 5 44 s l ale 
any e r rer ? 
no : skip lo "NO-ERROR " 
lest for parily errer ? 
no pari ly
0 
errer : skip but remember wrong char! 
else, gel the char e v en if il' s bad 
lest if i l ' s a (PAD> ? 
no : il's anolher char Cbul a bad one> 
else (if (PAD)l relurn hunling : 
relurn hunl ing rnode 
& force USART lo hunl 
resel the char oounler 
& aulo,r,alon lo INITIAL slale 
relu rn anyway. 
force a wrong characler 
continue as if nolhing happe ned, knowing per-
feclly il' 11 cause a wrong BCC 
'--
I S I S-II 8080/8085 





'-- 2:3D7 E5 
280 8 2AODOO C 
2:3D8 77 
'-- 2 8DC 2 3 
28DD 220D00 C 
28 EO 2 A1F2 7 C 
2:3E3 23 
2::::E4 22 1F27 C 
28E7 El 
28E8 FE1 6 
28EA C2F 12 8 C 
2:3 EO Cl 
2 8 EE C3 A028 C 
MA CRO ASSEMBLER , V4. û 
LI NE SOURCE ST ATEMENT 
5 59 
560 RNOERR: 
5 6 1 INM 
5 6 2+ IN DATA 
5 /:..3+ LOGM 
5 6 4+ PUSH H 
5 6 5+ LHLD LOGA DR 
5 66+ MOV M, A 
5 6 7 + INX H 
5 é:,8+ SHLD LOGAD R 
569+ LHLD LOGLEN 
570+ INX H 
571+ SHLD LOGLEN 
5 72+ POP H 
573 CPI SYN 
574 JNZ ANALYS 
575 POP B 
5 7 6 JMP RESTR 
577 $EJECT 
INTSYN PAGE 16 
gel the char from USART 
test for CSYN> ? 
no : go further in analysing char 
yes: skip all encountered CSYN> 












ISIS-II 8 080/8085 MACRO ASSEMBLER, V4. 0 
(14. 0 1 .82 





2 E: F7 78 
2 8 F8 210400 
28 FB 3 4 

































INTSYN PAGE 17 
save char 
point lo BCC (first time il's of no use-
compute it 
& save il 
(because nol inilialized) 
re-get the char 
update char. counter 
test if> 256? 
yes: return hunting 
else: restitute RECeiver STAte 
& JUmp toits entry point 
5 93 ;********************************************************************* 
2''7ù3 FE04 
2905 CAB829 C 
2908 FE61 
290A CAE529 C 
2 9 ùD FE41 
290F CAE929 C 
2912 3AOOOO E 
2''715 FE01 
2917 CAED29 C 
2 ''71A FE02 
291C C2C328 C 
5 9 4 
5 9 5 
5 '7'6 






6 0 3 


































lest if <EOT> 
JU&îlp if <EOT> received 
JUffip if <~EU received 
JU«1p if (POU received 
else it's neither <EOT> nor <SOU or (POU 
so lest for autorised mode : block or ACK 
test first for ACI< mode ? 
yes : receive ACK 
test ei ther for black ? 
nothing is convenient return hunting 
? 
ISIS-II 8 080/8085 MAC RO ASSEMBLER, V4. 0 
'- 0 4 . 0 1 . 82 
LOC OBJ LINE SOURCE STATEMENT 
'-
INTSYN 
614 ;**************** Treatening with 
6 15 
1.... 61 6 
617 RBLK: 
6 18 RSOH: 
1.... 2 ''J1F 3 E01 6 19 MVI A,SOH 
2·n1 BB 620 CMP E 




2925 2 12929 C 623 LXI H,RBPOL 
2928 C9 624 RET 
6 2 5 
6 26 
6 27 RBPOL: 
292"'} FE61 6 2 8 CPI SEL 
2 ·:;,2 s C25A2 A C 629 JNZ BU Œ RR 
29 2E 3 205(10 C 630 STA BCC 
2'731 2 1352 9 C 63 1 LXI H,RNOBn 




2935 2 10000 E 636 LXI H,NOBn 
2938 BE 637 CMP M 
2 9 3 "=? C25A2A C 638 JNZ BUŒRR 
293 C 21402 9 C 639 LXI H,RSTX 
'- 29 3F C9 640 RET 
6 41 
(:,42 
'- 1:,43 RSTX: 
2940 FE02 644 CP°I STX 
2942 C25A2A C 645 JNZ BLIŒRR 
'- 2945 214929 C 6 46 LXI H,TPERIF 
2948 C9 647 RET 
6 48 




a black **************************** 
receiving black autorised 
supposed to receive fi rst <SOH> 
check it ? 
return hunting if net 
ne><t lime supposed to receive (SEU 
(SEU received ? 
no : JUmp to "black error 11 
initialize BCC with fi rst char. after <SOH> 
else, ne><t time supposed to receive NOB(n) 
presumed received black # 
? . yes 
no ! incorrect black # 
else, ne><t lime supposed to receive <STX> 
<S°TX> received ? 
no 1 incorrect black structure 
else, next time, analyse periph. type <C2> 
ISIS-II 8080/8085 MACRO ASSEMBLER, V4.0 
\.... 04.01 .82 
INTSYN 






2949 210000 E 653 LXI H,PERIFl 
294C BE 654 CMP M 
·~ 294D CA5529 C 655 JZ C2 
2950 23 656 INX H 
2951 BE 657 CMP M 




2955 21A9FF C 662 LXI H,LC2-60H 
2958 1600 663 MVI 0,0 
2"'l5A 19 664 DAO D 
295B 7E 665 MOV A,M 
2·-=J5C 320700 C 666 STA LENGTH 
667 
295F 2AOOOO E 668 LHLD BASIN 
2962 73 669 MOV M,E 
2963 23 670 INX H 
2964 220000 E 671 SHLD BASIN 
2967 216829 C 672 LXI H,RC3 












wait for receiving C2 
check for autorised peripheral 
OK, go on 
else : INC HL 
check the second one 
i t' s an e r ro r ! 
fetch L<C2) conversion table 
null D reg so DE= C2 
HL (-- HL+DE (points now to L(C2) 
fetch L<C2l 
& save il as record length 
point to last neKt buffer char 
put the char. in buffer 
& update pointer before 
saving it 







ISIS-II 8080/8085 MACRO ASSEMBLER, V4.0 
04 .01 . 82 
LOC OBJ LINE SOURCE STATEMENT 
676 
677 RC3: 
296B FE20 678 CP! C3 
2960 C25A2A C 679 JNZ BUŒRR 
2970 C37F29 C 680 JMP BUFFER 
681 
6 8 2 
6 8 3 RDATA: 
2973 FEFO 684 CPI FALSE 
2975 CA5A2A C 685 JZ BLKERR 
686 
2978 210700 C 687 LXI H,LEtllGTH 
297B 35 688 DCR M 
297C CA5 A2 A C 689 JZ BUŒRR 
690 
69 1 BUFFER: 
297F 2AOOOO E 692 LHLD BASIN 
2982 77 693 MOV M,A 
2'=)83 23 6 9 4 INX H 
2c18.ll 220000 E 6 ''.15 SHLD BASIN 
2987 0601 6 ''.16 MVI B,BUŒTX 
2·:;>89 FE03 697 CPI ETX 
2'7'8B CA9F29 C 6 ''.18 JZ RETX 
29i:E 0600 699 MVI B,BLIŒTB 
2990 FE17 700 CPI ETB 
29·:;,2 CA9F29 C 701 JZ RETB 
702 
2995 FElE 7 03 CP! RS 
2997 21 732·:;, C 7 0 4 LXI H,RDATA 
29''1A CO 7 05 RNZ 
299B 214929 C 7 (16 LXI H,RC2 
299E C9 7 0 7 RET 
708 
709 $EJECT 
INTSYN PAGE 20 
; ;5 
;;5 
received C3 ? 
no block errer 
else: buffer il 
check if rec. char is not. the dump one (i.e. FALSE> 
else JUOlp 
updat.e block length 
test if not beyond record length 
yes: errer because (RS> not seen 
po i nt. t.o buffer 
buffer t.he char. 
updat.e pointer 
& save il 
check if <ETX> 
yes 1 Jump 
check if <ETB> 
check if (RS> 
presuming a message is oomposed of several characters 
return if ne i t.her <ETX), <ETB> nor <RS> 
else wait for rec. another record within THIS black 
\,,_ 
ISIS-II 8080/8085 MACRO 
\ 
-- 04.01. 8 2 





299F 78 713 
29AO 320600 C 714 
\,,_ 29A3 3 A0400 C 715 
29A6 D604 716 
29A8 320000 E 717 
\,,_ 718 
29AB 21AF29 C 719 
29AE C9 720 
721 
722 
29AF 3Aû500 C 723 
2 ''782 87 724 
2983 CABB29 C 725 
726 
727 




















MVI A, INCFST 
$EJECT 
INTSYN PAGE 21 
; ;5 
restitute allready final state 
header 
wait for receiving BCC for any correction 
correct BCC? 
yes : END with RECeiver work 
else: force INCorrect Final STate 
'--
ISIS-II 8080/8085 MACRO ASSEMBLER, V4.0 INTSYN PAGE 22 
1..., 04 .. 01 .. 82 
LOC OBJ LINE SOURCE STATEMENT 
731 
732 EOWRK: End Of WoRK entry point 
1..., 733 REOT: 
2988 320600 C 7 3 4 STA FINAL final state ( <ETX> , <EOB> , <ENQ) , <EOT>) 
7 3 5 RECEND: 
1..., 298B 3E10 736 MVI A,LOCf( block the 8251 
29B0 D3F5 7 3 7 OUT STATUS 
29BF 21 0329 C 7 38 LXI H,R I NIT reset receiver in INITIAL state 
29C2 220200 C 7 3 9 SHLD RECSTA save RECeiver STAte 
29CS 010000 E 740 LXI B, INLEXO 1T channel exchange address 
741 LFCR 
2 ·~C8 ES 742 + PUSH H 
29C·'l 2AODOO C 743 + LHLD LOGADR 
29CC 360D 744+ MVI M,ODH CR CHAR 
2·:;,cE ...,7 , ..:, 745+ INX H 
29CF 360A 746 + MVI M, OAH LF CHAR 
29D1 2 3 747+ IN X H 
2''i'D2 220D00 C 748 + SHLD LOGADR 
2 ''1 D5 2 A1F27 C 74·:;, + LHLD LOGLEN 
29D8 23 7 5 0+ INX H 
'- 2 ''10"') -, 7 ~.., 751+ INX H 
2 ·:;,nA 221F27 C 752+ SHLD LOGLEN 
290D El 753+ POP H 
754 
29DE CDOOOO E 75 5 CALL RQISND 7 send 1T to superior level 
756 6 
29E1 El 757 POP H 5 ret rieve RET address <not used any more) 




29ES 21392A C 762 LXI H,RC2SEL wait. for receiving peripheral 
29E8 C9 763 RET ; ;s select ion code C2(SEL> 
76 4 
7 6 5 
'--- 766 RPOL: 
29E9 214D2 A C 7 6 7 LXI H,RC2POL wait for receiving peripheral 
29EC C9 768 RET ;;5 pooling code C2(POL> 
..... 769 $EJECT 
..... 
'-
ISIS-II 8080/8085 MACRO ASSEMBLER, V4.0 INTSYN PAGE 23 
.'- 0 4 .. û 1 . 82 
LOC OBJ LINE SOURCE STATEMENT 
·~ 





\... 29ED 3AOOOO E 775 LDA NOBn receiving the 11 sent block #" ACK 
29FO BB 776 CM P E is it the good one ? 
29F1 CA052 A C 777 JZ Df<NOBn yes : JU mp 
778 
29F4 3AOOOO E 779 LDA NOBnm1 no : resending last block ? 
2·ïlF7 BB 7 8(1 CMP E 
29F8 CAOC2A C 781 JZ Df<nm 1 yes: JU mp 
782 
2''ïFB 3E10 783 MVI A,DLE else : sending (OLE> ? 
29FD BB 784 CMP E 
29FE C2C328 C 7 8 5 JNZ HUNT no : there's an errer somewhere, return hunting 
7 8 6 
2Aûl 21252A C 787 LXI H ,DLEACK else wait for <OLE) ACK or NAK 
2A04 C9 788 RET ; ;5 
789 
\... 790 Of(NOBn: 
2A05 3 E01 791 MVI A,NOBNAK 80H <= final state <= 87H 
2A07 0606 rn MVI B,ACf( wait for receiving <ACI<> 
2A09 C3102A C 7 93 JMP Of<SERV point to 'RACK: 
7 ·:,4 
7 ·:;15 Df<nml: 
2AOC 3 E01 796 MVI A,NOBNAK COH (= final state <= C7H 
2AOE 0615 797 MVI B,NAK wait for receiving <NAK> 
798 Of<SERV: 
'-- 2A10 320600 C 79'':/ STA FINAL 
2A13 78 800 MOV A,B 
2A14 320800 C 801 STA RCASE 
'- 2A17 211B2A C 802 LXI H,RACK 
2A1A C9 803 RET ; ;5 
804 





I S I S-II 8080/80:35 MACRO 
'-- 0 4 .01 . 82 




\.... 2 A1B 3 A080û C 808 
2 A1E BB )è:(19 
2 A1F C2C328 C :ë:1 0 





2 A2 5 FE06 c::15 
2 A2 7 C22F2A C 81 6 
2 A2 A 3 EC>2 8 17 
2 A2C C3B8 29 C 8 18 
.ë:1 9 
ï=:20 
2 A2F FE1 5 821 
2 A3 1 C2 C328 C ,-.. -..-, C.•~..:.. 
2 A3 4 3 E03 ï=:23 
2 A36 C3 B829 C 82ll 
825 
8 2 6 
827 
\.... 









J NZ NOT ACf( 
MVI A,ACf\DLE 







INTSYN PAGE 2 4 
will be either in (ACK> , <NAK) or <ENQ) 
if wrong char received, r eturn hunting 
else RECeiver ENDs its work 
final state ha vi ng allready beeing saved 
is it an <ACf( ) ? 
no : JUffip to if it's a CNAK> 
is it then a <NAK) ? 
no : so return hunting ffiode 
\... 
ISIS-II 80:30/8085 MACRO 
, __ C, 4 .01.82 
LOC OBJ LINE 
\... 
8~8 
2A39 FE2F 829 
\.., 2 A3B CA482A C 830 
2A3E FE60 83 1 
2A40 DAC328 C 832 
1.... 2A43 FE64 833 




2 A4 8 0605 .-,-,,.-, c, . ...:,o 
2 A4A C3 102A C E:3'':/ 
::::4(1 
841 
2A4D FE40 f:42 
2A4F DAC328 C 843 
2A52 FE43 844 
2A54 0 2 C328 C 845 
2A57 C3 4 82A C 846 
847 
'-- 848 
2A5A FE03 8 49 
2A5C CAB62';> C 850 
'-- 2A5F FE17 851 
2A61 CAB629 C f:52 
2 A6 4 El 853 
-




2A68 220200 C .-.c- ,-. O.JO 





































INTSYN PAGE 2 5 
;;5 
check if correct C2(SELl 
must be within (2F,60H , 61H,62H,63Hl 
( 60H? · 
incorrect C2(SELl force return in hunting mode 
l 64H? 
<See below in RC2POLl 
wait for receiving an <ENQ) 
< 40H ? 
C2(P0Ll must be within C40H •• 42HJ 
any erre r forcing return in hunting mode 
saving final state & waiting for <ENQl$EJECT 
when block errer coeurs somewhere, 
skip all char. untill an <ETX> or 
an <ETB> 'appears, 
when reached, go End Of Work 
don't need return address till it's RCONT: 
nekt state 
RECèiver STAte saving 
go restore reg. & return 
ISIS-II 8080/8085 MACRO ASSEMBLER, V4.0 INTSYN PAGE 26 
'-- 04.(11.82 





FINAL C 0006 LOGGIN C OûOF LOGLEN C 271F TMMIN C 28A9 TMMOUT C 2721 
EXTERNAL SYMBOLS 
,_ BASIN E 0000 BASOUT E 0000 BUFLEN E 0000 INLEXO E 0000 MODE E 0000 NOBN E 0000 NDBNMl E 0000 
PERIFl E 0000 PERIF2 E 0000 RQENDI E 0000 RQISND E 0000 SVC E 0000 
USER SYMBOLS 
ACI( A 0006 ACKBU< A 0002 ACl<DLE A 0002 ACl<MD A 0001 ANALYS C 28F1 BASIN E 0000 BASOUT E 0000 
BCC C 0005 BEL A 0007 BU<ERR C 2A5A BLl<ETB A 0000 BLKETX A 00(11 BUFFER C 297F BUFLEN E 0000 
C2 C 2955 C3 A 0020 COUNT C 0004 DATA A OOF4 OLE A 0010 DLEACK C 2A25 ENQ A 0005 
EOT A 0004 EOWRf< C 29B8 ERREND C 2986 ERROR A 0018 ESERVS C 2798 ETB A 0017 ETX A 0003 
FALSE A OOFO FINAL C 0006 HUNT C 28C3 INCFST A 0003 INLEXO E 0000 INM + 0000 LC2 C 0009 
LENGTH C 0007 LFCR + 0004 LOCI< A 0010 LOGADR C 000D LDGGIN C OOOF LOGLEN C 271F LOGM + 0002 
MODE E 0000 NAf( A 0015 NAl<DLE A 0003 NOBACK A 0000 NOBN E 0000 NOBNAK A 0001 NDBNMl E 0000 
NOTACI( C 2A2 F • f<NMl C 2AOC • f<NOBN C 2A05 OKSERV C 2A10 OTHER C 2780 OUTM + 0003 PAD A 007F 
'---- PARITY A 0008 PERIFl E 0000 PERIF2 E 0000 POL A 0041 POLOK C 2A48 POPRG + 0001 PUSHRG + 0000 
RACI< C 2A1B RBACK C 29ED RBCC C 29AF RBU< C 291F RBPOL C 2929 RC2 C 2949 RC2POL C 2A4D 
RC2SEL C 2A3·;, RC3 C 2968 RCASE C 0008 RCONT C 2A68 RDATA C 2973 RECEND C 2988 RECSTA C 0002 
·---
REOT C 29B8 RESTR C 28AO RETS C 299F RETX C 299F RHUNT 'A 0096 RINIT ' C 2903 RNOBN C 2935 
RNOERR C 28D5 RPOL C 29E9 RQENDI E 0000 RQISND E 0000 RS A 001E RSEL C 29E5 RSOH C 2·;,1F 
RSTX C 2940 RWRONG C 28DO SBCC C 2832 SCHAR C 2808 SCONT C 289D SDATA C 279C SDMSG C 2754 
SEL A 0061 SELOK C 2A48 SENSTA C 0000 SI NIT C 272F SNOB C 27CE SOH A 0001 SSEL C 2785 
SSERV C 2760 SSOH C 279C SSTX C 27EC SSYNl C 2864 SSYN2 C 2848 SSYN6 C 2734 STATUS A OOF5 
STX A 0002 svc E 0000 SYN A 0016 TMMIN C 28A9 TMMOUT C 2721 TPERIF C 2949 
'---








ASM80 POLL.SIM PRINT<•LP:l TITLE<'04.01.82') PAGEWIDTH(132) MOD85 DEBUG XREF MACROFILE 
































ROUTINE DE NIVEAU 7 DU SIC (System Interrupt Controler) 
EFFECTUE LE POLLING DE L'ISR DU LIC (Local Interrupt Controler) 
AFIN DE DETERMINER QUEL NIVEAU D'IT E/S DE RxrdyO,TxrdyO 































































LIC PORT CMMD 0 
1 
MOT DE POLLING (LECTURE ISR) 







LECTURE DE L'ISR (ln Service Register) 
DU LIC 
desable interrupts 
and crashes the system 
TMMIN E 0000 TMMOUT E 0000 
USER SYMBOLS 
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POLLIT PAGE 2 
Premier exemple de session: 
(Les lignes précédées d'un point 11 • 11 sont les messages de 
commandes que la station envoie au maître.) 
.G 
??FTOO 2312810935 V0204 P02 
B3 
?? CITl YOUR NAME IS INTY DAY:0004,HOUR:0018,MIN:0014 
.D SC,LP 
II SOPC SC INFO 18x15x39 
PBID ST CA FN FH 
INFO LP 01 01 00 
.D SLPl 





(SYN> AB <ENQ) 
,r c.,1 .rr~r i o,v 
(SYN> <SYN) (SYN) <SYN) <SYN) (SYN> <EOT> <SYN> <SYN) 
(SYN> (SYN ) <EOT> 
L • ., .. 
<SYN> AB <ENQ) 
(SYN> <SYN> <SYN) <SYN> (SYN> <SYN> <SOH> aA <STX) b G <ETB> 0 <SYN> (SYN) 
(SYN) (SYN) (SYN) (SYN) (SYN)à(NAf() - -· - u n,,,,~ A n A c (<y• u nnt•<f' 
<SYN> <SYN> (SYN) <SYN> <SYN> <SYN> <SDH>aA<STX)b G<ETB>0<SYN) <SYN> 
(SYN) (DLE) (ACK) - - • c,, 114rrl...r At't F ,.., F ., ,,__, s , ,,,. , r SvJ,.eNs,·•N 
<SYN> <SYN> <SYN) <SYN> (SYN> <SYN> <E0T> <SYN) <SYN) 
(SYN> <EOT> 
<SYN> ab <ENQ) - . ,, r • ,,c.c .\u,._,i 9 V •/(_ .. C. .,,. 
<SYN) (SYN) (SYN) (SYN> <SYN) (SYN) a <ACfO (SYN) (SYN) ' ' ,.,,; • .., """~ "'' 
A t.u,· 
,. 
, 4 sr-4rio,v 
(SYN) <SYN) <SYN> <SYN> <SYN> <SDH> aA <STX> b ??FT00 23 12810935 
<SYN> <SYN) <SYN> <SYN> <SYN) <SYN> <OLE> <ACfO (SYN> <SYN> 





<SYN> <SYN> <SYN) <SYN) (SYN> <SYN) <EOT> (SYN> <SYN) 
<SYN> <EOn 
<SYN> AB <ENQ) 
<SYN) <SYN> <SYN> <SYN> <SYN) <SYN> <EDT> <SYN> (SYN> 
(SYN) (SYN) <Eon 
(SYN) AB <ENQ) 
<SYN> <SYN) <SYN> <SYN> <SYN> <SYN> <E0T> (SYN) <SYN) 
(SYN) <EOT> 
A (SYN> <SYN> <EOn 
<SYN> AB <ENQ> 
<SYN> (SYN) <SYN) <SYN> (SYN> (SYN) <E0T> (SYN) (SYN) 
(SYN) (SYN) <Eon 
<SYN) AB <ENQ) 
<SYN> <SYN> (SYN> <SYN> <SYN> (SYN> <EDT> <SYN) <SYN) 
(SYN> <E• n 
f),t( Ir L-4 -1rA,ioN 
(SYN) ab (ENQ) ---- t.r J1 A, rt.r A v 61. ,, C/ c, ' , ·, V 4 E A,o,1'0")~1. 
"" 
<SYN> <SYN) <SYN> <SYN) (SYN> <SYN> a <ACK) <SYN> <SYN> 
1.r ,11, 
(SYN) (SYN> (SYN> (SYN) (SYN> (S0H)aA(STX)b ?? CIT1 YOUR NAME IS INTY DAY:0004,HOUR:0018,MIN10014(ETB): 
<SYN> (SYN) (SYN> <SYN) <SYN) <SYN) <OLE) <ACfO (SYN) (SYN) 
(SYN) <SYN) <EOn 
<SYN> <EOn 
(SYN> AB <ENQ) 
(SYN> <SYN> <SYN> <SYN> <SYN) <SYN> <E0T) <SYN> <SYN> 
(SYN> <SYN> <EOn 
<SYN> AB <ENQJ 
<SYN> <SYN> (SYN) <SYN> <SYN> <SYN> <E0T> <SYN) <SYN) 
(SYN> <SYN> <EOn 
<SYN> AB <ENQ) 
(SYN> <SYN> <SYN> (SYN) (SYN) <SYN> <E0T) <SYN> (SYN) 
<SYN> <SYN> <EOn 
<SYN> AB <ENQ) 
<SYN> (SYN> <SYN) (SYN) <SYN) (SYN> <E0T) (SYN) (SYN) 
(SYN> <EOn 
<SYN> AB <ENQ) 
<SYN) <SYN> <SYN> (SYN> <SYN) <SYN) <EOT> (SYN> <SYN) 
<SYN) (SYN> <EOT> 
<SYN> AB <ENQ) 
(SYN) <SYN> (SYN) <SYN> (SYN) (SYN> <EOT> (SYN) <SYN> 
(SYN) <EOn 
<SYN> AB <ENQ) 
<SYN> <SYN> (SYN) (SYN) <SYN> <SYN> <EOT> <SYN) (SYN) 
(SYN> <EOT> 
<SYN) AB <ENQ) 
<SYN> <SYN> <SYN> (SYN> <SYN> <SYN > <EOT) <SYN> <SYN> 
IC:VI\J \ ( ~nT\ 
w 
<SYN> <SYN> <EDT> 
(SYN> AB <ENQ) 
<SYN> <SYN> <SYN) (SYN) <SYN) <SYN> <EDT> (SYN> (SYN) 
'- <SYN> <EOT> 
<SYN> AB <ENQ) 
<SYN> <SYN> <SYN> <SYN) <SYN> (SYN> <EOT> <SYN) (SYN> 
~ <SYN> <EOT> 
AB <ENQ) 
<SYN> <SYN> <SYN) (SYN> <SYN> <SYN> <EDT> <SYN> <SYN> 
'--- (SYN> <EOT> 
<SYN> AB <ENQ> 
<SYN> <SYN> (SYN> (SYN> (SYN> (SYN> <EDT> (SYN> <SYN> 
'- <SYN> <EOT> 
<SYN> AB <ENQ) 
(SYN> <SYN> <SYN> CSYN> <SYN> <SYN> <EDT> CSYN> <SYN> 
<SYN> <SYN> <EOT> 
CSYN) AB <ENQ> 
(SYN> <SYN) (SYN) (SYN) <SYN) (SYN> <EDT> CSYN> (SYN> 
CSYN> CSYN) <EOT) 
(SYN> AB <ENQ) 
<SYN> CSYN> (SYN> CSYN> <SYN> <SYN) <EDT> <SYN> (SYN> 
<SYN> <SYN> <EOT> 
(SYN> AB <ENQ) 
<SYN> <SYN> <SYN> (SYN) (SYN> (SYN> <EOT> (SYN) <SYN> 
<SYN> <SYN> <EOT> 
(SYN> AB <ENQ) 
<SYN> <SYN> (SYN> <SYN> <SYN> (SYN) <EDT> <SYN) (SYN> 
<SYN> <SYN> <EOT> 
<SYN> AB <ENQ) 
<SYN> <SYN) (SYN> (SYN) <SYN> (SYN> <EDT> CSYN> (SYN> 
CSYN> <EOT> 
<SYN) AB <ENQ) 
(SYN> CSYN) <SYN> <SYN> <SYN> (SYN> <EDT> <SYN) <SYN) 
<SYN> <SYN> <EDT> 
CSYN> AB <ENQ) 
CSYN> (SYN> <SYN> CSYN> <SYN) <SYN> <EDT> <SYN> CSYN) 
<SYN> <SYN> <EDT> 
(SYN> AB <ENQ) 
\ 
l V /) A 7 Ti. C Arr,-,v!J " " '1nr-1,, 
o, L~ rrArlo"V 
(SYN> <SYN) <SYN) (SYN> <SYN> <SYN> <SOH) aA (STX > b O SC, LP <ETB) 3 (SYN> <SYN> 
{SYN) {OLE) {ACK) -- r,rr.1 ,+t;c er r Jtf~, ri r~ ,,.. 1.. tr n A-1r,(, , 
(SYN> (SYN> <SYN) <SYN> <SYN) (SYN> <EOT> CSYN> <SYN) 
<SYN> <EDT> 
<SYN> AB <ENQ) 
CSYN> <SYN> <SYN) CSYN> (SYN> (SYN> CEDT> CSYN> CSYN> 
CSYN> <EOT> 
<SYN> AB <ENQ) 
(SYN> (SYN> <SYN> CSYN> CSYN> CSYN> <EOT> CSYN> CSYN> 
<SYN> <SYN> <EDT> 
<SYN> AB <ENQ) 
(SYN> <SYN> <SYN) (SYN> <SYN> <SYN> <EOT> (SYN> CSYN> 
(SYN) CSYN> <EOT> 
<SYN> AB <ENQ) 
<SYN> <SYN> <SYN> <SYN> <SYN> <SYN> <EOT> CSYN> (SYN> 
CSYN> <SYN> <EDT> 
CSYN> AB <ENQ) 
CSYN> (SYN> <SYN> (SYN> <SYN>(SYN> (EOT> (SYN> (SYN> 
<SYN> <EOT> 
<SYN> AB <ENQ) 
<SYN> <SYN> <SYN> <SYN> <SYN> (SYN> <EDT> (SYN> (SYN> 
(SYN> <EOT> 
(SYN> AB <ENQ) 
(SYN> <SYN> <SYN> (SYN) <SYN> (SYN> <EOT> <SYN> <SYN> 
<SYN> <EOT> 
<SYN) AB <ENQ> 
lC:VI\I\ lSVl\l\ lSVl\l) lSVl\l) lC:Vl\l) (C:V~J) (l=nT l (C:VI\I) IC:VN) 
~,. 
<SYN>AB i !':NQ) 
(SYN> (SYN> (SYN) <SYN> (SYN> <SYN> <E0T> <SYN> (SYN> 
<SYN> <E0T> 
'-- <SYN> AB <END> 
<SYN> (SYN> <SYN> <SYN> <SYN) (SYN) <E0T> (SYN) (SYN> 
(SYN> <E0T> 
·- (SYN>AB<ENQ) 
<SYN> <SYN> <SYN) (SYN> <SYN> (SYN> <E0T) <SYN> (SYN> 
<SYN> <EDT> 
'-- <SYN> ab <ENQ) 
CSYN> (SYN> <SYN) (SYN> <SYN) (SYN)a(ACK) <SYN> (SYN) 
(SYN) <E0T> 
'-- ab <ENQ) 
<SYN> <SYN> <SYN> (SYN> (SYN> <SYN> a (ACIO (SYN> <SYN> 
<SYN> <SYN> <SYN> <SYN> (SYN> (SYN> <SDH>aA(STX>b JJ S0PC SC INF0 18•15•39<ETB)a --,. ,,, ,, ,,,.., ,~ "-<o.,.,,.,,.,,.,.,.-
'-- (SYN> (SYN> <SYN> <SYN) <SYN) <SYN> COLE> <ACIO (SYN) <SYN> l>v n ,., ,,,,,, 
<SYN> <SYN> <E0T> 




CSYN> (SYN> (SYN> <SYN> (SYN> (SYN> <E0T> <SYN> <SYN) 
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Mise en oeuvre d'un réseau local 
LE MODELE PROCEDURAL 
OBJECTIF DU MODELE PROCEDURAL 
L'objectif du modèle procédural est de fournir des 
dèfinitions précises des interfaces intercouches de 
1·architecture retenue du rèseau. Il est nècessaire de spècifier 
les notations qui vont être utilisées dans la suite. 
Les notations reposent sur 1·utilisation du 
Chaque interface est décrit comme un ensemble de 
de variables, communes aux couches qu·i1 sert, 





entre couches de 
Notons que la description des · interfaces en Pascal est une 
technique de spécification, et n•implique nullement qu ' ils 
doivent être rèalisés sous forme de logiciel. De même, il faut 
souligner que c·est le comportement de chaque couche et non sa 
structure interne qui doit correspondre aux specifications. Dans 
ce but, les dètails internes au modèle procèdural ne sont utiles 
que pour aider a spécifier de manière claire et précise ce 
comportement. 
Néanmoins, quelques observations doivent être faites quant a 
1·utilisation du langage Pascal pour la description du modèle 
a) Certaines limitations du langage ont été contournèes en 
vue de simplifier les spécifications : 
l. Les èlèrnents du programme (Variables,procédures, 
etc . ) sont présentés par groupe logique, selon une 
séquence "Bottom-Up". Certaines restri<?tions de 
présentation ont donc étè délaissèes au profit de 
la lisibilité. 
2 . Les constructions de processus et de cycle 
(PROCESS & CYCLE) du Pascal Concurrent ont ètè 
introduites pour indiquer les sites d · activitès 
autonomes concurrentes. Utilise ici, un processus 
est simplement une procédure, sans paramètres, 
dont 1·exécution commence au "début du temps" 
plutot qu·a la suite d·un appel de procédure. Un 
cycle représente le corps du processus qui est 
exécutè indéfiniment. 
3. En ce qui concerne les trames (Frame), on a 
contourné l ' absence de tableau (ARRAY) a 
dimensions variables en traitant chaque trame 
comme si elle etait de longueur fixe et unique, ce 
qui n · a jamais ètè spècifiè. En fait, bien sar, 
la taille d ' une trame dépend de la taille de sa 








de la "pseudo-constante" 
la trame) connne êvoluant a 
b) Le modêle n·utilise aucune primitive pour une 
synchronisation explicite entre processus. Au 
contraire, toutes les interactions entre processus sont 
rêalisêes par de subtiles manipulations de variables 
partagêes par ces processus. 
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APERCU DES INTERFACES INTERCOUCHES 
• 
L'architecture choisie se dêcompose en quatre couches. 
Chaque couche peut demander un service a la couche qui lui est 
directement infêrieure via un interface, appelê interface inter-
couche. 
on dêcrit dans la suite chaque interface 
1. Interface Physique - Liaison de donnêes 





Envoyer le byte contenu dans ByteParam sur la ligne. 
PROCEDURE ReceiveByte(ByteParam:Byte) 
Recevoir de la ligne un byte et le mettre dans 
ByteParam. 
VAR BusBusy: BOOLEAN 
Indique si une transmission est en cours sur le bus. 
2. Interface Liaison de donnêes Transport 
L'interface est constituê de 2 fonctions, de 2 procêdures et 
de 4 variable : 
FUNCTION TransmitFrame:Status 
Envoyer une trame. 
status indique si la trame a êtê 
ou si la transmission a êtê 
collision. 
PROCEDURE ReceiveFrame 
Reception d'une trame complète. 
complètement envoyêe 
avortêe pour cause d~ 
Les trames rentrêes en collision ne sont pas dêlivrèes. 
PROCEDURE TransmitAcknowledge 
Envoyer un acquittement. 
FUNCTION ReceiveAcknowledge:Status 
Attente a · acquittement. 
status indique si 1·acquittement a êtê reçu, ou si la 
ligne a êtê perdue _pendant la transaction. 
VAR outgoingFrame, IncomingFrame 
Trames a envoyer et reçue. 
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VAR outgoingAck, IncomingAck 
Acquittement a envoyer ou reçu. 
3, Interface Transport - Application 





Envoyer le message, de longueur Length, 
Msg a la station To. Code indique si 
fructueux ou non. 





l'envoi a êtê 
Recevoir un message; mettre ce message dans Msg, sa 
longueur dans Length et son adresse d'origine dans 


















=ByteSize+l {l Byte+ 1 parity bit} 
=O •• l; 
=ARRAY [l .. ByteSize) OF Bit; 
=Bit; 
=l .. TransmittedByteSize; 
=(DataLink,Physical); {A Byte is known from 
both Physical & Datalink layers} 
,..RECORD {Format of an assembled Byte} 





Bits: ARRAY [l .. TransmittedByteSize) 
OF Bit) 
END {AssembledByte}; 
outgoingByte,IncomingByte :AssembledByte; {Byte to transmit or to receive} 
currentoutgoingBit,currentincomingBit: BitPointer; {Position of current bit 
in outgoing & Incoming Byte} 
carriersense :BOOLEAN; {Indicates incoming bits} 
TransmittingByte :BOOLEAN; {Indicates outgoing bits} 
BusBusy :BOOLEAN; {Indicates activity on the bus} 
ByteReady :BOOLEAN; {Indicates whether a byte has been 
received and is ready for use} 
- 5 -
PROCEDURE TransmitByte (ByteParam: Byte); 
{With the given Byte, elaborate the parity bit to obtain an assembled byte, 
then transmit this assembled byte} 
BEGIN 
WITH OutgoingByte DO 
BEGIN {Assemble Byte} 
View:=DataLink; 
ByteBody:•ByteParam; 
ByteParity:=Parity (ByteBody) {Elaborate Parity Bit} 





{This process wait for the next assembled byte to transmit; when it•s 
present, it sends it, bit after bit, on the line} 
BEGIN 
CYCLE {Wait for a byte} 
WHILE TransmittingByte DO WITH OutgoingByte DO 
BEGIN {inner loop} 
View:=Physical; {Physical Point of view ... } 
TransmitBit (Bits[CurrentoutgoingBit]); {Send next bit on the line} 
NextoutgoingBit {Prepare next bit} 
END {inner loop} 
END {Wait for a byte} 
END {BitTransmitter}; 
PROCEDURE TransmitBit (BitParam: Bit); 
{Transmit the given bit on the line : this procedure is able to convert 
logical bits into electrical signals} 
BEGIN 
{"O" --> +12V} 
{"l" --> -12V} 
END {TransmitBit}; 
PROCEDURE NextoutgoingBit; 
{Prepare next bit; if no more bits to transmit, stops the transmission} 
BEGIN 




PROCEDURE ReceiveByte (ByteParam: Byte); 
{Restitute the byte that has been received} 
BEGIN 
WHILE NOT ByteReady DO NOTHING; {Wait until a byte is received} 
WITH IncomingByte DO 
BEGIN 






{This process detects incoming bits from the line, and try to reassemble 
a byte with them} 
BEGIN 
CYCLE {Wait incoming bits} 
WHILE NOT Carriersense DO NOTHING; {Wait incoming bits} 
CurrentincomingBit:=l; 
WHILE Carriersense DO WITH IncomingByte DO 
BEGIN {inner loop} 
View:=Physical; {Physical Point of View ... } 
ReceiveBit (Bits[CurrentincomingBit]); {Receive the bits from the line} 
NextincomingBit; {Prepare next incoming bit} 
END {inner loop} 
END {Wait incoming bits} 
END {BitReceiver}; 
PROCEDURE ReceiveBit (BitParam: Bit); 
{Receive the bits from the line; this procedure is able to convert 
electrical signala into logical data bits} 
BEGIN 
{-12 --> "l"} 
{+12 - - > "O"} 
END {ReceiveBit}; 
PROCEDURE NextincomingBit; 






FONCTION Parity (ByteParam: BYTE): Bit; 
{Computes the horizontal parity bit} 
VAR i:BitPointer; 
BEGIN 
WITH ByteParam DO 
BEGIN {outer loop} 
View:aPhysical; 
Parity:~o; {Initializes} 
BEGIN {inner loop} 
FOR i:=l TO ByteSize DO 
Parity:=Parity XOR bits[i); 
END {inner loop} 
END {outer loop} 
END {Parity}; 
PROCESS BusActivityChecker; 
{This process simulates the DSR pins : a timer is set each time a bit is 
received; it · s reset some time after if no more bits circulates on the 
line} 




WHILE NOT CarrierSense DO NOTHING; {Wait passing bits .• . } 
BusBusy:=TRUE; 
WHILE carriersense DO NOTHING; {Wait until no more bits circulate} 
Timer:•8O; {Initializes the timer to eo micro. sec} 
WHILE Timer>O DO Timer:=Timer-1; {Each loop is supposed to hold 




{DATA LINK LAYER} 
{ ----} 






















=1 .. 250; {Data only} 
=7+DataSize; {DataSize + some control data} 
=Byte; 
=l. . DataSize; 
=l .. FrameSize; 
=( OK, CAN); 
=(DataLink,Transport); {Frame is known by both 
DataLink & Transport layer} 
=(DataLink,Transport); {Same as Frame} 
=RECORD {Format of a frame} 












Bytes: ARRAY [l .. FrameSize) OF Byte) 
END {frame} ; 
= {Acknowledge format} 
CASE View: AckViewPoint OF 
Transport: (ACI<, NAK, DLE); 
DataLink: ( AckByte: Byte ) 
END {acknowledge}; 
=(Collision,Frame,Dwnmy); {Process to be 







:Byte; {Byte that has been read in} 
:Byte; 
:Frame; {Frame to transmit or to receive} 
:Acknowledge; {Acknowledge to transmit or to 
receive} 
CurrentOutgoingByte,CurrentincomingByte :BytePointer; 
TransmittingFrame,ReceivingFrame :BOOLEAN; '{Indicates that a frame is 
beeing transmitted or received} 
CollisionDetected :BOOLEAN; {indicates that a collision has 
been detected} 
NoAcknowledge :BOOLEAN; {indicates whether an acknowledge 
has been received or not} 
TransmitEnded :BOOLEAN; {indicates whether a complete frame 
has been sent} 
Receiverservice :ReceiverProcess; 
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FONCTION TransmitFrame: Status; 
{This function transmit a frame and return the transmission conditions, 
either CAN (Collision detected) or OK (Transmit Ended)} 
BEGIN 
WaitBusFree; {Wait until bus becomes free again} 
startTransmit; {Initializes .. } 
WHILE TransmittingFrame DO NOTHING {Wait until Transmitter ends its work}; 
TransmitFrame:= IF CollisionDetected 




{Listen Before Talk ... } 
BEGIN 
WHILE BusBusy DO NOTHING 
END {WaitBusFree}; 
PROCEDURE startTransmit; 
{Do some init. before transmission goes on .. } 
BEGIN 
CollisionDetected:=FALSE; {Reset} 
ReceiverProcess:=Collision; {Receiver is Collision detector} 
currentoutgoingByte:=1; 




{Transmit a frame when one is ready to send} 
BEGIN 
CYCLE 
WHILE NOT TransmittingFrame DO NOTHING; {Wait for a frame to send} 
WITH OutgoingFrame DO 
BEGIN {outer loop} 
View:sDataLink; {Disassemble frame} 
WHILE NOT CollisionDetected AND TransmittingFrame DO 
BEGIN {inner loop} 
IF Bytes[CurrentoutgoingByte]<>BEL AND 
Bytes[currentoutgoingByte)<>DLE 
THEN TransmitByte (Bytes[currentoutgoingByte)); {Transmit byte 
after byte} 
ELSE BEGIN {Transparancy control} 
TransmitByte(DLE); {send first the control character} 
IF Bytes[CurrentoutgoingByte)=BEL · 
THEN TransmitByte(PAD); {BEL---> OLE PAO} 
ELSE TransmitByte(DLE); {OLE---> OLE OLE} 
END {Transparancy control}; 
NextoutgoingByte 
END {inner loop} 







{Prepare next byte to send} 
BEGIN 
currentoutgoingByte:sCurrentoutgoingByte+l; 
TransmitFrame:={CurrentoutgoingByte<=FrameSize); {Frame completely transmitted} 
END {NextOutgoingByte}; 
PROCESS CollisionDetector; 
{This process detects frame collisions. If one collision is detected when 
frame transmission begins, it stops imrnediately this transmission. 
Collisions are detected upon the first three bytes of a frame} 
BEGIN 
CYCLE 
WHILE ReceiverProcess<>Collision OR CollisionDetected DO NOTHING; {wait 
until a new frame is sent out} 
WITH OutgoingFrame DO 
BEGIN {inner loop} 
view:=DataLink; 
ReceiveByte{CollisionByte); {Listen while talking ... } 
CollisionDetected:=NOT{CollisionByte=Bytes[CurrentincomingByte));{Check 
if collision} 
currentincomingByte:=CurrentincomingByte+l; {Prepare next byte} 
IF CurrentincomingByte>3 THEN ReceiverProcess:=Dununy; {Disconnect the 
Collision Detector} 
END {inner loop} 
END {CYCLE} 
END {CollisionDetector}; 
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PROCESS ReceiveFrame; 
{This process waits for an incoming frame} 
BEGIN 
CYCLE 
WaitNewFrame; {wait for a new frame to corne in} 
startReceive; {Initailizes when it does} 




{This procedure detects the arriving of a new frame by checking the 
incoming bytes} 
BEGIN 
ReceiveByte(ByteRead); {Geta byte} 
WHILE ByteRead<>BEL DO ReceiveByte(ByteRead); {Wait for the BEL flag of 
a new frame to appear} 
END {WaitNewFrame}; 
PROCEDURE StartReceive; 
{When a new frame is detected, do some work before threatening with it} 
BEGIN 
ReceiverProcess:=Frame; {Frame receiver is active} 




{Receive the bytes and assemble a frame} 
BEGIN 
CYCLE 
WHILE NOT ReceivingFrame DO NOTHING; {Wait for a new frame arrival} 
WITH IncomingFrame DO 
BEGIN {outer loop} 
view:=DataLink; {Assemble Frame} 
WHILE ReceivingFrame DO 
BEGIN {inner loop} 
ReceiveByte(ByteRead); {Get bytes after bytes} 
I F ByteRead=DLE 
THEN BEGIN {Transparancy control} 
ReceiveByte(ByteRead); {OLE either PAO} 
IF ByteRead=PAO THEN ByteRead:=BEL {OLE PAO---> BEL} 
END {Transparancy control}; 
Bytes(CurrentincomingByte]:=ByteRead; 
NextincomingByte; {prepare next byte} 
END {inner loop} 
















WITH OutgoingAcknowledge DO 
BEGIN 
View:~DataLink; 





WHILE NOT ByteReady AND BusBusy DO NOTHING;{Wait for an acknowledge or the bus 
corning free again} 
IF ByteReady 
THEN WITH IncorningAcknowledge DO 
BEGIN {Ack. present} 
ReceiveAcknowledge:=OK; 
ReceiveByte(ACKByte); {Get the ack.} 
END {Ack. present} 





















= {To define}; 
=PACKED ARRAY [ l. .. Data5ize] OF Byte; 
=Byte; {Error purposes} 
=Byte; 










BasketMessageNumber :INTEGER;{Number of messages stuffed in the basket} 
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{This procedure takes care of a good and secure transmission of the 
given frame} 
BEGIN 
CollisionAttempts:=O; {Attempts reset} 
TroubleAttemps:=O; 
SendingAttempts:•O; 
WHILE NOT Done OR (CollisionAttempts+TroubleAttempts+sendingAttempts 
<=OverallAttemptsLimit) DO 
CASE TransmitFrame OF 
OK: BEGIN {inner block} 
DO CASE ReceiveAcknowledge; {Receive an Acknowledge} 
OK: DO CASE IncomingAcknowledge OF 
ACK: BEGIN 
Done:=TRUE; 











END {IncorningAcknowledge DO case}; 





END {ReceiveAcknowledge DO case} 








ELSE Backoff(Collisionatternpts); {Wait some time before retrying} 





{With the given message, constitute the outgoing frame} 
VAR i: INTEGER; 
BEGIN 
WITH OugoingFrame DO 






FOR i:=1 TO LengthParam DO 
DataField[i]:=MessageParam[i]; 
BccField:=Bcccompute(OutgoingFrame) 
END {inner loop} 
END {Encapsulation}; 
FUNCTION Bcccompute (FrameParam: Frame): Byte; 
VAR i: INTEGER; 
BEGIN 
Bcccompute:=O; 
WITH FrameParam DO 
BEGIN 
View:=DataLink; 
FOR i:=1 TO FrameSize DO 
Bcccompute:=Bcccompute XOR Bytes[i]; 
END 
END {Bcccompute}; 
PROCEDURE Backoff (Quantity:INTEGE); 
{Schedules a waiting time depending on the quantity given} 
BEGIN 
WAIT(SlotTime * Random(O, 2 · Quantity)) 
END {Backoff}; 
FUNCTION Random (low,high:INTEGER):INTEGER; 
BEGIN 
Random:= ... {Uniformly distributed random integer r such that low <= r < high} 
END { Random} ; 
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PROCEDURE RECEIVE ( 
BEGIN 
VAR OriginParam: AddressValue; 
VAR LengthParam: LengthValue; 
VAR MessageParam: Message; 
VAR CodeParam: Code); 
WHILE BasketMessageNumber•O DO NOTHING; {Wait for a message to be present} 
RetreiveMessage {Retreive message from basket} 
END {RECEIVE}; 
PROCEDURE RetreiveMessage; 






FOR i:=l TO LengthParam DO 
MessageParam(i]:=Basket(NextBasketOutry]; 
BasketMessageNumber:=BasketMessageNumber-1; 
BasketPreespace:=LengthParam+2; {DatàSize+ Length & Origin fields} 
END {RetreiveMessage}; 
PROCESS AsynchronousReceiver; 
{This process runs asynchronously with Application Processus; 




WHILE NOT FrameReceived DO NOTHING; {Frame is received at DataLink} 
WITH IncomingFrame DO 
BEGIN {inner loop} 
View:=Transport; 
IF DestinationField=HostAddress {Check if host destinated} 
THEN IF Bcccompute(IncomingFrame)•BccField {Check if correctly 
received} 
THEN IF BasketFreespace>=LengthPield+2 {Check if enough 







ELSE NOTHING; {Frame is not station destinated} 
END {inner loop} 






{Decapsulate the incoming frame} 
VAR i:INTEGER 
BEGIN 









FONCTION NextBasketEntry: BytePointer; 
BEGIN 
BasketEntry:=(BasketEntry+l) MOD BasketSize; 
NextBasketEntry:=BasketEntry 
END {NextBasketEntry}; 
FONCTION NextBasketoutry: BytePointer; 
BEGIN 








































































Programmes du logiciel de réseau 
(Documents confidentiels) 
OPEN_LINK (VAR host_addr:BYTE; 
VAR err: BYTE); 
specifications 
Demande d·accês au rêseau. 
cette procédure permet au PA d'accéder au 
Elle renvoie au PA appelant 1·adresse 





cette procédure vérifie également qu·aucune autre 
station portant la même adresse ne soit déja con-






contient, après 1 · appel, l'adresse de la 
station. 
il se peut, dans certains cas, que 1·appel 
a cette procédure ne se soit pas terminé 
dans les conditions attendues. 
cette variable contient une valeur de ter~ 
minaison du service : 
o Pas d'erreur (La liaison est ouverte) 
1 La liaison est déja ouverte (Elle res-
te ouverte) 
2 Une autre station est déja connectée 
au réseau sous la même adresse (La 
liaison n·est pas ouverte) 
3 Erreurs répétées lors de 1·accês au 
bus (La liaison n · est pas ouverte). 
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CLOSE (VAR err:BYTE); 
specifications : 
Demande de clotore d'acces au reseau. 
cette procedure a pour but de fermer 1·acces au 
reseau. 
Apres 1·appel a cette procedure, la station est 
deconnectee du reseau de sorte que le PA ne puisse 
plus recevoir de messages en provenance des autres 
PA qui accedent au reseau. 
Un code d ' erreur (err) est retourne au PA, 






Il se peut, dans certains cas, que 
1 · appel a cette procedure ne soit pas jus-
tifie un code d ' erreur est alors retour-
ne au programme appelant dans cette varia-
ble. 
o Pas d ' erreur (La liaison est fermee) 
l La liaison etait deja fermee, ou pas 
encore ouverte, lors de 1·appel a cet-
te procedure (La liaison reste fermee) 
2 La liaison est fermee, mais des mes-
sages sont encore disponibles dans le 








Demande d'envoi d'un message. 
Cette procédure a pour but d'envoyer un message 
(msg) dont on connait la longueur (length) a 
la station dont on spécifie l'adresse (to_addr). 
Pour des raisons diverses, il se peut que le 
destinataire n·ait pas reçu le message ou l'ait 
refusé; la procédure d'envoi applique la 
politique du meilleur effort pour assurer un 
service sor et fiable au PA utilisateur. Le PA 
peut savoir dans quelles conditions 1·envoi s·est 
réalisé; dans ce but, la procédure renvoie au PA 
un code d'erreur (err). 
Entrees 
to_addr: 
Adrese de la station a laquelle le message 
doit être envoyé. cette adresse peut 
prendre n'importe quelle valeur de l'in-
tervalle (1 .. 255), pourvu que ce ne soit 





Longueur du message a envoyer. cette lon-
gueur, calculée en nombre de bytes, peut 
prendre n'importe quelle valeur de l'in-
terva [1 .. 250). 
c·est le message a envoyer. 
Ce message, constitué par un PACJŒD ARRAY 
[1 .. 250) OF BYTE, comprend les données a 
transmettre. 
Il se peut néanmoins, qu·aprés plusieurs 
essais, le message n·ait pas pu être con-
venablement acheminé vers la station des-
tinatrice. Un code de réalisation de la 
procédure est renvoyé dans cette variable. 
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Ce code est, suivant le cas : 
o Pas d · erreur { Le message a été accep-
té par la station destinatrice). 
1 Trop d ' essais - collision; le message 
est entré plusieurs fois en collision 
avec un autre message. 
2 Trop d'essais - parasites; a plusieurs 
reprises, le message a été mal reçu 
par la station destinatrice. 
3 Trop d'essais station inexistante; 
le message a été envoyé plusieurs fois 
mais aucun acquittement en provenance 
de la station destinatrice n · a été re-
çu {Cette station semble absente). 
4 station destinatrice pas prête : le 
message a été convenablement reçu par 
la station destinatrice, mais celle-ci 
ne dispose plus d'assez de place pour 
stocker ce message. 
5 Erreur inconnue : une erreur inconnue 
est apparue en cours de transmission. 
6 Adresse de destination invalide: 
l ' adresse de destination est invalide 
(0 ou adresse de la station même). 
7 Longueur du message invalide { o ou> 
250). 
8 Accès au réseau non autorisé. 
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VAR err: BYTE); 
specifications : 
Demande de réception de message. 
Deux solutions sont possibles lors de 1·appel a 
cette procédure. Dans la première solution 
(wait•vrai), un message peut être dêja disponible, 
auquel cas la procédure renvoie ce message (msg), 
sa longueur (lengt) et l'adresse de son expéditeur 
(fro11t...addr). Si aucun message n·est disponible 
lors de 1·appel a cette procédure, le PA est 
bloqué jusqu·a disponibilité d'un nouveau message. 
Dans la seconde solution (wait=faux), si aucun 
message n·est disponible, le PA n·est pas bloqué 
et un code d'erreur (err) est renvoyé. Si un 
message est disponible, il est fourni au PA comme 
dans le cas précèdent. 
N.B. : un PA peut faire appel a 
même après clotore de 1·accès 
prendre les messages restant qui 
avant cette clotore. 
cette procédure 
au réseau, pour 
ont êtê reçus 
Entree 
wait 
cette variable est utilisée pour spécifier 
si on désire attendre au cas où aucun mes-
sage ne serait disponible. 
TRUE 
FALSE 
Attente si aucun message n·est 
disponible. 
Pas d·attente; si aucun message 




Adresse de la station expéditrice du mes-
sage reçu. 
length: 





Le message de donnèes lui-même. 
Il s·agit d'un tableau de bytes, PACKED 
ARRAY (1,,250) OF BYTE, 
Un code d'erreur èventuel renseigne des 
conditions de rèalisation de cette procè-
dure : 
0 Pas d'erreur (Un message est renvoyè 
dans msg). 
1 Pas de message disponible (Option "No 
wait"). 
8 Pas de message disponible (Accès au 
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NUL Null FF Form Feed CAN Cancel 
SOH Start of Heading CR Carriage Return EM End of Medium 
STX Start of Text so Shift Out SUB Sul.istitute 
ETX End of Text SI Shift ln ESC E~cape 
EOT End of Transmission OLE Data Link Escape FS File Separator 
ENQ Enquiry OC1 Device Control 1 GS Group Separator 
ACK Acknowlcdge OC2 Device Control 2 RS Record Scparator 
BEL Bell (audible or attention sign;il) OC3 Device Contrai 3 us Unit Scparator 
BS Backspace OC4 Device Contrai 4 (Stop) DEL Delete 
HT . Horilontal Tabulation (punched card skip) NAK Ncgative Acknowlcd~ 
LF Line Feed SYN Synchronous ldle 
VT Vertical Tabulation ETB End of Transmission Block 
ASCII Code Assignments 
02 
DESCRIPTION DE LA CARTE ISBC 544 
Il s · agit d ' un interface intelligent, 
plusieurs circuits de contrôle dont 
principalement notre attention: 
i.e. programmable, compose de 
les trois suivants retiennent 
1. Un interface serie de communication programmable INTEL 8251 dont les 
fonctions permettent suivant sa programmation : 
d'assurer des opêrations en mode synchrone ou asynchrone , et full 
duplex; 
en mode synchrone 
de manipuler des caractères de 5 a 8 bits; 
d ' utiliser un caractère de synchronisati on interne ou 
externe (mode chasse); 
d'insêrer automatiquement des caractères de synchronisation; 
de dêfinir une vitesse de transmission jusqu · a 64Kbauds; 
en mode asynchrone : 
de manipuler des caractères de 5 a 8 bits; 
de dêfinir le nombre de start- et stop-bits (1, 1.5 ou 2) ; 
de dêfinir une vitesse de transmission j usqu · a 19 . 200 bauds; 
de dêt ecter les erreurs de paritê, d'engorgement (Overrun) ou de 
trame ( Praming) . 
DATA TRANSMIT 
BUS BUFFE A r.o D1 Do BUFFE A IP · SI 
RESET_ 
CLK _ _ Î• AOY 
REAOIWRITE 
c,o_ CONTROL TRANSMIT T, E 
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Fig . 1 Interface de communication programmable (8251) , 
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Il peut être entièrement controlè par le microprocesseur 8080 auquel 
il est raccordé via les bus d'adresse et de données, grace a certains 
signaux de contrôle (Fig. 1). 
2. Un controleur g·horloge INTEL 8253 (Programmable Interval Timer ou 
PIT) qui permet de rèsoudre la plupart des problèmes de gestion 
d'horloge que 1·on rencontre dans les micro-ordinateurs. Au lieu 
d'insèrer des boucles de dèlais dans le software de base, le 
programmeur configure ce circuit selon ses exigences, initialise un 
des trois compteurs (Timer) qui sur commande laissera s·écouler le 
temps introduit, avant d'interrompre le processeur pour lui signifier 
la fin de sa tache. on remarque aisément le soulagement introduit au 
niveau du software. 
- CLKO 
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INTERNAL BUS 
Fig. 2 controlleur d"horloge programmable (8253). 
o·autres fonctions que les dèlais peuvent également être programmèes 
gènérateur programmable; 
compteur d"évènements; 
horloge temps rèel; 
controleur de moteur, etc. 
3, Un controleur g·interruption INTEL 8259 (Programmable 
controller ou PIC) 
fonctions du PIC : 
Interrupt 
Le PIC fonctionne en temps que controleur principal dans un 
environnement de système piloté par interruption (Interrupt driven). 
Il accepte les requêtes des èquipements pèriphériques, détermine parmi 
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celles qui arrivent laquelle a le plus 
s·assure que la requete qui arrive est de 
celle servie a ce moment-la et emet, vers le 
basèe sur cet êvênement. 
d'importance (Prioritê), 
prioritê plus êlevêe que 




















CONTROL LOG IC 
IRO 
IR1 
IN- INTERRUP IR2 
SERVICE REOUEST IRJ 
REG REG IR4 
IISR I flRRJ 
IR8 
IR7 
INTERRUPT MASK REG 
IIMR) 
~ INTERNAL eus 
Controlleur d ' interruption programmable (8259). 
Chacun des pêriphêriques est controlê par un programme, ou 
routine, qui lui est associe ainsi que ses spêcifications 
fonctionnelles ou ses exigeances d"opêration Le controleur, après 
avoir interrompu le processeur, doit en outre lui donner certaines 
informations qui lui permettront de se "diriger" vers la routine de 
service correspondante. Le controleur fait cela en fournissant au CPU 
l'adresse de la routine a exècuter. 
Le PIC permet en outre : 
de gèrer de 8 a 64 niveaux d"interruption; 
de rêgir les prioritês grace a un masque d'interruption. 
Utilitê g·un tel circuit 
micro-ordinateurs exige que les 
-comme les claviers, les êcrans, 
reçoivent le service du processeur 
telle sorte que les taches du système 
L'architecture des système de 
pêriphêriques d·entrèes-sorties 
senseurs et autres composants-
selon une mêthode efficace de 
puissent etre exècutêes par le micro-ordinateur avec peu ou pas 
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d'effet sur son rendement. 
La mèthode la plus commune pour servir de tels pèriphèriques est 
1 · approche par scrutation (Polling) le processeur teste chacun des 
pèriphèriques les uns après les autres pour voir lequel a besoin de 
son service. On remarque vite que la majeure partie du programme 
principal "boucle" au travers de ce scrutage de pêriphêriques, de 
sorte que cette mêthode aurait un effet nêfaste sur le rendement du 
système, limitant ainsi les taches assurêes par le micro-ordinateur. 
Une mêthode plus avantageuse serait d'autoriser le 
microprocesseur a exêcuter son programme principal en ne s·arrêtant 
que pour servir le pèriphêrique qui en aurait fait explicitement la 
demande. En fait, cette mêthode provoquerait une demande asynchrone 
provenant de 1·extêrieur qui informerait le processeur d·exêcuter une 
routine qui puisse servir le pêriphêrique qui a fait la requête après 
avoir terminê l ' instruction en cours. ce service accompli, le 
processeur revient la où il avait abandonne son programme principal 
lors du dêroutement. 
c·est le principe d' interruption. Cette mêthode accroit de manière 




PROGRAMMABLE COMMUNICATION INTERFACE 
• Synchronous and Asynchronous 
Operation 
• Baud Rate -OC to 56 k Baud ( Sync Mode) 
DC to9.6k Baud (Async Mode) 
• Synchronous: 
5-8 Bit Characters 
Internai or External Character 
Synchronization 
Automatic Sync Insertion 
• Asynchronous: 
5-8 Bit Characters 
Clock Rate -1,16 or 64 Times 
Baud Rate 
Break Character Generation 
1, 1½, or 2 Stop Bits 
False Start Bit Detection 
• Full Duplex, Double Buffered, 
Transmitter and Receiver 
• Error Detection - Parity, Overrun, 
and Framing 
• Fully Compatible with 8080 CPU 
• 28-Pin DIP Package 
• Ali Inputs and Outputs Are 
TTL Compatible 
• Single 5 Volt Supply 
• Single TTL Clock 
The 8251 is a Universal Synchronous/ Asynchronous Receiver /Transmitter (USART) Chip designed for data communications 
in microcomputer systems. The USA AT is used as a peripheral device and is programmed by the CPU to operate using virtually 
any serial data transm ission technique presently in use (includ ing IBM Bi-Sync) . The USART accepts data characters from the 
CPU in parallel format and then converts them into a continuous serial data stream for transmission. Simuttaneously il can 
receive serial data streams and convert them into parallel data characters for the CPU. The USART will signal the CPU 
whenever il can accepta new character for transmission or whenever 11 has received a char acter for the CPU. The CPU can read 
the complete slatus of the USA AT at any t ime. These include data transm ission errors and contrai signais such as SYNDET, 












ës h EMPT V 
c~ ëîs 
RD S YNDET 
fhRDY T. ROY 
~----~ 
D1 Dt, 0.-118111 Il bo it! 
CIO Con1, a l a, D11 1 ot ta bt W"II"' o, AHd 
AD Aud D111 com.., itftd 
WR Wu11 0 .. 1 or Con 1,a t ca ...... 1nd 
ës Ctup En.til1 
Cll( Clac:kPul• (TTl ) 
AESET Rott 
hl T1wit,"'"n• 1 Clock 
ToD T,1n1m•H•• 0 11& 
#i:;ë A.u,...., Clad. 
R•O At'U!.,..D111 
fhA OY R_,.,.. Au.lty lh.tt ctw,ai:111 to, 80901 
hA OY Tt H'l1"'1ll11 AHd y t,udy la• ch., hO"'I IOIOI 
, ,n fMn,1 , ,n f wnchon 
DSR D•• • S.1 Au dy 
of A O, u hr m,n,t Ructv 
SVNO(T Sync~1«1 
AT$ Rt Qtoltl 10 Stnd Oa11 
CTS Clot 10 Stndo,,. 
Ta~ '''""'"1111 En,p1 ~ 










IN T ( AN AL 




R(CE IV ( 
8 UH(R 












8251 BASIC FUNCTIONAL DESCRIPTION 
General 
The 8251 is a Universal Synchronous/Asynchronous Re-
ceiver/Transmitter designed specifically for the 8080 Micro-
computer System. Like other 1/0 devices in the 8080 Micro-
computer System its functional configuration is programmed 
by the systems software for maximum flexibility. The 8251 
can support virtually any serial data technique currently 
in use (including IBM "bi-sync"). 
ln a communication environment an interface device must 
convert parallel format system data into serial format for 
transmission and convert incoming serîal format data into 
parallel system data for reception. The interface device must 
al~ delete or insert bits or characters that are functionally 
~nique ta the communication technique. ln essence, the 
~nterface should appear "transparent" to the CPU, a simple 
input or output of byte•oriented system data. 
Data Bus Butter 
This 3-state, bi•directional , B•bit buffer is used to interface 
the 8251 to the 8080 system Data Bus. Data is transmitted 
or receivc.-d by the buffer upon execution of IN put or OUT-
(;) put instructions of the 8080 CPU. Control words, Command 
words and Status information are also transferred through 
the Data Bus Buffer. 
Read/Write Control Logic 
This funct ional block accepts inputs from the 8080 Control 
bus and generatcs contrai signais foroverall device operation. 
1t contains the Contrai Ward Register and Command Ward 
Register that store the various contrai formats for device 
func tional definition . 
RESET (Reset) 
A " high" on this input forces the 8251 into an "ldle" mode. 
The device will remain at "ldle" until a new set of contrai 
words is written into the 8251 ta program its functional 
dcfinition . Minimum A ESET pulse width is 6 tcv-
CLK (Clock) 
The CLK input is used to generate internai device timing 
and is normally connc'Ctcd to the Phase 2 (TTLI output of 
the 8224 Clock Generator. No external inputs or outputs 
are referenced to CLK but the frequency of CLK must be 
greater than 30 times the Receiver or Transmitter clock in-
puu for synchronous mode (4.5 times fOf asynchronous 
mode). 
WR (Write) 
A "low" on this input informs the 8251 that the CPU is 
outputting data or contrai words , in essence, the CPU is 
writing out to the 8251 . 
RD (Read) 
A "low" on this input informs the 8251 that the CPU is in• 
putt ing data or status information, in essence, the CPU is 
reading from the 8251. 
CID (Control/Data) 
This input, in conjunction with the WR and RD inpuu in-
forms the 8251 that the word on the Data Bus is either a 
data character, contrai word or status information. 
1 = CONTROL O = DATA 
CS (Chip Select) 
~ "I~" on this input enables the 8251 . No read ing or writ-
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The 8251 has a set of control inputs and outputs that can 
be used to simplify the interface to almost any Modem. 
The modem contrai signais are general purpose in nature 
and can be used for functions other than Modem contrai, 
if necessary. 
DSR (Data Set Ready) 
The DSA input signal is general purpose in nature. lts con• 
dition can be tested by the CPU using a Status Read operit-
tion. The DSR input is normally used to test Modem con-
ditions such as Data Set Ready. 
DTR (Data Terminal Ready) 
The DTR output signal is general purpose in nature. lt can 
be set "low" by programming the appropriate bit in the 
Command lnstructionword. The OTA output signal is norm· 
ally used for Modem control such as Data Terminal Ready 
or Rate Select. 
RTS (Request to Send) 
The Rfs output signal is general purpose in nature. lt can 
be set "low" by programming the appropriate bit in the 
Command Instruction word. The RTS output signal is norm-
ally used for Modem control ruch ·., Request to Send. 
ëTs (Clear to Send) 
A "low" on this input enables the 8251 to transmit data 
(serial) if the Tx EN bit in the Command byte is set to a 
''one." 
Transmitter Bufter 
The Transmitter Butter accepts parallel data from the Data 
Bus Buffer, converts it ta a serial bit stream, inserts the ap-
propriate characters or bits (based on the communication 
technique) and outputs a composite serial stream of data on 
the TxD output pin. 
Transmitter Control 
The Transmitter Contrai manages all activities associated 
with the transmission of serial data . lt accepts and issues 
signais both extemally and internally to accomplish this 
function . 
TxRDY (Transmitter Ready) 
This output signais the CPU that the transmitter is ready 
to accept a data character. lt can be used as an interrupt to 
the system or for the Polled operation the CPU can check 
Tx RDY using a status read operation. TxADY is automatic· 
ally reset when a character is loadcd from the CPU. 
TxE (Transmitter Empty) 
When the 8251 has no characters to transmit, the TxE out· 
put will go "high". lt reseu automatically upon receiving • 
character from the CPU. TxE can be used to indicate the 
end of a transmission mode, so that the CPU "knows" when 
ta "turn the line around" in the half-duplexed operational 
mode. TxE is independent of the TxEN bit in the 
Command instruction. 
ln SYNChronous mode, a "high" on this output indicates 
that a character has not been loaded and the SYNC charac-
ter or characters are about to be transmitted automatically 
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TxC (Transmitter Clock) 
The Transmitter Clock controls the rate at which the char-
acter is to be transmitted. ln the Synchronous transmission 
mode, the frequency of hl is equal to the actual Baud 
Rate ( 1 X). ln Asynchronous transmission mode. the fre-
quency of T xC is a multiple of the actual Baud Rate. A 
portion of the mode instruction selects the value of the 
multiplier; it can be 1 x, 16x or 64x the Baud Rate. 
For Example: 
If Baud Rate equals 110 Baud, 
hl equals 110 Hz (1x) 
TxC equals 1.76 kHz (16x) 
fie equals 7.04 kHz (64x). 




The ReceNer accepts serial data, convens this serial input 
to parallel format , checks for bits or characters that are 
unique to the communk:ation technique and sends an 
" assembled" character ta the CPU. Serial data is input ta 
the RxD pin. 
Receiver Control 
This functional block manages all receiver-related activities. 
RxRDY (Receiver Ready) 
This output indicates that the 8251 con ta ins a char acter that 
is ready ta be input ta the CPU. RxRDY can be connected 
to the interrupt structure of the CPU or for Polled opera-
tian the CPU can check the condition of RxRDY using a 
Slatus read operation. RxRDY is automatically reset when 
the character is read by the CPU. 
RxC (Receiver Clock) 
' The Receiver Clock controls the rate at which the character 
is to be rece ived. ln Synchronous Mode, the frequency of 
Axe isequal to the actual Baud Rate (lx). ln Asynchronous 
Mode, the frequency of R>cë is a multiple of the actual 
....J Baud Rate. A portion of the mode instruction selects the 
value of the multiplier; it can be lx, 16x or 64x the Baud 
Rate. 
For Example: If Baud Rate equals 300 Baud, 
RxC equals 300 Hz (lx) 
RxC equals 4BOO Hz ( 16x) 
Axe equals 19.2 kHz (64x). 
If Baud Rate equals 2400 Baud, 
RxC equals 2400 Hz ( lx) 
RxC equals 38.4 kHz (16x) 
R>cë equals 153.6 kHz (64x) . 
Data is sampled into the 8251 on the rising edge of R>cë. 
NOTE : ln most communications systems, the 8251 will be 
handling Mth the transmission and reception operations of 
a singte link . Consequently, the Receive and Transmit Baud 
Rates will be the same. Bath TxC and RxC will require iden· 
tical frequencies for this operation and can be tied together 
and connected to a single frequency source (Baud Rate 
Generator) to simplify the interface. 
SYNDET (SYNC Detect) 
This pin is used in SYNChronous Mode only. lt is used as 
either input or output, programmable through the Contrai 
Ward. lt is reset to "low" upon RESET. When used as an 
output (internai Sync mode) , the SYNDET pin will go 
" high" to indicate that the 8251 has located the SYNC 
charac:ter in the Receive mode. If the 8251 is programmed 
to use double Sync characters (bi-sync) , then SYNDET will 
go "high" in the middle of the last bit of the second Sync 
character. SYNDET is automatically reset upon a Status 
Aead operation. 
When used as an input, (extemal SYNC detect mode), a 
positive going signal will cause the 8251 to stan assembling 
data characters on the falling edge of the next Axe. Once 
in SYNC, the "high" input signal can be removed. The dur&-
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DETAILED OPERATION DESCRIPTION 
General 
The complet• functional definition of the 8251 is program· 
med by the systems software. A set of contrai words must 
be sent out by the CPU to initialize the 8251 to support the 
desired communications format . These contrai words will 
program the : BAUD RATE, CHARACTER LENGTH, 
NUMBER OF STOP BITS, SYNCHRONOUS or ASYNCH -
RONOUS OPERATION , EVEN/ODD PARITY etc. ln the 
Synchronous Mode. options are also provided ta select either 
internai or external character synchrooization . 
Once programmed, the 8251 is ready to perlorm its corn· 
munication functions . The TxRDY output is ra ised .. high .. 
to signal the CPU that the 8251 is ready to receive a char• 
acter. This output (TxRDY) is reset automatically when the 
CPU writes a character into the 8251 . On the other hand, 
the 8251 receives serial data !rom the MODEM or 1/0 de-
vice, upon receiving an entire character the RxAOY output 
ls raised "high" to signal the CPU that the 8251 has a corn· 
plete character ready for the CPU to fetch . RxRDY is reset 
automatically upon the CPU read operation . 
The 8251 cannot begin transmission until the TxEN (Trans-
mitter Enable) bit is set in the Command Instruction and 
it has received a Clear To Send (CTS) input. The TxD out-
put will be held in the marking state upon Reset. 
Programming the 8251 
Prior to starting data transmission or reception, the 8251 
must be loaded with a set of contrai words generated by 
the CPU . These contrai signais define the complete lune· 
tional definition of the 8251 and must immediately follow 
a Reset operation (internai or external). 
The contrai words are split into two formats : 
1. Mode Instruction 
2. Command Instruction 
Mode Instruction 
This format defines the general operational characteristics 
of the 8251. lt must follow a Reset operation (internai or 
external) . Once the Mode instruction has been written into 
the 8251 by the CPU, SYNC characte.-. or Command in-
structions may be insened. 
Command Instruction 
This format defines a status word that is used to contrai 
the actual operation of the 8251 . 
Both the Mode and Command instructions must conform to 
a specified sequence for proper device operation . The Mode 
Instruction must be inserted immediately following a Reset 
operation, prior to using the 8251 for data communication. 
Ali contrai words written into the 8251 alter the Mode ln· 
struction will load the Command Instruction. Command ln· 
structions can be written into the 8251 at any time in the 
data black du ring the operation of the 8251. T o retum to 
the Mode Instruction format a bit in the Command Instruc-
tion word can be set to initiatë an internai Reset operation 
which o.,tomatically places the 8251 back into the Mode 
Instruction format. Command Instructions must follow the 
Mode Instructions or Sync characters. 
CID .' MODE INSTRUCTION 
CID· 1 SVNC CH.t.RACTER 1 IVNC MODE 
CIÔ ., SYNC CHAPIACTlR 2 ONLY" 
CID.' C()MMAND INSTRUCTIOfril 
CID.. DATA 
c/0 • 1 C()MMAND INSTRUCTION 
C/6•1 O.t.TA 
CID • 1 COMMAND INSTRUCTIOH 
•Thl _ _,,. SYNC d\llra, w ot .,,._. 11 MODE -uvc:-
M ,...,_,..... 1hl IMI '° ....... cNrar.t l11w .... SVNC 
.......... SVHC cMl'•Wt •• ...... ot MODE INlt'~ 
Ml I"'..,_...... 1hl USI le ASVNC ...... 
Typical Data Block 
COMMAND INSTRUCTION DEFINITION 
Once the functional definition of the 8251 has been pro• 
grammed by the Mode Instruction and the Sync Characters 
are loaded ( if in Sync Mode) then the deviœ is ready to be 
used for data communication. The Command Instruction 
contrais the ai:tual operation of the selected format. Func-
tions such as: Enable Transmit/Receive, Error Reset and 
Modem Con trois are provided by the Command Instruction. 
Once the Mode Instruction has been wrinen into the 8251 
and Sync characters inserted, if necessary, then ail further 
"control writes" (C/D = 1) will load the Command In-
struction. A Aeset operation {internai or externaf) will 
return the 8251 to the Mode Instruction Format. 
EH IR RJS ER SIIRK Ro[ 
TRANSMIT ENAaLE 




.. ._ • •• w,H lcwo OTA 
OUIP.,110 HfO 
R(CEIV( ENA8l E 
~---,, ........ 
0 • doutllt 
S[t«> IIAlAtc: 
CHARACTCR 
~-----j 1 • lo,c,n ToO ' 'low' ' 
0 • 11 .. ma,109'l• • llO<'I 
EAAOA RESET 
~-------1 1 • ,.,.,•Il .,,o, ll•f' 
,E. OE. H 
R(OU[ST TO SI NO 
~---------J ,.._.. ...... •-=•AT$ 
O..lp.,1 IO IN'O 
INTERNAL RUET 
'------------1 ' 'h+lfl" ••111r,-1251 to 
Modl l1111nic11on for~, 
ENTER HUNT MODE 
~------------i 1 • '1\lblt 1o1a,d, lo, Sync 
Che,a1..-1 
Command Instruction Format 
8251 
STATUS READ DEFINITION 
ln data communication systems it is often necessary to 
examine the "status•· of the active device to ascenain if 
errors have occurred or other condit ions that require the 
processor's attention. The 8251 has facilities that allow the 
programmer ta "read .. the status of the device at any time 
during the functional operation. 
A normal "read" command is issued by the CPU with the 
CID input at one to accomplish this function. 
Sorne of the bits in the Status Read Format have identical 
meanings to external output pins so that the 8251 can be 
used in a completely Polled environment or in an interrupt 
driven environment. 
Status update can have a maximum delay of 16 dock 
periods. 
o, 
OSA SYNOn FE o, 
Status Read Format 
0, 
.. 
SAM[ DEFINITIONS AS 110 ,iNs 
ll'ARITY ERAOR 
Tht ll'E fi._,...i .._ 1 pw,ry 
•- 11dit1.-i.t. h 11 ,...i by 
lhil ER bol ol IM Co""'ftand 
1..,.,noct-. '1:do.110t~ 
.... IIIOII0ftt.USt. 
OVE RRUN EAROR 
Tlw OE lt.tl" wt _,._ ffil C,U 
OC.1not l'Nd1cP\erannt,,.l-llw,_.,_._.,...,.,... 
h111-tbyttMERtMtofthe 
Com.,..... lnUNtho11. 0( .... 
"'111 ...... bot~•honoltlwollSI , 
ll-. lhoop,1•<0Utl'f_ ,..,. 
t"-,ct.,lllolt , 
fRAMINO ERROA l.,_.yM Oftlyl 
Tlool fE fi .. " •1 ...... 11 t va,lod 
$10flbol i1_t . 1e,c:-, 11 tN 
111d ol -V chlr11:1..- . Il 11 •-
by llw f.R bit ol 11'11 ~ 
h•Urvcl-. f( do,n _, 111lub11 
u,.ope,,uono1 thtll51 . 
Note 1: TxROV status bit hu similu mean ing es the TxROY 
output pin. The former is not cond itioned by CTS and 
TxEN; the laner is cond11ionod by both CTS and 
TxEN. 
i. e. TxROV na tus bit• 08 Buffer Empty 
TxADV pin out• DB Buffer Emply • CTS • TxEN 
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Asynchronous Interface to Telephone Lines 
















Absolute Maximum Ratings• 
Ambient Temperature Under Bias. _ ... . . . . 0°C to 70°C 
Sto,age Tempcrature . . . . . . .. . -65°C ta+ 150°C 
Voltage On Any Pin 
With Respec t ta Ground . 
Power Dissipation ... 
D.C. Characteristics: 
. . . - 0.5V to + 7V 
1 Watt 




•coMMENT: Stresses above those listed under 0 Absolute 
Maximum Ratings" may cause permanent damage ta the 
device. This is a stress rating on/y and functional opera-
tion of the device at these or any other conditions above 
those indicared in the operationa/ sections of this specifi-
cation is not implied. EKposure to absolute maximum 
ra ting conditions for exrended periods may affect device 
reliability. 
--- - --- ·--r----,- -:--,-,-,--------- -----lnput Low Vo ltaqe -.5 0.8 V 
Typ. Ma. .. Unit Ten Conditions 
Vu-t lnpu1 Hiyti Voilage 
---· - ·- - - . - -- --- --
Vol Outpu1 La w Vo ltage 
-- ------ - --- - ---- -
2.0 
VoH Output Hrgh Vol tage 2.4 
DMa Bus LcJkJge 
Input Leakage 
Power Suppl ·; Currcnt 
------- -·---, ------- - - ----Vcc v , 
----------,-------- - - -----
------r·- -----r----- , ------:-:·---------
V ioH = - 100µA 
0.45 V loL = 1.6mA 
- 50 
10 
µA VOUT = .45V 
µA VOUT = Vcc 
--, ---.--
10 µA V1N = Vcc 
·-----~ ---1 . .8il ,- m- A- -,,-
- ---- --------------------- ---------------------
Capacitance: 
TA = 25"C; Vcc • GNO = av 
··- ----- ~ 
Symbol Parameter Min. Typ. Max. Unit Test Conditions --- ----C,N lnpu1 Capacitance 
10 pF te = 1MHz --- -- ------ --C1t0 1/0 Capaci tance 
20 pF Unmeasured pins returned to GND. 
TEST LOAD CIRCUIT: 












TA • 0°C to 70°C; Vcc • 5.0V ±5%; GNO • av 
BUS PARAMETERS: (Note 1) 
READ CYCLE 
SYMBOL PARAMETER MIN . MAX. 
lAR Address Stable Before R EAD (CS, C/D) 50 
lRA Address Hold Tima for RtAD (CS, C/D) 5 
lRR R EAO Pulse Width 430 
tRo Oata Oelay from R EAO 350 
tof R EAD to Oata F loat ing 200 
25 
tRv Recovery Time Between WRITES (Note 2) 6 
WRITE CYCLE 
SYMBOL PARAMETER MIN. MAX. 
IAW Address Stable Before WRITE 20 
twA Address Hold Time for WR ITE 20 
tww WR ITE Pulse Width 400 
tow Oata Set Up Time for WRITE 200 
two Oata Hold Time for WR ITE 40 
NOTES: 1. 
2. 
ircuit of Ftguu 1. V 2 O V • 8 and w,th load c 
AC timings meuured at .~~ •. . . • Ol ~en MODE SYNC1, SYNC2, COMMANO 
Th . ,ecovery t irne is for 1n1 t .. 1iut1on onlv, • . . f both 
•nd"f int DATA BYTES an written into th• USART. Su~sequent v.ir1t 1ng o 
COMMAND tnd DATA are onlv allowed whtn TicROY 1. 
11 




ns CL• 100 pF 
ns CL= 100pF 
ns CL• 15pF 
tcv 







Mode Instruction Definition 
The 8251 can be used for either Asynchronous or Synchro· 
nous data communication . Ta understand how the Mode 
Instruction defines the functional operation of the 8251 the 
designer can best view the dcvice as two separate components 
sharing the same package. One Asynchronous the other 
Synchronous. The format defin ition can be changed "on 
the fly" but for explanation purposes the two formats will 
be isolated. 
Asynchronous Mode (Transmission) 
Whenever a data character is sent by the CPU the 8251 
automatically adds a Start bit (low levell and the program-
med number of Stop bits ta each character. Also, an even 
or odd Pari ty bit is inserted prior ta the Stop bit{s) , as de-
fined by the Mode Instruction. The character is then trans-
mitted as a serial data stream on the TxO output. The serial 
datais shifted out on the falling edge of TxC at a rate equal 
ta 1, 1/16, or 1/64 that of the TxC, as defined by the Mode 
Instruction . BREAK characters can be continuously sent to 
the TxD if commanded to do so. 
When no data characters have loaded into the 8251 the 
TxO output remains "high " (marking) unless a Break (con• 
00 tinuously low) has been programmed . 
Asynchronous Mode (Receive) 
The RxD line is normally high . A falling edge on this line 
triggers the beginning of a START bit . The validity of this 
STA AT bit is checked by again strobing this bit at its nom-
inal center . 1 f a low is detected again, it is a val id STA RT 
bit, and the bit counter will start counting. The bit counter 
locales the center of the data ùits, the parity bit (if it ex• 
istsl and the stop bits. If parity error occurs, the parity er-
ror flag is set. Data and parity bi ts are sampled on the RxD 
pin with the rising edge of RxC. 1 fa low level is detected as 
the STOP bit, the Framing Error flag will be set. The STOP 
bit signais the end of a character. This character is then 
loaded in to the parallel 1/0 buller of the 8251. The RxRDY 
pin is raised to signal the CPU that a character is ready to 
be fetched . If a previous char acter has not been fetched by 
the CPU, the present character replaces it in the 1/0 buf-
fer, and the OVERRUN flag is raised (thus the prev ious 
character is lostl. Ali of th e error flags can be reset by a 
command instruction. The occurrence of any of these er• 
rors will not stop the operat1on of the 8251 . 
----------------- ---
S & 7 1 
BIT$ IITS IITS IUTS 
~------ ~~R~!!:L~
4
ILOE • OISAIU 
~----- --~~~~::RIT::~~~UTION,CHfCI( 
NUMHR OF STO, IITS 
INVALIO , 1:-\ IIT II ITS IIITS 
Mode Instruction Format , Asynchronous Mode 
TIIANSMITTEft OUT""'1' 
:::::, S14RT r= ,ARITY 
hD MAAKINCl ~ • .. " -'-~-•-Il~ 
RECEIVER IN,VT 
R O ~TART OATAIITS PARITY 
• a1T IIT 
>--''-----' 
TRANSMISSION FOAMAT 
Cf'O IYTE 11•1 IITS/CHARI 
OATAC~A8 





ST4RT 04TACH4RACTER PAAITY ST~ 
'--'-"-' .....,_ _ __,,_ __ _._._,,_...___...,."TW 
RECEIVl FO"M.U 
SEAIAL DATA INf'OT IR•OI 
START 
BOT DATA CHARAClER 
PAAITV 
BIT ""• IITS 1--~--....... - • 
CPU BYTE !S·I BITS/CHARI" 
DATACH:~ 
•NOTE . If CHA"ACTEA LE' K.TH IS DEF I NEO 4S S. t OR 7 
IITS TH[ UNUSEOIITS AAE SET TO .. ZEAo••. 
Asynchronou, Mode 
- ------ --- - - -------
8251 
Synchronous Mode (Transmission) 
The TxD output ls continuously high until the CPU ,ends 
iU first character ta the 8251 which usually " a SYNC 
character. When the ffi line goes low, the first character 
is seriallv transmitted out. Ali characters are shifted out on 
the falling edge of T xC. Data is shifted out at the same 
rate as the TxC. 
Once transmission has started. the data stream at TxD out-
put must continue et the 'fië rate. If the CPU does not pro-
vide the 8251 with a character before the 8251 becomes 
empty, the SYNC characters for character if_ in single SYNC 
word mode) will be automatically inserted ,n the TxD da_ta 
stream. ln this case, the TxEMPTY pin is reised h1gh ta Sig-
nal that the 8251 is empty and SYNC characters are be1ng 
sent out. TxEMPTY goes low when SYNC i_s being shifted 
out (See Figu.re below) . The TxEMPTY pin os ,nternally 
reset by the next character being wntten into the 8251 . 
... \IT()frllATK:ALL Y IHIE RTf.0 av UU.AT 
I \ 
T.O I DATA l DATA I IYNC 1 I IYNC t I DATA 1 
TdWTY ______ _,fLJl ______ _ 
NOMINAL àNlEloF lASl IIT 
Synchronous Mode (Receive) 
ln this mode. character synch._ronization can be internally 
or externally achieved. If the internai SYNC mode has been 
programmed, the receiver starts in a HUNT mode. Da~ 
the RxD pin is then sampled in on the rising edge of RxC. 
The content of the Rx buffer is continuously compared 
with the first SYNC character until a match occurs. If the 
8251 has been programmed for two SYNC characters, the 
subsequent recelved character is also compared ; when both 
SYNC characters have been detected, the USART ends the 
HUNT mode and is in character synchronization. The SYN-
DET pin is then set high, end is reset automatically by a 
STATUS READ . 
tn the external SVNC mode, synchronitation is achieved by 
epplying a high level a~ SYNDET pin. The high level can 
be removed alter one RxC cycle. 
Parity errer and overrun error are both checked in the same 
way as in the Asynchronou5 Rx mode. 
The CPU can command the receiver ta enter the HUNT 
mode if synchronization ls lost. 
CHARACTER UHCTH 
S & 1 1 
tllTS BITS IITS BITS 
L.....------~~~~.,A~~u 
(0 • OISAILEI 
L.....------- ~~E(~=~RITV CEHERATIONICHECII: 
0•000 
L-------- ~~~~N"o~\ ~:~~!~t 
O • S'f't,jO[ T 1S AN OUTl'\JT 
L---------- ~1~~,':c~i~~:CTf:A~v:Ccn,. 
o. OOU9U: S'f'NC CHARACTER 
Mode Instruction Format, Synchronous Mode 
c,u IVT[S 15•1 II TSICHA,.I 
OAT4C~~ 
ASSEM8LEO SE RIAl DATA OUT~T IT•DI 
--$-VNC- ....... -,-,NC-é--""T--0 -.,-. -C .... HAR~. A-CT-ER_S _ __, 
CHAR 1 CHAR! ------' 
RECEIVE FORMAT 
SEJIIIAL DATA tH~T IR•DI 
SVNC s,NC OAfA CMAMACTl"S 
CHAR 1 CHAR 1 
cru avns tS.I IITSICHARI 
OATACH:~ 
Synchronous Mode, Transmission format 
8251 
OTHER TIMINGS: 
SYMBOL PARAMETER MIN. 
tev Clock Period (Note 3) 
.420 
'"" 
Clock Pulse Width 
220 
IA , tF Clock Aise and Fall Time 
0 
toTx TxD Delay from Falling Edge of TxC 
ISAx Rx Data Set-Up Time to Sampling Pulse 2 
fHRx Rx Data Hold Time to Sampling Pulse 2 
fTx Transmitter Input Clock Frequency 
lx Baud Rate DC 
16x and 64x Baud Rate DC 
tTPW Transmitter Input Clock Pulse Width 
lx Baud Rate 12 
16x and 64x Baud Rate 1 
ITPO Transmitter Input Clock Pulse Delay 
lx Baud Rate 15 
16x and 64x Baud Rate 3 
fAx Receiver Input Clock Frequency 
lx Baud Rate DC 
16x and 64x Baud Rate DC 
tAPW Receiver Input Clock Pulse Width 
lx Baud Rate 12 
16x and 64x Baud Rate 1 
tAPO Receiver Input Clock Pulse Delay 
lx Baud Ra te 15 
16x and 64x Baud Rate 3 
ITx TxRDY Delay from Center of Data Bit 
IAx RxRDY Delay from Center of Data Bit 
t1s Internai SYNDET Delay from Center 
of Data Bit 
tes Internai SYNDET Set-Up Time Before 
Falling Edge of Rx C 
fT•E TxEMPTY Delay from Center of Data Bit 
twe Control Delay from Rising Edge of 
WRITE (TxE,DTR ,RTS) 
teR Control to READ Set-Up Time (DSR,CTS) 
3. The TxC and RxC frequencies have the following lim itation, with respect to CLK. 
For h: Baud Rate . fTx or 'Rx c;; 1/ (30 tcv) 
For 16• and 64:c Baud Rate, fTx or fR x '- 1/{4.5 tcy) 

































CL • 100 pF 
CL• 100 pF 
CL• 100 pF 
CL= 50 pF 
CL= 50 pF 
8251 
READ AND WRITE TIMING 
WAïtl: ---""""\'-----, 
l•E.15"fA.R'rs 
o;,;,en =====:f:_:_:_~,,:.::_ :7::;-\..__./:._ __r=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-= 
RlAB 
.... b TRANSMITTEReLOeK ~== j 
ANOOATA T•Ct1•BAUDI . ~----- '6T.CPEAIOOS-------:::i 
t•t 118• IAUOI -..r __ _ 
-
10,x •;:_-________________ -=-~=-------
T,D- - - -i - -
ra111.uuo1 
~!!,~7:i _______ L _________ ~ 
,VlSE 
T
xRDYANDRxROY ~ • rr-
_
___________ • ____ j_,•_•_•T_v_•_•T~l0S~T-°'-~tT I ST•F==•.' .. _' ___ _ TIMING {ASYNe MODE) R,D--, START BIT i DATA BITS , · 'f ,__ 
R• ROY 
RUD ______________________ _ 
Î•:,M::~,-------i,ln~ ~r---
WRITE ~ WRITE J,d BYTE 
WRITE 1n BYTE WRITE ZNI BYTE PARITY BIT STO, 91T 
T•D M~ START BIT I OATAIIIT 
!•---- htOATA BYH 
INTERNAL SVNe DETEeT 
---- SYNC CHAR ACTER 10110~•00_,_, :.:.:.:.:.:.:.:,-.-.-,T-.-i,T 




1 • 1 t==___./ SOFT'WAAE 
IS ! ,-----\___ COMMA.ND 
SYNDET ------------------------(OUT,VT) 
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