In March of 2019 Macalester College's Center for Scholarship and Teaching purchased a computer and headset for a Virtual Reality Cart. The purpose of the cart is to provide the instructional support staff a resource for learning more about VR as well as eventually facilitating projects in classroom spaces for faculty without the resources to purchase their own VR systems. Using an HTC Vive Pro and an Alienware Aurora Desktop computer, the cart was assembled and the aforementioned staff had the summer to learn and prepare for designing systems that took advantage of the hardware.
INTRODUCTION
Macalester College's Center for Scholarship and Teaching (CST) partnered with Macalester Information Technology Services (ITS) to purchase a Virtual Reality (VR) headset and computer in order to explore the applications of this technology inside and adjacent to the classroom. The discussions leading to the purchase were multitudinous and included whether to purchase stand-alone units such as the Oculus Go or a tethered system like the HTC Vive Pro, what equipment was needed to make this a worthwhile exploration now, and what forward-looking purchase and design decisions could be made in order to keep options open. Prior to the arrival of the equipment on campus, faculty expressed interest in virtual museum tours and creation (Art and Art History), virtual dig sites (Anthropology), Exposure Therapy (Psychology), virtual field trips (Geology and History) and language instruction. Initial usage of Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. SIGUCCS '19, November 3-6, 2019 , New Orleans, LA, USA © 2019 Copyright held by the owner/author(s). Publication rights licensed to ACM. ACM ISBN 978-1-4503-5774-6/19/11. . . $15.00 https://doi.org/10.1145/3347709.3347830 the system was focused on instructional support staff, Academic Technologists and Reserach and Instruction Librarians. This paper will discuss the wonderful experiences of staff and faculty after the arrival of the system on campus, the trials and tribulations of getting started with instructional VR, and amusing anecdotes about what went horribly wrong. The bright future of VR is that when you find a pitfall, the hole is digital. You can take the headset off, collect your thoughts and get to work finding the solution and improving for the next classroom session!
DESIGNING AND PURCHASING THE SYSTEM
Deciding exactly what system to purchase required a variety of decisions. First and foremost, this funding wouldn't likely be repeated, presenting an opportunity that couldn't rely on additional funding at a latter date. Secondly, these decisions needed to be made quickly due to a compressed timeline, the funding grant was expiring and the equipment needed to be on campus prior to the closing of the grant.
What Type of VR System Should We
Purchase?
ITS and the CST consulted with faculty on campus from the Computer Science department and the Media and Cultural Studies department as evaluations of what hardware to purchase progressed. Stand-alone VR headsets were selling for $200 to $400 at the time of the decision, with new models to be released in late spring of 2019 after our funding would expire. Those prices are much more reasonable for individual faculty investment or departmental purchases using end of fiscal year surplus funds or discretionary funds as needed. The availability of these standalone units to faculty on their own research budgets incentivizes exploring a more expensive VR system that would otherwise not be purchased and made available to the Macalester community. An additional consideration was a budding relationship between one of the aforementioned faculty members and an alumnus employed at a company creating stand-alone headsets. Conversations were still at the early stages but if an arrangement for donated equipment arose, it seemed likely to be of the more affordable stand-alone models. This assumption was based on the cost of the individual donated units and the fact that those units would be immediately useful and not require the recipient (Macalester) to purchase VR capable computers to utilize the donation. Given that the funding for this project was allocated to hardware purchases and given the large up-front investment of approximately $3000 for a project that amounted to an experiment, it was decided that getting the most expensive configuration within that budget was the wisest course of action. With this in mind a tethered system was purchased.
The System Macalester Purchased
The purchase consisted of an HTC Vive Pro kit and a Dell Alienware Aurora R8 desktop PC. The HTC Vive Pro kit was purchased specifically due to its inclusion of the second generation base stations supporting Valve's SteamVR 2.0. The primary reason for this selection, even though it elevated the pricing of the system, was for future proofing and for the options the second generation system would provide for an environment with multiple users in the same virtual world if future funding allowed for additional highend systems to be purchased. In anticipation of growing technical needs, the PC that was purchased was designed to balance immediate usability and cost while maintaining the ability to grow. The computer that was purchased was configured with a 6-core Intel i5 processor, NVIDIA GTX 1080, 24 GB of RAM, and an upgraded 850W power supply. These specifications, along with the small (256 GB) SSD storage, were designed to optimize for three variables: initial performance, cost, and expandability. The large power supply allows for the addition of second graphics card if funds become available. The RAM configuration reflects cost optimization using a third party expansion kit. Finally, the GTX 1080 graphics card is the best performing card available without exceeding the budget by pushing the experiment to the cutting edge by purchasing one of NVIDIA's new ray tracing cards.
Bringing the system to a classroom
In addition to considerations about the hardware that would be used to create the virtual world, our purchases and initial conversations included explorations of the practicalities of transporting the system between the 7 primary academic buildings on Macalester's campus. The trackers require 7 foot or higher stands for accurate usage so we purchased a kit of stands that included a carrying case. We purchased a Pelican 1510 case to safely store and transport the expensive headset. The computer was designed to be able to power the headset and one of our classroom projection systems simultaneously in order to eliminate the need for a monitor. At the time of this writing, the transportation mechanism for the computer itself has not been purchased, but a second Pelican case, model 1610, has been identified as a portable yet protective mechanism for moving the computer around Macalester's campus.
INITIAL EXPERIMENTS AND DEMONSTRATIONS
Once the equipment arrived on campus, initial setup proceeded. Given the portable nature of the system, there was no large space reserved for it during initial testing. It was set up in one of the academic technology specialist's office. Testing proceeded with a small area set aside for the work.
Getting Started
Getting started with VR required updating drivers and some other procedural experiences but then the staff were able to put on the headset, some of them for the first time. Reflecting on logging into a VR headset for the first time is a critical component of this project. This refelection will help academic technologists prepare instructions for classroom use that address how to get started with first-time users. It is possible that the novelty of the immersive experience combined with the classroom setting will accentuate the need for these instructions. At the time of this writing, the first environment that loads is a cabin in the mountains where the user gets to learn how to navigate in VR space and how to interact with objects. The level of immersion is startling as a first-time user. Additionally, taking the time for every new user in a classroom setting to go through such a tutorial seems like a large hurdle for Macalester's 60-90 minute class session. In the interest of capturing this experience to help document the process for classroom setups, guests were brought, slowly at first, to the VR setup to help prepare a script/checklist for first-time users. The VR team hopes that continued work on that project during summer 2019 will lead to the creation of a shared resource for campus that will enable for a speedier first time use experience.
Initial Conclusions
The state of virtual reality in 2019 is eye opening. As someone who didn't experience VR in the early days, this system was my first experience. It is addictive. That may not be the best endorsement for a classroom tool, but it does mean that cultivating excitement around the possibilities created by having such a system has been easy. Helping faculty and senior administrative staff members use the VR implementation of Google Earth to "fly" from their childhood homes to Paris to the Grand Canyon has caused excitement around VR to spring up around Macalester's campus. While these examples are more akin to "play" than classroom experiences, they lead to ideas that could lead to interesting learning experiences. Interactive experiences may provide for a more lasting connection to the material for students than reading about the topic in a textbook or watching a faculty member perform a mathematical proof. For example, the first day the system was working, there was a virtual opportunity to play fetch with a robot dog, throwing sticks. Shortly thereafter the academic technologists working with the system met with a member of the physics department. There was a conversation about how interesting it would be to provide a virtual environment similar to fetch world but with the ability to change the environment. Imagining a pedestal where students could virtually adjust the density of the air, the strength of gravity, and the type of the object thrown in order to explore projectile motion in an introductory physics class was an enthralling topic of conversation. While exploring ideas for custom virtual worlds has become a common refrain after experiencing the system, hastening the flow of information about VR opportunities around campus, it also serves as a great starting point to document the challenges associated with virtual reality in the classroom.
KNOWN CHALLENGES
Integrating virtual reality into instruction has lots of potential and there is significant interest at Macalester. As documented in the introduction, there is interest from departments across Macalester's academic divisions: Fine Arts and Languages, Social Sciences, Natural Sciences and Mathematics, and Humanities. While the grant provided the opportunity to initiate projects around VR, it was also limited as it only provided funding for the hardware. Getting started with VR in the classroom requires conquering many challenges beyond the acquisition of hardware.
Technical Challenges
Getting started with developing custom VR scenarios requires a significant time commitment. Macalester's academic technology staff are not full time software developers. Learning to use the tools of VR, such as Unity and the OpenVR SDK, will take time. In addition to needing to develop the skills to create virtual environments, the academic technologists often don't have time available to devote to in-depth projects like software development. As the summer of 2019 progresses, it is anticipated that time will be allocated to this project and explorations of custom developed models will commence. Creating 3D models to place in those worlds representing historical artifacts requires a separate set of skills compared to the software development needed to build a 3D world. Finding these skills among students, staff and faculty on campus will be key to further explorations of the possibilities of VR. The balance of the technical expertise along with the staff time to develop that expertise leads into another challenge as Macalester grows its VR infrastructure
Shared Resources
Another challenge when working with the VR framework is managing shared resources. At its simplest this is the time and knowledge of skilled technologists to support faculty and student usage of the system. An additional challenge among shared resources that has been encountered so far is the digital software and toolkits. While HTC provides a Vive enterprise system, there is additional work needed at Macalester to learn these tools and to address how paid applications are distributed for use in the classroom. There is an interest in exploring the Google application Tilt Brush, that interest, along with the promise of free access from a member of the Google For Education team, has started the conversation about managing the account(s), either through the Vive enterprise accounts or another system so that resources can be made available without significant limitations. Successfully allowing subscriptions and purchases to be utilized on this system is another key to the growth of VR in and around the classroom. Currently, all applications that Macalester has tested in the VR system have been free. If that trend continues and/or tools developed at Macalester become the primary use case for VR, this will be a smaller concern. Shared resources also includes the fact that Macalester currently owns a single system.
Availability
As the classroom utilization increases along with institutional knowledge of the system during the initial deployment of the system in Fall 2019, it will be interesting to see how sharing the system across the entire curriculum presents new challenges. As was previously mentioned, understanding the implications of a high end system and how much time each student may or may not get with the system during a classroom session is an important part of planning learning objectives which utilize the system. The challenge facing Macalester's academic technologists is how to to partner with faculty to get started with experiences in VR that will drive demand such that additional systems can be acquired. This presents its own set of challenges around availability. Do we need to learn how to have multiple students in the same virtual environment for a single class or would we use that growth to support multiple classes simultaneously? Depending on the learning objectives, an early solution to include as many students from the classrooms of pioneering faculty may involve the VR system having its own "office hours". This time would allow out-of-class access to students who need to spend time in different virtual scenarios.
"Negative Reactions"
The risk of motion sickness or other negative reactions to the VR experience is another challenge. If the VR experience becomes a required portion of the curriculum, how do the technology team and the faculty involved in such projects balance the health concerns of students with the perceived (or measured and quantified) learning opportunities provided by such a system. An exception may be the faculty working in the Psychology department, specifically those interested in exposure therapy. The discomfort of exposure therapy may be an intended outcome, but it will still need to be monitored and managed. Presenting this type of consideration to the Institutional Research Board could be another interesting challenge facing the adoption of VR. On a personal note, one of the free demos included with the HTC Vive is an implementation of an Art Museum, including a VR elevator. The author strongly advises against the inclusion of such an experience in future projects. Having the virtual world shift without the physical sensation of riding in an elevator was extremely disorienting. Avoiding scenarios that disorient students while providing no significant learning experience should be a guiding principle when developing VR experiences.
Accessibility
The last challenge facing usage of VR in and around the classroom is accounting for accessibility when planning. How do IT staff help advocate for VR when appropriate but also advocate for experiences that can parallel such uses for students who can not consume the virtual media? Students with vertigo, vision or auditory impairments or other factors which would limit their usage should have the opportunity to learn as much as possible in parallel with students using VR. The higher education community has already started gathering resources and forming standing conversations around these topics. As Macalester is just beginning our first rollout of a classroom VR system, there is limited experience but institutionally, there is great interest in keeping all students with their diverse needs in mind.
CONCLUSIONS
Creating custom worlds from scratch in order to accurately address the pedagogical needs of our faculty is a fascinating opportunity. There are many considerations and challenges ahead of the Macalester team. Determining the value of VR to the classroom experience will take time and will likely require well-designed assessment. Knowing the limitations of expensive and cheap systems, challenges regarding exposing large enrollment classes in limited instructional time, and devoting time to developing new experiences to supplement off the shelf software are just the beginning of VR in the classroom. Surmounting those challenges will leave Macalester grappling with whether acceptance of VR in the classroom will bring significant and valuable new learning outcomes to our students. Is VR a great classroom tool? For Macalester, it is too early to tell but hopefully all of the decisions that have been made and all the challenges that remain unsolved will provide useful insight into how to consider VR for your own classrooms. Racing into a VR implementation presents plenty of opportunities to be a classroom fool; it is the hope that this paper and our early experiences also help others avoid those situations in the real world, or virtually.
