Let a, b ∈ N be fixed and coprime such that a > b, and let N be any number of the form a n ± b n , n ∈ N. We will generalize a result of Bostan, Gaudry and Schost [BGS07] and prove that we may compute the prime factorization of N in
Introduction
In [CH14] it has been proven that the deterministic and unconditional runtime complexity to compute the prime factorization of any natural number N is in
where M int (k) denotes the cost for multiplying two k-bit integers. M int (k) can be bounded by O(k log k2 log In this paper, we will also apply this idea and combine it with a result of [H15] to improve the bound for numbers of certain shape, namely for sums and differences of powers. Our main theorem is the following: Theorem 1.1. Let a, b ∈ N be fixed and coprime such that a > b, and define P a,b := {a n ± b n : n ∈ N}. Then, we may compute the prime factorization of any N ∈ P a,b in
log N bit operations.
We would like to point out that the theorem applies to some interesting subsets of N, like Mersenne numbers or Fermat numbers.
Preliminaries
We briefly introduce the notions and results we will use in Section 3 to prove Theorem 1.1. The following definitions describe the invertibility conditions required for fast polynomial evaluation provided by Theorem 2.4. They have been first introduced in [BGS07] . Let N ∈ N and Z N := Z/NZ. Definition 2.1. Let α, β ∈ Z N and d ∈ N. We say that h(α, β, d) is satisfied if the elements
are invertible modulo N, and we define
Definition 2.2. Let β ∈ Z N and e ∈ N. We say that H(2 e , β) is satisfied if
H(2 e , β) holds if and only if D(2 e , β) is invertible.
Lemma 2.3. Let f 0 , ..., f k−1 ∈ Z N . Then we can decide if all f i are invertible modulo N and, if not, find a noninvertible f i in O(kM int (log N) + log kM int (log N) log log N) bit operations.
Proof. See Lemma 12 in [BGS07] for a proof.
Now let H ∈ Z N [X] with deg H = 1. We define
Our main ingredients are the following two theorems.
Theorem 2.4. Let β ∈ Z N , e ∈ N and k = 2 e . Assume that H(k, β) holds and that the inverse of D(k, β) is known. We may compute
Proof. Apply Proposition 7 in [CH14] with ρ = 1.
Theorem 2.5. Let N ∈ N be composite and p a prime factor of N with p ≤ b for some b ≤ N/5. If r, m ∈ N such that 2 ≤ m < p, gcd(N, m) = 1 and r = p mod m, then the sets
1/2 ⌉ are disjoint and there exist i, j ∈ {1, ..., k} such that
Proof. A proof can be found in [H15] , Corollary 4.4.
Corollary 2.6. Let N ∈ N be composite and p a prime factor of N such that
Then at least one of the elements
is noninvertible modulo N. Let j ∈ {1, ..., k} such that H k (−jk) is noninvertible, then gcd(−jk − m −1 r + i mod N, N) yields a nontrivial factor of N for some i ∈ {1, ..., k}.
Proof. Theorem 2.5 yields that there must exist i, j ∈ {1, ..., k} such that m −1 r − i ≡ −jk mod p. This implies that the element −jk − m −1 r + i is noninvertible modulo N. Hence, we conclude that the same holds for
Since the sets in Theorem 2.5 are disjoint, we get p | gcd(−jk −m −1 r+i mod N, N) = N, which proves the claim.
Lemma 2.7. Let N be a natural number and r, m ∈ N with m ≥ 2 such that r = p mod m for every prime divisor p of N. Let e ∈ N such that b := 4 e m ≤ N/5. Knowing r and m, one can compute a prime divisor p of N with p ≤ b or prove that no such divisor exists in
Proof. If m ≥ q for the smallest prime factor q of N, then m = q or r = q. Assume m < q. Set k := 2 e = b/m and define
We want to apply Theorem 2.4 with β = −k to compute the values
In order to do this, we have to check if H(k, −k) holds. It is easy to see that this the case if and only if 2, 3, ..., 2 e + 1 and
are invertible modulo N for each 0 ≤ i < e. This list consists of O(k) easily computable elements in Z N , whose absolute values are bounded by 2 e−1 + 2 e−1 2 e < 4 e < b ≤ N/5. Hence, they are all nonzero modulo N. By Lemma 2.3, we are able to decide if all of them are invertible modulo N or, if not, find a noninvertible one in
Assume that we have found a noninvertible element, than we have also found a nontrivial factor of N bounded by k 2 = 4 e . We are able to find a prime divisor of N using trial division in O(kM int (log N)) bit operations. In this case, the result is proven. Now assume that all of the elements above are noninvertible. We are able to compute
bit operations. The cost for computing its inverse are negligible. We now apply Theorem 2.5 to compute H k (−nk) for n = 1, ..., k, and since k < N, we can do this in
bit operations. Suppose that N has a prime factor p ≤ b with r = p mod m. Then by Corollary 2.6, there exists at least one j ∈ {1, ..., k} such that H k (−jk) is noninvertible modulo N. Using Lemma 2.3, we can find such an element in O(kM int (log N) + log kM int (log N) log log N).
Let H k (−jk) be noninvertible modulo N, then Corollary 2.6 yields that gcd(−jk − m −1 r + i mod N, N) is nontrivial for some i ∈ {1, ..., k}. Applying Lemma 2.3 again, we are able to find such −jk − m
bit operations. We know that gcd(−jk − m −1 r + i mod N, N) is divisible by a prime divisor p of N. This implies −jk − m −1 r + i ≡ 0 mod p, hence 0 ≡ mjk +r −mi mod p. We derive that gcd(mjk +r −mi, N) is nontrivial. The value mjk + r − mi is bounded by mk 2 + r − m < mk 2 = b. Again, we use trial division to find a prime divisor of N. There are less than k primes p smaller than ⌈ √ b⌉ satisfying r = p mod m, since they have to be of the form mx + r for x ∈ {0, ..., ⌈k/ √ m⌉ − 1}. Therefore, the trial division can be done by O(kM int (log N)) bit operations. This proves the claim.
Theorem 2.8. Let N ≥ 400 be a natural number and r, m ∈ N with m ≥ 2 such that r = p mod m for every prime divisor p of N. Knowing r and m, one can compute the prime factorization of N in
Proof. We apply Lemma 2.7 with b = 4 e m for e ∈ N, starting with e = 1.
Lemma 2.7 is applied with the same value of b until no prime divisor of N smaller than b is found. Then we increase e by 1 and repeat. We do this until b ≥ √ N. Since N ≥ 400, b is always bounded by 4 √ N ≤ N/5. If we run Lemma 2.7 with value b, all prime divisors smaller than b/4 have already been detected. Since their product is bounded by N, we derive that the number of prime divisors between b/4 and b and hence the number of runs of Lemma 2.7 with the same value b is bounded by O(log N/ log b). The sum of all the terms of the form eM int (log N) log log N) in the runtime complexity of Lemma 2.7 is bounded by a polynomial in log N and hence negligible. We consider the sum of the other terms. Since 4 e m ≥ √ N implies e ≥ (log N)/4 − (log m)/2, we define e 0 := ⌈(log N)/4 − (log m)/2⌉ and get
Note that the inequality is a consequence of the facts that k ≤ M int (k) and
Now we split the sum on the right side into i ≤ e 0 /2 and i > e 0 /2. For i ≤ e 0 /2 we have 2 i ≤ 2 e 0 /2 ∈ O(N 1/8 /m 1/4 ), hence the first part of the sum is bounded by O((log N) 2 (N 1/8 /m 1/4 )) and therefore negligible. We consider the main contribution by the summands with i > e 0 /2. In these cases we have 2i+ log m > (log N)/4 −(log m)/2 + log m > (log N)/4, hence the terms ⌈log N/(2i + log m)⌉ are in O(1). We conclude that this part of the sum can be bounded by
which proves the claim.
Remark 2.9. Let N ∈ N be odd. If we apply Lemma 2.7 and Theorem 2.8 with m = 2 and r = 1, we get the results of Lemma 13 and Theorem 11 in [BGS07] .
Algorithm and Proof
Let a, b ∈ N fixed and coprime such that a > b. We are interested in elements of P 
Apply trial division to compute all divisors of
and therefore has not been removed as prime factor in the previous steps. But this implies (ab −1 ) d j ≡ 1 mod p for 1 ≤ j < i, and we conclude that o = d i . Since the order of any element is a divisor of the group order p − 1, we derive p ≡ 1 mod d i and the claim follows. We now consider the runtime of the algorithm. The cost for Step 1 is in O(1) and negligible. We are left with the task to discuss the runtime of Step 2 and Step 4.
Step 2: Note that
is also easy to show that m is bounded by O(log N). Hence, the cost to compute all divisors of m and to bring them into the right order can be bounded by O((log N) 1+ǫ ) and is negligible.
Step 4: The cardinality of D can be bounded by O(log N). The cost for computing the greatest common divisors is negligible. Assume the computational worst case, in which we have to apply Theorem 2.8 for every j ∈ {1, ..., l}. We consider 1 ≤ j < l. Then we have a
a,b , we can write d j = m/k for some k ≥ 2, and we deduce that
As a consequence, the runtime of all the applications of Theorem 2.8 for 1 ≤ j < l can be bounded by O(M int (N 1/8 (log N)) log N) and is negligible.
If N ∈ P + a,b , then we have d j = 2m/k for some k ≥ 2. Note that G j > 1 implies d j = m, since a m ≡ −b m ≡ b m mod p for every prime factor p of N. We deduce that k > 2 and therefore
We hence conclude that in this case the runtime of all the applications of Theorem 2.8 for 1 ≤ j < l can be bounded by O(M int (N 1/6 (log N)) log N) and is negligible. We now consider the runtime of Theorem 2.8 for j = l. First note that N ≤ a m + b m < 2a m implies m > log a N − log a 2 = log N/ log a − log a 2, which is in O(log N). Hence, m and 2m are both lower bounded by O(log N).
Assume the computational worst case, in which we have G l = N. Then, the runtime is in
log N)).
This proves the result. √ log N .
