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Abstract— Grid connected renewable energy systems are 
becoming popular due to reasons such as rapid escalation of 
energy prices, depletion of fossil fuel resources and pollutant 
emitted by conventional energy sources. Therefore, technologies 
for incorporating renewable energy technologies into the 
existing electricity grid needs to be researched more considering 
the changes in grid architecture. This study presents a novel 
method for optimum design and control of an Electric-Hub (EH) 
which consist of Solar PV panels, wind turbines, battery bank 
operating in a grid (low voltage) integrated mode. This study 
reports the simulation based optimization algorithm developed 
to obtain optimum system configuration and operation strategy 
considering two conflicting objectives; i.e. Levelized Energy 
Cost (LEC) and Leveliyed CO2 emission (LCO2). A detail 
energy flow model is developed to evaluate energy flow through 
wind turbines and SPV panels on hourly basis. Interaction with 
the battery bank and the Low-Voltage Grid (LVG) is 
determined using an expert system. Operating state of the 
system is determined based on renewable energy generation, 
Cost of Electricity (COE) in the LVG, state of charge of the 
battery bank. Subsequently, operating states of the expert 
system and configuration of the EH; i.e. type and capacity of 
SPV panels, wind turbines and battery bank is optimized using 
steady state ε-multi objective optimization technique. Seven 
Pareto solutions are selected at the end and analyzed the system 
configuration and control strategy. 
Index Terms-- Electrical Hub, Evolutionary Algorithms, Energy-
economic Dispatch, Multi Objective Optimization. 
I. INTRODUCTION  
Integrating renewable energy technologies into energy 
systems is becoming popular due to various reasons. Non-
dispatchable energy sources such as wind energy and Solar 
PV energy (SPV) is becoming more promising in this context 
especially due to the recent improvement in technology 
which resulted in higher energy conversion efficiency and 
lower cost in manufacturing. However, integration of non-
dispatchable energy technologies into grid has become 
challenging due to the stochastic nature of wind and solar 
energy [1]. Although higher penetration level of solar and 
wind energy is expected based on monthly or annual average 
data the scenarios notably change when moving to hourly 
scale considering stochastic nature of the demand and 
potential of these energy sources [2].  
The concept of grid tied hybrid energy systems [3], [4], 
virtual power plants  and electrical hubs [5] are presented to 
address the aforementioned challenges in designing energy 
system. Architecture of these energy systems looks quite 
similar to each other. This study focuses of an electrical hub a 
simplified version of multi energy hub considering only the 
electrical interactions. The electrical hub used in this study 
consists of non-dispatchable energy sources, energy storage 
connected to main utility grid (Figure 1).  
Design optimization of electrical hubs combining several 
energy sources, storage and grid is a challenging task. 
Configuration of the system and energy flow needs to be 
considered when designing the energy system. Hence, 
simultaneous optimization of energy system and dispatch 
strategy should be performed [6]. A number of studies have 
been focused on designing hybrid energy systems for 
standalone applications without grid interactions [7]–[9]. 
Both mono and multi objective optimizations have been 
conducted considering multiple objectives [10]–[13]. 
However, energy flow within the system becomes more 
complicated with grid interactions especially when 
considering Real Time Pricing (RTP) of the grid and 
curtailments for grid interactions. 
Methods used for designing standalone energy systems have 
been directly extended to evaluate grid integrated hybrid 
energy systems such as electrical hubs without properly 
addressing the grid curtailments and RTP in most of the 
instances. Agustín and Lopez [14] introduced an optimization 
algorithm to optimize capacity of wind power plant along 
with energy storage considering RTP and grid curtailments. 
However, catering a demand is not considered in this work. 
Ref. [15] presents optimum design of energy storage to cater 
an industrial demand with real time pricing of the grid.  
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Figure 1. Brief overview of the energy system 
 
Mavromatidis et-al [5] discusses about design of electrical 
hubs incorporating non-dispatchable energy and energy 
storage but RTP of grid is not considered in the optimization 
algorithm. This study introduces a novel method to optimize 
an electrical hub (Fig. 1) by addressing all the 
aforementioned limitations. In addition, Pareto multi 
objective optimization is conducted considering Levelized 
Energy Cost (LEC) and Levelized CO2 (LCO2) emission to 
assess economic and environmental aspects simultaneously. 
 
II. OVERVIEW OF COMPUTATIONAL MODEL  
The computational model developed in this study considers 
energy flow, cash flow and LCO2 of the system. Hourly solar 
irradiation on horizontal plane is taken from meteorological 
databases which are used to calculate the solar irradiation on 
tilted SPV panel using an anisotropic model. Durish model 
[16] is used to calculate the efficiency of SPV panels on 
hourly basis considering, solar irradiation, air mass and cell 
temperature. The number of SPV panels and the type of SPV 
panel are optimized using the optimization algorithm. 
Depending on the type and the capacity, initial capital cost is 
calculated for SPV panels. A fixed operation and 
maintenance cost is assigned for SPV panels (5% of the 
initial cost) when calculating the lifecycle cost. 
Similar to SPV panels, hourly wind speed data are taken from 
meteorological databases for Humbamtota, a coastal city in 
Sri Lanka. Power law is used to convert the wind speed at 
anemometer height into hub level wind speed. Power curve 
presented by manufacturer is used along with the cubic spline 
interpolation technique [17] to present the power curve of the 
wind turbine. Similar to SPV panels, the type of wind turbine 
used for the design and the number of wind turbines are 
optimized using the optimization algorithm. Life cycle cash 
flow for wind turbines are calculated in a similar way to SPV 
panels.  
State of charge (SOC) model is used to evaluate the charge 
level of the battery bank. Rain flow algorithm [18] is used to 
calculate the lifetime of the battery bank. A detailed 
description about the models used to present different energy 
conversion processes can be found in Ref. [19]–[21]  
Energy interactions with the utility grid were limited for both 
purchasing and selling electricity. TGlim is introduced as the 
upper bound for selling electricity to the grid which is taken 
as 50% of the peak demand. Similarly, FGlim is introduced as 
the upper limit for purchasing electricity from the grid.  
Real time price (RTP) is used for energy interactions with the 
grid. Cost for system components, grid services are taken 
considering Sri Lankan context. Market prices used for 
system components are presented in previous publications of 
authors [7], [20]. Net present value (NPV) of the system is 
calculated considering initial capital cost of the system (ICC), 
present value of fixed annual operation and maintenance 
costs (FOM), present value of variable annual cash flows for 
operation and maintenance (VOM) and present value of cash 
flows for grid interactions (GI) according to Eq. 1. 
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In Eq.1, CRF denotes Capital Recovery Factor and P denote 
real interest rate. Finally, LEC is calculated using the total 
energy flows of the system and the NPV. 
Similar to LEC, lifecycle emission of the system is 
modeled. Lifecycle GHG emission of SPV panels, wind 
turbines and battery bank are taken from Ref. [22]. Life time 
of SPV panels and wind turbines are considered as the life 
time of the project. Hence no replacement is considered. 
Replacement of the battery banks are considered in emission 
calculations. Considering the present Sri Lankan context, 
0.412 kgCO2/kWh is taken for emission of grid electricity. 
Finally, levelized CO2 emission per kWh (LCO2) is 
calculated considering all the flows. 
 Two Electricity Load Demand (ELD) profiles are taken for 
the case study. Base curve is taken from Ref. [23] which is 
presented in Fig. 2. A second ELD profile is generated using 
the former to introduce more fluctuations to the ELD (Case 
2). 
 
 
Figure 2. Demand profile used 
 
III. ENERGY MANAGEMENT SYSTEM  
 
A novel dispatch strategy is introduced in this work which 
considers RTP in the grid, SOC of the battery bank, grid 
curtailments, renewable energy generation and demand of the 
electrical hub when determining the operating state. The 
system operates in four main states when renewable energy 
generation is less than the demand. These states are 
schematically presented in Fig. 3. In such instances, the 
demand mismatch can be either taken from the battery bank 
or grid considering the cost of energy in the utility grid which 
corresponds to first two states. Critical cost for this (CCFG) is 
calculated using the optimization algorithm, above which it is 
economical to use the battery bank. Life time of the lead acid 
batteries used for the design depends on the depth of 
discharge. Hence, minimum SOC (SOCmin) for discharging 
process needs to be optimized. When cost of electricity in the 
utility grid is extremely cheap it can be used to charge 
batteries in addition to providing the mismatch. The critical 
cost of energy (CGTB) in the utility grid, which defines this 
state is optimized using the optimization algorithm. Charging 
the battery bank using grid electricity will limit the renewable 
energy generated in future. Hence, it is important to introduce 
a set point for the battery charging process (SOCSET). 
Similarly, when cost of electricity is very high in the utility 
grid it might be profitable to sell electricity discharging the 
battery bank in addition to catering the mismatch. The critical 
cost for this state is optimized similarly (CBTG). Similar to 
SOCmin, minimum SOC is introduced for discharging battery 
bank to sell electricity to the grid (SOCMin Grid).  
Four main states are defined, for instances when renewable 
energy generation is greater than the demand as shown in Fig. 
4. Dispatch strategy for these states can be described in a 
similar way. 
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Figure 3. Energy flow options when renewable energy generation is not 
sufficient to cater the demand 
 
Figure 4. Energy flow options when renewable energy generation is in excess 
to the demand 
 
IV.  DESIGN OPTIMIZATION 
Optimization algorithm is used to obtain optimum system 
design and energy management strategy. Mapping of decision 
space variables (Fig. 5) into objective space is not 
straightforward. A life cycle simulation of the system is 
required considering hourly fluctuation of demand, renewable 
energy potential, and cost of energy in grid. Objective 
functions derived using the lifecycle simulations are neither 
linear nor analytical. Hence, evolutionary algorithms become 
more appropriate to be used. A flow chart presentation of the 
optimization algorithm is given in Fig. 6. Decision space 
variables are selected as presented in Fig. 5 covering both 
system design parameters and dispatch strategy. A detailed 
description about the operators used for the optimization is 
illustrated in detail in Ref. [21] 
 
 
Figure 5. Decision space vectors taken for optimization considering system 
design and dispatch strategy 
V. RESULT AND DISCUSSION 
Integration of renewable energy sources into the electrical 
hub and the optimum selection of dispatchable storage size 
depend upon a number of factors including cost of power unit 
and its variation with time, constraints for energy transfer 
between main-grid and micro-grid, etc. Improvements in 
LCO2 play a vital role along with LEC in the renewable 
energy integration process. 
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Figure 6. Optimization algorithm 
Pareto front obtained considering LEC and LCO2 is 
presented in Fig. 7. When analyzing the Pareto front, first 
four solutions can be separated from the rest of the Pareto 
front as a cluster. A notable reduction in LEC can be 
observed when moving to the rest of the design solutions. 
When considering the whole Pareto front, LEC varies from 
0.283 $ to 0.192 $ and LCO2 varies from 0.10 kg/kWh to 
0.19 kg/kWh. More importantly when we consider the worst 
case from emission perspective, it is 50% less than the 
present CO2 emission by grid electricity with a significant 
price reduction in LEC. Furthermore, when considering the 
system autonomy, 39 % of the energy demand is taken using 
the grid for the system which is having lowest LEC. This 
reduces up to 9 % when moving into a system designed with 
the lowest emission. However, negative point related to these 
design solutions is the Waste of Renewable Energy (WRE) 
either due to grid curtailments or limitations in energy storage 
will increases from 16% to 64% when moving from 
minimum LEC solution to minimum LCO2 emission 
solution. 
In order to analyze the Pareto front further, six Pareto 
solutions were taken and tabulated in Table 1, 2. Performance 
indicators and the design configuration of these systems are 
presented in Table 1 and the control variables for operation 
strategy are presented in Table 2. As it is observed in Table 1, 
the Electrical hub tends to purchase more electricity from 
utility grid. In addition, capacity of PV panels and storage 
capacity reduces gradually when minimizing LEC. When 
considering the design parameters, it is observed that 
minimum SOC for discharging almost reach the minimum 
state of charge which was set at 30%. Maximum SOC set for 
charging the battery bank using grid electricity varies from 
43% to 76%. However, when considering the critical cost 
below which the electricity should be purchased from grid for 
A1, it is clear that the state exist very rarely since the critical 
grid cost is goes lower than 0.001$ very rarely. Maximum 
state of charge limit gradually increases for the rest of the 
design solutions when moving from A2 to A6. 
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Figure 7. Pareto front for the Electrical Hub for Base case 
 
Energy interactions with the grid play a major in minimizing 
both operation cost and CO2 emission. When analyzing the 
operating states of the optimized energy management system, 
directing excess generated towards the grid and discharging 
the battery bank to sell electricity to grid do not exist. Critical 
limits for CCTG and CBTG are equal to the maximum cost of 
energy in the grid. This shows that directing excess generated 
to grid instead of battery charging or discharging battery bank 
to sell electricity to grid does not take place. 
 
  
TABLE II.  OPTIMUM PARAMETER SETTINGS FOR OF 
SELECTED SIX PARETO SOLUTIONS 
 
However, the power units sold to the grid are more than 10% 
of the annual demand and sometime reach 34% (A6). System 
tends to interact with grid when excess generated is directed 
to the battery bank through the energy management system 
and battery bank is at its maximum capacity where excess is 
directed to the grid. 
When considering the purchasing from the grid, a notable 
change can be observed when moving from system A1 to A6. 
Critical cost for grid below which it is economical to 
purchase electricity from grid gradually increases with the 
reduction of LEC when moving from A1 to A6. When 
considering A5 and A6 design solutions it is preferred to 
move to grid instead of taking the mismatch from battery 
bank. Hence, it can be concluded that the main contribution 
of battery bank is to limit the LCO2.  
In order to analyze the sensitivity of ELD profile, Pareto front 
of LEC-LCO2 for Case 2 is taken. Both Pareto fronts are 
presented in Fig. 8. When analyzing the Pareto fronts a 
notable reduction in LCO2 is observed.  
 
VI. CONCLUSIONS 
Electrical hubs can play a major role in integrating non-
dispatchable renewable energy technologies. A research gap 
is highlighted to design electrical hubs considering both 
system design and control strategy especially considering 
multiple objectives such as LEC and LCO2. Optimum results 
obtained from the Pareto optimization considering LEC and 
LCO2, depict that electrical hubs can minimize the LCO2 
emission for more than 50% in the Sri Lankan context while 
minimizing the LEC of the system significantly. When 
analyzing the control strategy further, it is observed that 
battery bank plays a major role by actively participating in 
the energy management in reducing LCO2.   
 
Figure 8. Comparison of two Pareto fronts for Base case and Case 2 
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