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Frontier estimation with kernel regressionon high order momentsStéphane Girard(1), Armelle Guillou(2) & Gilles Stuper(3)
(1) Team Mistis, INRIA Rhne-Alpes & LJK, Inovallée, 655, av. de l'Europe,Montbonnot, 38334 Saint-Ismier edex, Frane
(2) Université de Strasbourg & CNRS, IRMA, UMR 7501, 7 rue René Desartes,67084 Strasbourg edex, Frane
(3) Université d'Aix-Marseille, CERGAM, 15-19 allée Claude Forbin,13628 Aix-en-Provene Cedex 1, FraneAbstrat. We present a new method for estimating the frontier of a multidimensionalsample. The estimator is based on a kernel regression on high order moments. It is assumedthat the order of the moments goes to innity while the bandwidth of the kernel goes tozero. The onsisteny of the estimator is proved under mild onditions on these two pa-rameters. The asymptoti normality is also established when the onditional distributionfuntion dereases at a polynomial rate to zero in the neighborhood of the frontier. Thegood performane of the estimator is illustrated on some nite sample situations.AMS Subjet Classiations: 62G05, 62G20.Keywords: Frontier estimation, kernel estimation, onsisteny, asymptoti normality.1 IntrodutionLet (X1, Y1), . . . , (Xn, Yn) be n independent opies of a random pair (X, Y ) suh that theirommon density has a support dened by S = {(x, y) ∈ Ω× R; 0 ≤ y ≤ g(x)} , where Ω isa ompat subset of Rd. The unknown funtion g is alled the frontier. We address theproblem of estimating g. In Girard and Jaob (2008), an estimator is introdued based uponkernel regression on high power-transformed data. In the partiular ase where Y given
X = x is uniformly distributed it is proved that this estimator is asymptotially Gaussianwith the minimax rate of onvergene for Lipshitz ontinuous frontier funtions. Comparedto the numerous extreme-value based estimators (Gardes (2002), Geroy (1964), Girard and1
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Khn(x− t)mpn(t) f(t) dtwhere f is the probability density funtion of X . From a pratial point of view, the use of asmall window-width hn allows to selet the pairs (Xi, Yi) suh that Xi is lose to x while theuse of the high power pn gives more weight to the Yi lose to g(x). It appears therefore that ourestimator would be sensitive to the presene of noise and espeially of outliers. Nevertheless,2
we notie that our estimator does not neessarily envelop all the data points, due to the fatthat it is a dierene of ratios of high order empirial moments. This property makes ourestimator more robust than Geroy's estimator (1964) or the Free Disposal Hull (Deprinset al., 1984). Moreover, similarly to Girard and Jaob (2008), the kernel regression enablesus to avoid the partitioning of S. Finally, we highlight that, ompared to the estimatorsuggested in the further work of Girard and Jaob (2008), Setion 6, our proposition (1) doesnot require the knowledge of the onditional extreme-value index. Moreover, it benets froman expliit formulation whih is not the ase of estimators dened by optimization problems(Girard et al. (2005)) suh as loal polynomial estimators (Hall et al. (1998), Hall and Park(2004), Knight (2001)).The asymptoti properties of the estimator (1) are investigated under two dierent assump-tions. The rst one is nonparametri, it is only assumed that
(NP ) Given X = x, Y is positive and has a nite right endpoint g(x).We shall show in Setion 3 that, under (NP ), the estimator ĝn(x) onverges in probabilityto g(x) without any parametri assumption neither on the distribution of X nor on the dis-tribution of Y given X = x. Remark that, although our estimator ĝn(x) is based on a kernelregression, lassial results do not apply (see for instane Ferraty and Vieu (2005), Theo-rem 6.11) sine the ondition pn → ∞ indues tehnial diulties. The seond assumptionis parametri, the umulative distribution funtion of Y given X = x is assumed to be givenby
(P ) F (y|x) = 1− (1 − y/g(x))α(x), ∀ y ∈ [0, g(x)].Here, α(x) is an unknown positive funtion driving the behavior of the distribution tail of
Y given X = x in the neighborhood of its endpoint g(x). If α(x) < 1 then the density of
Y given X = x tends to innity as y → g(x) whereas it tends to 0 in the ase α(x) > 1.The intermediate ase α(x) = 1 orresponds to the uniform distribution already investigatedin Girard and Jaob (2008) where the density has a jump at the endpoint. In the generalontext of extreme-value theory (see for instane Embrehts et al. (1997)), the onditionaldistribution of Y given X = x is said to belong to the Weibull max-domain of attrationwith onditional extreme-value index −1/α(x). In Setion 4, the estimator is proved to beasymptotially Gaussian under (P ). As expeted, the asymptoti variane depends on thetail behavior of the onditional distribution of Y given X = x through the quantity α(x).Some simulations are proposed in Setion 5 to illustrate the eieny of our estimator andto ompare it with some estimators of the frontier estimation literature, partiularly the one3




tpn−1F (t|x) dt = α(x) gpn(x) B(pn + 1, α(x)) (2)where F = 1− F and B(x, y) = ∫ 1
0
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.Seond, µpn(x) is estimated by the orresponding empirial moment µ̂pn(x). Plugging µ̂pn(x)in 1/Gn(x) leads to the expression (1) of the estimator 1/ĝn(x) of 1/g(x). In the sequel, itis assumed that
(K) The kernel K is bounded and its support is inluded in B, the unit ball of Rd.Note that (K) implies that ∀ q ≥ 1, ∫
B
Kq(u) du < ∞. The following regularity assumptionsare introdued:
(A1) The onditional survival funtion F (· |x) of Y given X = x satises





ypn−1F (g(x− hnu) y|x− hnu) dy
∫ 1
0
ypn−1F (g(x) y|x) dy
− 1
∣∣∣∣∣∣∣∣
→ 0 as n → ∞.
(A2) f is loally Hölder ontinuous with exponent ηf .
(A3) g is loally Hölder ontinuous with exponent ηg.
(A4) α is loally Hölder ontinuous with exponent ηα.Note that assumptions (P ), (A4) and log(pn)hηαn → 0 imply (A1). Finally, for any real-valued funtion γ on Rd, the osillation of γ between two points x and x − hnu, u ∈ B, is4
dened by






(1 + o(1)).This result is a straightforward onsequene of Lemma 1. The seond step onsists in showingthat µpn(x) an be replaed by its empirial ounterpart µ̂pn(x). In fat, dening for thesake of simpliity
m1, pn(x) = pn
∫ 1
0
ypn−1F1(y|x) dy (4)where F1(y|x) := F (g(x) y|x), a slightly more general result an be established:Proposition 2. Assume that (NP ), (K) and (A1 − A3) are satised. Let x ∈ Ω suh that
f(x) > 0. If nm1, pn(x)hdn → ∞ and pn hηgn → 0 as n → ∞, then
µ̂pn(x)
µpn(x)
= 1 + oP(1).Proof. Let, for all 1 ≤ j ≤ n,
Unj =
Y pnj Khn(x −Xj)
nµpn(x)
.The desired result is then tantamount to ∑nj=1 Unj P−→ 1 as n → ∞. Let us highlight that,for all n, the (Unj)1≤j≤n are positive independent random variables, and ∑nj=1 E(Unj) = 1.Aording to Chow and Teiher (1997, Corollary 2 p. 358), it is enough to show that, for all









and Mpn(x) = µpn(x)max
u∈B
gpn(x− hnu)
.The (Unj)1≤j≤n being identially distributed, it is equivalent to prove that, for all ε > 0,
1
Mpn(x)
E(Vn1 Khn(x−X)1l{Vn1 Khn (x−X)≥εnMpn (x)}) → 0.5
Let then ε > 0 and notie that
Vn1 Khn(x −X) ≥ εnMpn(x) ⇔ hdn Vn1 Khn(x−X) ≥ εnMpn(x)hdn. (5)The left-hand side of the seond inequality is positive and bounded by maxRd K. In view ofLemma 1i), ondition nm1, pn(x)hdn → ∞ is equivalent to nhdn µpn(x)/gpn(x) → ∞. Besides,
pn h
ηg





→ 1so that nMpn(x)hdn → ∞ as n → ∞. As a onsequene, the right-hand side of (5) goes toinnity, so that
1
Mpn(x)
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Proof. Remark that, retaining notations of Lemma 2, we have































































































)and ompletes the proof of Proposition 3.As a straightforward onsequene, we obtain a ontrol of the bias introdued by replaing












. (7)Let us now turn to the random term:Theorem 2. Suppose (P ), (K) and (A2 − A4) hold. Let x ∈ Ω suh that f(x) > 0. If
n p
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, as n → ∞where vn(x) = √n p−α(x)/2+1n hd/2n , ‖K‖22 = ∫
B
K2(x) dx and











































× un, a(x)(1 + o(1)). 7
Now, Proposition 2 yields
ξn(x) = un, a(x)
[
ζ(1)n (x) + oP(ζ
(2)
















d−→ N (0, C3), (8)where C2 and C3 are positive onstants. Note that in fat, (8b) and (8) are strongerthan what is neessary, but their proofs are similar to (8a). In all the sequel, we set:
Z
(n, c, j)
k (x) = Y
cpn+j




































































E|S(1)n, k(x)|3 → 0 (10)as n → ∞, whih requires to ontrol Var(ζ(1)n (x)) and E|S(1)n, k(x)|3. The variane an berewritten as
















w((a+ 1)pn, (a+ 1)pn)(x)where









]tand Mn(s, t, u, v)(x) is the 2× 2 ovariane matrix dened by
Mn(s, t, u, v)(x) =

 E(Z
(n, s, t)(x)Z(n, u, v)(x)) E(Z(n, s, t)(x)Z(n, u, v+1)(x))
E(Z(n, s, t+1)(x)Z(n, u, v)(x)) E(Z(n, s, t+1)(x)Z(n, u, v+1)(x))

 .8
Sine Lemma 2iii) provides an asymptoti expansion of the matrix Mn(s, t, u, v)(x), it istherefore suient to ompute an asymptoti expansion of µspn+t(x)/µspn+t+1(x). UsingProposition 3 and tedious omputations lead to
Var(ζ(1)n (x)) = a





g2pn(x) p−α(x)−2n (1 + o(1)). (11)Now, fousing on the third moment, Hölder's inequality yields















1 (x)|3.The next step onsists in applying Lemma 4 to eah term of the right-hand side of thisinequality. To this end, let us onsider the funtions
H
(1)
n, 0(u) = −1,
H
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,and note that there exist two sequenes of measurable funtions (χn, 1) and (χn, 2) uniformlyonvergent to 0 on [0, 1] suh that
max
u∈B
∣∣∣a(1)n, 0(x) + a
(1)
n, 1(x) g(x − hnu) y
∣∣∣ ≤ |H(1)n, 0(y)|(1 − y) +





∣∣∣a(1)n, 2(x) + a
(1)




|H(1)n, 2(y)|(1 − y) +
|H(1)n, 3(y)|+ χn, 2(y)
pn
]
.Sine gapn(x)µpn+1(x)/µ(a+1)pn+1(x) → (a + 1)α(x) as n → ∞, the funtions H(1)n, j , j ∈
{0, 1, 2, 3} are bounded on [0, 1], uniformly in n, and thus Lemma 4 entails that






































with lear denitions of the sequenes a(j)n, i(x), i = 0, 1, j = 2, 3. Applying Lemma 4 with
H
(2)
n, 0(u) = −1,
H
(2)
n, 1(u) = α(x)u,
H
(3)











a+ 1yields E|S(j)n, 1(x)|3 = O(n−3 g3pn(x) p−α(x)−3n h−2dn ), j = 2, 3. Lyapounov's entral limit the-orem then gives the onvergene. Theorem 2 is therefore established.From the expansion̂






+ [Gn(x)− g(x)],the asymptoti normality of ĝn(x) entered on the true funtion g(x) is readily obtained:Theorem 3. Suppose (P ), (K) and (A2 − A4) hold. Let x ∈ Ω suh that f(x) > 0. If
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−1/(d+ηgα(x)) and pn(x) = εd+ηgn nηg/(d+ηgα(x))an be hosen to hek the assumptions of Theorem 3, where (εn) is an arbitrary sequeneof positive real numbers tending to 0 suh that n−δεn → 0 for all δ > 0. With suh hoies,the rate of onvergene vn(x) of the estimator is then nηg/(d+ηgα(x)) up to a εn term. Inthe uniform ase (that is, when α is onstant equal to 1), the rate of onvergene of theestimator is then nηg/(d+ηg), up to the fator εn, whih is also the rate of onvergene forthe Parzen estimator studied in Girard and Jaob (2008), Theorem 2. Let us note that thisrate of onvergene has been shown to be minimax by Härdle et al. (1995) for a partiularlass of densities with a L1 risk. Clearly, the rate of onvergene is a dereasing funtion ofthe dimension d of the ovariate X . This is often referred to as the urse of dimensionalityeet for nonparametri estimators. This problem may be overome using semi-parametridimension redution tehniques, see for instane Härdle and Stoker (1989).The asymptoti variane of the estimator also involves the multipliative fator V (α(x), a).The hoie of an optimal value for a by minimization of V (α(x), a) is a diult task sine10
it depends on the unknown value of α(x). One an observe on Figure 1 that, for α(x) ≤ 2,
V (α(x), ·) is a dereasing funtion and thus large values of a should be preferred.However, both statements above require a preise knowledge of the funtion x 7→ α(x), whihis often unrealisti. In view of these remarks, it may be of interest to estimate α(x). From (3),the following estimator is onsidered:







,and its weak onsisteny is established under the same assumptions as in Theorem 3.Proposition 4. Under the assumptions of Theorem 3, α̂n(x) = α(x) + OP(pn/vn(x)).Proof. Dene


















































n (x) = OP(1),from (21) and sine un, a(x) ζ(2)n (x) is asymptotially Gaussian (see (8b)). As a preliminaryonlusion, we have
vn(x)
pn
(α̂n(x)− αn(x)) = OP(1).Turning to the bias term, (7) and Proposition 3 yield












Khn(x −Xi).Sine Parzen (1962), it is well-known that f̂n(x) P−→ f(x) when nhdn → ∞. By plugging
α̂n(x) and f̂n(x) in the asymptoti variane of Theorem 3, lassial arguments thus yield:11






















) if x ∈ [0, 1/3] ,
1 + exp (−5/12) if x ∈ ]1/3, 2/3] ,
1 + 5 exp (−5/12)− 6 exp (−5/12)x if x ∈ ]2/3, 5/6] ,






















− 2x(1 − x).Note that g1 is ontinuous but not dierentiable at x = 1/3, x = 2/3 and x = 5/6 while g2and g3 are innitely dierentiable.In the parametri setting (P ), two dierent models for the funtion α(x) are onsidered: aonstant funtion α1(x) = 1.25 and α2(x) = 1.25 + 0.5| cos(2πx)|.In the nonparametri setting (NP ), the simulated model is given by




1l[−1, 1](x)with assoiated bandwidth h(m)n = 2σ̂(X)/n1/(1+α∞) and p(m)n = n1/(1+α∞)/√log(n), where
n = 500 is the sample size, σ̂(X) is the empirial standard deviation of X and α∞ =
maxΩ α < ∞ sine α is ontinuous and Ω is a ompat subset of R. These sequenes arehosen to hek the hypotheses of Theorem 1. Note that the multipliative onstant σ̂(X) hasbeen suggested by Girard and Jaob (2008), whereas the onstant 2 was empirially hosen.12
An alternative approah would be the seletion of the bandwidth by ross-validation. Härdleand Marron (1985) have shown that this method is asymptotially optimal for the regressionfuntion estimation. Establishing a similar result for the estimation of onditional momentsof high order is an open problem. In the ase d = 2, we limit ourselves to a unique model









n/ log(n) if d = 1, and h(gj)n = 4√σ̂(X1) σ̂(X2)/n1/3 and p(gj)n = n1/3/√log(n)when d = 2. The L1−errors assoiated to eah estimator are omputed on 500 repliationsof the initial sample of size n and the minimum, maximum and mean L1−errors are reportedin Table 1. Note that for the moment estimator, these results were obtained with a = 15,the onstant a having been hosen after intensive simulations.It appears that, in all the onsidered situations, our moment estimator yields better resultsthan both the estimators of Girard and Jaob (2008) and Geroy (1964). For a xed frontier,all the estimators perform better on the situation α(x) = α1(x) than on the situation α(x) =
α2(x). This behavior is a onsequene of α2(x) > α1(x): as α(x) inreases, the simulatedpoints tend to move away from the frontier g(x). This phenomenon is illustrated in the ase
d = 1 on Figures 2 and 3. On eah of the upper panels the best situation is represented,i.e. the repliation that yields the smallest L1−error for ĝn in Table 1. Similarly, the worstsituation is depited on the lower panels, i.e. the repliation that yields the largest L1−errorfor ĝn in Table 1. In all ases, ĝn is superimposed to the frontier g. Finally, we show onFigure 4 some 95% pointwise ondene intervals obtained thanks to Corollary 1 for thefrontier g1 with α(x) = α2(x) and a parameter a = 3, in both the best situation (top panel)and the worst situation (bottom panel). These intervals are globally satisfatory.When d = 2, satter plots (g(Xi), ĝ(Xi)), i = 1, . . . , n are represented on Figure 5, ĝ beingeither our moment estimator or Girard and Jaob's estimator. The best and worst situationsare depited for these two estimators. It appears that the points assoiated to the moment13
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s, 1:133142.Appendix A: Auxiliary resultsFirst, some results on the moments µpn(x) and m1, pn(x) are provided, see (4) for a denition.Lemma 1. Suppose that (NP ), (K) and (A1 −A3) hold. Let x ∈ Ω suh that f(x) > 0. If
pn h
ηg
n → 0, theni) µpn(x) = f(x) gpn(x)m1, pn(x)(1 + o(1)).ii) m1, pn(x) = m1, pn+1(x)(1 + o(1)).The next result of this setion is tehnial: it provides preise expansions of the smoothedmoment E(Y pn Kqhn(X − x)) when pn → ∞, hn → 0 and for all q ≥ 1. It will be useful forthe proof of our next lemmas and of Theorem 2.Lemma 2. Suppose (P ), (K) and (A2 − A4) hold. For all q ≥ 1, u ∈ B, n ∈ N \ {0} and
x ∈ Ω suh that f(x) > 0, let
Ln(pn, x, u) =
f(x− hnu) Γ(α(x − hnu) + 1)








Λn(q, pn, x) = h
d(q−1)
n
E(Y pn Kqhn(X − x))
f(x) gpn(x)
.16
If pn hηgn → 0, theni) Ln(pn, x, u) → 1 as n → ∞ uniformly in u ∈ B.ii) For all q ≥ 1,
Λn(q, pn, x)































.iii) Moreover, there exist δ1, δ2 ∈ R suh that for all q ≥ 1,
Λn(q, pn, x)

































































× un, a(x)(1 + o(1))where νp(x) = µ̂p(x) − µp(x),















ν(a+1)pn+1(x)and un, a(x) = 1








.Finally, the following result provides an asymptoti bound of the third-order moments ap-pearing in the proofs.Lemma 4. Suppose (P ), (K), (A2−A4) are satised and pn hηgn → 0 as n → ∞. Let k ∈ N,
(bn, j)n∈N\{0}, 0≤j≤k ∈ R and x ∈ Rd suh that there exist m ∈ N and sequenes of measurable17
funtions (Hn, j), 0 ≤ j ≤ m, uniformly bounded on [0, 1] with







































































































































1− εfor all ε > 0, one has Ipn(x)/Ipn+1(x) → 1 as n → ∞. Hene, m1, pn(x)/m1, pn+1(x) → 1 as
n → ∞, whih ompletes the proof of ii).Proof of Lemma 2. i) Let us introdue
Qn(x, u) =
f(x− hnu) Γ(α(x− hnu) + 1)
f(x) Γ(α(x) + 1)
.Sine f and α are ontinuous at x and Γ is ontinuous on (0, ∞), one has Qn(x, u) → 1 as
n → ∞, uniformly in u ∈ B. Moreover, sine hηgn pn → 0, we have
sup
u∈B
log(pn) |∆αn(x, u)| ≤ εα hηαn | log pn| = εα
[
hηgn pn




−→ 0.It was already proved that supu∈B pn |∆gn(x, u)| → 0 as n → ∞, see (15). As a onlusion,
Ln(pn, x, u) → 1 as n → ∞, uniformly in u ∈ B.ii) By denition of the Beta funtion,
Λn(q, pn, x)





Γ(pn + 1 + α(x))
Γ(pn + 1 + α(x− hnu))
gpn(x− hnu)
gpn(x)












e2πt − 1 dt(see Formula 6.1.50 p. 258 in Abramovitz and Stegun, 1965). Using the mean value theorem,simple alulations then yield
Γ(pn + 1 + α(x))
Γ(pn + 1 + α(x − hnu))











































) (20)uniformly in u ∈ B. Replaing (19) and (20) in (18) gives the rst desired expansion.iii) Now, aording to Triomi and Erdélyi (1951), for all κ and ι, there exist two real numbers
















.Consequently, setting δ1 = δ1(1, α(x) + 1) and δ2 = δ2(1, α(x) + 1), we have






























)yields iii).Proof of Lemma 3. Let us rst remark that, from Lemma 2i) and iii) with q = 1,
µpn+1(x) = f(x) Γ(α(x) + 1) g


























= ((a+ 1)pn + 1)
µ̂(a+1)pn(x)µ(a+1)pn+1(x)− µ(a+1)pn(x) µ̂(a+1)pn+1(x)
µ̂(a+1)pn+1(x)µ(a+1)pn+1(x)
− (pn + 1)
µ̂pn(x)µpn+1(x) − µpn(x) µ̂pn+1(x)
µ̂pn+1(x)µpn+1(x)
=: D(1)n (x)−D(2)n (x)with
D(1)n (x) :=





































·D(2)n (x) = −
µpn+1(x)
µ̂pn+1(x)
































3 ∣∣∣X = x− hnu

 K3(u) f(x− hnu) du.Now, given {X = x− hnu}, we have Wn(x, u) := Y
g(x− hnu)
≤ 1. Setting

















= g3pn(x − hnu)
∣∣∣∣∣∣














W 3pnn (x, u)(1 −Wn(x, u))3(m−j).It is therefore suient to prove that, for all j ∈ {0, . . . , m}, uniformly in u ∈ B,
E(W 3pnn (x, u)(1−Wn(x, u))3(m−j) |X = x− hnu) = O(p−α(x)−(3m−3j)n ).Beause for all λ, µ ≥ 0, the funtion





1l{y≤Wn(x, u)(ω)}is Lebesgue⊗ P(· |X = x− hnu)−integrable, Fubini's theorem gives








F 1(y|x−hnu) dysine, given {X = x − hnu}, Wn(x, u) has survival funtion F 1(·|x − hnu). To onlude,notie that if (sn) is a real sequene tending to innity suh that sn hηgn → 0 as n → ∞ and
ℓ ≥ 0, we obtain following (19) and Triomi and Erdélyi (1951)
∫ 1
0
ysn(1 − y)ℓ+α(x−hnu) dy = B(sn + 1, ℓ+ α(x− hnu) + 1) = O(s−α(x)−ℓ−1n )21
uniformly in u ∈ B. Sine F 1(y|x − hnu) = (1 − y)α(x−hnu), some quik omputations thenshow that
E(W 3pnn (x, u)(1−Wn(x, u))3(m−j) |X = x− hnu) = O(p−α(x)−(3m−3j)n )uniformly in u ∈ B, whih ends the proof of Lemma 4.
22
Situation Moment estimator Girard-Jaob estimator Geroy estimatorCase d = 1, model (P )
α(x) = α1Frontier g1 0.082 [0.051, 0.117] 0.089 [0.052, 0.135] 0.107 [0.058, 0.168]Frontier g2 0.045 [0.032, 0.070] 0.047 [0.031, 0.078] 0.050 [0.029, 0.089]
α(x) = α2(x)Frontier g1 0.109 [0.073, 0.179] 0.162 [0.093, 0.241] 0.169 [0.087, 0.248]Frontier g2 0.064 [0.042, 0.088] 0.067 [0.037, 0.099] 0.072 [0.041, 0.115]Case d = 1, model (13)
c = 7/8 0.055 [0.032, 0.101] 0.108 [0.070, 0.157] 0.107 [0.067, 0.174]
c = 5/8 0.058 [0.032, 0.101] 0.116 [0.076, 0.161] 0.112 [0.069, 0.154]
c = 3/8 0.063 [0.030, 0.111] 0.127 [0.083, 0.171] 0.122 [0.062, 0.177]
c = 1/8 0.070 [0.037, 0.136] 0.137 [0.086, 0.190] 0.131 [0.085, 0.194]Case d = 2, model (P ) 0.036 [0.024, 0.058] 0.146 [0.105, 0.195] 0.176 [0.124, 0.213]Table 1: Mean L1− errors and [minimum, maximum℄ L1−errors assoiated to the estimatorsin the dierent situations.







Figure 1: Graphs of the funtions a 7→ V (α, a). Solid line α = 1.25, dashed line α = 1.75,dashed-dotted line α = 2, dotted line α = 2.25.23


















Figure 2: Case d = 1 and α(x) = α1: the frontier g1 (solid line) and its moment estimate ĝn(dotted line) with a = 15. Top: best situation, bottom: worst situation.24


















Figure 3: Case d = 1 and α(x) = α2(x): the frontier g1 (solid line) and its moment estimate
ĝn (dotted line) with a = 15. Top: best situation, bottom: worst situation.25
















Figure 4: Case d = 1 and α(x) = α2(x): the frontier g1 (solid line), its moment estimate
ĝn (dotted line) with a = 3, and 95% pointwise ondene intervals for g1 obtained viaCorollary 1 (dashed-dotted lines). Top: best situation, bottom: worst situation.26














Figure 5: Case d = 2: pairs (g(Xi), ĝ(Xi)), i = 1, . . . , n assoiated to Girard-Jaob estimator(+) and to the moment estimator (⋄) with a = 15. The solid line has equation y = x. Top:best situation, bottom: worst situation. 27
