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Abstract
We investigate the measures of frequency bands of scaling functions and wavelets, and solve an open
problem. Furthermore, we give conditions for which the measures of frequency bands of scaling functions
are less than 83 and the measures of frequency bands of wavelets are less than 4. We also discuss the
densities around the origin and the diameters of frequency bands of scaling functions and wavelets, and
show that there are essential differences between the single and multidimensional cases.
© 2007 Elsevier Inc. All rights reserved.
1. Introduction
LetE be a set inR. Denote the interior domain and the boundary ofE byEo and E, respectively.
Let
E = {;  ∈ E},  ∈ R, E + 2 = { + 2;  ∈ E},  ∈ Z,
E + 2Z =
⋃
∈Z
(E + 2).
Denote the characteristic function of E by XE and the Lebesgue measure of E by |E|. For conve-
nience, we always assume |E| = 0.
Deﬁne the density D(E) of E around the origin and the diameter DiamE of E as follows.
D(E) := lim
r→0
∣∣E⋂[−r, r]∣∣
2r
, DiamE := sup{|x − y|; x, y ∈ E}.
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Let f ∈ L2(R). Denote the Fourier transform of f by f̂ : f̂ () = ∫∞−∞ f (t)e−it dt . Deﬁne the
frequency band of f as supp f̂ := clos{ ∈ R, f̂ () = 0}. If the frequency band of f is bounded,
then we say that f is band-limited. Let  ∈ L2(R) be such that {2 j2(2j · −n), j, n ∈ Z} forms
an orthonormal basis for L2(R). Then we call  a (orthogonal) wavelet. In order to construct
wavelets, Mallat [10] introduced the notion of a multiresolution analysis (MRA) as follows. “Let
{Vj }j∈Z be a sequence of closed subspaces of L2(R) satisfying
(a) Vj ⊂ Vj+1, j ∈ Z,
(b) ⋃j∈Z Vj = L2(R),
(c) ⋂j∈Z Vj = {0},
(d) f ∈ Vj if and only if f (2·) ∈ Vj+1, j ∈ Z.
(e) There exists a  ∈ V0 such that {(· − n), n ∈ Z} is an orthonormal basis of V0.
Then {Vj }j∈Z is said to be a MRA with the corresponding scaling function .” It is well known
that the scaling function  satisﬁes ̂(2) = H()̂(),  ∈ R, where H ∈ L22, and the
corresponding wavelet  satisﬁes ̂() = ei 2 H(2 + )̂(2 ),  ∈ R. For convenience, the
notation “a.e.” often be omitted.
Our discussion is based on the above notion of the MRA and their associated scaling function
and wavelets. The purpose of this paper is to investigate the measures, the densities around the
origin, and the diameters of frequency bands of scaling functions and wavelets.
For Shannon scaling function S [5], |supp ̂S| = 2 and for Meyer scaling function M [5],
|supp ̂M| = 83 . In general, it is well known that if  is a scaling function, then |supp ̂|2.
Chen et al. [4] showed that if  is a scaling function with supp ̂ = [a, b], then |supp ̂| 83 , and
proposed an open problem: “If is a band-limited scaling function, can we show |supp ̂| 83 ?”
Brandolini et al. [3] showed that if  is a wavelet with |supp ̂| = 2, then D(supp ̂ ) = 0.
For a wavelet  with supp ̂ = G ⊂ [− 83 , 83 ], Hernandez et al. [6] showed that ̂() = 0
for  ∈ [− 23 , 23 ], and hence |G|4. For each n ∈ Z+, Behera [1] constructed a non-MRA
wavelet n with supp ̂n = Bn such that |Bn| = 2 and limn→∞ DiamBn = ∞.
The main results of this paper are as follows.
First, we construct a band-limited scaling function  such that |supp ̂| > 83 , and give a
negative answer to the open problem proposed in [4].
Letbe a scaling functionwithM = supp ̂ and the correspondingwaveletwithG = supp ̂.
We prove in Theorem 3.1 of Section 3 and Theorem 5.2(i) of Section 5 that if DiamM4 and
M
⋂
(M2 ) = ∅, then |M| 83 and |G|4.
Next, denote the frequency band of the scaling function by M. We show in Theorem 4.1(i)
and Theorem 4.2(i) of Section 4 that the density of M around the origin is 1 and this result can
be generalized to the higher-dimensional case. On the frequency bands of scaling functions, we
ﬁnd that there are the essential differences between the single and multidimensional cases. In the
one-dimensional case, it is shown in Theorem 4.1(ii) of Section 4 that if the frequency band M
is a union of ﬁnitely many closed intervals, then 0 ∈ Mo, however, in the higher-dimensional
case, then the similar result fails to hold. On the other hand, in the one-dimensional case, for a
scaling function  with M = [a, b], DiamM 83 [4], however, in the higher-dimensional case,
it is proved in Theorem 4.5 of Section 4 that for any d2 and L > 0, there is a scaling function
 ∈ L2(Rd) whose the frequency band M is a connected closed set and DiamM > L.
Finally, in Section 5, we show that for any wavelet  with supp ̂ = G, we have 0 /∈ Go. This
result can be generalized to the higher-dimensional case. We also give discussions regarding the
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densities around the origin and the diameters of the whole frequency bands of the multiwavelets,
and illustrate the differences between the single and multidimensional cases.
2. A counterexample
Chen et al. [4] proposed an open problem: “If  is a band-limited scaling function, can we
show |supp ̂| 83 ?” In this section, we construct a band-limited scaling function  ∈ L2(R)
such that |supp ̂| > 83 , thus solving the open problem proposed in [4]. Let
M := A
⋃
B
⋃
C where A = [−, ], B =
[
10
7
,
12
7
]
, C =
[
3,
24
7
]
. (2.1)
Clearly, |M| = 197 > 83 . Let 0 < a < 1. Deﬁne a function  ∈ L2(R) with supp ̂ = M
satisfying
̂() =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
0,  /∈ M,
a,  ∈
[
−,−2
7
]
,
1,  ∈ A
∖[
−,−2
7
]
, (Fig. 1).
√
1 − a2,  ∈ B⋃C.
(2.2)
Now we prove that  is a scaling function. We divide A into the three subintervals:
A =
[
−,−4
7
)⋃[
−4
7
,−2
7
]⋃(
−2
7
, 
]
=: I1 + I2 + I3. (2.3)
First, we check by (2.2) that for  ∈ R,∑
∈Z
|̂( + 2)|2 = 1 a.e. (2.4)
For  ∈ I1, we have ̂() = a, ̂( + 4) =
√
1 − a2 and ̂( + 2) = 0,  ∈ Z\{0, 2},
so (2.4) holds.
For  ∈ I2, we have ̂() = a, ̂( + 2) =
√
1 − a2 and ̂( + 2) = 0,  ∈ Z\{0, 1},
so (2.4) holds.
For  ∈ I3, we have ̂() = 1 and ̂( + 2) = 0,  ∈ Z\{0}, so (2.4) holds.
By (2.3), we know that (2.4) holds for [−, ]. Since ∑∈Z |̂( + 2)|2 is a 2-periodic
function, we conclude that for  ∈ R, (2.4) holds.
By (2.1), we have
M
2
⋂
[−, ] =
[
−
2
,

2
]⋃[5
7
,
6
7
]
. (2.5)
Let
H 0() =
⎧⎪⎪⎨
⎪⎪⎩
̂(2)
̂()
,  ∈ M
2
⋂[−, ),
0,  ∈ [−, )
∖
M
2
(2.6)
and H be the 2-periodic extension of the function H 0.
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Fig. 2. The function H 0().
From (2.5) and (2.2), we see that (2.6) can be rewritten in the form
H 0() =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1,  ∈
[
−
2
,−2
7
)⋃[−
7
,

2
)
,
a,  ∈
[
−2
7
,−
7
)
,
√
1 − a2,  ∈
[
5
7
,
6
7
)
, (Fig. 2).
0,  ∈
[
−,−
2
)⋃[
2
,
5
7
)⋃[6
7
, 
)
.
(2.7)
Now we prove that for  ∈ R,
̂(2) = H()̂() a.e. (2.8)
For  ∈ M2
⋂[−, ], by (2.6), clearly, (2.8) holds. Since supp ̂ = M and (2.6), for  ∈
[−, ]\M2 , we have ̂(2) = 0 and H() = 0. So (2.8) holds on [−, ]\M2 , further, (2.8)
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holds on [−, ]. For  /∈ M , since supp ̂ = M and M2 ⊂ M , we have ̂() = ̂(2) = 0, so(2.8) holds on R\M .
Below we prove that for  ∈ M\[−, ], (2.8) holds. Observe that
M\[−, ] = B
⋃
C =: B1
⋃
B2
⋃
C, (2.9)
where B1 = [ 107 , 32 ) and B2 = [ 32 , 127 ].
For  ∈ B1, by (2.1), we have 2 /∈ M , and so ̂(2) = 0. By  − 2 ∈ [− 47 ,−2 ) and
(2.7), we have H() = H 0( − 2) = 0. So (2.8) holds.
For  ∈ B2, we have  ∈ B and 2 ∈ C. By (2.2), we get ̂() = ̂(2) =
√
1 − a2. Since
 − 2 ∈ [−2 ,− 27 ], by (2.7), we have H() = H 0( − 2) = 1, so (2.8) holds.
For  ∈ C, we have 2 /∈ M , and so ̂(2) = 0. Since  − 4 ∈ [−,− 47 ], by (2.7), we
have H() = H 0( − 4) = 0. So (2.8) holds. From this and (2.9), we obtain that (2.8) holds
on M\[−, ].
Summarizing the above results, we obtain that for  ∈ R, (2.8) holds.
From (2.4) and (2.8), noticing that ̂ is continuous at the origin and ̂(0) = 1 (see (2.2)), using
a result in [5], we see that  is a band-limited scaling function with |supp ̂| = |M| > 83 . So we
have solved the open problem proposed in [4].
3. Measures of frequency bands of scaling functions
We investigate the conditions for which the measures of frequency bands of scaling functions
are  83.
Theorem 3.1. Let  ∈ L2(R) be a scaling function with supp ̂ = M . If M satisﬁes DiamM <
4 and M
⋂
(M2 ) = ∅, then |M| 83.
In order to prove Theorem 3.1, we need the following lemmas.
Lemma 3.2 (Chen et al. [4], Madych [9], Walter [11]). Let  ∈ L2(R) be a scaling function
with supp ̂ = M . Then
(a) M ⊂ 2M, (b) M + 2Z 	 R, (c)
⋃
j∈Z
(2jM) 	 R,
where E1 	 E2 means |E1\E2| = |E2\E1| = 0.
Lemma 3.3. Let ∈ L2(R) be a band-limited scaling function with supp ̂ = M . If M satisﬁes
(i) M
⋂

(
M
2
)
= ∅, (ii)  + 4 /∈ M for any  ∈ M and  ∈ Z\{0},
then (M2 + 2)
⋂
M 	 ∅,  ∈ Z\{0}.
Proof. Since ̂(2) = 0,  ∈ M2 , by the reﬁnement equation:
̂(2) = H()̂(), a.e.  ∈ R, (3.1)
we obtain that H() = 0, a.e.  ∈ M2 . Since H() is a 2-periodic function, we see that
H() = 0, a.e.  ∈ M2 + 2Z. On the other hand, for a.e.  ∈ M\M2 , we have ̂() = 0 and
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̂(2) = 0. By (3.1), we get H() = 0,  ∈ M\M2 . Therefore, (M\M2 )
⋂
(M2 + 2Z) 	 ∅.
Since we always assume that |M| = 0 (see Section 1), noticing that Mo\M2 and M
o
2 + 2Z are
both open sets, we get(
Mo
∖
M
2
)⋂(Mo
2
+ 2Z
)
= ∅. (3.2)
In fact, since  := (Mo\M2 )
⋂
(M
o
2 + 2Z) is an open set, if  ∈ , then there exists an
	 > 0 such that ( − 	,  + 	) ⊂ , and so || > 0. Again by |M| = 0, it follows that
|(M\M2 )
⋂
(M2 + 2Z)| > 0 (contradiction). Hence (3.2) holds.
Now we prove that
Mo
2
⋂(Mo
2
+ 2
)
= ∅,  ∈ Z\{0}. (3.3)
Suppose on the contrary that statement (3.3) is not true. Then there exists a point x ∈ Mo2 and
0 ∈ Z\{0} such that y := x − 20 ∈ Mo2 . Take two points 1, 2 ∈ (M2 ) such that
|1 − x| = 

(
x, 
(
M
2
))
, |2 − y| = 

(
y, 
(
M
2
))
, (3.4)
where 
(, (M2 )) is the distance from  to (
M
2 ).
By M
⋂
(M2 ) = ∅ and1,2 ∈ (M2 ), we have1,2 /∈ M .Again sinceM is a closed set,
using Lemma 3.2(a), we see that (M2 ) ⊂ M2 ⊂ M . So1,2 ∈ M . From this and1,2 /∈ M ,
we get 1, 2 ∈ Mo. Furthermore,
1, 2 ∈
(

(
M
2
)⋂
Mo
)
. (3.5)
Case 1:Assume that |1 − x| = |2 − y|. Without loss of generality, let |1 − x| < |2 − y|.
Take  > 0 such that
2|0| < |2 − y| − |1 − x|. (3.6)
From 1 ∈ (M2 ) ⊂ M2 , we know that for any  > 0, there exists a point  such that
 /∈ M2 and  ∈ (1 − ,1 + ).
Otherwise, 1 is an interior point of M2 (contradiction). Again, since Mo is an open set, by (3.5),
we can choose a point 3 := 1 + 20	 (|	| < ) such that 3 ∈ Mo and 3 /∈ M2 , i.e.
3 ∈ Mo
∖
M
2
. (3.7)
Take a point 4 := 3 − 20. Again, by 3 = 1 + 20	 and y = x − 20, we get
4 − y = 1 − x + 20	. From this and |	| < , by (3.4) and (3.6), we get
|4 − y| |1 − x| + 2|0| < |2 − y| = 

(
y, 
(
M
2
))
.
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Again, by y ∈ Mo2 , we know that 4 ∈ M
o
2 , i.e. 3 − 20 ∈ M
o
2 . From this and (3.7), we have
3 ∈
((
Mo
∖
M
2
)⋂(Mo
2
+ 20
))
.
This is contrary to (3.2), hence (3.3) is valid for the ﬁrst case.
Case 2: Assume that |1 − x| = |2 − y|. Let ∗ = 1 − 20. By (3.4) and y = x − 20,
we have
|∗ − y| = |1 − x| = |2 − y| = 

(
y, 
(
M
2
))
.
Since y ∈ Mo2 and M2 is a closed set, we see that ∗ ∈ M2 . Noticing that 1 ∈ (M2 ), 0 ∈ Z\{0}
and ∗ = 1 − 20, by the known condition (ii), we get
∗ /∈ 
(
M
2
)
.
Otherwise, 2∗ ∈ M and 2∗ + 40 = 21 ∈ M , this is contrary to the known condition
(ii). So ∗ ∈ Mo2 .
Since Mo is an open set, by (3.5) and ∗ ∈ Mo2 , similar to the proof of (3.7), we conclude that
there is a 	1 (|	1| > 0) such that
∗3 := 1 + 20	1 ∈ Mo
∖
M
2
, ∗4 := ∗ + 20	1 ∈
Mo
2
hold simultaneously. From this and ∗ = 1 − 20, we have ∗3 −∗4 = 20. So ∗3 − 20 =
∗4 ∈ M
o
2 , further,
∗3 ∈
((
Mo
∖
M
2
)⋂(Mo
2
+ 20
))
,
this is also contrary to (3.2).
Summarizing the above two cases, we get (3.3). Since |M| = 0, by (3.2) and (3.3), we have(
M
2
+ 2
)⋂((
M
∖
M
2
)⋃ M
2
)
	 ∅,  ∈ Z\{0}.
Again by M2 ⊂ M , we get the desired result. 
Lemma 3.3 also plays an important role in the proof of Theorem 5.2.
Corollary 3.4. Under the conditions of Theorem 3.1, we have (M2 + 2)
⋂
M 	 ∅,  ∈ Z\{0}.
Proof. Since the condition DiamM < 4 implies the condition (ii) in Lemma 3.3, we get this
corollary.
Proof of Theorem 3.1. We deﬁne the following three sets:
A = { ∈ R :  ∈ M,  ± 2 /∈ M}, B = { ∈ R : ,  + 2 ∈ M},
C = { ∈ R : ,  − 2 ∈ M}. (3.8)
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From this and DiamM < 4, we have
M = A
⋃
B
⋃
C (a disjoint union), C = B + 2, |M| = |A| + 2|B|. (3.9)
For a.e. ∗ ∈ M2 . By Lemma 3.2(a) and Corollary 3.4, we have ∗ ∈ M and ∗ ± 2 /∈ M .
Hence, we have ∗ ∈ A. Furthermore, |A| 12 |M|. By (3.9), we get
|B| |M|
4
. (3.10)
By Lemma 3.2(b) and (3.9), we have
R 	 M + 2Z =
(
A
⋃
B
⋃
C
)
+ 2Z = (A + 2Z)
⋃
(B + 2Z). (3.11)
SinceDiamM < 4, we haveM ⊂ [, +4). By (3.8), we haveA,B ⊂ M andB+2 ⊂ M . So
A ⊂ [,  + 4), B ⊂ [,  + 2). (3.12)
From this and (3.11), we get
[,  + 2) = [,  + 2)
⋂(
(A + 2Z)
⋃
(B + 2Z)
)
=
(
[,  + 2)
⋂
A
)⋃(
[,  + 2)
⋂
(A − 2)
)⋃
(
[,  + 2)
⋂
B
)
. (3.13)
Let A1 = [,  + 2)⋂A and A2 = [ + 2,  + 4)⋂A. By (3.12), we have
[,  + 2)
⋂
(A − 2) = A2 − 2, [,  + 2)
⋂
B = B.
Finally, by (3.13),
[,  + 2) = A1
⋃
(A2 − 2)
⋃
B. (3.14)
Clearly, (A1
⋂
B) ⊂ (A⋂B) = ∅. By the deﬁnition of the set A, we know that (A −
2)
⋂
M = ∅. So(
A1
⋂
(A2 − 2)
)
⊂
(
M
⋂
(A − 2)
)
= ∅,(
(A2 − 2)
⋂
B
)
⊂
(
(A − 2)
⋂
M
)
= ∅.
So A1, A2 − 2, and B are pairwise disjoint. From this and (3.14), we get
2 = |A1| + |A2 − 2| + |B| = |A1| + |A2| + |B|. (3.15)
SinceA1
⋃
A2 = [, +4)⋂A = A andA1⋂A2 = ∅, we have |A1|+|A2| = |A|. By (3.15),
|A| + |B| = 2. Again, by (3.9) and (3.10), we get
|M| = 2 + |B|2 + |M|
4
,
and so M 83. 
The result of Theorem 3.1 is sharp because Meyer’s scaling function M satisﬁes |supp
̂M| = 83 .
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4. Densities and diameters of frequency bands of scaling functions
First, we consider the one-dimensional case.
Theorem 4.1. Let  ∈ L2(R) be a scaling function with supp ̂ = M . Then
(i) 0 ∈ M(0 ∈ Mo or 0 ∈ M) and the density of M around the origin
D(M) = lim
r→0
∣∣M⋂[−r, r]∣∣
2r
= 1. (4.1)
However, there is no  > 0 such that for any scaling function  ∈ L2(R) with supp ̂ = M ,∣∣∣M⋂[−r, r]∣∣∣ = 2r(1 + o(r)) as r → 0.
(ii) If M is a disjoint union of ﬁnitely many closed intervals, we have 0 ∈ Mo.
Proof. By Lemma 3.2(a), we have 2−lM ⊂ M, l ∈ Z+, so the origin is a limit point of M.
Noticing that M is a closed set, we have 0 ∈ M . By Lemma 3.2(a), (c), we conclude that for
r > 0, n ∈ Z,
2nM ⊂ 2n+1M,
⎛
⎝ ∞⋃
j=−∞
2jM
⎞
⎠⋂[−r, r] 	 [−r, r],
and so limn→∞ | (2nM)⋂[−r, r]| = |(⋃∞j=−∞ 2jM)⋂[−r, r] | = 2r . From this, we have
lim
n→∞ K(n, r) = limn→∞
∣∣(2nM)⋂[−r, r]∣∣
2r
= 1 where
K(n, r) =
∣∣M⋂[−2−nr, 2−nr]∣∣
2−n2r
. (4.2)
For  > 0, take L ∈ Z+ such that
[1, 2] ⊂
L⋃
k=0
Ik, where Ik, = [1 + k, 1 + (k + 1)). (4.3)
For each k (k = 0, . . . , L),
(1 − )K(n, 1 + k) < K(n, r) < (1 + )K(n, 1 + (k + 1)), r ∈ Ik,.
By (4.2), we know that there exists a Nk ∈ Z+ such that for n > Nk ,
(1 − ε)K(n, 1 + kε) > 1 − 2ε, (1 + ε)K(n, 1 + (k + 1)ε) < 1 + 2ε.
So, for n > Nk ,
1 − 2ε < K(n, r) < 1 + 2ε, r ∈ Ik,ε.
Let N = max{N1, . . . , NL}. By (4.3), we know that for n > N , we have
1 − 2 < K(n, r) < 1 + 2, r ∈ [1, 2].
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So, for n > N , we have (1 − 2ε)2−n 2r |M⋂[−2nr, 2nr]|(1 + 2ε)2−n2r, r ∈ [1, 2], i.e.
2(1 − 2ε)r
∣∣∣M⋂[−r, r]∣∣∣ 2(1 + 2ε)r, r ∈ 2−n[1, 2].
From this and
⋃
n>N (2−n[1, 2]) = (0, 2−N ], we get
1 − 2 <
∣∣M⋂(−r, r)∣∣
2r
< 1 + 2, r ∈ (0, 2−N ].
So (4.1) holds.
For  > 0, Brandolini et al. [3] constructed a scaling function h satisfying ĥ = XM∗ , whereXM∗ is the characteristic function of M∗ which is deﬁned as follows:
M∗ = M˜
⋃
(−M˜) and M˜ =
∞⋃
j=1
([
2c()j ,

2j−1
]⋃[
2 − 2c()j , 2 −

2j
])
,
where c()j = 2j+1 (1 + 13(2j ) ). Clearly, 0 ∈ M∗ .
For any n ∈ Z+, 2n 2c()n < 2n−1 . Let 2c
()
n < r <

2n−1 . Then
M˜
⋂
[0, r] =
⎛
⎝ ∞⋃
j=n+1
[
2c()j ,

2j−1
]⎞⎠⋃[2c()n , r].
From this and 2−n r2 , we have∣∣∣M˜⋂[0, r]∣∣∣ r − (2)−1−r1+.
This implies that for any n ∈ Z+ and 2c()n r 2n−1 ,
1 −
∣∣M∗ ⋂[−r, r]∣∣
2r
(2)−1−r, (4.4)
i.e. (4.4) holds for r ∈⋃∞n=1 [c()n , 2n−1 ] =: Q. Since = 0 is a limit point of the set Q, we know
that as r → 0,
1 −
∣∣M∗ ⋂[−r, r]∣∣
2r
= o(r)
does not hold, i.e. the formula |M∗
⋂[−r, r]| = 2r(1 + o(r)) does not hold as r → 0. So we
get (i).
Now we prove (ii). Let M be a disjoint union of ﬁnitely many closed intervals. Denote
M :=
J⋃
n=1
[an, bn] and a1 < b1 < a2 · · · < bJ .
Suppose on contrary that the statement (ii) is not true. Then 0 /∈ Mo. However, by (i), we have
0 ∈ M , and so 0 ∈ M . Without loss of generality, we assume bl = 0. First, we show that
there exists a closed interval [ak, bk] in M such that [ak, bk] ⊂ (0,∞). Otherwise, we have
M ⊂ (−∞, 0]. Hence⋃j∈Z 2jM ⊂ (−∞, 0], this is contrary to Lemma 3.2(c).
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Since bl = 0, we have 0 < al+1ak , and so M⋂(0, al+1) = ∅. Take a j0 ∈ Z+ such
that 2−j0 [ak, bk] ⊂ (0, al+1). Since [ak, bk] ⊂ M , by Lemma 3.2(a), we have 2−j0 [ak, bk] ⊂
2−j0M ⊂ M . Hence
2−j0 [ak, bk] ⊂
(
M
⋂
(0, al+1)
)
,
this is contrary to M
⋂
(0, al+1) = ∅. We get (ii). 
In the higher-dimensional case, for E ⊂ Rd , deﬁne the density Dd(E) of E around the origin
and the diameter DiamdE of E as follows:
Dd(E) := lim
r→0
∣∣E⋂[−r, r]d ∣∣
(2r)d
and Diamd E := sup{|x − y|; x, y ∈ E}.
Theorem 4.2. Let d2.
(i) If  is a scaling function of L2(Rd) with supp ̂ = M , then 0 ∈ M (0 ∈ Mo or 0 ∈ M) and
the density of M around the origin
Dd(M) = lim
r→0
∣∣M⋂[−r, r]d ∣∣
(2r)d
= 1.
However, there is no  > 0 such that for any scaling function  ∈ L2(Rd) with supp ̂ = M ,∣∣∣M⋂[−r, r]d ∣∣∣ = (2r)d(1 + o(r)) as r → 0.
(ii) There exists a scaling function  ∈ L2(Rd) such that M = supp ̂ is a closed domain and
0 ∈ M .
We need the following lemma.
Lemma 4.3 (Madych [9]). Let M be a bounded closed set in Rd and  ∈ L2(Rd) be such that
̂ = XM, where XM is the characteristic function of M. If
(a) M ⊂ 2M, (b) M + 2Zd 	 Rd , (c)
⋃
j∈Z
(2jM) 	 Rd ,
(d) (M + 2)
⋂
M 	 ∅,  ∈ Zd\{0},
then  is a scaling function.
Proof of Theorem 4.2. First we prove (ii). Let  = (1, . . . ,d) ∈ Rd and d−1 =√
21 + · · · + 2d−1. For any  > 0, take two sets of Rd :
S := { ∈ Rd : (1, . . . ,d−1) ∈ [0, ]d−1, 0d min{, (d−1)1+}},
M = clos
{
(S − 2ed)
⋃
([−, ]d\S)
}
where ed = (0, . . . , 0, 1) ∈ Rd . (4.5)
Clearly, M is a closed domain and 0 ∈ M (Fig. 3).
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Fig. 3. The set M ( = 1) for d = 2 and 3.
Deﬁne  as ̂ = XM . Below we prove that  is a scaling function. For this purpose, we
only need to check that M satisﬁes the conditions of Lemma 4.3.
(a) The dilation operator D2 :  → 2 maps M onto 2M. By (4.5),
M2 = clos
{
(2S − 4ed)
⋃
([−2, 2]d\2S)
}
. (4.6)
Specially, D2 :  → 2 maps the hypersurface d = (d−1)1+ onto the hypersurface d =
2−(d−1)1+. So [0, ]d\S ⊂ [0, 2]d\2S. From this, we get
[−, ]d\S = ([−, ]d\[0, ]d)
⋃
([0, ]d\S)
⊂ ([−2, 2]d\[0, 2]d)
⋃
([0, 2]d\2S) = [−2, 2]d\2S. (4.7)
On the other hand, since S ⊂ [0, ]d , we have
S − 2ed ⊂ ([−2, 2]d\[0, 2]d).
So S − 2ed ⊂ ([−2, 2]d\2S). From this and (4.5), (4.7), we get M ⊂ [−2, 2]d\2S.
Again, by (4.6), we get M ⊂ 2M.
(b) By (4.5), we have
M + 2Zd 	 (S − 2ed + 2Zd)
⋃
(([−, ]d + 2Zd)\(S + 2Zd))
= (S + 2Zd)
⋃
(Rd\(S + 2Zd)) = Rd .
(c) In order to prove that ⋃j∈Z 2jM 	 Rd , we only need to prove that for any ∗ =
(∗1, . . . ,∗d), there exists a r > 0 such that ∗ ∈ M, 0r .
If some component of ∗ satisﬁes ∗0, or if ∗ satisﬁes ∗1 > 0, . . . ,∗d > 0 and
∗d(d−1)1+, then
∗ ∈ M, 0 |∗|−1 where |∗| =
√
(∗1)2 + · · · + (∗d)2.
If ∗ satisﬁes that ∗1 > 0, . . . ,∗d > 0 and ∗d < (d−1)1+, then, since the hyperplane
d = 0 is the tangent hyperplane of the hypersurface d = (d−1)1+ at the origin, the half line
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L :  = ∗, 0 < ∞ and M intersect at the two points 0 and ˜. Denote ˜ = ˜∗. Then
∗ ⊂ M, 0 ˜. So
⋃
j∈Z 2jM 	 Rd .
(d) Clearly, we have (M + 2)
⋂
M 	 ∅,  ∈ Zd\{0}.
Therefore,  ∈ L2(Rd) is a scaling function with supp ̂ = M. Again, by 0 ∈ M.
We get (ii).
Next, we prove (i). Using the higher-dimensional version of Lemma 3.2, similar to the proof
of Theorem 4.1(i), we can conclude that 0 ∈ M and Dd(M) = 1.
Let  and M be stated as above. For enough small r > 0, we have∣∣∣M⋂[−r, r]d ∣∣∣ = (2r)d − ∣∣∣S⋂[0, r]d ∣∣∣ ,
where∣∣∣S⋂[0, r]d ∣∣∣ =
∫
[0,r]d−1
(d−1)1+d1 . . . dd−1
 2−d+1
∫
d−1 r
(d−1)1+ d1 . . . dd−1 = Crd+, (4.8)
and
C = 4
d−1
2
(d + )2d
(
d − 1
2
) and () = ∫ ∞
0
x−1e−x dx,  > 0.
So we get
(2r)d −
∣∣∣M⋂[−r, r]d ∣∣∣ Crd+ (C > 0).
From this, we see that as r → 0, the formula |M
⋂[−r, r]d | = (2r)d(1 + o(r)) does not hold.
We get (i). 
Comparing Theorem 4.1(ii) with Theorem 4.2(ii), we see a difference between the single and
multidimensional cases on frequency bands of the scaling functions. Now we reveal a difference
between the single and multidimensional cases on the diameters of frequency bands as follows:
In the one-dimensional case, if is a scaling functionwith supp ̂ = [a, b], thenDiam (supp ̂)
 83 [4]. However in the higher-dimensional case, we have
Theorem 4.4. For any d2 and L > 0, there exists a scaling function  ∈ L2(Rd) such that
supp ̂ is a connected closed set in Rd and Diamd (supp ̂) > L.
Proof. For L > 0, take an integer n > L2 . For d2, deﬁne a closed set Mn in R
d :
Mn = Gn × [−, ]d−2 and Gn =
n−1⋃
k=−(n−1)
(
Ek
⋃
(−Ek)
)
⊂ R2, (Fig. 4) (4.9)
where
E0 = [−, ] ×
[
−
n
,

n
]
, Ek := [k, (k + 1)] × Ik,
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Fig. 4. The set Gn (n = 3).
E−k = (−[k, (k + 1)] ) × Ik, Ik =
[
k
n
,
(k + 1)
n
]
, k = 1, . . . , n − 1. (4.10)
Deﬁne n ∈ L2(Rd) as ̂n = XMn . Clearly,
Diamd (supp ̂n) = Diamd Mn2n > L (4.11)
and Mn is a connected closed set in Rd .
In order to prove that n is a scaling function, we only need to check that Mn satisﬁes the
conditions (a)–(d) of Lemma 4.3.
(a) Clearly, we have Gn2 ⊂ Gn, and so Mn2 ⊂ Mn. This implies Mn ⊂ 2Mn.(b) Passing a direct calculation, by (4.10), we get(
Ek
⋃
E−k
)
+ 2Z2 =
((
[k, (k + 1)]
⋃
(−[k, (k + 1)])
)
+ 2Z
)
× (Ik + 2Z)
= R × (Ik + 2Z) (0 < kn − 1).
Since
⋃n−1
k=1 Ik = [n , ], we obtain that⎛
⎝ ⋃
0<|k|n−1
Ek
⎞
⎠+ 2Z2 = R × ([
n
, 
]
+ 2Z
)
. (4.12)
This implies that⎛
⎝ ⋃
0<|k|n−1
(−Ek)
⎞
⎠+ 2Z2 = R × ([−,−
n
]
+ 2Z
)
. (4.13)
Noticing that E0 + 2Z2 = R × ([−n , n ] + 2Z), by (4.9), (4.12), and (4.13), we get
Gn + 2Z2 = R × ([−, ] + 2Z) = R × R = R2.
So
Mn + 2Zd = (Gn × [−, ]d−2) + 2Zd
= (Gn + 2Z2) × ([−, ]d−2 + 2Zd−2)
= (Gn + 2Z2) × Rd−2 = R2 × Rd−2 = Rd .
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(c) Since 0 ∈ Eo0 and E0 ⊂ Gn, we have 0 ∈ Gon. Again by Mn = Gn × [−, ]d−2, we get
0 ∈ Mon. So we have
⋃
j∈Z 2jMn = Rd .
(d) Let 1 l, kn − 1. Then (Il + 2Z)⋂ Ik 	 ∅(l = k) and (Il + 2Z)⋂(−Ik) 	 ∅.
Combining this with the following relations:(
Ek
⋃
E−k
)
⊂ R × Ik,
(
(−Ek)
⋃
(−E−k)
)
⊂ R × (−Ik),
El + 2Z2 ⊂ R × (Il + 2Z),
we obtain that
(El + 2Z2)
⋂(
Ek
⋃
E−k
)
	 ∅, l = k,
(El + 2Z2)
⋂(
(−Ek)
⋃
(−E−k)
)
	 ∅.
From this, noticing that (El+2Z2)⋂E0 	 ∅, by (4.9), it follows that for 1 ln−1,  ∈ Z2,
Gn
⋂
(El + 2) =
(
El
⋃
E−l
)⋂
(El + 2).
For  ∈ Z2\{0}, by (4.10), we haveEl⋂(El +2) 	 ∅. SinceE−l = El − (2l+1)e1, e1 =
(1, 0), we have E−l
⋂
(El + 2Z2) 	 ∅. So Gn⋂(El + 2) 	 ∅,  ∈ Z2\{0}.
Similarly, we obtain that for 1 ln − 1,  ∈ Zd\{0},
Gn
⋂
(E−l + 2) 	 ∅ and Gn
⋂(
(−El)
⋃
(−E−l ) + 2
)
	 ∅.
Again, since Gn
⋂
(E0 + 2) 	 ∅,  ∈ Zd\{0}, by (4.9), we get
Gn
⋂
(Gn + 2) 	 ∅,  ∈ Z2\{0}. (4.14)
Let  = (1, . . . , d) ∈ Zd\{0}. Denote ′ = (1, 2) ∈ Z2 and ′′ = (3, . . . , d) ∈ Zd−2.
Then, byMn = Gn×[−, ]d−2, we haveMn+2 = (Gn+2′)×([−, ]d−2+2′′). From
 = 0, it follows that either ′ = 0 or ′′ = 0. If ′ = 0, then, by (4.14), (Gn + 2′)⋂Gn 	 ∅.
If ′′ = 0, then ([−, ]d−2 + 2′′)⋂[−, ]d−2 	 ∅. So
(Mn + 2)
⋂
Mn 	 ∅,  ∈ Zd\{0}.
Summarizing the above results, we know that Mn satisﬁes the conditions (a)–(d) in Lemma
4.3. So n is a scaling function for L2(Rd). 
5. Frequency bands of wavelets
We discuss the measures, the densities and the diameters of frequency bands of wavelets.
First, we consider the one-dimensional case.
Lemma 5.1. Let  and M be stated as in Lemma 3.3 and let  be the corresponding wavelet with
supp ̂ = G. Then we have G ⊂ 2M\M2 up to a set of measure zero.
Proof. By Lemma 3.3, it follows that for a.e.  ∈ M2 , we have ̂( + 2) = 0,  ∈ Z\{0}.
Again, by
∑
∈Z |̂( + 2)|2 = 1, a.e.  ∈ R, we obtain that |̂()| = 1, a.e.  ∈ M2 .
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Let M1 := { ∈ R : |̂()| = 1}. Then we have M2 ⊂ M1 ⊂ M , and so M12 ⊂ M1. Again by a
known result in [7]
|̂()|2 =
∣∣∣̂ (2
)∣∣∣2 − |̂()|2, a.e.  ∈ R, (5.1)
it follows that ̂() = 0, a.e.  ∈ M1. So M1⋂G 	 ∅. Again, by M2 ⊂ M , we have
M
2
⋂
G 	 ∅. (5.2)
Since  is band-limited, by (5.1), from [7], we have “|̂()|2 = ∑∞j=1 |̂(2j)|2, a.e.  ∈ R”.
So M 	⋃∞j=1 2−jG, further, G ⊂ 2M . From this and (5.2), we get the desired result. 
Theorem 5.2. Let  ∈ L2(R) be a band-limited scaling function with supp ̂ = M and let  be
the corresponding wavelet with supp ̂ = G.
(i) If M is stated as in Theorem 3.1, then |G| 32 |M|4.(ii) If M is stated as in Lemma 3.3, then D(G) = 0 and DiamG2DiamM .
Proof. First we prove (i). By Theorem 3.1, we get |M| 83 . Since the conditions of Theorem
3.1 imply the conditions of Lemma 3.3, by Lemma 5.1, we have G ⊂ 2M\M2 . Again, by Lemma
3.2(a), we have M2 ⊂ M . So |G| |2M| − |M2 | = 32 |M|4. (i) follows.
Next, we prove (ii). From Theorem 4.1(i), we have
lim
r→0
∣∣2M⋂[−r, r]∣∣
2r
= lim
r→0
∣∣∣M⋂[− r2 , r2
]∣∣∣
r
= 1
and
lim
r→0
∣∣∣∣M2 ⋂[−r, r]
∣∣∣∣
2r
= lim
r→0
∣∣M⋂[−2r, 2r]∣∣
4r
= 1.
By Lemma 3.2(a) and Lemma 5.1, we have M2 ⊂ M and G ⊂ 2M\M2 , so∣∣∣G⋂[−r, r]| ∣∣∣ 2M ⋂[−r, r]∣∣∣− ∣∣∣∣M2
⋂
[−r, r]
∣∣∣∣ .
This implies D(G) = limr→0 |G
⋂[−r,r]|
2r = 0. From G ⊂ 2M , we have DiamG2DiamM .
We get (ii). 
From Meyer wavelet [5], we know that Theorem 5.2 cannot be improved.
Now we discuss the whole frequency bands of multiwavelets.
Let = {}p1 ⊂ L2(Rd) be such that {(2j ·−k) : j ∈ Z, k ∈ Zd ,  = 1, . . . , p} forms an
orthonormal basis forL2(Rd). Thenwe call amultiwavelet [2], and call supp ̂ :=⋃p1 supp ̂
the whole frequency band of . If  is derived by a MRA, then p = 2d − 1 [8].
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If a multiwavelet  = {}p1 ⊂ L2(Rd) satisﬁes
∑p
=1 |̂|2 = XW , where XW is the
characteristic function of W, then we call  a weakly minimally supported frequency (MSF)
multiwavelet. When d = 1, p = 1, it is reduced to an one-dimensional MSF wavelet [6].
Brandolini et al. [3] showed that if  is an one-dimensional MSF wavelet with supp ̂ = W ,
then the density of W around the origin is 0. Along the line of the proof of this result, we easily
generalize it to the higher-dimensional case:
Corollary 5.3. For d2, let  = {}p1 ⊂ L2(Rd) be a weakly MSF multiwavelet with
supp ̂ = W . Then
Dd(W) = lim
r→0
∣∣W ⋂[−r, r]d ∣∣
(2r)d
= 0. (5.3)
It is well known that in the one-dimensional case, for a band-limited wavelet  ∈ L2(R), if |̂|
is continuous at the origin, then there exists a r > 0 such that supp ̂
⋂
(−r, r) = ∅ [7]. Namely,
supp ̂ has a hole in the neighborhood of the origin. In the multidimensional setting, deleting the
continuity condition, we have
Theorem 5.4. Let  = {}p1 ⊂ L2(Rd) be a multiwavelet with supp ̂ = G and each  be
band-limited. Then 0 /∈ Go.
Proof. Since  = {}p1 is a multiwavelet, by a result in [8], we obtain that for a.e.  ∈ Rd ,∑
∈Zd
̂1( + 22j )̂2(2−j + 2) = 0, j ∈ Z+, 1, 2 = 1, . . . , p. (5.4)
Since 1 is band-limited, there exists j0 ∈ Z+ such that for a.e.  ∈ supp ̂1 ,
̂1( + 22j0) = 0,  ∈ Zd\{0}.
From this and (5.4), we obtain that
̂1()̂2(2
−j0) = 0,  ∈ supp ̂1 ,
but for /∈ supp ̂1 , clearly, ̂1() = 0, and so ̂1()̂2(2−j0) = 0 holds for a.e. ∈ Rd .
From this, it follows that for a.e.  ∈ Rd , we have⎛
⎝ p∑
=1
|̂()|
⎞
⎠
⎛
⎝ p∑
=1
|̂(2−j0)|
⎞
⎠ = p∑
1,2=1
|̂1()̂2(2−j0)| = 0.
So
supp
⎛
⎝ p∑
=1
|̂()|
⎞
⎠⋂ supp
⎛
⎝ p∑
=1
|̂(2−j0)|
⎞
⎠ 	 ∅. (5.5)
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Since G = ⋃p=1 supp ̂ = supp(∑p=1 |̂()|) and 2j0G = supp(∑p=1 |̂(2−j0)|), the
formula (5.5) implies that
G
⋂
2j0G 	 ∅. (5.6)
Suppose on the contrary that 0 /∈ Go is not true.Then0 ∈ Go. So there exists a ballD(0, 	) ⊂ G,
and so D(0, 	) ⊂ 2j0G. This is contrary to (5.6). So 0 /∈ Go. 
In the one-dimensional case, Brandolini et al. [3] constructed a MSF wavelet  derived by a
MRA such that |̂| = XW and 0 ∈ W , where W is a union of inﬁnitely many closed intervals
[3]. Below we show a difference between the single wavelets and multiwavelets on the frequency
bands of wavelets.
Theorem 5.5. (i) In the one-dimensional case, let  be a MSF wavelet derived by a MRA. If
W = supp ̂ is a union of ﬁnitely many closed intervals, then 0 /∈ W .
(ii) In the higher-dimensional case, there exists a weakly MSF multiwavelet  derived by a
MRA such that W = supp ̂ is a union of two closed domains, but 0 ∈ W .
Proof. (i) Let  be a scaling function corresponding to  and W = ⋃Lk=1 [ak, bk]. Suppose on
the contrary that 0 /∈ W is not true. Then 0 ∈ W . Without loss of generality, we assume al = 0.
From this and |̂| = XW , it follows that
|̂()| = 1,  ∈ [0, bl]. (5.7)
Since |̂()|2 = |̂(2 )|2−|̂()|2,  ∈ R and |̂()|1,  ∈ R [7], by (5.7), we conclude that
for  ∈ [0, bl], the equalities |̂(2 )| = 1 and |̂()| = 0 hold simultaneously (contradiction).
Hence 0 /∈ W . We get (i).
(ii) Let  be the scaling function given in the proof of Theorem 4.2. Since ̂ is a real-
valued function, we know that the scaling function  satisﬁes (−x) = (x), x ∈ Rd . By
a known result in [8,12], using the method of matrix extension, one can derive a multiwavelet
 = {,}2
d−1
=1 from the scaling function . By a known result in [8], we have
2d−1∑
=1
|̂,()|2 =
∣∣∣̂ (2
)∣∣∣2 − |̂()|2,  ∈ Rd .
Since ̂ = XM (M is stated in (4.5)), by M ⊂ 2M, we know that
2d−1∑
=1
|̂,()|2 = X2M() − XM() = XW() a.e.  ∈ Rd , (5.8)
where W = supp ̂ = clos{2M\M}. So  is a weakly MSF multiwavelet. The whole
support W is a union of two closed domains and 0 ∈ W. We get (ii). 
From Corollary 5.3, we know that for any weakly MSF multiwavelet with supp ̂ = W , we
have |W ⋂[−r, r]d | = o(rd). However, there is no  > 0 which is independent of such that we
always have |W ⋂[−r, r]d | = o(rd+). In fact, for any  > 0, let the weakly MSF multiwavelet
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 be stated in the proof of Theorem 5.5. By (4.5) and (4.6), passing a direct calculation, we
obtain that for enough small r > 0,
W
⋂
[−r, r]d 	 (2M\M)
⋂
[−r, r]d = (S\2S)
⋂
[0, r]d .
Since ((2S)
⋂[0, r]d) ⊂ (S⋂[0, r]d), we have∣∣∣W⋂[−r, r]d ∣∣∣ = ∣∣∣S⋂[0, r]d ∣∣∣− ∣∣∣(2S)⋂[0, r]d ∣∣∣ . (5.9)
By the deﬁnition of S and (4.8), we get∣∣∣(2S)⋂[0, r]d ∣∣∣ =
∫
[0,r]d−1
2−(d−1)1+ d1 · · · dd−1 = 2−
∣∣∣S⋂[0, r]d ∣∣∣ ,
where d−1 =
√
21 + · · · + 2d−1. From this and (5.9), (4.8), we get∣∣∣W⋂[−r, r]d ∣∣∣ = (1 − 2−) ∣∣∣S⋂[0, r]d ∣∣∣ C(1 − 2−)rd+,
where C > 0 is a constant. So, as r → 0, the formula |W
⋂[−r, r]d | = o(rd+) does not hold.
The corresponding one-dimensional case see [3].
On the diameters of the frequency bands, in the one-dimensional case, for each n ∈ Z+, Behera
[1] constructed a non-MRA, MSF wavelet n ∈ L2(R) such that Wn = supp ̂n is a union of
inﬁnitely many closed intervals and limn→∞ DiamWn = ∞.
In the higher-dimensional case, we have
Theorem 5.6. For any d2 and L˜ > 0, there exists a weakly MSF multiwavelet  ⊂ L2(Rd)
derived by a MRA such that W = supp ̂ is a union of ﬁnitely many closed domains and
Diamd W > L˜.
Proof. Take an integer n > L˜4 . Letn andMn be stated in Theorem 4.4. Since ̂n is a real-valued
function, similar to an argument ofTheorem5.5(ii), we know that there exists amultiwaveletn =
{,n}2
d−1
=1 which is derived by the scaling function n and n is a weakly MSF multiwavelet,
and Wn := supp ̂n = clos{2Mn\Mn}. Clearly, Wn is a union of ﬁnitely many closed domains.
Again by (4.11), we have
Diamd Wn = 2Diamd Mn4n > L˜. 
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