Differential evolution (DE) is a simple but powerful evolutionary algorithm, which has been widely and successfully used in various areas. In this paper, an event-triggered impulsive (ETI) control scheme is introduced to improve the performance of DE. Impulsive control (IPC), the concept of which derives from control theory, aims at regulating the states of a network by instantly adjusting the states of a fraction of nodes at certain instants, and these instants are determined by event-triggered mechanism (ETM). By introducing IPC and ETM into DE, we hope to change the search performance of the population in a positive way after revising the positions of some individuals at certain moments. At the end of each generation, the IPC operation is triggered when the update rate of the population declines or equals to zero. In detail, inspired by the concepts of IPC, two types of impulses are presented within the framework of DE in this paper: 1) stabilizing impulses and 2) destabilizing impulses. Stabilizing impulses help the individuals with lower rankings instantly move to a desired state determined by the individuals with better fitness values. Destabilizing impulses randomly alter the positions of inferior individuals within the range of the current population. By means of intelligently modifying the positions of a part of individuals with these two kinds of impulses, both exploitation and exploration abilities of the whole population can be meliorated. In addition, the proposed ETI is flexible to be incorporated into several state-of-the-art DE variants. Experimental results over the IEEE Congress on Evolutionary Computation (CEC) 2014 benchmark functions exhibit that the developed scheme is simple yet effective, which significantly improves the performance of the considered DE algorithms.
, [2] , has proven to be a reliable and powerful population-based evolutionary algorithm (EA) for global numerical optimization. Over the past decade, different variants of DE have been proposed to handle complicated optimization problems in various application fields [3] , such as engineering design [4] , image processing [5] , data mining [6] , robot control [7] , and so on.
Generally, DE employs three main operators: 1) mutation; 2) crossover; and 3) selection at each generation for the population production [8] [9] [10] . The mutation operator provides the individuals with a sudden change or perturbation, which helps explore the search space. In order to increase the diversity of the population, the crossover operator is implemented after the mutation operation. The selection operator chooses the better one between a parent and its offspring, which guarantees that the population never deteriorates. In addition to these three basic operators, there are three control parameters which greatly influence the performance of DE: 1) the mutation scale factor F; 2) the crossover rate CR; and 3) the population size NP. Most of the current research on DE has focused on four aspects to enhance the performance of DE: 1) developing novel mutation operators [11] [12] [13] [14] [15] [16] [17] [18] [19] ; 2) designing new parameter control strategies [11] [12] [13] , [20] [21] [22] [23] [24] [25] ; 3) improving crossover operator [12] , [26] [27] [28] ; and 4) pooling multiple mutation strategies [29] [30] [31] [32] [33] . These four categories of research on DE are described in detail as follows.
1) In recent years, some efficient mutation operators have been presented and incorporated into the DE framework. For instance, Zhang and Sanderson [13] proposed a new mutation strategy "DE/current-to-pbest" to improve the performance of the basic DE. Gong and Cai [14] developed a ranking-based mutation operator to assign better individuals to lead the population. Guo et al. [15] presented a successful-parent-selecting method, which adapts the selection of parents when stagnation is occurred. 2) Various parameter control schemes have been introduced to the DE algorithm. In [13] and [20] , F and CR can be evolved during the evolution of the population. In [21] , an adaptive population tuning scheme was proposed to reassign computing resources in a more reasonable way.
3) Some researchers have made efforts to optimize the conventional crossover strategy. For example, Islam et al. [12] incorporated a greedy parent selection strategy with the traditional binomial crossover scheme to develop a p-best crossover operation. Guo and Yang [28] utilized eigenvectors of covariance matrix to make the crossover rotationally invariant, which generates a better search behavior. 4) Several DE variants have been put forward, which employs more than one mutation operator to breed new solutions, such as ensemble of mutation strategies and parameters in DE (EPSDE) [29] , composite DE (CoDE) [30] , self-adaptive DE (SaDE) [31] , and so on. Despite numerous efforts on improving DE from the above four aspects, there are some DE variants which take advantage of ideas from other disciplines. For instance, Rahnamayan et al. [34] presented opposition-based DE (ODE), which adopts opposition-based learning, a new scheme in machine intelligence, to speed up the convergence rate of DE. Kaelo and Ali [35] made use of the attraction-repulsion concept in electromagnetism to boost the performance of the original DE. Vasile et al. [36] proposed a novel DE, which is inspired by discrete dynamical systems. These improvements on DE enlighten us to look through techniques in other areas, which might be introduced to the development of DE variants.
On another research frontier, as an important component in control theory, impulsive control (IPC) has attracted much attention in recent years due to its high efficiency. As exemplified in [37] and [38] , impulsive effects can be detected in various dynamical systems, like communication networks, electronic systems, biological networks, and so on. Besides, IPC is able to manipulate the states of a network to a desired value by adding impulsive signals to some specific nodes at certain instants. In addition, another effective technique, event-triggered mechanism (ETM), has also been widely utilized [39] [40] [41] [42] in control theory. In ETM, the state of the controller is updated when the system's state exceeds a given threshold. By integrating ETM into IPC, the operation of IPC can only be activated when some predefined events are triggered. This way, ETM avoids the periodical execution of IPC, which efficiently saves computational resources.
Taking a look at how DE works in an optimization problem, the movement of the population in the evolution process can be treated as a complicated multiagent system in control theory, where individuals in the population can be regarded as nodes in a network. On one hand, in original DE algorithms and some popular DE variants, it may take a long time for certain individuals to reach the desired positions. For instance, the "pbest" individual is utilized to guide the search of other individuals in adaptive DE with optional external archive (JADE) [13] . However, this operation is carried out at each generation and forces the individuals to approach the desired state slowly, which deteriorates the search performance of the population in the limited computational resources. On the other hand, in many DE variants, like self-adapting control parameters in DE (jDE) [20] , JADE [13] , and CoDE [30] , the diversity of the population is maintained only by mutation and crossover, which are indirect. Inspired by how IPC manipulates a dynamical system, we introduce the concept of IPC into the design of DE, aiming at increasing the search efficiency and the diversity of the population by instantly letting selected individuals move close to the desired positions. Besides, when DE is used for an optimization problem, the computational resources are often limited, measured by the maximum number of function evaluations (MAX_FES). Therefore, it is reasonable to trigger the instantaneous movement of certain individuals by some predefined events, which follows the idea of ETM.
Motivated by the above discussion, by integrating ETM into IPC, we introduce an event-triggered impulsive (ETI) control scheme for DE in this paper. Similar to adjusting the states of some nodes in dynamical systems in control theory, IPC revises the positions of a fraction of population at certain moments, the purpose of which is to positively change the evolution state of the whole population. In detail, two varieties of impulses: 1) stabilizing impulses and 2) destabilizing impulses are presented to fit into the framework of DE. In addition, based on both fitness value and number of consecutive stagnation generation, a novel measure R i is developed to pick the individuals to be injected with impulsive controllers. When the update rate (UR) of the population begins to diminish or reduces to zero, the individuals with large values of R i will be injected with impulsive controllers. Stabilizing impulses are adopted to force a number of individuals with lower rankings in the current population to get close to the individuals with better fitness values, which increases the exploitation ability of DE. Besides, destabilizing impulses are considered to randomly adjust the positions of inferior individuals within the range of the current population, which improves the exploration capability of DE. The major contributions of this paper are mainly threefold.
1) An ETI control scheme is introduced into the DE framework, which aims to improve the search ability of DE. 2) Two kinds of impulses, stabilizing and destabilizing impulses, are developed, respectively, to enhance the exploitation and exploration performance of DE. 3) The proposed scheme is simple but effective, which can improve the performance of most of the considered representative DE algorithms in this paper. It is worth pointing out that we have done some preliminary work in [43] , in which an Ip framework is proposed for DE. Ip differs from ETI in the following three major aspects.
1) ETI includes ETM to identify when the individuals should be injected with impulsive controllers, while no ETM is used in Ip. 2) Two types of impulses, stabilizing and destabilizing impulses, are proposed in ETI, while only stabilizing impulses are presented in Ip. 3) ETI adopts ranking assignment and an adaptive mechanism (described in Section III) to select the individuals taking IPC, while Ip just utilizes a nonadaptive piecewise threshold function for choosing the individuals. This paper is organized as follows. In Section II, the original DE and the concepts of ETM and IPC are introduced. Our proposed scheme ETI is presented in Section III. Experimental results are reported in Section IV. Finally, the conclusion is made in Section V. Because of the page limit, we list all the tables and figures of the experimental section in the supplementary file. The supplementary file has been uploaded in arXiv: http://arxiv.org/abs/1512.05449.
II. RELATED WORK
In this section, we first introduce the original DE. Then the concepts of ETM and IPC are briefly outlined.
A single objective optimization problem can be formulated as follows (without any loss of generality, in this paper, a minimization problem is considered with a decision space ):
T is a decision vector, and D is the dimension size, representing the number of the decision variables involved in the problem. For each variable x j , it should obey a boundary constraint
where L j and U j are the lower and upper bounds for the jth dimension, respectively.
A. DE
DE is a population-based EA for a numerical optimization problem. It initializes a population of NP individuals in a D-dimensional search space. Each individual represents a potential solution to the optimization problem. After initialization, at each generation, three operators: 1) mutation; 2) crossover; and 3) selection are employed to generate the offspring for the current population. 1) Mutation: Mutation is the most consequential operator in DE. Each vector x i,G in the population at the Gth generation is called target vector. A mutant vector called donor vector is obtained through the differential mutation operation. For simplicity, the notation "DE/a/b" is used to represent different mutation operators, where "DE" denotes the differential evolution, "a" stands for the base vector, and "b" indicates the number of difference vectors utilized. In DE, there are six mutation operators that are most widely used.
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6) "DE/current-to-rand/1"
where x best,G specifies the best individual in the current population; r 1 , r 2 , r 3 , r 4 and r 5 ∈ {1, 2, . . . , NP}, and r 1 = r 2 = r 3 = r 4 = r 5 = i. The parameter F > 0 is called scaling factor, which scales the difference vector. It is worth mentioning that (8) shows the rotation-invariant mutation [44] . K is the combination coefficient, which should be selected with a uniform random distribution from [0, 1] andF = K · F.
Since DE/current-to-rand/1 contains both mutation and crossover, it is not necessary for the offspring to go through the crossover operation. 2) Crossover: After mutation, a binomial crossover operation is implemented to generate the trial vector
where rand(0, 1) is a uniform random number in the range [0, 1]. CR ∈ [0, 1] is called crossover probability, which determines how much the trial vector is inherited from the mutant vector. j rand is an integer randomly selected from 1 to D and newly generated for each i, which ensures at least one dimension of the trial vector will be different from the corresponding target vector. If u ij,G is out of the boundary, it will be reinitialized in the range [L j , U j ].
3) Selection: The selection operator employs a one-to-one swapping strategy, which picks the better one from each pair of x i,G and u i,G for the next generation
B. Event-Triggered Mechanism
ETM is an effective strategy in control theory that determines when the state of a controller is updated. Typically, a controller's state is independent of a system's state except at periodic instants. When the communication resource is insufficient, the traditional time-triggered paradigm may not be efficient. While in ETM, the state of the controller is revised only when a system's state exceeds a predefined threshold, or a specified event occurs. This way, ETM is able to reduce the amount of unnecessary communications. It is of paramount importance to make use of ETM by devising suitable event-triggering conditions, which saves system resources and ensures stable performance at the same time. One can refer to [39] [40] [41] [42] and therein.
C. Impulsive Control
In various dynamical networks [45] , like biological networks, communication networks, and electronic networks, the states of networks often undergo abrupt changes at some instants, which may be due to switching phenomena or control requirements; and these changes can be modeled by impulsive effects. Usually, impulses can be divided into two categories: stabilizing and destabilizing impulses [37] , [38] , which, respectively, make networks stable and unstable. For dynamical networks, IPC is capable of adjusting the states of a network by instantaneously regulating the states of a fraction of nodes at certain instants. Due to the high efficiency of IPC, it has attracted increasing attention in recent years. Besides, as shown in [37] , if the impulsive strength of each node is distinct in networks, we call such kind of impulses as heterogeneous impulses in space domain.
In order to clearly explain the mechanism of IPC, here we consider the following complex nonlinear dynamical network model:ẋ
where i = 1, 2, . . . , N,
where a ij is defined as follows: if there is a connection from node j to node i (i = j), then a ij = a ji > 0; otherwise a ij = 0; for i = j, a ij is defined as follows:
Assume that the nonlinear dynamical network in (11) can be forced to the following reference state s(t):
Let e i (t) = x i (t)−s(t), then we get the error dynamical systeṁ
where f (e i (t)) =f (x i (t)) −f (s(t)). Consider heterogeneous impulsive effects in system (11) or (14), we obtain the following model:
where μ ik denote impulsive strengths; the impulsive instant
) and x i (t + k ) denote the limit from the left and the right at time t k , respectively. Without loss of generality, in this paper, we assume that x i (t + k ) = x i (t k ), i = 1, 2, . . . , N, and t 0 = 0.
III. EVENT-TRIGGERED IMPULSIVE CONTROL SCHEME
In this section, we propose an ETI control scheme for DE. In the following, we first introduce the proposed ETI in detail, which involves four components, i.e., stabilizing impulses, destabilizing impulses, ranking assignment, and an adaptive mechanism. Afterwards, we combine our approach with DE to develop ETI-DE, the pseudo-code and the computational complexity analysis of which are also given.
A. Our Approach
In our approach, ETM and IPC are integrated into the framework of DE algorithms. ETM identifies when the individuals should be injected with impulsive controllers, while IPC alters the positions of partial individuals when triggering conditions are violated. Specifically, two types of impulses, i.e., stabilizing impulses and destabilizing impulses, are imposed on the selected individuals (sorted by an index according to the fitness value and the number of consecutive stagnation generation) when the UR of the population in the current generation decreases or equals to zero. UR is illustrated by
where NP is the population size, and UP is the number of the individuals that update in the current generation. On one hand, when UR begins to decrease, stabilizing impulses drive the individuals with lower rankings in the current population to approach the individuals with better fitness values. The purpose of stabilizing IPC is to help update some inferior individuals and to enhance the exploitation capability of the algorithm. On the other hand, when UR drops to zero or stabilizing impulses fail to take effect, destabilizing impulses randomly adjust the positions of the inferior individuals within the area of the current population. This operation improves the diversity of the population and hence improves the exploration ability of DE. Remark 1: Given an individual x i , we can also differentiate stabilizing and destabilizing impulses from the perspective of the impulsive strength K i = diag{K i1 , K i2 , . . . , K iD }, where diag{K i1 , K i2 , . . . , K iD } denotes a diagonal matrix whose diagonal entries starting in the upper left corner are K i1 , K i2 , . . . , K iD : stabilizing impulses (K ij ∈ [−1, 0]) and destabilizing impulses (K ij ∈ (0, 1)), where D is the dimension and j = 1, 2, . . . , D.
1) Stabilizing Impulses: Stabilizing impulses are employed when UR begins to decrease. As mentioned before, in control theory, stabilizing impulses can be employed to regulate the states of a network to a desired value. Normally, the desired state is set as the reference state for the nodes to be injected with stabilizing impulsive controllers. In the framework of DE, stabilizing impulses mainly focus on improving the exploitation ability of DE. In DE algorithms, it is well known that good individuals (i.e., with smaller fitness values) usually contain useful information, which may be helpful to other individuals' evolution. Hence, these good individuals can be regarded as references. So when stabilizing IPC is triggered during the evolution, we set the individuals with smaller fitness values in the current generation as the reference states. The pseudocode of stabilizing IPC is exhibited in Algorithm S.1 of the supplementary file.
Assume that x i,G is one of the individuals at the Gth generation that are chosen to undergo impulsive effects, where
. , x iD,G ] T and D is the dimension. We set s i,G as the reference state for x i,G , which is randomly selected from the best individual (gbest) or other individuals with smaller fitness values than x i,G in the current population.
For each x i,G , a uniform random individual x k,G is first chosen from the current population. If f (x i,G ) < f (x k,G ), which means the randomly selected individual is worse than x i,G , then x gbest,G is the reference state for
which means x k,G is better than x i,G in the current population, then x k,G is set as the reference state for x i,G .
The error between x i,G and its reference state s i,G at the Gth generation can be obtained
Then at the end of the Gth generation, stabilizing impulses force the chosen individuals to approach their reference state.
Here we get
where
shows that in the jth dimension, x i,G lies on the line between the reference and the individual itself; K ij,G = 0 means that in the jth dimension, x i,G is not injected with impulsive controllers; K ij,G = −1 indicates that in the jth dimension, x i,G reaches the reference state, j = 1, 2, . . . , D. G + denotes that stabilizing impulses are imposed on x i,G at the end of the Gth generation. Every time, DM dimensions of x i,G are selected in a uniformly random way to be injected with impulsive controllers, where DM ∈ {1, 2, . . . , D}. When x gbest,G serves as the reference state, for the selected DM dimensions, the impul-
. When x k,G is as the reference state, for the selected DM dimensions, the impulsive
It is noticed that ζ is a flag to indicate whether stabilizing IPC is successful to improve the performance: when ζ = 1, it means that the stabilizing IPC takes effect, and a new individual is introduced to the population by replacing an old one; when ζ = 0, it shows that the stabilizing IPC fails to take effect. Remark 2: According to [46] , if the impulsive strength of each node is distinct in networks, such kind of impulses is called heterogeneous impulses in space domain. For stabilizing impulses developed in this paper, the impulsive strengths are not only heterogeneous in each individual of the population but also nonidentical in each dimension of each individual. Hence, it is apparent that our proposed impulses generalize the heterogeneous impulses in [46] . Apart from enhancing the performance of DE algorithms, our proposed stabilizing impulses can also contribute to the design of IPC systems.
Remark 3: In [38] , if impulses are injected into only a fraction of nodes, such kind of impulses is called partial mixed impulses. In this paper, stabilizing impulses are imposed on not only a group of individuals in the population, but also partial dimensions of each individual. Therefore, our presented stabilizing impulses can be regarded as a hierarchical partial mixed impulses when compared with the impulses in [38] . Besides, the proposed impulses will not only promote the development of new powerful DEs, but also shed light on the design of IPC systems.
2) Destabilizing Impulses: When UR drops to zero (UR = 0) or stabilizing impulses fail to take effect (ζ = 0), destabilizing impulses are introduced to provide some randomness during the evolution. When destabilizing impulses are triggered, the selected individuals can be moved to any position within the range of the current population. The pseudo-code of injecting destabilizing impulses is exhibited in Algorithm S.2 of the supplementary file. Assume that x i,G is one of the individuals at the Gth generation that are chosen to receive destabilizing impulses, where 
From (19) and (20), we can obtain the error between x U,G and x L,G at the Gth generation
Then at the end of the Gth generation, the positions of the chosen individuals are randomly updated in the specified range.
Here we have
where K i,G = diag{K i1,G , K i2,G , . . . , K iD,G } is the impulsive strength for individual x i at the Gth generation. Similarly, DM dimensions of x i,G are selected at random to be injected with impulses. K ij,G is a uniform random number from 0 to 1, j = 1, 2, . . . , D. Remark 4: Similar to our developed stabilizing impulses, destabilizing impulses are imposed on a part of individuals. Thus our proposed destabilizing impulses can be regarded as partial mixed impulses according to [38] . Besides, random dimensions of the individual are chosen to be injected with destabilizing impulses, the impulsive strengths of which range from (0, 1). Therefore, destabilizing impulses in this paper can also be understood as generalized heterogeneous impulses when compared with the impulses in [46] .
Remark 5: Two kinds of impulses are proposed in the framework of DE. The idea of introducing IPC into DE comes from the fact that IPC takes effect in dynamical networks. In [37] , stabilizing impulses are imposed on partial nodes of a network, and the desired state is set as the reference state for these nodes. The dynamical network with stabilizing impulses can be synchronized to a desired state. In DE, stabilizing impulses act as impetus, which forces certain individuals to approach good individuals (references) in the population at certain instants. And this operation is expected to facilitate the fast convergence of the population. In addition, destabilizing impulses introduce disturbances to a network in multiagent systems or dynamical networks [38] . Similarly, in DE, a fraction of individuals are injected with destabilizing impulses at certain moments, which aims at bring some randomness into the evolution process. In dynamical networks, IPC is used to adjust the states of a network by instantly regulating the states of a fraction of nodes at certain instants. And in DE, IPC is expected to enhance the search performance of the whole population by instantaneously modifying the positions of a part of individuals at certain moments.
3) Ranking Assignment: In the following, we need to consider which individuals should be injected with impulsive controllers. During the evolution process, we consider two measures to characterize the status of the individuals. The first one is the fitness value of each individual, while the second one is the number of each individual's consecutive stagnant generation. Fitness value is the most direct index to judge whether an individual should enter into the next generation or not. The number of consecutive stagnant generation reflects the degree of the activity of an individual in the evolution. If an individual does not evolve for a relatively long time, it might be necessary to introduce some additional operations to change its position. Based on these discussions, in this paper, we rank the population based on the fitness value and the number of consecutive stagnant generation, respectively.R i is the ranking of x i,G according to the fitness value, andR i is the ranking of x i,G based on the number of consecutive stagnation generation. These two rankings are both ordered in an ascending way (i.e., from the best fitness value to the worst and from the smallest number of consecutive stagnation generation to the largest). Then we combineR i andR i to get R i , which indicates that the individuals are sorted according to both fitness value and number of consecutive stagnation generation
where R i not only reflects the fitness value of the individual x i,G but also delivers the degree of the individual's activity. When IPC is triggered during the evolution, we select the individuals with larger values of R i from the population as the candidates to undergo stabilizing or destabilizing impulses. By specially displacing the individuals with higher rankings (i.e., larger R i ), the evolution status of the population can be improved.
4) Adaptive Mechanism to Determine the Number of Individuals Taking Impulsive Control:
Finally, in order to further improve the performance of ETI, an adaptive mechanism is proposed to determine the number of the individuals that should be injected with impulsive controllers. We first discuss the number of individuals (M) with stabilizing impulses. LN and UN represent the lower and upper bound of M, respectively. When stabilizing IPC is triggered for the first time, M = LN. After x i,G experiences the stabilizing impulse, we get
Every time x i,G is replaced with x i,G + (i.e., ζ = 1, see step 36 in Algorithm S.1 of the supplementary file), M keeps unchanged. If ζ = 0, M = M + 1. We aim to increase the success rate of stabilizing IPC by having more individuals to be injected with stabilizing impulsive controllers. Besides, if a new gbest is generated in the population, M drops to a random integer between [LN, M]. The reason for reducing M to a random integer between [LN, M] instead of LN is to increase the times of successful stabilizing IPC, especially in the later stage of the evolution. Next, we explain how to choose the number of individuals that undergo destabilizing impulses. As introduced above, destabilizing impulses are added in two cases: when UR = 0 or ζ = 0. Unlike stabilizing impulses, with the purpose of introducing some randomness, the selection operation (i.e., compare the fitness values of x i,G and x i,G + ) will not be used after injecting destabilizing impulses, which means that x i,G + replaces x i,G directly. Therefore, in order not to bring too many individuals with large fitness values into the population, we randomly select the individuals from M candidates to be injected with destabilizing impulses. The selection process is described in Algorithm S.3 of the supplementary file.
Remark 6: In this paper, stabilizing and destabilizing impulses are triggered separately based on the status of the individuals. Two measures are used to characterize the status of the individuals, and one of them is the fitness value of each individual. In recent years, fitness control adaptation works effectively for developing EAs, which performs corrections and anti-corrections [25] , [47] [48] [49] [50] [51] . In the literature above, the best, worst, and average fitness values in the population are utilized to construct some metrics, such as ξ in [47] , ψ in [48] , χ in [49] , and so on. These parameters adaptively determine the activation time of each local searcher. Although our method is similar to the fitness control adaptation, there are some differences between the works in [25] and [47] [48] [49] [50] [51] and in our research. First, in our research, we rank the fitness values of the whole population, instead of using some typical values (i.e., the best, worst, and average values). Second, apart from the ranking of fitness value, we also consider the ranking according to the number of consecutive stagnation generation of the whole population. These two rankings are combined into one measure R in (22) . Third, the metrics ξ , ψ, and χ in [25] and [47] [48] [49] [50] [51] are used to activate different local searchers. While in this paper, R is the measure to select individuals as the candidate to undergo stabilizing and destabilizing impulses. Therefore, fitness values play different roles in [25] and [47] [48] [49] [50] [51] , and in this paper. And it can be generally recognized that this paper also fits into the framework of fitness control adaptation.
Remark 7: It is worth mentioning that the essential of ETI is to adjust the search strategies of individuals according to the evolutionary states. In recent studies on DE and particle swarm optimization (PSO) [22] , [52] [53] [54] , the algorithms proposed also select the search strategies and parameters based on the states of the individuals. However, this paper is quite different from these studies in the following three aspects.
1) The measures are different when representing the states of the individuals. For example, in [22] , the measure uses fitness and distance information; in [52] , distance information is utilized; in [53] , the measure takes advantage of fitness and position information; in [54] , position information is considered; while we use fitness and stagnation information in this paper. 2) The search strategies are different in the algorithms developed in [22] and [52] [53] [54] and our proposed ETI. For instance, Yu et al. [22] and Zhan et al. [52] developed parameter adaptation strategies; Wu et al. [53] used a mutation operator in PSO; Yang et al. [54] employed a restart strategy after stagnation; while this paper makes certain individuals approach superior individuals or reinitialized. 3) Our ETI is presented within a DE framework and cannot be incorporated into PSO, which will be explained in Remark 8.
B. DE With Event-Triggered Impulsive Control Scheme
Combining the developed ETI control scheme with DE, the ETI-DE is proposed. The pseudo-code of ETI-DE with DE/rand/1 mutation operator is given in Algorithm 1. From steps 7-28, it is the original DE algorithm with DE/rand/1 mutation operator. The rest steps in Algorithm 1 illustrate the mechanism of ETI. ETM determines the moment to add impulses to the individuals, and IPC modifies the positions of partial individuals at the end of a certain generation. In detail, steps 35-42 and 49-56 describe the mechanism of destabilizing impulses, which are triggered when UR = 0 or ζ = 0. While steps 43-48 show the details of stabilizing IPC, which is triggered when UR decreases and UR = 0. These two types of impulses are able to accelerate the convergence of the population by updating some inferior individuals, and improve the diversity of the population by introducing some randomness to the search. Furthermore, ETI is flexible to be integrated into other advanced DE variants, such as jDE [20] , JADE [13] , SaDE [31] , and so on.
In ETI-DEs, stabilizing impulses force the individual x i,G to approach its reference state s i,G , and destabilizing impulses randomly adjust the positions of the individuals within the area of the current population. These two operations are carried out within the search range of the problem, so they will not generate invalid solutions during the evolution process. In the following experimental section, when ETI is incorporated into other DE variants, we will not change the original bound constraints handling methods of these DE variants. These methods define that at any stage of the search process, solutions outside the bounds are invalid, just like the situation S1 in [55] . So for the CEC 2014 benchmark functions used in Section IV, ETI-DEs will not search outside the region [−100, 100] D .
Remark 8: The proposed ETI is presented within a DE framework. Meanwhile, because different EAs have different structures, ETI cannot be directly incorporated into other EAs, and some related modifications are needed on ETI. For example, in genetic algorithm, only a fraction of individuals are selected as parents at each generation, so the number of each individual's consecutive stagnant generation is meaningless. Therefore, it is necessary to propose another measure to denote the state of the individuals. In PSO, each member of the swarm searches the space based on the historical information of itself (pbest) and other members (gbest). So ETI may use the stagnation information of pbest and gbest to be fitted into PSO. In our future work, we will investigate in detail whether ETI can work efficiently in other EAs. According to the explanations in [8] , in essence, ETI varies the moves and enriches the pool of search moves. In detail, stabilizing impulses introduce extra moves toward individuals with better fitness values, the goal 
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Generate j rand = randi(D, 1)
17:
for j = 1 to D do
18:
if j = j rand or rand < CR then 19 : 
63: End
of which is to increase the exploitative pressure. Destabilizing impulses bring in more explorative moves, which helps the population explore the search space.
Here, we discuss the complexity of ETI. Generally, the proposed ETI-DE does not significantly increase the overall computational complexity of the original DE algorithm. The additional complexity of ETI-DE is population sorting when calculatingR i andR i , and implementing IPC. The complexity of population sorting is O(2 · NP · log(NP)), and the maximum complexity of IPC is O(NP·D). It is known that the complexity of the original DE is O(G max · NP · D), so the total complexity of ETI-DE is O(2 · G max · NP · (D + log(NP)), which can be regarded as the same as the original DE. Therefore, our presented scheme does not seriously increase the computational cost of the original DE.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, we carry out extensive experiments to evaluate the performance of our developed ETI-DE. The total 30 benchmark functions presented in the IEEE Congress on Evolutionary Computation (CEC) 2014 competition on single objective real-parameter numerical optimization are selected as the test suite [56] . According to their characteristics, the functions can be divided into four groups: 1) unimodal functions (F01-F03); 2) simple multimodal functions (F04-F16); 3) hybrid functions (F17-F22); and 4) composition functions (F23-F30). More details of these functions can be found in [56] .
A. Parameter Settings
In the following experiments, we incorporate the proposed ETI control scheme with two original DE algorithms and eight state-of-the-art DE variants. The parameters are set as follows.
1) DE/rand/1/bin with F = 0.5 and CR = 0.9 [16] .
2) DE/best/1/bin with F = 0.7 and CR = 0.5 [16] .
3) jDE with τ 1 = 0.1 and τ 2 = 0.1 [20] . 4) JADE with μ F = 0.5, μ CR = 0.5, c = 0.1, and p = 0.05 [13] . . 10) OXDE with F = 0.5 and CR = 0.9 [26] .
For the incorporated ETI-DE algorithms, the lower and upper bounds of the number of individuals that take IPC are set: LN = 1 and UN = NP. The maximum number of function evaluations (MAX_FES) is set to D · 10000. We run each function optimized by each algorithm 51 times for the experiments [56] . The simulations are performed on an Intel Core i7 personal computer with 2.10-GHz central processing unit and 8-GB random access memory. Because of the page limit, we list all the tables and figures of this section in the supplementary file. The supplementary file has been uploaded in arXiv: http://arxiv.org/abs/1512.05449. The source code of ETI-DE will be released on the homepage of Wei Du or Yang Tang. And you are also welcome to request the source code by email.
Remark 9: In Algorithm S.1, DM is the number of dimensions of an individual selected to undergo stabilizing IPC. Every time, DM dimensions of an individual are chosen in a uniformly random way to be injected with impulsive controllers, where DM ∈ {1, 2, . . . , D}. In this section, the sensitivity of DM is studied beforehand by comparing the performance of ETI-DEs with random DM and with DM = [D/3, 2D/3, D]. We provide the experimental results in Table S .11 of the supplementary file. The results show that in 26 out of 30 cases, ETI-DEs with random DM perform better than those with DM = [D/3, 2D/3, D]. Therefore, it is reasonable to select random DM dimensions of an individual to take stabilizing IPC, which introduces some randomness into the evolution.
It is worth mentioning that the above ten algorithms were tested on various benchmark problems, which are different from the CEC 2014 test suite in this paper. To make the comparisons fair and meaningful, an appropriate tuning of the population size must be carried out. Therefore, a set of tests are conducted to select a proper population size for each algorithm. In detail, the ten DE algorithms with NP = [30, 50, 100, 150] are applied to optimizing the CEC 2014 test suite 51 times, respectively, and the Holm-Bonferroni procedure [58] In our experiment studies, three performance evaluation criteria are used for comparing the performance of each algorithm, which are listed below.
1) Error: The average and standard deviation of the function error value f (x) − f (x * ) are recorded, where x * is the global optimum of the test function and x is the best solution found by the algorithm in a single run. And error value smaller than 10 −8 will be taken as 0 [56] .
2) Convergence Graphs: The convergence graphs are plotted to illustrate the mean function error values derived from each algorithm in the comparison.
3) Wilcoxon Rank-Sum Test: In order to show the significant difference between the original DE and its ETI-DE variant, a Wilcoxon rank-sum test at 5% significance level is conducted. The cases are marked with "+/≈/−" when the performance of the ETI-DE variant is significantly better than, equal to, and worse than the DE algorithm without the proposed scheme, respectively. 4) Holm-Bonferroni Procedure: In order to complete the statistical analysis, the Holm-Bonferroni procedure with confidence level 0.05 is performed.
B. Comparison With Ten DE Algorithms
In this section, we assess the effectiveness of our developed scheme by comparing ten popular DE algorithms and their corresponding ETI-based variants. The experimental results are provided in Tables S.12-S.14 of the supplementary file. +/≈/− indicates that the performance of DE algorithms with ETI is significantly better than, equal to, and worse than those without ETI. The better values compared between the DE variants and their corresponding ETI-based DEs are highlighted in boldface.
From Tables S.12-S.14, we can see that the ten ETI-DEs perform better than their corresponding original DE algorithms. For example, for all the 30 test functions, ETI-DE/rand/1/bin improves in 16 functions, ties in nine functions, and only loses in five functions; when compared with DE/best/1/bin, ETI-DE/best/1/bin wins in 15 cases, ties in ten cases, and merely loses in five cases; for jDE, the incorporation of the proposed scheme exhibits superior performance in 13 functions, and provides similar performance in 15 functions; for ETI-JADE, it outperforms JADE in 20 out of 30 functions, and ties in nine functions; for ETI-CoDE, it obtains better results in ten functions, while ties in 17 functions, and just loses in three functions; for ETI-SaDE, it wins, ties, and loses in 10, 16, and 4 cases, respectively; for ODE, the proposed scheme improves its performance in 15 functions and only gets worse in one function; for ETI-EPSDE, it improves in 21 function, ties in six functions, and simply loses in three functions; ETI-SHADE wins in 11 cases, ties in 15 cases, and only loses in four cases when compared with SHADE; for OXDE, ETI enhances its performance in 17 functions, and merely becomes worse in three functions. In general, ETI significantly improves the search ability of the ten popular DE variants. Furthermore, in Figs To better illustrate the convergence performance of the ten DE algorithms and their corresponding ETI-DEs, we plot the convergence curves of these algorithms in Fig. S.5 of the supplementary file for six selected test functions, which are from the four groups of the test suite. From Fig. S.5 , we can observe that our proposed ETI improves the convergence performance of the ten original DE algorithms by introducing two types of impulses.
In summary, the presented ETI is very powerful and the ten ETI-DEs possess strong capabilities of rapid convergence and accurate search for the test functions. The results of the Wilcoxon rank-sum test confirm that our scheme is of paramount importance to improve the performance of the considered DE algorithms.
C. Effectiveness of Two Types of Impulses
In light of the results shown in Tables S.12-S.14, it can be seen that the proposed ETI can significantly improve the performance of the ten DE algorithms. The core of ETI is the use of two types of impulses: 1) stabilizing impulses and 2) destabilizing impulses. Stabilizing impulses help a part of individuals get close to promising areas, which enhance the exploitation ability of the algorithm; while destabilizing impulses increase the diversity of the current population, which improves the exploration capability of the algorithm. In this section, we conduct four groups of experiments to examine how these two kinds of impulses separately take effect for the DE algorithms. Therefore, we consider the following four variants of ETI-DE. in Algorithm 1 are deleted). First, ETI1-DEs are compared with the ten ETI-DEs to show the effectiveness of stabilizing IPC. Second, ETI2-DEs are compared with the ten ETI-DEs to inspect the effectiveness of destabilizing impulses when UR = 0. Third, ETI3-DEs are compared with the ten ETI-DEs to examine the effectiveness of destabilizing impulses when ζ = 0. Fourth, ETI4-DEs are compared with the ten ETI-DEs to exhibit the effectiveness of destabilizing impulses, which are triggered in two cases: when UR = 0 and when ζ = 0. For saving space, we only list the win-lose results of four types of comparisons (ETI-DEs versus ETI1-DEs, ETI-DEs versus ETI2-DEs, ETI-DEs versus ETI3-DEs, and ETI-DEs versus ETI4-DEs) according to the Wilcoxon rank-sum test in Table S.16 of the  supplementary file. Based on the win-lose results in Table S . 16 , the following conclusions can be drawn.
1) The first two rows indicate the positive contribution of stabilizing impulses. Stabilizing impulses rearrange the location distribution of the population by making the individuals with higher rankings (i.e., larger R i ) reach the areas close to the individuals with better fitness values, which increases the search efficiency of the ten DEs. 2) The rest six rows confirm the effectiveness of destabilizing impulses. In detail, the third and fourth rows demonstrate that destabilizing impulses triggered by the condition UR = 0 is of great importance to almost all the ten algorithms. UR = 0 means that the whole population stops updating at the current generation, which is quite unfavorable for the evolution. Destabilizing impulses force the inferior individuals to leave their previous positions, in order to pull the whole population out of the impasse. The fifth and sixth rows display the effect of injecting destabilizing impulses when the stabilizing impulses fail to take effect. Specifically, ETI-DEs wins in four cases, ties in three cases, and loses in three cases. The last two rows show that without destabilizing impulses, the performance of the ten algorithms deteriorates. In control theory, destabilizing impulses introduce disturbances to a dynamical system. Similarly, in DE, destabilizing impulses bring some randomness into the evolution process when the population reaches an impasse.
D. Effectiveness of Random Selection of the Reference State in Stabilizing Impulses
In ETI, when x i,G is chosen to undergo stabilizing impulses, the reference state s i,G is randomly selected from the current best individual (gbest) or other individuals with better fitness values than x i,G in the current population (see Section III-A). This operation not only introduces the information of elitist, but also avoids the premature convergence for the population during the evolution. In order to show the effectiveness of this operation, in this section, we compare the performance of ETI-DE and an ETI-DE modified in the following way (referred as ETIgb-DE): the reference state s i,G is only selected from gbest in stabilizing impulses. The detailed experimental data are provided in Tables S.17-S. 19 of the supplementary file.
The results show that ETI-DEs are significantly better than ETIgb-DEs on most test functions. In ETI-DEs, the reference state of stabilizing impulses is set as gbest or other individuals with better fitness values than x i,G , instead of merely gbest. The setting optimizes the state of the whole population and increases the diversity of stabilizing impulses at the same time, which avoids the premature convergence of the population. Therefore, we can conclude that it does make the search more effective when s i,G is randomly selected from gbest or other individuals with better fitness values.
E. Comparison With Other Restart Strategies
To the best of our knowledge, restart strategies directly replace the selected individuals with other individuals, without comparing the fitness values of them. Till now, different restart strategies have been proposed in DE [36] , [54] , [59] [60] [61] [62] . It is noticed that in our approach, destabilizing impulses serve as a restart strategy, which randomly adjust the positions of the inferior individuals within the area of the current population. Therefore, our presented ETI can also be viewed as a restart-based strategy. In this section, first, we illustrate the differences between some popular restart strategies in DE and ours; second, we compare our ETI with a latest restart strategy published in 2015.
To better illustrate the difference between other restart strategies and destabilizing impulses presented in this paper, we list the details of each strategy in Table S .20 of the supplementary file. In [36] , if no improvement is observed for n samples sample points, a restart mechanism might be activated. Accordingly, a bubble is defined around the best individual within the cluster x best ; then local and global restart strategies are performed inside and outside the bubble, respectively. However, the size of the bubble is quite critical to the performance of the restart strategies. In [59] , when the current population converges at a local optimum, a restart is activated. In detail, the newly generated individuals are forced away from the δ hypersphere neighborhood areas of previous local optima. Similarly, the neighborhood size δ is also important. In [60] , the restart strategy takes effect when the predefined clusters are "dead." The strategy consists of two operations: 1) restart by DE/rand/2 and 2) restart by reinitializing certain individuals within the search range. Specified probability values are assigned to each operation, and it is necessary to determine these values beforehand. In [61] , when stagnation is diagnosed, the algorithm performs a restart by increasing the population size by a predefined multiplier k and starting an independent search. In [62] , when the population diversity is poor or the population stagnates by measuring the Euclidean distances between individuals of a population, the individuals are restarted within the initial search space, which is sampled by a random number randN j,G with normal distribution. In [54] , a new diversity enhance mechanism named auto-enhanced population diversity (AEPD) is proposed, which is an improved version of [62] . When population convergence or stagnation is identified by AEPD, some individuals are reinitialized. Our ETI is inspired by the idea of ETM and IPC in control theory, and two kinds of impulses are developed to enhance the exploitation and exploration performance of DE. Selected inferior individuals are restarted by being injected with destabilizing impulses when UR drops to zero or stabilizing impulses fail to take effect (see Section III). Furthermore, the proposed ETI sheds light on the understandings of ETM and IPC in evolutionary computation, which broadens the applications of ETM and IPC in wider areas. Compared with the other methods in Table S .20, AEPD in [54] and our ETI are easy to implement: 1) they do not introduce any calculation of distances of individuals and 2) they do not use the neighborhood, which avoids determining the value of neighborhood size. The computational complexity of the original DE is O(G max · NP · D). While for AEPD and ETI, it is O(G max · ((3 · NP + 2) · D)) and O(2 · G max · NP · (D + log(NP)), respectively, both of which do not seriously increase the computational cost of the original DE.
In the following, we compare the performance of AEPD published in [54] in 2015 and ETI by applying them to jDE and JADE, and check their performance on the CEC 2014 benchmark functions. The parameters of jDE and JADE are given in Section IV-A. It is worth noting that in AEPD [54] , the population size NP is set to 20. And in our ETI-jDE and ETI-JADE, NP is set to 100. Therefore, the experiments are divided into three groups: 1) to compare the perfor- [54] (NP = 20) and in this paper (NP = 100), respectively. The results show that ETI-jDE and ETI-JADE with NP = 100 perform better than AEPD-jDE and AEPD-JADE with NP = 20, which identifies the effectiveness of our ETI. Compared with AEPD, our proposed ETI takes advantage of the concepts of IPC and ETM in control theory, which optimizes the state of the whole population by instantly altering the positions of partial individuals. The stabilizing and destabilizing impulses are triggered at certain moments, which enhances the exploitation and exploration abilities, respectively, and saves the computational resources.
F. Effectiveness of Ranking Assignment
As introduced before, we select the individuals to undergo IPC by ranking the population based on two indices: 1) fitness value and 2) the number of consecutive stagnant generation. These two indices identify the state of each individual during the evolution process. Hence,R i andR i are acquired, which are integrated into R i . In this section, we carry out three classes of experiments to demonstrate the effectiveness of the ranking assignment. The first experiment compares the performance of ranking the population according to R i and only according toR i ; the second experiment displays the difference between utilizing R i and merely utilizingR i ; the last experiment picks random individuals to be injected with impulses instead of using R i . The corresponding three variants of ETI-DEs are as follows: 1) R1-ETI-DE; 2) R2-ETI-DE; and 3) NoR-ETI-DE. These three variants are compared with ETI-DEs, the results of which (win-lose results of ETI-DEs versus R1-ETI-DEs, ETI-DEs versus R2-ETI-DEs, and ETI-DEs versus NoR-ETI-DEs according to the Wilcoxon rank-sum test) are exhibited in Table S .23 of the supplementary file. Similar to the analysis of the last experiment, we also obtain three conclusions from Table S.23. 1) From the first two rows, it is observed that the individuals injected with impulsive controllers cannot be merely selected according to fitness values. The number of consecutive stagnant generation is also needed to be taken into consideration. For an individual, which has been updated in recent generations, although its fitness value is inferior, it may be near a promising area. Therefore, it is still necessary to keep this individual in the population. 2) From the third and fourth rows, it is noted that the individuals with IPC cannot be chosen by only considering the number of consecutive stagnant generation either. For an individual with superior fitness value, which stagnates in recent generations, it may still be helpful for the update of other individuals. 3) The last two rows further explain the necessity of using both fitness values and the number of consecutive stagnant generation to rank the individuals, which will be added impulses later. These two measures reflect the two most important characteristics of an individual in the evolution process. By adding impulses to the inferior individuals graded by these two measures, the search performance of the population can be enhanced. Remark 10: R i is the sum ofR i andR i , whereR i andR i indicate the rankings of the individual according to the fitness value and the number of consecutive stagnation generation, respectively. In the following, we use jDE and ETI-jDE on F02 (unimodal) and F13 (multimodal) to show the impact of ETI on the population during the evolution process. In Fig. S.6 of the supplementary file, we plot the evolution of ten random individuals' R i by jDE and ETI-jDE on F02 and F13, respectively. From the figure, it can be observed that R i by ETI-jDE changes more frequently than that by jDE, which verifies that the introduction of ETI enhances the movement of the population.
G. Parameter Sensitivity Study
In the proposed ETI, there are three parameters: pr, LN, and UN. pr represents the probability of selecting individuals to be injected with destabilizing impulses. LN and UN are the lower and upper bounds of the number of individuals with stabilizing impulses. In ETI, pr is set as 0.2, LN is set as 1, and UN is set as the same as the population size NP. Here, we set pr = [0.2, 0.6, 1.0], LN = [1, 0.2NP, 0.5NP, 0.8NP], and UN = [0.1NP, 0.4NP, 0.7NP, NP]. And we compare the ten DE variants and their corresponding ETI-DEs with different parameter values, in order to investigate the effects of the parameters on the performance of ETI-DEs.
In Figs. S.7-S.9 of the supplementary file, we use bar graph to show the number of functions that ETI-DEs with different parameter values are significantly better than, equal to, and worse than the original DE algorithms, respectively.
For pr, most ETI-DEs (e.g., ETI-DE/best/1/bin, ETI-jDE, ETI-JADE, ETI-SaDE, ETI-EPSDE, and ETI-OXDE) with pr = 0.2 have more winning functions than that with pr = [0.6, 1.0]. Besides, most ETI-DEs (e.g., ETI-jDE, ETI-JADE, ETI-CoDE, ETI-ODE, ETI-SHADE, and ETI-OXDE) with pr = 0.2 have fewer losing functions than that with pr = [0.6, 1.0]. Then we add the win/tie/lose numbers for all the algorithms when using the same value of pr. And we find that pr = 0.2 is a little bit better than pr = [0.6, 1.0]. A larger pr denotes that more individuals will be injected with destabilizing impulses. And the introduction of more randomness may be harmful to the current research. Therefore, we set pr = 0.2 in the proposed ETI.
For LN, along with the growth of LN, we can find a trend for nine of the total ten ETI-DEs except ETI-DE/best/1/bin: the number of winning functions decreases and the number of losing function increases. And for ETI-DE/best/1/bin, its performance is not sensitive to the change of LN. Then we add the win/tie/lose numbers for all the algorithms when using the same value of LN. And we find that LN = 1 is much better than LN = [0.2NP, 0.5NP, 0.8NP]. A larger LN indicates that more individuals are injected with stabilizing impulses, which will disrupt the ongoing search. Therefore, we choose LN = 1 for our proposed ETI.
For UN, we find that most ETI-DEs (e.g., ETI-DE/best/1/bin, ETI-JADE, ETI-SaDE, ETI-ODE, ETI-EPSDE, ETI-SHADE, and ETI-OXDE) with UN = NP show better performance than that with UN = 0.1NP. In general, the results indicate that too small values of UN (e.g., 0.1NP) are worse than large values (e.g., 0.4NP, 0.7NP, and NP). And along with the increase of UN, the performance of ETI-DEs with different UN values becomes close. UN is the upper bound of the number of individuals with stabilizing impulses.
In the experiments, we find that when ETI is adopted, it is more difficult for the number of individuals injected with stabilizing impulsive controllers to reach UN as UN becomes larger. And this explains why the performance of ETI-DEs becomes similar along with the increase of UN. We add the win/tie/lose numbers for all the algorithms when using the same value of UN. And we find that it is a good choice to select UN = NP in this paper.
H. Scalability Study
In the aforementioned experiments, we evaluate the performance of the algorithms by running them on 30 test functions with D = 30 from CEC 2014 test suite. The results show that our proposed ETI can improve the performance of the original DE variants. In this section, we perform the scalability study of the ETI to further examine its effectiveness. The dimension of the test functions is set as D = 50 and D = 100. The detailed experimental data and the results of the Holm-Bonferroni procedure are provided in Tables S.24-S.31 of the supplementary file. Furthermore, in Figs. S.10-S.13 of the supplementary file, we use the box plot to show the results of JADE, CoDE, SaDE, and EPSDE with and without ETI on CEC 2014 test suite at D = 100. From the results, we can find out that our developed scheme still works effectively for problems with large dimension (D = 50 and D = 100).
I. Working Mechanism of ETI
The above experimental results reveal the effectiveness of our proposed ETI. In this section, we will investigate the working mechanism of ETI based on some experiments.
In DE, the UR of the population reflects the degree of the activity of the population in the evolution process. The decrease of UR indicates that the population gradually encounters stagnation. The worst situation is that UR drops to zero before the global best solution is found. As introduced in Section III, two types of impulses, i.e., stabilizing and destabilizing impulses, are imposed on the selected individuals when UR of the population in the current generation decreases or equals to zero. When UR declines, certain individuals will instantly approach the reference states by means of stabilizing impulses. And we hope new superior individuals can be found, and help other individuals update. When UR reduces to zero, selected individuals will be instantaneously displaced to other areas with the help of destabilizing impulses. These individuals in the new positions are expected to influence the stagnant population in a positive way.
In the following, we use jDE and ETI-jDE on the shifted and rotated Katsuura function (i.e., F12 of the CEC 2014 test suite) to explain how ETI works. The results are given in Fig. S.14. Fig. S.14(a) and (b) shows the change of the fitness value of gbest when F12 is optimized by jDE and ETI-jDE, respectively. Fig. S.14(c) and (d) displays the change of the value of UR when F12 is optimized by jDE and ETI-jDE, respectively. Take a look at the status of the population from the 1700th generation to the 1750th generation. In Fig. S.14(c) , the generations when UR = 0 are marked by red dots; and we find that UR drops to zero very frequently, which means the whole population lacks the impetus to evolve. In Fig. S.14(d) , the generations when UR = 0 are also marked by red dots, and red circles are used to mark the moments when UR reduces. By observing the magnified figure in Fig. S.14(d) , UR does not drop to zero frequently, and we attribute it to the destabilizing impulses in ETI. When UR decreases in the current generation, it seldom reduces again in the next generation due to the stabilizing impulses in ETI. Stabilizing and destabilizing impulses increase the degree of activity of the population during the evolution process, and hence help the update of gbest [see Fig. S.14(b) ].
The advantages of ETI can be summarized as follows. 1) Stabilizing impulses in ETI force certain individuals approach the reference states, which enhances the exploitation ability of the algorithm. 2) Destabilizing impulses in ETI bring in more explorative moves, which increases the exploration ability of the algorithm. 3) ETM determines the moment of adding two types of impulses, which avoids the periodical execution of IPC and saves the computational resources. 4) ETI is easy to implement and flexible to be incorporated into other state-of-the-art DE variants.
V. CONCLUSION
In this paper, an ETI control scheme has been proposed to improve the search performance of DE algorithms. There are four components in ETI: 1) stabilizing impulses; 2) destabilizing impulses; 3) ranking assignment; and 4) an adaptive mechanism. First, stabilizing impulses aims to force the selected individuals to approach some promising areas instantly in the search domain, which facilitates the convergence of the population. Second, destabilizing impulses instantaneously alter the positions of inferior individuals in a certain area, which maintains the diversity of the population. Third, ranking assignment is used to select the individuals to be injected with impulsive controllers, which is based on the fitness value and the number of consecutive stagnant generation of each individual. Fourth, an adaptive mechanism is presented to determine the number of individuals taking IPC. Besides, ETM identifies the moment of imposing these two kinds of impulses. Meanwhile, the proposed ETI does not significantly increase the computational complexity of DE algorithms.
Extensive experiments have been carried out based on the CEC 2014 test suite. First, ETI has been incorporated into two original DE algorithms and eight state-of-the-art DE variants. A series of results demonstrate that ETI can greatly improve the performance of these DE algorithms. Then several comparative experiments have been conducted to show the effectiveness of two types of impulses, random selection of the reference state in stabilizing impulses, and ranking assignment. Besides, we compare ETI with other restart strategies, and investigate the influence of three parameters. Then the presented ETI-DEs have also shown their superiority in high-dimensional problems. Finally, the working mechanism of ETI has been investigated based on some experiments. It is worth mentioning that the experimental results shed light on the understandings of ETM and IPC in evolutionary computation, which broadens the applications of ETM and IPC in wider areas.
