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Abstract 
Kitano’s approach to neural network design is extended in the sense that not just the neural network structure, 
but also the values of the weights are coded in the chromosome. Experimental results are presented 
demonstrating the capability of the technique in the solution of a standard test problem. 
1. Introduction 
Kitano [4],[5] successfully used a matrix grammar 
in the automatic generation of neural network 
structures. We chose to use Kitano’s methodology 
for generating network structures, but have also 
encoded the values of the weights in the 
chromosome, so that not only the structural but 
also the parametric information can be passed on 
from generation to generation. 
When both the structure and the weights of the 
network are coded in the chromosome, the 
resulting system may be described as a Structured 
Genetic Algorithm (sGA) [2]. The conventional 
sGA approach is to directly encode the structure in 
the chromosome. Good results are reported in [31 
using a directly encoded sGA on small problems 
such as the XOR, but it was found the method did 
not scale up well to bigger problems. 
The approach we have taken combines the 
inherent scalability of grammar encoding with the 
proven effectiveness of an sGA. The technique is 
compared to a direct coded sGA system using a 
standard test problem. 
2. sGAs in NN design 
sGAs were developed by Dasgupta and McGregor 
[2] and have proven to be a successful method to 
simultaneously optimise a neural network 
architecture and its weights [3]. The technique 
uses hierarchically structured chromosomes. The 
recombination phase is the same as in the standard 
genetic algorithm. During evaluation however 
‘high-level’ genes act as switches to activate or 
deactivate lower level genes, In [3 ]  two leveled 
chromosomes were used. The top level defines the 
connectivity of the network, the bottom level the 
values of the weights and biases. The network 
connectivity is represented by the connectivity 
matrix treated as a binary string. 
In most GA approaches the chromosome 
representing both the structure and the weights is 
thought of as a long string and is subject to the 
genetic operators of the algorithm. As far as the 
genetic operators are concemed there is no 
distinction between the structure and the weight 
space. This distinction is only made when the 
chromosome is translated into the actual neural 
network. 
When different codings (i.e. binary and real- 
valued) are used for the two parts a distinction 
must be made between structure and weights and 
non-homogeneous chromosomes are needed. In 131 
the best performance of the sGA algorithm was 
observed when the weights and biases were coded 
as real-valued genes, as opposed to the binary 
coded structural part of the chromosome. Genetic 
operations like crossover and mutation can now be 
thought of as being either structural or parameVic 
changes to the network depending on what part of 
the chromosome they operate on. 
3. The Matrix Grammar 
Kitano’s matrix grammar is discussed in detail in 
[4] and [5 ] .  The basis of the approach is that a 
network structure is defined in terms of a hierarchy 
of structuring rules, each being a combination of 
lower level elements. Thus, descriptive complexity 
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remains manageable as a network structure 
increases in size. Because the structure is txded 
indirectly, it must be rewritten using the inverse 
coding to reveal the network structure. 
In an sGA a set of lower level genes is unique to 
one higher level gene. They cannot be referred to 
by any other gene. In the approach described 
above, this is not the case. This means that extra 
weights must be included in the grammar 
approach, since the relevance of a weight in the 
final structure cannot be directly determined firom 
the coded structural information. However, the 
chromosome complexity with the grammar 
approach is still lower than with direct encoding as 
the problem size increases. 
4. Combining sGAs with tlhe 
Matrix Grammar 
The chromosomes have a two level hierarchy,. 'The 
top level is a string of characters that represms 
the matrix rewriting rules (the structural part), the 
bottom level is a real-valued string of the weights 
of the connections of a fully connected feedforward 
network (the parametric part). These weights are 
coded as a long real-valued string and includle the 
bias unit data. The set of weights in use by the 
actual network is only a subset of this paramietric 
part. This is illustrated in Figure 1. 
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simply ignored. In this case this is true for most of 
the weight values contained in the chromosome. 
A separate back propagation training module is 
used to evaluate the neural networks. Since the 
weights are part of the genotype of the network the 
parametric changes that result from running the 
training module are carried on to future 
generations. This is achieved through weight 
transmission [ 11, whereby the initial offspring 
weights are set to a fixed fraction of the weights of 
the dominant parent. No parametric changes are 
performed within the GA itself. Only the structural 
part of the chromosome is subject to the genetic 
operations. The operation of this system is 
illustrated in Figure 2. 
- - - - - - - 
Translate structural part of 
chromosome into neural network 
BP Training Module 
- initialize weights with the parametric chromosome 
1 1 ~ 1 pat:fthechromosome 1 -train neural network for Xnumber of -update parametric pari 
-return error on training set 
- - - - . - - 
Figure 2 The sGA system with a separate Back 
Propagation training module 
4. I Evaluation 
When a chromosome is decoded into a neural 
network, the top level of the chromosome needs to 
be translated into the connectivity matrix. This 
matrix is then pruned so that there are no hidden 
Slrucfual part 
ABCD kpak aaaf aaaa aaab bfda ghed 
Parametric part 
_ _ _ _ _ . _ _ _ _ _ _ _ _ _ _  
I 8 - -  neurons without connections. After this step the 
transformed into a neural network which, 
training phase (backpropagation), is then 
tested on a set of training patterns. The network 
uses the values of the weights of the bottom level 
of the chromosome that correspond to the 
connections used. The fitness value will reflect the 
error on this training set and can optionally 
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- _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
Input I Input 2 
Figure 1 The mapping of a two-level chmosomr: ,mto 
a neural network 
include a measure of the network's complexity. 
The amount of pruning that was necessary can also 
be reflected in the fitness as a negative measure. In 
this way minimal complexity neural networks tend 
to evolve. After training, the parametric part of the 
chromosome is updated with the trained values of 
the weights. 
The first three entries in the parametric part of the 
chromosome correspond to the incoming 
connections of neuron 3 ( i.e. column 3 with the 
bias weight added ). The next four enlbies 
correspond to neuron 4 etc. The 6" mtry 
corresponds to the connection from neuron 3 to 
neuron 4. Since this connection is absent ini the 
neural network, the corresponding weight value is 
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Back propagation training is performed for a set 
number of cycles. The optimal number will depend 
on the problem and on the training set used. The 
back propagation module is a standard one using 
the normal gradient descent weight updating rule 
with a momentum term. The module uses a ‘per- 
pattern’ weight update mechanism, meaning that 
weights are updated after every presentation of a 
training pattern (and not after a presentation of the 
complete training set). 
The following fitness function is used: 
Fitness=(ErrorAVout) +a * Complexity+p * 
Pruning 
where: 
Error = the total performance error on the training 
set 
Nout = the number of output neurons 
Complexity =the number of connections in the 
network (including the bias weights) 
Pruning = the number of connections that had to 
be pruned 
The genetic algorithm works in such a way that 
the fitness is minimised instead of maximised. The 
relative weight of the complexity and pruning 
terms can be set by a and P. The optimal values 
are problem dependent and possibly quite hard to 
find. 
5. Direct Encoding 
For the purpose of comparison a direct encoding 
scheme was also implemented as described in this 
section. 
The direct encoding scheme differs from the 
matrix grammar scheme described above in the 
representation of the network structure. The part of 
the chromosome that codes the weights is 
identical. Direct encoding is implemented as a bit- 
string that directly represents the neural network. 
6. Experiments 
In our preliminary experiments we have 
implemented a sGA system using the C-library 
called ‘SUGAL’, developed by A. Hunter at the 
University of Sunderland, England 
The matrix grammar approach is compared to the 
direct encoding scheme described in the last 
section. Preliminary experiments were performed 
on the Iris flower data pertaining to neural 
networks with a maximum number of neurons of 
16. 
0 Iris j l o  wer data 
The benchmark Iris flower data set consists of a 
training set of 75 facts and of a test set of the same 
size. A single fact contains 4 real-valued input 
values on [0,l] and 3 binary output values.y. The 
data represents four attributes of flowers according 
to which the flowers are categorised into three 
classes. 
6.1 Results 
The matrix grammar and the direct encoding 
approach were compared on the neural network 
optimisation problem using the Iris data. Both 
systems used a maximum number of 16 neurons 
and were run for 200 generations. The GA settings 
are shown in Table 1. The settings for both 
systems are identical except of course for the 
chromosomal representation used. During 
evaluation the Back Propagation (BP) algorithm 
was run for 1 cycle through the training data. 
Parameter 
a (complexity 
measure) 
measure) 
chromosome 
length 
coding 
crossover type 
crossover rate 
elitism 
fitness 
normalisation 
P (pruning 
mutation rate 
number of BP 
training cycles 
population size 
replacement 
Matrix 
Grammar 
0.1 
0 
84 
symbolic 
two point 
0.8 
on 
reverse linear 
ranking 
bias = 10.0 
0.005 
1 
50 
unconditional 
Direct 
Encoding 
0.1 
0 
111 
binary 
two point 
0.8 
on 
reverse linear 
ranking 
bias = 10.0 
0.005 
1 
50 
unconditional 
Table 1 GA settings for NN optimisation for Iris data 
with matrix size 16x1 6. 
Figure 3 shows the fittest individuals at the end of 
a typical run for both systems. 
Both systems showed very similar behaviour on 
this problem. Convergence curves of the best 
individual in the population vs generation are 
nearly identical. The best individuals as shown 
above are just examples of one particular run of the 
GAS. 
1930 
Grammar encoding : 
fitness = 2.207 
complexity = 19 
Direct encoding : 
i) 
7 
3 
fitness = 2.288 
complexity = 20 
Figure 3 The best individuals of a run for the data, 
grammar vs direct. The values of the weights are not 
shown. Both networks misclassified one training 
pattern. Bias weights are not shown. 
The neural networks that evolved on this problem 
using the particular GA settings had a low level of 
complexity and generally used quite a few {direct 
connections from input to output neurolns. When 
tested on the Iris test data set the neural networks 
found peformed well. For example the top network 
in Figure 3. produced an error of 5.46 on the test 
data with 4 pattems misclassified. Further training 
of the network using back propagation did not 
help. This performance compares well with that of 
a fully connected ‘4-4-3’ neural network tested1 for 
comparison with the GAS. This network produced 
an error of 5.89 on the test data with 3 test pattiems 
misclassified after lo00 training cycles. 
7. Conclusions 
The technique of incorporating both weight data 
and a matrix grammar encoded network structure 
in a structured genetic algorithm has been 
demonstrated. 
The grammar encoding method generated neural 
networks with a low level of complexity that 
performed well on the training and on the test data 
used for initial evaluation. The grammar encoding 
resulted in a reduction in the chromosome length 
when compared to direct encoding, and the 
resulting networks showed no obvious loss in 
performance from using the technique. 
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It was observed that the value of a, the nneasine of 
complexity in the fitness function, influenced the 
neural networks generated. If set to a small value 
the complexity of the networks is very large, if set 
to a large value very small networks that perform 
quite poorly on the data set are generated. 
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