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Abstract
In this work we study preprocessing for tractable problems when part of the input is unknown
or uncertain. This comes up naturally if, e.g., the load of some machines or the congestion of
some roads is not known far enough in advance, or if we have to regularly solve a problem over
instances that are largely similar, e.g., daily airport scheduling with few charter flights. Unlike
robust optimization, which also studies settings like this, our goal lies not in computing solutions
that are (approximately) good for every instantiation. Rather, we seek to preprocess the known
parts of the input, to speed up finding an optimal solution once the missing data is known.
We present efficient algorithms that given an instance with partially uncertain input generate
an instance of size polynomial in the amount of uncertain data that is equivalent for every
instantiation of the unknown part. Concretely, we obtain such algorithms for minimum spanning
tree, minimum weight matroid basis, and maximum cardinality bipartite matching,
where respectively the weight of edges, weight of elements, and the availability of vertices is
unknown for part of the input. Furthermore, we show that there are tractable problems, such as
small connected vertex cover, for which one cannot hope to obtain similar results.
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1 Introduction
In many applications we are faced with inputs that are partially uncertain or incomplete.
For example, a crucial part of the input, like availability of particular machines or current
congestion of some network or road links, may only be available at short notice and may
be subject to frequent change. Similarly, we may have to regularly solve instances of some
problem that are very similar except for small modifications, e.g., airport gate scheduling
when there are only few irregular flights.
A natural approach to this is to come up with solutions that are robust in the sense that
they are close to optimal no matter what instantiation the unknown or uncertain part takes.
Intuitively it is clear that one cannot hope to always find a solution that is optimal for all
instantiations since then the missing parts would always need to be irrelevant. Similarly,
if one has to commit to some solution containing uncertain weights/values, then changing
these values can in general rule out any good ratio of robustness.
To avoid this issue, in the present work, when given an instance with missing or uncertain
information we do not seek to already commit to a solution but to determine how much of
the input we can solve or preprocess without knowing the missing or uncertain parts. In
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particular, this approach permits us to still perform computations once the entire input is
known/certain. Thus, there is no general argument that would rule out the possibility of
finding optimal solutions since we could always do nothing and just keep the instance as is.
Our question is rather, assuming that we always want to get an optimal solution, how
much of the certain part of the input do we need to keep (including any other derived
information that we could choose to compute). Clearly, we should expect that increasing
the amount of uncertain data should drive up the amount of information that we need to
keep. Conversely, in many settings the instantiations of some k bits (e.g. presence of certain
k edges in a graph) “only” create 2k different possible instances. Thus, size exponential in
the amount of uncertain data is likely to be easy to achieve, e.g., by hardwiring optimal
solutions for all instantiations. In contrast, we are interested in spending only polynomial
time (too little to precompute an exponential number of solutions) and preprocessing to a
size that is polynomial in the amount of uncertain data.
As an easy positive example, consider a road network modeled by a graph G = (V,E)
with weights w : E → R≥0 capturing the time to travel along the corresponding road. If all
weights are given/certain, then we can easily compute a shortest s,t-path. If, say, weights
for edges in some set F ⊆ E are not known (yet) or if they are subject to change (e.g. by
road congestion) then we cannot for sure determine a shortest path. Moreover, we cannot
in general find a path that will be within any bounded factor of the shortest path: If we
have to pick one of two parallel edges, then letting the other one have cost  and ours
have cost 1 gives ratio 1/ for arbitrary small . Preprocessing for this setting, however, is
straightforward: The final shortest path will consist in some arbitrary way of edges in F
and shortest u,v-subpaths containing no edge of F for u, v ∈ {s, t} ∪ V (F ). The required
u,v-paths can be precomputed by taking shortest paths in G− F . All distance information
can be stored in a smaller graph on vertex set {s, t} ∪ V (F ) by letting weight of {u, v} be
equal to the length of a shortest u,v-path in G − F . The edges of F are then additional
parallel edges and the actual shortest s,t-path can be computed once their weights are known.
(One may label edges {u, v} by the interior vertices of the shortest u,v-path to quickly extract
a shortest s,t-path.) Thus, instead of having to find a shortest path in G = (V,E) once all
weights are known it suffices to solve the problem on a graph with at most 2 + 2|F | vertices.
Our results. We study similar preprocessing questions for several fundamental problems,
namely minimum spanning tree, minimum weight matroid basis, and maximum
cardinality bipartite matching. In the first two problems, the uncertainty lies in the
weight of some of the edges of the input graph respectively elements of the ground set
of the matroid. The matroid basis problem of course generalizes the minimum spanning
tree question but the latter is probably more accessible and uses essentially the same ideas.
For maximum cardinality bipartite matching we study the setting that in the given
bipartite graph G = (L,R;E) there are sets of vertices L0 ⊆ L and R0 ⊆ R some of which
will not be available (but we do not know yet). To some extent, the latter problem can
also be handled by the result for minimum weight matroid basis, but the output would
not be an instance of bipartite matching (see end of Section 4). For all three problems, we
give efficient algorithms that derive an appropriate form of equivalent instance such that an
optimal solution can be found using just this instance plus the missing input data. Finally,
we show that there are problems for which we cannot find efficient compressions that capture
all possible scenarios, even if the running time of the algorithm is allowed to be unbounded;
these are small connected vertex cover and some LP-related problems.
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Related work. The effect of uncertainty in instances on optimal solutions has long been
considered and there are several approaches to deal with it. An early approach is stochastic
optimization (SO), starting at least from Dantzig’s original paper [4], which assumes that
the uncertainty has a probabilistic description. A more recent approach to optimization
under uncertainty is robust optimization (RO). In contrast to SO, the uncertainty model
in RO is not stochastic, but rather deterministic and set-based. More precisely, in RO, we
want to find a solution to optimize the value of a certain function which subjects to a list of
uncertain constraints. Each of these constraints may depend on some uncertain parameters
whose values are in a given domain which may be infinitely large or continuous. The solution
is required to satisfy every constraint for all values of its uncertain parameters. We refer
interested readers to a survey [2] for more information about RO. Both of the two approaches
(SO and RO) only work with the uncertainty of the value of parameters in an instance, but
neither with the uncertainty of appearance of any factor in an instance (variables, constraints,
vertices, edges, etc.), nor with the uncertainty of the objective function. Moreover, the focus
is on finding optimal or approximate solutions rather than preprocessing.
Concerning preprocessing, a related concept is that of kernelization from parameterized
complexity. In brief, a kernelization for a decision problem is an efficient algorithm that
compresses each input instance to an instance with smaller size (if possible) and ensures that
the answer does not change. Note that the target of this approach is NP-hard problems and
sizes of compressed instances are measured by some problem-specific parameter instead of
the input size since one cannot hope to efficiently shrink all inputs of some NP-hard problem,
unless P = NP. To the best of our knowledge there has not been much research in this area
regarding uncertainty or robustness. Two recent results on kernelization nevertheless use
intermediate results that are in line with the present work, and that have in part inspired it:
(1) A nice result of Pilipczuk et al. [13] is the following: Given a plane graph G with
outer face B, one can efficiently compress the inner part of G to obtain a smaller graph H
such that H contains an optimal Steiner tree connecting terminal set S for every subset
S ⊆ B of the outer face. Note that for any fixed set S ⊆ B this is a polynomial-time problem,
but there are of course 2|B| many possible sets S. Pilipczuk et al. use this result to obtain
polynomial kernels for several problems on planar graphs, e.g., planar steiner tree.
(2) Kratsch and Wahlström [8] obtained the following result on cut-covering sets: Given
a graph and two vertex sets S and T , there exists a small vertex set Z such that Z contains
a minimum vertex (A,B)-cut for every A ⊆ S and B ⊆ T , moreover Z can be computed
in randomized polynomial time with small error probability. Again, for each choice of A
and B this is polynomial-time solvable, but there is an exponential number of choices. We
will make use of this result in Section 5 and, furthermore, it directly yields another positive
example for the min cut problem with uncertain vertices: Given a graph G = (V,E) with
two vertices s, t ∈ V and U ⊆ V \ {s, t}, we can apply the result for S = U ∪ {s} and
T = U ∪ {t} to compute a cut-covering set Z. Now, for every U ′ ⊆ U , the set Z contains a
minimum U ′ ∪ {s}, U ′ ∪ {t} cut C. Clearly, U ′ ⊆ C and thus C \ U ′ must be a minimum
(s, t)-cut in G− U ′. This observation together with a technique called torso operation (see
[10]), which will be explained in Section 5, allows us to compress the certain part of G
efficiently. By Menger’s theorem, this carries over to the problem of computing the maximum
number of vertex-disjoint paths between two vertices in a graph. Thus, one can also obtain a
preprocessing for max flow when all capacities are small, in the sense that the guaranteed
size depends polynomially on the maximum capacity.
(3) In [1] Assadi et al. also considered maximum matching and minimum spanning
tree with a similar approach but their model, which they called “The dynamic sketching
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model”, has two main differences: First, it only captures the uncertainty of appearance of
edges but not their weights. Second, output of an algorithm in the model may be only a
compact structure (“a sketch” in their words) but not an instance of the considered problem.
Other somewhat related paradigms are online algorithms and dynamic algorithms. In the
former, the input is revealed piece-by-piece and the algorithm needs to commit to decisions
without knowing the remaining input; the goal is to optimize the ratio between the online
solution and an oﬄine optimum. This is quite different from our setting because it requires to
commit to a solution. In the dynamic setting a complete instance is given but modifications
to it are given in further rounds; the goal is to adapt quickly to the modifications and to find
a solution for the modified instance (faster than computing from scratch). This is closer to
our setting, by allowing a different solution in each round, but differs by having a complete
input in each round and not necessarily restricting the parts of the input that may change.
The problem of finding a minimum spanning tree when edge weights are uncertain has also
been explored in a different setting [7, 11]. In this case, all edge weights fall in prespecified
intervals and there is a cost for finding out the weight of a specific edge. The goal is to find
a cost-efficient query strategy for finding a minimum spanning tree.
Organization. We will start with preliminaries in Section 2 and consider minimum spanning
tree in Section 3 as a warm-up. We present our algorithms for minimum weight matroid
basis and maximum cardinality bipartite matching in Sections 4 and 5 respectively.
Finally, we present our lower bounds in Section 6. Proofs omitted in this extended abstract
can be found in [6].
2 Preliminaries
Graphs. We mostly follow graph notation as given by Diestel [5]. A walk in a graph G is a
sequence of vertices (v0, v1, . . . , vk) such that for every i = 0, . . . , k − 1 the vertices vi and
vi+1 are adjacent; if G is a directed graph then it is required that there is an arc directed
from vi to vi+1. A path in G is a walk (v0, v1, . . . , vk) such that vi and vj are distinct for
every i 6= j. In this case, v0 and vk are called the first vertex and the last vertex of the path
respectively; all other vertices are called internal vertices. A (u, v)-path is a path whose first
vertex is u and whose last vertex is v. If S is a vertex set of a graph G, then we denote by
G− S the graph obtained from G by removing all vertices in S and their incident edges.
Matroids. A matroid is a pair (E, I), where E is a finite set of elements, called ground set,
and I is a family of subsets of E which are called independent sets such that: (1) ∅ ∈ I. (2)
If A ∈ I, then for every subset B ⊆ A we have B ∈ I. (3) If A and B are two independent
sets in I and |A| > |B|, then there is an element e ∈ A \ B such that B ∪ {e} ∈ I; this is
called the augmentation property.
By the augmentation property, all (inclusion-wise) maximal independent sets have the
same cardinality; each of them is called a basis. The (inclusion-wise) minimal dependent
sets are called circuits. Given a matroidM = (E, I) and F ⊆ E, we denote byM− F the
matroid obtained fromM by deleting elements in F , i.e., the matroid on ground set E \ F
whose independent sets are the independent sets ofM that are disjoint from F . If F is an
independent set ofM then we denote byM/F the matroid obtained fromM by contracting
F , i.e., the matroid on ground set E \ F such that a set I is independent if and only if I ∪ F
is an independent set ofM. A matroidM′ obtained fromM by a sequence of deletion and
contraction operations is called a minor ofM.
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A matrix M over a field gives rise to a matroidM whose ground set is the set of columns
of M and a set of columns is an independent set ofM if and only if it is linearly independent
as a set of vectors. In this case, we say thatM is represented by M or M is a representation
matrix ofM. Note that there may be different representation matrices of the same matroid
and there exist matroids which cannot be represented over any field.
Because there can be as many as 2|E| independent sets in a matroid M = (E, I), to
achieve time polynomial in |E| it is necessary to use a more succinct representation, rather
than listing all sets in I explicitly. Two common ways are representingM by a matrix (not
possible for all matroids) or assuming that an independence oracle for I is provided:
(i) If our matroid is given by a representation matrix over some field, the output of our
algorithm should again be a representation matrix. It is known that a representation for any
minor ofM can be computed in polynomial time from a representation ofM (cf. Marx [9]).
(ii) If our matroid is given by a ground set and an independence oracle, i.e., a blackbox
algorithm which tells us whether an arbitrary subset of the ground set is independent or not,
then the time for the oracle is not taken into account. In this case, the output should again
be a ground set together with an oracle. Since the oracle is blackbox, the output oracle will
be a frontend to the initial oracle and make queries to it.
Further notation. Given two functions f1 : X1 → N and f2 : X2 → N with X1 ∩X2 = ∅,
the union of f1 and f2, denoted by f1 ∪ f2, is the function f : X1 ∪ X2 → N defined by
f(x) = fi(x) if x ∈ Xi for i = 1, 2. For convenience, we use + and − instead of ∪ and \ for
singleton sets, e.g., S + e and S − e instead of S ∪ {e} and S \ {e}. We also abuse notation
by using f(e) to represent a function f whose domain is {e}, e.g., we write f(e)∪ g to clarify
that we take the union of two functions f and g where the function f has a singleton domain.
3 Minimum Spanning Tree in Graphs With Some Unknown Weights
For a connected graph G = (V,E) and a weight function ω : E → N one can efficiently
compute a spanning tree of minimum total edge weight. If, however, the weight of some
edges is not known (yet), then in general we cannot (yet) solve the instance. Nevertheless,
we may be able to preprocess the known part of the instance in order to save time later.
Say we are given a connected graph G = (V,E ∪ F ) and a weight function ωE : E → N.
Over different choices of weights ωF : F → N for edges in F there may be an exponential
number of different minimum weight spanning trees. We will show how to efficiently generate
a new instance on which we may solve the problem for any instantiation of ωF , i.e., computing
the weight of a minimum spanning tree relative to weights ω = ωE ∪ ωF .
In slight abuse of notation we assume that edges that are originally in F can be identified
in the new instance after the operations (edge contractions) performed in our algorithm.
That is, given an edge in F , we can find the corresponding edge in the new instance even if
the endpoints of this edge have changed. More formally this could also be captured by an
appropriate bijection from F to a set of edges F ′ that appear in the new instance.
I Theorem 1. There is a polynomial-time algorithm that, given a connected graph G =
(V,E ∪ F ) and a weight function ωE : E → N, computes a connected graph G′ = (V ′, E′ ∪ F )
with |E′| ≤ |F |, a weight function ωE′ : E′ → N, and k ∈ N, such that, for any ωF : F → N,
the graph G has minimum spanning tree weight l relative to ωE ∪ωF : E ∪F → N if and only
if G′ has minimum spanning tree weight l′ = l − k relative to ωE′ ∪ ωF : E′ ∪ F → N.
Let MSF denote a minimum weight spanning forest of G−F and let G1 = (V,MSF∪F ).
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The following lemma shows that the weight of a minimum spanning tree in G1 is equal to
that of a minimum spanning tree in G for any weight function on F .
I Lemma 2. For any weight function ωF : F → N, there is a minimum spanning treeMSTωF
in (G,ωE ∪ ωF ) such that MSTωF ⊆MSF ∪ F .
Accordingly, the first part of the simplification of (G,ωE) consists of replacing G by G1
and restricting ωE to the edges of G1, i.e., to the edges of MSF ∪ F .
Let ω0 : F → N : f 7→ 0. If an edge e ∈ E is used by a minimum spanning tree for
(G,ωE ∪ω0) in which all edges in F have zero weight, then, intuitively, using e is also a good
choice for spanning trees with other weight functions ωF : F → N.
I Lemma 3. Let MSTω0 a minimum spanning tree for (G,ωE ∪ω0). For every ωF : F → N,
there is a minimum spanning tree MSTωF for (G,ωE ∪ωF ) that uses all edges in MSTω0 \F .
It follows that we can further simplify G1 by contracting edges of MSTω0 \ F , since for
any weight function ωF : F → N there is a minimum spanning tree that uses these edges.
I Lemma 4. LetMSTω0 be a minimum spanning tree in (G,ωE∪ω0) and let e ∈MSTω0 \F .
Let the graph G2 = (V ′, E′) be obtained by contracting e, where E′ = E − e, and let ωE′ be
ωE restricted to E′. For any weight function ωF : F → N, (G,ωE ∪ ωF ) has a spanning tree
with weight l if and only if (G2, ωE′ ∪ ωF ) has a spanning tree MST′ωF of weight l − ωE(e).
We compute a minimum spanning tree MSTω0 for (G1, ωE ∪ ω0) and create a graph
G′ = (V ′, E′ ∪ F ′) by contracting every edge in MSTω0 \ F . Let k be the combined weight
of the contracted edges. All edges in E′ correspond to edges E after the contractions. We
define ω′E accordingly. Note that |E′| ≤ |F | since at most |MSF| ≤ n− 1 edges of E remain
in G1, of which we contract at least |MSTω0 \ F | ≥ |MSTω0 | − |F | = n− 1− |F | edges in
order to obtain G′. As a result of Lemmas 2 through 4 we have that G′, ω′E , and k satisfy
the required properties in Theorem 1 and the result follows.
4 Minimum Weight Basis in Matroids With Some Unknown Weights
Given a matroidM = (E, I), we know that for each fixed weight function w : E → N we can
find a minimum weight basis ofM in polynomial time by the greedy algorithm. Now suppose
that there is a subset F ⊆ E of elements with unknown weights, i.e., we are only given a
partial weight function w : E \ F → N. We want to reduce the known part of the input such
that when given any weights for elements in F we can compute a minimum weight basis.
In the rest of this section, we prove the following result:
I Theorem 5. There is a polynomial-time algorithm that given a matroid M = (E, I),
by matrix representation or independence oracle, together with a set F ⊆ E and a partial
weight function w : E \ F → N, outputs a matroidM′ = (E′, I ′), a partial weight function
w′ : E′ \ F → N, and a number k ∈ N such that: (1) E′ contains F and has at most 2|F |
elements. (2) For every weight function on F , the matroidM has a minimum weight basis
of weight l if and only ifM′ has a minimum weight basis of weight l − k.
We start by recalling some basics about the interplay of circuits and bases in a matroid.
I Lemma 6 (cf. Oxley [12, Corollary 1.2.6]). Let M = (E, I) a matroid and B ∈ I a basis
ofM. For every e ∈ E \B there is a unique circuit C in B + e, and this circuit contains e.
Moreover, for every e′ ∈ C − e, the set B + e− e′ is also a basis ofM.
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The next lemma is about the relation between minimum weight bases of a given matroid
M and the ones in a sub-matroidM′ ofM.
I Lemma 7. Let M = (E, I) a matroid and let F ⊆ E. For every weight function, if I
is a minimum weight basis of M− F , then there is a minimum weight basis of M that is
contained in I ∪ F .
Given a matroid with a non-empty subset F of elements, there are infinitely many weight
functions on F . However, since we are considering a minimization problem, there is a special
one: the weight function which assigns value zero to every element in F . Intuitively, because
elements in F have ”cheapest cost“ in this case, if an element not in F appears in a minimum
weight basis with respect to this weight function then it should also appear in some minimum
weight basis with respect to other weight functions. The next lemma verifies this intuition.
I Lemma 8. Let M = (E, I) a matroid, let F ⊆ E, and let wˆ : E \ F → N. If I0 is a
minimum weight basis ofM subject to w0 = wˆ∪ wˆ0 where wˆ0 : F → N : f 7→ 0, then for every
weight function wF : F → N there is a minimum weight basis ofM subject to w = wˆ ∪ wF
that contains I0 \ F .
Now we describe our algorithm. Given a matroid M = (E, I) together with a subset
F ⊆ E and a partial weight function w : E \ F → N, we computeM′′ as follows:
1. Compute a minimum weight basis B ofM− F .
2. ComputeM′ =M[B ∪F ]. IfM is given by a representation matrix M , thenM′ can be
represented by the matrixM ′ obtained fromM by taking only the columns corresponding
to the elements in B ∪ F . IfM is given by an oracle O, then an oracle O′ forM′ can be
obtained easily: Given a set I, first check whether I is a subset of B ∪ F , else return no.
Query O for whether I is independent inM and return the answer.
3. Compute a minimum weight basis B0 of M′ corresponding to the weight function
w0 : E → N with w0(e) = 0 for all e ∈ F and w0(e) = w(e) for e ∈ E \ F .
4. ComputeM′′ =M′/(B0 \ F ) and k = w(B0 \ F ). IfM′ is represented by a matrix M ′,
then a matrix representation forM′′ can be derived from M ′ in polynomial time (cf. [9]).
If M′ is given by an oracle O′, then an oracle O′′ for M′′ can be obtained as follows:
Given a set I first check whether I is a subset of the ground set ofM′′, else return no.
Query O′ for whether I ∪ (B0 \ F ) is independent inM′ and return the answer.
It is easy to see that our algorithm runs in polynomial time. Because B0 is a basis inM′
and B is an independent set inM′, we have B0 ⊆ B ∪ F and |B| ≤ |B0|. The number of
elements ofM′ not in F is
|B \B0| ≤ |(B ∪ F ) \B0| = |B ∪ F | − |B0| = |B|+ |F | − |B0| ≤ |F |.
The final lemma, about the correctness of our algorithm, finishes the proof of Theorem 5.
I Lemma 9. For every weight function, the minimum weight of a basis in M is l if and
only if the minimum weight of a basis inM′′ is l − k.
Our result can also be applied for the case of maximum weight basis with one additional
condition: There is a fixed upper bound for all weights, i.e., we may not know weights of
elements in F but we do know that they cannot be larger than some constant c. In that case,
if for each element e ofM, we replace its weight w(e) by w′(e) = c − w(e) then for every
basis I we have w′(I) = c · |I| − w(I). Because all bases in a matroid have the same size,
a maximum weight basis with respect to the original weight function must be a minimum
weight basis with respect to the new one.
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Theorem 5 can be applied for several specific matroid classes. For example, Theorem 1 can
be obtained by an application to the class of graphic matroids, noting that these are closed
under deletion and contraction. We finish this section discussing an application for transversal
matroids. Given a bipartite graph G = (L,R;E) the transversal matroidM = (R, I) has as
its independent sets exactly those subsets of R that have a matching into L (equivalently,
that are the endpoints of some bipartite matching). If we assign weight 1 for every element
of the matroid then the weight of a maximum weight basis in the matroid is the size of a
maximum matching in the original bipartite graph. Uncertain vertices in R can be easily
simulated by making their weights be uncertain and using weight 0 to mean that they are
not available. Observe that we have an upper bound for uncertain weights, so by the above
arguments, we can apply the result for maximum weight basis to compress our uncertain
instance for maximum matching in bipartite graph. Uncertain vertices in L can be handled
by giving each a private neighbor that has uncertain weight: We can set these weights very
high (and adjust the target weight of the basis that we are looking for) to enforce that the
corresponding uncertain vertex is used to match the private neighbor, thereby preventing a
matching with other R vertices. If the vertex is available then set the weight of this private
neighbor to 0. However, the output would not be an instance of bipartite matching. Unlike
graphic matroids, transversal matroids are not closed under contraction (which would give
the larger class of gammoids), and thus it seems unlikely that one could directly extract
an appropriate graph. We address this by studying the bipartite matching problem with
uncertain vertices directly in the following section, using other techniques.
5 Maximum Matching in Bipartite Graphs With Uncertain Vertices
Given a bipartite graph G = (L,R;E), a maximum matching of G can be found in polynomial
time. Now suppose that there are vertex subsets L0 ⊆ L and R0 ⊆ R and some arbitrary
vertex sets L′ ⊆ L0 and R′ ⊆ R0 may not be available in the final input, i.e., we will be
asked for a maximum matching in G− (L′∪R′). Thus, there are 2|L0|+|R0| possible instances.
How much can we simplify and shrink G when knowing only L0 and R0, but not L′ and R′?
We show that, despite the exponential number of possible final instances, a graph G′ with
polynomial in |L0|+ |R0| many vertices is sufficient.
I Theorem 10. There is a randomized polynomial-time algorithm that, given a bipartite
graph G = (L,R;E), L0 ⊆ L, and R0 ⊆ R, returns a bipartite graph G′ with O((|L0|+ |R0|)4)
vertices and k ∈ N such that for any L′ ⊆ L0 and R′ ⊆ R0, the graph G − (L′ ∪ R′) has
maximum matching size l if and only if G′− (L′ ∪R′) has maximum matching size l′ = l− k.
Let us first recall the concept of augmenting paths.
I Definition 11. Let M a matching in a G. An M -augmenting path is a path in G s.t.
(i) the first and last vertices of the path are not incident to any edge in M and
(ii) edges on the path are alternatingly in M and not in M .
It is well known that if an augmenting path P exists, then we can obtain a matching from
M that has one more edge by replacing in M the matched edges on P with the non-matched
edges on P . This extends in a natural way to packings of vertex-disjoint augmenting paths.
I Lemma 12. Let G be a graph, let M be any matching in G, let M0 be a maximum matching
in G, and let r denote the maximum number of vertex-disjoint M-augmenting paths in G.
We have that r = |M0| − |M |.
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We now fix a maximum matching M in G − (L0 ∪ R0) and use it in the remainder of
the section. We direct the edges of G to obtain a directed bipartite graph H = (L,R;A) as
follows: Every edge in M is directed from R to L and every edge not in M is directed from
L to R. This type of directed graph is part of a folklore approach for finding augmenting
paths. Let FL (resp. FR) denote the vertices of L \ L0 (resp. R \R0) which are not covered
by M , and note that V (M), L0, R0, FL, and FR are pairwise disjoint.
I Observation 1. For any L′ ⊆ L0 and R′ ⊆ R0, there is a one-to-one correspondence
between directed paths in H − (L′ ∪ R′) from FL ∪ (L0 \ L′) to FR ∪ (R0 \ R′) and M -
augmenting paths in G− (L′ ∪R′). This is because FL ∪ (L0 \ L′) and FR ∪ (R0 \R′) are
exactly the vertices that are free in the matching, while a directed path must visit matched
edges alternatingly, since these are exactly the edges from R to L.
I Observation 2. For any L′ ⊆ L0 and R′ ⊆ R0, there is no M -augmenting path in
G− (L′ ∪R′) that starts in FL and ends in FR. This follows from maximality of M , since
such a path could be used to obtain a bigger matching in G− (L0 ∪R0). By Observation 1
we have that there is no directed path in H − (L′ ∪R′) from FL to FR.
Given the relation between augmenting paths and directed paths we now consider
minimum cuts in the graph H. The following theorem of Kratsch and Wahlström [8] provides
a small set of vertices that contains minimum cuts for a specified type of requested A,B-cuts.
I Theorem 13 (Kratsch and Wahlström [8]). Let G = (V,E) be a directed graph and let
S, T ⊆ V . Let r denote the size of a minimum (S, T )-vertex cut (which may intersect S and
T ). There exists a set X ⊆ V of size |X| = O(|S| · |T | · r) such that for any A ⊆ S and
B ⊆ T the set X contains a minimum (A,B)-vertex cut. Such a set X can be computed in
randomized polynomial time with error probability O(2−n).
The following lemma adapts Theorem 13 to our application, mainly taking care not to
inflate the cut size overly much. (We ask for minimum (FL ∪ (L0 \L′), FR ∪ (R0 \R′))-vertex
cuts, but without having size Ω(|FL|+ |FR|).)
I Lemma 14. There exists a set X ⊆ L∪R of size |X| = O((|L0|+ |R0|)3) such that for any
L′ ⊆ L0 and R′ ⊆ R0, X contains a minimum (FL ∪ (L0 \ L′), FR ∪ (R0 \R′))-vertex cut in
H − (L′ ∪R′); it can be found in randomized polynomial time with error probability O(2−n).
I Definition 15. Let D = (V,A) a directed graph and Z ⊆ V . By applying to D the torso
operation on Z we mean to derive a new graph, denoted by torso(D,Z), by adding to D[Z]
an arc (u, v) for every pair u, v ∈ Z if there is a directed (u, v)-path in D with no internal
vertices from Z. If an arc of torso(D,Z) is not in D[Z], then we call it a shortcut arc.
We now construct a set Z, starting from X as obtained from Lemma 14: Let MX be the
set of edges in M with at least one endpoint in X and let X ′ = X ∪ L0 ∪R0 ∪ V (MX); note
that X ′∩ (FL∪FR) = ∅. For each v ∈ X ′∩R (resp. v ∈ X ′∩L), let Fv ⊆ FL (resp. Fv ⊆ FR)
denote the set of vertices that can be reached from v (resp. can reach v) by a directed path
in H with no internal vertices from X ′. If |Fv| ≤ |L0|+ |R0|, then let Wv = Fv; otherwise
let Wv be an arbitrary subset of Fv of size |L0|+ |R0|. Finally, let Z = X ′ ∪
⋃
v∈X′ Wv.
Let H ′ = torso(H,Z). By construction there is no matching edge in M with exactly one
vertex in Z, which ensures that H ′ is also a bipartite graph: By construction, a directed path
connecting two vertices of the same side must either start or end with an edge in M and
therefore that path cannot have only internal vertices in V \ Z. Thus, the torso operation
does not add a shortcut edge between two vertices that are on the same side.
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Now let G′ be the underlying undirected graph corresponding to H ′ and let k = |M [(V \
Z]| = |M | − |MX |, i.e., the number of edges of M outside of Z. We show that the maximum
matching size of G− (L′ ∪R′), for L′ ⊆ L0 and R′ ⊆ R0, can also be computed in G′.
I Lemma 16. For every L′ ⊆ L0 and R′ ⊆ R0, the graph G − (L′ ∪ R′) has maximum
matching size l if and only if G′ − (L′ ∪R′) has maximum matching size l − k.
Proof. Let us fix L′ ⊆ L0 and R′ ⊆ R0 and denote S = FL ∪ (L0 \ L′), T = FR ∪ (R0 \R′).
(⇒) Let us first assume that G− (L′ ∪R′) has a maximum matching M ′0 of size l. By
Lemma 12 we have that there is a vertex-disjoint packing of M -augmenting paths P of size
l−|M | which we can use to augmentM to a (maximum) matchingM0 of size |M ′0|. Note that
M0 agrees with M except for the augmenting paths in P. (The same is not necessarily true
for M ′0 since there could, e.g., be alternating cycles in M ′0∆M .) Since every M -augmenting
path corresponds to a directed path from S to T and X ⊆ X ′ ⊆ Z contains a minimum
(S, T )-cut we have that every path in P contains at least one vertex of Z. Furthermore
|P| ≤ |L0|+ |R0| because every augmenting path must contain at least one vertex of L0 ∪R0
by M being maximum matching in G− (L0 ∪R0) (see Observation 2).
We consider maximal subpaths of P with internal vertices not from Z and having at least
one internal vertex. (Note that vertices in (FL ∪ FR) \ Z ⊆ FL ∪ FR are M -unmatched, so
paths in P cannot have such vertices as internal vertices: Those in FL have no incoming
edges and those in FR have no outgoing edges.) If an internal vertex v on a path in P is
in Z, then v ∈ X ′ ⊆ Z since Z \X ′ ⊆ FL ∪ FR. If an internal vertex v of a path in P is
in Z, and thus v ∈ X ′, then we have that at least one neighbor of v on the path was also
included in X ′ ⊆ Z since v is incident with M (v is an internal vertex of an M -augmenting
path). Therefore, these subpaths are vertex-disjoint. Let us consider each such subpath
P = (p, . . . , q). We distinguish three cases, based on whether p and/or q are contained in Z,
and apply a replacement operation to M0 for each of them.
If p, q ∈ Z, then we have an edge {p, q} in G′ because it was either in the original graph,
or the corresponding shortcut arc (p, q) was added to H ′ during the torso operation. Since
no edge in M has exactly one vertex in Z, we have that P starts and ends with an edge of
M0, and there is exactly one less edge of M on P than there are edges of M0 on P . We
modify M0 by removing all edges of M0 on P , adding all edges of M on P , and adding {p, q}.
After this modification the size of M0 is the same as before and it is still a matching.
If p ∈ Z and q /∈ Z, then we have that Wp ≥ |L0|+ |R0|, since otherwise we would have
q ∈ Fv = Wv ⊆ Z since it is reachable from p with no internal vertices in Z ⊇ X ′. We
again have that the first and last edge of P start and end with an edge of M0, since the first
edge cannot be an edge of M because it has only one endpoint in Z, while the last edge is
a final edge of a path in P by maximality of P and P ends in an M -unmatched vertex of
FR. (It cannot end in FL because those vertices have no incoming edges.) We modify M0 by
removing all edges of M0 on P , adding all edges of M on P and adding one edge from p into
Wp. Because this case can occur at most |L0|+ |R0| times (at most once for every path in P)
we have that there is always a free vertex in Wp. Again, the size of M0 remains the same.
We handle the case where p /∈ Z and q ∈ Z similarly. Note that p, q /∈ Z cannot occur
because then P would not a be maximal subpath with internal vertices not from Z since every
path in P visits at least one vertex in Z. After handling every maximal subpath in this fashion
there are no edges of M0 with only one endpoint in Z. Furthermore, M0 and M agree on all
edges not incident to Z and thus |M0[V \Z]| = |M [V \Z]. Hence,M0[Z], the restriction ofM0
to Z, is a matching in G′−(L′∪R′) of size |M0[Z]| = |M0|−|M0[V \Z]| = l−|M [V \Z]| = l−k.
(⇐) Assume that G′ − (L′ ∪R′) has a matching M0 of size l− k. Let M ′ = M [Z] = MX
denote the restriction of M to Z. Since there are no edges of M with exactly one vertex in Z,
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the set M ′ is a matching in G′ − (L′ ∪R′) of size |M | − k. By Lemma 12, there is a packing
P of r = (l − k) − |M ′| = l − |M | vertex-disjoint M ′-augmenting paths in G′ − (L′ ∪ R′),
which correspond to r vertex-disjoint directed paths from S ∩ Z to T ∩ Z in H ′ − (L′ ∪R′).
By construction X contains a minimum (S, T )-cut Y in H − (L′ ∪ R′); suppose that
|Y | < r = |P|. There must be a path in P which avoids Y . This path corresponds to
a directed path P from S ∩ Z to T ∩ Z in H ′ − (L′ ∪ R′). Arcs of P are either arcs in
H − (L′ ∪ R′) or shortcut arcs which are added by the torso operation. Note that each
shortcut arc corresponds to a directed path with no internal vertices from Z, which therefore
also avoids Y ⊆ X ⊆ Z. Hence, if we replace shortcut arcs in P by corresponding paths
in H − (L′ ∪ R′), then we obtain a directed walk from S ∩ Z to T ∩ Z in H − (L′ ∪ R′),
which contradicts that Y is a (S, T )-cut in H − (L′ ∪ R′). Hence we have |Y | ≥ r, which
implies that there are at least r vertex-disjoint (S, T )-paths in H − (L′ ∪R′). These paths
correspond to M -augmenting paths in G− (L′ ∪R′). Thus, G− (L′ ∪R′) has a matching of
size at least |M |+ r = |M |+ (l − |M |) = l. J
The size of X is polynomial O((|L0|+ |R0|)3). Therefore |X ′| = O((|L0|+ |R0|)3) since
we add at most |X| more vertices that are an endpoint to a matched edge in M incident
to X. To obtain Z, at most |L0| + |R0| vertices are added for every vertex in X ′. Thus,
Z is of size O((|L0|+ |R0|)4) and therefore G′ has at most O((|L0|+ |R0|)4) vertices. All
operations required to obtain G′ can be performed in polynomial time by using appropriate
flow calculations. Correctness follows from Lemma 16, completing Theorem 10.
Uncertain edges. Our result can also be extended to the case when there are some edges of
the input graph that may not be available; we call these edges uncertain edges. We proceed
as follows: For each uncertain edge uv, we subdivide it into three edges uu′, u′v′ and v′v
(note that this does not change the bipartiteness of the graph); then instead of considering
uv as an uncertain edge, we consider u′ and v′ as uncertain vertices. The auxiliary vertices
u′ and v′ can be used to control the availability of uv in the graph. We remove u′ and v′ to
make uv unavailable and include both u and v in the final input to make uv available. Now
we can repeat the algorithm in Theorem 10 with a small modification: Before applying the
torso operation, we add u, u′, v′ and v to the cut-covering set. This ensures that the new
edges and vertices that correspond to uncertain edges are not affected by the torso operation.
After the torso operation has been applied, we obtain a new compressed graph with some
uncertain vertices, and moreover all endpoints of uncertain edges and their subdivisions in
the input graph are preserved. Finally, we may contract subdivided edges with auxiliary
(uncertain) vertices to get the original uncertain edges.
The final thing we need to be careful about is how the size of maximum matching may
change under subdivision (and contraction). Given a graph G, if we subdivide an edge uv
of G into three edges uu′, u′v′ and v′v to obtain a graph G′, then we increase the size of
maximum matching of G by one. Indeed, we just need to see how to construct a matching in
the new graph from a maximum matching M of G. If M contains uv then we just need to
replace uv by uu′ and vv′. Otherwise, we add u′v′ to M ; in both cases the size increases by
one, as claimed. Thus, we can conclude our result carries over to the case where for a subset
of edges and vertices it is unknown if they appear in the final input.
6 Lower Bounds
In this section we present some unconditional lower bounds for preprocessing instances of
some tractable problems in which part of the input is uncertain. We derive these lower
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bounds from theMembership communication game which is defined as follows. We have two
players, Alice and Bob. Alice has a subset S ⊆ [n] and Bob has an integer l. The objective
of the game is for Bob to find out if l ∈ S. It is well known that a one-way communication
protocol from Alice to Bob has a cost of at least n bits of information. We show that for
certain problems the existence of algorithms that are similar to those presented in this paper
would give a more efficient protocol. We start with Connected Vertex Cover which is
solvable in time 2b|V |O(1) if we are looking for a solution of size at most b [3]. Therefore, it
is solvable in polynomial time for b ≤ log |V | in which case we refer to the problem as Small
Connected Vertex Cover. The following theorem shows that we cannot find a succinct
equivalent instance if for a set W of vertices it is uncertain if they appear in the final input.
I Theorem 17. There is no algorithm that, given an instance G = (V ∪W,E) of Small
Connected Vertex Cover, outputs a graph G′ of size |W |O(1) and k ∈ N such that, for
any W ′ ⊆W , the graph G−W ′ has a connected vertex cover of size at most b ≤ log |V | if
and only if G′ −W ′ has a connected vertex cover of size at most b− k.
Note that this lower bound holds even if the time to compute G′ and k is unbounded.
Furthermore, we remark that by a similar information theoretic argument, any encoding from
which we can extract the answer to Small Connected Vertex Cover for any W ′ ⊆W
requires at least 2|W |/2 = n bits: Otherwise, since there are 2n possible subsets of [n], by
the pigeonhole principle (we have fewer than 2n distinct bit-strings of length smaller than
n) there must be at least 2 subsets S 6= S′ of [n] for which the encoding of the instance
produced in the proof of Theorem 17 is the same. Now there must be an element i that is,
w.l.o.g., in S but not in S′ for which plugging in the corresponding W ′ produces the same
answer, which is clearly wrong. We show a similar lower bound for Linear Programming
where for part of the constraints it is uncertain if they appear in the final input.
I Theorem 18. There is no algorithm that, given an LP with objective function cTx and
constraints Ax ≤ b, Bx ≤ d,x ≥ 0, outputs an encoding of size smaller than 2c/2 from which
we can correctly determine feasibility of the LP for any subset of constraints in Bx ≤ d,
where c is the number of constraints in Bx ≤ d.
Let us remark that a similar lower bound can be obtained for linear programming instances
if for part of the constraints the right-hand side is unknown, and we would like to obtain an
instance that is equivalent with respect to feasibility for any assignment of the right-hand
side in these constraints. This follows from the proof of Theorem 18 when according to s(i),
we set xi ≥ 1 and xi ≤ 1 (resp. xi ≥ 0 and xi ≤ 0) if the i-th bit of s(i) is set to 1 (resp. 0).
Finally, in a setting where the objective function of the LP is unknown we have a lower
bound of 2c where c is the number of variables: Alice uses the same constraints Ax ≤ b as in
Theorem 18. Now, target functions y1 + . . .+ yp can take value p if and only if there is no
constraint y1 + . . .+ yp ≤ p− 0.5, i.e., if and only if the corresponding element j is not in S.
7 Conclusion
We have initiated a programmatic study of preprocessing for efficiently solvable problems for
the setting that not the entire input is known or that parts of the input are not certain, inspired
by recent results [13, 8] obtained in the context of kernelization. Intuitively, incomplete or
partially uncertain instances correspond to a possibly exponentially large family of similar
instances. Thus, it is not clear (and as shown it does not hold in general) that one can
efficiently generate an instance of size polynomial in the amount of uncertain data that
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allows to compute optimal solutions for the initial input for each instantiation (and without
access to the initial input of course). This direction of research seems to apply for a variety
of polynomial-time solvable problems (and of course also for NP-hard ones). In particular,
different notions of missing or uncertain data may be suitable for the same problem. We have
considered weight functions whose values are unknown for certain items as well as graphs in
which some vertices or edges may or may not appear in the instantiation.
Natural problems for future research are for example matchings in general graphs (with
uncertain vertices, edges, and or weights) and max flow with arbitrary and uncertain
capacities. It would also be interesting whether there are particular lower bound techniques
for this form of preprocessing, e.g., to prove that a certain amount of information is optimal.
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