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Γ–LIMIT FOR TWO–DIMENSIONAL CHARGED MAGNETIC ZIGZAG
DOMAIN WALLS
HANS KNU¨PFER AND WENHUI SHI
Abstract. Charged domain walls are a type of domain walls in thin ferromagnetic films
which appear due to global topological constraints. The non–dimensionalized micromag-
netic energy for a uniaxial thin ferromagnetic film with in–plane magnetization m ∈ S1
is given by
E[m] = ‖∇m‖2L2 +
1

‖m · e2‖2L2 +
piλ
2| ln | ‖∇ · (m−M)‖
2
H˙
− 1
2
,
where magnetization in e1–direction is globally preferred and where M is an arbitrary
fixed background field to ensure global neutrality of magnetic charges. We consider a
material in the form a thin strip and enforce a charged domain wall by suitable boundary
conditions on m. In the limit → 0 and for fixed λ > 0, corresponding to the macroscopic
limit, we show that the energy Γ–converges to a limit energy where jump discontinuities
of the magnetization are penalized anisotropically. In particular, in the subcritical regime
λ ≤ 1 one–dimensional charged domain walls are favorable, in the supercritical regime
λ > 1 the limit model allows for zigzaging two–dimensional domain walls.
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1. Introduction and statement of main results
Magnetic domain walls are transition layers in ferromagnetic samples where the magne-
tization vector rapidly rotates and transitions between two regions with almost constant
magnetization. A type of transition layer which is observed in thin ferromagnetic films
with uniaxial in–plane anisotropy are the so-called zigzag walls (e.g. [16, 27]). These walls
carry a global charge, usually necessitated by global topological constraints [22, 14]. The
competition between the magnetostatic energy and other more local effects leads to the
formation of the two–dimensional zigzag structures, see Fig. 1. In this work, we derive a
macroscopic limit for a model for zigzag walls in the framework of Γ–convergence. In the
limit, the jump discontinuity is penalized by an effective anisotropic line energy.
Although it is known that two–dimensional transition layers may appear for systems with
vectorial phase function, we are only aware of few analytical results on such systems [12,
17, 41, 3, 42]. The structure and energy of a charged domain wall in a one-dimensional
setting has been considered by Hubert [21] on the basis of a specific ansatz function. The
structure of the zigzag wall has been experimentally and numerically investigated e.g. in
[16, 20, 9, 44, 27]. In particular, the angle of the zigzag structure and its dependence
on temperature and thickness of the magnetic films have been studied in [27, 16]. The
dynamics of the zigzag walls have been investigated numerically in [20, 9, 44, 27]. It has
been observed in [43] that the zigzag wall consists of a combination of Bloch wall core and
a logarithmic Ne´el wall tail.
Setting. In order to state our results more precisely, we present the set-up for our model:
We consider a two-dimensional model for thin ferromagnetic films with uniaxial in-plane
anisotropy for a magnetic sample in the form of an infinite strip Q` := R × T`, where
T` is the one-dimensional torus of length `. The periodicity assumption in x2–direction
is purely technical, and the choice of ` does not affect our results as long as ` is chosen
sufficiently large. We enforce a charged transition layer by assuming that the magnetization
m ∈ H1loc(Q`;S1) satisfies the boundary conditions
m = ±e1 for ±x1 ≥ 1. (1)
The energy for this problem is given by
E[m] =
1
2
ˆ
Q`
|∇m|2 + 1

|m · e2|2 dx
+
piλ
2| ln |
ˆ
Q`
∣∣|∇|− 12∇ · (m−M)∣∣2 dx (2)
(for a derivation see Section 1.2). The components of the energy in order are called exchange
energy, anisotropy energy and stray field energy. The material parameter λ ≥ 0, describes
the relative strength of the stray field and anisotropy energy. The small parameter  > 0
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describes the relative size of the transition layer with respect to the width of the strip. The
background magnetization M ∈ C1(Q`;S1) in (2) is any function with spt(DM) b Q`,
chosen such that the system is charge-free, i.e.ˆ
Q`
∇ · (m−M) dx = 0, (3)
where we recall that ∇ ·m is the magnetic charge density associated with m. The back-
ground magnetization is needed to allow for states with finite energy. We note our results
do not depend on the specific choice of M (a possible choice is the transition layer in
Lemma 3.4 with  = β = 1). We note that the boundary condition (1) imposes a wall with
transition angle of 180◦–degree (modulo multiples of 360◦). By the boundary conditions,
the total charge is
´ ∇ ·m dx = 2` 6= 0, hence the domain wall is called a charged domain
wall. In contrast, transition layers are called charge-free if the total net charge vanishes,
i.e.
´ ∇ · m dx = 0, cf. [22]. Transition layers in thin films with in–plane rotation, as
considered in this work, of the magnetization are also called Ne´el walls.
The class of admissible functions A for the energy (2) is given by
A = {m ∈ H1loc(Q`; S1) : m satisfies (1)}.
We extend E to a functional on the affine space M + L
1(Q`;R2) by setting E[m] := ∞
for m 6∈ A. We note that the space does not depend on the specific choice of M above.
Main result and discussion. The main result in this paper is the derivation of an
effective model for the energy (2) in the macroscopic limit  → 0 for any fixed λ ≥ 0.
In this limit, both the local and the nonlocal part of the energy concentrate on the one-
dimensional jump set of the magnetization. Moreover, the stray field energy yields an
anisotropic contribution to the penalization of the jump discontinuity:
Theorem 1.1 (Γ–convergence). Let λ ≥ 0. For any sequence m ∈ A with
lim sup
>0
E[m] ≤ K <∞, (4)
there is a subsequence with mk → m in L1 for some m0 ∈ A0, where A0 is the set of all
m ∈ BVloc(Q`; {±e1}) such that m satisfies (1). Furthermore, the energies E Γ–converge
to E0 in the L
1-topology, where
E0[m] = 2
ˆ
Sm
(
1 + (
√
λ|e1 · n|)2
)
χ{|e1·n|≤ 1√
λ
} + 2
√
λ|e1 · n|χ{|e1·n|> 1√
λ
} dH1
if m ∈ A0 and E0[m] = +∞ otherwise for m ∈M + L1(Q`;R2). Here, Sm is the jump set
of m with the measure theoretic unit normal n. In particular,
(i) For any sequence m ∈ A with m → m ∈ A0 in L1 we have
lim inf
>0
E[m] ≥ E0[m]. (5)
(ii) For any m ∈ A0, there is a sequence m ∈ A with m → m in L1 and
lim sup
>0
E[m] ≤ E0[m].
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Figure 1. a) Experimental picture of zigzag wall separating antiparallel
domains [22, Fig. 5.61] b) Different global minimizers for the limit energy
in the supercritical case. For all minimizers, the normal of the jump set
satisfies |n · e1| ≥ λ− 12 .
We note that both the local terms and the nonlocal stray-field energy contribute to the limit
energy in leading order: It is well–known that the exchange energy and anisotropy energy
together asymptotically lead to an isotropic penalization of the length of the jump set Sm
[5]. However, the presence of the magnetostatic energy yields an additional penalization
for the jump discontinuity which depends quadratically on the line charge [m ·n] along Sm.
In the Gamma–limit we obtain E0 as the quasi-convex envelope of these two contributions
of the energy.
The minimal energy e(λ) = minm∈A0 E0[m] for the limit problem for given λ ≥ 0 is given
by (see Proposition 4.1)
e(λ) =
{
2(1 + λ)` for λ ≤ 1,
4
√
λ` for λ > 1.
(6)
The change at the critical value λ = 1 in (6) corresponds to the fact that zigzag configu-
rations are energetically preferable on the  > 0 level for λ > 1 but not for λ ≤ 1, when
the isotropic part of the limit energy dominates. Correspondingly, minimizers for the limit
energy are degenerate for λ > 1: In this case any jump set Sm which can be written as
a graph in x2 and with measure theoretic normal n satisfying |n · e1| ≥ λ− 12 is a global
minimizer of the energy, see Fig. 1b). These minimizers are approximated on the  > 0
level by zigzag–shaped transition layers with rapid oscillation in tangential direction. In
fact, in our construction for the recovery sequence, we use that any line segment with
normal |n · e1| > λ− 12 can be replaced by suitable zigzags with |n · e1| = λ− 12 which have
strictly smaller energy (Lemma 3.1). On a finer scale, this oscillation can be captured by
the Young measure of the limiting sequence (work in preparation).
The formation of two–dimensional zigzag patterns in our model are the consequence of the
fact that the magnetization (not including the background charge) induces a global charge.
On the other hand, the 180◦–Ne´el wall in the charge–free case has been investigated e.g. in
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[37, 38, 25, 23]. In particular, in [13], DeSimone, Otto and the first author show that for the
charge–free Ne´el wall, one–dimensional transition layers are asymptotically energetically
optimal. The proof in [13] is based on a duality argument together with an application
of the Poincare´–Bendickson theorem. Both charged Ne´el wall (as discussed in this work)
and charge-free Ne´el wall exhibit a characteristic logarithmically decaying tail [37, 38, 43].
However, the leading order contribution to the energy is carried in the tail for the charge–
free Ne´el wall, while it is concentrated in the core for the charged Ne´el wall.
Transition layers between two phases are one–dimensional for most models — such as e.g.
for Ginzburg–Landau type energies, the Aviles-Giga energy [15]. While it is known that
transition layers for models with vectorial phase field function might be two–dimensional,
we are only aware of few analytical results for this case. In particular, we are not aware of
another analytical result for a thin–film micromagnetic energy as in (2). Two–dimensional
structures for related micromagnetic energies are investigated for the cross–tie wall by
Alouges, Rivie`re and Serfaty in [3, 42] and for a zigzag transition layer by Moser in [39] and
by Ignat and Moser in [24]. In these works, a setting is considered where the magnetization
is constant in one coordinate direction and where the nonlocal energy is given by the square
of the H−1–norm (relevant for bulk materials). In particular, Ignat and Moser [24] consider
non–charged transition layers for a prescribed transition angle and derive a Γ–limit for
the energy in the macroscopic regime  → 0 and based on the weak∗ L∞–topology. In
this situation, the strong penalization of the stray field energy enforces divergence free
configurations in the limit and leads to zigzag configurations for small transition angles.
Different from our situation, the nonlocal energy does not contribute to the limit energy.
The proof in [24] is based on the entropy method. Since we consider the critical 1| ln |
scaling of the nonlocal terms which allows for charged walls in the limit and where the
nonlocal energy contributes to the limit energy (different from [24]), the entropy method
does not seem to apply. Instead, our argument for the lower semi-continuity is based on a
duality argument as in [13]. For the construction of the test function there are, however,
fundamental differences: In particular, the test function in this work is supported in the
neighborhood of a so-called separating curve with logarithmic decaying profile. In the
construction of the test function, we need to develop and use new level set estimates. The
detailed strategy of our proof is described in Section 1.1.
Remark 1.2 (One–dimensional setting). One–dimensional transition layers for our model
(1)–(2) are also called charged domain walls. This setting has been analyzed in [21] in terms
of a specific ansatz function. In this situation, the energy (with ` = 1) takes the form
1
2
ˆ
R
| dm
dx1
|2 + 1

|m · e2|2 dx1 + piλ
2| ln |
ˆ
R
∣∣| d
dx1
| 12 (m−M) · e1
∣∣2 dx1.
The limit energy then simply counts the number of jumps of the one–dimensional transition
layer m ∈ A0, and each jump is penalized by the factor 2(1 + λ).
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Finally, we note that the existence of minimizers for the energy for the three–dimensional
micromagnetic model has been proven by Anzellotti, Baldi and Visintin in [5], the ar-
guments can be easily adapted to our setting. We also note that variants of the Modica-
Mortola model in the presence of nonlocal interactions have been considered in e.g. [2]. The
competition between interfacial and nonlocal energies also plays a role for Ohta-Kawasaki
model. We mention a few, but by far not exhaustive list of related works, in which the Ohta-
Kawasaki energy is studied in a periodic [10, 11, 19] or bounded domain [1, 28, 29, 19, 6, 26].
Notation. Throughout the paper we denote by C a positive universal constant unless
specified;  ∈ (0, 14) is a small parameter.
BV functions, sets of finite perimeter: Given an open subset U ⊂ Rn, BVloc(U) denotes the
space of functions which have locally bounded variation in U (see [36] for further details).
A measurable set F ⊂ Rn has locally finite perimeter in U if the characteristic function
χF ∈ BVloc(U). We let ‖Du‖ denote the total variation measure in U and ‖DχF ‖(U)
denote the relative perimeter of F in U . The reduced boundary of F is the set of points
x ∈ sptDχF where the measure theoretic outer normal n(x) exists. Any function u ∈
L1loc(U) has an approximate limit for a.e. x ∈ U , i.e. limρ→0+
ffl
Bρ(x)
|u(y) − z|dy = 0
for some z ∈ R. The jump set S˜u is the set of points at which the approximate limit
does not exist. For u ∈ BVloc(U ; {±1}), we write {x ∈ U : u(x) = 1} for the set of
points where the approximate limit of u is 1. In this case, the jump set S˜u is Hn−1-a.e.
equal to Su := ∂∗{x ∈ U : u(x) = 1}, the reduced boundary of this set. Furthermore,
‖Du‖(K) = 2Hn−1(Su ∩K) for any K b U .
Fourier transform and fractional Sobolev norms: For ϕ ∈ L1(Q`), we write
ϕ̂(k) :=
1√
2pi
ˆ
Q`
eik·x ϕ(x) dx, where k ∈ R× 2pi
`
Z,
i.e. we apply the Fourier transformation in x1 and the Fourier series in x2. We will use
the short notation
´
R× 2pi
`
Z ·dk :=
∑
k2∈ 2pi` Z
´
R dk1. The fractional Sobolev norms on Q` for
α ∈ R are defined by ‖|∇|αϕ‖L2(Q`) := 1`‖|k|α|ϕˆ(k)|‖L2(R× 2pi` Z).
1.1. Overview and strategy for the proofs. In this section, we give an overview of
the proofs for our results. In particular, we describe the strategy for the proof of the lower
semi-continuity in Theorem 1.1, which represents the main novelty in this paper. Solution
for the limit problem is given in Proposition 4.1 in Section 4.
Compactness. The compactness follows by a well–known argument (see [5]). For the
sequence m = (u, v) ∈ A from Theorem 1.1, we haveˆ
Q`
|∇u|dx ≤
ˆ
Q`

2
|∇u|2
1− u2
+
1− u2
2
dx =
ˆ
Q`

2
|∇m|2 + v
2

2
dx ≤ K. (7)
Together with the boundary conditions (1) it follows that v → 0 in L1(Q`). After selection
of a subsequence, we also have u → u ∈ BVloc(Q`; {±1}) in L1(Q`). Since the boundary
conditions are still satisfied in the limit, we get m → m = (u, 0) in L1 for m ∈ A0.
Γ–LIMIT FOR TWO–DIMENSIONAL CHARGED MAGNETIC ZIGZAG DOMAIN WALLS 7
Lower semi-continuity. We describe the strategy of the proof, the details are given
in Section 2: We consider a sequence m ∈ A with m → m = (u, 0) ∈ A0 in L1 for
 → 0 such that (4) holds. The jump set of m (or equivalently of u) is H1 a.e. equal to
Sm := ∂∗{x ∈ Q` : u(x) = 1}. The unit outer normal of {x ∈ Q` : u(x) = 1} along Sm is
denoted by n.
Step 1: Localization argument. The first step of the proof is a localization argument. The
details of this localization argument are given in Section 2.3. The idea is to choose a family
of pairwise disjoint balls Bk, which ’almost’ covers Sm, and suitable cut-off functions χ,k
with sptχ,k b Bk and χ,k ↗ χBk as ↘ 0. Then the energy can be written in the form
E[m] =:
∑
k
(
ν(Bk) +N[χ,k]
)
+R.
The two terms ν(Bk) and N[χ,k] represent the interfacial energy in the ball Bk and the
self–interaction energy within the ball respectively, i.e.
ν(B) :=
1
2
ˆ
B
(
|∇m|2 + v
2


)
dx,
N[χ] :=
piλ
2| ln |
ˆ
R2
∣∣|∇|− 12 (χσ)∣∣2 dx, (8)
where σ := ∇ · (m − M) is the magnetic charge density. The remainder R can be
estimated as a lower order term if the balls are chosen carefully (cf. Proposition 2.8).
Hence, the estimate is reduced to local estimates around the jump set Sm.
Step 2: Local estimate of leading order terms. We claim that for any ball B := Bk and
corresponding cut–off function χ := χ,k,
lim inf
→0
(
ν(B) +N[χ]
)
≥ 2
ˆ
Sm∩B
f(
√
λ|n · e1|) dH1,
where f is the energy density of the limit functional, i.e.
f(s) :=
(
1 + s2
)
χ{s≤1} + 2sχ{s>1} = inf
α≥1
[
α+
s2
α
]
for s > 0. (9)
The lower bound is determined by a balance between interfacial and magnetostatic terms:
We first note that by (7) and the lower semi-continuity of the BV norm, we have
lim inf
→0
ν(B) ≥ lim inf
→0
‖Du‖(B) =: α‖Du‖(B) (10)
for some α ≥ 1, where the difference α− 1 ≥ 0 quantifies the local presence of oscillations
of the interface as  → 0. In view of the second identity in (9), it is then enough to show
that
lim inf
→0
N[χ] ≥ 2λ
α
ˆ
Sm∩B
|n · e1|2 dH1. (11)
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Step 3: Estimate of main nonlocal term. For the estimate of (11), we use the dual charac-
terization of the H˙−
1
2 norm, i.e.ˆ
R2
χ2σΦ dx ≤
(ˆ
R2
∣∣|∇|− 12 (χσ)∣∣2 dx) 12( ˆ
R2
||∇| 12 (χΦ)|2 dx
) 1
2
(12)
for any test function Φ ∈ H˙ 12 (R2). Estimate (11) then follows by a careful construction of
a family of test functions Φ,B. To define these test functions, for a given ball B ⊂ Q`, we
first construct a family of ”separating curves” γ,B such that
(i) The curves γ,B essentially correspond to level sets of u and converge to the jump
set Sm in a weak sense. Furthermore, they separate the two uniform phases where
m = ±e1 outside of the strip |x1| ≤ 1.
(ii) The capacity of the curves γ,B is asymptotically controlled by their length, i.e.
cap(γ,B) ≤ ( pi| ln | + o( 1| ln |))H1(γ,B). We recall that the capacity of a set can be
understood as the reciprocal of the minimal stray field energy created by charges
on the set (cf. e.g. [34]). Technically, this means that we need to construct the
curve in a way that the length of level sets of certain distance from the curve are
controlled, i.e. H1(d−1γ,B (t) ∩ B) ≤ 2H1(γ,B) for t ∈ (0, δ0) and some δ0 > 0.
The necessity to control the capacity is also the reason that we cannot choose the
curves precisely as level sets.
The precise statements and the details of the construction are given in Sections 2.1 and 2.4
(see Lemma 2.2). To achieve (ii) we use and adapt the level sets estimates from [7], which
are based on the Gauss–Bonnet theorem and rely crucially on the two–dimensionality of
our problem. With the curves γ,B at hand, we then define
Φ,B(x) := η(dγ,B (x)). (13)
where η is a cut-off function with η = 1 near t = 0 with a logarithmically decaying profile
(see Definition 2.3). The proof for (11) is concluded by deriving a sharp estimates for the
terms in (12), i.e.ˆ
R2
∣∣|∇| 12 (χΦ,B)∣∣2 dx ≤ ( pi| ln | + o( 1| ln |)
)
H1(γ,B),
ˆ
R2
χ2Φ,Bσ dx ≥ 2
ˆ
Sm
χ2n · e1 dH1 − o(1).
Both the precise choice of the separating curves as well as the logarithmic decay of the test
functions are essential to get the precise constants in the two estimates above.
Recovery sequence. The recovery sequence is constructed by patching one–dimensional
transition layers using standard Modica–Mortola transition layers. Additional care is taken
in the supercritical case, where we replace transition layers with large slopes by fine com-
bination of suitable zigzags. The estimate of the stray field energy relies on the singular
integral representation for the H˙−
1
2 -norm, cf. Lemma A.1. Using this representation, we
can localize the self–interaction term to each patch which yields the leading order contri-
bution of the energy. It can be furthermore shown that the interaction energy between
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different patches is of lower order. The construction and estimates for the recovery sequence
are given in Section 3.
1.2. Formal derivation of the energy. Before we give the proofs of our main results,
we show how our energy can be derived from a non-dimensionalization of the underlying
physical energy [33], for similar arguments see e.g. [18, 37]. We also use some heuristic
simplifications which we believe can be justified rigorously.
We consider a uniaxial ferromagnetic in the shape of a thin plate of the form Ω = R2× [0, t]
and magnetization m = (m,m3) : R2×[0, t]→ S2. The preferred magnetization direction is
given by the e1–axis. Since we are interested in the setting of a charged transition layer, we
enforce this transition by boundary conditions, i.e. we assume that m = ±e1 for ±x1 ≥ w
for some w > 0. In order to formulate the problem, we assume that m is L–periodic in
x2 direction for some large periodicity L, noting that our estimates do not depend on L.
Let QL := R × TL, where TL := R/(LZ). As described before, we assume that there
is a background magnetization M which ensures that the system is charge free, i.e. the
analogous assumption to (3) holds. Physically, this corresponds to the fact that there
are no magnetic monopoles. In a partially non–dimensionalized form, the Landau-Lifshitz
energy [33, 15] then takes the form
E [m] = d2
ˆ
QL×(0,t)
|∇m|2 dx+Q
ˆ
QL×(0,t)
(m22 +m
2
3) dx+
ˆ
QL×R
|h|2dx, (14)
with the notation x = (x, x3) and ∇ = (∇, ∂3). Here, the material parameter d is the so
called exchange length, modelling the relative strength of the exchange and magnetostatic
or stray field energy. The dimensionless constant Q is the quality factor, which describes
the relative strength of the material anisotropy. The stray field h ∈ L2(QL×R;R3) is given
by h := ∇(−∆QL×R)−1∇ · (m −M), which is the Helmholtz projection of m −M on
the gradient fields. If the magnetic film is sufficiently thin, it is reasonable to assume that
the magnetization does not vary in the thickness direction within the film. In this case,
the stray field equations can be solved explicitly, cf. [14]. Also assuming that m varies
on length scales much larger than t we can apply a standard low frequency approximation
for the stray field energy (see e.g. [8, 32]). With the change of variables x 7→ xw , denoting
` := Lw , we arrive at the reduced energy
Ered[m] = d2t
ˆ
Q`
|∇m|2 dx+Qtw2
ˆ
Q`
(m22 +m
2
3) dx+ tw
2
ˆ
Q`
m23 dx
+
t2w
2
ˆ
Q`
∣∣|∇|− 12∇ · (m−M)∣∣2 dx
for m ∈ A. Let us introduce the dimensionless parameters , λ, and α by
 :=
d
wQ
1
2
, λ :=
t| ln |
2pidQ
1
2
, α :=
w
t
.
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Note that  represents the ratio of Bloch wall width and sample width w [14]. The param-
eter λ is related to the relative strength of the stray field energy for the charged Ne´el wall
to the local energy (cf. (2)). The parameter α describes the material anisotropy. Rescaling
the energy, we arrive at
Ered[m]
2dtwQ
1
2 `
= E[m] +
(1

+
piλα
2| ln |
) ˆ
Q`
m23 dx.
For sufficiently thin films we have α  1 | ln | and the out–of–plane component of the
magnetization is penalized heavily. This suggests to assume m3 = 0, and we arrive at form
(2) of the non–dimensionalized energy.
Remark 1.3 (Statement of results in initial variables). In terms of the initial variables,
the Γ–limit in Theorem 1.1 corresponds to the following scaling of the initial energy: in the
regime t d, d2  wt and Q 12 ≈ t2piλd | ln( d
2
wt)|, the ground state energy in leading order
is given by
min
m
E [m] ≈

(1 + λ) t2L
∣∣ ln ( d2
wt
)∣∣, if λ ≤ 1,
√
4λt2L
∣∣ ln ( d2
wt
)∣∣, if λ > 1, (15)
where the minimum is taking over all configurations such that m = ±e1 for ±x1 ≥ w. In
order to get a corresponding Γ–limit for the full energy (14) and to show rigorously that
(15) holds, it is necessary to show that the assumptions made in this section only lead to
errors which are negligible with respect to the leading order terms in the energy.
2. Proof of Theorem 1.1 – lower semi-continuity
2.1. Construction of test function. In this section, we give the construction of the
test functions Φ,ρ (cf. (13)), associated with the sequence m and localized on the ball
Bρ := Bρ(x̂) for some fixed ρ ∈ (0, 1). We start with the construction of the separating
curves γ,ρ := γ,Bρ(x̂) with x̂ ∈ Sm (cf. Lemma 2.2). For that, we first choose suitable
superlevel sets, whose boundaries converge weakly to the jump set of the limit m in Bρ
and satisfy a uniform upper bound on the lengths:
Lemma 2.1 (Choice of superlevel sets). Let Bρ := Bρ(x̂) with x̂ ∈ Sm and ρ ∈ (0, 1).
Suppose that m = (u, v) satisfies (4), m → m = (u, 0) ∈ A0 in L1 and let Ω0 := {x ∈
Q` : u(x) = 1}. Then there are sequences j → 0 and tj ∈ (−1, 1) with |tj | ≤ 1−| ln j |−1/4
for all j ∈ N (both depending on ρ), such that the superlevel sets Ωj := {x ∈ Q` : uj > tj}
with outer normal nj have a smooth boundary and satisfy the following properties:
(i) χΩj → χΩ0 in L1(Bρ).
(ii) DχΩj
∗
⇀ DχΩ0 weakly
∗ in Bρ, i.e.ˆ
∂Ωj
ϕ · nj dH1 →
ˆ
Sm
ϕ · n dH1 for all ϕ ∈ C1c (Bρ;R2)
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where ‖DχΩ0‖(Bρ) ≤ lim infj→∞ ‖DχΩj ‖(Bρ).
(iii) For α ≥ 1, defined in (10), we have
lim sup
j→∞
‖DχΩj ‖(Bρ) ≤ α‖DχΩ0‖(Bρ).
Proof. For t ∈ (−1, 1) and  > 0, we define the sets Ωt := {x ∈ Q` : u > t}. We choose
a sequence j such that limj→∞ ‖Duj‖(Bρ) → α‖Du‖(Bρ) for α defined in (10). Since
uj → u0 in L1(Bρ), by taking a subsequence (not relabelled), we have χΩjt → χΩ0t in
L1(Bρ) for a.e. t ∈ (−1, 1), where Ω0t = Ω0 for t ∈ (−1, 1). Since χΩ0t = χΩ0 is independent
of t and t 7→ χΩt is monotonically decreasing, the convergence holds for any superlevel set,
i.e.
χ
Ω
j
t
→ χΩ0 in L1(Bρ) for any t ∈ (−1, 1). (16)
We aim to find a sequence (t`)`∈N and a subsequence (`)`∈N of (j) such that the assertions
are satisfied. We first note that for each  fixed, ∂Ωt ∩Bρ is smooth for a.e. t ∈ (−1, 1) by
Sard’s theorem. Let Sj ⊂ (−1, 1) denote the set of singular values t such that ∂Ωjt ∩ Bρ
is not smooth. Then S := ⋃j Sj has Lebesgue measure zero. We claim that for any ` ∈ N
there exists t` ∈ (−1, 1)\S and a subsequence (jk)k of (j) with jk = jk(`) such that
‖Dχ
Ω
jk
t`
‖(Bρ) ≤ α‖DχΩ0‖(Bρ) +
1
`
. for all k ∈ N. (17)
Indeed, if not, then ‖Dχ
Ω
j
t
‖(Bρ) > α‖DχΩ0‖(Bρ) + 1` for any t ∈ (−1, 1)\S and for any
j ≥ j0(t) sufficiently large. By the coarea formula, we then have
‖Duj‖(Bρ) =
ˆ 1
−1
‖Dχ
Ω
j
t
‖(Bρ) dt > 2α‖DχΩ0‖(Bρ) +
2
`
. (18)
for j ≥ j0(t). Taking the limit in (18) and using (10) then implies α‖DχΩ0‖(Bρ) >
α‖DχΩ0‖(Bρ) + 1` , which is a contradiction and hence yields (17).
For any fixed ` ∈ N, by taking k sufficiently large, we can assume that up to a subsequence
(not relabelled) |t`| < 1− | ln jk |−1/4 for any k ∈ N. In view of (16), there is k = k` large,
such that ‖χ
Ω
jk`
t`
− χΩ0‖L1(Bρ) ≤ 1` . For the diagonal sequence ` := jk` , we then have
|t`| < 1− | ln `|−1/4, Ω` has a smooth boundary and (i) holds. In view of (17), (iii) holds.
It remains to show (ii): In view of (i), we getˆ
Ω
`
t`
∇· ζ dx →
ˆ
Ω0
∇· ζ dx for any ζ ∈ C1c (Bρ). (19)
From (iii), it follows that the sets Ω` := Ω
`
t`
have uniformly bounded perimeter. Together
with (19), this implies the weak convergence DχΩ`
∗
⇀ DχΩ0 . The second claim in (ii)
follows from the lower semi-continuity of the total variation measure. 
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We remark that the property (iii) in the proposition above could equivalently be stated
in the form lim supj→∞ ‖DχΩj ‖(Bρ) ≤ lim infj→∞ 12‖Duj‖(Bρ). In the following, for a
simpler notation we will write  := j and t := tj for the sequences from Lemma 2.1.
The level sets ∂Ω defined in Lemma 2.1 cannot be directly used for the construction
of our test function, as the ”capacity” of ∂Ω might be too large, in the sense that the
level set estimate does not hold. However, according to Theorem 2.13 in Section 2.4, one
can modify Ω,ρ := Ω ∩ Bρ slightly such that the modified set Ω(0),ρ provides all desired
properties needed for the separating curves, and the difference is negligible in the limit.
More precisely, we have:
Lemma 2.2 (Separating curves). We use the same notation as in Lemma 2.1. In par-
ticular, let  := j and t := tj and let Ω := Ωj be the sequences and corresponding
superlevel sets constructed in Lemma 2.1 w.r.t Bρ = Bρ(xˆ). In particular, |t| < 1 − δ
for δ := | ln |−1/4. Let Ω,ρ := Ω ∩ Bρ. Then there are ρˆ, 0 ∈ (0, 1) such that for all
ρ ∈ (0, ρˆ) and  ∈ (0, 0), there exists Ω(0),ρ ⊂ Bρ such that with γ,ρ := ∂Ω(0),ρ ∩ Bρ, the
following properties hold:
(i) The curve γ,ρ satisfies H1(γ,ρ) ≤ H1(∂Ω ∩Bρ). Moreover, we have the level-set
estimate
H1(d−1γ,ρ(t) ∩Bρ−8δ) ≤ 2H1(γ,ρ) for any t ∈ (0, 2δ).
(ii) χ
Ω
(0)
,ρ
→ χΩ0 in L1(Bρ) as → 0.
(iii) γ,ρ weakly
∗ converges to Sm in Bρ, in the sense thatˆ
γ,ρ
ϕ · n dH1 →
ˆ
Sm
ϕ · n dH1 for all ϕ ∈ C1c (Bρ;R2),
where n is the outer normal of γ w.r.t. Ω
(0)
,ρ and in particular H1(Sm ∩ Bρ) ≤
lim inf→0H1(γ,ρ).
(iv) For α ≥ 1, defined in (10), we have
lim sup
→0
H1(γ,ρ) ≤ αH1(Sm ∩Bρ).
Furthermore, for Ω
(1)
,ρ := Ω,ρ∆Ω
(0)
,ρ , the following hold
(v) |u| ≤ 1− δ on Ω(0),ρ\Ω(1),ρ ,
(vi) |Ω(1),ρ | ≤ CKδ,
(vii) One has H1(∂(Ω(1),ρ ∩ Bρ−4δ)) ≤ H1(Ω ∩ Bρ), and moreover Ω(1),ρ ∩ Bρ−4δ =⋃
kG
(k)
,ρ , where the sets G
(k)
,ρ are open, connected, pairwise disjoint and satisfy
H1(∂G(k),ρ ) ≤ 2pimin{2δ, dist(∂G(k),ρ , γ,ρ)}.
Proof. We apply Theorem 2.13 to the set Ω := Ω and δ0 := 2δ. In order to do that, we
first note that for ρ ∈ (0, ρˆ) fixed and sufficiently small and for  sufficiently small, we have
H1(∂Ω ∩Bρ) ≥ 2piδ. Indeed, this is a consequence of xˆ ∈ Sm and Lemma 2.1(ii).
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Hence, by Theorem 2.13 there are two subsets Ω
(0)
,ρ , Ω
(1)
,ρ of Bρ, which satisfy the claimed
properties (v), (i) and (vii). For the proof of (vi), we note that by the isoperimetric
inequality and assertion (vii), we have
|Ω(1),ρ | =
∑
k
|G(k),ρ |+ |Bρ \Bρ−4δ | ≤ δH1(∂(Ω(1),ρ ∩Bρ−4δ)) + |Bρ \Bρ−4δ |
((vii))
≤ δH1(∂Ω ∩Bρ) + Cρδ
(4)
≤ Cδ(K + ρ). (20)
To see that (ii) holds, in view of Lemma 2.1(i), it suffices to show |Ω(1),ρ | → 0 as → 0. This
follows from (20). It is immediate that (iv) follows from H1(γ,ρ) ≤ H1(∂Ω ∩ Bρ) in (i)
and Lemma 2.1(iii). Finally, (iii) follows from the L1 convergence in (ii) and the uniform
boundedness of the perimeter of Ω
(0)
,ρ , as in the proof for Lemma 2.1. 
We are ready to give the definition of the test function Φ,ρ:
Definition 2.3 (Test function Φ,ρ and cut-off function χτ,ρ). Let  ∈ (0, 14), let ρ > 0
and let γ,ρ be the curve defined in Lemma 2.2.
(i) The function Φ,ρ ∈ Lip(Q`) with spt Φ,ρ b d−1γ,ρ([0, 2δ)) is defined by
Φ,ρ(x) := η(dγ,ρ(x)),
where the cut–off function η ∈ C∞c (R) with
δ :=
1
| ln | 14
and α := | ln | 12 (21)
is given by η(t) := 1 for | tδ | ≤ α, η(t) := 0 for | tδ | > α +
√
1− 2 and
η(t) := − 1| ln | ln
√
(| t
δ
| − α)2 + 2 for α ≤ | t
δ
| ≤ α +
√
1− 2.
(ii) For τ ∈ [8δ, ρ4), we consider a family of cut-off functions χτ,ρ ∈ C∞c (Bρ−τ ) satis-
fying
χτ,ρ = 1 in Bρ−2τ , χτ,ρ = 0 outside Bρ−τ ,
χτ,ρ ≤ 1, |∇χτ,ρ| ≤ 2τ−1 in Bρ
(22)
We collect some estimates for the one-dimensional logarithmic profile η. In particular, we
get the sharp constant in the estimate of the H˙
1
2 –norm below:
Lemma 2.4 (Estimates for 1-d profile). We use the notation from Definition 2.3. Then
for  ∈ (0, 1), the function η satisfies
(i)
ˆ
R
|( d
dt
)
1
2 η|2 dt ≤ pi
ˆ 1
0
t|η′(t)|2 dt ≤
pi
| ln | +
C
| ln | 32
,
(ii)
1
δ
ˆ
R
|η|2 dt+ δ
ˆ
R
|η′|2 dt ≤
C
| ln |2 .
14 H. KNU¨PFER AND W. SHI
Proof. By the homogeneity of the integrals, we can replace δ by 1 in the estimates. Then
η(t) = − 1
2| ln | ln
(
(t− α)2 + 2
)
for α ≤ t ≤
√
1− 2 + α,
η′(t) = −
1
| ln |
t− α
(t− α)2 + 2 for α ≤ t ≤
√
1− 2 + α. (23)
Noting that α = | ln | 12 ≤ C| ln |−2, estimate (ii) follows by the calculationˆ
R
η2 dt ≤ 2α +
2
| ln |2
ˆ 1
0
∣∣∣ ln 1
t
∣∣∣2 dt ≤ C| ln |2 ,ˆ
R
∣∣η′∣∣2 dt ≤ 2| ln |2
ˆ 1
0
t2
(t2 + 2)2
dt ≤ C
| ln |2 .
In order to show (i), we use the formulaˆ
R
|( d
dt
)
1
2 η|2 dt = inf
{ˆ
R2+
|∇η|2 dx : η(·, 0) = η
}
. (24)
Choosing the radially symmetric extension in (24), (i) then follows fromˆ
R
|( d
dt
)
1
2 η|2 dt ≤ 1
2
· 2pi
ˆ 1
α
|η′(t)|2t dt
(23)
=
pi
| ln |2
ˆ 1−α
0
t2(t+ α)
(t2 + 2)2
dt
≤ pi| ln |2
ˆ 1

0
t3
(t2 + 1)2
dt+
piα
| ln |2
ˆ 1

0
t2
(t2 + 1)2
dt,
noting that the first integral can be estimated by | ln | + C and the second integral is
estimated by a constant. 
2.2. Estimate for the leading order nonlocal term. In this section we give a lower
bound for the self-interaction term N, localized in Bρ, as sketched in Step 3 of the proof
in Section 1.1. As stated in Section 1.1, the proof of the lower bound for N[χτ,ρ] is based
on the following duality estimate:
|〈χτ,ρσ, χτ,ρΦ,ρ〉L2 | ≤
∥∥∥|∇|− 12 (χτ,ρσ)∥∥∥
L2
∥∥∥|∇| 12 (χτ,ρΦ,ρ)∥∥∥
L2
, (25)
where the test function Φ,ρ and the cut-off χτ,ρ are given in Definition 2.3. In view of (25)
to find a lower bound for N[χτ,ρ] it suffices to estimate |〈χ2τ,ρσ,Φ,ρ〉L2 | from below and
‖|∇| 12 (χτ,ρΦ,ρ)‖L2 from above as stated in Section 1.1. These estimates will be given in
the following two propositions. The next proposition is mainly concerned with the upper
bound for H˙
1
2 norm of the test function Φ,ρ with the sharp constant in the leading term,
cf. (i) below. Note that this also gives an upper bound on the capacity of the separating
curve γ,ρ in R3. We also collect some further bounds for Φ,ρ, which will be used later to
estimate terms which are not leading order:
Proposition 2.5 (Upper bound for duality estimate). We use the notations and assump-
tions of Definition 2.3 and (22). Then for some universal constant C > 0, we have
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(i)
ˆ
R2
∣∣|∇| 12 (χτ,ρΦ,ρ)∣∣2 dx ≤ pi| ln |(1 + C| ln | 12 τ
)
H1(γ,ρ),
(ii)
ˆ
Bρ
χ2τ,ρΦ
2
,ρ dx ≤
C
| ln | 94
H1(γ,ρ),
(iii)
ˆ
Bρ
χ2τ,ρΦ,ρ dx ≤
C
| ln | 54
H1(γ,ρ),
(iv)
ˆ
Bρ
χ2τ,ρ|∇Φ,ρ|2 dx ≤
C
| ln | 74
H1(γ,ρ),
(v) For G
(k)
,ρ defined in Lemma 2.2 (vii), we have
‖∇Φ‖L∞(G(k),ρ ) ≤
C
dist(∂G
(k)
,ρ , γ,ρ)| ln | 12
.
Proof. (i): We estimate the H˙
1
2 -norm, using the characterizationˆ
R2
∣∣|∇| 12u∣∣2 dx = inf
u(x,0)=u(x)
ˆ
R3+
|∇u|2 dx, (26)
where the infimum is taken over all H1-extension of u to R3+ := R2×R+ and x := (x, x3) ∈
R3+ (see e.g. [35, p.26]). Let d¯γ,ρ : R3+ → R+ denote the distance to γ,ρ in R3+. We choose
the extension ψ ∈ H1(R3+) of ψ := χτ,ρΦ,ρ by taking
ψ(x) := χτ,ρ(x)η(d¯γ,ρ(x)) for x = (x, x3) ∈ R3+,
where η is defined in Definition 2.3. By (26) this yields the bound ‖ψ‖
H˙
1
2 (R2)
≤ ‖∇ψ‖L2(R3+).
We calculateˆ
R3+
|∇ψ|2 dx =
ˆ
R3+
∣∣χτ,ρ∇(η ◦ d¯γ,ρ) + (η ◦ d¯γ,ρ)∇χτ,ρ∣∣2 dx. (27)
Let
I1 :=
ˆ
R3+
∣∣χτ,ρ∇(η ◦ d¯γ,ρ)∣∣2 dx = ˆ
R3+
χτ,ρ(x)
2|η′(d¯γ,ρ(x))|2|∇ dγ,ρ(x)|2dx.
Since |∇d¯γ,ρ | = 1 a.e., by the coarea formula and using that δ(1+α) ≤ 2δ for  sufficiently
small, we then have
I1 =
ˆ 2δ
0
|η′(t)|2
( ˆ
{d¯γ,ρ=t}
χ2τ,ρ dH2
)
dt ≤
ˆ 2δ
0
|η′(t)|2 H2(Γt,ρ) dt,
where Γt,ρ := {d¯γ,ρ = t} ∩ (Bρ−τ × R+). In order to estimate H2(Γt,ρ), we consider
the slices Γt,ρ ∩ {x3 = t˜} for t˜ ∈ (0, t) and note that x = (x, t˜) ∈ Γt,ρ if and only if
dγ,ρ(x)
2 + t˜2 = t2, i.e. x ∈ d−1γ,ρ(
√
t2 − t˜2). Since Bρ−τ ⊂ Bρ−8δ , this implies that
H1(Γt,ρ ∩{x3 = t˜}) ≤ H1(d−1γ,ρ(
√
t2 − t˜2)∩Bρ−8δ) for t˜ ∈ (0, t) and 0 else. An application
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of Lemma 2.2 (i) then yields
H1(Γt,ρ ∩ {x3 = t˜}) ≤ 2H1(γ,ρ) for t ∈ (0, 2δ), t˜ ∈ (0, t). (28)
By the coarea formula, applied to the level set of g(x¯) := x3, we get
H2(Γt,ρ) =
ˆ t
0
H1(Γt,ρ ∩ {x3 = t˜}) t√
t2 − t˜2
dt˜
(28)
≤ pitH1(γ,ρ), (29)
where the factor t√
t2−t˜2
comes from 1|∇Γt,ρg| , where ∇Γt,ρg is the projection of the full
gradient ∇g onto the tangent space of Γt,ρ. With this estimate for H2(Γt,ρ) at hand, an
application of Lemma 2.4(i) gives
I1
(29)
≤ piH1(γ,ρ)
ˆ 2δ
0
t|η′(t)|2 dt ≤
( pi
| ln | +
C
| ln | 32
)
H1(γ,ρ). (30)
For the second term on the right hand side of (27), we again apply the coarea formula to
get
I2 :=
ˆ
R3+
(η ◦ d¯γ,ρ)2|∇χτ,ρ|2 dx =
ˆ 2δ
0
|η(t)|2
( ˆ
{d¯γ,ρ=t}
|∇χτ,ρ|2dH2
)
dt.
Since |∇χτ,ρ| ≤ 2τ−1, by (29) and by Lemma 2.4(ii), as well as 8δ ≤ τ and since δ =
| ln | 14 , we further get the bound
I2 ≤ CH
1(γ,ρ)
τ2
ˆ 2δ
0
t|η(t)|2 dt ≤ Cδ
2
H1(γ,ρ)
| ln |2τ2 ≤
CH1(γ,ρ)
| ln | 94 τ
. (31)
By Cauchy-Schwarz an the estimates (30) and (31) we also get∣∣∣ˆ
R3+
χτ,ρ(η ◦ d¯γ,ρ)∇(η ◦ d¯γ,ρ) · ∇χτ,ρ dx
∣∣∣ ≤ CH1(γ,ρ)
| ln | 74 τ
. (32)
The estimates (30), (31) and (32) together yield the desired upper bound.
(ii)–(iv): We give the estimate for (ii), the estimates for (iii) and (iv) follow similarly. By
the coarea formula, since |∇dγ,ρ | = 1 a.e., since τ ≥ 8δ, spt Φ,ρ b d−1γ,ρ([0, 2δ)) and by
Lemma 2.2(i), we haveˆ
Bρ
χ2τ,ρ|Φ,ρ|2 dx ≤
ˆ 2δ
0
η2 (t) H1
(
d−1γ,ρ(t) ∩Bρ−8δ
)
dt
≤ 2H1(γ,ρ)
ˆ
R
η2 (t) dt ≤
C
| ln | 94
H1(γ,ρ),
where we used Lemma 2.4(ii) for the last estimate.
(v): Let d
(k)
,ρ := dist(∂G
(k)
,ρ , γ,ρ). We have |∇Φ(x)| ≤ |η′(dγ,ρ(x))|. By the explicit
expression for η′ in (23), we have |η′(dγ,ρ(x))| ≤
(
| ln |max{d(k),ρ − α, }
)−1
, where we
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recall that α = | ln | 12 . With this estimate, it remains to show that d ≤ | ln | 12 max(d−
| ln | 12 , ) for all d > 0 and all  ∈ (0, 14). It is not hard to see that this estimate holds. 
We next give the estimate for the term on the left hand side of the duality estimate (25).
We show that our test function asymptotically captures the total charge of the transition
layer via an application of the divergence theorem:
Proposition 2.6 (Lower bound for duality estimate). We use the notations and assump-
tions of Definition 2.3 and (22). Let K be the constant from (4). Then there is a constant
C > 0 depending only on ‖∇ ·M‖L∞, such that for  sufficiently small, we have∣∣∣ ˆ
R2
χ2τ,ρΦ,ρσ dx+ 2
ˆ
γ,ρ
χ2τ,ρn,1 dH1
∣∣∣ ≤ CK
| ln | 12
(
1 +
1
τ | ln | 12
)
, (33)
where n is the unit outer normal of Ω
(0)
,ρ along γ,ρ and n,1 = n · e1.
Proof. We first note that we can replace σ = ∇ · (m −M) in (33) by ∇ ·m, since by
Proposition 2.5(iii) the integral involving the background magnetization M is bounded by
CK| ln |− 54 ‖∇ ·M‖L∞ . Integrating by parts yields
ˆ
R2
χ2τ,ρΦ,ρ∇ ·m dx = −
ˆ
R2
∇(χ2τ,ρΦ,ρ) ·m dx.
We use the decomposition R2 = Ω(0),ρ ∪ (Ω(0),ρ)c and claim that∣∣∣ ˆ
Ω
(0)
,ρ
∇(χ2τ,ρΦ,ρ) ·m dx−
ˆ
γ,ρ
χ2τ,ρn,1 dH1
∣∣∣ ≤ CK
| ln | 12
(
1 +
1
τ | ln | 12
)
(34)
and that the same estimate holds with Ω
(0)
,ρ replaced by its complement. In the following,
we give the argument for (34), noting that the estimate for the integral over (Ω
(0)
,ρ)c can be
shown with an analogous argument by replacing e1 with −e1 in the following proof.
Since Φ,ρ = 1 on γ,ρ and by the divergence theorem we have
ˆ
Ω
(0)
,ρ
∇(χ2τ,ρΦ,ρ) · e1 dx =
ˆ
Ω
(0)
,ρ
∇ · (χ2τ,ρΦ,ρe1) dx =
ˆ
γ,ρ
χ2τ,ρn,1 dH1.
To prove (34), it hence remains to show that∣∣∣ˆ
Ω
(0)
,ρ
∇(χ2τ,ρΦ,ρ) · (m − e1) dx
∣∣∣ ≤ CK
| ln | 12
(
1 +
1
τ | ln | 12
)
. (35)
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To show (35), we further decompose the domain of integration and write∣∣∣ ˆ
Ω
(0)
,ρ
∇(χ2τ,ρΦ,ρ) · (m − e1) dx
∣∣∣
≤
ˆ
Ω
(0)
,ρ\Ω(1),ρ
∣∣∇(χ2τ,ρΦ,ρ) · (m − e1)∣∣ dx+ 2 ˆ
Ω
(0)
,ρ∩Ω(1),ρ
∣∣∇(χ2τ,ρΦ,ρ)∣∣ dx
=: R1 +R2.
We conclude the proof by estimating R1 and R2 separately.
Estimate for R1: By Lemma 2.2(v), we have u + 1 > δ in Ω
(0)
,ρ\Ω(1),ρ . Also using that
|m|2 = u2 + v2 = 1, we hence getˆ
Ω
(0)
,ρ\Ω(1),ρ
|m − e1|2 dx =
ˆ
Ω
(0)
,ρ\Ω(1),ρ
2v2
1 + u
dx ≤ 2
δ
ˆ
Ω
(0)
,ρ\Ω(1),ρ
v2 dx (36)
(2)
≤ 4
δ
E[m]
(21)
≤ 4K| ln | 14 .
On the other hand, using that |χτ,ρ| ≤ 1, |∇χτ,ρ| ≤ 2τ−1, by an application of Proposition
2.5(ii)–(iii) and since H1(γ,ρ) ≤ K, we obtainˆ
R2
|∇(χ2τ,ρΦ,ρ)|2 dx ≤ 4
ˆ
R2
χ2τ,ρ|∇Φ,ρ|2 dx+
8
τ2
ˆ
R2
χ2τ,ρΦ
2
,ρ dx
≤ CK
( 1
| ln | 74
+
1
τ2| ln | 94
)
. (37)
Using Cauchy-Schwarz together with inequalities (36)–(37) then yields
R1 ≤ CK
( 1
| ln | 34
+

1
2
τ | ln |
)
≤ CK
| ln | 12
(
1 +
1
τ | ln | 12
)
.
Estimate for R2: Using |χτ,ρ| ≤ 1, |∇χτ,ρ| ≤ 2τ−1 and Cauchy-Schwarz, we have
R2 ≤ 2
ˆ
Ω
(1)
,ρ
χ2τ,ρ|∇Φ,ρ| dx+
4
τ
|Ω(1),ρ |
1
2
( ˆ
Ω
(1)
,ρ
χ2τ,ρΦ
2
,ρ dx
) 1
2
≤ 2
ˆ
Ω
(1)
,ρ∩Bρ−τ
χ2τ,ρ|∇Φ,ρ| dx+
CK
τ | ln | 54
.
For the second estimate, we have applied Lemma 2.2(vi) and Proposition 2.5(ii). To esti-
mate the first term we use that τ ≥ 8δ by assumption and we recall from Lemma 2.2(vii)
that Ω
(1)
,ρ ∩ Bρ−4δ =
⋃
kG
(k)
,ρ with H1(∂G(k),ρ ) ≤ 2pid(k),ρ for d(k),ρ := dist(∂G(k),ρ , γ,ρ). By
Proposition 2.5(v), we have the supremum bound ‖∇Φ‖L∞(G(k),ρ ) ≤
C
d
(k)
,ρ | ln |
1
2
. On the other
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hand, by the isoperimetric inequality and Lemma 2.2(vii) we have |G(k),ρ | ≤ CH1(∂G(k),ρ )2 ≤
Cd
(k)
,ρH1(∂G(k),ρ ). We then get
ˆ
Ω
(1)
,ρ
χ2τ,ρ|∇Φ,ρ| dx ≤
∑
k
C|G(k),ρ |
d
(k)
,ρ | ln | 12
≤ C
| ln | 12
∑
k
H1(∂G(k),ρ ) ≤
CK
| ln | 12
.
For the last inequality we have used that
∑
kH1(∂G(k),ρ ) = H1(∂(Ω(1),ρ ∩ Bρ−4δ)) ≤ CK
by Lemma 2.2(vii) and (7). Combining the above estimates we get the desired bound for
R2. 
As a corollary of Proposition 2.5 and Proposition 2.6 we obtain the lower bound for the
leading order term of the energy:
Corollary 2.7 (Estimate of leading order terms). Let  := j be any sequence with → 0.
Suppose that m ∈ A satisfies (4) and m → m ∈ A0 in L1. Let x̂ ∈ Sm and ρ ∈ (0, ρˆ),
where ρˆ ∈ (0, 1) is the same constant as in Lemma 2.2. Let χτ,ρ be the cut-off function
associated with Bρ := Bρ(x̂), defined in Definition 2.3(ii). Then there exists a subsequence
(not relabeled) j → 0 and a sequence ρj ↗ ρ such that with τj := 8δj and with the notation
where nρ := −´Sm∩Bρ n dH1, we have
lim inf
j→∞
(‖Duj‖(Bρ) +Nj [χτj ,ρj ]) ≥ 2f(√λ |nρ · e1|)H1(Sm ∩Bρ). (38)
Proof. Let α ≥ 1 be such that
lim inf
→0
‖Du‖(Bρ) = 2αH1(Bρ ∩ Sm).
Let γj ,ρ be the separating curves associated with Bρ constructed in Lemma 2.2. Since
H1(γj ,ρ) ≤ K < ∞, we can find a subsequence of j (still denoted by j) with τj := 8δj
and a sequence ρj ↗ ρ, such that
H1(γj ,ρ ∩ (Bρj \Bρj−2τj ))→ 0 as j →∞. (39)
In view of the definition (8) of N and the duality estimate (25), we have
Nj [χτj ,ρj ] ≥
piλ
2| ln j |
∣∣〈χτj ,ρjσj , χτj ,ρjΦj ,ρj 〉L2∣∣2
‖|∇| 12 (χτj ,ρjΦj ,ρj )‖2L2
.
By an application of Propositions 2.5–2.6, Lemma 2.2(iii)–(iv), as well as (39), we then get
lim inf
j→∞
Nj [χτj ,ρj ] ≥
2λ
α
|nρ · e1|2H1(Sm ∩Bρ).
Combining the above estimates we arrive at
lim inf
j→∞
(‖Duj‖(Bρ) +Nj [χτj ,ρj ]) (9)≥ 2f(√λ∣∣nρ · e1∣∣)H1(Sm ∩Bρ).

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2.3. Localization argument and conclusion of proof. In this section, we give the
proof of the lower semi-continuity (5). Next to the estimate of the leading order terms
from Corollary 2.7 in the last section, this requires in particular a decomposition argument
and the estimate of the interaction energy between different sets.
Proposition 2.8 (Lower semi-continuity estimate). For any sequence m ∈ A with m →
m = (u, 0) ∈ A0 in L1(Q`), we have
lim inf
→0
E[m] ≥ E0[m].
Proof. Let j be a sequence which realizes the liminf of E[m]. Without loss of generality,
we can assume that (4) holds.
By the uniform boundedness of ‖Du‖(Q`) (cf. (7)), for each x̂ ∈ Sm, there is N := N (x̂) ⊂
(0, 1) with |N | = 0, such that for each ρ ∈ (0, ρˆ) \N , where ρˆ ∈ (0, 1) is the same constant
as in Lemma 2.2, one can find a subsequence of j (not relabelled) and a sequence ρj ↗ ρ
(both depending on ρ, x̂) such that with τj := 8δj = 8| ln j |−
1
4 , we have
‖Duj‖
(
Bρ(x̂) \Bρj−4τj (x̂)
) → 0 as j →∞,
‖Du‖(∂Bρ(x̂)) = 0.
(40)
In view of Corollary 2.7 and Lemma 2.9 (stated and proved at the end of this section), we
can also assume that
lim inf
j→∞
(‖Duj‖(Bρ(x̂) +Nj [χτj ,ρj ]) ≥ 2f(√λ ∣∣nx̂,ρ · e1∣∣)H1(Sm ∩Bρ(x̂)).
lim
j→0
1
| ln j |
ˆ
R2\Bρ(x̂)
ˆ
Bρ(x̂)
|mj (x)−mj (y)|2
|x− y|3 dxdy = 0. (41)
Step 1: Discretization of the limit energy E0. Let N ∈ N be fixed. Since f is Lips-
chitz continuous and since H1(Sm) ≤ K (cf. (9), (7)), for any x̂ ∈ Sm there is ρ0 =
ρ0(x̂,
√
λ,N,K) ∈ (0, ρˆ) such that for any ρ ∈ (0, ρ0)
2
ˆ
Sm∩Bρ(x̂)
(
f
(√
λ|n · e1|
)− f(√λ|nx̂,ρ · e1|))dH1 ≥ H1(Sm ∩Bρ(x̂))
2NH1(Sm) , (42)
where nx̂,ρ := −´Sm∩Bρ(x̂) n dH1. The family of balls F := {Bρ(x̂) : x̂ ∈ Sm, ρ ∈ (0, ρ0) \N}
is a fine cover of Sm. By the Vitali-Besicovitch covering theorem applied to the Radon
measure f(
√
λ|n · e1|)H1xSm [4, Thm.2.19], there are finitely many disjoint balls Bk :=
Bρk(x̂k) ∈ F , k = 1, . . . ,K0 with
K0∑
k=1
2
ˆ
Sm∩Bk
f(
√
λ|n · e1|) dH1 ≥ E0[m]− 1
2N
. (43)
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Combining (42) and (43) and abbreviating nk := nx̂k,ρk , we obtain
K0∑
k=1
2f(
√
λ |nk · e1|)H1(Sm ∩Bk) ≥ E0[m]− 1
N
. (44)
Step 2: Localization and conclusion. In this step we localize the energy E[m] in the
balls {Bk}K0k=1 selected in step 1. Since there are only finitely many balls, one can take a
subsequence, which we still denote by j , such that (40)–(41) hold in each Bk, i.e. for each
Bk = Bρk(x̂k), k = 1, · · · ,K0, there exist ρk,j ↗ ρk as j ↗∞ such that with τj = 8δj we
have (40)–(41) with ρ, x̂ and ρj replaced by ρk, x̂k and ρk,j . The leading order terms in
each ball have been estimated in (38) in Corollary 2.7. In order to conclude the argument,
it remains to estimate the remaining terms which are related to the interaction energy
between different balls.
Let χk,j := χτj ,ρk,j (·− x̂k) be the sequence of cut-off functions with respect to Bk (cf. (22)).
For any η1, η2 ∈ C∞c (R2), we define
I[η1, η2] := λ
4| ln |
ˆ
R2
ˆ
R2
(η1σ)(x)(η2σ)(y)
|x− y| dxdy.
With the singular integral representation in Lemma A.1 and based on the cut-off functions
χk,j , the energy can then be written in the form
Ej [mj ] =
∑
k
[
νj (Bk) +Nj [χk,j ]
]
+
∑
k
Ij [χk,j , 1− χk,j ]
+ νj
((⋃
k
Bk
)c)
+Nj
[
1−
∑
k
χk,j
]
+ Ij
[
1−
∑
k
χk,j ,
∑
k
χk,j
]
.
Since ν ≥ 0 and N ≥ 0, we can estimate the energy from below as
Ej [mj ] ≥
K0∑
k=1
[
‖Duj‖(Bk) +Nj [χk,j ]
]
+Rj ,
where
Rj :=
K0∑
k=1
I[χk,j , 1− χk,j ] +
K0∑
k=1
Ij
[
χk,j , 1−
K0∑
k=1
χk,j
]
. (45)
By Lemma 2.10 below, there is a subsequence j (not relabelled) such that limj→∞Rj =
0. For the first two terms which represent the leading order terms, we get a lower
bound by Corollary 2.7 along a further subsequence. Also in view of (44) we thus have
lim inf→0E[m] ≥ E0[m]− 1N . Since N ∈ N is arbitrary, we get the desired estimate. 
To complete the proof of Lemma 2.10, it remains to show that Rj → 0 for a suitable
subsequence. For this, we first estimate a long range interaction term. The proof uses
similar ideas as [2].
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Lemma 2.9 (Long-range interaction). Let  := j be an arbitrary sequence with  → 0.
Suppose m ∈ A satisfy (4) and m → m ∈ A0 in L1. Then for any x̂ ∈ Sm, there is a
subsequence j → 0 (not relabeled) and a set N ⊂ (0, 1) with |N | = 0 such that for any
ρ ∈ (0, 1) \ N we have
lim
j→0
1
| ln j |
ˆ
R2\Bρ(x̂)
ˆ
Bρ(x̂)
|mj (x)−mj (y)|2
|x− y|3 dxdy = 0.
Proof. By the change of variable h = y − x and with the notation Bρ := Bρ(x̂) and
Dρ,h := {x ∈ Bρ : x+ h 6∈ Bρ}, the integral can be rewritten as
1
| ln |
ˆ
R2
ˆ
Dρ,h
|m(x)−m(x+ h)|2
|h|3 dxdh.
We first note that ‖m(· + h) −m‖2L2(Q`) ≤ ‖Dm‖2L2(Q`)|h|2 ≤ K−1|h|2. Together with
the fact that |Dρ,h| ≤ piρ2 ≤ pi, this implies
ˆ
|h|≤| ln | 14
ˆ
Dρ,h
|m(x)−m(x+ h)|2
|h|3 dxdh ≤
ˆ
|h|≤| ln | 14
CK
|h| dh = CK| ln |
1
4 .
For |h| ≥ | ln |− 14 , we use |m| ≤ 1 to get
ˆ
|h|≥| ln |− 14
ˆ
Dρ,h
|m(x)−m(x+ h)|2
|h|3 dxdh ≤
ˆ
|h|≥| ln |− 14
C
|h|3 dh ≤ C| ln |
1
4 .
It hence remains to give an estimate for the integral
I,ρ(m) :=
1
| ln |
ˆ
A
ˆ
Dρ,h
|m(x)−m(x+ h)|2
|h|3 dxdh,
where A := {h ∈ R2 : | ln | 14 ≤ |h| < | ln |− 14 }. It remains to prove that for a subsequence
j → 0 and for a.e. ρ ∈ (0, 1), we have limj→0 Ij ,ρ(mj ) = 0.
To estimate I,ρ, we first notice that for each x ∈ Dρ,h, the line segment [x, x+h] intersects
∂Bρ at a unique point σ = x+ th for some unique t ∈ [0, 1]. Thus one can apply the change
of variables Dρ,h 3 x 7→ (σ, t) ∈ ∂Bρ × [0, 1], and the Jacobian of the map (σ, h) 7→ x
is bounded from above by |h|. Therefore, also using Fubini, the triangle inequality and
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|m| ≤ 1, we get
I,ρ(m) ≤ 1| ln |
ˆ 1
0
ˆ
A
ˆ
∂Bρ
|m(σ − th)−m(σ)|
|h|2 dσdhdt
+
1
| ln |
ˆ 1
0
ˆ
A
ˆ
∂Bρ
|m(σ + (1− t)h)−m(σ)|
|h|2 dσdhdt
=: X1 +X2.
By symmetry, it is enough to give the estimate for X1. We apply the change of variables
h = t−1δh˜ (omitting the tilde in the sequel in the notation), δ = | ln |− 14 . With A˜,t :=
{h˜ : t| ln | 12 ≤ |h˜| ≤ t}, we then get
X1 =
1
| ln |
ˆ 1
0
ˆ
A˜,t
ˆ
∂Bρ
|m(σ − δh)−m(σ)|
|h|2 dσdhdt =
ˆ 1
0
Ψ,t(ρ) dt,
where
Ψ,t(ρ) :=
1
| ln |
ˆ
A˜,t
ˆ
∂Bρ
1
|h|2
∣∣m(σ − δh)−m(σ)∣∣ dσdh.
It is hence enough to show that along a subsequence j → 0, we have
sup
t∈(0,1)
Ψj ,t(ρ) → 0 for a.e. ρ ∈ (0, 1). (46)
To see (46), for each t ∈ (0, 1) fixed we integrate in ρ over (0, 1). By the coarea formula
and by the triangle inequality we then have
1ˆ
0
Ψ,t(ρ) dρ ≤ 1| ln |
ˆ
A˜,t
ˆ
B1
|m(x− δh)−m(x)|
|h|2 dxdh
≤
( 1
| ln |
ˆ
A˜,t
1
|h|2 dh
)
sup
|h|∈(0,1)
(
‖m −m‖L1 + ‖m(· − δh)−m‖L1
)
.
The integral is uniformly bounded for all t ∈ (0, 1), i.e.
1
| ln |
ˆ
A˜,t
1
|h|2dh =
2pi
| ln |
tˆ
t| ln |1/2
1
r
dr =
2pi(− ln − ln | ln |1/2)
| ln | ≤ C.
Since m → m in L1 and since ‖m(· − δh)−m‖L1 ≤ δ|h|‖Dm‖(Q`) by [4, Lemma 3.24],
we conclude that
lim
→0
sup
t∈(0,1)
ˆ 1
0
Ψ,t(ρ) dρ = 0.
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Thus, (46) holds along a sequence j → 0 which completes the proof. 
We are ready to show that the term Rj , defined in (45) vanishes asymptotically, which
completes the proof of Lemma 2.10.
Lemma 2.10. There is a subsequence j → 0 (not relabeled) such that for Rj defined in
(45), we have limj→∞Rj = 0.
Proof. We use the notation from Proposition 2.8 and its proof. Since the summation in
(45) is finite, one can choose a subsequence of {j}, not relabeled, such that (40)–(41) hold
true in each Bk. In view of (45), it then suffices to show that for each k ∈ {1, · · · ,K0}
there is a further subsequence j → 0 (not relabeled) such that with the notation χk,j :=
χτj ,ρk,j (· − x̂k) (cf. (22)) and with τj = 8δj , we have
lim
j→∞
Ij [χk,j , 1− χk,j ] = 0 and lim
j→∞
Ij [χk,j , 1−
∑
k′
χk′,j ] = 0. (47)
We only show the first identity in (47), since the second identity follows from similar
arguments. The proof is based on an integration by parts and the estimate of the long-
range interaction given in Lemma 2.9. For notational simplicity, we assume that x̂k = 0,
ρk = ρ and write  := j , χj := χk,j , ρj := ρk,j , τ := τj , while keeping in mind that as
j →∞, one has → 0, χj → χBρ , ρj → ρ and τj → 0. In view of Lemma A.1, we have
I[χj , 1− χj ] = λ
4| ln |
∑
k′∈Z
ˆ
Q
(k′)
`
ˆ
Q`
(χj∇ · m˜)(x) ((1− χj)∇ · m˜) (y)
|x− y| dxdy,
where Q
(k′)
` := Q` + k
′`e2, m˜ := m −M and the infinite sum is taken in the principal
value sense. Integrating by parts in Q
(k′)
` for each k
′ ∈ Z and by the mean-zero condition´
Q`
∇ · m˜ = 0, we then get
|I[χj , 1− χj ]| ≤ λ| ln |
ˆ
R2
ˆ
R2
|m˜(x)− m˜(y)|2χj(x)(1− χj)(y)
|x− y|3 dxdy
+
λ
4| ln |
ˆ
R2
ˆ
R2
|∇χj(x)||m˜(x)− m˜(y)|
|x− y|2 dxdy
+
λ
4| ln |
ˆ
R2
ˆ
R2
|∇χj(x)||∇χj(y)||m˜(x)− m˜(y)|
|x− y| dxdy
=: I1 + I2 + I3.
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Since χj = 0 outside Bρ and 1− χj = 0 in Bρj−2τj , then letting Nρ,τ := Bρ \ Bρj−2τ , we
have
I1 ≤ λ| ln |
(
2
ˆ
Bcρ
ˆ
Bρ
|m˜(x)− m˜(y)|2
|x− y|3 dxdy
+
ˆ
Nρ,τ
ˆ
Nρ,τ
|u˜(x)− u˜(y)|2
|x− y|3 dxdy +
ˆ
Nρ,τ
ˆ
Nρ,τ
|v˜(x)− v˜(y)|2
|x− y|3 dxdy
)
:= R1 +R2 +R3,
where u˜ = u−U and v˜ = v−V . Note that with our selection of ρ and ρj , R1 → 0 by (40)–
(41). We estimate the terms R2 and R3 separately, using the fact that we have BV control
on u˜ (but not v˜), while the anistropy energy gives us L
2 control on v˜. To estimate R2, we
denote h := y−x and use Fubini as well as ‖u−u(·+h)‖L1(Nρ,τ ) ≤ ‖Du‖L1(Bρ\Bρj−4τ )|h|
for |h| ≤ | ln |−1  τ to get
R2 ≤ Cλ‖Du˜‖L1(Bρ\Bρj−4τ ) +
Cλ
| ln |
ˆ
Nρ,τ
ˆ
| ln |−1≤|h|≤4τ
1
|h|3 dxdh
≤ Cλ‖Du˜‖L1(Bρ\Bρj−4τ ) + Cλτ.
Thus R2 → 0 by (40)–(41). For the estimate of R3, we write
R3 ≤ λ| ln |
(ˆ
0<|h|≤
ˆ
Nρ,τ
|v˜(x)− v˜(x− h)|2
|h|3 dxdh
+
ˆ
<|h|≤4τ
ˆ
Nρ,τ
|v˜(x)− v˜(x− h)|2
|h|3 dxdh
)
≤ Cλ| ln |
(
‖Dm‖2L2(Q`) +
1

‖v‖2L2(Q`) + ‖DV ‖L1(Q`)
)
≤ Cλ(K + ‖DV ‖L1)| ln | ,
which goes to 0 as  → 0. For the last two estimates, we have used that ‖v(·) − v(· −
h)‖2L2(Q`) ≤ ‖Dm‖2L2(Q`)|h|2 and the energy bound (4). The above estimates together
show that I1 → 0 as → 0.
With similar but simpler arguments than for I1, we get
I2 + I3 ≤ Cλ| ln |
(‖Du˜‖L1(Bρ) +K) → 0 as → 0.
Combining the estimates for I1, I2 and I3 together with (40)–(41), we thus obtain (47) for
Ij [χk,j , 1− χk,j ]. 
2.4. Level set estimates. In this section, we give some general results for the length of
level sets for the distance function to the boundary of domains Ω ⊂ R2. These results are
used in the construction of our test function in the proof of Lemma 2.2. The main result
is Theorem 2.13, which shows that we can modify a set locally such that the boundary
of the new set has a controlled capacity. The key in the proofs is an application of the
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Gauss-Bonnet theorem. The proofs also rely heavily on the two–dimensionality of the
problem.
We first consider the situation of bounded simply connected domains G before addressing
more general domains. The proof of the next lemma follows from the ideas in [7, Lemma
3.2.2-3.2.3]. We note that Lemma 3.2.2 in [7] is stated for inner level sets, i.e. level sets
for d∂E inside E. However, it is not hard to see that it holds for outer level sets as well.
We recall that for any set E ⊂ R2, distance function is denoted by dE(x) := dist(x,E) and
that distance to the empty set is infinite.
Lemma 2.11 (Level sets of simply connected domains). Let G ⊂ R2 be a bounded, simply
connected domain with ∂G ∈ C2. Then we have
H1(d−1∂G(t)) ≤ 2H1(∂G) for 0 ≤ t ≤
1
2pi
H1(∂G).
Proof. By an approximation argument, we may assume that G is polyhedral. By the
isoperimetric inequality, we have t∗ := maxx∈G d∂G(x) ≤ t0 := 12piH1(∂G). For t > 0, let
Nt := Nt(∂G) := {x ∈ R2 : d∂G(x) < t} denote the t-neighborhood of ∂G. By construction,
Nt is connected and has at least one hole for t ∈ (0, t∗] and is simply connected for t > t∗.
In terms of the Euler characteristics χ(Nt) of Nt, we can express this as
χ(Nt)
{ ≤ 0 for t ∈ (0, t∗],
= 1 for t > t∗.
(48)
Estimate for t ∈ [0, t∗]: Let `t := d−1∂G(t) ⊂ R2 be the t-level set of d∂G. Let N˜t be
the minimal metric completion of Nt and let ˜`t := N˜t\Nt. We note that `t ⊂ ˜`t and
the inclusion can be strict since tangentially aligned boundaries of different components
are counted twice for ˜`t, see Fig 2. We note that ˜`t consists of a collection of oriented,
closed, piecewise C2 curves with a finite number of vertex points Vt ⊂ ˜`t. We choose the
orientation of each curve such that Nt lies to its left and write τt for the total rotation of˜`
t. We also denote the rotation at the vortex points x
∗ ∈ Vt by τx∗ ∈ (−pi, 0), noting that
the case τx∗ > 0 does not occur since such singularities are smoothed out (see Fig. 2).
We define g(t) := H1( ˜`t) for t > 0 and g(0) := limt→0 g(t) = 2H1(`0). It is then enough to
show that g(t) ≤ g(0) for t ∈ [0, t0]. We have g ∈ C1(R\S) for some finite set S ⊂ [0,∞)
and
g′(t) = τt −
∑
x∗∈Vt
(
τx∗ − 2 tan τx
∗
2
)
for t ∈ [0,∞)\S, (49)
cf. [7, Lemma 3.2.2-3.2.3] (we remark that the orientation is counted reversely compared
to [7] where only the inner level set is considered and understood as the boundary of
{x ∈ G : d∂G(x) > t}). By the Gauss-Bonnet theorem τt = 2piχ(Nt) for t > 0. Hence by
(48) we have τt ≤ 0 for t ∈ [0, t∗]. For any t ∈ S, we moreover have g(t+ 0) ≤ g(t− 0), cf.
[7, Lemma 3.2.3]. We also note that ϕ− 2 tan ϕ2 ≥ 0 for ϕ ∈ (−pi, 0]. The desired estimate
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Figure 2. Level set associated to a polygonal domain. For the set ˜`t,
constructed by metric completion, the line between R and S is counted
twice.
for t ∈ [0, t∗] then follows by integrating (49) over (0, t), i.e.
g(t) ≤ g(0) +
ˆ t
0
τs ds ≤ g(0) for t ∈ [0, t∗]. (50)
Estimate for t ∈ [t∗, t0]: Without loss of generality, we can assume that t∗ < t0. In this
case, g may have a jump at t∗, i.e. g(t∗ + 0) < g(t∗ − 0) and g(t∗ + 0) = H1(h˜t∗), where
h˜t = N˜t(G) \ Nt(G) for t ≥ 0 (recall Nt(G) := {x : dG(x) < t} is the t-neighborhood of
G and N˜t(G) is its minimal metric completion). For t ≥ 0, we define f(t) := H1(h˜t) and
f(0) := limt→0 f(t) = H1(∂G). With the same arguments as before we then get
f(t) ≤ f(0) + 2pi
ˆ t
0
χ(Nt(G)) ds ≤ H1(∂G) + 2pit for t ≥ 0, (51)
where we have used that χ(Nt(G)) = 1 for all t ≥ 0. By construction, for t > t∗, the inner
level sets are empty and we thus have g(t) = f(t). In particular, for 2pit ≤ H1(∂G) we
have g(t) ≤ 2H1(∂G). 
The level set estimate in Lemma 2.11 does not hold for general domains Ω which are not
simply connected; a simple counterexample is given by the punctured disk. For general
domains, however, after throwing away some isolated and small patches (collected in the
set Ω(1)), the level set estimate still holds for the modified domain Ω(0) = Ω∆Ω(1):
Lemma 2.12 (Global level set estimate). Let Ω ⊂ R2 be a bounded open set with ∂Ω ∈ C2
and let δ0 > 0 with H1(∂Ω) ≥ 2piδ0. Then there exist two open subsets Ω(0) and Ω(1) of the
convex hull of Ω with Ω(0) = Ω∆Ω(1) and ∂Ω = ∂Ω(0) ∪ ∂Ω(1)such that the following holds:
The set Ω(1) has controlled size, in the sense that for any connected component G of Ω(1),
we have
H1(∂G) ≤ 2pimin{δ0,dist(∂G, ∂Ω(0))}. (52)
Furthermore, Ω(0) satisfies the level set estimate, i.e.
H1(d−1
∂Ω(0)
(t)) ≤ 2H1(∂Ω(0)) for t ∈ [0, δ0]. (53)
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Figure 3. The shaded region is the t-neighborhood of ∂Ω(0), which has
three connected components F
(1)
t , F
(2)
t and F
(3)
t .
Proof. Construction: By approximation we may assume that there are finitely many simply
connected domains G(k) with boundary Ck := ∂G(k) ∈ C2 such that
Ω =
⋃
k∈I+
G(k)\
⋃
k∈I−
G(k)
for some index sets I := I+ ∪ I− and such that C` ∩ Cj = ∅ for ` 6= j. We set I00 := {j ∈
I : H1(Cj) ≥ 2piδ0} and iteratively define for k ≥ 1
I0k :=
{
` ∈ I : H1(C`) ≥ 2pi dist(C`,
⋃
j∈∪k−1i=0 I0i
Cj)
}
. (54)
We set I0 :=
⋃∞
i=0 I0i, I1 := I\I0 and I±j := Ij ∩ I±, j = 0, 1, and define
Ω(0) := (
⋃
k∈I+0
G(k))\(
⋃
k∈I−0
G(k)) and Ω(1) := (
⋃
k∈I+1
G(k)) ∪ (
⋃
k∈I−1
G(k)).
Conclusion of proof : By construction, the open sets Ω(0), Ω(1) are both subsets of the
convex hull of Ω and they satisfy ∂Ω = ∂Ω(0) ∪ ∂Ω(1). Moreover, for any ` 6∈ I0, we have
H1(C`) ≤ 2piδ0 and H1(C`) ≤ 2pi dist(C`,
⋃
j∈I0 Cj). In particular, (52) holds. It remains to
prove (53).
For t > 0, let Nt := {x ∈ R2 : d(x, ∂Ω(0)) < t} be the t-neighborhood of ∂Ω(0). The number
of connected components Nt of Nt is piecewise constant and nonincreasing in t, except at
a finite number of merging times, where components merge together. We consider any
interval I = (t0, t1] such that Nt is constant in (t0, t1) and t0 < t1 are either merging times
or t0, t1 ∈ {0, δ0}. Clearly, it is enough to show (53) for every single connected component.
Hence, let Ft ⊂ Nt be a single connected component which persists in the interval I. We
also consider the simply connected hull Gt of Ft (the set, obtained by filling the holes of
Ft). We claim that
H1(Ft) ≤ 2
N∑
i=1
H1(Ci), H1(Gt) ≤ 2
N∑
i=1
H1(Ci) for all t ∈ I, (55)
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where Ci, 1 ≤ i ≤ N , are the loops contained in Ft. In the following, we write ci := H1(C˜i).
It remains to show (55).
By [7, Lemma 3.2.2-3.2.3], at the merging times H1(Ft) and H1(Gt) can only have a
downward jump discontinuity. Hence, by finite induction we can assume that (55) holds
at time t0, i.e
lim
t↘t0
H1(Ft) ≤ 2
∑
i
ci, lim
t↘t0
H1(Gt) ≤ 2
∑
i
ci. (56)
We consider the decomposition I = I1 ∪ I2 with I1 = (t0, t∗] and I2 = (t∗, t1] and where t∗
is maximal such that χ(Ft) ≤ 0 in I1 and χ(Ft) = 1 in I2 (noting that one of the intervalls
could be ∅). In view of (50), H1(∂Ft) is nonincreasing for t ∈ I1. From this, (56), and the
simple relation H1(∂Gt) ≤ H1(∂Ft), we conclude that (55) holds for t ∈ I1. It thus remains
to show (55) for t ∈ I2. Since Gt = Ft in I2 and it suffices to show (55) for Gt. In fact, we
conclude the proof by showing that (55) holds for Gt and for all t ∈ (0, t1].
By an approximation argument, we may assume that the distance between the loops Ci in
Ft , 1 ≤ i ≤ N , are pairwise different. Then there are N − 1 merging times 0 < s1 < s2 <
. . . < sN−1 ≤ t1 for connected components in Ft. The number Ni of connected components
in the time interval (si−1, si] is given by Ni = N − i+ 1 for 1 ≤ i ≤ N , where we have set
s0 := 0 and sN := t1.
Since the length of the outer boundary grows at a rate of at most 2pi for each single
component (cf. (51)), integrating over (0, t) we have
H1(∂Gt) ≤
N∑
i=1
ci + 2pi
N∑
i=1
Ni(si − si−1) =
N∑
i=1
ci + 2pi
N∑
i=1
si. (57)
We want to show that 2pi
∑N
i=1 si ≤
∑N
i=1 ci. Without loss of generality, we assume that
c1 ≥ . . . ≥ cN . Let {F (j)si , 1 ≤ j ≤ Ni} be the set of connected components included in
Ft for t ∈ (si−1, si], and let J (j)si be the corresponding index set of the loops C`, ` ∈ J (j)si ,
included in F (j)si . From our construction (54), we have
2pisi
(54)
≤ min
1≤j≤Ni
max
k∈J (j)si
ck ≤ c1+(Ni−1) = cN−i+1. (58)
Inserting (58) into (57), we obtain (55) for t ∈ (0, t1] for Gt. This implies in particular that
the estimate holds for Ft in I2. 
For a sufficiently regular set Ω ⊂ R2 and for some x̂ ∈ R2 and ρ > 0, we next derive a local
level set estimate for ∂Ω ∩Bρ(x̂).
Theorem 2.13 (Local level set estimate). Let x̂ ∈ R2, ρ > 0 and let Bρ := Bρ(x̂). Let
Ω be a bounded open set with ∂Ω ∈ C2 and let Ωρ := Ω ∩ Bρ 6= ∅. Let 0 < 2piδ0 ≤
min{ρ8 ,H1(∂Ω ∩Bρ)}. Then there exist two subsets Ω
(0)
ρ , Ω
(0)
ρ of Bρ with Ω
(0)
ρ = Ωρ∆Ω
(1)
ρ
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such that the following holds: The set Ω
(1)
ρ has controlled size in the interior in the sense
that any connected component G of Ω
(1)
ρ ∩Bρ−2δ0 satisfies
H1(∂G) ≤ 2pimin{δ0,dist(∂G, γρ)}. (59)
For γρ := ∂Ω
(0)
ρ ∩Bρ, we have the level set estimate
H1(d−1γρ (t) ∩Bρ−4δ0) ≤ 2H1(γρ) for t ∈ (0, δ0). (60)
Moreover, the length of the boundaries is estimated by
max{H1(γρ),H1(∂(Ω(1)ρ ∩Bρ−2δ0))} ≤ H1(∂Ω ∩Bρ). (61)
Proof. The idea of the the proof is to modify the set Ωρ locally near ∂Bρ which yields a
new set Ω˜ρ. We then apply the global level set estimate to the modified set Ω˜ρ.
Construction of Ω˜ρ: Let U be a connected component of the open set Ωρ. By approximation
and since the level set estimate does not depend on the regularity of Ω, we can assume
U ∈ C2.
We modify U in S2δ0 := Bρ \ Bρ−2δ0 as follows: Step 1. if U ⊂ S2δ0 , then we remove
the whole component. Step 2. if U has a hole contained in S2δ0 , then we fill in the hole.
Step 3. if there are points a1, a2 ∈ ∂Bρ−2δ0 such that they are connected by a boundary
portion `1 of ∂U and `1 ⊂ S2δ0 , then we replace `1 by the arc â1a2 ⊂ ∂Bρ−2δ0 . This is
equivalent to cutting off (or filling in) the parts of U (or U c) which are contained in S2δ0 .
After the above three steps we get a new domain whose intersection with S2δ0 consists
of finitely many disjoint components (possibly empty), each of which is enclosed by two
curves `a, `b ⊂ ∂U starting from ca, cb ∈ ∂Bρ−2δ0 and ending at da, db ∈ ∂Bρ, and arcs
ĉacb ⊂ ∂Bρ−2δ0 , d̂bda ⊂ ∂Bρ. In Step 4, we replace each component in S2δ0 by an annulus
sector, i.e. we replace the points da, db by the points d
′
a, d
′
b, where d
′
a(b) is the intersection
of the ray Oca(b) and ∂Bρ, and let the new component be the region enclosed by ĉacb, d̂′ad′b,
cad′a and cbd′b while keeping the same orientation. We apply this algorithm to all connected
components U independently. In the end we get a new domain Ω˜ρ.
Conclusion of proof: Let Ω
(0)
ρ be the set constructed in Lemma 2.12 with respect to Ω˜ρ.
Noting that Ω˜ρ = Ωρ in Bρ−2δ0 , assertions (61) and (59) then follow directly from Lemma
2.12 and our construction. In order to show (60), we note that by Lemma 2.12(i)
H1(d−1
∂Ω
(0)
ρ
(t)) ≤ 2H1(∂Ω(0)ρ ) for t ∈ (0, δ0). (62)
Comparing with (62) and since H1(∂Ω(0)ρ ) = H1(γρ) +H1(∂Ω(0)ρ ∩ ∂Bρ), we have that (60)
follows if we show
2H1(∂Ω(0)ρ ∩ ∂Bρ) ≤ H1(d−1
∂Ω
(0)
ρ
(t) ∩ (Bρ+δ0\Bρ−4δ0)) for t ∈ (0, δ0).
Indeed, this inequality follows from our construction of Ω˜ρ. More precisely, noticing that
Ω
(0)
ρ ∩ S2δ0 consists of finitely many disjoint annulus sectors, i.e. each sector is a region
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enclosed by two circles ∂Bρ and ∂Bρ−2δ0 and two rays starting from the origin, then
the above estimate is obvious because of the simple geometry of the t-level sets for t ∈
(0, δ0). 
3. Proof of Theorem 1.1 – recovery sequence
3.1. Construction and reduction of the problem. In this section, we give the con-
struction of the recovery sequence and give the main estimate for its energy. The detailed
estimates are collected in the next section.
For m = (u, v) ∈ A0, we use the notation Ω0 := {u = 1} and Sm := ∂∗Ω0 for the reduced
boundary of Ω0. The outer normal of Ω0 on Su is denoted by n(x). We also recall the limit
energy
E0[m] = 2
ˆ
Sm
f(
√
λ|n1|)dH1,
where f is defined in (9) and n1 := n · e1.
We note that it is enough consider the situation when Ω0 is a polygonal domain, where
each vertex of Ω0 is shared by exactly two edges. In the supercritical case λ > 1, due to
the anisotropic effect of the stray field (i.e. the stray field penalizes those transition layers
with |n1| > λ− 12 ), we can reduce the construction to the case of polygonal domains where
the condition |n1| ≤ λ− 12 is satisfied:
Lemma 3.1 (Modified polygonal domain). Let λ > 1. Then for any polygonal domain
Ω0 ⊂ Q`, where each vertex is shared by exactly two edges, there is a sequence of polygonal
domains Ω
(k)
0 ⊂ Q`, where each vertex is shared by two edges, such that
(i) Along any edge of Ω
(k)
0 , the unit normal n
(k) of Ω
(k)
0 satisfies |n(k)1 | ≤ λ−
1
2 .
(ii) |Ω(k)0 ∆Ω0| → 0 as k →∞.
(iii) For m := (χΩ0 − χΩc0 , 0) and mk := (χΩ(k)0 − χ(Ω(k)0 )c , 0), we have
E0[mk] = E0[m] for any k ∈ N.
Proof. Let c∗ := λ−
1
2 ∈ (0, 1). Let J be an edge of Ω0, whose normal n := (n1, n2) satisfies
|n1| > c∗. Due to the symmetry we can assume without loss of generality that n1 > 0
and n2 ≥ 0. For the edge J , let Z(k) be a zigzag which consists of 2k line segments with
alternating outer unit normal n
(k)
+ := (c∗,
√
1− c2∗) and n(k)− := (c∗,−
√
1− c2∗) and at the
same time it connects the two end points of the line segment J . The line segments have
equal length and can be chosen in such a way that Z(k) does not intersect with any other
edge of the polynomial domain for k sufficiently large. This defines a sequence of domains
Ω
(k)
0 with |Ω(k)0 ∆Ω0| → 0 as k →∞ and such that (ii) is satisfied for any k ∈ N.
It remains to show that (iii) holds: For this, it is enough to consider the line energy of a
single zigzag Z(k) compared to the line energy of the edge J it replaces. The total length
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of the edges of Z(k) is determined uniquely and is independent of k. Indeed, let λ+ and
λ− be such that n = λ+n
(k)
+ + λ−n
(k)
− . Direct computation gives that
λ+ =
1
2
(
n1
c∗
+
n2√
1− c2∗
)
, λ− =
1
2
(
n1
c∗
− n2√
1− c2∗
)
.
According to our assumption n1 > c∗, λ+ and λ− are both positive. Then the total length
of the edges with normal n
(k)
+ is λ+H1(J), and those edges with normal n(k)− have total
length λ−H1(J).
To show the energy identity, we only need to show that for each edge J of Ω0 with |n1| > c∗,
we have ˆ
Z(k)
(
1 + λ|(n(k)± )1|2
)
dH1 = 2
ˆ
J
√
λ|n1| dH1. (63)
To see this, we notice that, after plugging in the values of λ± and c∗, both sides of (63)
have the same value
(
1 + λ|c∗|2
)
(λ+ + λ−)H1(J). 
By the above arguments, for our recovery sequence, we can assume that the limit set is
a polygon of the form in Lemma 3.1. The recovery sequence is constructed by patch-
ing together rescaled versions of one–dimensional transition layers along the edges of the
polygonal domain Ω0 together with a diagonal sequence argument:
Definition 3.2 (Construction of recovery sequence). Let Ω0 be a polygonal domain which
satisfies |n1| ≤ λ− 12 for any normal of any edge.
(i) With the notation β := 
5
6 , we define Ω ⊂ Ω0 by
Ω :=
⋃
{B2β(p) : p ∈ Ω0, dist(p, ∂Ω0) > 2β},
with γ := ∂Ω and outer unit normal n. We denote the β–neighborhood of
γ by N := Nβ(γ). With D+ := Ω\N and D− := Ωc\N, this induces
the decomposition Q` = N ∪ D+ ∪ D− . In N, we have the tubular coordinates
x = (σ, t), where σ ∈ γ is the projection of x onto γ and t = (x−σ)·n ∈ (−β, β).
(ii) We define m := (u, v) by v :=
√
1− u2 and
u(x) :=
{
sin
(
pi
2
arcsin(tanh(t/))
arcsin(tanh(β/))
)
for x = (σ, t) ∈ N,
±1 for x ∈ D± .
We remark that from our estimates in Lemma 3.5–Lemma 3.7, as long as   β ≤ C 23
the above construction yields the upper semi-continuity of the recovery sequence in our Γ-
convergence results. In the next proposition, we give the proof for the upper semi-continuity
result assuming Lemma 3.5–Lemma 3.7:
Proposition 3.3 (Recovery sequence for Γ–limit). For any m ∈ A0 there exist a recovery
sequence m ∈ A with m → m in L1(Q`) such that
lim sup
→0
E[m] ≤ E0[m].
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Proof. Given m ∈ A0 there is a sequence of mj ∈ A0 with polygonal jump set, where each
vertex is shared by two edges, such that
mj → m in L1(Q`) and ‖Dmj‖ → ‖Dm‖ as j →∞. (64)
Since f is Lipschitz continuous, by the theorem of Reshetnyak [40], E0 is continuous with
respect to the convergence in variation of measures, i.e. E0[mj ] → E0[m], where mj
satisfies (64). By Lemma 3.1, for each mj , there is a sequence of magnetizations mj,k with
polygonal jump sets whose normals satisfy |n1| ≤ λ− 12 , such that mj,k → mj in L1(Q`)
as k → ∞ and they have the same limit energy, i.e. E0[mj,k] = E0[mj ] for all k. By a
standard diagonal argument, it is then enough to construct recovery sequence mj,k for each
mj,k, which satisfies lim sup→0E[mj,k] ≤ E0[mj,k].
Thus we may assume Ω0 is a polygonal domain which satisfies the assertions of Lemma
3.1, and m = (u, 0) ∈ A0 with Ω0 = {u = 1}. We choose m = (u, v) to be the sequence
constructed in Definition 3.2, and split the energy in the following way
E[m] =
ˆ
Q`
1
2
|∇m|2 + v
2

2
dx+
λ
4| ln |
ˆ
Q`
ˆ
Q`
σ(x)σ(y)
|x− y| dxdy (65)
+
λ
4| ln |
∑
|j|≥1
ˆ
Q`+je2
ˆ
Q`
σ(x)σ(y)
|x− y| dxdy,
where we have used Lemma A.1. The estimates of each single term on the right hand side
of (65) are given in the next section. By application of Lemma 3.5, Lemma 3.6, Lemma
3.7 and Lemma A.1, we have
E[m] ≤ 2
ˆ
Sm
(
1 + λ|n1|2
)
dH1 + C
| ln | 12
= E0[m] +
C
| ln | 12
for some C = C(Ω0, `,M). We remark that the dependence of C on Ω0 does not cause
any trouble, since by the approximation and diagonal argument described above, we only
need to consider the limit → 0 for each fixed Ω0. Taking the limsup in  we conclude the
proof. 
3.2. Estimate for recovery sequence. We first give estimates for the one-dimensional
transition layer, given in Definition 3.2. The one-dimensional transition layer is given by
a standard Ginzburg-Landau type profile. For a similar construction in the context of
micromagnetics, we refer e.g. to [31, Lemma 4.2].
Lemma 3.4 (1d transition layer). Let β ∈ (0, 1] and  ∈ (0, β). Let
u˜(t) :=
 sin
(
pi
2
arcsin(tanh(t/))
arcsin(tanh(β/))
)
for |t| ≤ β,
±1 for ±t ≥ β,
and let v˜(t) :=
√
1− u˜2 (t). Then for any R ≥ β and for universal constants C, c0 > 0,
we have
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(i)
ˆ R
−R

(|u˜′|2 + |v˜′|2)+ 1 v˜2 dt ≤ 4 + Ce− c0β ,
(ii)
ˆ R
−R
ˆ R
−R
|u˜(t)− u˜(s)|2
|t− s|2 dtds ≤ 8 ln
(
+R
2
)
+ C,
(iii)
ˆ R
−R
ˆ R
−R
|v˜(t)− v˜(s)|2
|t− s|2 dtds ≤ C,
(iv)
ˆ R
−R
ˆ R
−R
u˜′(t)u˜
′
(s) ln
1
|t− s| dtds ≤ 4 ln
(+ β
4β
)
+ C.
Proof. We first note that (i) follows directly from [30, Lemma 4.2]. The estimate (iii)
follows by the change of variables t 7→ t and since |v˜(t)| ≤ Ce−c0|t|/. It remains to show
(ii) and (iv).
(ii): Using symmetry, in our calculations we may assume t ≥ 0. The leading order part of
the integral follows from the estimate
ˆ 0
−R
ˆ R

|u˜(t)− u˜(s)|2
|t− s|2 dtds ≤
ˆ 0
−R
ˆ R

4
|t− s|2 dtds = 4 ln
(
+R
2
)
.
The corresponding estimate with t, s exchanged yields the same terms again. We also note
that by rescaling t 7→ t, the integral in (ii) over the set (−, )2 is estimated by a universal
constant. For the remaining region (t, s) ∈ (0, R) × (−, R)\(0, ) × (−, ) we argue as
follows: Since |sgn(t)− u˜(t)| ≤ Ce−c|t|/ for universal constants c, C > 0, a straightforward
calculation yields the integral over this region is estimated by a universal constant as well.
(iv): Since u˜′(t) = 0 for |t| ≥ β, it suffices to estimate (iv) for R = β. Integrating by parts
in t and s, we obtain
ˆ β
−β
ˆ β
−β
u˜′(t)u˜
′
(s) ln
1
|t− s| dtds =
1
2
ˆ β
−β
ˆ β
−β
|u˜(t)− u˜(s)|2
|t− s|2 dtds+B.
The boundary term B = B1 +B2 from the integration by parts is given by
B1 =
1
2
ˆ β
−β
(u˜(−β)− u˜(s))2
β + s
ds+
1
2
ˆ β
−β
(u˜(β)− u˜(s))2
β − s ds,
B2 =
ˆ β
−β
(u˜(β)− u˜(t))u˜′(t) ln
1
β − tdt−
ˆ β
−β
(u˜(−β)− u˜(t))u˜′(t) ln
1
β + t
dt.
Integrating by parts again, we get B2 = B1 + B3, where B3 = (u˜(β) − u˜(−β))2 ln 12β .
We note that from |u˜(β) − u˜(s)| ≤ C|β−s| e−
cβ
 if s ∈ (β/2, β) and by symmetry we get
|B1| ≤ C(β )2e−
cβ
 + C ≤ C for some universal c, C > 0. Since also |B3| ≤ 4 ln 12β , the
estimate (iv) follows from the above estimates together with (ii). 
The next lemma is concerned about the self-interaction energy over N:
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Lemma 3.5. Let m, Ω0 and Ω and β = 
5
6 be as in Definition 3.2. Then for σ :=
∇· (m−M), for some C = C(Ω0, `,M) and for 0 <  ≤ 0(Ω0) sufficiently small, we have
1
4| ln |
ˆ
Q`
ˆ
Q`
σ(x)σ(y)
|x− y| dxdy ≤ 2
ˆ
Sm
|n0 · e1|2 dH1 + C| ln | 12
.
Proof. For f, g ∈ L2(Q`) with compact support in Q`, let
I(f, g) :=
ˆ
Q`
ˆ
Q`
f(x)g(y)
|x− y| dxdy
and I(f) := I(f, f), noting that I is symmetric and positive definite. Thenˆ
Q`
ˆ
Q`
σ(x)σ(y)
|x− y| dxdy = I(∇ ·m)− 2I(∇ ·m,∇ ·M) + I(∇ ·M).
We note that I(∇ ·M) ≤ C for some C = C(`, ‖DM‖L∞) > 0. By Cauchy-Schwarz, it
hence suffices to estimate I(∇ ·m) = I(∂1u) + I(∂2v) + 2I(∂1u, ∂2v). We claim that
the leading order contribution is given by
I(∂1u) =
N∑
k=1
8(nk · e1)2H1(γk)| ln |+O(1), (66)
where γk, k = 1, · · · , N , are the edges of Ω0. The terms which depend on v are lower
order terms and I(∂2v) ≤ C for some universal constant C (with a similar estimate as
for (66) and using Lemma 3.4(iii)). The mixed term is estimated by Cauchy-Schwarz. We
only give the proof for (66). By construction ∇ ·m has support in N. We note that N
can be expressed as finite union of N rectangle Rk containing the edge γk, and annulus
sector Ck containing the corner pk and joining each rectangle, i.e.
N =
N⋃
k=1
Rk ∪ Ck. (67)
In view of (67), we hence need to estimate terms of the form
X(A,B) :=
ˆˆ
A×B
∂1u(x)∂1u(y)
|x− y| dxdy,
where A,B ∈ {Rk, Ck : 1 ≤ k ≤ N}. Let nk denote the unit outer normal of the edge γk.
We also write `k := H1(γk). We first note that if A,B have a positive distance of order 1,
then Xi(A,B) is bounded and hence of lower order. It hence remains to estimate terms
of the form X(Rk, Rk), X(Ck, Ck) for the self-interaction energy of edges and corners and
X(Rk, Ck) for the interaction energy of an edge with adjacent corner. We give the estimate
for these terms below:
(i) Self-interaction energy on the edge: We claim that
X(Rk, Rk) = 8(nk · e1)2H1(γk)| ln |+O(1). (68)
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We first note that by a change of variables, we can write X(Rk, Rk) as
X(Rk, Rk) = (nk · e1)2
ˆ `k
0
ˆ `k
0
ˆ β
−β
ˆ β
−β
u˜′(t)u˜′(s)√|t− s|2 + |x2 − y2|2dtdsdx2dy2.
We have used that, within each rectangle Rk, u is a one-dimensional transition layer across
the straight line segment γk. When t 6= s and using the fact that |t − s| ≤ 2β  `k, a
direct computation yieldsˆ `k
0
ˆ `k
0
1√|t− s|2 + |x2 − y2|2dx2dy2 ≤ C + 2`k ln 1|t− s|
for some universal C > 0. Since u˜′ ≥ 0 we hence get the bound
X(Rk, Rk) ≤ (nk · e1)2
(
C + 2`k
ˆ β
−β
ˆ β
−β
u˜′(t)u˜
′
(s) ln
1
|t− s|dtds
)
.
An application of Lemma 3.4(iv) (with β = R = β) and since   β = 5/6  1, we get
X(Rk, Rk) ≤ C + 2`k(nk · e1)24| ln | with a universal C > 0, which implies (68).
(ii) Interaction between adjacent edges: We claim that
X(Rk, Rj) ≤ C for k 6= j (69)
for two adjacent edges, where C = C(Ω0) > 0. We apply a conformal transformation to
open up the angle and use the rotation and translation invariance of the integral. With
these transformations we get the estimate, for some C = C(Ω0),
X(Rk, Rj) ≤ C
ˆ 0
−`k
ˆ β
−β
ˆ `j
0
ˆ β
−β
u˜′(t)u˜′(s)√|t− s|2 + |x2 − y2|2dtdx2dsdy2
≤ C
ˆ `k
0
ˆ β
−β
ˆ `j
0
ˆ β
−β
u˜′(t)u˜′(s)
x2 + y2
dtdx2dsdy2.
Similarly as in (i) we first integrate in x2 and y2 and getˆ `k
0
ˆ `j
0
1
x2 + y2
dx2dy2 ≤ C,
where C depends on `k and `j , but not on  ∈ (0, 1). Thus a further integration in s and t
yields (69).
(iii) Self-Interaction energy for corners: We claim that
X(Ck, Ck) = o(1), for all k ∈ {1, · · · , N}. (70)
We note that Ck − pk ⊂ B3β\B2β . By the change of variables x 7→ (x− pk)/β and since
by construction we have |∇u| ≤ C−1, the claim (70) then follows from the estimate
X(Ck, Cj) ≤ Cβ
3

2
ˆ
B3\B1
ˆ
B3\B1
1
|x− y|dxdy ≤
Cβ3
2
.
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(iv) Interaction energy for corners and adjacent edge: We claim that for some C = C(Ω0),
X(Ck, Rj) ≤ C, for all k, j ∈ {1, · · · , N}. (71)
The proof for (71) follows from Cauchy-Schwarz combined the estimate in (i) for edges and
the estimate in (ii) for corners. 
The interaction energy between different periodicity cells is of lower order:
Lemma 3.6. We use the notations of Lemma 3.5. Then for some constant C = C(Ω0, `,M) >
0, we have ∑
|j|≥1
ˆ
Q`+je2
ˆ
Q`
σ(x)σ(y)
|x− y| dxdy ≤ C.
Proof. First, for j = ±1 (the two neighboring cylinders to Q`) from the proof for (ii)–(iv)
of Lemma 3.5 we conclude that∑
|j|=1
ˆ
Q`+je2
ˆ
Q`
σ(x)σ(y)
|x− y| dxdy ≤ C
for some C = C(Ω0, `,M) but independent of . For |j| ≥ 2, we have |x−y| ≥ |x2−y2| ≥ `
for x ∈ Q` and y ∈ Q` + je2. Using integration by parts, which is justified by the charge
zero condition
´
Q`
σdx = 0, we get∑
|j|≥2
ˆ
Q`+je2
ˆ
Q`
σ(x)σ(y)
|x− y| dxdy ≤ 2
∑
|j|≥2
ˆ
Q`+je2
ˆ
Q`
|m˜(x)− m˜(y)|2
|x− y|3 dxdy.
Here we recall σ := ∇ · m˜ with m˜ = m −M . Since ‖m˜‖L∞(Q`) ≤ 2 and spt m˜ ⊂
[−C,C] × T` for some constant C = C(M), the above right hand side can be further
bounded from above by for some constant C = C(`,M) > 0:∑
|j|≥2
ˆ
Q`+je2
ˆ
Q`
σ(x)σ(y)
|x− y| dxdy ≤ 32
ˆ
0≤x2≤`
ˆ
|y2|≥2`
1
|x2 − y2|3dy2dx2 ≤ C.
Combining together we have the desired estimate. 
In the next lemma we estimate the local term in the energy:
Lemma 3.7. We use the notations of Lemma 3.5. Then for some constant C = C(Ω0),
we have ˆ
Q`
|∇m|2 + v
2


≤ 4
N∑
k=1
ˆ
γk
dH1 + C 56 .
Proof. Using |m| = 1, the local part of the energy can be written as
ˆ
Q`
|∇m|2 + v
2


dx =
N∑
k=1
ˆ
Rk∪Ck
|∇m|2 + v
2


dx,
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where Rk and Ck are given in Definition 3.2. By Lemma 3.4(i), we obtainˆ
Rk
|∇m|2 + v
2


dx = `k
ˆ β
−β
(u˜′2 + v˜
′2
 ) +
v˜2

dt ≤ 4`k + Ce−
c0β
 .
In Ck, all level sets {d∂Ω(x) = s} have length no larger than 8piβ. Thus by the coarea
formula and Lemma 3.4(i), and the choice β = o(
5
6 )
ˆ
Ck
|∇m|2 + v
2


dx ≤ Cβ
ˆ β
−β
(u˜′2 + v˜
′2
 ) +
v˜2

dt ≤ C 56 .
The assertion follows by summing up the above estimates. 
4. Solution for limit problem
In this section, we derive the solution of the limit model. More precisely, we derive the
ground state energy in the subcritical (λ ≤ 1) and supercritical (λ > 1) case, as stated in
(6) in the introduction, and provide a characterization of the corresponding minimizers:
Proposition 4.1 (Solution of limit model). The minimal energy e(λ) := minm∈A0 E0[m]
for m ∈ A0 is given by
e(λ) =
{
2(1 + λ)` for λ ≤ 1,
4
√
λ` for λ > 1.
Global minimizers are those configurations with jump set Sm given by a single graph x1 =
γ(x2) with normal vector n (pointing outside {m = e1}) satisfying min{1, λ− 12 } ≤ −n1 ≤ 1
for H1-a.e. x ∈ Sm.
Proof. The characterization of minimizers of the limit problem follows by straightforward
arguments: It follows from the boundary condition that
1
2
ˆ
Q`
e1 · ∇u dH1 = −
ˆ
Sm
n1 dH1 = `. (72)
In the subcritical case λ ≤ 1, by Ho¨lder inequality and (72) we get
E0[m] = 2
ˆ
Sm
1 + λ|n1|2 dH1
(72)
≥ 2
(
H1(Sm) + λ`
2
H1(Sm)
)
.
Thus the minimum is achieved for H1(Sm) = `, when Sm is a single line segment from a to
a+ `e2 for some a ∈ [−1, 1]×{0}, and the minimal energy is 2(1 +λ)`. In the supercritical
case λ > 1, we have
E0[m] = 2
ˆ
Sm
inf
α≥1
[
α+
λ|n1|2
α
]
dH1 ≥ 4
ˆ
Sm
√
λ|n1| dH1
(72)
≥ 4
√
λ`.
Equality is achieved if and only if −n1 ≥ λ− 12 H1-a.e. on Sm. This yields that Sm is a
single graph x1 = γ(x2) for some function γ. 
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We believe that local minimizers of the limit energy have the jump set consisting of several
disjoint transition layers, and each transition layer satisfies the same conditions as the
global minimizer.
Appendix A. Real space representation of the stray field
We have the following singular integral characterization for of our negative fractional
Sobolev norm:
Lemma A.1 (Singular integral representation). Suppose that σ ∈ L2(Q`) has compact
support in x1 and satisfies (3). Then∥∥|∇|−1/2σ∥∥2
L2(Q`)
= lim
N→∞
N∑
j=−N
1
2pi
ˆ
Q`
ˆ
Q`+j`e2
σ(x)σ(y)
|x− y| dydx.
We will denote the integral on the right hand side shortly by
´
Q`
´
R2.
Proof. Without loss of generality we assume that spt(σ) ⊂ [−1, 1] × R. The above right
hand side can be written as
´
Q`
σ(x)Φ(x)dx, where
Φ(x) := lim
N→∞
N∑
j=−N
1
2pi
ˆ
Q`+j`e2
σ(y)
|x− y|dy.
We remark that Φ ∈ L2(Q`), if σ ∈ L2(Q`) has compact support and mean zero. In fact,
one can write Φ = Φ1 + Φ2, where for some N ≥ 10 fixed,
Φ1(x) =
1
2pi
ˆ
R×[−N`,N`]
σ(y)
|x− y|dy,
Φ2(x) =
1
2pi
∑
|j|≥N
ˆ
Q`
σ(y)
|x+ j`e2 − y|dy.
We have used that σ is `-periodic in x2. From the classical estimate on the Riesz potential,
we get Φ1 ∈ L2(Q`) and ‖Φ1‖L2(Q`) ≤ CN`‖σ‖L2(Q`). Using the mean zero condition, we
have for j ≥ Nˆ
Q`
σ(y)
|x+ j`e2 − y|dy =
ˆ
Q`
σ(y)
(
1
|x+ j`e2 − y| −
1
|x+ j`e2|
)
dy.
We now use the compact support in x1 assumption of σ to estimate the above integral.
For x ∈ Q`, y ∈ spt(σ) ∩ Q` and |j| ≥ N ≥ 10, we have
∣∣∣ 1|x+j`e2| − 1|x−y+j`e2| ∣∣∣ ≤ C|y||x|2+j2`2
for some universal C > 0. Thus
|Φ2(x)| ≤
∑
|j|≥N
C
|x|2 + |j|2`2
ˆ
Q`
|σ(y)||y|dy ≤ C(`)
1 + |x|‖σ‖L2(Q`).
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The estimates on Φ1 and Φ2 yield Φ ∈ L2(Q`). Next we verify that
`‖∇|−1/2σ‖2
H˙1(Q`)
=
ˆ
R× 2pi
`
Z
|σˆ(ξ)|2
|ξ| dξ =
ˆ
R× 2pi
`
Z
σˆΦˆ dξ. (73)
Together with Parseval’s identity (Φ, σ)L2(R×[0,`)) = 1` (Φ̂, σ̂)L2(R× 2pi` Z), this yields the de-
sired identity. To show (73) we study the Fourier transform of Φ. The Fourier transform
of the convolution kernel K(x) := 12pi|x| is given by Kˆ(ξ) =
1√
2pi|ξ| . We consider the family
of modified kernels
K(x) := F−1
(ζ(|ξ|)χˆ(|ξ|)√
2pi|ξ|
)
(x), x ∈ R2,
where ζ is a smooth function on R2 with ζ = 0 in B/2 and ζ = 1 outside of B.
Furthermore, χ := 
−2χ(−1·) for some χ ∈ S, χ ≥ 0, sptχ ⊂ B1/2 and
´
χ = 1. Then
K, Kˆ ∈ L1(R2). By the Poisson summation formula and Fubini, for m ∈ R× 2pi` Z we thus
get
K̂ ∗ σ(m) = 1√
2pi
ˆ
Q`
ˆ
Q`
∑
j∈Z
K(h+ j`e2)σ(x− h) dh eix·m dx
=
1
2pi`
ˆ
Q`
ˆ
Q`
ˆ
R× 2pi
`
Z
K̂(ξ)e
−ih·ξ dξ σ(x− h) dh eix·m dx
=
1√
2pi`
ˆ
R× 2pi
`
Z
ˆ
Q
K̂(ξ)σ̂(m)e
−i(ξ−m)·h dhdξ
=
√
2piK̂(m)σ̂(m).
Thus, by Parseval’s identity, we obtainˆ
Q`
σ(K ∗ σ) dx =
√
2pi
`
ˆ
R× 2pi
`
Z
|σˆ|2K̂ dξ
=
1
`
ˆ
R× 2pi
`
Z
|σˆ(ξ)|2 ζ(|ξ|)χˆ(|ξ|)|ξ| dξ.
Passing to the limit → 0 on both sides yields (73). 
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