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This thesis deals "vith localised solutions of the parametrically driven Ginzburg-
Landau equation and its nonlinear Schrodinger limit. vVe begin with a detailed 
analysis of the Faraday R,~sonance experiment, in which the driven complex Ginz-
burg-Landau equation (CGLE) arises, and an examination of how the CGLE ap-
pears as the amplitude equation for the modes excited near a Hopf bifurcation. 
We then move on to investigate how known analytic stationary solutions of the 
damped-driven nonlinear Schrodinger (NLS) equation may be numerically contin-
ued to solutions of the parametrically driven CGLE. First we examine two pulse 
solutions. After checking analytically that these persist when the diffusion is turned 
on, an adiabatic analysis (valid for small diffusivi ty) of the pulses is performed. The 
pulses are then continued numerically and the stability of the resulting solutions is 
examined using a numerical spectral method. In the diffusion-free case, the pulse 
solutions merge at a saddle-node bifurcation when the driving strength drops to 
a critical value. This phenomenon persists when the diffusivity is turned on and 
we map out the region of existence of the pulses on the two-dimensional (driving 
strength vs diffusion) parameter plane. \Vhen the diffusivity is non-zero, the region 
of existence of the stable JJulse is also found to be bounded above: as the driving 
strength rises to a critical value, the pulse broadens eventually forming a bound 
state of two widely separatc~d fronts. The broadening occurs by the addition of new 
humps to the centre of the pulse. For parameter values close to the point where 
the bound fronts form we found many coexisting multistable pulses, each having 
a different number of humps. We then separate out one of the bound fronts and 
continue it further, obtaining solutions over both fiat and oscillatory backgrounds. 
The stability of these solutions is also analysed. Next, a new stationary analytic 
kink solution of the parametrically driven undamped NLS equation is presented. 
vVe show that this kink solution is not continuable to non-zero damping but may 
persist if the damping and diffusion are allowed to vary simultaneously. vVe con-
tinue the kink in these two parameters and again find solutions over oscillatory 
backgrounds. These backgrounds are studied analytically for small values of the 
clamping and diffusion. Finally, the analytic kink is continued in velocity, produc-
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The complex Ginzburg-Landau and nonlinear Schrodinger (NLS) equations both 
arise in numerous applications. Both are also of great mathematical interest the 
complex Ginzburg-Landau as the normal form of a field near a Hopf bifurcation 
and the NLS as a compler.ely-integrable, soliton-bearing equation. 
The cubic complex Ginzburg-Landau equation (CGLE) has the form 
(1.1) 
The coefficients Cl, C2 and C3 may be complex. The case of real coefficients is 
usually referred to as the real Ginzburg-Landau equation. The real Ginzburg-
Landau equation derives ~ts name from the theory of superconductors developed 
by Ginzburg and Landau [1 J in which it arises when there is no applied magnetic 
field. The equation with real coefficients also occurs in the context of particle 
physics as a stationary limit of the Abelian-Higgs model pioneered by Nielsen 
and Olesen . The dymLmics of the real Ginzburg-Landau equation are purely 
relaxational owing to the I~xistence of a potential for the system. 
The opposite case, when the coefficients Cl, C2 and C3 are all purely imaginary, 
1S the nonlinear Schrodinger equation. This equation was shown to be completely 
integrable when Zakharov and Shabat [3] applied the inverse scattering method to 
it ill 1971. The method held been developed three years earlier by Lax [4] and was 
an extension of that empk,yed by Gardner, Greene, Kruskal and Miura to solve 
the Korteweg-de Vries eqm,tion in 1967. The NLS equation also has a Hamiltonian 
structure and may be deri ved from a principle of least action. 
In chapter 3 (chapter 2 covers the Faraday Resonance experiment, a system 
in \vhich the driven CGLE arises) we derive the CGLE as the amplitude equation 
for a real vector field. NIany physical systems may be described by a real vector 
field which is a function of space and time variables. It is often the case that 











system described by the field remains unchanged if we change the origin of our 
space or time axes. It is at the Hopf bifurcation of such a field that the complex 
Ginzburg-Landau appealS as the amplitude equation for the excited modes. 
The addition of time-periodic forcing to the system breaks the invariance of 
the physical system under time translations. The effect of a forcing with magnitude 
h on the amplitude equation is to add the term 1 to the right-hand side of 
(1.1) giving 
7j;t -- Cl + c217j;/ + C3'1jJ = h7j;S-l (1.2) 
VVe call (1.2) the (parametrically) driven CGLE. The sign of h is arbitrary and, 
for definiteness, \\'e consider it to be positive unless otherwise specified. 
The constant s is an integer which depends on the ratio between the frequency 
of the forcing, W f' and the frequency of the mode excited at the Hopf bifurcation, 
Woo If ~ ~ where nand mare int.egers with gcd(m, n) = 1, then s n. If 
cannot be expressed as the ratio of two integers, then any two integers with 
gcd(m, n) 1 which yield a ratio close to ;;: may be chosen but an additional term 
proportional to ~. - ~ must be added to the amplitude equation, The case where 
2wo and s = 2 is (~asily accessible experimentally and the most tractable 
theoretically. For this rea..,on it is the case we focus on in this work. 
The first three chapters review known results while in the latter half of this 
thesis, Chapters 4 and 5, we find localised solutions of the driven CGLE by con-
tinuing known analytic solutions of the damped-driven NLS equation. The driving 
term we consider is which is the (s 2)-case of equation (1.2) that was men-
tioned in the previous paragraph. 
The process of contJl1uation we employ starts with a known solution of the 
clamped-driven NLS equation. In the NLS limit, some of the coefficients of the 
dri ven CG LE are zero. (Here we count the real and imaginary parts of the co-
efficients C1, C2 and C3 in (~quation (1.2) as separate coeffients.) If we modify one 
(or more) of these zero-vaiued coefficients and give it a small non-zero value, then 
the original solution to the damped-driven NLS equation will be an approximate 
solution of the equation with the modified coefficients. This approximate solution 
may then be used as an initial guess for attempting to find an exact solution to 
the equation with modifi(~d coefficients. \Ve use an iterative numerical method 
to repeatedly modify the approximate solution so that it more and more closely 
approximates the exact solution. 
It is possible that ill some cases no such nearby exact solution will exist. 
In order to avoid this case we introduce the concept of continuability. A solution 
fi = /10), which depends on a set of parameters /1 from the differential equation, 
is said to be continuable in /1 if there exists a solution 7j;(x, ~1) for all /1 in some 
neighbourhood!/1 ilOi < c of ilo and 7j;(x, /1) is continuous in ~1 at i1 = ilo. Provided 
the sol ution to the unmodi fled equation from which we start is continuable, we will 












In our work, we check analytically the continuability of starting solutions 
which can be written in closed form. The actual continuation of the starting 
solutions is performed numerically using the software AUT097 [6]. 
Chapter 4 focuses on stationary pulse solutions of the driven complex Ginz-
burg-Landau equation. 'vVe discover that stationary pulse solutions of the damped-
driven NLS equation may be continued to stationary pulse solutions of the CGLE. 
After further continuation these pulses are transformed into a solution consisting 
of a bound state of two kinks. The stability of the solutions which result from the 
continuation is analysed numerically using the Fourier method. In addition, the 
behaviour of the solutions found by continuation is analysed using an adiabatic 
approximation which is valid when the parameters of the driven complex Ginburg-
Landau equation are clos:~ to those of its damped-driven NLS limit. 
Chapter 5 deals wit h front solutions of the driven complex Ginzburg-Landau 
and starts with the finding of an analytic kink solution to the driven undamped NLS 
equation. This analytic kink solution is then continued into the driven complex 
Ginzburg-Landau paramEter regime. The analytic kink is also continued to a kink 
solution which moves with constant non-zero velocity. This moving solution of the 
driven undamped NLS is compared to similar moving solutions found in [7]. The 
final part of Chapter 5 further examines the solution consisting of two kinks which 
was found in Chapter 4. One of the two kinks is isolated and continued further. 
The stability of the num(~rical kinks resulting from this continuation is analysed 
using the same procedure used in Chapter 4. 
Of the many experiments in which the driven CGLE arises, the one with 
the longest history is assuredly the Faraday Resonance experiment which was first 
reported on by Michael Faraday in 1831 [8]. The historical background of this 
experiment and its surrounding theory are discussed in the chapter 2. Some other 
applications of the drivell CGLE are discussed later in this introduction. The 
section on the Faraday Re.:;onance experiment is separated out into its own chapter 
because of its length. 
By way of ending off this first section of the introduction we mention two 
works which summarise much of the research done on localised solutions of the 
(undriven) CGLE. One is the paper published by van Saarloos and Hohenberg 
[9] in 1992 and the othe' is the chapter Solitons of the CGLE by Akhmediev 
and Ankiewicz which waf published as part of the book Spatial Solitons [10] in 
200l. The paper by van .3aarloos and Hohenberg focuses on coherent structures 
(localised defects in reguhr spatial patterns), It examines both the existence of 
coherent structures and t heir stability and presents important results on front 
selection (the problem of 'vhich one of a number of co-existing front solutions will 
manifest itself). The chapter by Akhmediev and Ankiewicz deals with solitary 
wave solutions (localised ~;olutions which tend to zero as Ixl tends to infinity) of 
the CGLE. The form of the CGLE they use is that common in nonlinear optics 











examining the NLS limit of the complex Ginzburg-Landau. As such, it is the form 
we use for our work in2hapters 4 and .5. Together the two references provide 
a good background to our research. The standard review paper on non-localised 
solutions (and specifically pattern formation) in the CGLE is the one by Cross and 
Hohenberg [11 J. 
The remainder of the introduction presents a survey of some of the literature 
on the complex Ginzbnrg-Landau and related equations and is divided into three 
broaxl sections: 
• Firstly, our approach to finding solutions of the driven CGLE is motivated by 
considering the results of earlier work on the damped-driven KLS equation. 
• Secondly, we discus:, some of the applications in which the Complex Ginz-
burg-Landau equatiun arises. The applications we focus on are optical para-
metric oscillators and ferromagnets. The description of the Faraday Reso-
nance experiment is left for Chapter 2. 
• Thirdly, we examin·~ some interesting theoretical aspects of the Complex 
Ginbzburg-Landau equation. This begins with a look at the variational limit 
of the Complex Ginzburg-Landau which, as explained earlier, is in some sense 
the opposite limit to the one in which the CGLE becomes the NLS equation. 
\rYe then discuss spatial forcing which has effects akin to the parametric 
forcing we consider 1I1 this work. That is followed by a look at composite 
pulses which are similar to the pulses we find by continuation in Chapter 4. 
Finally we mention some known solutions of the zero driving limit of the 
complex Ginzburg-L.mday equation we study in Chapter 4 which could be 
used as the basis for further continuations. 
1.2 Motivation for our approach 
Our approach in chapters 4 and 5 is to take known solutions to the damped driven 
nonlinear Schrodinger limit of (1.2) and use them as starting points for generating 
solutions of the driven CGlE. Although our approach uses numerical continuation, 
it is motivated by the SUC( ess of the damped-driven NLS equation at explaining 
the existence of solitary waves in physical systems. 
The reasoning is as follows: suppose that a physical system is described 
by the driven CGLE. It might be possible to arrange the experimental setup (by 
altering physical parameters) so that the system is close to its damped-driven NLS 
limit. However, it is unlikely that the system can be made to assume its damped-
driven NLS limit exactly. If solutions of the damped-driven NLS equation are 
found to successfully model observed features of a system of this type then similar 
solutions should be found in the driven CGLE (near its NLS limit) since it more 











to be continuable and thus may be used as starting points for finding solutions of 
the driven CGLE by continuation, as we do in chapters 4 and 5. 
In one modelling fuccess of this kind, Elphick and Meron [12] performed 
a theoretical study of localised structures in a narrow channel Faraday resonance 
experiment. Localised stl uctu res (specifically non-propagating, solitary waves) had 
becn observed previously in experiments by vVu, Keolian and Rudnick [13] and 
earlier theoretical work had been performed by Larraza and Putterman [14] and 
!\jj]es [1.5]. As we shall se,~ in Chapters 2 and 3, the Faraday resonance experiment 
may be described by the driven CGLE. 
In all three theoretical works mentioned [12, 14, 15], the known solutions 
of the nonlinear SchrodiL equation were exploited to find explanations for the 
experimentally observed solitary waves. Of particular relevance to my study is 
the mention in [12] that it is the time reversal symmetry (t ---+ -t) of the initial 
hydrodynamic equations which implies that the coefficients in the derived ampli-
tude equation (see equati)n 1.3) are real. However, if the hydrodynamic system is 
dissipative (which it is in this case) then the time reversal symmetry of the hydro-
dynamic system is broken, allowing the coefficients in the amplitude equation to 
have small imaginary parts. 
Elphick and Meron (12] derive the amplitude equation 
A A ivt + A + 8' 14' 12 4 ua e a xx , , " , (1.3) 
for excited modes in a Faraday resonance experiment. Here a, 0: and f3 are all 
real functions of the transverse wave number, kYl of the mode being excited in the 
fluid. The transverse waVE' number ky = ~7r 1 where b is the width of the rectangular 
fluid container. Equation (1.3) is a damped-driven NLS equation. However, the 
damping term (-iliA) arises as the result of dissipation in the full hydrodynamic 
system Thus the time reversal symmetry of the hydrodynamic equations is already 
broken and the coefficiems u, a and f3 in the amplitude equation (1.3) may, in 
principle, be complex. This would make (1.3) the driven CGLE. 
In [12], Elphick and Meron specifically examine solutions of the damped 
unforced nonlinear Schrodinger equation (both pulses and kinks) and extend these 
to solutions of the damped parametrically forced nonlinear Schrodinger equation, 
They conclude that large amplitude solitary wave solutions exist only when the 
bifurcation of the flat solution at the onset of the surface waves is subcritical. 
In the subcritical case th newly-formed uniform surface wave solutions (of the 
hvclrodynamic system) an; unstable near the bifurcation point and the quiescent 
statE' (the unexcited state of the hydrodynamic system) is stable where the surface 
wave solutions exist. In the supercritical case the newly-formed uniform surface 
wave solutions (of the hydrodynamic system) are stable near the bifurcation point 
bur. the quiescent state i~ unsta.ble where the surface wave solutions exist. As 
a result \-ve devote much I)f our work in chapters 4 and 5 to the case where the 










Elphick and ;\leron [12J also discuss the topologically stable kink solution to 
the damped driven nonlmear Schrodinger equation. This kink solution connects 
two regions whose phase~ of oscillation differ by 7r. Such topologically stable kinks 
arc' possible since the pat'ametric driving term breaks the phase illvariance (A --+ 
At'u",) of the nonlineaT ~;chrodinger equation. Kink solutions may exist in the 
undriven NLS equation but they are at best marginally stable because of the phase 
im:ariance of the equation. 
In fact, the effects of the small imaginary parts of the coefficients Q and ,8 
equation 1.3) in the amplitude equation have been observed experimentally 
and theoretically studied by Douady [16J. 
1.3 Applications 
The parametrically driven CGLE arises in the description of a variety of physical 
systems. In this section we will discuss two such applications, namely optical 
parametric oscillators and ferromagnets. As mentioned previously, the Faraday 
resonance experiment will be left until chapter 2. The chief reason for leaving the 
section on the Faraday re.,onance experiment out of the introduction is its length. 
However, if the reader wishes she may read chapter 2 as if it were part of this 
section, Other appiicatiOIls (which we will just mention) in which the CGLE arises 
include optical transmissi·:m lines [17], plane Poiseuille flow in fluid dynamics [18] 
and convection in binary fluid mixtures [19J. 
The Faraday resonance experiment was selected as an example because of 
its long history and the simplicity of the experimental apparatus. It is often easier 
to intuitively grasp the b,~haviour of a commonly encountered substance such as 
water than to corne to terms with the behaviour of objects only encountered in 
ll10le specialised settings. 
Optical parametric oscillators were chosen as the second example because 
they are currently the slibject of much theoretical and practical interest. On 
the practical side optical parametric oscillators provide broadly tuneable optical 
sources and are useful (for example) in high resolution spectroscopy. Optical para-
metric oscillators are avail:tble for sale commercially from companies like EKSPLA 
. On the theoretical front work has already started [21] on analysing the 
dimensional structure of 1 he electromagnetic fields within an optical parametric 
oscillator, in addition to the \vork mentioned later on the amplitude equations for 
the fields emergillg from the optical parametric oscillator. 
The final applicatioIl, ferromagnets, ,vas chosen in order to make some com-
parisons between parametric forcing (which we consider) and direct forcing, and 
to examine the interesting behaviour of domain walls as one moves away from 
the variational limit of tlw parametrically driven complex Ginzburg Landau into 
the non-variational regim(, The material on the behaviour of domain walls near 










ferromagnets, section l.3.2. 
1.3.1 Optical parametric oscillators 
The parametrically driwn CGLE arises in the context of optical parametric os-
cillators (OPO's). Longhi and Geraci in [22] and [23] showed that the pattern 
formation dynamics of OPO's could be reduced to the complex Ginzburg-Landau 
equation. Trillo, Haelterrnan and Sheppard [24] predicted, and then found numer-
ically, stable solitary wa\'e solutions in the parameter range of the OPO's where 






Fi,!~ure l.1: A doubly resonant OPO. 
pump 
(in) 
An OPO, as shown if Fig. l.1, consists of an optical cavity, a nonlinear 
optical cavity medium and a laser (the pump) [25]. Photons emitted by the pump 
laser enter the optical ca\ ity and are trapped there. The length of time for which 
the photons remain in the cavity (the cavity photon lifetime) provides a natural 
timescale for the system. While within the cavity, the photons pass through the 
nonlinear optical medium, causing the medium to emit a response, called the signal. 
Some of the incoming pULlP field passes straight through the system. This part of 
the emitted field is know!1 as the idler. 
The cavity lifetime d a photon is frequency dependent. vVhen both the pump 
and signal fields are close to local maxima of the cavity lifetime (as a function of 
photon frequency) then the OPO is said to be double resonant. If only the signal 
field is close to such a maximum, then the OPO is said to be singly resonant. 
Trillo, Haelterman and Sheppard [24] begin with the coupled equations for 
the signal u(x, t) and pump v(x, t) field envelopes of a doubly resonant OPO where 
the cavity medium has XC!) (quadratic) optical nonlinearities: 
Z 2 . 















that the spatial coordinates x = (:c, y) are the coordinates perpendicular 
to the pump and signal beams, so the system has two spatial and one temporal 
dimension. The field envElopes, 11, and v, are complex. The parameter 5 represents 
plane-wave excitation, 0: the ratio of the pump loss rate to the signal loss rate and 
]J the ratio of k) and k2 which are the wave numbers of the resonant pump and 
signal modes respectively Of importance here are the cavity detuning parameters 
1 and 1 \vhich quantify how far from resonance the pump and signal fields 
are. Assuming that 6.2 is large (i.e. the pump field is far from resonance and 
the OPO is singly resonallt) and that the pump envelope v changes only slowly in 
space and time, we can sJlve the second equation of (1.4) to obtain an adiabatic 
approximation for v: 
( 1.5) 
Substituting this approximation into the first equation of (1.4) yields a damped 
driven nonlinear Schrodinger equation for the signal field envelope, 11,: 
l 2 i 2 .5_ 
Ut = '2 '7 L 11, + 6.
2
111,1 u (1 +i6.1 )11, Z 6.
2 
U . (1.6) 
Equation (1.6) also occurs in the context of Kerr-type nonlinear dispersive cavities 
with parametric driving [26J. It has the homogenous stationary solutions 
11,s = ± [S + ~2 (i - 6. d (i6.2 ± J 52 - 6.~ ) r /2 . (1.7) 
For certain ranges of 6.1 and 6.2 (for example, 6. 1 = 6.2 2) the non-trivial 
homogenous solutions exist simulatenously with the stable trivial background so-
lution. This is the pararrwter region where the system is bistable. In the uistable 
region one expects the exi"tence of stable kink solutions connecting the non-trivial 
hornogenous backgrounds and indeed the system admits the solution 
u A tanh (~) 
1:0 
(1.8) 
? 1'2] 1/2 1 . ( where A = 1~2 ± (s- - ) / , Xo and ¢ -2' arCS1l1 
This solution connectsu+ and u which differ by a pha.se of 11'. The solution 
(1.8) depends only OIl .J: and represents a one-dimensional topological defect on the 
:ry-plane with the phase differing by 1f across the defect. Trillo, Haelterman and 
Sheppard showed in [24] that these defects develop spontaneously from white noise 
in numerical simulations provided the intensity of the noise is high enough. 
In self-focusing Kerr media stripe solutions similar to (1.8) break up as they 
are unstable against the fe,rmation of vortices [27]. The breaking of the rotational 
phase invariance by the parametric driving term t? IT in (1.6) means that such 












Ferromagnets are crystals which undergo spontaneous large-scale magnetic polar-
ization. However, the large-scale magnetic polarization ceases at a temperature 
called the Curie point .. \bove this temperature (which varies from substance to 
substance) the spontane,)us magnetization does not occnr. In uniaxial crystals 
(these are special hexagc,nal or tetragonal crystals which have one principal axis 
of symmetry, sometimes called the optical axis) the magnetic energy is either a 
minimum or a maximum when the magnetization vector j\~j points along the z-axis 
(the of symmetr,Y). ! I' the energy is a minimum then a single direction of the 
magnetization (namely, parallel or anti-parallel to the z-axis) is preferred. The 
ferromagnet is then said to be [28]. 
The equations for the magnetization of an easy-axis ferromagnet near the 
Curie point may be reduced to 
(1.9) 
where A 111z + i1ify and Alz and Afy are the z and y components of the magnetiza-
tlOn, lvl. The direction of lvt for which the anistropy energy is least is the direction 
of easy magnetisation and is aligned with the z-axis for an easy-axis ferromagnet. 
The problem is made one-dimensional by assuming that !v! varies only with ::c and 
is constant in y and z. kix, the x component of /tv!, must then be constant. If kix 
were not constant then ~7 . ]\J (since 111 is constant in y and z) would be 
non-zero. As the divergence of the magnetic induction, V· 8, is zero the divergence 
of the net magnetic field, V· ii V· 8 47iV· iJ would have to be non-zero. Thus 
the net magnetic field ii would itself be non-zero. This would the energy 
of the system, making a non-constant A4x energetically unfavourable. So kix must 
be a constant. In addition, this constant must be zero since lt~j is assumed to be 
parallel or anti-parallel tc the when Ixl -+ (X) [28J. 
~ote that (1.9) contains a parametric driving term lAo This term is not a 
result of any external forcing of the system, but rather arises from the microscopic 
anisotropy of the magne1 ic properties of the ferromagnet. The anisotropy may 
be considered a form of spatial forcing and stems from relativistic interactions 
bet.ween the individ ual atoms of the ferromagnet. Spatial forcing is discussed later 
in section 1.4.2. In addition, the cubic nonlinearity in (1.9) is defocusing so that 
the bifurcation at. the Curie point is supercritical. Consequently kink solutions 
(domain walls) exist but not solitary wave solutions on a zero background (here 
zero background corresponds to an absence of magnetization). 
Coullet, Lega and F'omeau [29] examine the behaviour of Bloch walls under 
influence of a rotating magnetic field. The rotating external magnetic field 
forces the magnetization of the ferromagnet with the effect of adding a 
dri\'ing constallt h to the right-hand side of equation (1.9) and not a term of the 













A domain wall joins regons of a ferromagnet in which the magnetization takes 
on two different stable \ alues. The Bloch wall is a type of domain wall where 
the magnetization vector rotates as we move from the one region of magnetization 
to the other. The magnitude of the magnetization does not become zero. See 
Figure 1.2. Another type of domain wall is the Ising wall, where the magnetization 
dops become zero somewhere between the two regions. 
M 
J ______ x 
Figure l.2: A graph of the M z , the z component of M, along a Bloch Wall. The arrows 
depict the magnetization vector M. In the right-hand domain the magnetization M is 
parallel to the z-axis. As we move to the left the magnetization rotates in the yz-plane. 
Once we reach the left-hand domain M has rotated 7f radians and has become anti-parallel 
to the z-axis. The x compmwnt of M remains zero throughout. 
The rotating magnetic field considered in [29] lies in the same plane as the 
magnetization vector in t he Bloch wall. One can imagine the Bloch wall being 
forced to move as the magnetization attempts to both follow the rotation of the 
applied magnetic field and to maintain the spatial structure of the Bloch wall. 
Taking the complex conjugate of A maps A ---+ JVJz - iJVJy . This is the 
equivalent of taking the mirror image of the physical system (x ---+ -x). The two 
types of Bloch walls, both of which join regions of non-trivial magnetization, are 
complex conjugates of one another: 
A± = X(x) ± iY(x) . (1.11) 
Thus they are mirror images of each other in the physical system and are referred to 
as the left and right-handl~d Bloch walls. Coullet, Lega and Pomeau find that the 
action of the direct driving is to impart a non-zero velocity to the Bloch walls, as 
expected. Left-handed and right-handed Bloch walls have equal speeds but move 
in opposite directions. Reversing the direction of rotation of the driving magnetic 
field reverses the velocitie~i of both Bloch walls. 
1.4 Theoretical aspects of the CG LE 












The first is the benaviour of both the undriven and parametrically driven 
CG LEs near their respective variational limits. In the parametrically driven case, 
particular attention is paved to the transition from Ising to Bloch walls. Although 
these structures their names from ferromagnets, equivalent structures are 
found in other physical systerns described by the parametrically driven comlex 
GillZburg-Landau equation. 
The second is the dfects of spatial forcing. As mmtioned in section l.3.2, 
spatial forcing fWIn microscopic anisotropy is the origin of the paramet-
ric driving ternl in equation (l.9) which describes the magnetization of 
ferromagnets. 
Following the section on spatial forcing is one describing knO\~m composite 
pulse solutions which are 3imilar in appearance to those we find later in Chapter 4. 
These known composite pulses are solutions of the undriven quintic CGLE. 
We end off with a look at known soliton solutions of a special case of the 
undriven CG LE. soliton solutions are not the ones we use for starting our 
continuations but they could be used as the starting points for further studies 
similar to those performed in Chapter 4. The localised structures we use to begin 
our continuations are introduced at the start of Chapters 4 and 5 and are all 
solutions to limits of the CGLE which have non-zero driving. 
1.4.1 The variational limit of the complex Ginzburg-Lan-
dau equation 
The undriven CGLE 
ThE' eGLE 
(l.12) 
is a gradient (variational) system when /-L, 0: and !3 are real. The variational torm 
of equation (l.12) (when IL, 0: and (3 are real) is 
(1.13) 
where L is the Liapounov functional, 
(l.14) 
Here ~. is the potential energy density, 
(l.15) 
The coefficients must so that the potential energy is a real function. Note 















can be cast in the above variational form, stable stationary 
and stable stationary kink solutions exist only on non-
g<'lleric regions parameter space (that is, regions whose dimension is 
than the dimension of th,~ full parameter space), for the reasons given in the two 
paragraphs below. 
Kink solutions connect distinct homogenous backgrounds. Since the equa-
tion is variational and potential energy II (given by (l.15)) depends only on 
1 n 12 , the background wi th the lower potential energy is expected to invade the 
background with the higLer potential energy [30]. Thus stationary kinks are only 
likely to be stable at special parameter values for which the energies of the two 
homogeneous states are equaL 
Pulses are not stablc because of the interactions between the pulse sides. The 
two halves of the pulse ei ther repel each other (causing the pulse to broaden and 
split into two travelling kmks) or attract each other (so that the pulse shrinks). 
Thual and Fauve [~n 1 examined the changes in the dynamics which occur 
when the variational form does not exist, that is, when one or both of the coeffi-
cients Q and have a small nonzero imaginary part. The constant fL is kept real as 
it is the bifurcation parameter (i.e. it is a measure of the distance of system from 
its Hopf bifurcation). The equation that Thual and Fauve studied was actually 
the quintic complex Ginzburg-Landau which has an extra term 1'1 vVl 4W added to 
the right-hand side of equation (1. 12) and, as a result, an extra }I'IWJ6 term in 
the potential (1.15). This additional term was necessary since they consid-
ered the ease where /1 and Re j3 are positive. Positive fl results in the growth of 
small disturbances (the opposite of damping) which can only curbed by the cubic 
nonlinearity if lJ is negative. Since they had assumed Re ,8 > 0, the quintic 
nonlinearity was added WIth Re I' < 0 in order to ensure that this growth would 
eventually be halted and that stable solutions could exist. 
They show that when j3 and I' have non-zero imaginary parts the spatial 
frequency of the travelIil1t; wave solutions of equation (l.12) is related to the am-
plitude of the travelling ~wave. This sets up a feedback mechanism which adjusts 
the effective value of p ke(·ping it close to a critical value Pp over a range of values 
of fl. tip is the yalue of 1£ hI' which the trivial and non-trivial homogenous station-
illy backgroullds have the same potential energy, ll. Here the potential energy is 
calculated the imaginary parts of j3 and 1'. 
Thual and also showed (using numerical methods) that this rnechanism 
can stabilise two-dimensional pulses which evolve according to equation (l.12) with 
ll'u replaced by V 2 W', th·:; two dimensional Laplacian of lV. 
Other mechanisms fx the stabilisations of kinks in non-variational systems 
have been by Pomeau [30]. These mechanisms rely on the effects of the 











physical system. For exauple, in a hydrodynamic system, the amplitude equation 
killks might attached themselves to hexagonal patterns formed on the fluid surface. 
The parametrically driven CGLE 
Above we hm'c seen that for the UTuiT'iven complex Ginzburg-Landau stable sta-
tionary kinks and pulses are uncommon in the variational limit of the equation. 
We vvill now see that the situation is markedly different for the variational limit 
of the parametrically CGLE. The forcing term, which is proportional to VV, 
requires that we add a term proportional to ~(lV2 + vV2 ) to the potential energy of 
the variational system in the parametrically driven case. The result is that 1/ can 
no longer be considered a function of one variable (IWI2) and must be consider a 
function of both VV and i1s complex conjugate, V'V. Also the representation 
(1.16) 
is no longer valid and mWit be replaced with 
(1.17) 
The minima and maxima of V afe no longer the only values of W for which the 
variational equation (1.17) becomes relaxational since g~ may be non-zero. 
As stated in the previous section on ferromagnets, the parametrically driven 
CGLE with defocusing nonlinearity possesses Ising and Bloch wall solutions. In 
constrast to this, the equations we study in chapters 4 and 5 have focusing nonlin-
earity and do not possess lsing or Bloch wall solutions. Ising walls can become un-
stable and undergo a pitchfork bifurcation to Bloch wall solutions. In [32] Skryabin 
et at examine the nature of the transition from Ising to Bloch wall solutions and 
compare the variational and non-variational cases. They show that although the 
point of the Ising to Blocll transition (in the parameter space of the coefficients) 
varies smoothly as cHle moves away from the variational limit, the excitation mode 
responsible for the w.tll instability undergoes a singular rotation of 7f radians. 
The stability of the [sing wall is determined by an eigenvalue problem 
L( ),( (1.18) 
and the wall is unstable if 1,he 2 x 2 m~atrix differential operator L has an eigenvalue 
whose real part is Ulan zero. L always has a zero mode which corresponds to 
the translational symrnetr:; of the CGLE. In the variational limit the operator L is 
self-adjoint and has two o"thogonal eigenfunctions. The eigenfunction orthogonal 











A~s soon as we leave the variational limit the operator L ceases to be self-
adjoint and the zero eigenvalue becomes degenerate (i.e. has algebraic multiplicity 
two). In additio!l, the eigenfunction orthogonal to the translational zero mode 
ceases to exist. L then has one eigenfunction and one generalized eigenfunction. 
ThE' mode responsible for the instability of the Ising wall is nmv the translational 
zero mode. Thus the responsible mode has undergone a singular rotation. In 
the non-variational case Bloch walls move while in the variational case they are 
stationary. This is a result of the presence of the generalized eigenfunction. 
1.4.2 Spatially fOl'ced periodic patterns 
We saw in section l.3.2 t!lat the parametric driving term in the equation for the 
magnetization of an easy-axis ferromagnet was the resnlt of spatial anisotropy. 
This phenomenon is refer,'ed to as spatially periodic forcing. 
In [33], Coullet examines the effects of applying a spatially periodic forcing 
to a periodic pattern whose formation is governed by the real Ginzburg-Landau 
equation. Coullet's work was motivated by the experimental results of Lowe and 
Gollub [35] which showed that a spatially forced convective system undergoing 
pattern formation could show many different types of phase transitions including 
commensurate transitions (where the transition to the new state takes place si-
multaneously throughout the system) to both homogenous and modulated states, 
incommensurate transitions (where the transition occurs first at isolated points) 
which are described by sine-Gordon solitons and transitions to lattice structures 
made up of many solitons. 
The amplitude equation Coullet derives is 
(1.19) 
which is similar to that fOl' a system experiencing periodic time-dependent forcing 
near a Hopf bifurcation except that all the coefficients arc real and there is the x 
dependent factor multiplying A n~ 1. In the case of time-dependent forcing 
this factor would and could be removed by a rotation of the phase of A 
and a translation of the parameter It since (1.19) depends only on the first time 
derivative of A. The samE' cannot be done for the x dependent factor since (l.19) 
depends on the second spatial derivative of A. 
The parameters nand q are defined via the wave number of the periodic 
pattern, ko, and the wave number of the spatial forcing k1. If kl/ko is close to a 
rational number n/ m (wit h nand m being relatively prime) then q is given by q 
- nko. The parameter q is the detuning or misfit parameter. vVhen cletuning 
is absent (q = 0) the effect of spatially periodic forcing on the resulting amplitude 
equation is identical to that of time-dependent parametric driving. Setting q 
o ami 12 = 2 we obtain from (1.19) the parametrically driven Ginzburg-Landau 











amplitude equation (1.19) has a gradient (variational) structure even 




Coullet shmvs that in the parameter range 
(1.20) 
(1.22) 
(,where Q is the amplitud,~ of the non-trivial homogeneous stationary solution) the 
potential may be reduced via an adiabatic approximation to the continuous 
limit of the potential energy of the Frenkel-Kontorova [34] model. (The Frenkel-
Kontorova model is an equillibrium model describing the dynamics of a chain of 
illteracting particles subject to a sinusoidal external potential. Its continuum limit 
is the completely integrable sine-Gordon equation.) 
~When q is greater than the critical value 
(1.23) 
the locked non-localised states are no longer the absolute minima of the potential 
function. Rather, the minimum is given by a localised structure which corresponds 
to the one-soliton solution of the 1D sine-Gordon equation. Consequently, when 
q > the phase transition no longer takes place simultaneously throughout the 
system but occurs througfl the formation of localised bubbles (the solitons) of the 
new state. vVhen q > > qc many bubbles are set up simultaneously at the transition 
point forming a lattice of localised soliton-like structures. 
1.4.3 Composite and moving pulses in the CGLE 
Afanasjev, Akhmediev alld Soto-Crespo [36] in 1996 discovered two unexpected 
types of solutions to the CG LE in numerical simulations. 
The first unexpected solution was a composite pulse, which is a stationary 
solution made up of a source with a front (kink) bound on either side. vVhereas 
a pulse is a spat.ially localised defect joining two homogenous solutions, a source 
is a localised defect which joins two oscillatory backgrounds. A source derives it.s 
name from the fact in t.he non-st.ationary case the oscillatory backgrounds may be 
travelling waves which move outwards from the localised defect. The opposite case, 
where the waves move to\\ ards the localised defect, is called a sink. This composite 
pulse is of interest to us since it is similar to one we find in chapter 4 although it 
occurs as the solution of 1 he 'undriven eGL£. 












The parameter ran'~es where the normal pulse, composite pulse and moving 
pulse exist overlap, so all three may coexist ( occur simultaneously). 
The form of the complex Ginzburg-Landau examined by Afanasjev et al is 
the quintic form commonly used in optics [37] , namely 
c 
+-') (1.24) 
The variables and paranteters are as follows: z the propagation distance, t the 
retarded time. ill the normalized electromagnetic field envelope, b the linear gain, 
the spectral filtering parameter, E the nonlinear gain parameter, J.l the saturation 
of the nonlinear gain (if negative), v the saturation of the nonlinear refractive 
index. c is + 1 if the group velocity is anomalous and -1 if the group velocity is 
normal. The group velocity is anomalous if it is greater than the phase velocity 
otherwise it is said to be normal. Afanasjev et al deal with the ( anomalous) c = 1 
case. 
Afanasjev et at begm their simulations with tv>'O fronts separated by a wide 
plateau of the nOIl-zero background. In this situation the fronts either move towards 
each other eventually forming a stationary pulse or move apart so that the non-
trivial background invad('s the zero background, depending on the values of the 
parameters c, v, b, E, f3 and 11 in equation (1.24). Afanasjev et al discovered that 
when fronts approach each other they may also form a composite pulse in which a 
source of oscillatory waves on the non-trivial background is trapped between the 
two fronts. That such a source is indeed trapped between the two fronts can be 
seen from the Fourier spe( trum of the composite pulse which consists of two peaks. 
The peaks appear since the waves on the left and right of the source have opposite 
WCl\'e numbers. If the composite pulse is wide then the spectral peaks are narrower 
(since the region of plane waves surrounding the source is larger). On the other 
hand, if the composite pulse is narrow then the spectral peaks are broad. The 
existence of the compositt pulse results from a balance between the velocity of the 
front and a repulsive force between the fronts and the source. If the front velocity is 
too large the repulsive fone is overcome and a normal (non-composite) pulse forms. 
At the parameter boundary where the front velocity is just unable to overcome the 
repulsive force, periodic oscillating solutions with complex interactions between 
the front and source were discovered. 
The moving pulses discovered in [36] are asymmetric and appear to be bound 
states consisting of a normal symmetric pulse and a front. The normal pulse by 
itself is stationary. but tlw front bound to it pushes it along. The normal pulse is 
11('n'1' pulled by the frollt ,lS the moving pulse only occurs in the parameter region 
where the front velocity i~; towards the nonzero background (i.e. towards the side 
the front that is conne,~ted to the pulse). The velocity of the moving pulse is 












Moving solutions with constant velocity were also considered by van Saarloos 
and Hohenberg in [38]. 
1.4.4 Analytic solitary wave solutions of the damped non-
linear Schrc)dinger equation 
The ~LS equation has the form 
(l.25) 
Introducing a linear growch rate into the dispersion relation for equation (l.25) of 
the form ,(k) = 10 - ck2 for each Fourier mode (with wave number k) of 1/J as was 
done by Pereira and Stenflo [39] results in the the addition of the terms 
(l.26) 
to the right-hand side of equation (l.25). This gives the equation 
(l.27) 
which is the zero driving limit of the equation we study in chapter 4. The parameter 
c is known as the filtering parameter since it filters the spectrum of 1/J by damping 
modes with large wave number k more strongly. 
Pereira and Stenflo also consider the effects of amplitude dependent damping 
which adds the term -irnl¢1 21/J to the right-hand side of equation (l.25) and yields: 
(l.28) 
Pereira in [40] shows that when the damping and growth rates 10, c and In 
are small the pulse 
1/J = V2K(t)sech (K(t)x) eiJ: K2(t')dt' (l.29) 
provides an approximate solution to equation (l.28) if K(t) satisfies 
(l.30) 
The tinw dependence of I( is derived by examining the time dependence of J Iwl 2 dx 
which is conserved by (1.~'5). The magnitude of the pulse grows when K2 < K; 
which is given by 
(l.31) 
and grows exponentially if K2 < < K;. The amplitude decreases if K2 > K; and 











Ifc+ < 0 the magnitude of K may grow explosively and become infinite 
in a finite time, 





This is the case of dispeI:iive and amplitude dependent growth. 
Equation (1.28) alfo has the exact solution (found by Pereira and Stenflo 
[39]) 
[sech (KX)]l+iQ (1.33) 
where the constants 0;) /3. I<) Land n are given by 
L2 2( 3 12) K 1 + 20;c - '20; 
K2 10 
c + 0;2e 
n K2 (1 + 20;c 0;2) 
0; (J + (2 + 82)2 
(J 3 [1 - ern 1 
2 -~ + 1n (1.34) 
As mentioned previously, solution (1.3:3) is a promising starting point for further 
work exploring localised solutions of the parametrically driven CGLE using the 
same continuation methods employed in chapters 4 and 5. However, in chapters 4 
and S we restrict ourselves to continuing solutions to driven equations and so do 
not use solution (1.33) a::. a starting point in our continuations. The pulse and 
front solutions that we cc,ntinue are introduced at the start of chapters 4 and S 
respectively. 
1.5 Summary 
\Ve began by introducing the complex Ginzburg-Landau and \"LS equations and 
their parametrically drive:l extensions. We saw that the form of the parametric 
driYing term depends on the ratio between the frequency of the parametric forcing 
and that of the modes excited at the Hopf bifurcation. \IVe singled out the special 
casco s 2, for \\'hich th" frequency of the forcing is twice the frequency of the 
excited modes and pointed out the simple form of the driving term in this case. 
The s 2 case has receiwd the most experimental and theoretical attention and 
is the one we will concern ourselves with for much of this thesis. 
\lVe next introduced the concept of the continuation of a solution in a set of 
parameters and explained how we would use this in chapters 4 and 5 to numerically 











this approach on the grounds that the damped-driven NLS equation has been 
successfully used to model localised structures occurring in physical systems more 
fullY described by the dri ven 
Then in section 1.3 we looked at two physical applications of the the driven 
namely optical parametric oscillators and ferromagnets. third example, 
the Faraday resonance experiment, will be covered at length in chapter 2. 
In section 1.4 we w!!nt on to discuss some theoretical of the CGLE. 
This started with a comparison of the variational limits of the driven and undriven 
CG LEs. \Ve saw that sto tionary localised structures are uncommon in the varia-
tional limit of the undriven CGLE but not in the variational limit of the driven 
In the case of the driven CGLE with defocusing nonlinearity, we also saw 
that the mode responsibk~ for the loss of stability of one localised structure (the 
wall) to another localised structure (the Bloch wall) underwent a singular 
rotation when the driven CGLE reached its variational limit. From there we pro-
ceeded to discuss spatial forcing and saw that the additional term which arises in 
the amplitude equation a~; a result of spatial forcing is the same as that which re-
from time-periodic f( provided there is no detuning. \Ve then mentioned 
some known composite alld moving pulse solutions to the undriven CGLE which 
were found in numerical '.;imulations by Afanasjev, Akhmediev and Sota-Crespo 
[36]. The composite pulsE' solutions are qualitatively similar to some of the solu-
tions to the driven CGLE that we construct in chapters 4 and 5. vVe ended the 
by presenting a known analytic solution to the damped, undriven NLS 
equation which might be used as a starting point for constructing further solutions 
to the driven complex Ginzburg-Landau using the same continuation techniques 












The Faraday Resonance 
Experiment 
In chapter 2 we present the Faraday resonance experiment as a detailed example 
of a physical system for \\ hich the driven CGLE may be derived as an amplitude 
equation. \Ve begin with a description of the physical apparatus and brief summary 
of the experiment'8 histOlY in section 2.1. In section 2.2 we derive the hydrody-
namic equations governing the fluid surface and discuss the boundary conditions 
that the fluid surface should satisfy. At the end of the chapter, in section 2.3 we 
examine the linearised hydrodynamic equations. We do not derive the amplitude 
equation in this chapter. lnstead, a more general discussion of how the amplitude 
equation arises from a set of linearised equations is left for chapter 3. Much of 
sections 2.2 and 2.3 are i:1dapted from two papers. The first, by Benjamin and 
Ursell [41], examines the linear behaviour of the Faraday Resonance system. The 
second, by Meron and Pro caccia [42], extends the analysis of Benjamin and Ursell 
to the nonlinear case and derives the amplitude equation for the system. 
2.1 Historical aspects 
The pxperimenL which 'vvas first performed by Michael Faraday in 1831 [8], consists 
of a fluid filled container \"hich is caused to oscillate vertically by the application 
of a harmonic driving forc(' with amplitude A and frequency w. The experimental 
setup is extremely simple and a qualitative experiment may be performed using 
only a bowl of water and a loudspeaker. A typical experimental setup is shown in 
Figure 2.1 below and consists of a container filled with fluid, an oscillator (typically 
a loudspeaker) and a signal generator which drives the oscillator. 
In general the contcliner may be of any shape, but we will consider only 
containers with flat bottoms and vertical sides. The horizontal cross-section of the 
container is rectangular in Hlany experiments, as shown in the diagram (Figure 2.1). 














Figure 2 1: Typical experimental setup for the Faraday resonance experiment. 
Figure 2.2: One of Faraday's experimental setups. It consisted of a square metal or glass 
plate clamped at the centr-e and covered with water-. The "x" marks the spot where the 
plate was bowed. The gr-ey areas show where the crinkles for-med on the water surface. 
The solid lines along the diagonal of the square mark the nodal lines of the vibration. 
The plate is clamped in place at the center of the squar-e where the two nodal lines cross. 
The drawing is a r-ecr-eation of Fig. 12 in Faraday's paper- fB/ 
theoretically. The principle effect, as we will see later, is to alter the modes of 
excitation which satisfy the boundary conditions. 
The depth, h, shown in the diagram is the height of the fluid above the 
bottom of the container when no oscillatory force is applied. 
Faraday, of course, did not use the experimental setup shown in Figure 2.l. 
Much of Faraday's 1831 paper [8] is, in fact, devoted to the forms assumed by 
light powders upon a vibrating metal surface. The section on the behaviour of 
fluids is a separate paper attached as an appendix to the [8]. Faraday was also not 
the first to investigate the behaviour of a fluid upon a vibrating surface. Earlier 
observations (referenced by Faraday) had been made by Oersted, Wheatstone and 
Weber. Faraday employed a number of different experimental setups, the first of 
which consisted of a square plate (either metal or glass) clamped in the middle and 
with a layer of water on top. The plate was made to vibrate by dragging a bow 
down the one edge. See Figure 2.2. 
Upon bowing, Faraday observed that the water surface became crinkled in 
three triangular regions adjacent to the three edges of the square plate furthest 











lines joining the corners cf of the square plate to the centre (which is clamped) are 
nodal lines. Each crinkled region consisted of small rounded oscillating elevations 
of the water surface. usually arranged in a regular rectangular pattern. The height 
of t he individual ele\'atiollS \vas found to increase as the strength of the vibration 
was increased. The lateral extent of the elevations was not effected by the strength 
of the vibration, but rather by its frequency. The extent was smaller for higher 
frequencies and larger for lower frequencies. 
Further investigaticn by Faraday revealed that v'.'hen the driving force was 
small the elevations of thE fluid surface oscillated vertically at half the frequency of 
the applied vibration, However, in 1868 Matthiessen [43], [44J found after perform-
ing a similar experiment that the fluid surface oscillated at the same frequency as 
the driving force. Then in 1883 Rayleigh redid the experiment [45] and obtained 
results which agreed with Faraday's. In the same year Rayleigh derived Mathieu's 
equation for the motion of the fluid surface [46J. 
For a long time the discrepancy between the results of Matthiessen on the 
one hand, and Faraday and Rayleigh on the other, remained unresolved. It wasn't 
until 1954 that Benjamin and Ursell [41], after further experimentation, derived 
a theory for the small amplitude oscillations which could reconcile the conflicting 
results. 
1\10re recent experiments and theoretical works, begun in the early 1980s, 
have sought to investigat,~ nonlinear effects, that is when the oscillations of the 
fI uid surface may no longer be considered small and higher order terms in the hy-
drodynamic equations are relevant. Such nonlinear effects include solitons, pattern 
formation and turbulence. The investigations of localised structures in the Fara-
day resonance experiment were initially restricted to one dimensional systems but 
recently the theoretical st udy of localised two dimensional structures has begun 
[47]. 
2.2 The equations governing the fluid surface 
The hydrodynamic equations governing the velocity field, \7, of an incompressible 
fluid with negligible viscosity are Euler's equations, 
(2.1) 
where p is the density of the fluid (which is assumed con:stant) and P the pressure. 
The right hand side is just minus the force per unit mass which acts on the particles 
within the fluid. If vve include a uniform gravitational field and orientate our system 
so that the acceleration due to gravity is then equations become 













Since we have assumed that the fluid is incompressible the effect of vertically 
oscillating the container in which the fluid resides is to apply a force A cos(wt)z to 
each particle within the fluid. The relevant hydrodynamic equations are 
8V ~ ~ ~ 1 ~ 
~ + (V· \7)V = --\7P + [g - Acos(wt)]z. 
vt p 
(2.3) 
The assumption that the fluid is incompressible is valid when the velocity field 
is subsonic everywhere. That this is the case for all Faraday resonance experiments 
may be seen as follows: The speed of the oscillations of the container is less than 
the speed of sound in air. The speed of sound in air is less than the speed of sound 
in most liquids, since liquids are typically denser. Thus the magnitudes of the 
velocities involved are much less than the speed of sound in the liquid. 
The conservation of mass equation expressing the incompressibility of the 
fluid is 
(2.4) 
By neglecting the viscosity of the fluid and assuming that the motion of the 
fluid starts from rest, we are able to introduce a velocity potential [48], ¢, such 
that 
v=v¢ . (2.5) 
Using the potential, ¢, the incompressibility equation (2.4) and the hydro-
dynamic equations (2.3) may be written as 
(2.6) 
and a -I -.. ...... -+ I ...... 
~(\7¢) + ('V¢. \7) (\7¢) = --\7P+ [g - Acos(wt)]z, (2.7) 
vt p 
respectively. 
The term (V¢· V)(V¢) in (2.7) may be rewritten ~V(IV¢12). This allows 
us to rewrite (2.7) as 
%t(V¢) + ~V(IV¢12) 
whence V [¢t + &IV¢1 2 + ;] 
and so :x [1Yt + &IV¢1 2 + ;] 
:y [¢t + &IV¢1 2 + ;] 
:z [¢t + &IV¢1 2 + ;] 
Integrating the three equations (2.8) gives 
_1 V P + [g - A cos(wt)]z , 
p 
[g - A cos(wt)]z 
o 
o 
[g - A cos(wt)] 
1 ~ 2 P 












1 ~ 2 P 
cPt + 21V'cPl + p hex, z, t) 
1 ~ 2 P 
cPt + 21V'cPl + p = h(x,y,t) + [g Acos(wt)]z. (2.9) 
Equating the right hand sides of (2.9) gives 
II (y, z, t) == hex, z, t) = hex, y, t) + [g A cos(wt)]z (2.10) 
which implies that h is a function of t only. Thus 
cPt + ~IVcPI2 + P - [g Acos(wt)]z = h(t) 
2 P 
(2.11) 
Since cP is defined by V = V cP we may add any function of t to cP without 
altering the velocity field. We use this freedom to add P h(t')dt' to cP and eliminate 
h(t) from (2.11). The result is 
] ~ 2 P 
cPt + ;::;IV'cPl + [g Acos(wt)]z 0, 
L, P 
(2.12) 
which is an evolution equation for the velocity potential of the fluid. 
We now need to derive evolution equations for the fluid surface. The pressure 
at the surface of the fluid is given by 
(2.13) 
where 'Y is the surface tension of the fluid and Rl and R2 are the principal radii of 
curvature of the surface. 
Following the method of Landau and Lifshitz (49] we will derive an approx-
imation for ~l + ~2 for the case where the surface z = «(x, y, t) remains almost 
flat. 
We consider a change eS f in surface area induced in a portion of the surface 
by a small change eS( in the height of the surface. Initially the surface area element 
is dj = dt l dl2 where l1 and h are the co-ordinates on the principal sections of the 
surface. After the increment eS( has been added to the height of the surface the 
line elements become r5l~ and 6l;. 
From Figure 2.3 we !lote that dl = RO and dl' (R + eS()O. Thus 
dl dl' 
R - R+5( ( ) 
=} dl' = (1 +~) dl 2.14 
and the surface element dt = dl rdl2 -+ df' = (1 + ~)dll (1 ~)dh. To first 












Figure 2.3: Change in a line element dl after a change in height 0(. 
And the change in surface area is 
(2.16) 
where the integral is over the original portion of the surface. 
Let us now assume that the fluid surface z = ((x, y, t) deviates only slightly 
from a plane of constant z so that (x and (yare small everywhere. 
The surface area of the fluid is also given by 
f = J J1 + (; + (; dx dy (2.17) 
and since (; and (; are small we may expand the square root in a Taylor series 
about (; (; = O. Letting g(u) Vf+U we have 




) g(O) + ,(u-
d 
) g{O) + . ... (2.18) 
u 2. u 3. u 
The first derivative of 9 has the value ~ when u = 0, the second derivatives has 
the value - i, and the nth derivative has the value 
n-l 1 
an - II (- i) (2.19) 
i=O 2 
(-1) n n-l 
- . II(2i 
2 i=O 
1) (2.20) 
(~1) n (1)(3)(5) ... (2n _ 3) (2.21 ) 
( 1) n (2n 3)! 











for n ~ 2. Thus 
g(u) (2.23) 
Substituting (; + (; for v. in the expansion of 9 results in the expression 
J [(1) 2 1 ( 1) 2 2)2 J 1 + 2 ((; (y) + 2! 4 ((x + (y + ... 
+~ (an) ((; + (~t + ... J dx dy . 
n. 
(2.24) 
Varying J with respect to ( we obtain 
(5f 
Now we integrate by parts to get rid of the partial derivatives of 6(. We 
integrate the terms containing a~p by parts with respect to x and those containing 
a~:) with respect to y. After integrating by parts we find 
8f = J [(xx + (yy 
1 (~1) ({:~ 2 } {2 2} ) + 2! 4 (4) 2 (:r(xx + 2(x(y(xy + (y(yy + (x + (y {(xx + (yy} + ... 
2n (2 2) n -2 { ( 2 2 ) + n! (an) (r + (y 2(n ~ 1) (x(xx + 2(x(y(xy + (y(yy 
+ ((; + (;) ((xx + (yy) } + ... ] 8( dx dy , (2.25) 
provided that (x(5(; and (yrS( are zero at the boundaries of the surface. 
Since the surface is approximately fiat, dx dy ~ dl l dl2 . Comparing equation 
(2.25) with equation (2.16) we conclude that 
1 1 
Rl + R2 (xx + (Yl 1 
+ ;, (-f) (4) (2 {(~(xx + 2(x(y(xy + (;(yy} + {(; + (n {(xx + (YY)) + ... 
2n (2 2)n-2{ + ,(an) (x + (Y 2(n 
n. 











Now that we have an approximation for the pressure at the surface we can 
evaluate equation (2.12) at the fluid surface. Assuming that the surface remains 
flat (and thus Close to z 0) we may then expand the equation about z = O. At 
the surface 
(2.27) 





We now expand all functions of z in (2.27) about z O. For small z we have 
<p, ';d,~o + ! (<p,) 1,=0 z + ... and (2.28) 
2
11V1>12 (1IV1>12)1 + (IV1>1 8IV1>I) z+.... (2.29) 
\2 z=o 8z z=o 
Substituting the above expansions into (2.27) and using z = ((x, y) we obtain 
1>tl z=o + ~~Iz=o (+ ~IV1>12Iz=o + IVcPI 81!<P'/z=o ( 
+;(n + (yy + N 2 ) (g - A cos wt)( = 0 . (2.30) 
Or written differently as 
1>t + l(xr + (yy) - (g - A coswt)( + Nl 0 
P 
(2.31 ) 
Nl (cP2t + llVcPI 2 + IVcP,81!cPl( + ;N2 , (2.32) 
where all functions of z are evaluated at z o and all the nonlinear terms are 
contained in N 1 . 
Equation (2.32) has two unknown functions, namely 1>(x, y, 0) and ((x, y). 
We need a second equation in order to complete the system. This second equation is 
the kinematic surface condition. During a small change in time dt a particle on the 
surface of the fluid experiences a change in height d(. The small change dt results 
in a change in position of df = 17dt =< cPx, cPy, 1>z > dt since 17 = V cP. The change 
in position gives a change in height of d( =< , -(y, 1 > . < cPX) cPy, 1>z > dt as 
< -(Xl ,1 > is normal to the tangent plane of the fluid surface. Thus we arrive 
at the kinematic surface condition 
8( 
8t 
The kinematic surface condition is also expanded around z 
t.erms up to second order in ( and its derivatives we obtain 
(t = cPzlz=o + 1>zzt=o ( + cPzzzL=o (2 















(/ = cPz + N3 
N3 = +cPzz( cPzzz(2 - {cPx(x + cPxz((x + ¢y(y + ¢yz((y} (2.35) 
where it is implicit that all functions of z are evaluated at z = 0 and all the 
nonlinear terms are contained in N 3 . Using the relationship \12¢ 0 we may 
rewrite N3 as 
The definition of the potential (2.6) and the hydrodynamic equation (2.12) 
together with the hydrodynamic equation for the surface (2.32) and the kine-
matic surface condition (2.35) form a closed system of equations for ((x, y, t) and 
¢(x, y, z, t). The last piece required to complete the system is the boundary con-
ditions. 
In order to obtain these we notice, first, that the fluid cannot leave the 
container so at the boundaries of the container the component of the fluid velocity 
perpendicular to the container walls must be zero. This gives the conditions 
and 
In (2.37), the derivative 
tainer walls. 
~ = 0 at the vertical walls, 
o on the bottom of the container. 
(2.37) 
(2.38) 
is the directional derivative perpendicular to the con-
Finally, we assume that the fluid surface is horizontal were it meets the 
container walls: 
a( 
an o. (2.39) 
If we linearise the equation for ~, (2.35), then we can derive the boundary con-
dition (2.39) on ((t) from the boundary conditions (2.37) on ¢. Initially the fluid 
surface is flat so ~ O. Taking the partial derivative of equation (2.35) without 
the nonlinear term N 3 , in the direction normal to the boundary curve of the fluid 
surface, gives 
Thus %t (~) = 0 and 0 for all t. 
a¢ 
anaz O. (2.40) 
If the nonlinear term N3 is included then the boundary condition (2.39) 
becomes one of a large number of boundary conditions which are compatible with 











2.3 Linearised equations 
We now proceed to anal yze the linearised system of equations. We start by ex-
panding ((x, y, t) and ¢(1, y, z, t) over a complete set of orthonormal eigenfunctions 
{In(x,y)} of the operator Vi = + ~22' 
Since ViI )"1 with the boundary condition ~ 0 is a Sturm-Louiville 
problem we are guaranteed to be able to find a complete set of eigenfunction In 
for the problem. All of these eigenfunctions will satisfy the boundary conditions 
and any function which satisfies the boundary conditions may be expanded over 
the eigenfunctions. In particular, we may expand ( over the eigenfunctions. 
The boundary curve along which ~ = 0 must be satisfied depends on the 
shape of the container. Thus different container shapes will result in different sets 
of eigenfunctions. In all other respects our treatment of different container shapes 
(so long as the container has vertical sides) is identical. 
For convenience we write the eigenvalue of In as -k~ so that Viln k~/n' 
The kn may be complex. The expansions of ( and ¢ are 
((x, y, t) (2.41) 
n 
and ¢(x, y, z, t) (2.42) 
n 
respectively. Substituting the expansion of ¢ into the equation \J2¢ 0 we find 
that 
o . 
Since the In are linearly independent this implies 
82¢n _ k2,.;.. 
8z2 n 'f'n 
whence [:z - kn] [! + kn] ¢n 
The general solution to this linear differential equation is 









Applying the boundary condition %? 0 at the bottom of the container of 

















knan(t)ehkn - knb(t)e- hk" 
and so bn(t) 
eknz + e(2h-z)kn 
cPn(z, t) = ¢n(t) 1 + e2hkn 
The linearised equations for the fluid surface are 
¢t + [~vi -9 + A cos wt] ( 
and (t = ¢z , 











Substituting the expansions (2.41) and (2.42) into the linearised equations 
(2.55) and (2.56) we obtain 
and 
a¢n [eknZ + e(2h-Z)kn ] [ 2 'Y 
whence -a 2hk + -kn -t l+e n p 
""' a(.n j 




9 + Acoswt] (n 


















Writing this pair of equations for (n and <Pn as 
( (n(t) ) 
\ <Pn(t) 
( 
0 -kntanoh (hkn ) ) 




shows it to be a Floquet problem since the matrix ACt) is periodic in time. The 
period of A(t) is 2/T /w. 
Alternatively, taking the derivative of the second equation and substituting 
in the first equation results in 
( ) d<Pn - kn tanh hkn ill (2.66) 
-kntanh (hkn) [~k~ + 9 - A cos wt] (n (2.67) 
which is a Mathieu equation for (n' 
Since (2.63) is a Floquet problem, any fundamental matrix, Xn(t), for equa-
tion (2.63) may be written as 
(2.68) 
where P n (t) has the same periodicity as An (t) and Rn is an invertible matrix which 
is independent of t. A fundamental matrix of (2.63) is one whose columns are 
linearly independent solutlOns of (2.63). We prove (2.68) as follows: 
Let Yn(t) Xn(t + T) where T is the period of An(t), i.e. An(t) An(t + r). 
Then 
Y n I ( t ) = Xn I (t + r) 
An(t + r)Xn(t + r) 
An (t)Yn(t) . (2.69) 
Thus Yn(t) is also a fundamental matrix of (2.63). The columns of Yn(t) are 
linearly independent for all t since 
(2.70) 














However, we also have 
An (t)Yn (t) 
An(t)J(n(t)(jn{t) 




Thus J(n(t)(jn '(t) O. Since J(n(t) is invertible (jn '(t) = O. Hence, (jn is indepen-
dent of t. (jn is also invertible since it is the product of two invertible matrices. 
We have now shown that J(n(t + r) = J(n(t)(jn. Every n x n invertible matrix can 
be written as eB for some n x n matrix B. Let Gn = erRn and define 
We now have 
and 
completing the proof. 
J(n(t + r)e-rRne-tRn 
J(n(t)e- tRn 




The eigenvalues of the matrix Rn are the Floquet characteristic exponents. 
The real parts of the eigenvalues of Rn determine the stability of the nth mode. 
We have now finished our analysis of the linearised hydrodynamic equations. 
The next step in deriving an amplitude equation for the system is to find at which 
point (in the parameter space) one or more of the linear modes become unstable. 
This is done by solving the Floquet problem (2.63), calculating the matrix Rn and 
examining how the real parts of the eigenvalues of Rn change as the parameters 
are varied. When the real part of one of the eigenvalues becomes positive, the 
associated mode has lost its stability. The linear equation predicts that these 
unstable modes will grow exponentially with time but in practice the nonlinearities 
will curb this exponential growth and the amplitude of the excited modes will, in 
fact, satisfy some nonlinear amplitude equation. In chapter 3 we examine how such 
an amplitude equation may be derived by considering the symmetries present in 












This chapter on the Faraday resonance experiment was separated out from the sec-
tion in the introduction which covered other applications because of this chapters 
length. We began it by describing the experimental setup employed in the Faraday 
resonance experiment and briefly recounting Faraday's original qualitative inves-
tigation of the periodic forcing of a fluid and his observations of crinkles on the 
fluid surface. vVe also mentioned a number of important milestones in history of 
the experiment's theoretical analysis. 
In section 2.2 we started from the hydrodynamic equations for an incompress-
ible fluid with negligible velocity and proceeded to derive the nonlinear equations 
governing the surface of a fluid undergoing periodic forcing. During the course of 
the derivation we had to approximate the pressure at the fluid surface taking into 
account the dependence of the pressure on the surface shape. We then linearised 
the equations for the fluid surface and determined suitable boundary conditions. 
The final section, section 2.3, dealt with the linearised equations. The linear 
partial differential was converted into a first-order ordinary differential equation 
(in time) by expanding the fluid surface and velocity potential over the (spatial) 
eigenfunctions of the two-dimensional Laplace operator with suitable boundary 
conditions. The resulting differential matrix equation was shown to be a Floquet 
problem since the matrix An was periodic in time. It was then proved that the 
long time behaviour of the solutions to the Floquet problem depends only on the 
real parts of the eigenvalues of a constant (independent of the spatial and temporal 
variables) matrix, Rn. The driven CGLE will arise as the amplitude equation for 












Deriving tIle CGLE 
In chapter 3 we look at how an amplitude equation, in this case the CGLE, may 
be derived for modes (of a linearised system) which have become unstable. We 
keep the discussion general rather than relating it to a particular linear system. 
However, the nonlinear system from which the linear system is derived must satisfy 
certain conditions in order that the CGLE arise as the amplitude equation for its 
unstable linear modes. 
In the first section of this chapter we examine the case where the original 
system is undriven. This does not apply to the Faraday resonance experiment, since 
that system is parametrically driven, but serves to illustrate how considerations 
of symmetry may be used to construct the amplitude equation. Our exposition in 
this first section follows that of Mori and Kuramoto [50]. 
In the second section of this chapter we examine the case where parametric 
driving is present in the original system, drawing on the work of Elphick, Iooss 
and Tirapegui [51]. This is applicable to Faraday resonance experiment. In the 
second section we consider, in addition to the effect of parametric driving on the 
CG LE, the effect of parametric driving on the amplitude equation relevant at a 
saddle-node bifurcation. 
3.1 The undriven CGLE 
The CGLE arises as the amplitude equation for a real vector field near a Hopf 
bifurcation in some parameter J-l. During such a Hopf bifurcation a fixed point 
of the vector field (a spatially uniform, stationary solution of the field equations) 
loses or gains stability through the creation (or annihilation) of a stable or unstable 
limit cycle (a spatially uniform, temporally oscillating solution). 
For convenience we will assume that the Hopf bifurcation occurs at J-l 0 
and that for J-l < 0 we have just the fixed point and that the limit cycle emerges 
from the fixed point for J-l > 0 since we can always arrange for these conditions to 











~--------------~-----------. --- -~ 
Figure 3.1 : On the left we have the bifurcation diagram for the supercritical Hopf bifur-
cation. For J.L < 0 we have a stable fixed point represented by the solid line . For J-L > 0 
we have an unstable fixed point represented by the dashed line and a stable limit cycle 
represented by the shaded bowl. On the right we have the bifurcation diagram for the 
subcritial Hopf bifurcation. For clarity, only the solution branches lying on the vertical 
plane are shown. To obtain the actual bifurcation diagram, the graph should be rotated 
around the J.L axis. Stable solution branches are shown as solid lines while unstable so-
lution branches are shown as dashed lines. The outer stable limit cycle does not form 
part of the subcritical Hopf bifurcation (which occurs at J.L = 0), but in practice some 
mechanism (in this case the stable limit cycle) prevents the fields in the region J-L < 0 
from blowing up to infinity. In both diagrams J-L is the bifurcation parameter. The axes 
perpendicular to the J-L axis form the phase space of the field. In practice the dimension 
of the phase space is likely to be greater than two. 
A supercritical Hopf bifurcation occurs when a stable fixed point becomes 
unstable through the creation of a stable limit cycle about the fixed point . Accord-
ing to our definition of /-L, the fixed point is stable for /-L < O. As /-L increases from 
o a stable limit cycle emerges from the fixed point, growing in size as /-L increases 
and leaving the unstable fixed point inside the limit cycle. The amplitude of the 
stable limit cycle is proportional to -JIi. 
A subcritical Hopf bifurcation occurs when an unstable fixed point gains 
stability through the creation of an unstable limit cycle about the fixed point. As 
with the supercritical bifurcation the limit cycle expands from the fixed point as 
J-L is increased from O. 
If we consider the subcritical Hopf bifurcation in reverse (by moving from 
positive to negative /-L) we start with an unstable limit cycle about a stable fixed 
point. The limit cycle shrinks as /-L decreases until suddenly the fixed point be-
comes unstable with no nearby stable orbits. This leads to a rapid and dramatic 
change in the behaviour of the field which can be particularly important in physical 
applications. This discontinuous change in the behaviour of the field is not present 
in the supercritical Hopf bifurcation. 
Let us represent our field by N real variables (Xl, X 2 , ... , X N ) = X and 











by (All A2 ) ... ) AN) ="1. The difference between the general field ~:'( and the 
specific configuration A we will label x =.R. A. At the Hopf bifurcation a pair of 
eigenvalues (complex conjugates of each other) of the uniform stationary solution 
cross the imaginary axis and A loses or gains stability. Call these eigenvalues A 
and "X. Since the real parts of A and X are zero at the Hopf bifurcation point, a 
small perturbation about A of the form of the eigenfunctions corresponding to A 
and X will neither grow nor decay. Such a perturbation is called neutrally stable. 
If A and X are the only eigenvalues crossing the imaginary axis then all other 
eigenvalues must lie in the left half of the complex plane (have negative real part) 
because A is a stable solution on one side of the bifurcation. Thus all other per-
turbations will decay exponentially and solutions close to A may be approximated 
using only perturbations of the form of the eigenfunctions corresponding to A and 
X provided we wait for the fast transients to disappear. 
If we write the eigenfunction associated with A as Q'v and its contribution 
decays (or grows) as eAt, then the eigenfunction associated with "X is and its 
contribution decays as e>.t. At p, = 0 we may write A iwo since the real part of 
A is zero. Since the perturbation must be real (because the components of X are 
real), the general form of the pertubation is 
(3.1) 
where W is a complex constant. 
When p, is small but not exactly equal to zero, we may assume that the form of 
the solution remains that of (3.1) with A = iwo provided we let W become a slowly 
varying function of time. Equivalently, we may assume that the eigenfunctions 
of A and X remain the dominant contributions to solutions near A but that near 
p, 0 they vary proportionally to p, so that A = iwo + P,Al where Al is a complex 
constant. Comparing the results from the two approximations yields the equation 
which is accurate to first order in p, provided t does not become too large. 
We next wish to consider that W might be a slowly varying function of the 
spatial variables. In this case we can write A as a long wavelength (small wave 
number) expansion: 
A(k) iwo + P,Al - Dk2 . 
Here D is a complex constant and k is the magnitude of the wave number. The 
real part of D must be positive since we assumed earlier that the spatially uniform 
solution (which corresponds to k = 0) makes the dominant contribution when 
p, = O. If Re D < 0 then when p, = 0, A(k) iwo - Dk2 which is a number 












The effect of the long wavelength expansion is to modify the equation for the 
rate of change of W with time to include the extra term DV2W: 
We now decide on what nonlinear terms are appropriate to add. Since W is 
small we will only keep low order terms. Examining equation (3.1) with A = iwo we 
see that the transformation ltV --+ We i9 , () E n corresponds to a time translation 
of the field t --+ t + !L. Since the original system is assumed to not be dependent on 
Wo 
time explicitly and hence is invariant under such a time translation, the equations 
for W should be invariant under the transformation W --+ W e iO . The lowest order 
nonlinear terms are W 2 , 'W
2
, IWI2 , W 3 , W 3 , IW/ 2W and IWI 2W. Of these only 
Il,VI 2W is invariant under the above transformation of W. Thus the general form 
of the (cubic) CGLE is 
The next term which can be included is IvVI4W. Adding this term we obtain the 
cubic-quintic CGLE 
We include the cubic-quintic CGLE here only for interest sake. The rest of our 
studies are confined to the cubic equation. 
The cubic CGLE above has 3 complex parameters (namely AI, D and gd and 
one real parameter (J-L). These may be reduced to 2 real parameters by rescaling 
the spatial variables, time and the amplitude, W. 
The rescalings necessary are as follows: 
1. Firstly, since Re D > 0 we can perform the rescaling x --+ JRe D x which re-
sults in the transformation of the operator \72 --+ R; D \72 . After this rescaling 
the cubic CGLE has the form 
oW (.ImD) 2 fit = fl"l W + 1 + 't Re D \7 W (3.2) 
2. Secondly, if we assume Re gl =1= 0 then we may make the transformation 
W -? viR 1 W, after which the CGLE becomes 
egl 
The sign in front of the last term is introduced as a consequence of the 











3. Thirdly, assuming that Re (p,Ad -lOwe can rescale t so that t -t Re (~)"J) t 




4. If Re (p,Aj) > 0 we can remove the factors of Re (~).l) with the transformations 
X -t 1 ... 
JRe (j.tA d x , 
W -t jRe (p,Ad W . (3.5) 
If Re (p,Ad < 0 we can remove factors of - Re (~)"t) with the transformations 
X -t 1 .... --r====X J -Re (j.tAt} , 
W-t J -Re (j.tAdW . (3.6) 
Thus we obtain two standard forms for the CGLE a: = (1 + ico)W + (1 + icd'V2W ± (1 + iC2)IWI2W (3.7) 
avv 
at (3.8) 
where (3.7) is the form which applies when Re (p,Ad > 0 and (3.8) is the form 
which applies when Re (p.A1) < O. Note that Re A = Re (p,Ad so that equation 
(3.7) applies when the uniform stationary field configuration A is unstable, and 
equation (3.8) applies when A is stable. If j.t > 0 then equation (3.7) applies to a 
supercritical Hopf bifurcation and equation (3.8) to a sub critical Hopf bifurcation. 
If, on the other hand, f-L < 0 then equation (3.7) applies to a subcritical Hopf 
bifurcation and equation (3.8) to a supercritical one. The values of the parameters 







The parameter Co may be removed by the transformation VV -t W eicot , leaving the 














or in the form, 
aw 
at (3.11) 
depending on whether Re (J.l.At} > 0 (equation (3.10)) or Re (J.l.Ad < 0 (equation 
(3.11)). 
In the field of optics (and in chapters 4 and 5 where we have followed the 
optics convention) the CGLE is written with a factor of i in front of &;. If we 
multiply the original, unsimplified, form of the CGLE by i we obtain 
(3.12) 
Then after applying the same transformations as those used above in equations 
(3.2) - (3.8) but with /1, D and g1 replaced by iJ.l, iD and ig1 , respectively, we 
obtain 
(3.13) 
In order to apply the necessary transformations we have assumed that Re (ig l ) 0 
and Re (iJ.l.Ad O. One small complication arises in applying the transformations. 
Previously we started with the transformation £ -+ JRe D£ since we had earlier 
required that Re D > O. After multiplying by i we must start either with the 
transformation £ -+ ;-r;; (iD) £ or £ -+ J -Re (iD) £ since we have placed no 
constraints on the sign of Re (iD). Note that all four possible combinations of plus 
and minus signs may arise in equation (3.13). 
The constants Ci are given by 
1m (i.Al) Re .AI 
(0 
Re (i.Ad 1m .AI 
, 
¥ 1m (iD) ReD 
C1 = Re (iD) ---ImD' 
C2 
1m (ig1 ) Regl (3.14) 
Re (igd 1m g1 
The dependence on 1:0 cannot be removed using the transformation used 
previously to remove Co since W -+ We cot does not, in general, leave IWI invariant. 
Hmvever, the term vV can be removed by the transformation W -+ We-it. 
If we let (;2 0 and change parameters to I -Co and c = then, 
after making the transformation VV -+ V2W, we obtain from equation (3.13) 
the undriven limit of the complex Ginburg-Landau equation which we study in 











Note that the transformations used to obtain equations (3.2) - (3.8) and 
(3.13) may be applied even after a driving term proportional to TV has been added 
to the orginal, unsimplified complex Ginzburg-Landau equation (3.1) since the 
transformations involve only real rescalings of x, t and W. The result will be the 
addition of the driving term to the simplified equations (3.7), (3.8) and (3.13). 
This concludes the section on the undriven CGLE. We have seen how the 
CG LE may be constructed for the amplitude of modes excited at the Hopf bifurca-
tion of a stationary configuration of a real vector field. The components of such a 
vector field might be the velocity potential and surface displacement, as is the case 
in the hydrodynamics of a fluid surface, or the electric and magnetic fields present 
in a laser, as is the case in optics. We have also seen how the original parameter 
set of the cubic Ginzburg-Landau equation, which consists of three complex pa-
rameters and one real parameter, may be reduced to a smaller set consisting of 
only two real parameters. This was done by rescaling time, the spatial variables 
and the amplitude. We now move on to examine the case when parametric driving 
is present. 
3.2 Bifurcations with parametric driving 
In [51 J Elphick, looss and Tirapegui derive the normal form for the bifurcation 
(Hopf or saddle-node) of a stationary point of a periodically forced differential 
equation. They begin with an unforced evolution equation 
Zt = F(p" Z) (3.15) 
where Z E nn and there are m parameters which are combined in the vector 
/-l E nm. The system is assumed to have a critical point at p, = a and that 
the Jacobian matrix, Cij := w., at the critical point has some eigenvalues with 
J 
real part equal to zero and the rest with real parts strictly less than zero. The 
eigenvalues with real part equal to zero are the critical eigenvalues and the phase 
space spanned by their eigenvectors is the critical phase space Eo. The eigenvalues 
with real parts strictly less than zero are the non-critical eigenvalues and the space 
spanned by their eigenvectors is the non-critical phase space E_. The spaces Eo 
and E_ are invariant under the action of the operator L since they are spanned by 
sets of eigenfunctions of L. 
The unforced equation is then perturbed by adding a small periodic driving 
term which gives 
Zt = F(p" Z) + b9(p" Z, t) . (3.16) 
Here b is the amplitude of the forcing and 9 is periodic in t with period T. This 
form of forcing is parametric driving. For example, the forcing present in the 












Since F + 6Q is periodic in t with period T we can write Z as 
z = X + Y + fP(jJ,i5,t,X, Y), (3.17) 
where X E Eo, Y E E_ and fP is a function of jJ, 6, t, X and Y and is periodic in t 
with period T. The contnbution of Y E E_ will decay away quickly as t progresses 
since the real part of all the eigenvalues of the modes spanning Yare less than 
zero. Thus after a short time we can write to good approximation 
Z = X + cp(jJ,i5, t,X). (3.18) 
Substituting the expression for Z (3.18) into (3.16) it is possible to solve for ~~ 
and obtain 
X t = ex + N(p,; 6, t, X) + higher order terms. (3.19) 
Here N is the lowest-degree non-trivial polynomial in X and is periodic in time. 
The equation (3.19) without the higher order terms is called the normal form of 
equation (3.16). If N is allowed to be of higher degree that the lowest possible, an 
extension of the normal form is obtained when the remaining higher order terms 
are neglected. Such an extension may become applicable in the amplitUde of the 
excited modes grows very large. The extension of the un driven CGLE is cubic-
quintic CGLE. 
Finding the explicit expression for the normal form requires Taylor expanding 
F, Q, Nand cP in jJ, 6 and X and then equating powers of these variables. The 
series of equations resulting from equating powers is then projected firstly onto the 
non-critical subspace E_ and secondly onto the critical subspace Eo. The equations 
when projected onto the non-critical phase space may be solved by the method of 
the Laplace transform. The second set which arise after projection onto the critical 
phase space may be solved by means of the Fourier transform. 
Elphick, 100ss and Tirapegui [51J apply the above technique to both the 
periodically forced saddle-node bifurcation of a stationary point of (3.16) and to 
the periodically forced Hopf bifurcation of such a stationary point (that is, the 
bifurcation of the stationary point to a limit cycle or ring of stationary points). 
Here "periodically forced bifurcation" refers to the bifurcation of a solution of 
the periodically forced system (3.16) at a point in the parameter space close to a 
bifurcation of the corresponding solution to the unforced system (3.15). 
In the case of the saddle-node bifurcation the addition of periodic forcing does 
not alter the bifurcation dynamics significantly and the normal form remains that of 
an unforced saddle-node bifurcation. For a saddle-node bifurcation the dimension 
of the critical subspace is one, which is too small to allow the introduction of extra 
dynamics by the periodic forcing. 
The situation is very different for the periodically forced Hopf bifurcation. If 
the eigenvalues of the marginal modes at the bifurcation point are ±iwo (i.e. the 
modes are periodic with frequency wo) and the frequency of the periodic driving is 











If 7J is an integer then the normal form for the bifurcation remains that of 
an unforced Hopf bifurcation: 
At = pA + alAI2 A higher order terms. (3.20) 
If ~ is a rational number r. (with rand s having no common divisors other w s 
than 1) then the time invariance of the original system is broken and, as a result, 
the invariance of the normal form under complex rotations is broken. The new 
normal form is 
(3.21) 
Here 91 and M are constants which depend on the exact form of the periodic 
forcing. This explains why so much theorectical analysis and experimental work 
are focused on the parameter range 7J = ~. This choice of parameters results in a 
particularly simple form for the additional term since when s = 2, A S - 1 A. 
Of course, an exact frequency ratio of ~ is not experimentally obtainable. 
If ~ is close to some rational number so that ':!'ll. = r. '" where '" is some small w w S I I 
parameter called the detuning parameter and rand s again have no non-trivial 
common factors then the resulting normal form is 
(3.22) 
so the choice of 7J ~ ~ (ie. s 2) still results in a simple form for the driving 
terms. The frequency ratio 7J lies close to many rational numbers. Any rational 
number close to 7J will give a valid normal form, provided hi ~ 1. 
Elphick, looss and Tirapegui [51J also mention that the breaking of the COIl-
tinuous phase invariance by the addition of parametric driving results in the new 
system possessing discrete phase invariance under rotations of ~;. Thus the com-
monly occuring 1r phase difference in the study of periodically driven Hopf bifur-
cations (for example: [24), [29J and [32]). 
3.3 Summary 
We have now finished the chapter exploring the manner in which the complex 
Ginzburg-Landau equation arises in parametrically driven and undriven systems. 
In the case of the undriven systems we constructed the complex Ginzburg-
Landay equation as the amplitude equation for excited modes near a Hopf bifurca-
tion by consideration of the symmetries present in the original (nonlinear) physical 
system. We then reduced the number of parameters present in the amplitude 
equation from 3 complex parameters to 2 (or in some cases 3) real parameters by 
rescalings of the coordinates and the amplitude. 
When considering the amplitude equation of a driven system, we saw that the 











system and replaces it with a discrete symmetry, time periodicity, resulting in the 
addition of a new term to the amplitude equation. This new term depends on 
the ratio of the frequency of the modes excited at the Hopf bifurcation to the 
frequency of the periodic driving and is absent when this ratio is an integer. When 
the ratio is ~ (i.e. the frequency of the forcing is twice that of the excited modes) 
the additional term is proportional to the complex conjugate of the amplitude. 
For completeness, we mention that a more rigorous approach to both sections 
in this chapter would have been to apply the method of the centre manifold, as 
was done in [42]. 
In the next two chapters, chapters 4 and 5, we look for solutions of the 
parametrically driven complex Ginzburg-Landau by continuing known solutions of 












Pulse-like Solutions to the 
Parametrically Driven CG LE 
4.1 Introduction 
In the preceding chapter \Ve saw how the parametrically-driven CGLE may arise in 
the description of the HopI' bifurcation of a solution of a driven physical system. In 
this chapter and the next we study a one-dimensional parametrically-driven cubic 
Ginzburg-Landau equation of the form: 
i'ljJt + (1 - ic)'ljJxx + 21~12 'ljJ - (1 - i{)~ h~. (4.1) 
This is the parametrically driven extension of the form which is commonly used 
ill optics for example [36]). In (4.1) the parameter h measures the amplitude 
of the parametric driving, ~f the damping and c is the spectral filtering parameter. 
The effect of nOI1-zero c i.<- to damp out short wavelength oscillations. vVe will for 
the most part be interested in solutions which decay to the zero background either 
as :t ----+ (X) or x ----+ -00. If! < 0 or c < 0 then the zero background solution is 
unstable. Thus we consider only the case where ! ~ 0 and c 2: o. In addition, h 
may be chosen positive without loss of generality since making the transformation 
/j' ----+ is equivalent to changing the sign of h. 
The driven CG LE (.1. 1) possesses focusing nonlinearity and would arise at a 
subc:ritical Hopf bifurcation. vVhen (4.1) is undriven (i.e. h 0) then stable uni-
form zero and non-zero solutions would not coexist unless a higher-order nonlinear 
term was added (as was done by Thual and Fauve in [31]). However, when h > 0 
the parametric driving rnay play an analogous role to that of a quintic (or higher 
order) nonlinear term and bring about the existence of stable non-zero uniform 
solutions in the subcritica 1 region (where the uniform zero background is stable). 
The uniform background solutions to 1) are presented in section 
In the limit where ( = 0 equation (4.1) becomes the parametrically driven 











[52] of the form 
(4.2) 
whf:re A and e are given by 
cos2e± ± (4.:3) 
The stahility analysis for these two solutions was performed in [52J. The soliton 
Ij)_ was found to be unsLlble for all h and II while is stable over a range of 
val ues of h and ~/. 
The aim of this chapter and the next is to analyze the existence and stability 
of localised solutions to tbe Ginzburg-Landau equation (4.1) by continuation from 
solutions to the damped driven NLS (where c = 0) and its undamped variant 
(where both c = 0 and ~f := 0). Chapter 4 deals with pulse solutions while chapter 
S deals with fronts. 
In the second section, 4.2, we show that the solutions to the damped 
driven nonlinear Schrodinger may be continued in c to solutions of the Ginzburg-
Landau equation. vVe also examine the three flat background solutions to the 
Ginzburg-Landau equation, finding the parameter regions in which they are stable 
and in which decay to the flat backgrounds may occur. 
In the third section, 4.3, we perform an adiabatic analysis on the soliton so-
lutions ¢±. The parameter c is allowed to be small but nonzero and the parameters 
A and e in equation (4.2) are considered to be slowly varying functions of time. 
Evolution equations which are valid in the c « 1 parameter region of the driven 
CGLE are derived for A and e. 
In the fourth section. 4.4, we present the results of the numerical continuation 
of in c. New solutions t) the Ginzburg-Landau equation are obtained. In section 
4.5 we numerically analY7e the stability of the solutions found in section 4.4 by 
examining the associated !inearised eigenvalue problem. 
4.2 Preliminaries 
4.2.1 Flat backgrounds 
The Ginzburg-Landau equation has 3 stationary flat solutions, namely 'l/J o and 
Ib Q±, where 
A. _ 1 A -iO± 
qJ± - J2 ±e , 
with 
of c. 
and B± as ill equ,ltion (4.3). Note that the solutions 
(4.4) 
are independent 
By linearising the stationary Ginzburg-Landau equation about 1/Jflat or 











to the fiat backgrounds can occur. Letting ¢ ¢flat. + 6¢ gives 
where H is given by 
?-i (1 oxx) I -t· (coxx - ~() J 
-47.lV 
h - 6v 2 ') 2 ) . ~7.l 
(4.5) 
(4.6) 
Here I is the unit matrix and J = (~ ~ 1 ). The functions 11 and v are defined 
bv IL W = or O. The same operator H arises when linearising about an 
arbitrary solution It +-
The operator H and the operators L± given by (4.27) are related. H is 
obtained by linearising thf' Ginzburg-Landau equation about a solution u + iv = ¢ 
while the operators L± are obtained by linearising the damped driven NLS equation 
about the solutions 'Ij;±. Evaluating H when c = 0 and ¢ = will give up 
to the transformation 1/) = which we have used to bring L± into a standard 
form. 
Assuming a perturbation of the form 6¢ (a+ib)ei(wt-kx), gives a (complex) 
matrix equation which ha~ non-trivial solutions if the determinant of the matrix is 
zero. At this we can either solve for w in terms of k, or set w 0 and solve 
for k. The first will allow us to determine the stability of the fiat backgrounds 
while the second will allow us to determine when decay to the fiat backgrounds 
can occur. 
Stability of the flat backgrounds 




Here A is one of A± or 0 depending on which solution we have linearised about. 
Tht' fiat background is stable if Re( iw) ::; 0 for all k and unstable otherwise. In 
the case of the zero background (A - 0) equation (4.7) simplifies considerably. In 
this case iw will the ,c;reatest real part when k O. Thus the stability of the 
zero background does not depend on c (as long as c 2:: 0) and it will be stable when 













Consider now the flat nonzero backgrounds. The solutions will be stable 
'when either Z > O. or when (ck 2 + 'IV ~ Z < O. These can be combined into 
a single condition Z ~ (ck 2 + 1)2 which must hold for all real k. This condition 




which must be true for aU real k. 
Since A2 < 1 for qL the inequality (4.1O) does not hold for k 0 and hence 
dL is unstable for all ,h and c. 
o 
For ¢+ we have A2 > 1. Since the coefficient of s2 in the quadratic on the 
left hand side of inequality (4.10) is positive the quadratic will be concave up. In 
addition, the coefficient of SO is non-negative thus the real roots (if they exist) of 
the quadratic in (4.10) will either have the same sign or one of them will be zero. 
Inequality (4.10) will hold for all real k if it holds for all s 2: 0, i.e. when the roots 
of the quadratic in s are rlegative, zero, complex, or equal. Since the coefficient of 
is positive the sign of the roots (or of the nonzero zero root) depends only on 
the sign of the coefficient ,)f the term linear in s. The real roots (if they exist) will 
be negative or zero when 
1 
(4.12) c > --'---- == Co > 0 . 
1 
If the roots are complex t he solution ¢+ will be stable, so ¢+ is stable whenever 
c obeys inequality (4.12). regardless of whether or not the roots are real. VVe 
rlO\\' turn to the case whell the roots are equal or complex which occurs when the 
discriminant of quadratic ~4.10) is less than or equal to zero. The discriminant will 
be less than or equal to Zf'ro when 
(4.13) 
vVe immediately note that when c 0 the solution ¢+ is unstable for all hand 1 
since neither (4.12) lIor (4.1:3) will hold. Setting c = ° in (4.12) gives the inequality ° ~ ~ (after using ~ 1) while setting cOin 13) gives the inequality 1 ~ 0, 
both of which are false. i 
J 
The discriminant of the quadratic expression in c (4.13) is equal to 
(4.14) 













\Vhen 112 > ~ ( y'l=- {2 1) +~?, the coefficient of c2 in the quadratic is 
negat.i\·c. Thus the graph of the quadratic is concave down and the quadratic's 
roots have opposite sign (..;ince the constant part of the quadratic is positive). The 
0+ solution is stable for ( > c, the positive root of the quadratic, which is given 
ill equation (4.1 
2 
\Vhen < ~ ( 1) + ) the graph of the quadratic is concave 
up and the quadratic's roots have the same sign (since the constant part of the 
quadratic is positive). Both the quadratic's roots are positive since the first term 
III expression for the roots, equation (4.15), is positive. The 9+ solution is 
stable only for c < c < c+. 
Lastly, when h2 = t ( }1 + /2 
the graph of (4.13) is a straight line. 
1) 2 + /2 , the coefficient of c2 is zero and 
The ¢;+ solution is stable for c 2: ----;--"'::---c-
-1 
The 3 cases may be collapsed into one: in the second case c+ is always greater 
than Co so that, in view of (4.12), the second case reduces to c > L. In the third 
case 2"( 1 is the limit as h2 --+ i ( }1 + /2 1) 2 + /2 of c_. So all three cases 
reduce to the same inequality, provided that the limit of L is taken if necessary. 
Consequently, is stable when c is greater than the smaller of Co and c. \Ve will 
show that c_ < co. 
If < 4A~ (A~ 1), as in the first of the three cases above, then c < Co if 
4A2 (A: - 1)(2A~ 1)2 /2(1 + /2). Using the inequality "y2 < 4A~(A~ - 1) we 
can show that 
-142 (42 1)(2;12 1)2 > ry2(2A' +2 1)2 '. + " + - '1+ I 
/2 [4A! (A! - 1) + 1] 
> ,2(1 + /2) . ( 4.16) 
If, on the otherhand, /2 > 4A~_(A~ - I), as in the first of the three cases 
above, then C._ < Co if 4A~ (A~ 1)(2A~ 1)2 < ,2(1 +,2). vVe may prove this by 
following a similar procedure to that used in (4.16) but in this case the inequality 
SigllS will be reversed. 
Lastly, if = .L4.~(A~_ --I), as in the third case above, then c --+ ;:-;-::~---:-7 











In that It, , and c are positive, the stability pmperties of the flat 
backgrounds are as follow,;: 
• Ie' = 0 is WhC1' h2 < 1 + 
• is unstable for ail h, ~( and c. 
• is stable when h~ ::::; 1 + and c 2': c_, where c is given by {4·15}. 
Existence of localised solutions: Decay to the flat backgrounds 
If a localised disturbance is to exist on a flat background, it must be possible for 
a solution to approach the flat background as x -+ ±oc. If such an approach is 
possible, we say that the solution can decay to the flat background. By setting 
cu = 0 in equation (4.7) we can solve for k and determine when decay to the 




Decay to will be possible unless Re( ik) = 0 for all four roots which occurs when 
both roots, 1 of (4.17) are real and non-positive. Thus decay to can occur 
ei ther when the roots of the quadratic (4.17) are complex (the discriminant is less 
than zero) or when one of the roots is positive. The discriminant of (4.17) is given 
by 
(
? ) 2 2 (2 ) ( 2) 2A- -- 1 - ,c - 4A A-I 1 + c . ( 4.19) 
For qL the discriminant is always greater than zero as A2 < 1 making the 
discriminant a sum of two positive quantities. However, the coefficient of 3 2 is 
positive so the graph of tile quadratic is concave up and it then follows that the 
roots have opposite sign since the constant term in the quadratic is negative. Thus 
decay to ¢_ may occur for all h, , and c. 
In the case of ttl(' quadratic (4.17) will have a positive real root when the 
inequality (4.12) is satisfit'C1 but not saturated. This occurs since the biquadratics 
ill equations (4.10) and 17) are related by the simple transformation 3 -+ -8. 
Sirnilarly, quadratic (4.17) will have complex roots when the inequality (4.13) is 
satisfied but not saturate,l. Thus decay to ¢+ can occur when either inequality 
(4.12) or (4.13) is satisficc: but not saturated. 
Set ting both A. (I and w 0 in equation (4.7) we can determine when 














before decay to the Hat background will be possible when the quadratic for s 
a negative discrimimlllt or a positive root. Since the biquadratic has a positive 
turning point it has a positive root if the discriminant is non-negative. Thus decay 
to the zero Hat background is possible for all h, rand c. 
In summary, given that 11. ~f and c are positive, decay to the fiat backgrounds can 
OCCUT as follows: 
• Decay can occur to 'iJ 0 for all h, rand c. 
• Decay can OCCl1T to 0_ fOT all h, rand c. 
• Decay can occur to when h2 ~ 1 + and c > 
4.2.2 Continuability of 'I/J± 
We consider given by equation (4.2) which are stationary solutions to the 
Ginzburg- Landau equatioll (4.1) when C = O. vVe wish to determine whether 7/J± 
can be continued to stationary solution with non-zero c. 
We start by substituting 7/J = ¢e-i£J into equation (4.1), restricting ourselves 
to the case O. Here () is a constant which we will choose later to simplify 
our calculations. After applying the transformation, equation (4.1) becomes an 
equation for 9: 
(1 ic) ¢xx + 2i¢i 2 ¢ (1 - ir) ¢ ( 4.22) 
Assuming c « 1, we expand ¢ in powers of c: 
. , , 2..h 
tP = tPo + oj) 1 + C ,,.'2 + ... ( 4.23) 
Hadng done so we substit ute this expansion into equation (4.22) and match like 
powers of c. J\[atching the constant terms results in the requirement that 90 be a 
solution to equation (4.22;. Matching the c1 terms gives the equation 
( 4.24) 
,>vhere f indicates a derivative with respect to x. vVe now choose () to be ()+ for 












equation (4.24) becomes 
(4.26) 
\\' here 
= ( -3; + 1 + h cos 2()± ~I + h sin 2()± ) 
L± () 32 2 -, + h sin 2 ± - x + 1 2¢a - h cos 2()± ( 4.27) 
and the plus and minus snbscripts indicate whether we are checking the continna-
bility of 1/;+ or . Simplifying L± using the fact that r = h sin 2()± results in 
_ ( -3-; + 1 6¢5 + h cos 2()± 
o _32 + 1 x h cos 2()± ) . 
( 4.28) 
Fredholm's alternative states that equation (4.26) for u and v has bounded 
solutions if and only if the right-hand side is orthogonal to the kernel of (the 
adjoint of L±). Thus we need to find the kernel of to determine when will 
be continuable to non-zero c. The kernel of L~ is spanned by solutions of 
t ( a) _ L± b - 0, ( 4.29) 
where L1 is given by 
L1 = (-3-; + 1 - (i¢5 + h cos 2()± 0 ) 
-3; + 1 2¢5 - h cos 2fh ( 4.30) 
and may be converted to a more familiar form by changing variables to ~ 
where we choose ..1+ if \w are considering and A if we are considering 
After substituting in the value of cPo = A±sech (A±x), dividing through by and 
using the fact that Ai 1 + h cos 2()± , equation (4.29) becomes 
0, 
where 
La -3~ + 1 - 2sech2~ , 












If (0, b)T satisfies (4.31), lhen a and b must satisfy the equations 
If 0 = 0 then b is a zero mode of Lo - E±, and the null vector ( 0, b) T exists if and 
only if Lo - E± has a zero mode. If a f 0 then b may be found provided Lo - E± is 
invcrti ble. 
Ll has only a single lero mode, namely BE (sech c;), and its smallest eigenvalue 
is -3 which is associated with the eigenvector sech2( The continuous spectrum of 
Ll begins at l. Thus if 0 is a zero mode of Ll it must be a multiple of BE (sech,;). 
The smallest eigenvalue of Lo is 0 which corresponds to the zero mode sech f.. 
The continuous spectrum of Lo starts at l. The eigenvalues of (Lo - E±) are just 
those of Lo shifted by an amount E±. Thus Lo - E± will be invertible so long as 
t± < 1 and t± f O. Indeed, t+ is less than 1 when the zero background of the 
Ginzburg-Landau is stable (h 2 _,2 < 1) and greater than zero except when h = f. 
For c we have that c is less than zero except when h = f. vVhen h = " E± = O. 
Thus Lo - t± is invertibl(' except in the special case where Ai = 1 which is the 
line h = , in the pararnekr space on which the solutions 1/J± are born (or cease to 
exist) . 
For the case h f , there is only one zero mode of L~, namely 
( 
0 ) ( BE (sech ,;) ) 
b = -2, (Lo - E±)-1 BE (sech,;) , ( 4.33) 
since in this case Lo - t± is invertible which implies that 0 must be a zero mode 
of L 1 (since b cannot be a zero mode of Lo - E±). 
For the case h = , t here is also only one zero mode of L~, namely 
( ~) = (se~h f. ) , (4.34) 
since in this case Lo - E± is not invertible which implies that 0 = 0 and b is the 
zero mode of Lo - t± = Lr,. 
All that remains is t,) check that the zero modes, (4.33) and (4.34), for each 
case are orthogonal to the right hand side of equation (4.26). To this end, we note 
that in the case h f " b is an odd function of f. (and thus of x) since BE (sech f.) 
is odd and (Lo - E±) -1 must map odd functions to odd functions since (Lo - E±) 
maps odd functions to odd functions. We also note that <p~ is an even function of 
x. Thus 
( 4.35) 
and the continuability condition for the continuation ofl/J± in the parameter c is 











For the case when /, = {we have 
( - ~~ ) , ( ~: ) > := L: 
1/00 2 sech x dx 
3 -00 
Thus the continuability condition is not satisfied when h = {. 
As a result we expect to be able to continue the solutions into the pa-
rameter region where c is nonzero provided h =F {. This expectation is born out 
by our results in section 4 4 which presents the outcome of numerically continuing 
ll1 c. 
4.2.3 The lei -t 00 limits 
If we rescale x by performing a change of variables to X = Jc then equation (4.1) 
becomes 
1 
i!/Jt + (- -
c 
In the limit where c --+ 00 the equation above simplifies to 
( 4.36) 
( 4.37) 
For large c we expect that the solutions to (4.1) will be solutions of (4.37) which 
have been stretched (in the x-direction) by a factor of Jc. When continuing a 
solution of (4.1) in c, with C » 1, we thus expect that the dominant change will 
be a simple stretching of the solution profile. 
If, on the other hand, we examine the limit as c --+ -00, then we may change 
variables to X and arrive at the equation 
( 4.38) 
which is an approximation of (4.1) in this limit. The equation above differs from 
(cl.37) only by sign in front of the i'!/Jxx term. Thus for large negative c we again 
f.~xpect that the solution profile will be stretched this time as c is made more neg-
ative. Howewr, for large negative c the overall solution profile will be det.ermined 











4.3 Adiabatic analysis 
we have already meni ioned, when c = 0 the equation 
+ (1 
admits solutions of the form 
ic) .) 1 '12 I + ~?j} ,<p 
'I/J = A sech (Ax) 
( 4.39) 
( 4.40) 
where A and e are const ants. For c -# 0 we may find approximate solutions by 
assuming that Ii' remains of the form (4.40) but that A and e may vary with t. In 
the limit where c -'t 0 thf~ approximate solutions will become exact solutions. 
\Yhen c = O,IJ)t is zero. For small c, 1jJt should thus be small provided 'I/J 
(consider as a function of ,1: only) has a form close to that of the c = 0 stationary 
ution. The approximation may fail if c becomes large or if the form of 1jJ evolves 
to become far from the c 0 stationary solution. 
To obtain an equation for.4 (the derivative of A with respect to t) we multiply 
(·1.:39) by VI, take the result's complex conjugate and subtract the two, getting the 
equation 
-, I -0/') '( I ?/\ -, I) 2' 1 I 12 -1pxx yJ - zc 7pxx'f/ + <Pxx <P + If<P 
h (12 12) 1fJ -7p . (4.41 ) 
Substituting the ansatz CI.40) into (4.41), integrating over.1: and using the bound-
arv conditions -'t 0 as -'t 00 results in the equation for A: 
4 2Ah sin 2e - 2, A 
where the parameter c ~c. 
In order to find a similar equation for iJ we multiply (4.39) by 
result's complex conjugate and add the two, obtaining the equation 




Substituting (4.40) into (1.43), integrating over x and using the boundary condi-
tions -'t 0 as 1:1:1 --} x. results in the equations for 8: 
e = II, cos 2e + 1 (4.44, 
\ I 
Equations (4.-12) and (4.44) form a system of ordinary differential equations 
for A. and e. The solution", to this system will us approximate solutions to the 
Ilzburg-Landau equation. In particular. the stationary points of the system will 











4.3.1 Stationary points 
The ~tationary points of the system of equations (4.42) and (4.44) occur when 
A () = 0 which gives the equations 
h sin 2(} 
h cos 20 -1. 
Squaring both sidf's of .4(5) and (4.46) and adding gives 




1 + (2 
Using the results above for A we solve for e and find 
() 
1 -1 









However, we must still determine when the solutions for A2 are real and non-
negative. vVe are only interested in the parameter region for which the zero back-
grollnd solution of (4.39) is stable, i.e. h2 -- ~/2 :S 1, and will restrict our analysis 
to this region. 
The second term under the square root in (4.48) is negative in the region 
where the zero background is stable. Thus if 1 - IC > 0 and A2 is real then both 
solutions for given by (4.48) are non-negative. Conversely, if 1 , :S 0 and A2 
is then both solutions for A2 are negative. Since we are interested in finding 
the parameter region in which A2 is real, the condition 1 - > 0 will give us the 
subregion where the solutions for A2 are also non-negative. 
\Vhat remains to be determined is for which values of c, I and h the solutions 
in (4.48) are real. The solutions A2 are real if the expression under the square 
root in (4.48) is positive, namely when 
( 4 .. 50) 
discriminant of qnadratic in C on the left hand side of (4.50) is positive for 
all h and",! ill the pararneter region vvhere the zero background is stable. Thus the 












vVhen h 2 - 1 > 0 , the quadratic (4.50) is concave up and both c+ and c_ 
have the same sign sinci~ the constant term in the quadratic (4.50) is positive. 
Since is positive, both c+ and are positive. (Alternatively, one can use Viet's 
theorem: since the coeflicient of the linear term is negative and the free term 
positive, both the sum ar:d the product of the two roots are positive which implies 
that > > 0). Thus A2 is real when c ~ or c 2: c+. 
When h2 - 1 < 0 , the quadratic (4.50) is concave dmvn and the roots have 
opposite sign since the constant term in the quadratic (4.50) is positive. Thus, in 
this case, A 2 is real when ~ C ~ C_. 
Lastly when h2 - 1 0, the quadratic becomes linear and inequality (4.50) 
yields the information that A2 is real when c < 1;/. This is the limit (as h -+ 1) 
of 
vVe have determilll~d when A2 is real and when .12 is non-negative. vVe 
Dlllst now determine in 'which region of the parameter space both conditions hold 
simultaneously. A necessary condition for A2 to be non-negative is 1 - 2:: 0 
which may be rewritten as c :s:; ~. In order to determine in which part of the 
parameter space A 2 is bmh real and non-negative it will be necessary to determine 
whether c± are greater than or less than ~. 
vVhen h2 1 > 0 . is greater than ~ since replacing the h2 - 1 in the 
denominator of (cl.51) \vith 12 and using the inequality h2 1 ~ (which must 
hold for the L:ero solution to be stable) we get i\ 2: ~ + positive terms. 
\Vhen 1 < 0 , c+ is negative since the numerator of (4.51) is positive 
while the denominator is negative. 








and also 12 - h2 + 1 < IJh2 (1 + 12 - h2 ) 
and this r.4 + 2,2 (1 h2 ) + (1 _ h2 )2 < 12h2 (1 + 12 - h2 ) 
and this b4 + (2 - h2),2 + (1 - h2 )] (1 - h2 ) < 0 
and this 14 + (2 - h2 ) ''12 + (1 h2 ) > 0 
( 4.52) 
We can square both sides of line 3 in (4.52) since both sides of the inequality on 
line :3 are positive. The loots of the quadratic in on the last line of (4.52) are 
-1 and h2 L Since the coefficient of 14 in the quadratic is greater than 0, the 
graph of the quadratic is ('oncave up, and the equality on the last line of (4.52) will 
bold when ,,? ~ -~ lor> h2 1. But "y2 2: h2 1 is just the condition for the 
stability of the zero solution. Thus c_ is less than ~ over the range of parameters 
in which we are interested. 
vVhen h 2 - 1 < 0 , (;~ is again less than ~. This follows by a similar proof to 











making the necessary altnations in direction of the inequalities we arrive again at 
the same conclusion: c_ 1 if ~1,2 > h,2 - l. 
I -
\Ve are now ready to determine the region of the parameter space in which 
is both real and non-llegative: 
• If 17 2 - 1 > 0 then ..12 is real when c :; c_ or c 2 and non-negative when 
1: 1. But > 1 and c_ < .!. Thus A2 is real and non-negative precisely 
I I I 
when c <; 
• If h2 1 < 0 then A2 is real when ::; c::; and non-negative when c ~ 
But c+ < 0 and ::; ~. Thus, for positive c, A 2 is real and non-negative 
when c < If c may be negative, then A2 is real and non-negative when 
(;4- < C ::; 
• Lastly if h2 - 1 0, then A2 is real when c::; 1;( and non-negative when 
C < .!. But 1-
2
"1
2 < 1.. Thus A2 is real and non-negative when c < 1 
- I 'Y 'Y 
Since 1;( 1~:1 c we have that A2 is real and non-negative when c < c_, 
where it is understood that the limit will be taken if necessary. 
In conclusion, the condition for the existence of the stationary points (i. e. 
is real and non-negative) is that c :; This condition is valid when the zero 
backgTOund is stable (h2 < 1 + ,2) and h, c and, are positive. The condition 
applies to both stationary points. 
If we allow c to be nc;gative (as will be necessary in the numerical continuation 
of section 4·4) then both stationary points will exist as long as in addition 
to the condition c ::; c_ we have that c 2 c+ o'r h2 - 1 2 O. 
4.3.2 Stability of the stationary points 
. . 
The equations for A and q are 
2Ahsin 20 - 2,A ( 4.53) 
r} h cos 2e + 1 A2 ( 4.54) 
Applying the linearisatioll operator about a stationary point (As) (Js) gives 
JA (4.55) 











T II rna trix form this is 
(4.57) 
Al = (h sin 2(/~ I - cA; 2hAs cos Os ) 
As h sin 20s 
( 4.58) 
Assuming a time depend(~nce for c5A and c50 of the form 
( 4.59) 
where a and ¢ are independent of t, converts equation (4.57) into an eigenvalue 
problem 
21\1 ( ~: ) = 2A ( ~.; ) . ( 4.60) 
eigenvalues of AI are given by the roots of the characteristic polynomial, 
drt (?,I - AI) O. Here I is the 2 x 2 identity matrix. Expanding the characteristic 
polynomial we obtain 
0, (4.61) 
vvhich has solutions 
1 
4 (r + cA;) h sin 20s r . ( 4.62) 
The real part of A_ < 0 so A_ will not cause the stationary points to become 
unstable. The real part of A+ will be greater than zero if the condition 
2 . 2, 2 (2) 4h Slll 20s 8hAs cos 20s - 4 I + cAs h sin 20s > 0 ( 4.63) 
holds, since this condition will make the terms inside the square brackets in (4.62) 
greater than + cA~. Conversely, if condition (4.63) does not hold, then the real 
part of A+ will be less than zero since the terms inside the square brackets in (4.62) 
will be less than 1 cA;. Simplifying (4.63) we find that a stationary points is 
stable if and onl~r if 
') 1 "(C 
A; 2 _') 
1 + c-
(4.64) 
Comparing this \vith the (~xpressions for the stationary points A± in (4.48) we find 











4.3.3 Sunlmary of the adiabatic results 
The adiabatic equations l,ave two stationary points (A+, B+) and (lL, B_). If (; > a 
then the stationary poims exist in the parameter region c :S . If c < 0, the 
stationary points exist ill the region < c < 3c_ if h2 - 1 < a and in the region 
c S 3c if h2 1 > O. The constants are given in (4.51) and depend only on h 





The stationary point (AL' f)+) is always stable for c > a (when c < a the zero 
background is unstable) while the stationary point (A_, f)_) is always unstable. 
4.4 Continuation of 1/J± 
After completing the adiabatic analysis of the soliton solution 7/J = Asech (Ax)e iO 
we are to proceed to the continuat.ion of and . We expect that the 
results of the adiabatic analysis will agree with those of the continuation, at least 
in the parameter range where the adiabatic analysis is valid, namely c « 1. 
4.4.1 Numerical tool: AUT097 
The continuation of 'I/J+ and 7/J- was performed using the AUT097 software package 
[6]. 
The software package AUT097 is capable of continuing solutions to first-
order ordinary differential equations of the form 
d~7 .... 
d 
-f(ii(t),p,A) 0, tE[a,l] 
t 
(4.66) 
whered(t) and .r are E :Rn, A E 3( and /1 E RTiI'. The parameter in which the 
solution is continued is A (the parameter we use in our continuation of is c). 
TIl<' vector p contains the other parameters. The system may be subject to nb 
boundary conditions. 
b (u(a), u(l), ~l, A) = 0, bE 3(Ti b , ( 4.67) 
aile! to nil integral constraints, 
fa q (ii( s), ~L, /\) ds = 0, q E 3(Tiq . ( 4.68) 
For the problem to be formally well-posed, nJ.L = nb + nq n must be greater than 












The second-order differential equation we are continuing is not in the form 
(,1.66). Firstly, AUT097 requires that the t-interval be [0,1]. However, we would 
like our :c-inten'al to approximate t.he range (-oc, so that the localised solu-
tiOllS have space to deca:.' to t.he fiat backgrounds. After choosing our x-interval 
(for example [-100.100') we must thus translate and scale x (calling the new vari-
able t) to us an interval from [0, 1 J. Secondly, we must convert. our equation 
from second-order to first-order at the expense of adding a new complex variable 
¢ and making our system four-dimensional (n 4) instead of two. In addi-
tion, the solutions \ve are continuing (7jJ+ and ) not only remain solutions when 
translated in :r and but also continue to satisfy our boundary conditions after such 
translations. The result of this is that, even with the imposed boundary condi-
tions. our solutions are p;trt of a continuous family of solutions. In order to select 
a particular 011<' of this family of translated solutions for continuation we Ileed to 
add an additional constraint. Since 7jJ+ and are symmetric about x = 0 we 
may restrict ourselves to solutions which are even in x. Later (in chapter 5) we 
will continue solut.ions which are not symmetric. In these non-symmetric cases we 
must use a different method to select an individual member from the family of 
solutions. Our approach is to impose a special integral condition 
1 (d~) r u(t)· -IU (t) dt = o. 
10 ct k-l 
(4.69) 
Here the dot product is the Euclidean dot product in Rn. The subscript k 1 
indicates that the derivative of u is evaluated at the previous numerical step. This 
integral condition selects the solution whose position, 0', relative to some reference 
solution, u(t), minimises Lhe function 
(4.70) 
The effect is to make thE' position of the solution found at the next step of the 
continuation as close to that of the previous solution as possible. The norm here 
is the Euclidean norm in Rn, i.e. 111(t)12 u(t) . u(t). 
4.4.2 Continuation of 1/)+ 
results of the continllation of the soliton are shown in Figure 4.1. The 
solution of the paramftrically driven damped NLS equation corresponds to the 
lower of the two points where the graph crosses the c 0 axis. vVe fixed ~f = 0.5 
and h 0.8. 
For I = 0.5 and h :::: 0.8, we have c_ 0.347 and 12. Recall from 
adiabatic analysis that the stat.ionary points exist when c -2: 32:+ and c < 3c_ 
when h2 - 1 0 (as is the case here). The constants c± are given by equation 
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Figure 4.1: Bifurcation diagram for '1f;+ when h = 0.8 and I = 0.5. The Sobolev 
norm 11'1f;11 2 = J~= (1'1f;1 2 + l'1f;xI 2 ) dx is plotted against c (the filtering parameter). Stable 
(unstable) branches are shown as solid (dashed) lines. Points 1-8 mark solutions on the 
branch found by initially continuing into the region c < O. Points 9-14 mark solutions 
on the branch found by initially continuing into the region c > O. Near the end of the 
branch nl'1f;II > 5) the lateral humps encounter the boundaries of the numerical system 
ca'using the branch to bend away from vertical. 
analysis exist when c is less 1.04 and greater than -9.37. The adiabatic analysis 
predicts that the branch obtained by continuing from ?/J+ will remain stable (for 
c > 0) and that the branch obtained by continuing from ?/J- will remain unstable. 
For positive c less than 0.7 the results of the continuation of?/J± using AUTO agree 
with the adiabatic analysis. For c < 0 all branches are unstable, as we expect, 
since the zero background is unstable for negative c. When c becomes large the 
adiabatic analysis is no longer applicable and we see that the branch from ?/J+ turns 
back and becomes unstable, while the branch from ?/J- continues to exist well past 
the region of existence predicted by the adiabatic analysis . 
As we continue from 'l/J+ into the region c < 0, the solution develops into 
a three-hump state, with the three humps close together. Continuing past the 
turning point (i .e. proceeding to the top branch in the c < 0 region), the three 
humps move apart and reshape to give us a bound state of three solitons once we 
return to c = O. This bound state, called ?/J(-+-) , which consists of two ?/J- solitons 
bound to either side of a ?/J+ soliton , is a solution of the parametrically driven NLS 











Crossing over into t he c > 0 region, we reach a series of turning points. Each 
turning results in the creation of another hump at the centre of the solution. These 
additional humps may merge if the turning points are close together. Eventually 
only a large single composite hump and the two lateral humps from the ¢(_+_) 
solution are clearly distinguishable. Near the end of the branch (II¢II > 5) the 
lateral humps encounter the boundaries of the numerical system causing the branch 
to bend away from vertical. 
Moving away from 'l/J+ (the lower intersection point on the c = 0 axis) into 
the c > 0 region , we find that the solution gradually changes its shape, becoming 
two-humped after passing through the turning point near c = 0.7. It then enters 
a region where additional humps are added through a series of turning points 
(saddle-node bifurcations) . As before (on the branch found by continuing ¢( _+_) 
to c > 0), a stage is reached when the central humps merge but, in this case, the 
two lateral humps are absent. 
It is worthwhile noting that although the imaginary part of the solution 
becomes double-humped as we approach the turning point near between points 9 
and 10, the magnitude of the solution remains single humped until we pass through 








Figure 4.2: Solution at point 1 in Figure 4.1. Here c = -0.23 and Ilwll = 1.63. 
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Figure 4.4: Solution at point 3 in Figure 4.1. Here c = 0.00 and II~II = 2.24. 
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Figure 4.5: Solution at point 4 in Figure 4.1. Here c = 0.40 and II~II = 2.41. 
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Figure 4.6: Solution at point 5 in Figure 4.1. Here c = 0.55 and II~II = 2.81. 
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Figure 4.8: Solution at point 7 in Figure 4.1. Here c = 0.54 and I l'ljil I = 4.10. 
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Figure 4.9: Solution at point 8 in Figure 4.1. Here c = 0.54 and 11'lji11 = 4.76. 
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Figure 4.12: Solution at point 11 in Figure 4.1. Here c = 0.40 and 111/J11 = 2.51. 
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Figure 4.13: Solution at point 12 in Figure 4.1. Here c = 0.55 and 111/J11 = 3.03. 
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Figure 4.14 : Solution at point 13 in Figure 4.1. Here c = 0.54 and 111/J11 = 4.24. 
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4.4.3 Continuation of </J-
Wr now consider the cuntinuation of 1/J- which is shown in Figure 4.16. The 
parameters., and h where again fixed at I = 0.5 and h = 0.8 . As we move along 
the branch into the c < 0 regioll the single hump of the 1/J- soliton splits in two 
fonning a douhle hump. The double humped solution then simply broadens as c 
is decreased. Continuing 1/J- into the c > 0 region results only in the broadening 
of the central hump. This broadening is (in both cases) a simple stretching of the 
solution profile as predicted by our analysis of the large c limit of (4.1) in section 
4.2.3. 
The question then arises as to what the final shapes of the double hump and 
single hump solutions will be as c -+ -00 and c -+ +00 respectively. In other 
words, which solution of (4.38) is approximated by the rescaled double hump when 
c -+ -00 and which solution of (4.37) is approximated by the rescaled singled 
hump when c -+ +00. vVe may take our solutions of (4.1) for large lei as first 
approximations to solutions of (4.37) or (4.38) . Then, using the same method used 
to correct approximate solutions during numerical continuation, we may correct 
these approximations until we arrive at numerical solutions for (4.37) and (4.38). 
The solution of (4.38) which the rescaled double hump tends as e -+ -00 to is shown 
in the left-hand plot in Figure 4.19. The solution of (4.37) which the rescaled single 
hump tends as e -+ +00 to is shown in the right-hand plot in Figure 4.19 . 
Note that although the adiabatic analysis predicts the existence of the 1/J-
solution branch for small (positive) c, it also predicts that this branch will meet the 
1/J+ branch in a saddle-node bifurcation for a finite value of c. This is in qualitative 
disagreement with what was observed numerically. These two results are reconciled 
in section 4.6. 
4.5 Stability analysis 
Given a solution, 1/Js = 'U + iv, to the Ginzburg-Landau equation we test it for 
stability by adding a small perturbation of the form 
61/J(x, t) = [6u( :L') + i6v(x)] eAt, (4.71) 
where 6u and 6v are real and A may be complex, and linearising in 61/J. This gives 
an eigenvalue problem of the form 
1i ( 6u ) = Ai ( 6u ) 
6v 6v' 
( 4.72) 
where 1i and i are as in equation (4.6). 
We solve the above eigenvalue problem by expanding 6u, u, 6v and v in the 
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Figure 4.16: Bifurcation diagram for 'I/J- when h = 0.8 and 'Y = 0.5. The Sobolev norm 
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Figure 4.19: On the left we have the solution of equation (4.38) which when rescaled gives the 
limit that the double hump solution shown in Figure 4-17 tends to as c --} -00. On the right 
we have the solution of equation (4.37) which when rescaled gives the limit that the single hump 
solution shown in Figure 4.18 tends to as c -1 +00. The real part of'lj; is denoted by a solid line 
and the imaginary part by a dashed line in both plots. 
to one of finding the eigenvalues (>.) of a large (but finite) complex square matrix. 
We truncated the series to 300 Fourier modes on the interval [- 28, 28] . 
The continuation of the NLS soliton '¢+, for h = 0.8 and I = 0.5, is shown 
in Figure 4.1. Continuing '¢+ into the region c < 0 results in an immediate loss of 
stability since the zero background is unstable for c < O. The '¢(_+_) solution of 
the NLS equation (the top intersection with the c = a line in Figure 4.1) is found 
to be unstable in agreement with [55]. The instability of the '¢(_+_) solution is 
caused by a pair of degenerate real eigenvalues. Each of these two eigenvalues is 
associated with one of the lateral ,¢_ pulses of the '¢(_+_) solution. The instability 
of ,¢_ is caused by a single real eigenvalue which is greater than zero . When the 
solution branch crosses over into the c > 0, the two unstable real eigenvalues from 
the two lateral pulses become the only eigenvalues with positive real parts. At 
the next turning point they are joined by a third positive real eigenvalue. This 
third eigenvalue then crosses the imaginary axis at each successive turning point . 
The magnitude of the third eigenvalue's excursions from zero decrease as we move 
further along the branch . The solution remains unstable overall as a result of 
the positive real eigenvalues from the two lateral ,¢_ pulses . These results are 
in agreement with the adiabatic analysis since the solutions are unstable while 
Icl « 1. 
While continuing '¢+ into the region c > 0 the branch remains stable until 
the first turning point. A?;ain this is in agreement with the results of the adiabatic 
analysis. It then becomes unstable and alternates stability at each successive turn-
ing point as a single real eigenvalue moves back and forth across the imaginary 
axis. As the magnitude of the changes in c between successive turning points de-
creases, so do the changes in the magnitude of the eigenvalue responsible for the 
instabili ty. 










4.16. The solutions found by continuation in c from 'tf;- are all found to be unstable. 
This agrees with the adiabatic analysis of 'tf;_ . In addition, when 'tf;- is continued 
into the region c > a the instability of the solution branch results from a single 
(positive) real eigenvalue. This was expected since the instability of 'tf; - , itself, 
results from a single (positive) real eigenvalue as mentioned above . 
4.6 Existence region of the pulse-like solutions 
on the hc-plane 
As we mentioned in section 4.4.3, there is a certain discrepancy between the adia-
batic analysis and numerical continuation. Numerically, the 'tf;- soliton was found 
to be continuable all the way to c = +00 whereas the adiabatic approach predicted 
the existence of a turning point at c = 3C2, where the 'tf;- should have merged with 
the 'tP+ branch. As for the 'tf;+ solution, we found that it turns into a pulse with 
the double-humped imaginary part (and not into the 'tf;- branch as suggested by 
the adiabatic approximation.) In order to shed some light on the possible source 
of the discrepancy we performed the numerical continuation of the pulse 'tf;- in h, 
for several fixed values of c. Here, by the 'tf;- we mean the pulse solution which 
results from the continuation of the Schrodinger 'tf;- soliton to positive c, for some 
fixed large value of h (in our case for h = 0.8.) Having obtained this starting-point 
solution for several values of c, we then continued it in h, from h = 0.8 to smaller 
h. The stability of the arising solutions was examined by computing eigenvalues 
of the operator (4 .6) at sample values of h. 
In each case considered, the 'tf; - branch was found to turn into the 'tf;+ solution 
as h reached the threshold value her = herb, c). (That is, for h > her there are 
two branches of solutions whereas for h < her, there is none; see Fig.4.20(a)) . 
The entire 'tf;- branch is unstable; the single positive real eigenvalue moves to the 
negative semiaxis as the branch is continued past the turning point. Continuing 
the arising 'tf;+ branch to larger h, we reach another turning point at h = h2, where 
the '1/J+ solution transforms into a pulse with the double-humped imaginary part. 
The values her and h2 are shown in Fig.4.20(b), as functions of c (for the fixed 
'"'( = 0.5). As c --+ 00, the difference h2 - her decreases but remains nonzero. We 
verified this by computing her and h2 for equation (4.37) which pertains to c = 00. 
In the same plot we display the function c_ = 3c_(h, '"'() (see equation 4.51) which 
gives the adiabatic approximation to the curve her(c). Note that for small c, there 
is a good agreement between numerical and approximate values but as c grows, 
the two curves diverge. 
Continuing the '1/J+ branch past the second turning point, the solution adds 
another hump in thf middle of the pulse, turns back again, adds another one , and 
so on. (See Fig.4.20(a)). A long plateau developes in the middle of the pulse, 
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Figure 4.20 : (a) The Sobolev norm of the solitary wave solution as a function of the driving 
strength h. The solid and dushed lines indicate stable and unstable branches, respectively. (b) 
The pulse existence region on the (c, h)-plane. Two pulse solutions, 'Ij;+ and 'Ij;_, are born as h 
exceeds the value her ( c) depicted by the lower solid line. The upper solid curve gives the upper 
boundary of the 'Ij;+ -pulse's existence domain, h2 (c) . Also shown is the adiabatic approximation 
to the saddle-node bifurcation curve, c- = 3c_ from Eq.(4.51) (dashed line). 
points on the h-axis separate regions of stability from regions of instability, with the 
instability being caused by a single positive real eigenvalue (which moves through 
A = 0 at the turning points.) 
From figure 4.20(b) it is clear why the saddle-node bifurcation point where 
the 'l/J+ and 'l/J- solutions would merge, did not appear in Fig. 4.1 or Fig. 4.16. 
The reason is that Fig. 4.1 or Fig. 4.16 were plotted for a relatively large value of 
h (h = 0.8) whereas according to Fig. 4.20(b), a horisontal line h = const with 
h > 0.660 can have no intersections with the saddle-node curve hcr(c). (Here all 
the numbers are for l' = 0.5.) The same Fig. 4.20(b) explains what semed to be 
a discrepancy between the adiabatic analysis and the numerical continuation of 
the soliton 'l/J- in c. The numerical result that seemed to contradict the adiabatics 
was that for h = 0.8, 'l/J- could be continued without bounds. It is now obvious 
from Fig. 4.20(b) that the unbounded continuation is only possible for h greater 
than 0.660. Continuing the 'l/J- soliton to positive c for h smaller than 0.660, the 
branch turns back (already as the 'l/J+ pulse) after hitting the lower solid curve in 
Fig. 4.20(b). Therefore, the pattern arising for h close to l' actually is in qualitative 
agreement with the adiabatic analysis, which was expected to be valid precisely 
for small c or, equivalently, for small h - l' differences. 
4.7 Summary 
At the beginning of this chapter we introduced 'l/J+ and 'l/J-, two localised solutions 











to the damped-driven NLS equation we arrived at a parametrically driven CGLE: 
( l ic) 2 + 217P1I/J - (1 (4.73) 
which 1;;+ and L' are solutions when c = O. It was upon this equation that we 
our studies. 
In the first part of 1he preliminaries section we examined the three flat back-
ground solutions of (4.7.3), namely 7f' = ¢± and 1/) O. By linearising (4.73) 
about each of the flat bCickgrounds we were able to determine the parameter re-
wherein each of the backgrounds is stable and where decay to each of the flat 
backgrounds could occur. Given that h, , and c are positive, we concluded that: 
.~! = 0 is stable when h2 ::; 1 + ,2. 
• is unstable for all h, ~( and c. 
• is stable when ::;1+ and c;:::: c. 
can occur to '¢ () and ¢_ for all h, ~f and c. Decay can occur to when 
is stable and c > c _. In the later part of the preliminaries section we showed 
that could be continlH,d in c and we ended with a brief discussion of the c ~,} 00 
limit of (4.73). 
In the next section, 4.3, we moved on to perform an adiabatic analysis of '1/)+ 
and , valid when lei « 1. When c becomes non-zero, solutions of the same form 
as andI/J_, but with the constants A and () replaced by slowly varying functions 
of time, were assumed to A system of first order differential equations were 
found for A and (). A pair of stationary points of this system were located. These 
points yield approximate stationary solutions of the driven complex Ginzburg-
Lallday equation. The stationary points were found to exist when c ::; and 
either C ~ c+ or h2 1;:::: 0, provided that hand, are postive and the zero 
background solution is st able (i.e. h 2 < 1 + ,2). Next the stability of the two 
stationary points was analysed. Vie found that the stationary point (A+, 0+) is 
stable for all c > 0 and that (A_, ()_) is always unstable. 
The solutions 1/)+ and were t.hen continued in c numerically. The values of 
Ii and r were fixed equal t.o 0.8 and 0.5 respectively. For lei « 1 the results of the 
numerical continuation were found to agree with those of the adiabatic analysis. 
However, the adiabatic analysis predicted that the and branches should 
at c = c _ (h,) merging of the two branches was not observed. A more 
complete understanding of the relationship was obtained by continuing solutions 
from the¢_ towards smaller values of h. It was found that at h = her (c, I) the 7P-
branch turned at a saddle-node bifurcation and eventually reached the branch. 
maximum value of Jicr(C, 0.5) was found to be approximately 0.660. If h is 
greater than this maximum value, as we did in our earlier continuations, then 
and 7P- branches obtained by continuing in C do not merge. Instead, the 











becomes a brallch of neutrally stable bound fronts. The bound fronts are further 
analysed in chapter ·5. 
Returning 11m\' to t he continuation of in c: VVhen was continued into 
the region c < O. we fOllnd a branch of unstable solutions. After turning back 
towards the c = 0 axis, the solutions on the branch became triple-humped and 
at c 0 we found a previously known stationary solution of the damped-driven 
)JLS equation, . The branch then crossed over into the c > 0 region, where 
humps were added to the center of the solution at each of a series of turning points. 
Eventually; only a large single composite hump and the two lateral humps present 
III +~) remained. Continuing into the region c > 0 we found a branch of 
solutions that was initially stable. Stability was lost when the branch turned back 
towards the c - 0 axis. At this point the solutions also became double-humped. 
As on the branch found by continuing into the c > 0 region, this branch 
then passed through a series of turning points at each of which a hump was added 
to the centre of the solution. After passing through many turning points we were 
left with a single composite pulse. In this case, no lateral humps were present. 
All solutions obtaiIled through the continuation of were found to be un-
stable. Continuing inro the region c < 0 resulted in the splitting of the single 
hump of and the formation of a double-humped solution. :\floving further along 
this branch, the double-humped solution simply broadened as c was decreased. 
Continuing 1/J- towards p')stive c resulted only in the broadening of the pulse. The 












Front-like solutions to the driven 
Ginzburg-Landau equation 
5.1 A new kink solution of the undamped driven 
NLS equation 
The driven undamped NLS equation has the form 
(5.1) 
A similar equation was srudied in [56J and [57J but with a minus sign in front of 
the nonlinearity and without the factor of i in front of the time derivative. If we 
look for stationary solutions the factor of i in front of the time derivative will not 
affect the results. \Ve therefore try an ansatz similar to a stationary solution given 
in [56] and [57]: 
I' A tanh + iB sech (kx) , (5.2) 
where A, Band k are constants. Splitting the NLS equation into its real and 
imaginary parts withlj)u + 'LV we obtain the equations 
U,'X + 2 u + V u - 11, ( 2 2) hu, 
-hv. (5.3) 
By substituting the ansat;: (5.2) into (5.;)) and then using the equality tanh 2(kx) 
1 - sech 2 (kx) to eliminatt; tanh2 (kx) we get the two equations 
( o 
0, (5.4) 
which must be satisfied fo· all:r. Thus the coefficients of sech2(b:) and secho(kx) in 











to zero yields a system of' 3 algebraic equations, 
+ B~: = 0, 2A 2 1 = hand + 2.42 - 1 = h, 
for A, Band k. Solving this system of equations we find 
~(h+l), B2 t(I-3h) and k 2 --2h. 
(5.5) 
(5.6) 
Since J-I2, B2 and k2 must all be positive, the solutions (5.6) only exist when 
-1 :s h :s O. However, switching the real and imaginary parts of the ansatz (5.2) 
has the same effect as changing the sign of h in (5.1). If we do both simultaneously, 
effectively the~ign of h twice, then the equation (5.1) is left invariant 
and we have a new solution 
'I.' - Asech(k:r:)+iBtanh(kx). (5.7) 
with 
A2 ~ (1 + 3h) 
B2 1 2" (1 - h) 
k2 2h , (5.8) 
which exists when 0 :s h :s 1. 
This solution may be incorporated into the scheme of [58] since u and v 
satisfy u 2 + C1 + C2 ,J,2. It was missed in [58] since the possibility of including 
a constant term CIon the right-hand side was not considered. 
5.2 Noncontinuability of the kink to nonzero "'( 
(for c 0) 
\\'e have found a new kink solution for the driven NL8 equation and we now wish 
to determine if this solution can be continued to the damped b 1= 0) driven NLS 
equation (c will be fixed tq ual to 0 at this stage). In order to do so \ve expand the 
field 1/) in powers of " 
(5.9) 
and substitute this expression into the damped driven NLS equation, 
(5.10) 
Eqllating coefficients of powers of I gives an equation for each power of Af. The 
equation for A(O terms l'eqllires that 1/)0 be a solution of the driven nonlinear 8chro-
clinger equation. By deco:nposing and <bl as 











t he equation for the 1 t(:rms becomes 
(5.12) 
where L Hlc=o;y=o and H is the operator obtained by linearising the CGLE 
about Wo and is given in (4.6). 
Fredholm's alternative states that equation (5.12) has bounded solutions if 
and only if the right-hand side is orthogonal to the kernel of Lt. Since L is a real 
symmetric differential operator, we have L Lt. L has the null eigenvector 
dlle to the translational symmetry of the damped driven NLS equation. 
Thus we arrive at the continuability condition 
i: ( V1l x 'uvx ) d:r o. (5.13) 
Evaluating this condition for the kink solution 'l/J = Asech (kx)+iB tanh (kx) 
\ve find 
i: [- ABk sech(b:)tanh2 (kx) 






So the kink solution is not continuable unless one or more of A, Band k is zero. 
5.3 Continuation of the kink in the parameters c 
and! simultaneously 
5.3.1 Continuability condition 
Having discovered that the new kink solution cannot be continued in ~( we now 
\yish to determine if the kink solution can be continued simultaneously in both c 
and ~f by picking' a suitable curve in the (c, I)-plane along which to continue. VVe 
attempt to continue in a single parameter (' which parameterises the line along 












We expand the fieldcjJ in powers of E, 
?j)= + ... , .19) 
and substitute this expression into the Ginzburg-Landau equation, 
(1 (5.20) 
Equa.ting coefficients of powers of E 
eqllatioll for terms requires that 
gives an equation for each power of E. The 
be a solution of the driven :.ILS equation. 
By deeomposinglJ)o and as 
(5.21) 
the equation for the El terms becomes 
(5.22) 
where L = 1i c=o --v =0 and 1i is the operator obtained by linearising the CGLE 
about and is gi~en in: 4.6). 
Fredholm's alternative states that equation (5.22) has bounded solutions if 
and only if the right-hand side is orthogonal to the kernel of Lt. Since L is a 
real symmetric differentia I operator, we have L Lt. The problem then becomes 
finding the kernel of L. Every zero mode of the driven NLS equation generates an 
clement of the kernel of L The driven NLS has only one known zero mode, namely 
translation in :r;. The translational zero mode generates the kernel element 
( ~; ) . (5.23) 
Demanding that the right-hand side of (5.22) be orthogonal to the kernel of Lt 
leads to the continuabilit:v condition 







Here k is given by (5.6) fo" the kink solution (5.2) and by (5.8) for the kink solution 
(;"J. . Using the relaticmship sech2(kx) = 1 tanh2(kx) and integrating by parts 

















Substituting (5.26) into the continuability condition (5.25) gives 
[I 
the kink solution (5.2) and 









Thus we expect to be able to continue the new kink solution (5.2) along a 
curve in the (c, ~()-plane which has a tangent with slope h at the origin and the 
solution (5.7) along a curve with slope (-h) at the origin. Since k2 is positive, 
bot h curves will have a tangent with negative slope at the origin and continuation 
\Nill only be possible to a region where the signs of c and I differ. So one of c or 
will be negative. In the parameter region c < 0 or I < 0 the zero background 
solution is unstable. It is, however, possible that the branch of solutions will turn 
back towards positive c and I at some stage. The numerical continuation of the 
kink solution (5.7) in the parameters c and I is presented in section 5.4. 
5.3.2 Asymptotic analysis of the first order perturbations 
'We now wish to study thf~ behaviour of the first order perturbations = HI + 'iVl 
as .r --t ±oc so that \ve can compare the behaviour with that seen in the numerical 
continuation of the kink solution. \Ve will show that the solution is oscillatory as 
.r -t ±oo. 
The equation satisfied by the first order perturbations is (5.22). The solution 
which we are continuing is (5.7). Taking the limit of (5.22) as x -t we obtain 
the equation 
(5.29) 
Here B is given by B2 t (1 - h) (see equation (5.8)) and the sign in front of 
B on the right hand side depends on whether we are looking at the behaviour as 
:r -t 00 (the - sign) or a-; x -t -(0) the + sign. The functions and are 
the asymptotic limits, as r -0- , of Hi and Vi respectively. 'We will choose B to 
be the positive square root of t (1 - h) as this is the value of B to be used in the 
numerical continuation the kink solution. 
Substituting the B 1 into .29) we get the equations 











\vhich are two linear, uncoupled differential equations with constant coefficients 
and have the general solu tions 
-V2hx + ) e+V2hx 
V2(h-l).x (5.31) 
Here 1 and are all complex constants. The condition that lIi±) 
and v;±J be real imposes t he constraints that a~±) and be real and that ,ei±) = 
Since h 2: 0, both exponents in the general solution for are real. Thus, in 
order for III to be bounded as x -+ we must have ak+) = 0 and a~-) = O. This 
means that 'Ul decays exponentially to a constant (the first term in the expression 
for ui+)) as x -+ 00 and to minus the same constant as x -+ -00. The perturbation 
to the real part of the sol u tion (5.7) is Wl- Since ~fl is defined by I = Crl + + ... , 
the limit as .7.: -+ ±oo of the perturbation added to the real part of (5.7) will be 
,( ;~ F h) - i' 2~) 
to first order in t. 
Since h :::; 1 both exponents in the general solution for 
Thns Vl becomes oscillatory as x -+ 
(5.32) 
are imaginary. 
5.4 Results of the numerical continuation of the 
kink in c and r 
The AUT097 software package [6J was used to continue the kink solution in c and 
f simultaneously. The value of the parameter h was fixed at h = 0.8. Initially c 
alld r were both zero. Thl~ x-interval used for the continuation of the solution was 
l-!OJ. The boundary conditions imposed were that vJx( 40) (40) = O. 
The bifurcation dia:~ram for the continuation is shown in Figure 5. L The 
solution branch forms a closed loop. The initial kink solution for C r - 0 is 
shown in Figure 5.2. 
Continuing towards positive c the imaginary part of the solution develops 
ripples, resulting in a killk over an oscillatory background, as predicted by the 
asymptotic analysis in the previolls section. See Figure 5.3. The change in the 
asymptotic value of the real part of the solution that is predicted by the asymptotic 
analysis, is not yet visiblP in Figure 5.3. To first order in E, equation (5.32) gives 
the perturbatioll of the real part about zero to be ±O.006957 as x-+ ±oo, which 
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Figure 5.1: Bifurcation diagram for the kink solution when h = 0.8. Th e norm 11"p112 = 
J~oo l"pxl 2 dx is plotted against c (the filtering parameter) . Graphs of the solutions at 
points 1-8 are shown on the pages which follow. 
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Figure 5.2: Solution at point 1 in Figure 5.1. Here c = 0, 'Y = 0 and II 'tPll = 0.01582. 
Continuing further along the branch we cross the c = 0 axis at solution 3 
which is shown in Figure 5.4. , has also returned to zero. Solution 3 is related to 
solution 7 by the discrete symmetry transformation '1/J ~ -'1/J. 
At solution 4 the size of the perturbation of the real part of the solution has 
grown large enough to be visible in Figure 5.5. The asymptotic analysis predicts 
that the real part of the solution will tend to =j=O .0154 as x ~ ±oo (to first order in 
E). The oscillations in the imaginary part of the solution have grown considerably. 
At solution 5, c and , are again zero. The perturbation to the real part of 
the solution has decreased to zero as expected from our analysis. Moving along 
the solution bra nch to solution 6 the perturbation to the real part grows again . 
Hovvever, it is now the limit x ~ -00 which is negative and the limit x ~ 00 
which is positive due to the change of sign of ,. As mentioned previously, solution 
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Figure 5.3: Solution at point 2 in Figure 5.1. Here c = 0.0200, 'Y 
111/;11 = 0.01617. 
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Figure 5.4: Solution at point 3 in Figure 5.1. Here c = 0, 'Y = 0 and II~II = 0.01639. 
past solution 8 (see Figure 5.9) the magnitude of the oscillations in the imaginary 
part of the solution decreases until it becomes zero once we return to solution l. 
Figure 5.10 shows a plot of, against c obtained from the simultaneous con-
tinuation in c and f. From the continuability condition (5.28) we expect that for 
small c and 'Y this plot will give a straight line through the point c = 0, 'Y = 0 with 
slope - ~ . This is, indeed , the case. The central portion of the line looks thicker 
due to the overlaying of the (c, ,) points from the smaller loop in the bifurcation 
diagram, Figure 5.1, upon the points from the larger loop. 
uo,-- --- - - ------, 
I 
\'--- ----1 
~o J.! -J4 -16 - S 0 
X 
0) 
0. ' ~ 
I 
-"0 - 11 -N -16 .j 0 
X 
Figure 5.5: Solution at point 4 in Figure 5.1 . Here c = -0.0800, 'Y = 0.0629 and 
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Figure 5.7: Solution at point 6 in Figure 5.1. Here c = 0.0800, I 
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Figure 5.8: Solution at point 7 in Figure 5.1. Here c = 0, 1=0 and I 1'IjI1 I = 0.01628. 
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Figure 5.9: Solution at point 8 in Figure 5.1. Here c = -0.0200, I = 0.0160 and 
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5.5 Continuation of the kink to non-zero velocity 
(for r = C -== 0) 
We also wish to determinp. if the kink solution we have obtained can be continued to 
a solution travelling with non-zero velocity. Starting from the driven Schrodinger 
equation 
(5 .33) 
we find that a solution, ?/J(~), which depends only on ~ = x+ Vt obeys the equation 
(5.34) 
If we assume that V is small we may expand ?/J in powers of V, 
(5.35 ) 
and substitute this expansion into (5.34). Equating coefficients of powers of V 
gives an equation for each power of V. The equation for the VO terms requires 
that ?/Jo be a solution to (5 .34) when V = O. (This is true for the kink solution.) 
The equation for the Vi terms is 
(5.36) 
By decomposing ?/Jo and ?/JI into their real and imaginary parts, 
?/Jo = u + iv (5.37) 
the equation for the Vi terms, (5.36), may be written as 
(5.38) 
where L = H Ic=o,r=o and H is the operator obtained by linearising the CGLE 
about ?/Jo and is given in (4 .6). A slight modification has to be made to L, namely 
that all occurences of x should be replaced wi th ~. 
Fredholm's alternative states that equation (5.38) has bounded solutions if 
and only if the right-hand side is orthogonal to the kernel of Lt . Since L is a 
real symmetric differential operator, L is self-adjoint . The problem then becomes 
finding the kernel of L. Every zero mode of the driven NLS equation generates an 
element of the kernel of L. The only known zero mode is translation in ( The 
translational zero mode generates the kernel element 











Demanding that the right-hand side of (5 .38) be orthogonal to the kernel of Lt 
leads to a continuability condition, 
i: (u(v~ - v(u~) dx = 0 , 
which is identically satisfied. 
(5.40) 
We conclude that any stationary solution of the driven NLS equation (in-
cluding the kink solution we have obtained) may be continued in the velocity, V , 
to a uniformly translating solution of the same equation. The only proviso is that 
thtc translational zero mode should be the only zero mode of the solution. If there 
are other zero modes then the vector on the right hand side of equation (5 .38) will 
have to be orthogonal to those modes too. 
5.6 Results of the numeric continuation of the 
kink to non-zero velocity 
In section 5.5 we determined that the kink solution was continuable in the velocity, 
V. We thus proceeded to continue the kink (in V) using the AUT097 software 
package [6]. This will allow us to compare the continuation of our kink solution to 
the continuations performed in [7J which also continued solutions of the undamped 
driven NLS equation in the parameter V. The value of h was fixed equal to 0.8. 
e and, were fixed equal to zero. The x-interval used for the continuation was 
[-40,40]. The boundary conditions imposed were 7/Jx( 40) = 7/Jx( -40) = O. 
The bifurcation diagram for the continuation is shown in Figure 5.11 and the 
kink solution from which we start the continuation, in Figure 5.12. 
As we increase V, the imaginary part of the background solutions, on both 
the left- and right-hand side of the kink, become oscillatory in space (as can be 
seen in Figures 5.13 and 5.14) . The flat backgrounds on either side of the kink 
have become travelling waves which move with the same velocity as the kink itself. 
The solution in Figure 0.14 is close to a turning point in the solution branch. 
As the solution branch passes back across the V = 0 axis we reach the almost 
stationary solu tion shown in Figure 5.15. This solution may be considered a kink 
connecting two almost stationary wave trains . 
~Ioving further along the solution branch the magnitude of the travelling 
waves increases, as may be seen in Figures 5.16 and 5.17, and the peaks and 
troughs of the travelling waves cease to be symmetric. By the time we reach 
the solution shown in Figure 5.18 the travelling waves have become a series of 
pulses . Since these pulses contribute only to the imaginary part of the solution , 
they appear to be '1/;_ pulses. The height of the pulses, which is approximately that 
of a 7/J- pulse, confirms this hypothesis. (The height of a 7/J- pulse is approximately 
0.447 when h = 0.8 and 'Y = 0.) To the right of the kink we have +7/J- pulses. On 
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Figure 5.11 : Bifurcation diagram for the kink solution when h = 0.8. Th e derivative 
norm 11 't/J 112 = r~oo l't/Jx l2 dx is plotted against V (the velocity). Graphs of the solutions at 
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Figure 5.12: Solution at point 1 in Figure 5.11. Here V = 0.00 and 11't/J11 = 0.0158. 
Continuing further we find the amplitude of the kink in the imaginary part 
of the solution diminishing. The solution in Figure 5.19 has only a small kink 
between the two pulses and is qualitatively similar to the complex of two twist 
solu tions shown in Figure 5(b) of [7] . 
In [7] it is conjectured that this complex, which becomes the solution shown 
in Figure 5.20 as V ---7 0, exists right up to V = O. However , the authors of [7] 
encounter the same problem we do here: The separation distance between the two 
pulses in the imaginary part of the solution goes to infinity as V ---7 0 and the 
solution cannot be continued all the way to V = 0 without extending at least one 
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Figure 5.13: Solution at point 2 in Figure 5.11. Here V = 0.0306 and II?/JII = 0.0161. 
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Figure 0 .14: Solution at point 3 in Figure 5.11. Here V = 0.0800 and II?/JII = 0.0165 . 
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Figure 5.15: Solution at point 4 in Figure 5.11. Here V = -0.0001 and II?/JII = 0.0167 . 
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Figure 5.18: Solution at point 7 in Figure 5.11. Here V = 0.139 and 1111'11 = 0.0168. 
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Figure 5.19: Solution at point 8 in Figure 5.11. Here V = -0.0375 and 1111'11 = 0.0164. 
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5.7 Results of the numerical continuation in c 
and 1 of the broad multihumped solution 
The broad multihumped solution shown in Figure 4.15, which was obtained numer-
ically through the continuation of the 'I/J+ solution of the NLS equation, appears to 
be a bound pair of fronts , interpolating between the zero background solution and 
the flat solu tion ¢-r. In order to examine these fronts more closely we isolated the 
right hand front and attempted to continue it separately. The flat regions on either 
side of the isol a ted front were then extended by adding sections of the appropriate 
flat background. 
The AUT097 software package [6J was used to continue the right-hand front 
solution in c and 'Y simultaneously. The parameter h was fixed at h = 0.8. Initially 
c was 0.541 and 'Y was 0.5. The x interval over which the solution was sought was 
[-40, 80J . At the left-hand boundary we imposed the condition 'l/Jx = 0 while on 
the right we imposed the condition 'I/J = O. We could not fix the value of'I/J at the 
left-hand boundary since the value of the non-zero flat background, 'I/J+, changes 
with T The norm used was the integral of (1'l/J12 + l'l/JxI 2 ) over the interval [-40, 80J. 
Although this norm diverges as the left-hand boundary of the interval tends to 
negative infinity, it poses no problems numerically since our interval has a fixed 
finite size and allows easier comparison with the Sobolev norm used in chapter 4. 
The bifurcation diagram obtained through the continuation is shown in Fig-
ure 5.21. An enlargement of the section where c < 0.6 is shown in Figure 5.22. 
Since we are continuing in 'Y and c simultanteously, a graph of'Y against c obtained 
during the continuation is shown in Figure 5.23. An enlargement corresponding to 
that in Figure 5.22 is shown in Figure 5.24. 
Near c = 0.323 the norm has a maximum . For c > 0.323 the solution norm 
decreases uniformly as we move along the solution branch away from the maximum. 
While the norm is decreasing, the value of'Y is increasing. The effects of increasing 
c are clearly visible in Figures 5.25-5.30: the greater the spectral filtering, the 
smoother the front's decay to <P+. For large c one can notice the broadening of the 
solution profile which we expect from our analysis of the c --+ 00 limit. Compare, 
for example, the profiles of the solutions at point 3 (see Figure 5.27) and point 6 
(see Figure 5.30). 
Decay to the zero flat background is possible for all positive h, 'Y and c but 
we know from our discussion of the flat backgrounds in chapter 4 that decay to ¢+ 
is only possible when c > c. For this reason we have superimposed a plot of c_ 
against'Y (for h = 0.8) on the graph in Figure 5.24. When the solution branch lies 
to the right of the c graph, decay to <P+ is possible (and <P+ is stable). vVhen the 
solution branch lies to thE' left of the c graph, decay to ¢+ cannot occur (and ¢+ 
is unstable). At the point where the solution branch and the graph of c cross, 
the rate of decay to ¢+ is zero . 
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Figure 5.21: Bifurcation diagram for the front solution when h = 0.8. 
11'ljJ112 = J~~o (1'ljJ12 + l'ljJxI 2 ) dx is plotted against c (the filtering parameter). 
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Figure 5.22: Enlargement olthe bifurcation diagram, for the front solution when h = 0.8, 
showing the region c < 0.6 . The norm 1I'lfJ1I 2 = J~~o (1'ljJ12 + l'lfJxI2) dx is plotted against c 
(the filtering parameter) . Graphs of the solutions at points 7-11 are shown on the pages 

















































Figure 5.23: Plot of'Y against c obtained during the continuation of the front solution 
when h = 0.8. An enlargement of the region c < 0.6 is shown in Figure 5.24 below. Points 
1-6 are the same as in the bifurcation diagram, Figure 5.21. Graphs of the solutions at 










0.0 0.1 0.2 0.3 
C 
0.4 0.5 0.6 
Figure 5.24: Enlargement of the plot of'Y against c obtained during the continuation of 
the front solution, showing the region c < 0.6. The grey line is a graph of'Y against c_. 
The point at which the two graphs cross is the point where decay rate to the flat background 
¢+ becomes zero . Points 7-11 are the same as in the enlargement of bifurcation diagram, 
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Figure 5.26: Solution at point 2 in Figure 5.21 . Here c = 1.51, -y = 0.623 and I 1'!jI1 I = 0.623. 
where c < 0.323 we approach the c_ curve in Figure 5.24 . Indeed, the solution at 
point 7 (shown in Figure 5.31) decays only slowly to ¢+ . At point 8 the solution 
branch has just crossed the c curve and we can see in Figure 5.32 that the front no 
longer decays to ¢+ . The solution at point 8 is a front which interpolates between 
an oscillatory background on the left and the zero background on the right . As we 
move further into the c < 0.323 region, the solution branch passes through a series 
of sharp turning points. Similar sharp turns may be seen in the graph of'Y against 
c. While moving along the solution branch the magnitude of the oscillations in the 
background to the left of the front fluctuates. This fluctuation is more pronounced 
in the imaginary part of the solution . See Figures 5.33-5 .35. Numerical boundary 
effects due to the constraint ?j;x = 0 which is imposed at the left-hand side of the 
interval may be seen in these three figures. However, the effects ciisappear from 
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Figure 5.27: Solution at point J in Figure 5.21. Here c = 3.51, 'Y = 0.650 and 111/!11 = 0.617 . 
x x 
Figure 5.28: Solution at point 4 in Fig1tre 5.21. Here c = 6.01, 'Y = 0.657 and 111/!11 = 0.615. 
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Figure 5.29: Solution at point 5 in Figure 5.21. Here c = 8.01, 'Y = 0.660 and 11'l/J1I = 0.615. 
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Figure 5.31: Solution at point 'l in Figure 5.22. Here c = 0.318, ., = 0.357 and II '¢ II = 0.662. 
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Figure 5.32: Solution at point 8 in Figure 5.22. Here c = 0.290, ., = 0.297 and II'¢II = 0.637. 
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Figure 5.33: Solution at point 9 in Figure 5.22. Here c = 0.263,., = -0.016 and II'¢II = 0.585. 
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Figure 5.35: Solution at point 11 in Figure 5.22. Here c = 0.200, I = 0.040 and 117jl11 = 0.574. 
5.8 Stability analysis of the numerically obtained 
front solutions 
We numerically tested the stability of the front solutions obtained by continua-
tion in section 5.7 . As in section 4.5 we tested the stability by adding a small 
perturbation of the form 
,5'ljJ(x, t) = [6u(x) + i6v(x)] eAt, (5.41) 
to a given solution 'ljJs and linearising the CGLE in 6'ljJ to obtain an eigenvalue 
problem of the form 
1{ ( <5u ) = AJ ( au ) 
6v 6v' 
(5.42) 
where 1{ and J are as in equation (4.6). 
In order to solve the eigenvalue problem numerically we expanded 6u, u, 6v 
in the Fourier series on the interval [-40,80] and truncated the series to a finite 
number of terms to convert the problem to one of finding the eigenvalues, A, of 
a complex square matrix . The number of Fourier coefficients to which the series 
was truncated varied from 200 to 300 and was chosen to ensure that the numerical 
value obtained for the zero eigenvalue resulting from the translational invariance 
of the complex Ginzburg-Landau equation had a magnitude of less than 10-3 . 
As mentioned previously, the graph of I against c_ shown in Figure 5.24 
divides the numerically obtained solution branch, found during the continuation, 
into tvvo halves. vVhen c > c, that is to the right of the graph of I against c, 
the decay rate to the flat background ¢+ is positive (so decay to ¢+ is possible) 
and ¢+ is stable. When c < c, that is to the left of the graph of I against c_, 
decay to ¢+ is not possible and ¢+ is unstable. Note that although ¢+ is unstable 
when c < c_, this does not allow us to predict that the front will be unstable when 
c < c because in this region the front decays (on the left) to a oscillatory solution 
and not the flat background ¢+. 
Despite the fact that for c < c the front decays to an oscillatory background 
and not ¢+, the stability of the numerically obtained fronts presents a similar (but 











For large c the numerically obtained fronts are found to be stable and the 
eigenvalue with largest real part (excluding the zero eigenvalue due to the transla-
tional invariance) is the eigenvalue from the continous spectrum of 9+ with k O. 
The real part of this eigenvalue is less than zero for c > c and may its value may 
be calculated for given c, ! and h using equation (4.7). 
As we approach the maximum of the norm just to the right of point 7 in 
Figure 5.22 the continuous spectrum of ceases to supply the eigenvalue with 
largest real part. As the maximum is passed the numerically obtained fronts be-
come unstable as a single real eigenvalue crosses the imaginary axis. This real 
eigenvalue is not part of the spectrum of rP-,- since rP+ is still stable. Neither is it 
part of the spectrum of the zero background since that is also stable. It seems 
most likely that the instability results from t.he oscillations about rP+. The fronts 
remain unstable for the r<~st of the solution branch. 
It is worthwhile noting that for some of the front solutions found we have 
~( O. Because, in our anaJysis of the stability of the fiat backgrounds in chapter 4, 
\ve assumed that! 0, we must now extend that stability analysis to the case 
where! < O. In will only be necessary to extend the stability analysis for the ¢ - 0 
fiat background. It can b,;en seen from equations (4.7) and (4.8) that when ~f < 0 
and h2 < 1, ¢ 0 is unstable against perturba.tions with k = O. So, for the regions 
of the continuation where ! < 0 we have an instability in the flat background 
forming the right asymptote of the front solutions. Thus we expect the fronts in 
this region to be unstable and this is, indeed, the result obtained via the numerical 
stability ana.lysis. 
5.9 Summary 
At the beginning of Chapter 5 we found an analytic kink solution to the driven un-
clamped NLS equa.tion. v\'e then showed this kink solution could not be continued 
in the parameters ~( or c separately, but only in both simultaneously. For small 
non-zero c and r it was d,~termined that a plot of! against c should have a slope 
of k. An asymptotic analysis of the behaviour of the first-order perturbations 
which would arise in sucll a continuation was performed. It was found that the 
real part of the perturbation would tend to a constant as x -t 00 and minus the 
same constant as -~ -cx) and that the imaginary part of the perturbation would 
become oscillatory as x -t ±oo. Consequently, the front would become a localised 
solution on a stationary oscillatory background, rather than on a fiat background, 
as soon as c and ! were made non-zero. A numerical continuation of the kink to 
nonzero c and! was performed with h = 0.8. The resulting solution branch formed 
a closed loop and a plot of ~( against c did, indeed, have a slope of k. The fronts 
obtained vvere Oye1 oscilla tory backgrounds, as expected. 
In section 5.;) we cll~termined that the kink solution is also continuable to 











to non-zero velocity was performed in section 5.6. Other solutions to the driven-
undamped NLS equatioll were continued to solutions with non-zero velocity in 
[7]. Continuing the kink solution to non-zero velocity gave a branch of solutions 
which were initially kinks over oscillatory backgrounds, similar to those seen in the 
continuation to non-zero c and ~f. However, after the background oscillations have 
become sufficiently large, a series of pulses were formed. The pulses in this series 
were identified as moving pulses as they contributed only to the imaginary part 
of the solution allel had it height similar to that of a 1/J~ pulse. Near the end of 
tlte solution branch we encountered an almost stationary complex of two pulses on 
either side of small kink which is qualitatively similar to a complex of two twist 
solitons reported in [7]. However, as in [7], we fail to continue this complex to a 
stationary solution as the separation between the two pulses grows rapidly as the 
velocity tends to zero. 
At the end of Chapter 5 we isolated one of the fronts making up the com-
posite pulse found in during the continuation of 1/J+ in Chapter 4 and continued 
it in c and r simultaneously. The stability of these continued fronts was then 
analysed. The value of II was fixed equal to 0.8 and initially c was 0.541 and r 
was 0.5. Continuing towards larger c we found that the oscillations in the front 
about the non-zero flat background were damped out as c was increased. Contin-
uing away from c 0.541 to smaller c the magnitude of the oscillations increases 
until c becomes than a critical value, c~, for which decay to the non-zero 
flat background lmpossible. For c smaller than c the front becomes one 
which connects an oscillatory background to the zero background. The fronts con-
necting the non-zero flat background to the zero background are all found to be 
stable, except for some fronts close to the point where decay to the non-zero flat 
background becomes impossible. The fronts over the oscillatory background were 












The focus of this thesis was the obtaining of localised solutions of the parametrically 
driven CGLE through tht' continuation of known solutions from its parametrically-
driven damped NLS limit and the examination of the stability of the obtained 
solutions. 
After introducing and motivating our approach in the early part of the thesis 
we looked at two applications of the driven CGLE, namely optical parametric 
oscillators and ferromagnets. Optical parametric oscillators are an active topic 
of both theoretical and experimental research and have a number of important 
applications. Ferromagncts, although less of an active research topic, have been 
extensively studied and have important applications. The introduction then went 
on to briefly cover a series of theoretical topics all related to our work. The first of 
these topics was a comparison of the variational limits of the driven and undriven 
CGLEs. vVe saw that while localised stationary kinks and pulses are common in 
the variational limit of the driven CGLE they occur only for special values of the 
parameters of the undrivtn CGLE. Travelling fronts are, however, common in both 
cases. The second topic ",as the spatial forcing of a periodic pattern which adds an 
additional term, similar to that introduced by parametric driving, to the CGLE. 
The third topic was two interesting known solutions of the undriven CGLE. The 
t\VO solutions were a composite pulse (consisting of two fronts bound to either side 
of a source of plane waves) and a moving pulse (consisting of a front bound to a non-
composite pulse). They were introduced because they have a number of features 
in common with the composite pulse we obtained during our continuation of the 
soliton in chapter 4. \Ne concluded that our composite pulse consisted of two 
bound fronts after further examination of the solution at the end of chapter 5. The 
fillal topic in the series was a kno'wn analytic solution of the damped-undriven NLS 
eqllation. This known sollltion is a possible starting point for further continuations 
which might extelld our study of the NLS limit of the driven and undriven CGLEs. 
For the duration of chapter 2 we turned our attention to the Faraday reso-
nance experirnent. . .\ brief description of the experimental setup and the history of 
the experiment was followed by a derivation of the equations governing the surface 
of the periodically driven fluid. Starting from Euler's equation for an incompress-
ible fluid with neglibile velocity \ve derived the necessary equations for the fluid 











and the boundary condit ions discussed. The last section of chapter 2 was spent 
discussing the linearised equations. The linear partial differential equations ob-
tamed earlier were recluc(~d to a Floquet problem and the long time behaviour of 
its solutions was found to depend only on the eigenvalues of a constant matrix. 
\Ve next turned to look, in chapter 3, at the manner in which the driven 
and undriven complex Ginzburg-Landay equations arise as amplitude equations 
for the excited modes of a nonlinear system near a Hopf bifurcation of a solution 
of that system. \Vhen dealing with the undriven system we made use of the 
svmmetries of the system to motivate the construction of amplitude equation. The 
important syrnmetries were the translations of the space and time variables. The 
amplitude of the excited modes was also allowed to vary slowly in space, which 
introduced spatial derivat ives into the amplitude equation. In the examination of 
the driven system we saw that a different set of symmetries resulted in a modified 
amplitude equation. The symmetry broken by the parametric driving is that of 
time translation. Instead of this broken symmetry, the system now has a discrete 
symmetry - time periodicity. The dimension of the critical subspace (the number 
of excited modes) at the Hopf bifurcation is important. The Hopf bifurcation has 
two linearly independent t'xcited modes which allows additional dynamics to enter 
the amplitude equation. In the case of the saddle node bifurcation, at which only 
one mode becomes critical, the amplitude equation is the same whether the system 
is periodically forced or n,)L 
In Chapter 4 ~we showed that the known pulse solutions to the driven damped 
NLS equation, 1./J+ and 1./J- , found in [52] could be continued to the driven CGLE 
and performed this continuation by varying the filtering parameter, e. In order 
to better understand the results of this numerical continuation, we performed an 
adiabatic analysis of the '1,)+ and 1/J- solutions (valid when lei « 1) and examined 
the stability of the flat background solutions of the driven CGLE. \Ne also found 
the parameter regions where decay to each of the flat backgrounds is possible. 
Only in these regions can localised solutions exist on the flat backgrounds. The 
results of the adiabatic analysis showed that the solutions obtained through the 
continuation of should be stable when e > 0, at least for small e. In addition, the 
adiabatic analysis predict!~d that, for small c, the continuation of would yield 
ollly unstable solutions. These predictions agreed with the numerical results. 
lIlunerical continuation of ¢'-'c obtained the previously known triple pulse solution 
found (also numerically) in [55] and gave rise to an interesting composite pulse 
solution similar to those found in [36]. Continuing towards negative c yielded 
a branch of unstable solutions which turned back towards the e 0 axis. At this 
tllming point the solution~ became triple-humped and began to resemble the triple 
pulse ). Upon reaching c = 0 the solution1j;(_+_) was obtained. Continuing 
this branch across into the c > 0 region did not result in the solutions 
stability but a series of turning points each added a hump to the center of the 











011 each side. continuation of towards positive c gave a branch of solution 
which were stable until t he branch turned back towards the c 0 axis. At this 
turning point the solutions became double-humped. 'Without reaching the c 0 
the branch then pasfed through a series of turning points. As "vith the earlier 
branch (obtained by con! inuing _) towards postive c), each of these turning 
points contributed an additional hump to the centre of the pulse, resulting in the 
formation of a composite hump, similar that obtained on the earlier branch, but 
v;;ithout the lateral humps. The stability of this new composite pulse without 
lateral humps was found to alternate at each of the turning points as the result of 
a single real eigenvalue repeatedly crossing the imaginary axis. The continuation 
of showed the broadE'ning of the pulse solution as c was increased from zero 
and the splitting of the pulse into a double-humped solution was c was decreased. 
Decreasing c further resulted in the broadening of the double-humped solution. 
This broadening of the sol u tion was expected from our earlier analysis of the large c 
limit of the driven CGLE. No turning points were found and the solutions remained 
unstable all the way along the solution branch. 
The adiabatic anal~'sis of the and solution branches for small chad 
suggested that they should merge in a saddle-node bifurcation for finite c. Although 
the adiabatic analysis was not expected to accurately predict even such qualitative 
behaviour for non-small c, we were nevertheless puzzled by the discrepancy. The 
adiabatic analysis did predict that for h close to I the 1/;- and branches would 
merge when c « l. By continuing solutions from the 1/;- branch towards smaller h, 
the saddle-node bifurcation point was located and continuing further (now towards 
larger h) the1jJ+ branch was re-obtained. The critical value of h at which the 
bifurcation occurs, hcr ( C, )') was found to drop below the value predicted by the 
adiabatic analysis as c was increased. Our original continuations in c (with h = 0.8 
and ~( 0.5) did not encountered this bifurcation since for), = 0.5, the maximum 
value of her is approximately 0.660. 
In Chapter 5, the final chapter, we studied fronts. At the beginning of the 
chapter we introduced an analytic kink solution of the driven undamped NLS 
equation. This kink could not be continued in cor)' separately, but was continued 
mto the two simultaneously. The continuation of the kink in c and, gave rise to 
kink solutions of the driven CGLE which connected oscillatory backgrounds, as was 
expected from the asymptotic analysis of the first-order perturbations arising in 
the continuation. A plot e,f ~t against c obtained during the continuation did indeed 
have a slope of k near the origin as was predicted by the continuability condition 
derived earlier. \Ve then turned to examine the possiblity of continuing the kink 
to a solution moving with non-zero velocity, as was done for other solutions of the 
driven undamped NLS equation by the authors of [7]. This yielded moving kinks 
over oscillatory backgrou nds. In this case the oscillatory backgrounds represent 
plane travelling waves with the same velocity as the front. Continuing further 











series of pulses and finally an almost stationary solution consisting of a pulse 
on either side of a small kink, which was similar to a complex of two twist solitons 
found in [7]. This solutioll could not be continued to a stationary solution since the 
separation distance between the two pulses appears to go to infinity as the velocity 
goes to zero. 
In the latter part (If chapter 5 we took the multi-humped composite pulse 
sol1ltion obtained by concinuing 'ifJ+ and separated out the right-hand front. \rYe 
die! t.his by taking the right-half of the pulse and adding a section of the flat 
background cPT to the left of it. \Ve continued this constructed front in c and 'Y 
simultaneously. Increasing c from its initial value resulted in a branch of stable 
fronts connecting and 'tP - O. These stable fronts displayed fewer oscillations 
near the ¢+ background as c was increased. Upon decreasing c from its initial value, 
we found that the oscillations in the front about the <P+ background increased. As 
c was decreased further, the fronts along this branch became unstable and soon 
afterwards, decay to hecame impossible and the fronts became solutions over 
an oscillatory background on the left and the zero background on the right. 
One possible extension of our work in chapters 4 and 5 would be to repeat 
everything we have done for a larger region of the parameter space. A meaningful 
exploration of the parameter space would take significantly more computing power 
than I had available. Some of t.he continuations performed took a couple of hours 
on my desktop machine and the stability analysis of solutions found in Chapter 4 
about two days to run. Nevertheless, such an exploration should be feasible. 
Another possibility for extending our work is to continue the solution to 
the zero driving limit of (4.1) which was found in [39] and mentioned in section 
1.4.4 of the introduction. The first step would be check analytically that such a 
continuation is possible. 
A third possible ext ension is suggested by the work of Cruz-Pacheco and 
Lute in [59]. authors have used the Melnikov method to study solitary 
waves solutions of the undriven CGLE near its NLS limit. It might be possible to 
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