Abstract
Introduction
The gang scheduling or co-scheduling is a technique for increasing the performance of a parallel program. It relies on the synchronized-scheduling of tasks in a parallel program. Although potentially very useful, this technique tends to cause a substantial overhead due to an extra communication needed. Recently, a new technique called implicit co-scheduling has been proposed to reduce this extra overhead. The method is based on the fact that the communication among the tasks will leave an implicit information in the operating system, e.g., buffer usages, memory usages, and message counts. Thus, by using this local information to implicitly synchronize the parallel tasks, the system avoids sending out any explicit synchronization messages. This technique is very appropriate for commodity clusters running on high latency networks because no global synchronization is needed.
However, some issue is still left unaddressed. For example, previous approaches use only the recent system information available at that moment to do the scheduling, while neglecting the information in the past. A model that incorporates the history of the execution of the program can be more efficient. To address this problem, a new implicit co-scheduling model called an energy-based model is proposed. The behavior of an implicit co-scheduling problem is modeled in an electric circuit, from which a realistic process priority adjustment and scheduling control are derived. The proposed method has been implemented as a Linux Kernel Module for Linux Kernel version 2. 4.19 . The experiments show a substantial performance improvement over previous works.
The rest of this paper is organized in the following order. Section 2 discusses about the related works. Section 3 discusses about the energy-based co-scheduling model proposed. Section 4 shows the experimental results and finding. Finally, Section 5 presents the conclusion and future works.
Related Work
Parallel task scheduling has been studied extensively by many researchers. One of the very first parallel job scheduling concept is the explicit co-scheduling, or gang Scheduling [5] proposed by Ousterhout in 1982. This method based on the use of explicit and coordinated execution time-slots on gang of machines. This method is used by many system such as CM-5 and Meiko CS-2 [5] . Many resource allocation schemes have been created to address related issues such as fragmentation, starvation, and time-slot unification [15, 17, 13, 16] (See a good survey in [5] ). This paper will not touch deeply into the resource allocation problem since the focus of the work is on the task scheduling step. Nevertheless, Gang Scheduling suffers from large context switching overhead. In addition, this approach is hard to implement efficiently on the commodity cluster due to the high latency of the commodity switch network.
The synchronization issues mentioned earlier has stimulated the development of implicit co-scheduling concept. The idea is to avoid or reduce the global synchronization overhead by predicting the synchronization time using only local information, such as communication frequency, message size, sender/receiver pair. When the synchronization event appears, the co-scheduling system tries to increase the corresponding task priority. A few techniques have been used such as the inspection of message transmission event, or periodically scanning the task information and calculate the new task priority accordingly. Many strategies are employed to control the process execution. Some interrupts the current process execution, allowing the receiving process to be activated immediately [11, 10] . The goal is to allow the receiving process to drain the receive buffer as fast as possible and thus reduce the message latency. An alternative to the first method is to dynamically increase and decrease the process priority as the message arrive in order to ensure that the receiving process has a much better chance to run when new messages arrived again. This would lower the context-switching overhead incurred when using the interruption method [14, 13, 1, 6] . In addition, the method of spinning can also be used at the same time. The spinning method is the technique of allowing the receiving task to spin and wait for a certain period of time in the kernel before returning. If multiple messages arrive, they can be received without the overhead of crossing the protection boundary between kernel and user space many times [2, 4] .
Recent works from the literature [12, 13, 1, 6] are mostly based on the different variations of the priority raising method. Among these methods, the Periodic Boost [13] , where system periodically inspects message queues and boost process priorities based on the information of arrival messages and the process activity, shows a very good results. A very similar strategy called Predictive Co-scheduling [12] also performs well under the Linux cluster environment. The approach used in this work boosts the process priority based the network buffer size by calculating an appropriate priority from the current buffer size and the last buffer size. These two results are the basis for the work discussed in this paper. The difference is that a concrete model has been proposed as a framework for co-scheduling. Moreover, not only the current communication statistics have been used but the previous effect has also been accumulated. Thus, the result is a much better performance improvement than the previous methods.
Finally, a method of communication buffering has been also proposed [7, 8, 9] . The approach is to buffer all outgoing messages until a special 'strobe' message arrived to increase the synchronization efficiency. This method is very effective for bulk synchronization programs where the programs heavily communicate with each other at the beginning and near the end of the programs. But for the general use, the effectiveness will be limited since a substantial amount of latency can be added.
The Proposed Energy-Based Coscheduling Model
In this paper, a new model called energy-based implicit co-scheduling model is proposed. An RC electric circuit is used as a reference. The conceptual circuit is illustrated in Fig. 1 .
Figure 1. Scheduling System as electric circuit
From Fig.1 ,each runnable process is treated as an electrical load represented by the resistance Ê. Normally, a voltage source would supply a constant current to the system load, analogous to the OS scheduler, which supplies a constant equal time slot to each process. In order to create an implicit synchronization, the capacitor is inserted to the circuit where it is normally got charged using the criterion controlled by the switch Ë ½ . When some condition is met, switch Ë ½ will open and Ë ¾ will close. This, in turn, adds some more current to load Ê. This condition is analogous to the time when the process communicates with other processes. Therefore, the system can be in two states, charging and discharging states. In the charging state, a communication process will use normal priority assigned by the OS scheduler but some energy will be accumulated. In the discharging state, this energy will be transfer into the process as a special priority by the co-scheduling mechanism. Then, this priority will be used to adjust the local scheduling mechanism to create the desire effect of the co-scheduling.
In order to model this behavior, two equations are needed. The first one that models the charging process is called, charging equation. The second one that models the discharging process is called,discharging equation. In this paper, two alternatives, namely Energy charging Model (ECM) and Energy Discharging Model (EDM), are proposed as follows.
Energy Charging Model
In this model, the energy will be accumulated while the process is in the computing phase. Then, the energy is discharged when the process enters the communication phase. Fig. 2 illustrates the basic idea of the ECM, where the x-axis shows execution time and the y-axis shows the task priority. 
For both equations, È denotes the process priority, È Ð ×Ø is the recent value of the process priority, which is initialized with the number of running process (Ê) in the current system state, and Ø is the time elapsed since the last state change. is the frequency of sending or receiving messages the system detected. Ñ is the current message size, calculated from the current network buffer size. « and ¬ are the parameters of the model. The purpose of this model is to bias parallel task in such a way that a task that communicates more frequently and with larger message size will have a higher priority. In addition, a task that communicates too long will get lower and lower priority until it reaches the value of È Ð ×Ø .
Energy Discharging Model
An alternate model is called Energy Discharging Model (EDM). In this model, each task starts with some energy, and the energy decreases continuously if the task does not enter the communication phase. The energy would be recharged again in the communication phase. Fig. 3 illustrates the priority trends of EDM over time. The EDM charging and discharging equation are as illustrated in Eq 3 and Eq. 4. 
EDM favors the job with a longer period of communication to the one with shorter communication period. This method helps communicating jobs to have a higher probability of being ready to receive data. Thus, the wasted time for the synchronization and scheduling latency will also get reduced.
The Software Implementation
Both ECM and EDM were implemented as a Linux Kernel Module (LKM). Thus, these schemes can be used with any MPI programs without any modification. In addition, the LKM approach allows more portability since the implementation relies only on a few kernel data structures. The timer mechanism in Linux Kernel is used to activate the polling at every fixed interval of time. At every polling, the LKM would go over every process that needs co-scheduling and calculate its "energy" from its current status. If the process is in non-communication state, the priority remains the same. If it switches to communication state, the new priority, calculated according to the ECM or EDM equations, is assigned to the process. Fig. 4 shows the main loop of the co-scheduling. The function calculate energy calculates ECM or EDM priority according to the proposed method.
The process state changes detection is done by inspecting the current kernel send/receive buffer of the process. The communication frequency is measured by counting the number of times the state changes from non-communication state to communication state. The message buffer size is measured from the size of the send buffer and the size of the receive buffer. To determine which process is capable of doing co-scheduling, the system relies on the user, i.e., the user must provide LKM the list of process id's of processes that need co-scheduling. After loading, LKM creates a device file named /dev/csched with ioctl interface to control the co-scheduling behavior. For MPI program (MPICH has been used), the PMPI profiling interface has been employed. A small wrapper code has been built for MPI Init to automatically contact the kernel module and report the existence of an MPI task. This library will set all child processes of the process invoking MPI Init as "co-scheduling capable" processes. Moreover, the user can prevent some process such as a system logger which does not require high synchronization with other processes to participate in the scheduling.
Energy-Based Coscheduling Algorithm
The whole implementation is based on the version 2.4.19 of the original Linux kernel, the latest one at the development phase. Note that the code is not compatible with some Linux distribution, because some patch on the distribution's kernel changes the main process structures (task struct structure in sched.h). However, the LKM should be easily adapted to the new structure as long as it relies on the UNIX process priority assignment paradigm.
Experimental Results and Discussion
The experiments have been conducted to test the proposed co-scheduling method. The test system is a 4-node cluster. Each node uses an AMD Athlon 700MHz processor with 128MB RAM and 40 Gbytes HDD and runs on Linux RedHat 7.3 with the version 2.4.19 of the kernel. NAS parallel benchmark suite [3] is used in the experiments. Three applications from the benchmark suite, IS, LU, and MG, are depicted for evaluation. The IS and LU benchmark represent fine-grain applications, while MG represents a medium-grain application. Note that IS, MG and LU is compiled for class A, which supply the least input size, so that each test runs without memory trashing. The MPICH 1.2.4 is used as the parallel runtime system. The results presented here are the averages of 5 experiments. All the tests has been performed using the default 50-millisecond polling rate. For most of the test, ECM and EDM are compared with a method called the Predictive coscheduling [12] , which provides a good implementation reference for Linux kernel with a good performance result. Predictive co-scheduling was reimplemented according to the algorithm presented in the literature. Note that this set of experiments illustrates the case of computing cluster, where mixed parallel and sequential computing jobs are running concurrently in a time-shared fashion. No other types of processes, such as server or daemon processes, are allowed to consume the computing power in the cluster, which is a very common configuration.
Sequential Test
The first experiment has been conducted to measure the performance of the proposed implicit co-scheduling system. In this test, a few parallel jobs are running along with many sequential programs that do not use co-scheduling. For parallel programs, IS, LU, and MG are used, while the sequential programs perform the floating-point calculation loop. Figure 5 shows the running time of IS, MG, and LU running concurrently with sequential programs, respectively.
The results show that both ECM and EDM substantially outperform the standard Linux scheduler. The results show that co-scheduling can isolate parallel programs execution from multiple sequential programs. The co-scheduling always perform better than normal scheduler in all cases. EDM performs the best while ECM performs better than the predictive co-scheduling in the case of MG and LU. Anyway, ECM gives almost the same performance as Predictive co-scheduling in IS case. The reason is that EDM always gives a very high priority to parallel programs while ECM gradually decreases the priority while the task is communicating. Since IS is a fine-grain parallel program, the performance result in ECM case is not much better compared to MG and LU case. Although LU could be considered as a fine-grain program, the communicated message size is smaller compared to one in IS.
Parallel Test
In the second experiment, IS, MG, and LU programs are executed along with one or more parallel programs. This experiment illustrates the effect of co-scheduling while simultaneously running multiple parallel programs, with coscheduling enabled on all tasks in the system. The testing comprises of running one test program along with 1 to 4 another test programs. For example, running one LU along ume of the process, it cannot improve the performance in this case.
In the LU-MG case, EDM performs the best compared to the other two techniques. ECM does a little better than the Predictive co-scheduling which has almost the same result as the standard Linux scheduler. It is clear that EDM improves the performance of fine-grain programs. However, in the case of LU-IS, there is almost no improvements in all methods because LU and IS are the same type of programs. Finally, in the IS-MG case, the ECM gives worse performance than even the standard Linux scheduler, because ECM supplements MG performance which in turn decreases the run time of IS. While in EDM, the running times of IS get much better in some cases. Because of the large communication overhead of IS, the performance improvement is very good.
Overhead test
In this section, a sequential application is running along with multiple instances of each parallel benchmark. MG program is depicted as the reference sequential program by compiling it with a dummy MPI library supplied with NPB and running on a single node only. Figure 8 shows the running time of the sequential MG when executing along with IS, MG, and LU, respectively.
The result shows that co-scheduling creates almost no penalties on the running time of a normal sequential load. Because co-scheduling aims to steal only the wasted scheduling time due to communication. Predictive coscheduling shows a little better running time for the sequential load, but the difference is not very significant. The key point is that the co-scheduling does not leave any performance decreament on the sequential load compared to the normal case.
Impact of Scheduling Interval
All the tests described above was done using a 50-millisecond scheduling interval. To see the impact of the different scheduling intervals, some of the test is pickedup to run in multiple scheduling intervals: 50, 100, and 150 milliseconds. From Fig. 9 , it appears that the different scheduling intervals do not create different results in most of the cases. A 50-millisecond polling rate seems to be a good choice for MG in most case, while the 100-millisecond one is sometimes good for IS. This might be because a longer scheduling rate results in a longer priority boost interval, so IS gets more impact compared to MG. However, the differences are not significant in most cases. 
Conclusion and Future Works
In this paper, a new implicit co-scheduling model called energy-based model is presented. The proposed model is based on the concept of an electric circuit. Two variations of the model called ECM and EDM are discussed. The experimental results show that ECM and EDM can substantially improve the system performance in many circumstances compared to the best co-scheduling strategies in the literature. The choice of whether using ECM or EDM depends on the system configuration. If the system is run-ning many coarse-grain parallel programs, ECM could perform the best and EDM vice-versa. We believe that leaving such choice for the administrator would be the best suggest. However, EDM could improve the performance of the jobs in most case.
There are many improvements that can be added to this scheme. First, it would be very interesting if the resource allocation scheme could interact with the co-scheduling scheme, for example, in separating the coarse-grain and fine-grain jobs to increase the overall co-scheduling performance. Many additional parameters can be added to the model such as the trashing rate and the page-in/page-out rate. This additional parameters might enable a more precise prediction of the scheduling interval.
