Let (Mt : t > 0) be a Markov process of tessellations of R ℓ and (Ct : t > 0) the process of their zero cells (zero polytopes) which has the same distribution as the corresponding process for Poisson hyperplane tessellations. Let a > 1. Here we describe the stationary zero cell process (a t C a t : t ∈ R) in terms of some regenerative structure and we prove that it is a Bernoulli flow. An important application are the STIT tessellation processes.
Introduction
Let us consider a process of Poisson hyperplane tessellations of the euclidean space R ℓ , for some ℓ ≥ 1. It is generated by a spatio-temporal Poisson process of hyperplanes marked with birth times. Let H be the space of hyperplanes in R ℓ , endowed with the Borel σ−field associated to the Fell topology. For locally finite and translation invariant measure Λ on H consider the Poisson processX on H × [0, ∞) with intensity measure Λ ⊗ λ + , where λ + denotes the Lebesgue measure on [0, ∞). Then we define the process (X t : t > 0) withX t = {(h, s) ∈X : s ≤ t} and the process (X t : t > 0) where X t is the Poisson hyperplane tessellation (PHT) generated by {h : (h, s) ∈ X, s ≤ t}.
Let a > 1. The renormalized tessellation valued processes (a t X a t : t ∈ R) is a time stationary Markov process. The main object of our study is its zero cell process.
Another essential motivation to investigate to this zero cell process comes from the STIT tessellations. A STIT tessellation process Y = (Y t : t > 0) is a Markov process taking values in the space of tessellations on R ℓ , and it was first defined in [11] . There it was also shown that the zero cell processes of PHT and STIT (with the same measure Λ) are identically distributed. And also for STIT, the renormalized processes Z = (Z t := a t Y a t : t ∈ R) is time stationary. Denote by C t the zero cell (or zero polytope or Crofton polytope) which is the polytope in X t or Y t , respectively, containing the origin. The process C = (C t : t > 0) is well-defined a.e. So, we will study the process Γ = (Γ t := a t C a t : t ∈ R) which is a factor of Z.
In the present paper, we mainly rely on results and methods developed for STIT tessellations. But note that, regarding the zero cell processes, many formulations can be easily translated for PHT replacing the operation ⊞, iteration of tessellations, by the operation of superposition. E.g. (11) appears as X t+s ∼ X t ⊔ X ′ s for all t, s > 0 ,
where X t ⊔ X ′ s is the PHT generated byX t ∪X ′ s for independent Poisson hyperplane (marked with birth times) processesX t andX ′ s . We note that the distribution of the zero cell C * of a random tessellation is determined by the function (P(C * ⊃ K) : K ⊂ R ℓ , K compact and convex) (cf. [9] , Theorem 7.8, where a corresponding proposition is shown for the socalled containment functional). In the present paper, for fixed compact and convex K, we consider the 0 − 1 stationary process (1 {Γn⊃K} : n ∈ Z) associated to the zero cell of Z. We prove that it is a regenerative process in the state 1 and we study some of its properties. A main one is Proposition 2, where we construct the stationary process (1 {Γn⊃a K} : n ∈ Z) starting from (1 {Γn⊃K} : n ∈ Z). So, by recurrence we can construct the family of regenerative processes (1 {Γn⊃a i K} : n ∈ Z) with i ≥ 1, starting from (1 {Γn⊃K} : n ∈ Z).
On the other hand, in [6] and [7] it is shown that Z is isomorphic to a timecontinuous Bernoulli flow with infinite entropy. Being Γ a factor of Z, it is also Bernoulli. For completeness of the description of the process Γ we supply the main ideas leading to the Bernoulli property that shares many phenomena with regeneration.
Notation and some basic facts
Let us fix some notation: Z is the set of integers, Z + = {n ∈ Z : n ≥ 0} and N = {n ∈ Z : n > 0}. For a finite set I we denote by |I| the number of its elements. For C ⊆ R ℓ we denote by int C its interior, by cl C its closure and by ∂C = cl C \ int C its boundary. For random elements we use ∼ to mean 'identically distributed as', or 'distributed as'.
A metric space (X , d) is Polish if it is complete and separable. A countable product space Π l∈N X l of Polish spaces is itself Polish. If X is a topological space then B(X ) denotes the Borel σ−field.
We will always consider complete probability spaces (X , B, ν), that is, B contains all ν−negligible sets. A space (X , B, ν) is a Lebesgue probability space if it is isomorphic to the unit interval [0, 1] endowed with B([0, 1]), and a probability measure which is a convex combination of the Lebesgue measure and a pure atomic measure. If (X , d) is a Polish space and ν is a probability measure on (X , B(X )), then (X , B(X ), ν) is Lebesgue, see [2] . So, if X ′ ∈ B(X ) is a nonempty Borel set and ν ′ is a probability measure on (
is a Lebesgue probability space.
Let (X , d) be a metric space and D X (R + ) be the space of càdlàg (right continuous with left limits) trajectories with values in X and time R + = [0, ∞). The space D X (R + ) endowed with the Skorohod topology is metrizable, see [3] where the usual metric is given. Also in Theorem 5.6 of Ch. 3 ibidem, it is proven that if (X , d) is separable or a Polish space, then the metric space D X (R + ) is also separable or a Polish space respectively, when endowed with the usual metric. The Borel σ−field B(D X ) associated with D X (R + ) is generated by the class of cylinders. We can replace the time set R + by R in these definitions and properties.
Elements of ergodic theory
An abstract dynamical system (d.s.) (Ω, B(Ω), µ, ψ) is such that (Ω, B(Ω), µ) is a Lebesgue probability space and ψ : Ω → Ω preserves µ, i.e. µ • ψ −1 = µ. We will denote it by (Ω, µ, ψ). Let (Ω, µ, ψ) and (
And if ϕ is also bijective a.e. then it is an isomorphism.
Let (S, B(S)) be a Polish space and
e. in x ∈ S Z the coordinate (ϕ(x)) n only depends on (x m : m ≤ n). Let ν S be a probability measure on (S, B(S)), then σ S preserves the product measure ν Ornstein isomorphism theorem states that two-sided Bernoulli shifts with the same entropy are isomorphic (see [12] and [13] ).
e. for t, s ∈ R and the map [0, ∞) × Ω → Ω with (t, ω) → ψ t (ω) is measurable. Its entropy of is the entropy of (Ω, µ, ψ 1 ). The shift flows are defined by the shift transformations σ t (x s : s ∈ R) = (x s+t : s ∈ R), t ∈ R. A stationary random process Y = (Y t : t ∈ R) with càdlàg trajectories with marginals in a Polish space, defines a shift flow. A Bernoulli flow (Ω, µ, (ψ t )) is a flow such that (Ω, µ, ψ 1 ) is isomorphic to a Bernoulli shift. The isomorphism theorem for Bernoulli flows, see [15] , states that two Bernoulli flows with the same entropy are isomorphic.
The space of tessellations
A polytope is the compact convex hull of a finite point set. By definition, a tessellation T of R ℓ is a countable family of polytopes with nonempty interior called the cells of T , we set T = {C(T ) l : l ∈ N}, which satisfies:
Let T be the space of tessellations of R ℓ . The boundary of a tessellation is ∂T = ∪ l∈N ∂C(T ) l . Note that T is determined by ∂T .
Let b = 0. For A ⊂ R ℓ we set bA = {bx : x ∈ A}. Then for T ∈ T and B ⊂ T we define b T = {bC : C ∈ T } and bB = {bT : T ∈ B}.
If the origin 0 belongs to the interior of a cell, the first cell C(T ) 1 in the enumeration of T is the one containing 0. In this case C(bT
We fix a polytope with nonempty interior W ⊂ R ℓ , and call it a window. A tessellation in W is a locally finite countable covering of W by polytopes with disjoint interiors. Let T W be the space of tessellations of W . By compactness, each R ∈ T W has a finite number of cells |R|. The trivial tessellation is R = {W } in T W , and it has the boundary ∂W .
Let T ∈ T and U ⊆ R ℓ be a nonempty set such that U = cl(intU ). We define the restriction of T to U by,
is a family of tessellations we put T ∧U = (T l ∧U : l ∈ L). Let W be a window and T ∈ T. We have T ∧ W ∈ T W . Let W, W ′ be two windows such that W ⊂ intW ′ , then every Q ∈ T W ′ defines a tessellation Q ∧ W ∈ T W .
Measurability considerations
The family F of closed sets of R ℓ endowed with the Fell topology is a metrizable compact Hausdorff space, see Chapter 12 in [16] . Let F ′ = F \ {∅} and F(F ′ ) be the family of closed sets of F ′ endowed with the Fell topology and its associated Borel σ−field B(F(F ′ )). The family K ′ of nonempty compact convex sets is a Borel set in F ′ , that is K ′ ∈ B(F ′ ) (see Theorem 2.4.2 in [16] ). On the other hand, since a tessellation T ∈ T is a countable collection of polytopes, it is an element of F(F ′ ). In Lemma 10.1.2. in [16] it is shown that T ∈ B(F(F ′ )).
The space of boundaries of tessellations is a subset of F ′ and it is endowed with the trace of the Fell topology and the Borel σ−field. The topological and measurable structures are preserved when representing a tessellation by its boundary, in particular every sequence (T n : n ∈ N) ∈ T N and T ∈ T satisfy:
Let F W be the family of closed subsets of W and
is endowed with the Fell topology and its associated Borel σ−field. We have
Since T ∈ B(F(F ′ )), for any probability measure ν on (T, B(T)) the completed probability space (T, B(T), ν) is Lebesgue. An analogous statement holds for T W .
Let (W l : l ∈ N) be a strictly increasing sequence of windows such that W l ⊂ intW l+1 and W l ր R ℓ as l ր ∞. We have
and so B(T) ∧ W l ր B(T) as l ր ∞.
The STIT tessellation process
Let us recall the construction of the STIT tessellation process Y = (Y t : t > 0) done in [11] , [8] . This is a Markov processes whose marginals Y t take values in T. The law of the STIT process Y only depends on a (non-zero) locally finite and translation invariant measure Λ on the space of hyperplanes H in R ℓ .
Let S ℓ−1 be the set of unit vectors in R ℓ−1 and S ℓ−1 = S ℓ−1 / ≡ be the set of equivalence classes for the relation u ≡ −u. Each hyperplane h ∈ H can be represented by an element in R × S ℓ−1 , expressing the signed distance It is assumed that the linear space generated by the support of κ is R ℓ , this is written
Let W be a window. From (4) we get 0
(see e.g. [16] , Theorem 4.
) the normalized probability measure on the set of hyperplanes intersecting W .
The restriction of Y to a window W is a pure jump Markov process
take values in T W . To describe its construction, let (h n,m : n ∈ Z + , m ∈ N) and (e n,m : n ∈ Z + , m ∈ N) be two independent families of independent random variables with distributions h n,m ∼ Λ W and e n,m ∼ Exponential (1) . By an inductive procedure we will define an increasing sequence of random times (S n : n ∈ Z + ) and a sequence of random tessellations (Y 
n by the hyperplane h n,m , being m the first index such that h n,m ∈ [C l * n ]. We note that the index l * such that
Sn ) is a.e. uniquely defined. It can be shown that S n → ∞ as n → ∞.
We define the process Y W by
This is a pure jump Markov process. This construction yields a law consistent with respect to the family of windows:
In [8] it was shown that there is a well-defined Markov process Y = (Y t : t > 0), this is a STIT tessellation process, with marginals Y t taking values in T and that satisfies Y t ∧ W ∼ Y W t for all window W and t > 0. From (7) Y ∧ W is a pure jump Markov process and so with càdlàg trajectories and from (3) we get that also Y has càdlàg trajectories. Then, the trajectories of Y ∧ W belong to D TW (R + ) and the trajectories of Y are in the metric separable space D T (R + ).
Since the closure cl T in F(F ′ ) is a Polish space, then we can assume that the trajectories of Y take values in the Polish space D clT (R + ).
From the construction and since S 1 is exponentially distributed with parameter Λ([W ]) we get
For t > 0 let ξ t and ξ t W be the marginal distributions of Y t and
In [7] is was shown that {W } is the unique atom of ξ t W , which implies that ξ t is non-atomic.
Moreover, it was shown in [10] that the distribution of the zero cell of the STIT tessellation Y 1 is identical to the distribution of the zero cell C(P )
1 of a Poisson hyperplane tessellation with intensity measure Λ. This implies for all compact convex K ⊂ R ℓ with 0 ∈ intK
The following scaling property, which is used to state the renormalization in time and space, was shown in [11] , Lemma 5,
Independent increments relation
Let T ∈ T be a tessellation and R = (R k : k ∈ N) ∈ T N be a sequence of tessellations. We define the tessellation T ⊞ R (also referred as iteration or nesting) by the set of cells resulting from the restriction of the tessellation R k to the cell C(T ) k :
Assume T is such that the origin is in the interior of one of its cells. Then, R 1 is the tessellation that by this operation is restricted to the cell C(T ) 1 containing the origin.
From the construction of Y we have the following relation was first stated in Lemma 2 in [11] ,
The construction done in [11] for proving this result also allows to show the following relation stated in [7] . Let Y ′ (i) , i = 1, . . . , j be a sequence of j independent copies of Y ′ and also independent of Y . Then, for all 0 < s 1 < ... < s j and all t > 0 we have
is also Markov and its law on T Z is denoted by µ 
where in the third and fourth equalities we use that (Y u ∧ a −(t+h)
be a sequence of independent copies of Y , and independent of Y . From property (12) it follows
Since a n+1 Y ′ a n+1 −a n = a a−1 (a n (a − 1) Y ′ a n (a−1) ) we get from (9),
: i ≥ 0) be independent copies of Y ′ 1 . A simple recurrence on (13) and using (11) yields the following formula for the finite-dimensional distributions of
for n ∈ Z and : i ≥ 0) is sequence of independent and identically distributed zero cells. Then (14) and (10) yield
for n ∈ Z and k ≥ 0.
3 Regenerative structure of the stationary zero cell process
Stationary renewal sequences
Let (V n : n ∈ Z) be a stationary 0 − 1 valued sequence. We define the vector of transition probabilities q = (q n : n ∈ N) by ∀n ∈ N : q n = P(V n = 1
the last equality follows from stationarity. For m < n we get
Since P(V m = 1) = P(V n = 1) we deduce
We shall assume that the process regenerates at the 1−values. More precisely, we assume that (see [17] , Chapter 3, Section 3.7):
r :
By stationarity, this is equivalent to
for all 0 < j 1 < ... < j n . Then, from this regeneration property and (16),
For a deeper treatment of regenerative process see [1] Chapter VI.
Let us consider the random set
It is stationary because V is an stationary sequence, and so for all a ∈ Z we have V * ∼ V * + a or equivalently {n ∈ V * : n ≥ 0} ∼ {n−a ∈ V * : n ≥ a}.
Let us define the interarrival distribution p = (p n : n ∈ N) of V * :
By stationarity p n = P(V n+k = 1,
The random set V * is an stationary renewal set with interarrival distribution p. Stationarity implies that the mean recurrence time is finite, this is ρ = n∈N n p n < ∞, and we have:
We enumerate the elements of this set, i.e. we put V * = {V * i : i ∈ Z} by imposing: V * i < V * i+1 for all i ∈ Z and V * 0 = inf{n ∈ N : n ∈ V * }. Then,
The stationarity property is equivalent to,
In this case we have,
For all these results on stationary renewal sets see [5] , Chapter II. Note that the reverse process −V * is also a stationary renewal sequence with the same interarrival law as V * .
Let us describe the interarrival distribution p of the renewal set V * in terms of q. We apply the inclusion-exclusion principle and (19). 
where the sum includes the summand for I = ∅.
Proof. By (21) we get,
Hence, by using the inclusion-exclusion principle and (19) we obtain,
So, the result is shown.
Regenerative properties of the stationary zero cell process
As already mentioned in the introduction, denote by C t the zero cell of the PHT X t or the STIT Y t , respectively. The process C = (C t : t > 0) is well-defined a.e. The process Γ = (Γ t := a t C a t : t ∈ R) is the zero cell process of Z and Let us construct a regenerative sequence for the discrete stationary zero cell sequence. Let K be a compact and convex set containing 0 in its interior, and consider the random sequence
We have the equality of events
The random sequence
the regenerative property (18).
Proof. Let i 0 < i 0 < i 1 ... < i n , and two disjoint finite sets I and J be included in N. Therefore, we have
In the the second equality we use that Z d ∧ K is a Markov process, see Lemma 1. Thus the result is shown.
Let us compute the transition probability vector
Proof. From (15) we get
The n + 1 random variables Γ 0 , {C
: j = 1, .., n} are mutually independent, hence
We use (6) to get
we get the result
Therefore,
Since the process V K satisfies the regenerative property, we can associate to it the stationary regenerative set V K * The interarrival distribution p = (p n : n ∈ N) of V K * can be obtained from the transition probability vector q as in Proposition 1. From (21) we have
and so from (26) we deduce that the mean recurrence time is
3.2.1 Probabilistic relations between V a K * and V
K *
Let us study the conditional joint distribution P(V a K * | V K * ). We start with some preliminary considerations.
If K ⊂ K ′ are two compact convex sets with nonempty interior then
Further, from (29) and (30) we have
A straightforward calculation yields
Hence ρ
Moreover, from (28) we obtain for all n ∈ Z P(V
Also, it is easy to see that
Hence, the values of P(V 
. and J t ⊆ I t for t = 1, .., l and I = l t=1 I t and J = l t=1 J t . Then,
Proof. First note that under the condition
Let us consider the first factor in the expression above. An application of (15) yields
In the last but one equation we used that C
is independent from Γ i as well as from {V
Now, a recursive application of equation (35) 
The zero cell of the renormalized STIT process is Bernoulli
Let Y = (Y t : t > 0) the be STIT process. We have that P−a.e. for all t > 0 the zero cell C t contains the origin in its interior. The set C t is a random polytope. The mapping T → K ′ , Y t → C t , is a measurable mapping with respect to the Borel σ−fields in T and K ′ . The proof of the measurability is completely similar to the one made for proving Theorem 10.3.2. in [16] . Moreover the process C = (C t : t > 0) inherits from Y the property of having càdlàg trajectories, i.e. C takes values on D K ′ (R + ) and the mapping
The process Γ = (Γ s := a s C a s : s ∈ R) is the zero cell process of Z, it takes values in D K ′ (R) and its law µ Γ of Γ on D T (R) is stationary. The mapping
is a factor map, that is µ
is also a factor map.
In [7, 6] it was shown that Z is a Bernoulli flow, so, since Θ is a factor map sending Z on Γ then the Bernoulli property of the zero cell process Γ follows, see [14] and [15] .
The fact that the flow is of infinite entropy is a corollary of the following result.
Lemma 4. The random variable Γ 1 is non-atomic.
Proof. Let F denote the set of all closed subsets of R ℓ and for A ⊂ R ℓ F A = {F ∈ F : A ∩ F = ∅} and F A = {F ∈ F : A ∩ F = ∅}. Further, B(x, n −1 ) denotes the ball with center x and radius n −1 . If P is a polytope and F 0 (P ) the set of its vertices then
which implies that the singleton {P } ∈ B(K ′ ) (see [16] , Section 2.1).
Hence, if we assume that Γ 1 is atomic then, because Γ 1 ∼ Γ 0 = C 1 , there exists a polytope P such that P(C 1 = P ) > 0. Regarding the construction of STIT tessellations, this implies for all (ℓ − 1)-dimensional faces f of P and their 'carrying' hyperplanes h(f ) ∈ H with h(f ) ⊃ f that Λ({h(f )}) > 0. But this contradicts the property Λ({h}) = 0 for any hyperplane h ∈ H which is a consequence of the translation invariance of the measure Λ.
For completeness we will give a brief sketch of the proof that Z is Bernoulli, and as we will see it shares many ideas with the regeneration properties as it is pointed out in Remark 2.
Let Y be an STIT process. We can assume that a.e. for all t > 0, the origin 0 belongs to the interior of the zero cell C 1 t in Y t . Denote by ξ = ξ 1 and ξ W = ξ 1 W the laws of Z 0 and Z 0 ∧ W respectively. Define the product probability measures, ̺ = ξ ⊗N and ̺ W = ξ ⊗N W . Take a random sequence R = ( R n : n ∈ Z) independent of Y , and distributed as R ∼ ̺ Z . So, the components ( R n := (R m n : m ∈ N) : n ∈ N) are independent with R n ∼ ̺ for all n, and so the components (R m n : m ∈ N) are independent with R m n ∼ ξ for all m. The shift transformations σ and σ −1 act on the sequences R by σ(R) = ( R n+1 : n ∈ Z) and σ −1 (R) = ( R n−1 : n ∈ Z), and they preserve ̺ Z . We have The event {R ∈ E K } only depends on R − = ( R n : n ≤ 0). We have 
From the definition of τ K it is straightforward to check that for all j ≤ i we have (ϕ Hence, a sequence ϕ W (R∧W ) = (ϕ W (R∧W ) n : n ∈ Z) is ̺ ⊗Z -a.e. well-defined by the following equality:
Let us take the window W ′ with W ⊂ intW ′ . We have {τ ) n ∧ W and (ϕ W (R ∧ W )) n can use the same order. From (37) we get, (ϕ W ) n = (ϕ W ′ ) n ∧ W ̺ ⊗Z a.e.. Therefore,
This construction can be made for a sequence of increasing windows (W k : k ∈ N) with W k ⊆ intW k+1 and W k ր R ℓ . From (39) and Theorem 2.3.1. in [16] , there exists a function ϕ taking values in T Z , defined ̺ Z -a.e. and such that for all k ≥ 1, ϕ ∧ W k = ϕ W k ̺ Z −a.e.. It can be shown, see [7, 6] for details, that it is satisfied
Then, ϕ is a factor which is non-anticipating because (ϕ(R)) n only depends on (R j : j ≤ n). Then (T Z , µ
is a factor of Bernoulli shift and from Ornstein theory we get that it is also Bernoulli, see [14] and [15] . It has infinite entropy, see [7] . By using Theorem 4 in Section 12, part 2 in [15] and also [14] , we get that the time continuous process Z is a Bernoulli flow. 1 Cn⊃a −n K .
Proof. Since Z d is ergodic we can apply the Birkhoff Ergodic Theorem, and so, the result follows from the equalities {C n ⊃ a −n K} = {Γ n ⊃ a −n K} = {∂Z n ∩ intK = ∅}.
