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Recently, anomalous subdiffusion, aging, and scatter of the diffusion coefficient have been reported
in many single-particle-tracking experiments, though origins of these behaviors are still elusive.
Here, as a model to describe such phenomena, we investigate a Langevin equation with diffusivity
fluctuating between a fast and a slow state. We assume that the sojourn time distributions of
these two states are given by power laws. It is shown that, for a non-equilibrium ensemble, the
ensemble-averaged mean square displacement (MSD) shows transient subdiffusion. In contrast,
the time-averaged MSD shows normal diffusion, but an effective diffusion coefficient transiently
shows aging behavior. The propagator is non-Gaussian for short time, and converges to a Gaussian
distribution in a long time limit; this convergence to Gaussian is extremely slow for some parameter
values. For equilibrium ensembles, both ensemble-averaged and time-averaged MSDs show only
normal diffusion, and thus we cannot detect any traces of the fluctuating diffusivity with these
MSDs. Therefore, as an alternative approach to characterize the fluctuating diffusivity, the relative
standard deviation (RSD) of the time-averaged MSD is utilized, and it is shown that the RSD
exhibits slow relaxation as a signature of the long-time correlation in the fluctuating diffusivity.
Furthermore, it is shown that the RSD is related to a non-Gaussian parameter of the propagator.
To obtain these theoretical results, we develop a two-state renewal theory as an analytical tool.
I. INTRODUCTION
Temporal and/or spacial heterogeneities of diffusivity
have been reported in various systems such as entangled
polymer systems [1, 2], macromolecular diffusion in cells
[3, 4], and supercooled liquids [5, 6]. In [1, 2], it is shown
that the center-of-mass motion of reptation dynamics
in entangled polymer systems exhibits temporal fluctu-
ations of diffusivity. In [3], it is reported that particles
in a bacterial cytoplasm show a fast and a slow diffusion
mode. Similarly, one-dimensional diffusion of a eukary-
otic transcription factor along DNA strands has a fast
and a slow mode with a local variation of the diffusion
coefficient (DC) along the DNA [4]. Molecular dynam-
ics simulations of supercooled liquids reported in [5, 6]
show a spatial heterogeneity with roughly two values of
diffusivity. As a result of such a spacial heterogeneity of
diffusivity, a tagged particle will display temporally fluc-
tuating diffusivity. Also, fluctuating diffusivity would be
observed in systems with dynamical heterogeneity (i.e.,
coexistence of spatial and temporal heterogeneities) such
as various glass formers [7].
Although, as a phenomenological model of single-
particle diffusion in spatial and temporal hetero-
geneities, trap models—i.e., continuous-time random
walks (CTRWs) [8–15] and quenched trap models [16]—
have been widely used, there have been increasing re-
ports in which trap models fail to describe complex sys-
tems with heterogeneities. For example, in [17], Manzo
et al. show that receptor diffusion on cell membranes
is not consistent with the CTRW, and proposed the an-
nealed transit time model (ATTM) which is a Brownian
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motion with fluctuating diffusivity. In the ATTM, the
fluctuating diffusivity is considered to be originated from
a local variation of the DC [17, 18], which is observed in
many biological experiments [19–22]. Moreover, a single
polymer in an entangled polymer solution is transiently
trapped in a virtual tube comprised by surrounding poly-
mers [1, 23]. Therefore, it is natural to expect that this
kind of trapped motion could be described by a CTRW,
but this is not the case; instead, the center of mass mo-
tion of a single entangled polymer is clearly described by
a Langevin equation with fluctuating diffusivity (LEFD)
[2]. An elaborate simulation study on supercooled liquids
in [24, 25] also shows that a tagged particle trajectory
slightly deviates from that of CTRW.
In financial mathematics, stochastic differential equa-
tions called stochastic volatility models, in which the DC
follows other stochastic differential equations, have been
extensively studied [26–28]. Moreover, the underdamped
version of the LEFD is analyzed in [29, 30], and a spe-
cial type of the overdamped LEFD, a random walk with
diffusing diffusivity (i.e., the DC follows a diffusion equa-
tion), is studied recently in [31]. The ATTM stated above
is also a special class of the overdamped LEFD, in which
the DC is distributed according to a power law. Along
with these models, a two-state LEFD, in which diffusiv-
ity fluctuates between two values, D+ and D−, should
be important. This is because, in some experiments in-
cluding those stated above [3–6, 32], it is reported that
the DC has roughly two distinct values. Such a two-state
LEFD as well as a general form of the overdamped LEFD
are studied for the case of equilibrium processes in [2].
Here, we study the overdamped LEFD with dichotomous
DCs for both equilibrium and non-equilibrium processes.
Furthermore, the LEFD is considered to be important
for intermittent search [33, 34]. In fact, LEFD-like sys-
2tems with dichotomous DCs are studied as an efficient
search strategy for finding a target [35, 36]. In these
studies, however, Markovian switchings between the DCs
are used, whereas we investigate general non-Markovian
switchings.
A time-averaged mean square displacement (MSD) is
frequently used in experiments [8, 37–39] and utilized
even in some molecular dynamics simulations [40–42].
However, the time-averaged MSD (TMSD) of the LEFD
shows only normal diffusion, and thus it is impossible to
detect and characterize the fluctuating diffusivity. Be-
sides, the instantaneous DC, D(t), is quite difficult to
measure accurately in experiments, since D(t) is multi-
plied by the thermal noise in the Langevin equation [see
Eq. (1)]. Then, how can we characterizeD(t) from exper-
imental data? In this article, we show that the relative
standard deviation (RSD) of the TMSD is a useful ob-
servable to elucidate the fluctuating diffusivity, because
the RSD is closely related to the auto-correlation func-
tion (ACF), 〈D(t)D(t′)〉. An important point is that the
RSD can be calculated from dozens of trajectories r(t),
and it is not necessary to directly measure D(t).
It is also shown that, in a certain limit (D− → 0), the
LEFD shares many properties with the CTRW: subdiffu-
sion in the ensemble-averagedMSD (EMSD), aging in the
TMSD, and non-Gaussianity. These properties are com-
mon in single-particle-tracking experiments [37–39] and
molecular dynamics simulations [40–42], and have been
a basis of the CTRW modeling of such systems [8–15].
Therefore, the LEFD is another candidate for modeling
such anomalous systems. In this article, various anoma-
lous features mentioned above are checked by numerical
simulations for the one-dimensional LEFD (the theoret-
ical results are applicable to n-dimensional systems).
Furthermore, we develop a generalized renewal the-
ory as an analytical tool. Systems studied in the usual
renewal theory have only a single state [43], while the
LEFD in this article has two states. Therefore, it is
necessary to generalize the usual (single-state) renewal
theory to the one with two states. Some previous works
have already worked on such a generalization [2, 44–46],
but, in this article, a much broader framework of the two-
state renewal theory, which is also called an alternating
renewal theory in [44], is presented. For example, the
fractions of the states, transition probabilities, and prob-
ability density functions (PDFs) of a forward recurrence
time are investigated.
This paper is organized as follows. In Sec. II, we define
the LEFD, switching rules between the two states (i.e.,
sojourn time PDFs of these states), and equilibrium as
well as non-equilibrium ensembles. In Sec. III, analytical
results for arbitrary sojourn time PDFs are described,
whereas, in Secs. IV– VII, case studies for power-law so-
journ time PDFs are presented, and relations between
the LEFD and the CTRW are also pointed out here. Fi-
nally, Sec. VIII is devoted to a discussion. In the Appen-
dices, we summarize some technical matters, including
simulation details and a relation between the RSD and a
FIG. 1. An example of trajectory x(t) of the two-state LEFD.
The regions with shaded and white backgrounds correspond
to the fast and the slow modes, respectively. The ratio
D+/D− is set as D+/D− = 50.
non-Gaussian parameter.
II. LANGEVIN EQUATION WITH
FLUCTUATING DIFFUSIVITY
In this section, the LEFD with a fast and a slow dif-
fusion state is defined. Then, we adopt non-Markovian
switching rules between the two states through sojourn
time PDFs of these states. Also, equilibrium and non-
equilibrium initial ensembles are defined with first so-
journ time PDFs.
A. Definition of the LEFD
The LEFD is given by the following equation:
dr(t)
dt
=
√
2D(t) ξ(t), (1)
where r(t) is the n-dimensional position of the diffusing
particle, and ξ(t) is Gaussian white noise vector with
〈ξ(t)〉 = 0, 〈ξi(t)ξj(t
′)〉 = δijδ(t− t
′). (2)
In contrast, the time-dependent DC, D(t), is allowed to
be a non-Markovian stochastic process, whereas we as-
sume that D(t) and ξ(t) are statistically independent.
Equation (1) is a general definition of an isotropic LEFD.
An anisotropic version, which can be utilized to describe
the center-of-mass motion of an entangled polymer in a
reptation model, is analyzed in [2].
B. Two-state system
In this article, we consider a two-state process, i.e., the
state of the system is alternating between two modes,
labeled + and −. More precisely, it is assumed that the
DC is given by D(t) = D+ if the state is + at time t, and
D(t) = D− if the state is − at time t. We also assume
that D− ≤ D+ for clarity, though this restriction is not
3necessary for the theoretical analysis. A trajectory of
this two-state LEFD is displayed in Fig. 1.
A switching rule between the two states can be given by
sojourn time PDFs of these states. Namely, the sojourn
times τ for + and − states are random variables following
different PDFs, ρ+(τ) and ρ−(τ). We assume that these
PDFs follow power-law distributions (though the results
in Sec. III are applicable for arbitrary PDFs):
ρ±(τ) ≃
τ→∞
a±
|Γ(−α±)|τ1+α±
, (3)
where a± is a scale factor and Γ(−α±) is the gamma
function. Asymptotic forms of the Laplace transforms
ρˆ±(s) :=
∫∞
0 dτ e
−τsρ±(τ) at small s are given by
ρˆ±(s) =
s→0
1− a±s
α± +O(s) α± ∈ (0, 1), (4)
ρˆ±(s) =
s→0
1− µ±s+ a±s
α± +O(s2) α± ∈ (1, 2), (5)
where µ± is the mean sojourn time of the state ± and
O(sn) is Landau’s notation. Note that µ± does not exist
for α± ∈ (0, 1). Moreover, in Eqs. (4) and (5), we assume
that the sub-leading corrections to Eq. (3) decay faster
than τ−2 and τ−3, respectively [47]; these assumptions
are critical in the following analysis [48], although some
important PDFs such as the Le´vy’s stable law with α <
1/2 do not satisfy this assumption.
Here, let us comment on a possible origin of the power-
law sojourn time PDFs. It is well known that, for
crowded systems such as supercooled liquids, clusters of
fast (mobile) and slow (immobile) particles are formed
[49, 50]. For example, a slow particle diffuses in a slow
cluster, eventually traverses a boundary between clusters,
and goes into a fast cluster. Thus, the sojourn time PDF
of the slow state may be given by a PDF of the first pas-
sage time to the boundary. Such a first passage time PDF
in a compact domain is usually given by a power law with
an exponential cutoff [51]. This exponential cutoff results
in a crossover from anomalous to normal behaviors, but
the crossover time could be very long [12, 13, 52]; thus,
the pure power law might be a reasonable assumption
(though, this reasoning is still too simplistic, since the
clusters themselves are changing with time).
Here, we consider the following six cases for the values
of the exponents α+ and α−:
case (1–1) : α± ∈ (0, 1) with α+ < α−
case (1–2) : α± ∈ (0, 1) with α+ > α−
case (2–1) : α± ∈ (1, 2) with α+ < α−
case (2–2) : α± ∈ (1, 2) with α+ > α−
case (3–1) : α+ ∈ (0, 1) and α− ∈ (1, 2)
case (3–2) : α+ ∈ (1, 2) and α− ∈ (0, 1)
But, essentially, there are only three cases, because, for
example, the results for the case (1–2) can be obtained
from those of the case (1–1) by substituting the ± signs
in subscripts for ∓ signs. Nevertheless, there are quali-
tative differences between the cases (1–1) and (1–2), and
therefore we use the classification into six cases for clar-
ity. We also use a generic term “the case (1)” to refer to
both cases (1–1) and (1–2). The same notations such as
the “case (2)” and “case (3)” are also used.
C. Initial ensembles
Initial ensembles are specified by first sojourn time
PDFs. We assume that the process starts at t = 0, and
then, at some time t = τ , the first transition from one
state to the other occurs. Let us write the PDF of this
first sojourn time, τ , as w0+(τ) + w
0
−(τ). Here, w
0
±(τ) is
defined as w0±(τ) := p
0
±ρ
0
±(τ), where p
0
± is an initial frac-
tion and ρ0±(τ) is a first sojourn time PDF given that
the initial state is ±. We also use a vector notation
w0(τ) := (w0+(τ), w
0
−(τ)), with which we can completely
specify the initial ensembles.
For the equilibrium initial ensemble, we set ρ0±(τ) =
ρeq± (τ), which is given by its Laplace transform [43] (see
also Appendix B):
ρˆeq± (s) =
1− ρˆ±(s)
µ±s
. (6)
Hence, this PDF exists only if µ± is finite. On the other
hand, we set ρ0±(τ) = ρ±(τ) for a non-equilibrium initial
ensemble, i.e., the first sojourn time PDF, ρ0±(τ), is the
same as the PDF of the second and later sojourn times
ρ±(τ) (this is a typical non-equilibrium initial ensemble
used in the renewal theory and the CTRW theory).
To define the initial ensembles, we also have to specify
initial fractions of the two states, p0±. In the equilib-
rium initial ensembles, these fractions are given by (see
Appendix B)
p0± =
µ±
µ
=: peq± , (7)
where µ is defined by µ := µ+ + µ−. For the non-
equilibrium initial ensembles, we leave p0± ∈ [0, 1] arbi-
trary, because the asymptotic behavior of the system is
independent of p0± as shown in the following sections.
Thus, the equilibrium ensemble, wˆeq± (s), is given by
wˆeq± (s) = p
eq
± ρˆ
eq
± (s) = p
eq
±
1− ρˆ±(s)
µ±s
. (8)
We denote the ensemble average in terms of this equi-
librium ensemble as 〈·〉eq. Similarly, the following non-
equilibrium ensembles shall be considered:
wˆneq± (s) = p
0
±ρˆ±(s). (9)
We depict the ensemble average in terms of this non-
equilibrium ensemble as 〈·〉neq. Note that, in this nota-
tion 〈·〉neq, we do not explicitly show the dependence on
the initial fractions p0±. In numerical simulations, we use
4two non-equilibrium ensembles: one that starts from +
state [i.e., (p0+, p
0
−) = (1, 0)] and the other that starts
from − state [i.e., (p0+, p
0
−) = (0, 1)]. When we use the
bracket without a subscript 〈·〉, it means that the average
is taken over an arbitrary initial ensemble w0±(τ).
III. GENERAL THEORY
In this section, we derive general formulas for equilib-
rium and non-equilibrium LEFD with arbitrary sojourn
time PDFs, ρ±(τ). In particular, we study fractions
of the states, the EMSD, the ensemble-averaged TMSD
(ETMSD), the propagator, and the RSD of the TMSD.
A. Transition probabilities
We start with transition probabilities Whh′(t|w
0)
where h and h′ stand for the states: h, h′ = ±. More pre-
cisely, Whh′(t|w
0) is a conditional joint probability that
the state is h at time t = 0 and the state is h′ at time
t, given that the process starts with the initial ensemble
w0(τ). Let us rewrite Whh′(t|w
0) as
W±±(t|w
0) =
∞∑
n=0
Q±,2n(t|w
0),
W±∓(t|w
0) =
∞∑
n=1
Q±,2n−1(t|w
0),
(10)
where Q±,n(t|w
0) is a joint probability that the state is
± at time t = 0 and there is n transitions until time t,
given that the process starts with w0(τ). The Laplace
transforms are given by
Wˆ±±(s|w
0) =
∞∑
n=0
Qˆ±,2n(s|w
0),
Wˆ±∓(s|w
0) =
∞∑
n=1
Qˆ±,2n−1(s|w
0).
(11)
The probability Q±,n(t|w
0) is given as follows:
Q±,0(t|w
0) = Iw0±(t),
Q±,2n(t|w
0) = w0± ∗ ρ
∗(n−1) ∗ ρ∓ ∗ Iρ±(t),
Q±,2n−1(t|w
0) = w0± ∗ ρ
∗(n−1) ∗ Iρ∓(t),
(12)
where n = 1, 2, . . . , and an operator I is defined as
If(t) :=
∫∞
t dt
′f(t′). Moreover, we define a PDF ρ(t)
by a convolution as
ρ(t) := ρ+ ∗ ρ−(t) =
∫ t
0
dτρ+(t− τ)ρ−(τ), (13)
and also n-time convolution ρ∗n(t) as
ρ∗n(t) := ρ ∗ · · · ∗ ρ︸ ︷︷ ︸
ntimes
(t). (14)
Then, the Laplace transforms of Eqs. (12) are given by
Qˆ±,0(s|w
0) =
p0± − wˆ
0
±(s)
s
,
Qˆ±,2n(s|w
0) = wˆ0±(s)ρˆ
n−1(s)ρˆ∓(s)
1− ρˆ±(s)
s
,
Qˆ±,2n−1(s|w
0) = wˆ0±(s)ρˆ
n−1(s)
1 − ρˆ∓(s)
s
,
(15)
where n = 1, 2, . . . (A different derivation is given in
Appendix A). Putting Eq. (15) into Eq. (11), we have
Wˆ±±(s|w
0) =
p0±
s
−
wˆ0±(s)
s
1− ρˆ∓(s)
1− ρˆ(s)
,
Wˆ±∓(s|w
0) =
wˆ0±(s)
s
1− ρˆ∓(s)
1− ρˆ(s)
.
(16)
A special case [p0+ = 1, and wˆ
0
+(s) = ρˆ
eq
+ (s)] of these
equations is studied in [44]. Note that Wˆ±±(s|w
0) +
Wˆ±∓(s|w
0) = p0±/s, which means the normalization:
W±±(t|w
0) +W±∓(t|w
0) = p0±.
Inserting Eqs. (7) and (8) into Eq. (16), we have the
transition probabilities for the equilibrium processes
Wˆ eq±±(s) := Wˆ±±(s|w
eq)
=
peq±
s
−
1
µs2
[1− ρˆ+(s)] [1− ρˆ−(s)]
1− ρˆ(s)
,
Wˆ eq±∓(s) := Wˆ±∓(s|w
eq)
=
1
µs2
[1− ρˆ+(s)] [1− ρˆ−(s)]
1− ρˆ(s)
.
(17)
From the second equation, we have Wˆ eq+−(s) = Wˆ
eq
−+(s),
i.e., the detailed balance holds. The above equations (17)
are already reported in [45].
On the other hand, the transition probabilities for the
non-equilibrium processes are given by
Wˆ neq±± (s) := Wˆ±±(s|w
neq) =
p0±
s
1− ρˆ±(s)
1− ρˆ(s)
,
Wˆ neq±∓ (s) := Wˆ±∓(s|w
neq) =
p0±
s
1− ρˆ∓(s)
1− ρˆ(s)
ρˆ±(s),
(18)
where we inserted Eq. (9) into Eq. (16). From the sec-
ond equation, we see that Wˆ neq+− (s) 6≡ Wˆ
neq
−+ (s), i.e., the
detailed balance breaks down.
B. Fraction of the state
Ensemble averages of some single-time observables can
be obtained from the fractions of the states [e.g., see
Eqs. (25) and (27)]. Here, we define the fraction of the
state, p±(t|w
0), as the probability being in the state ±
at time t, given that the initial ensemble is w0±(τ). We
have p±(0|w
0) = p0± and
p±(t|w
0) =W±±(t|w
0) +W∓±(t|w
0). (19)
5Therefore, from Eqs. (16) and (19), we have the follow-
ing general expression for the Laplace transform of the
fraction:
pˆ±(s|w
0) =
p0±
s
−
wˆ0±(s)
s
1− ρˆ∓(s)
1− ρˆ(s)
+
wˆ0∓(s)
s
1− ρˆ±(s)
1− ρˆ(s)
.
(20)
If there exist mean sojourn times µ±, we have from
Eq. (20)
lim
s→0
sp±(s|w
0) = peq± . (21)
Thus, the fractions p±(t|w
0) tend to the equilibrium frac-
tions peq± as t→∞. On the other hand, if a mean sojourn
time, µ+ or µ−, does not exist, the system never reaches
an equilibrium; that is, there is no equilibrium state.
Using Eqs. (17) and (19), we have the fractions for the
equilibrium processes as
pˆeq± (s) := pˆ±(s|w
eq) = Wˆ eq±±(s) + Wˆ
eq
∓±(s) =
peq±
s
, (22)
and hence the equilibrium fractions are stationary:
peq± (t) ≡ p
eq
± . On the other hand, from Eqs. (18) and
(19), the non-equilibrium fractions, pˆneq± (s), are given by
pˆneq± (s) := pˆ±(s|w
neq) = Wˆ neq±± (s) + Wˆ
neq
∓± (s)
=
p0± + p
0
∓ρˆ∓(s)
s
1− ρˆ±(s)
1− ρˆ(s)
. (23)
C. Ensemble average of the MSD
Using Eq. (1) and 〈ξ(t′) · ξ(t′′)〉 = nδ(t′− t′′), we have
the following expression for the EMSD
〈
δr2(t)
〉
:
〈
δr2(t)
〉
= 2n
∫ t
0
dt′ 〈D(t′)〉 , (24)
where δr(t) is a displacement δr(t) := r(t)−r(0). Hence,
the EMSD can be obtained by integrating 〈D(t)〉, which
is in turn given by
〈D(t)〉 = D+p+(t|w
0) +D−p−(t|w
0)
= D− + (D+ −D−)p+(t|w
0). (25)
Then, the Laplace transform is given by
〈Dˆ(s)〉 =
D−
s
+ (D+ −D−)pˆ+(s|w
0), (26)
and therefore, from Eqs. (24) and (26), the Laplace trans-
form of the EMSD is given by
L
[〈
δr2(t)
〉]
(s) = 2n
[
D−
s2
+ (D+ −D−)
pˆ+(s|w
0)
s
]
.
(27)
Inserting Eq. (20) into Eq. (27), we obtain a general ex-
pression of the EMSD in terms of the sojourn time PDFs.
For the equilibrium ensemble, we have from Eq. (25)
〈D(t)〉eq = D+p
eq
+ +D−p
eq
− =: Deq. (28)
Namely, the equilibrium processes are stationary as ex-
pected. From Eq. (24), we have〈
δr2(t)
〉
eq
= 2nDeqt, (29)
and hence any equilibrium processes show normal diffu-
sion (this result is consistent with the same property ob-
tained for the underdamped LEFD [29, 30]). That is, the
second moment of the particle position r(t) cannot detect
any anomaly, i.e., fluctuating diffusivity, of the equilib-
rium systems, and therefore it is necessary to study some
higher order moments instead.
For the non-equilibrium ensemble, using Eqs. (23) and
Eq. (25), we have
〈D(t)〉neq = D− + (D+ −D−)p
neq
+ (t). (30)
Moreover, by using Eqs. (23) and (27), the Laplace trans-
form of the non-equilibrium EMSD is given by
L
[〈
δr2(t)
〉
neq
]
(s) = 2n
[
D−
s2
+ (D+ −D−)
pˆneq+ (s)
s
]
.
(31)
D. Ensemble average of the TMSD
The TMSD, which is frequently used in single particle
tracking experiments [8, 37–39] as well as in molecular
dynamics simulations [40–42], is defined as
δr2(∆; t) :=
1
t−∆
∫ t−∆
0
dt′ [r(t′ +∆)− r(t′)]
2
. (32)
Here, t is the total measurement time, and ∆ is the lag
time. Interestingly, a quantity similar to the TMSD is
used as an order parameter for glassy systems [53]. As
with the derivation of Eq. (24), Eq. (32) can be rewritten
as〈
δr2(∆; t)
〉
=
1
t−∆
∫ t−∆
0
dt′
〈
[r(t′ +∆)− r(t′)]
2
〉
=
2n
t−∆
∫ t−∆
0
dt′
∫ t′+∆
t′
dτ 〈D(τ)〉 . (33)
For the equilibrium ensembles, using Eqs. (28) and (33),
we have 〈
δr2(∆; t)
〉
eq
= 2nDeq∆, (34)
and hence the ETMSD is equivalent to the EMSD
[Eq. (29)].
To deal with general non-equilibrium processes, we
rewrite Eq. (33) by using Eq. (24) as〈
δr2(∆; t)
〉
≃
∆≪t
1
t
∫ t
0
dt′
[〈
δr2(t′ +∆)
〉
−
〈
δr2(t′)
〉]
(35)
6where we assume that ∆ ≪ t. The Laplace transform
(with respect to t) of the integral in Eq. (35) gives
L
[
t
〈
δr2(∆; t)
〉]
(∆; s) ≃
s∆≪1
s→0
es∆ − 1
s
L
[〈
δr2(t)
〉]
(s)
≃
s∆≪1
s→0
∆L
[〈
δr2(t)
〉]
(s) (36)
where s∆ ≪ 1 is resulted from ∆ ≪ t. The Laplace
inversion gives
〈
δr2(∆; t)
〉
≃
∆≪t
t→∞
∆
t
〈
δr2(t)
〉
. (37)
Therefore, the ETMSD only shows normal diffusion; i.e.,
the ETMSD depends linearly on the lag time ∆. Hence,
the EMSD and ETMSD coincide only if the EMSD shows
normal diffusion, otherwise they do not coincide and thus
ergodicity breaks down.
For the typical non-equilibrium ensembles given by
Eq. (9), we simply rewrite Eq. (37) as
〈
δr2(∆; t)
〉
neq
≃
∆≪t
t→∞
∆
t
〈
δr2(t)
〉
neq
. (38)
Therefore, we can obtain the ETMSD 〈δr2(∆; t)〉neq sim-
ply from the EMSD 〈δr2(t)〉neq.
E. Propagator
The propagator P±(r, t|w
0)dr is the probability of
finding the particle of ± state in (r, r + dr) at time t,
given that the initial ensemble is w0. Integral equations
for P±(r, t|w
0) can be obtained in a way similar to the
analysis for CTRWs [16, 54]:
P±(r, t|w
0) =
∫
dr′G±(r − r
′, t)(Iρ0±)(t)P±(r
′, 0|w0)
+
∫ t
0
dt′
∫
dr′G±(r − r
′, t− t′)(Iρ±)(t− t
′)R±(r
′, t′|w0),
(39)
R±(r, t|w
0) =
∫
dr′G∓(r − r
′, t)ρ0∓(t)P∓(r
′, 0|w0)
+
∫ t
0
dt′
∫
dr′G∓(r − r
′, t− t′)ρ∓(t− t
′)R∓(r
′, t′|w0),
(40)
where G±(r, t) is the Green function of the diffusion pro-
cess with the diffusion constantD±, and R±(r, t|w
0)drdt
is the probability of which the particle reaches the do-
main (r, r+dr) and becomes ± state just in the interval
(t, t+ dt), given that the process starts with w0. By the
Fourier and Laplace transformations , we obtain
P˘±(k, s|w
0) =
1− ρˆ0±(s±)
s±
Pˆ±(k, 0|w
0)
+
1− ρˆ±(s±)
s±
R˘±(k, s|w
0), (41)
R˘±(k, s|w
0) =ρˆ0∓(s∓)Pˆ∓(k, 0|w
0) + ρˆ∓(s∓)R˘∓(k, s|w
0),
(42)
where s± := s + D±k
2, and we used the fact that the
Fourier transform of G±(r, t) is given by Gˆ±(k, t) =
e−D±k
2t [55]. Here, for simplicity, we assume that the
initial position is the origin r(0) = 0, i.e., P±(r, 0|w
0) =
p0±δ(r) and Pˆ±(k, 0|w
0) = p0±. Then, from Eqs. (41) and
(42), we obtain a general expression for the propagator:
P˘±(k, s|w
0) =
1− ρˆ0±(s±)
s±
p0±
+
1− ρˆ±(s±)
s±
wˆ0±(s±)ρˆ∓(s∓) + wˆ
0
∓(s∓)
1− ρˆ+(s+)ρˆ−(s−)
. (43)
Using Eqs. (7), (8) and (43), we have the equilibrium
propagator, P˘ eq± (k, s) := P˘±(k, s|w
eq), as
P˘ eq± (k, s) =
p±
s±
+
[1− ρˆ+(s+)][1− ρˆ−(s−)]
µs±[1− ρˆ+(s+)ρˆ−(s−)]
(
1
s∓
−
1
s±
)
.
(44)
Note that if D+ = D−, the second term vanishes and
the system shows normal diffusion with the Gaussian
propagator all the time. Therefore, the second term is
the contribution from the fluctuating diffusivity, and the
propagator is non-Gaussian in general if D+ 6= D−. For
the equilibrium processes, using the asymptotic relation
given in Eq. (5), and assuming that s± ≪ 1 along with
s ∼ k2 ≪ 1 (i.e., a hydrodynamic limit), we have
P˘ eq± (k, s) ≃
s,k→0
s∼k2
peq±
s+Deqk2
. (45)
Thus, in this hydrodynamic limit, the propagators for
both + and − states become Gaussian [55]. Note also
that, the sum of the propagators, P˘ eq+ (k, s) + P˘
eq
− (k, s),
becomes a Gaussian distribution; this is the propagator
of the diffusion process with the diffusion constant Deq.
From Eqs. (9) and (43), we have the non-equilibrium
propagator, P˘ neq± (k, s) := P˘±(k, s|w
neq), as
P˘ neq± (k, s) ≃
s,k→0
s∼k2
1
s±
1− ρˆ±(s±)
1− ρˆ+(s+)ρˆ−(s−)
, (46)
where an approximation p0∓ρˆ∓(s∓) + p
0
± ≃ 1 is used.
Thus, Eq. (46) is exact only for its leading order terms.
F. Relative standard deviation of TMSD
As presented in the previous subsections, both EMSD
and ETMSD exhibit normal diffusion for equilibrium pro-
cesses. Thus, with these MSDs, we cannot extract any
7information on fluctuating diffusivity. To characterize
such anomaly, we may have to consider some higher or-
der moments. Here, we study the RSD of TMSD:
Σ(∆; t|w0) :=
√〈∣∣δr2(∆; t)∣∣2 − 〈δr2(∆; t)〉2〉〈
δr2(∆; t)
〉 . (47)
Note that Σ(∆; t|w0) is a fourth moment of r(t′). It will
be shown that, for the equilibrium process, this RSD is
related to the ACF, 〈D(t)D(0)〉eq [see Eq. (60)]. The
RSD analysis is useful even for the non-equilibrium pro-
cesses, because the RSD is related to non-Gaussianity of
the propagator (see Appendix E).
By assuming that ∆ is much smaller than the charac-
teristic correlation time of D(t), we can make the anal-
ysis relatively simple (This formal approximation is rep-
resented by the symbol ”≈”). For example, under this
assumption, we have 〈D(τ)〉 ≈ 〈D(t′)〉 in the integrand
of Eq. (33), and thus obtain
〈
δr2(∆; t)
〉
≈
2n∆
t−∆
∫ t−∆
0
dt′ 〈D(t′)〉 . (48)
This equation is consistent with Eqs. (24) and (37)
[though Eq. (37) is valid even if ∆ is larger than the
correlation time of D(t)]. In this subsection, we analyze
the RSD on the basis of this approximation.
With the help of Wick’s theorem,∑
i,j
〈ξi(s)ξi(s
′)ξj(u)ξj(u
′)〉 =
n2δ(s− s′)δ(u − u′)+2nδ(s− u′)δ(s′ − u), (49)
the second moment of the TMSD can be approximated
as follows:
〈∣∣δr2(∆; t)∣∣2〉 = 2
(t−∆)2
∫ t−∆
0
dt′
∫ t′
0
dt′′
〈
[r(t′ +∆)− r(t′)]
2
[r(t′′ +∆)− r(t′′)]
2
〉
.
≈
8n∆2
(t−∆)2
∫ t−∆
0
dt′
∫ t′
0
dt′′
[
n 〈D(t′)D(t′′)〉+
2(t′′ − t′ +∆)2
∆2
I(t′ ≤ t′′ +∆)
〈
D2(t′)
〉]
(50)
=
8n2∆2
(t−∆)2
[∫ t−∆
0
dt′
∫ t′
0
dt′′ 〈D(t′)D(t′′)〉+
2∆
3n
∫ t−∆
0
dt′
〈
D2(t′)
〉]
, (51)
where I(. . . ) = 1 if the inside of the bracket is satisfied, 0
otherwise. In deriving Eq. (50), we used approximations∫ t′+∆
t′
ds
∫ t′′+∆
t′′
du 〈D(s)D(u)〉 ≈ 〈D(t′)D(t′′)〉∆2,
(52)
and 〈D(s)D(u)〉 ≈
〈
D2(t′)
〉
for s, u ∈ (t′ − ∆, t′ + ∆).
These approximations are justified, because ∆ is much
smaller than the characteristic correlation time of D(t).
Inserting Eqs. (48) and (51) into Eq. (47), we obtain
Σ2(∆; t|w0) ≈
∆≪t
Σ2id(∆; t|w
0) + Σ2ex(t|w
0), (53)
with
Σ2id(∆; t|w
0) :=
4∆
3n
∫ t
0
dt′
〈
D2(t′)
〉
∫ t
0
dt′
∫ t
0
dt′′ 〈D(t′)〉〈D(t′′)〉
, (54)
Σ2ex(t|w
0) :=
∫ t
0
dt′
∫ t
0
dt′′ 〈δD(t′)δD(t′′)〉∫ t
0
dt′
∫ t
0
dt′′ 〈D(t′)〉〈D(t′′)〉
, (55)
where δD(t′) is defined by δD(t′) := D(t′) − 〈D(t′)〉. If
there is no fluctuating diffusivity, then Σ2ex(t|w
0) = 0
since δD(t) = 0, and thus only Σ2id(∆; t|w
0) contributes
the RSD. Namely, Σ2id(∆; t|w
0) is the RSD for single-
mode diffusion processes, and thus we call this term as
an ideal part. In contrast, a contribution from the fluc-
tuating diffusivity is represented by Σ2ex(t|w
0), an excess
part of the RSD.
For the cases studied in this paper [Eqs. (4) and (5)],
the leading term of the ideal part Σ2id(∆; t|w
0) at large t
is estimated as
Σ2id(∆; t|w
0) =
t→∞
O
(
1
t
)
. (56)
This can be obtained as follows. First, note that〈
D2(t)
〉
= D2+p+(t|w
0) + D2−p−(t|w
0), and this is the
same as Eq. (25) except that D± is replaced by D
2
±.
Therefore, 2n
∫ t−∆
0
dt′
〈
D2(t′)
〉
has the same form as the
EMSD
〈
δr2(t)
〉
= 2n
∫ t
0
dt′ 〈D(t′)〉 except that D± is re-
placed by D2±. As shown in Secs. III C and V, the EMSD
shows only normal diffusion
〈
δr2(t)
〉
= O(t) as t → ∞
[see Eqs. (29), (89), (90), (94), (95), (99), and (100)].
Therefore, we can conclude that
2n
∫ t−∆
0
dt′
〈
D2(t′)
〉
=
t→∞
O(t) (57)
From these facts and Eq. (54), we obtain (56).
8In particular, for the case (3), we shall obtain∫ t−∆
0
dt′ 〈D(t′)〉 = D±t + O(t
α±) [Eqs. (99) and (100)].
Thus, we have
∫ t−∆
0
dt′
〈
D2(t′)
〉
= D2±t + O(t
α±), and
whereby obtaining from Eq. (54)
Σ2id(∆; t|w
neq) =
t→∞
4∆
3nt
+O
(
tα±−2
)
(58)
where α± ∈ (0, 1).
Thus, the leading term of the ideal part Σ2id(∆; t|w
0) is
of the order of 1/t. Therefore, if the excess part Σ2ex(t|w
0)
shows slow relaxation 1/tβ with β ∈ (0, 1), this part
Σ2ex(t|w
0) is dominant over the ideal part. In contrast, if
the excess part Σ2ex(t|w
0) shows fast relaxation 1/tβ with
β > 1, the ideal part Σ2id(∆; t|w
0) is dominant over the
excess part. The former is actually the case for almost all
the cases studied in this article except a couple of narrow
parameter regions in case (3) [see Secs. VII D and VII E].
1. equilibrium processes
For the equilibrium processes, we have from Eq. (55)
Σ2ex(t|w
eq) ≃
2
t2
∫ t
0
dt′(t− t′)
〈δD(t′)δD(0)〉eq
D2eq
, (59)
where we assumed that 〈δD(t′)δD(t′′)〉eq depends only
on the time lag t′− t′′ (see Appendix C for a proof). Let
us rewrite the above equation as
〈δD(t)δD(0)〉eq ≃
D2eq
2
∂2
∂t2
[
t2Σ2ex(t|w
eq)
]
. (60)
As shown in Sec. VIIA, the excess RSD, Σ2ex(t|w
eq),
decays slower than 1/t for the case (2), and thus
Σ2(∆; t|weq) ≈ Σ2ex(t|w
eq). Therefore, Eq. (60) implies
that we can obtain the ACF, 〈δD(t)δD(0)〉eq, by mea-
suring the RSD, Σ2(∆; t|weq). It is important that the
RSD and Deq can be calculated from dozens of trajecto-
ries. By contrast, the instantaneous DC, D(t), is difficult
to measure directly in experiments. The Laplace trans-
form of Eq. (59) with respect to t becomes
L
[
t2Σ2ex(t|w
eq)
]
(s) ≃
2
D2eq
〈δDˆ(s)δD(0)〉eq
s2
(61)
Moreover, if 〈δD(t′)δD(0)〉eq decays faster than
O(1/t), we have a simple relation from Eq. (59):
Σ2ex(t|w
eq) ≃
t→∞
2
t
∫ ∞
0
dt′
〈δD(t′)δD(0)〉eq
D2eq
. (62)
This type of decay is observed in the center of mass mo-
tion of the reptation model [2, 56]. But, if the ACF,
〈δD(t′)δD(0)〉eq, decays slower than O(1/t), the Eq. (62)
is no more valid, since the integral diverges. In such cases,
the RSD exhibits slow relaxation as shown in Sec. VIIA.
2. Non-equilibrium processes
For non-equilibrium processes, a simple relation be-
tween the RSD and the ACF 〈δD(t1)δD(t2)〉 [such as the
Eq. (60)] does not hold. Instead of the RSD, we define
Σ2ex(t1, t2|w
neq) :=
∫ t1
0
dt′
∫ t2
0
dt′′ 〈δD(t′)δD(t′′)〉neq∫ t1
0
dt′
∫ t2
0
dt′′ 〈D(t′)〉neq 〈D(t
′′)〉neq
,
(63)
then Σ2ex(t|w
neq) = Σ2ex(t, t|w
neq). From Eqs. (24) and
(63), we have
L2
[〈
δr2(t1)
〉
neq
〈
δr2(t2)
〉
neq
Σ2ex(t1, t2|w
neq)
]
(s1, s2)
= 4n2
〈δDˆ(s1)δDˆ(s2)〉neq
s1s2
, (64)
where L2 stands for double Laplace transforms with re-
spect to t1 and t2.
G. Auto-correlation function of diffusion coefficient
Here, we study general expressions for the ACF
〈D(t1)D(t2)〉, from which the excess RSD can be analyt-
ically obtained [Eqs. (59) and (63)]. For the equilibrium
processes, we have 〈δD(t)δD(0)〉eq = 〈D(t)D(0)〉eq−D
2
eq,
where the first term is expressed with the transition prob-
abilities in Eq. (17) as
〈D(t)D(0)〉eq =
∑
h,h′=±
DhDh′W
eq
hh′(t), (65)
and the Laplace transform is given by
〈Dˆ(s)D(0)〉eq =
∑
h,h′=±
DhDh′Wˆ
eq
hh′(s). (66)
From Eqs. (61) and (66), we can obtain asymptotic be-
havior of the RSD.
For the non-equilibrium ensembles, we have to consider
the ACF 〈D(t1)D(t2)〉. Using a general transition prob-
ability, W neqhh′ (t1, t2), which is a joint probability that the
state is h at time t1 and h
′ at time t2, given that the
initial ensemble is wneq (see Appendix C), we have
〈D(t1)D(t2)〉neq=
∑
h,h′=±
DhDh′ [W
neq
hh′ (t1, t2) +W
neq
h′h (t2, t1)] ,
(67)
where the second term W neqh′h (t2, t1) is necessary because
Whh′(t1, t2) = 0 if t2 < t1 from its definition (see Ap-
pendix C), whereas the ACF, 〈D(t1)D(t2)〉, is defined
for both t1 < t2 and t2 < t1. Then, the Laplace trans-
forms with respect to t1 and t2 result in
〈Dˆ(s1)Dˆ(s2)〉neq=
∑
h,h′=±
DhDh′
[
W˘ neqhh′ (s1, s2) + W˘
neq
hh′ (s2, s1)
]
,
(68)
9where W˘ neqhh′ (s1, s2) is given by Eq. (C7).
Moreover, let us define δW neqhh′ (t1, t2) as
δW neqhh′ (t1, t2) :=W
neq
hh′ (t1, t2)+W
neq
h′h (t2, t1)−p
neq
h (t1)p
neq
h′ (t2),
(69)
where pneqh (t) is the fraction of the state h at time t.
Then, the ACF of deviations from the mean values,
〈δDˆ(s1)δDˆ(s2)〉neq, can be expressed as
〈δDˆ(s1)δDˆ(s2)〉neq =
∑
h,h′=±
DhDh′δW˘
neq
hh′ (s1, s2). (70)
From Eqs. (64) and (70), we can obtain asymptotic be-
havior of the non-equilibrium RSD.
IV. CASE STUDY: FRACTIONS OF STATES
In this and subsequent sections, we study special cases
in which the sojourn time PDFs, ρ±(τ), are given by the
power laws defined in Sec. II B. In this section, we inves-
tigate only the non-equilibrium fraction of states, pneq± (t),
since the equilibrium fractions are constant, peq± (t) ≡ p
eq
±
[Sec. III B]. It is shown that the asymptotic behaviors of
pneq± (t) are independent of the initial fractions p
0
±.
A. Fractions for case (1)
Let us start with the case (1). For α+ < α− [case
(1-1)], we have from Eqs. (4) and (23)
pˆneq+ (s) ≃
s→0
1
s
−
a−
a+
sα−−α+−1, (71)
and the Laplace inversion is given by
pneq+ (t) ≃t→∞
1−
a−
a+
tα+−α−
Γ(α+ − α− + 1)
. (72)
Thus, the ensemble accumulates to the + state for large
t. On the other hand, pneq− (t) is given simply by p
neq
− (t) =
1− pneq+ (t). Note that the dependence on the initial frac-
tions p0± vanishes in Eq. (72), and thus the asymptotic
behavior is independent of the initial fractions, p0±. From
Eq. (30), the mean DC is given by
〈D(t)〉neq ≃t→∞
D+ −
a−
a+
(D+ −D−) t
α+−α−
Γ(α+ − α− + 1)
(73)
and therefore 〈D(t)〉neq coverages to D+ as t→∞.
Similarly, for α− < α+ [case (1-2)], we have
pˆneq+ (s) ≃
s→0
a+
a−
sα+−α−−1, (74)
pneq+ (t) ≃t→∞
a+
a−
tα−−α+
Γ(α− − α+ + 1)
. (75)
Consequently, the mean DC is given by
〈D(t)〉neq ≃t→∞
D− +
a+
a−
(D+ −D−)t
α−−α+
Γ(α− − α+ + 1)
, (76)
and therefore 〈D(t)〉neq converges to D− as t→∞.
The asymptotic equations (72) and (73) [case (1-1):
α+ < α−] are valid for
a−
a+
tα+−α− ≪ 1, (77)
and, similarly, Eqs. (75) and (76) [case (1-2): α− < α+]
are valid for
a+
a−
tα−−α+ ≪ 1. (78)
Note that these inequalities are only necessary condi-
tions. To obtain a sufficient condition, we need to spec-
ify higher order terms, O(s), of ρˆ±(s) in Eq. (4) more
concretely. As shown below, however, the conditions,
Eqs. (77) and (78), are useful to analyze crossover phe-
nomena appearing in the EMSD.
B. Fractions for case (2)
For the case (2), the equilibrium state exists, and any
non-equilibrium state relaxes to the equilibrium as shown
in Eq. (21). For the non-equilibrium ensemble [Eq. (9)],
we have from Eqs. (5) and (23)
pˆneq+ (s) ≃
s→0
peq+
s
−
peq− a+
µs2−α+
(79)
pneq+ (t) ≃t→∞
peq+ −
peq− a+t
1−α+
µΓ(2 − α+)
. (80)
for α+ < α− [case (2-1)]. Thus, the non-equilibrium
fractions pneq± (t) converge to the equilibrium ones p
eq
± .
Similarly, for α− < α+ [case (2-2)], we have
pˆneq+ (s) ≃
s→0
peq+
s
+
peq+ a−
µs2−α−
, (81)
pneq+ (t) ≃t→∞
peq+ +
peq+ a−t
1−α−
µΓ(2− α−)
. (82)
Thus, in both cases, the fractions pneq± (t) converge to the
equilibrium ones peq± . A necessary condition for the for-
mulas given by Eqs. (80) and (82) to be valid is
a±t
1−α± ≪ µ±. (83)
C. Fractions for case (3)
Finally, we derive the non-equilibrium fractions pneq± (t)
for the case (3). For the case (3-1), we have from Eqs. (4),
(5) and (23) [57]
pˆneq+ (s) =
s→0
1
s
−
µ−
a+
s−α+ + o(s−α+), (84)
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where the leading contribution from the higher order
term o(s−α+) is given by [58]
µ−
a+
s−α+ max
(
a−
µ−
sα−−1, p0+a+s
α+ ,
µ− − b+
a+
s1−α+
)
.
(85)
The Laplace inversion of Eq. (84) gives
pneq+ (t) ≃t→∞
1−
µ−
a+
tα+−1
Γ(α+)
. (86)
Similarly, for the case (3-2), we obtain
pˆneq+ (s) ≃
s→0
µ+
a−
s−α− , pneq+ (t) ≃t→∞
µ+
a−
tα−−1
Γ(α−)
. (87)
Necessary conditions that Eqs. (86) and (87) are valid
are given by
µ−
a+
tα+−1 ≪ 1 and
µ+
a−
tα−−1 ≪ 1, (88)
respectively.
V. CASE STUDY: EMSD AND ETMSD
In this section, we study the EMSD and ETMSD for
the power-law sojourn time PDFs. In contrast to the
equilibrium MSDs, which behave normally [Eqs. (29)
and (34)], the non-equilibrium EMSD in the cases (1-
2) and (3-2) [the slow-mode-dominated cases, in which
α− < α+] exhibits transient subdiffusion. In addition,
though the non-equilibrium ETMSD shows normal diffu-
sion [Eq. (38)], transient aging is observed in an effective
DC for the slow-mode-dominated cases. A crossover time
tc between these transient and asymptotic behaviors is
also derived. As with the fractions pneq± (t), the asymp-
totic properties are independent of the initial fractions
p0±.
A. MSDs for case (1)
For α+ < α− [case (1-1)], inserting Eq. (71) into
Eq. (31) and performing the Laplace inversion, we have
〈
δr2(t)
〉
neq
≃
t→∞
2n
[
D+t−
a−
a+
(D+ −D−)t
α+−α−+1
Γ(α+ − α− + 2)
]
.
(89)
In spite of the appearance of the term tα+−α−+1, tran-
sient subdiffusion cannot be observed in this case, and
thus the EMSD behaves normally. This is because the
first term is bigger than the second due to the inequal-
ity in Eq. (77) and D+ > D+ − D− [note also that
Γ(α+ − α− + 2) is of the order of 1].
Similarly, for α− < α+ [case (1-2)], inserting Eq. (74)
into Eq. (31), we obtain
〈
δr2(t)
〉
neq
≃
t→∞
2n
[
D−t+
a+
a−
(D+ −D−)t
α−−α++1
Γ(α− − α+ + 2)
]
.
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FIG. 2. Non-equilibrium EMSD
〈
δr2(∆)
〉
neq
and ETMSD
〈δr2(∆; t)〉neq vs lag time ∆ for the case (1). The total mea-
surement time t for the ETMSD 〈δr2(∆; t)〉neq is fixed at
t = 107. Two non-equilibrium ensembles are used; one is
started from + state (p0+ = 1: triangle up and square), while
the other from − state (p0+ = 0: triangle down and circle).
Distance is measured in units of
√
D+τ0 and time in units of
τ0 [τ0 = (c±/α±)
1/α± is a short-time cutoff of the sojourn
time PDFs ρ±(τ ). See Appendix F]. The ratio D+/D− is set
as D+/D− = 50. (a) [Case (1-1)] The exponents α± are set as
(α+, α−) = (0.25, 0.75). The lines are theoretical predictions
given by Eqs. (89) and (92). (b) [Case (1-2)] α± are set as
(α+, α−) = (0.75, 0.25). The lines are theoretical predictions
given by Eqs. (90) and (93). The crossover time tc estimated
with Eq. (91) is about 2×104. There are no fitting parameters
for both figures (The same is true of Figs. 3 and 4).
In contrast to the case (1-1), transient subdiffusion can
be observed, if D− ≪ D+. In fact, the crossover time tc
from subdiffusion to normal diffusion is given by
a+
a−
tα−−α+c ∼
D−
D+ −D−
, (91)
where we omitted the gamma function for simplicity,
since Γ(α−−α++2) ∼ 1. If tc satisfies the inequality in
Eq. (78), i.e., if D−/(D+−D−)≪ 1, we can observe the
transient subdiffusion; note that this condition is equiva-
lent to D− ≪ D+. In particular, if D− = 0, the crossover
time tc becomes infinite; that is, the regime of normal dif-
fusion vanishes and the EMSD shows permanent subdif-
fusion. Therefore, ifD− = 0, the LEFD behaves similarly
to the CTRW, which also shows permanent subdiffusion.
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Nevertheless, the EMSD exponents are different between
the two models; for the CTRW, the EMSD behaves as
t−α− , whereas the present system behaves as tα−−α++1.
As stated below, however, the EMSD exponent for the
case (3-2) is equivalent to that of CTRW.
Using Eqs. (38) and (89), we can obtain an effective
DC of the ETMSD:〈
δr2(∆; t)
〉
neq
2n∆
≃
∆≪t
t→∞
D+ −
a−
a+
(D+ −D−)t
α+−α−
Γ(α+ − α− + 2)
, (92)
for α+ < α− [case (1-1)]. Thus, the effective DC in-
creases with the measurement time t; namely, the sys-
tem shows relaxation to the fast state D+. However, it
is hard to observe this relaxational behavior (i.e., there
is no crossover), because the first term is dominant over
the second all the time due to the inequality in Eq. (77)
and D+ > D+ −D−.
Similarly, we have the ETMSD for α− < α+ [case (1-
2)] by using Eqs. (38) and (90) as〈
δr2(∆; t)
〉
neq
2n∆
≃
∆≪t
t→∞
D− +
a+
a−
(D+ −D−)t
α−−α+
Γ(α− − α+ + 2)
. (93)
Again, the effective DC shows relaxation, but in this
case it decreases with time. More precisely, the effec-
tive DC shows crossover between relaxation (tα−−α+) at
short time to a plateau (D−) at longer time; the crossover
time is again given by Eq. (91). Thus, in contrast to the
case (1-1), we can observe relaxation of the effective DC
in this case. Moreover, if D− = 0, the effective DC tends
to 0 as t → ∞. This is also a famous property of the
CTRW referred to as aging [8, 15, 59], though the expo-
nent of the present system (α− − α+) is different from
that of CTRW (α− − 1). Therefore, we call the relax-
ational behavior observed for D− > 0 as transient aging.
The theoretical predictions for the EMSD [Eqs. (89)
and (90)] and the ETMSD [Eqs. (92) and (93)] are con-
firmed by numerical simulations in Fig. 2. As predicted,
transient subdiffusion in the EMSD is observed only for
α− < α+ [Fig. 2(b)]. In Fig. 2(a) and (b), the deflections
of upside-down triangles from the normal diffusion and
transient subdiffusion, respectively, are due to the effect
of the initial ensemble; this is a higher order contribution
and neglected in the theory [similar deflections appear in
cases (2) and (3) below]. Moreover, in both cases (1-1)
and (1-2), the ETMSD shows only normal diffusion.
B. MSDs for case (2)
For α+ < α− [case (2-1)], putting Eq. (79) into
Eq. (31) and performing the Laplace inversion, we have
〈
δr2(t)
〉
neq
≃
t→∞
2n
[
Deqt− (D+ −D−)
a+p
eq
− t
2−α+
µΓ(3− α+)
]
.
(94)
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FIG. 3. Non-equilibrium EMSD
〈
δr2(∆)
〉
neq
and ETMSD
〈δr2(∆; t)〉neq vs lag time ∆ for the case (2). The total mea-
surement time t, the initial fraction p0+, the distance and time
units, and the ratio D+/D− are the same as in Fig. 2. (a)
[Case (2-1)] α± are set as (α+, α−) = (1.25, 1.75). The lines
are theoretical predictions given by Eqs. (94) and (97). (b)
[Case (2-2)] α± are set as (α+, α−) = (1.75, 1.25). The lines
are theoretical predictions given by Eqs. (95) and (98).
Similarly, for α− < α+ [case (2-2)], inserting Eq. (81)
into Eq. (31), we obtain
〈
δr2(t)
〉
neq
≃
t→∞
2n
[
Deqt+ (D+ −D−)
a−p
eq
+ t
2−α−
µΓ(3− α−)
]
.
(95)
Here, the second terms in Eqs. (94)–(95) are never domi-
nant over the first terms, and thus the only normal diffu-
sion is observed in the above three cases. We prove this
for Eq. (95); it is also possible to prove it for Eq. (94) in
a similar way.
First, if D+ ∼ D−, then Deq & D+ − D−; from this
relation and the inequalities given Eq. (83), we can con-
clude that the first term in Eq. (95) is dominant over the
second. If D+ ≫ D−, the same conclusion can be ob-
tained as follows. Let tc be the crossover time between
the first and second terms in Eq. (95). If tc satisfies the
condition in Eq. (83), we can observe the crossover. This
condition becomes
a−t
1−α−
c ∼
Deq
D+
µ
peq+
≪ µ−, (96)
where we used D+ − D− ∼ D+ since D+ ≫ D−
12
and omitted the gamma function for simplicity, since
Γ(3 − α−) ∼ 1. The above condition is rewritten as
D−p
eq
− ≪ −D+(p
eq
+ )
2, which is impossible to be satisfied.
Therefore, the crossover cannot be observed, and hence
the EMSD does not show the transient subdiffusion.
By using Eqs. (38) and (94), we can obtain the ETMSD
for α+ < α− as follows:〈
δr2(∆; t)
〉
neq
2n∆
≃
∆≪t
t→∞
Deq− (D+−D−)
a+p
eq
− t
1−α+
µΓ(3 − α+)
. (97)
Thus, the effective DC becomes faster as the measure-
ment time t increases. The opposite is the case for
α− < α+; namely, the effective DC becomes slower. In
fact, by using Eqs. (38) and (95) we have〈
δr2(∆; t)
〉
neq
2n∆
≃
∆≪t
t→∞
Deq+(D+−D−)
a−p
eq
+ t
1−α−
µΓ(3− α−)
. (98)
These relaxational behaviors of the effective DC in
Eqs. (97) and (98), should be difficult to observe, since
Deq is dominant all the time over the relaxation terms(
t1−α±
)
. Namely, in these cases, the transient aging
should not be observed.
Numerical simulations for the cases (2-1) and (2-2)
are shown in Fig. 3(a) and (b), respectively. As pre-
dicted, the EMSD and ETMSD show only normal diffu-
sion. Moreover, the theory and simulations are consistent
without any fitting parameters.
C. MSDs for case (3)
Putting Eq. (84) into Eq. (31), we have the EMSD for
the case (3-1) with Laplace inversion:
〈
δr2(t)
〉
neq
≃
t→∞
2n
[
D+t−
µ−
a+
(D+ −D−)t
α+
Γ(α+ + 1)
]
. (99)
For this case, from the first inequality in Eq. (88) and
D+ > D+ −D−, we can conclude that the first term in
the bracket is dominant over the second, and therefore
the EMSD shows only normal diffusion.
On the other hand, for the case (3-2), we have
〈
δr2(t)
〉
neq
≃
t→∞
2n
[
D−t+
µ+
a−
(D+ −D−)t
α−
Γ(α− + 1)
]
. (100)
In this case, we can observe the transient subdiffusion, if
D− ≪ D+. In fact, the crossover time tc from subdiffu-
sion to normal diffusion is given by
µ+
a−
tα−−1c ∼
D−
D+ −D−
, (101)
and if this crossover time tc satisfies the second inequal-
ity in Eq. (88), i.e., if D−/(D+ −D−) ≪ 1, we can ob-
serve the transient subdiffusion; note that this condition
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FIG. 4. Non-equilibrium EMSD
〈
δr2(∆)
〉
neq
and ETMSD
〈δr2(∆; t)〉neq vs lag time ∆ for the case (3). The total mea-
surement time t, the initial fraction p0+, the distance and time
units, and the ratio D+/D− are the same as in Fig. 2. (a)
[Case (3-1)] α± are set as (α+, α−) = (0.5, 1.5). The lines
are theoretical predictions given by Eqs. (99) and (102). (b)
[Case (3-2)] α± are set as (α+, α−) = (1.5, 0.5). The lines are
theoretical predictions given by Eqs. (100) and (103). The
crossover time tc estimated with Eq. (101) is about 8× 102.
is equivalent to D− ≪ D+. In particular, if D− = 0, tc
diverges to infinity; thus, the regime of normal diffusion
vanishes, and the EMSD shows only subdiffusion as is the
case for the CTRW. Note that in this case the exponent
of the EMSD is the same as that of CTRW.
By using Eqs. (38) and (99), we obtain the ETMSD
for the case (3-1) (α+ < α−) as〈
δr2(∆; t)
〉
neq
2n∆
≃
∆≪t
t→∞
D+ −
µ−
a+
(D+ −D−)t
α+−1
Γ(α+ + 1)
. (102)
For this case, the relaxation of the effective DC is difficult
to observe, since the first term is dominant over the sec-
ond all the time due to the first inequality in Eq. (88) and
D+ > D+ − D− (i.e., there is no crossover or transient
aging).
Similarly, we have the ETMSD for the case (3-2) by
using Eqs. (38) and (100) as follows:〈
δr2(∆; t)
〉
neq
2n∆
≃
∆≪t
t→∞
D− +
µ+
a−
(D+ −D−)t
α−−1
Γ(α− + 1)
. (103)
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FIG. 5. Non-equilibrium propagator P neq± (x, t) at three different times t = 10
3, 105 and 107 (each data is normalized so that its
variance equals unity). Two non-equilibrium ensembles are used; one is started from + state (p0+ = 1: triangle up and square),
while the other from − state (p0+ = 0: triangle down and circle). The ratio D+/D− is set as D+/D− = 50. The exponents
α± are set as follows: (a) [case(1-1)] (α+, α−) = (0.25, 0.75), (b) [case(1-2)] (α+, α−) = (0.75, 0.25), (c) [case(2-1)] (α+, α−) =
(1.25, 1.75), (d) [case(2-2)] (α+, α−) = (1.75, 1.25), (e) [case(3-1)] (α+, α−) = (0.5, 1.5), (f) [case(3-2)] (α+, α−) = (1.5, 0.5). In
(a) and (e), P neq+ (x, t) is displayed; in (b) and (f), P
neq
− (x, t) is displayed; in (c) and (d) P
neq
+ (x, t) + P
neq
− (x, t) is displayed.
The dashed lines are the Gaussian distribution with unit variance.
Thus, the effective DC shows a slowing down, and its
exponent, α− − 1, is equivalent to that of CTRW [8]. In
contrast to the case (3-1), the relaxation of the effective
DC can be observed, because there is a crossover between
relaxation (tα−−1) at short time to a plateau (D−) at
longer time; the crossover time tc is given by Eq. (101).
That is, the system shows transient aging in this case.
The theoretical predictions for the EMSD [Eqs. (99)
and (100)] and for the ETMSD [Eqs. (102) and (103)]
are confirmed by numerical simulations in Fig. 4. As
predicted, for α+ < α− [case (3-1)], the EMSD shows
normal diffusion [Fig. 4(a)], whereas, for α− < α+ [case
(3-2)], the EMSD shows transient subdiffusion [Fig. 4(b)].
VI. CASE STUDY: PROPAGATOR
In this section, we derive the non-equilibrium propa-
gator, P neq± (x, t), at the long time limit [The equilibrium
propagator, P eq± (x, t), is already derived in Eq. (45)].
As with the equilibrium process, the propagator has
a non-Gaussian shape at short times, but in a hydro-
dynamic limit, it converges to Gaussian distribution if
α+ 6= α−. However, this convergence to Gaussian is
very slow for the cases (1-2) and (3-2) [the slow-mode-
dominated cases].
A. Propagator for cases (1) and (3)
For the case (1–1) (α+ < α−), using Eqs. (4) and (46)
along with a hydrodynamic limit s ∼ k2 ≪ 1, we have
the leading term of the propagator
P˘ neq+ (k, s) ≃
s,k→0
s∼k2
1
s+D+k2
, (104)
and thus the propagator is Gaussian in this limit. On the
other hand, P˘ neq− (k, s) is negligibly small compared with
P˘ neq+ (k, s). For the case (3–1), exactly the same results
can be obtained. Note also that the propagator given by
Eq. (104) is that of the diffusion process with a diffusion
constant D+. This is because, for these cases, the fast
mode is asymptotically dominant over the slow mode as
can be seen from Eq. (72), and thus long time behavior is
not distinguishable from the single-mode diffusion with
the diffusion constant D+ [55].
Similarly, for the case (1–2) (α− < α+), we have the
following propagator in the hydrodynamic limit:
P˘ neq− (k, s) ≃
s,k→0
s∼k2
1
s+D−k2
, (105)
and P˘ neq+ (k, s) is negligibly small compared with
P˘ neq− (k, s). For the case (3–2), exactly the same results
can be obtained. As expected, in these cases (1-2) and
(3-2), the slow mode is asymptotically dominant over the
fast one.
As shown in Fig. 5, the convergence to the Gaussian
distribution for α− < α+ [cases (1-2) and (3-2)] is quite
slow and long tails appear [Fig. 5(b) and (f)]. In contrast,
for α+ < α− [cases (1-1) and (3-1)] the convergence is
relatively fast [Fig. 5(a) and (e)].
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B. Propagator for case (2)
For the case (2), using Eqs. (5) and (46) along with
the hydrodynamic limit s ∼ k2 ≪ 1, we have the leading
term of the propagator
P˘ neq± (k, s) ≃
s,k→0
s∼k2
peq±
s+Deqk2
, (106)
and therefore the propagator for each state, P neq± (x, t),
has a Gaussian shape in the hydrodynamic limit, and
the sum P neq+ (x, t) + P
neq
− (x, t) also becomes a Gaussian
distribution. [Note that these propagators are the same
as those of the equilibrium processes given in Eq. (45)].
In these cases, both fast and slow modes coexist; this is
completely different behavior from the cases (1) and (3).
As shown in Fig. 5(c) and (d), the convergence to the
Gaussian distribution is fast in this case.
VII. CASE STUDY: RSD
Here, we derive the RSD, Σ(∆; t|w0), for both equi-
librium and non-equilibrium processes, and show that it
exhibits slow relaxation as a consequence of the fluctu-
ating diffusivity (except for some parameter ranges in
which the RSD shows normal relaxation). As shown in
the previous sections, for the cases (1-2) and (3-2), the
EMSD and ETMSD exhibit anomalous behaviors such
as the transient subdiffusion and transient aging. In con-
trast, for the other cases including equilibrium processes,
both EMSD and ETMSD show normal diffusion and they
do not exhibit (or it is difficult to observe) any anomalous
behaviors. Therefore, for these cases, we can not find any
traces of the fluctuating diffusivity with these MSDs. To
find the anomaly of diffusivity, we have to study higher
order moments such as the RSD.
A. Equilibrium RSD
First, we consider the equilibrium ACF 〈δD(t)δD(0)〉eq
by using Eq. (66). We study only the case (2), since
the other cases does not have equilibrium states. With
Eqs. (5) and (17), the transition probabilities for α+ <
α− [case (2-1)] are found to be
Wˆ eq±±(s) ≃
s→0
(
peq±
)2
s
+
a+
(
peq−
)2
µs2−α+
,
Wˆ eq±∓(s) ≃
s→0
peq+ p
eq
−
s
−
a+
(
peq−
)2
µs2−α+
.
(107)
Then, from Eq. (66), the ACF is given by
〈
δDˆ(s)δD(0)
〉
eq
≃
s→0
(D+ −D−)
2 a+(p
eq
− )
2
µs2−α+
, (108)
10-2
10-1
100
101
100 101 102 103 104 105 106 107
R
S
D
t
α
+
=1.25, α
-
=1.75
α
+
=1.75, α
-
=1.25
FIG. 6. Equilibrium RSD Σ(∆; t|weq) vs total measurement
time t for the case (2). The exponents α± are set as fol-
lows: (α+, α−) = (1.25, 1.75) [case(2–1): triangle up] and
(α+, α−) = (1.75, 1.25) [case(2–2): square]. The lag time ∆
is set as ∆ = 0.1. The lines are the theoretical prediction
[Eqs. (110) and (112)]. There are no fitting parameters (The
same is true of Figs. 7 and 8).
and the Laplace inversion becomes
〈δD(t)δD(0)〉eq ≃t→∞
(D+ −D−)
2(peq− )
2
Γ(2− α+)
a+
µ
t1−α+ .
(109)
Thus, in contrast to the MSDs which behave normally,
the ACF show slow relaxation. By using Eqs. (61) and
(108), we obtain the RSD
Σ2(∆; t|weq) ≈
t→∞
2(D+ −D−)
2(peq− )
2
D2eqΓ(4− α+)
a+
µ
t1−α+ , (110)
where we used Σ2(∆; t|weq) ≈ Σ2ex(t|w
eq), because the
ideal RSD, Σ2id(∆; t|w
eq), decays faster than Σ2ex(t|w
eq)
(see the last paragraph of Sec. III F). The same asymp-
totic approximation is used repeatedly in the following
subsections.
The ACF shows slow relaxation also for α− < α+
[case(2-2)] as
〈δD(t)δD(0)〉eq ≃t→∞
(D+ −D−)
2(peq+ )
2
Γ(2− α−)
a−
µ
t1−α− . (111)
This equation can be obtained by using Eqs. (5) and (17),
or more simply, by substituting ± signs of subscripts in
Eq. (109) for ∓ signs. Also, we have the RSD
Σ2(∆; t|weq) ≈
t→∞
2(D+ −D−)
2(peq+ )
2
D2eqΓ(4− α−)
a−
µ
t1−α− . (112)
Thus, in these cases, the RSD, Σ(∆; t|weq), decays slower
than t−1/2; this is the same behavior as the CTRW with
the power-law exponent α ∈ (1, 2) of the waiting time
PDF [40].
Note also that Eqs. (110) and (112) are valid for
∆ smaller than the characteristic correlation time of
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D(t) [This is the assumption used in the derivation of
Eq. (53)]. We show results of numerical simulations for
the cases (2-1) and (2-2) in Fig. 6. These results are
found to be consistent with the theoretical predictions.
B. Non-equilibrium RSD for case (1)
To derive expressions for the non-equilibrium RSD, we
start with the estimate of δW˘ neqhh′ (s1, s2), because the ex-
cess RSD, Σex(t1, t2|w
neq), is obtained from the ACF
〈δDˆ(s1)δDˆ(s2)〉neq [Eq. (64)], which in turn can be ex-
pressed with δW˘ neqhh′ (s1, s2) [Eq. (70)]. For α+ < α− [case
(1-1)], from Eqs. (4), (69), (71), (B11), (C7), we obtain
δW˘ neq±± (s1, s2) ≃
s1,s2→0
s1∼s2
a−
a+
s
α−
1 + s
α−
2 − (s1 + s2)
α−
s1s2(s1 + s2)α+
,
δW˘ neq±∓ (s1, s2) ≃
s1,s2→0
s1∼s2
a−
a+
(s1 + s2)
α− − s
α−
1 − s
α−
2
s1s2(s1 + s2)α+
,
(113)
where we assume that s1 and s2 are comparable (s1 ∼
s2). In deriving the above equation for δW˘−+(s1, s2), we
used the relation δW˘−+(s1, s2) = δW˘+−(s2, s1), which
is easily checked by Eqs. (69), (B11) and (C7). From
Eq. (70), we obtain
〈δDˆ(s1)δDˆ(s2)〉neq
s1s2
≃
s1,s2→0
s1∼s2
(D+ −D−)
2 a−
a+
s
α−
1 + s
α−
2 − (s1 + s2)
α−
s21s
2
2(s1 + s2)
α+
, (114)
Setting t1 = t2 = t in the double Laplace inversions of
Eq. (114) (see Appendix D), we obtain from Eqs. (64)
and (89)
Σ2(∆; t|wneq) ≈
∆≪t
t→∞
(
D+ −D−
D+
)2
a−
a+
2(1− α−) t
α+−α−
Γ(3 + α+ − α−)
,
(115)
for α+ < α− [case (1-1)].
On the other hand, we obtain the RSD for α− < α+
[case (1-2)], by substituting ± signs of the subscripts in
Eq. (115) for ∓ signs,
Σ2(∆; t|wneq) ≈
∆≪t
t→∞
(
D+ −D−
D−
)2
a+
a−
2(1− α+)t
α−−α+
Γ(3 + α− − α+)
,
(116)
As with the equilibrium RSD, Eqs. (115) and (116) are
valid for ∆ shorter than the characteristic correlation
time of D(t) [The same is true of the results for the cases
(2) and (3) in the following subsections].
In Fig. 7 (a) and (b), numerical simulations of the RSD
are displayed for the cases (1-1) and (1-2), respectively.
Apparently, the RSD for the case (1-2) decays slower
than that for the case (1-1). This is consistent with the
slow convergence to the Gaussian distribution observed
in Fig. 5 (b); note that the excess RSD is equivalent to a
non-Gaussian parameter (see Appendix E).
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FIG. 7. Non-equilibrium RSD Σ(∆; t|wneq) vs total mea-
surement time t for the cases (1) and (2). α± are set as
follows: (a) [case(1–1)] (α+, α−) = (0.25, 0.75), (b) [case(1–
2)] (α+, α−) = (0.75, 0.25), (c) [case(2–1)] (α+, α−) =
(1.25, 1.75), and (d) [case(2–2)] (α+, α−) = (1.75, 1.25). For
all the figures, ∆ is set as ∆ = 0.1, and results for ensembles
starting from + state (triangles up) and − state (triangles
down) are displayed. The lines in (a), (b), (c), and (d) are
theoretical predictions given in Eqs. (115) (116), (119), and
(120), respectively.
C. Non-equilibrium RSD for case (2)
For α+ < α− [case (2-1)], from Eqs. (5), (69), (79),
(B11), (C7), we obtain (after a lengthy calculation)
δW˘ neq±± (s1, s2) ≃
s1,s2→0
s1∼s2
a+(p
eq
− )
2
µ
(s1 + s2)
α+ − s
α+
1 − s
α+
2
s1s2(s1 + s2)
,
δW˘ neq±∓ (s1, s2) ≃
s1,s2→0
s1∼s2
a+(p
eq
− )
2
µ
s
α+
1 + s
α+
2 − (s1 + s2)
α+
s1s2(s1 + s2)
,
(117)
where we assume that s1 and s2 are comparable (i.e.,
s1 ∼ s2). Thus, from Eq. (70), we obtain
〈δDˆ(s1)δDˆ(s2)〉neq
s1s2
≃
s1,s2→0
s1∼s2
(118)
a+(p
eq
− )
2(D+ −D−)
2
µ
(s1 + s2)
α+ − s
α+
1 − s
α+
2
s21s
2
2(s1 + s2)
,
Setting t1 = t2 = t in the double Laplace inversions of
Eq. (118), we obtain from Eqs. (64) and (94)
Σ2(∆; t|wneq) ≈
∆≪t
t→∞
2(α+ − 1)(D+ −D−)
2(peq− )
2
D2eqΓ(4− α+)
a+
µ
t1−α+ ,
(119)
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for α+ < α− [case (2-1)]. On the other hand, by substi-
tuting ± signs of subscripts in Eq. (119) for ∓ sign, we
obtain the RSD for α− < α+ [case (2-2)] as
Σ2(∆; t|wneq) ≈
∆≪t
t→∞
2(α− − 1)(D+ −D−)
2(peq+ )
2
D2eqΓ(4 − α−)
a−
µ
t1−α− .
(120)
Note that the asymptotic scalings
(
t1−α±
)
of Eqs. (119)
and (120) are the same as those of the equilibrium case
[Eqs. (110) and (112)]. But there are slight differences
in prefactors; i.e., the non-equilibrium RSDs are smaller
than the equilibrium ones.
D. Non-equilibrium RSD for case (3): α+ + α− < 2
For the case (3), the RSD behaves differently depend-
ing whether α+ + α− < 2 or α+ + α− > 2. Let us
begin with the case of α+ + α− < 2. For the case (3-
1) (α+ < α−), we obtain results similar to the case (1)
[Eqs. (113)– (116)] as follows:
δW˘ neq±± (s1, s2) ≃
s1,s2→0
s1∼s2
a−
a+
(s1 + s2)
α− − s
α−
1 − s
α−
2
s1s2(s1 + s2)α+
,
δW˘ neq±∓ (s1, s2) ≃
s1,s2→0
s1∼s2
a−
a+
s
α−
1 + s
α−
2 − (s1 + s2)
α−
s1s2(s1 + s2)α+
,
(121)
where we used Eqs. (4), (5), (69), (84), (85), (B11),
and (C7) [57]. These equations are almost the same as
Eq. (113) except for their signs. Thus, the RSD is ob-
tained by changing the sign of Eq. (115) as
Σ2ex(t|w
neq) ≃
t→∞
(
D+ −D−
D+
)2
a−
a+
2(α− − 1) t
α+−α−
Γ(3 + α+ − α−)
,
(122)
for α+ < α− [case(3-1)]. Note that Σ
2
ex(t|w
neq) decays
faster than O(1/t), if α− − α+ > 1. In such a case,
the ideal RSD, Σ2id(∆; t|w
neq) [Eq. (58)], which is of the
order of O(1/t), becomes the dominant term, and the
excess RSD, Σ2ex(t|w
neq) [Eqs. (122)], becomes the second
leading term:
Σ2(∆; t|wneq) ≈
∆≪t
t→∞
4∆
3nt
+Σ2ex(t|w
neq). (123)
In contrast, if α− − α+ < 1, Σ
2
ex(t|w
neq) decays slower
than O(1/t), and thus this is the dominant term:
Σ2(∆; t|wneq) ≈
∆≪t
t→∞
Σ2ex(t|w
neq). (124)
As shown in Fig. 8(a), results of numerical simulations
are consistent with these asymptotic behaviors.
On the other hand, we obtain the RSD for the case
(3-2) (α− < α+) by replacing ± signs of subscripts in
Eq. (122) with ∓ signs:
Σ2ex(t|w
neq) ≃
t→∞
(
D+ −D−
D−
)2
a+
a−
2(α+ − 1) t
α−−α+
Γ(3 + α− − α+)
.
(125)
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FIG. 8. Non-equilibrium RSD Σ(∆; t|wneq) vs total measure-
ment time t for the cases (3-1) and (3-2). α± are set as fol-
lows: (a) [case(3-1) with α+ + α− < 2] (α+, α−) = (0.2, 1.7)
and (0.7, 1.2), (b) [case(3-2) with α+ + α− < 2] (α+, α−) =
(1.7, 0.2) and (1.2, 0.7) (c) [case(3-1) with α+ + α− > 2]
(α+, α−) = (0.3, 1.8) and (0.7, 1.8), and (d) [case(3-2) with
α+ + α− > 2] (α+, α−) = (1.8, 0.3) and (1.8, 0.7). For all the
figures, ∆ is set as ∆ = 0.1, and results for ensembles starting
from + state (triangles up and squares) and − state (triangles
down and circles) are displayed. The pink lines in (a), (b),
(c), and (d) are theoretical predictions for Σex(t|wneq) given
by Eqs. (122), (125), (128), and (129), respectively. Each
green line is [4∆/(3nt)+Σ2ex(t|wneq)]1/2 [Eq. (123)], in which
Σex(t|wneq) is the same as the pink line.
As with the case (3-1), Σ2ex(t|w
neq) decays faster than
O(1/t), if α+−α− > 1. Then, the dominant term is given
by Σ2id(∆; t|w
neq) in Eq. (58), and thus the asymptotic
RSD is again reduced to Eq. (123) in which Σ2ex(t|w
neq)
is given by Eq. (125). Contrastingly, if α+ − α− < 1,
Σ2ex(t|w
neq) decays slower than O(1/t), and thus this
term is dominant. Accordingly, the RSD behaves as
Eq. (124) in which Σ2ex(t|w
neq) is given by Eq. (125). As
shown in Fig. 8 (b), we found good agreements between
these theories and numerical results. In particular, when
α+ − α− < 1, the RSD decays quite slowly.
E. Non-equilibrium RSD for case (3): α+ + α− > 2
Now we study the case in which α+ + α− > 2. Let
us start with the case (3-1) (α+ < α−). We obtain the
following expressions for δW˘ neq±± (s1, s2) and δW˘
neq
±∓ (s1, s2)
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from Eqs. (4), (5), (69), (84), (85), (B11), and (C7) [57]:
δW˘ neq±± (s1, s2) ≃
s1,s2→0
s1∼s2
(
µ−
a+
)2
s
α+
1 + s
α+
2 − (s1 + s2)
α+
[s1s2(s1 + s2)]α+
,
δW˘ neq±∓ (s1, s2) ≃
s1,s2→0
s1∼s2
(
µ−
a+
)2
(s1 + s2)
α+ − s
α+
1 − s
α+
2
[s1s2(s1 + s2)]α+
,
(126)
where we assume that s1 and s2 are comparable (i.e.,
s1 ∼ s2). Thus, from Eq. (70), we obtain
〈δDˆ(s1)δDˆ(s2)〉neq
s1s2
≃
s1,s2→0
s1∼s2
(D+ −D−)
2
(
µ−
a+
)2
×
s
α+
1 + s
α+
2 − (s1 + s2)
α+
(s1s2)α++1(s1 + s2)α+
. (127)
Setting t1 = t2 = t in the double Laplace inversions of
this equation, we obtain from Eqs. (64) and (99)
Σ2ex(t|w
neq) ≃
t→∞
(
D+ −D−
D+
)2(
µ−
a+
)2
×
t2α+−2
Γ2(α+ + 1)
[
2Γ2(α+ + 1)
Γ(2α+ + 1)
− 1
]
, (128)
for α+ < α− [case (3-1)]. Note that, if α+ < 1/2,
Σ2ex(t|w
neq) decays faster than O(1/t). Therefore, the
ideal RSD Σ2id(∆; t|w
neq) given by Eq. (58) becomes
the dominant term, and the excess part Σ2ex(t|w
neq)
[Eq. (128)] is the second leading contribution. In this
case (i.e., α+ < 1/2), the RSD asymptotically behaves
as Eq. (123) in which Σ2ex(t|w
neq) is given by Eq. (128).
Moreover, the RSD for the case (3-2) (α− < α+) is ob-
tained by replacing ± signs of the subscripts in Eq. (128)
with ∓ signs:
Σ2ex(t|w
neq) ≃
t→∞
(
D+ −D−
D−
)2(
µ+
a−
)2
×
t2α−−2
Γ2(α− + 1)
[
2Γ2(α− + 1)
Γ(2α− + 1)
− 1
]
. (129)
Again, the leading term is switched at α− = 1/2 from
Σ2id(∆; t|w
neq) to Σ2ex(t|w
neq). As shown in Fig. 8(c) and
(d), we checked these asymptotic behaviors by numeri-
cal simulations, and found good agreements with these
theory. The asymptotic scaling behavior of the non-
equilibrium RSD is summarized in Fig. 9, which shows
that the RSD exhibits slow relaxationO(1/tβ) with β < 1
for most of the parameter values (α+, α−); the exceptions
are some parameter domains inside of the cases (3-1) and
(3-2), in which the RSD decays as O(1/t).
VIII. DISCUSSION
A. Summary
In many biological experiments [10, 37–39] and molecu-
lar dynamics simulations [40–42], scatter of DCs has been
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FIG. 9. Phase diagram for asymptotic behaviors of the non-
equilibrium RSD, Σ2(∆; t|wneq), on the α+α− plane. The
solid lines represent boundaries dividing the six cases (1-1),
(1-2), (2-1), (2-2), (3-1), and (3-2). The dashed lines are
boundaries dividing the cases (3-1) and (3-2) into subclasses
according to the scaling behavior of the RSD.
reported. To model such scatter, CTRW and related
models have been studied extensively, and it is found that
these models exhibit distributional ergodicity—namely,
the DC behaves as a random variable [8, 9, 11–13]. This
phenomenon is reminiscent of the scatter of DC observed
in experiments. Some experimental studies, however,
show that the DC temporally fluctuates between two dis-
tinct values [3–6, 32]. The CTRW type models should
not be suitable as a model of such dichotomous fluctua-
tions of the DC, since these models do not consist of two
diffusion modes, but of long quiescent states and instan-
taneous jumps.
In this paper, we studied a Langevin equation with
two diffusion modes (fast and slow diffusion modes) for
equilibrium and non-equilibrium ensembles. We found
that the EMSD shows normal diffusion or transient sub-
diffusion depending on the sojourn time PDFs, and that
the TMSD shows only normal diffusion. Thus, it is im-
possible with the TMSD to find a trace of fluctuating
diffusivity. This is a serious problem, since, in many
experiments, the TMSD is frequently utilized to calcu-
late the MSD. As an alternative approach, we have pro-
posed the RSD analysis with which we can extract infor-
mation of the ACF, 〈D(t1)D(t2)〉, from trajectory data
x(t) [namely, the instantaneous DC, D(t), is not neces-
sary to measure directly]. It is also worth noting that
the excess RSD is equivalent to a non-Gaussian param-
eter. From these facts, the RSD analysis should be a
very useful tool to analyze the fluctuating diffusivity in
single-particle-tracking experiments. In the case studies
for the power-law sojourn time PDFs, we also show that
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the RSD decays slower than t−1/2. Such slow relaxation
in RSD is observed in molecular dynamics simulations for
the center-of-mass motion of a lipid molecule in a lipid
bilayer [40].
We also show that the propagator has a non-Gaussian
shape for short time, and converges to the Gaussian
distribution asymptotically. This convergence to Gaus-
sian is extremely slow for the cases in which the slow
mode dominates over the fast one [cases (1-2) and (3-
2)]. Furthermore, in these slow-mode-dominated cases,
the EMSD shows transient subdiffusion, and the effec-
tive DC of the ETMSD exhibits transient aging. On the
other hand, the equilibrium processes show the short-
time non-Gaussianity, and yet normal diffusion in both
EMSD and ETMSD. This is consistent with the findings
reported in [31], in which a random walk model with
fluctuating diffusivity is studied.
In addition, if we take a limit D− → 0 in the slow-
mode-dominated cases [cases (1-2) and (3-2)], the be-
haviors of the system become very similar to those of
CTRW. In fact, the crossover time from the transient
to asymptotic regimes, tc [Eqs. (91) and (101)], diverges
whenD− → 0, thereby permanent subdiffusion and aging
are observed. This implies that the scatter of the DC re-
ported in many single-particle-tracking experiments [37–
39] and molecular dynamics simulations [40–42], which
so far has been attributed to CTRW dynamics, may well
be originated from the fluctuating diffusivity. Moreover,
although we studied the LEFD with dichotomous DCs,
some of the general results presented in Sec. III are valid
for a general LEFD. In fact, Eqs. (24), (37) and (53) are
valid for arbitrary stochastic processes D(t).
Also, we confirmed our theoretical results by exten-
sive numerical simulations. Importantly, we used an
experimentally plausible ratio between the two DCs,
D+/D− = 50 (see [3], in which diffusion in the bacterial
cells is studied. See also Appendix F), and observed sin-
gular behaviors such as the transient subdiffusion, non-
Gaussianity of the propagator, and slow relaxation in the
RSD. This means that these singular behaviors might be
measurable also in single-particle-tracking experiments of
bacterial cells.
B. Outlook
Mechanisms of fluctuating diffusivity observed in
crowded and glass-like systems are still unclear [3, 5, 6]
(except for the reptation dynamics in which fluctuating
diffusivity originates from the the end-to-end vector fluc-
tuations [2]). Usually, tagged-particle diffusion can be de-
scribed by a generalized Langevin equation (GLE). When
deriving the GLE with the projection operator method
[60], however, we have to assume a separation of time
scales of the tagged particle (slow variables) and envi-
ronment (fast variables). Thus, the fluctuating diffusiv-
ity might be due to a violation of this separation of the
time scales.
It is also worth mentioning the GLE and fractional
Brownian motion (FBM) [61, 62]. The main difference
between these systems and the LEFD is in that the
GLE and FBM have Gaussian propagators since they
are Gaussian processes, whereas the LEFD shows non-
Gaussian behavior (Though, some recent works stud-
ied GLEs with the Le´vy stable noise, which shows non-
Gaussianity [63]). Moreover, for the GLE and FBM, the
velocity ACF exhibits power law decay [64], while that
of the LEFD is delta-correlated
〈v(t)v(t′)〉 = 2n 〈D(t)〉 δ(t− t′). (130)
In this sense, both GLE/FMB and LEFD are extreme
models, and real systems might show both properties:
non-Gaussianity and slow decay of the velocity ACF.
As presented in [3], relatively large particles in bac-
terial cells with a normal metabolism show fast and
slow diffusion modes, which motivates us to study the
LEFD with the dichotomous DCs. On the other hand,
in metabolically dormant cells, this dichotomy of the
DC almost vanishes and a single peak at zero-diffusivity
appears in the PDF of the diffusivity (Fig.5B in [3]).
To describe this type of behavior, other models such
as the ATTM [17, 18] would be important. Moreover,
the TMSD measured in [3] shows subdiffusion, while the
TMSD of the LEFD only shows normal diffusion. This
discrepancy would be explained by considering a finite
size (confinement) effect [8, 9, 13].
In this article, we only studied some basic properties
of the LEFD such as the MSDs and propagators, but
more advanced properties such as the first passage time,
escape statistics, diffusion on potentials landscapes are
also interesting subjects to study. In particular, the first
passage time is important in the analysis of intermit-
tent search problems [33, 34]. In earlier studies [35, 36],
the Markovian switching between fast and slow diffu-
sion modes is investigated as an efficient search strategy,
but effects of non-Markovian switchings on the search
efficiency may be important. To understand such non-
Markovian effects, the two-state renewal theory devel-
oped in this article is essential. This two-state renewal
theory will also be utilized in various fields of science,
since many natural systems behave like two-state sys-
tems (e.g., ion-channel gating [45], blinking quantum
dots [65, 66], and Kardar-Parisi-Zhang fluctuations [67]).
In addition, we concentrated on the equilibrium and a
typical non-equilibrium ensembles, and did not analyze
aging processes which is assumed to start at t = −ta
[15, 59]. However, the aging phenomena can be ana-
lyzed to some extent by using the general transition prob-
abilities given in Eq. (C7), or more simply by replac-
ing the initial ensemble w0(τ) = {w0±(τ)} with the the
forward recurrence time PDF wneqa (τ) := {w
neq
± (τ ; ta)}
[Eq. (B10)] in various results. For example, p±(t|w
neq
a )
is the fractions at t for a process that started at t = −ta
with the initial ensemble wneq(τ).
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Appendix A: Another derivation of Qˆ±,n(s)
In Sec. III, we derive Qˆ±,n(s|w
0) with a straightfor-
ward calculation [see Eq. (15)]. It is easier to derive it in
the following way. First, let us write Q±,n(t|w
0) as
Q±,n(t|w
0) = 〈I(tn < t < tn+1) d±〉 , (A1)
where I(. . . ) = 1 if the inside of the bracket is satis-
fied, 0 otherwise. Moreover, d± := δD(0),D± is a random
variable indicating the initial state, i.e.,
d± =
{
1 if the state is ± at t = 0,
0 if the state is ∓ at t = 0,
(A2)
and tn (n = 1, 2, . . . ) are called renewal times, at which
the transitions from one state to the other occur (we also
set t0 = 0 for convenience). The renewal time tn (n =
0, 1, . . . ) is written by a sum of successive sojourn times
between transitions, τk (k = 1, 2, . . . ), as tn ≡
∑n
k=1 τk.
The Laplace transform of Eq. (A1) gives
Qˆ±,n(s|w
0) =


〈(1 − e−sτ1)d±〉
s
(n = 0),〈
e−stnd±
〉 1− 〈e−sτn+1〉
s
(n = 1, 2, . . . ).
(A3)
Moreover, we have〈
(1− e−sτ1)d±
〉
= p0± − wˆ
0
±(s), (A4)
because the first sojourn time τ1 follows the PDF w
0
+(τ)+
w0−(τ) = p
0
+ρ
0
+(τ) + p
0
−ρ
0
−(τ). Similarly, for the even
terms Qˆ±,2n(s|w
0), we have〈
e−st2nd±
〉
=
〈
e−sτ1d±
〉 〈
e−sτ2
〉
× · · · ×
〈
e−sτ2n
〉
= wˆ0±(s)ρˆ
n−1(s)ρˆ∓(s), (A5)
where ρˆ(s) = ρˆ+(s)ρˆ−(s), and
1− 〈e−sτ2n+1〉
s
=
1− ρˆ±(s)
s
. (A6)
Therefore, from Eqs. (A3), (A5), and (A6), we obtain
Eq. (15) for the even terms. In the same way, for the
odd terms Qˆ±,2n−1(s|w
0), we obtain〈
e−st2n−1d±
〉
= wˆ0±(s)ρˆ
n−1(s), (A7)
1− 〈e−sτ2n〉
s
=
1− ρˆ∓(s)
s
. (A8)
Therefore, from Eqs. (A3), (A7), and (A8), we obtain
Eq. (15) for the odd terms.
Appendix B: PDF for forward recurrence time
A forward recurrence time is a sojourn time until the
next transition from some elapsed time t′ > 0 [43]. Here,
using a technique in the previous section, we study the
forward recurrence time PDF, w±(τ ; t
′|w0). More pre-
cisely, w±(τ ; t
′|w0)dτ is a joint probability that (1) the
state is ± at time t′, and (2) the sojourn time from t′
until the next transition is in an interval [τ, τ + dτ ] (τ
is the forward recurrence time), given that the process
starts with w0 at t = 0. First, let us define
w±,n(τ ; t
′|w0) := 〈δ (τ − (tn+1 − t
′)) I (tn < t
′ < tn+1) d±〉 ,
(B1)
where w±,n(τ ; t
′)dτ is a joint probability that (1) the
state is ± at t = 0, (2) there are n transitions until time
t′, and (3) the sojourn time at time t′ is in an interval
[τ, τ+dτ ], given that the process starts with w0 at t = 0.
Then, the double Laplace transforms with respect to τ
and t′ result in
w˘±,n(u; s|w
0) =
〈
d±e
−tns
s− u
(
e−uτn+1 − e−sτn+1
)〉
(B2)
=


〈d± (e
−uτ1 − e−sτ1)〉
s− u
(n = 0),
〈
d±e
−stn
〉 〈(e−uτn+1 − e−sτn+1)〉
s− u
(n = 1, 2, . . . ).
Then, in the same way as the previous section, we have
w˘±,0(u; s|w
0) =
wˆ0±(u)− wˆ
0
±(s)
s− u
, (B3)
w˘±,2n(u; s|w
0) = wˆ0±(s)ρˆ
n−1(s)ρˆ∓(s)
ρˆ±(u)− ρˆ±(s)
s− u
,
(B4)
w˘±,2n−1(u; s|w
0) = wˆ0±(s)ρˆ
n−1(s)
ρˆ∓(u)− ρˆ∓(s)
s− u
, (B5)
for n = 1, 2, . . . .
Because the Laplace transform of the forward recur-
rence time PDF, w±(τ ; t
′|w0), is given by w˘±(u; s|w
0) =∑∞
n=0[w˘±,2n(u; s|w
0) + w˘∓,2n+1(u; s|w
0)], we have
w˘±(u; s|w
0) =
wˆ0±(u)− wˆ
0
±(s)
s− u
+
wˆ0±(s)ρˆ∓(s) + wˆ
0
∓(s)
1− ρˆ(s)
ρˆ±(u)− ρˆ±(s)
s− u
. (B6)
Here, it can be checked that w˘±(0; s|w
0) = pˆ±(s|w
0)
[Eq. (20)]. The equation (B6) is a general expression of
the forward recurrence time PDF. In the following sub-
sections, we derive more specific expressions for the equi-
librium and non-equilibrium ensembles.
1. Equilibrium ensemble
If both µ+ and µ− exist, it follows form Eq. (B6) that
lim
s→0
sw˘±(u; s|w
0) = peq±
1− ρˆ±(u)
µ±u
. (B7)
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This should be equivalent to the equilibrium ensemble
wˆeq± (u). Therefore, the equilibrium ensemble is given by
wˆeq± (u) = p
eq
± ρˆ
eq
± (u), where ρˆ
eq
± (u) is given by Eq. (6).
Replacing w0 in Eq. (B6) with this equilibrium density
weq, we have the forward recurrence time PDF starting
from the equilibrium ensemble:
w˘eq± (u; s) := w˘±(u; s|w
eq) = peq±
1− ρˆ±(u)
µ±us
. (B8)
By double Laplace invasions of this equation, we have
weq± (τ ; t
′) =
peq±
µ±
∫ ∞
τ
ρ±(τ
′)dτ ′. (B9)
Therefore, the equilibrium forward recurrence time PDF
weq± (τ ; t
′) does not depend on the elapsed time t′. This
is a natural consequence, considering the stationarity of
the equilibrium processes.
2. Non-equilibrium ensemble
For the non-equilibrium ensemble [Eq. (9)], we have
w˘neq± (u; s) := w˘±(u; s|w
neq)
=
p0± + p
0
∓ρˆ∓(s)
1− ρˆ(s)
ρˆ±(u)− ρˆ±(s)
s− u
. (B10)
With Eq. (23), the above equation can be rewritten as
w˘neq± (u; s) =
spˆneq± (s)
s− u
ρˆ±(u)− ρˆ±(s)
1− ρˆ±(s)
. (B11)
Appendix C: General transition probability
To calculate the ACF 〈D(t1)D(t2)〉, here we derive
general transition probabilities Whh′(t1, t2|w
0). Namely,
Whh′(t1, t2|w
0) with t1 ≤ t2 is a joint probability that the
state is h at time t1 and the state is h
′ at time t2, given
that the process starts with w0±(τ) at t = 0. In order to
derive Whh′(t1, t2|w
0), we first consider Whh′(τ ; t1|w
0)
which is also a joint probability of which the state is h at
time t1 and the state is h
′ at time t1 + τ , given that the
process starts with w0±(τ) at t = 0. Thus,Whh′(t1, t2|w
0)
and Whh′(τ ; t1|w
0) are related as
Whh′(t1, t2|w
0) =
{
Whh′(t2 − t1; t1|w
0) (t2 ≥ t1),
0 (t2 < t1),
(C1)
and the Laplace transformation gives
W˘hh′(s1, s2|w
0) = W˘hh′(s2; s1 + s2|w
0). (C2)
Note thatWhh′(τ ; t1|w
0) can be written with the tran-
sition probability Whh′(τ |w
0) given in Eq. (16) as
Whh′(τ ; t1|w
0) =Whh′(τ |w
′), (C3)
where w′±(τ) := w±(τ ; t1|w
0) is the forward recurrence
time PDF analyzed in the previous section [Eq. (B6)].
Therefore, replacing w0±(τ) in Eq. (16) with w±(τ ; t1|w
0)
and p0± with p±(t1|w
0), we have
Wˆ±±(u; t1|w
0) =
p±(t1|w
0)
u
−
wˆ±(u; t1|w
0)
u
1− ρˆ∓(u)
1− ρˆ(u)
,
Wˆ±∓(u; t1|w
0) =
wˆ±(u; t1|w
0)
u
1− ρˆ∓(u)
1− ρˆ(u)
. (C4)
From Eqs. (C2) and (C4), we have general expressions
for the transition probabilities:
W˘±±(s1, s2|w
0) =
pˆ±(s1 + s2|w
0)
s2
−
w˘±(s2; s1 + s2|w
0)
s2
1− ρˆ∓(s2)
1− ρˆ(s2)
,
W˘±∓(s1, s2|w
0) =
w˘±(s2; s1 + s2|w
0)
s2
1− ρˆ∓(s2)
1− ρˆ(s2)
.
(C5)
For the equilibrium ensembles, let us define
W˘ eqhh′(s1, s2) := W˘hh′(s1, s2|w
eq). Then, from Eqs. (22),
(B8) and (C5), we obtain
W eqhh′(t1, t2) =
{
W eqhh′(t2 − t1) (t2 ≥ t1),
0 (t2 < t1),
(C6)
where W eqhh′(t) is given by Eq. (17). This relation im-
plies a famous property of equilibrium processes; namely,
any two-time correlation functions 〈A(t1)B(t2)〉 in equi-
librium processes depend only on the time lag t2 − t1.
For the non-equilibrium ensembles, we define
W˘ neqhh′ (s1, s2) := W˘hh′(s1, s2|w
neq), and then simply
rewrite Eq. (C5) as
W˘ neq±± (s1, s2) =
pˆneq± (s1 + s2)
s2
−
w˘neq± (s2; s1 + s2)
s2
1− ρˆ∓(s2)
1− ρˆ(s2)
,
W˘ neq±∓ (s1, s2) =
w˘neq± (s2; s1 + s2)
s2
1− ρˆ∓(s2)
1− ρˆ(s2)
. (C7)
Appendix D: Double Laplace inversions
Here, we briefly outline the double Laplace inversions
of Eq. (114). First, we consider
L−2
[
s
α−
1
s21s
2
2(s1 + s2)
α+
]
(t1, t2) :=∫ c1+i∞
c1−i∞
ds1
2pii
∫ c2+i∞
c2−i∞
ds2
2pii
es1t1es2t2s
α−
1
s21s
2
2(s1 + s2)
α+
, (D1)
where α± ∈ (0, 1), but these parameter ranges can be
extended (see below). Differentiating the above equation
two times with respect to t2, we obtain
∂2
∂t22
L−2
[
s
α−
1
s21s
2
2(s1 + s2)
α+
]
(t1, t2) =∫ c1+i∞
c1−i∞
ds1
2pii
es1t1
s
2−α−
1
∫ c2+i∞
c2−i∞
ds2
2pii
es2t2
(s1 + s2)α+
. (D2)
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FIG. 10. Integration path on the complex s2 plane. s2 = −s1
is a branch point, and we take a branch cut on s2 = −s1 − b
with a real number b ∈ (0,∞).
The integral in terms of s2 can be calculated in a standard
way [68]; we consider the complex integration path CR+
U + Cr + B + L displayed in Fig. 10. The inside of this
complex path is analytic, and thus the integration along
the path becomes 0 due to the Cauchy’s theorem. Also,
it can be checked that the integrations along CR and Cr
tend to 0, as R → ∞ and r → 0, respectively (R and
r are radii of CR and Cr). Thus, the integration paths
only along the branch cut, U and B, contribute to the
integration along L:
lim
R→∞
∫
L
ds2
2pii
es2t2
(s1 + s2)α+
= − lim
R→∞
∫
U+B
ds2
2pii
es2t2
(s1 + s2)α+
= e−s1t2
t
α+−1
2
Γ(α+)
. (D3)
Putting this equation into Eq. (D2), and integrating in
terms of s1, we have
∂2
∂t22
L−2
[
s
α−
1
s21s
2
2(s1 + s2)
α+
]
(t1, t2) =
(t1 − t2)
1−α− t
α+−1
2
Γ(α+)Γ(2− α−)
.
(D4)
Integrating this equation (from 0 to t2) two times with
respect to t2, and setting t1 = t2 = t, we obtain
L−2
[
s
α−
1
s21s
2
2(s1 + s2)
α+
]
(t, t) =
(2− α−)t
2+α+−α−
Γ(3 + α+ − α−)
, (D5)
where the terms of the orders O(t02) and O(t
1
2), appearing
on the left hand side when integrating with respect to t2,
vanish. This is because, if we take a closed integration
path L+C′R depicted in Fig. 10 for these terms, the inte-
gration along L+C′R becomes 0 by virtue of the Cauchy’s
theorem, whereas the integration along C′R also vanishes
as R→∞ since the exponential factor es2t2 is absent in
these terms. It follows that the integrations along L of
the terms O(t02) and O(t
1
2) converge to 0 as R→∞.
Next, in Eq. (D5), substituting 0 for α− and then sub-
stituting α− − α+ for −α+ [this procedure is justified,
because, with respect to both α+ and α−, the right hand
side of Eq. (D5) can be analytically continued into the
whole complex planes except poles thanks to the analyt-
icity of the gamma function], we obtain
L−2
[
(s1 + s2)
α−−α+
s21s
2
2
]
(t, t) =
2t2+α+−α−
Γ(3 + α+ − α−)
. (D6)
Using Eqs. (D5) and (D6), we have Eq. (115) from
Eq. (114). Double Laplace inversions of Eqs. (118) and
(127) can be carried out in a similarly way.
Appendix E: Non-Gaussian parameter
A non-Gaussian parameter of the displacement vector
δr(t) is defined by [69–72]
A(t) :=
n
n+ 2
〈
δr4(t)
〉
〈δr2(t)〉
2 − 1, (E1)
where n is the spatial dimension. This parameter A(t) is
0 if δr(t) follows the multi-dimensional Gaussian distri-
bution. For the two-state LEFD [Eq. (1)], we have
〈
δr4(t)
〉
= 4n(n+ 2)
∫ t
0
dt′
∫ t
0
dt′′ 〈D(t′)D(t′′)〉 , (E2)
where we used the Wick’s theorem [Eq. (49)]. From this
equation and Eq. (24), we have
A(t) =
∫ t
0
dt′
∫ t
0
dt′′ 〈δD(t′)δD(t′′)〉∫ t
0
dt′
∫ t
0
dt′′ 〈D(t′)〉 〈D(t′′)〉
, (E3)
which is equivalent to the excess RSD, Σ2ex(t|w
0)
[Eq. (55)]. Thus, the RSD analysis is a way to extract
non-Gaussianity from trajectory data. Note, however,
that the excess RSD is not equivalent to A(t) for the
anisotropic systems or systems with orientational corre-
lations [2].
Appendix F: Simulation setup
In numerical simulations, we used ideal sojourn time
PDFs defined as
ρ±(τ) =
α±τ
α±
0
τ1+α±
, τ ∈ [τ0,∞), (F1)
where τ0 is a cutoff time for short trap times; we assumed
the same cutoff time for both ρ+(τ) and ρ−(τ). Note that
ρˆ±(s) can be written in the forms of Eqs. (4) or (5). In
fact, if α± ∈ (0, 1), the term O(s) in Eq. (4) is given by
α±τ0s/(1− α±). On the other hand, if α± ∈ (1, 2), then
µ± = α±τ0/(α± − 1), and the term O(s
2) in Eq. (5) is
given by −α±τ
2
0 s
2/2(2− α±). Moreover, a± is given by
a± = τ0|Γ(1− α±)| for α± ∈ (0, 2).
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Then, the Langevin equation given in Eq. (1) or
dr(t) =
√
2D(t)dt ξ(t), (F2)
can be transformed into dimensionless form with
r˜(t) =
r(t)√
D+τ0
, t˜ =
t
τ0
. (F3)
The remaining system parameters are α± and the ratio
D−/D+. In simulations, we set D−/D+ = 0.02; this is
because, in [3], diffusion in bacterial cells has been found
to have a fast and a slow states with different DCs and
the ratio of these two DCs are about 50 (They reported
that a histogram of a radius of gyration Rg, which is
proportional to the square root of the DC, has two peaks.
Rg of one peak is about 7 times bigger than that of the
other. This means that the ratio of the two DCs is about
72, i.e., D+/D− ≈ 50.).
Moreover, to simulate equilibrium processes, we have
to generate initial ensembles which follow the first so-
journ time PDFs ρeq± (t) [Eq. (6)]. This can be achieved
with a method presented in [13]. As a scheme of nu-
merical integration of the Langevin equation, the Euler
method is used [73].
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