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Abstract
Stability of IMEX (implicit–explicit) Runge–Kutta methods applied to delay differential equations (DDEs) is studied on the basis
of the scalar test equation du/dt =u(t)+u(t −), where  is a constant delay and ,  are complex parameters. More speciﬁcally,
P-stability regions of the methods are deﬁned and analyzed in the same way as in the case of the standard Runge–Kutta methods. A
new IMEX method which possesses a superior stability property for DDEs is proposed. Some numerical examples which conﬁrm
the results of our analysis are presented.
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1. Introduction
Let us consider ordinary differential equations (ODEs) of the form
du
dt
= Lu(t) + g(t, u(t)), (1.1)
where u(t) is a vector valued unknown function and L is a square matrix. We suppose that Lu(t) on the right-hand
side gives a stiff term. A typical example of such equations arises after the spatial discretization of a partial differential
equation of reaction–diffusion type, and some special numerical methods for solving (1.1) have been proposed along
the idea of treating the linear stiff term by an implicit scheme with a superior stability property and the nonlinear term
by an explicit scheme. A prototype of such methods, called IMEX (implicit–explicit) method, is the IMEX -method
[9] deﬁned by
un+1 = un + t (1 −)Lun + tLun+1 + tg(tn, un),
where  is a parameter with  12 , t is the stepsize, tn := t0 + nt , and un denotes an approximate value of u(tn).
This is a mixture of the standard -method and the Euler method, and of order 1 in accuracy.
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This simple method can be improved in terms of accuracy by generalizing the method along the idea of Runge–Kutta
methods. Consider a pair of two Runge–Kutta methods represented by the arrays
(1.2)
with the same abscissas ci . The former corresponds to a diagonally implicit method and the latter corresponds to an
explicit method. We assume that aij and âij satisfy
ci =
i∑
j=1
aij =
i−1∑
j=1
âij , i = 1, . . . , s. (1.3)
Then, an s-stage IMEX Runge–Kutta method for (1.1) is deﬁned by
Un,i = un + t
i∑
j=1
aijLUn,j + t
i−1∑
j=1
âij g(tn,j , Un,j ), i = 1, . . . , s,
un+1 = un + t
s∑
i=1
biLUn,i + t
s∑
i=1
b̂ig(tn,i , Un,i). (1.4)
Here, tn,i := tn+cit , andUn,i are intermediate variables, which are successively computed by solving linear equations.
By virtue of (1.3), each Un,i is interpreted as an approximate value of u(tn,i).
The accuracy and stability of the IMEX Runge–Kutta methods have been studied by several authors. In particular,
methods of order 2 and order 3 are constructed by Ascher et al. [2] (see also [18]), methods of order 4 are constructed
by Calvo et al. [5] and Kennedy and Carpenter [12]. Stability properties of the methods are examined in [5,15].
On the other hand, in some ﬁelds of applied mathematics such as mathematical biology and control theory,
reaction–diffusion equations with time delay in the reaction term are used for studying the effects of interaction
of time delay and spatial diffusion (see, e.g., [16]). In the simplest case, the governing equation becomes a delay
differential equation (DDE) of the form
du
dt
= Lu(t) + g(t, u(t), u(t − )) (1.5)
after the spatial discretization, e.g., by the method of lines (MOL) approach, where  is a positive constant. As well as
many numerical methods for ODEs, IMEX Runge–Kutta methods can be adapted to the DDE (1.5). However, as will
be shown in Section 4, instability phenomena are observed which are not easily predictable from numerical results in
the case of the usual reaction–diffusion equations without delay (see, e.g., [10, Chapter IV, Section 6]).
In this paper, we study stability of IMEX Runge–Kutta methods using the scalar test equation
du
dt
= u(t) + u(t − ), (1.6)
proposed by Barwell [3]. Here, ,  are complex parameters, and if ,  satisfy
||< − Re , (1.7)
the zero solution of (1.6) is asymptotically stable for any > 0. Until now many studies have been carried out whether
numerical methods preserve this asymptotic property or not (see [4] and the references therein). In the context of
reaction–diffusion equations, this corresponds to studying whether numerical methods preserve the asymptotic property
of solutions to diffusion dominant equations.
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This paper is organized as follows. In Section 2, we introduce the so-called constant step size method, an adaptation
of the IMEX method (1.4) for the DDE (1.5) taking advantage of the constancy of the delay . We deﬁne P-stability
regions of the IMEX methods and give a characterization of the regions in the same way as in the case of the standard
Runge–Kutta methods. Moreover, we examine P-stability regions of some speciﬁc methods in Section 3. In Section 4,
we present some numerical examples which suggest practicality of our stability analysis.
2. Natural IMEX Runge–Kutta methods
Let m be a positive integer and consider a constant stepsize of the form
t = 
m
. (2.1)
Then, tn − = tn−m holds and we can regard Un−m,i as an approximate value of u(tn,i − ). An adaptation of (1.4) for
(1.5) is given by
Un,i = un + t
i∑
j=1
aijLUn,j + t
i−1∑
j=1
âij g(tn,j , Un,j , Un−m,j ),
un+1 = un + t
s∑
i=1
biLUn,i + t
s∑
i=1
b̂ig(tn,i , Un,i , Un−m,i). (2.2)
By the standard argument (see, e.g., [7, II.17]), it is veriﬁed that this adaptation preserves the order of accuracy of the
underlying IMEX Runge–Kutta method (1.4). In particular, if the coefﬁcients satisfy
s∑
i=1
bi = 1,
s∑
i=1
bi ci = 12 ,
s∑
i=1
b̂i = 1,
s∑
i=1
b̂ici = 12 , (2.3)
the IMEX method (2.2) shows second-order convergence for (1.5).
By applying (2.2) to the test equation (1.6), we obtain the difference equation
Un,i = un + t
i∑
j=1
aijUn,j + t
i−1∑
j=1
âijUn−m,j ,
un+1 = un + t
s∑
i=1
biUn,i + t
s∑
i=1
b̂iUn−m,i . (2.4)
By means of
A = [aij ]si,j=1, Â = [̂aij ]si,j=1, b = [b1, . . . , bs]T, b̂ = [̂b1, . . . , b̂s]T,
Un = [Un,1, . . . , Un,s]T, 1 = [1, . . . , 1]T,
we can rewrite (2.4) in the form
Un = un1 + AUn + ÂUn−m,
un+1 = un + bTUn + b̂TUn−m, (2.5)
where  := t,  := t. The P-stability region and P-stability of the IMEX method (2.2) are deﬁned as follows.
Deﬁnition 2.1. The P-stability region of the method (2.2) is the set SP of the pair of complex numbers (, ), such
that det[I − A] = 0 and the zero solution of (2.5) is asymptotically stable for any m1.
Deﬁnition 2.2. The method (2.2) is P-stable if
SP ⊇ {(, ) ∈ C2 : ||< − Re }.
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Let r() denote the stability function of the Runge–Kutta method deﬁned by A and b, and let SA denote the stability
region of the method, i.e.,
r() = 1 + bT(I − A)−11, SA = { ∈ C : |r()|< 1}.
Moreover, put
P(z) = det[I − A − zÂ + 1bT + z1b̂T], Q = det[I − A] (2.6)
and deﬁne the set  by
 = {z ∈ C : |P(z)| = |Q|}. (2.7)
We can rewrite  as
 = {z ∈ C : P(z) − Q eiϑ = 0, 0ϑ< 2	}.
Hence,  is a closed curve, and there is a point on  which achieves the value

 = inf{|z| : z ∈ }. (2.8)
Using this value we can characterize P-stability regions as follow.
Theorem 2.3. Assume that det[I − A] = 0 and consider the following three statements:
(a)  ∈ SA and ||< 
;
(b) (, ) ∈ SP ;
(c)  ∈ SA and ||
.
Then, we have (a) ⇒ (b) ⇒ (c).
Putting R(z) = P(z)/Q, we further rewrite  as
 = {z ∈ C : |R(z)| = 1}.
Theorem 2.3, which can be proved by [17, Lemma 8], may be regarded as a special case of [17, Theorem 13].
Nevertheless, Theorem 2.3 has a signiﬁcance especially from a viewpoint of application. IMEX Runge–Kutta methods
were not an object of study in [17]. Also, we present a proof using a generalization of [17, Lemma 8] by in ’t Hout
and Spijker [11], which gives a better perspective for modiﬁcation or generalization of the theorem (see also [13] on a
similar application of in ’t Hout and Spijker’s result).
Proof. Since (2.5) is rewritten as[
I − A 0
−bT 1
] [
Un
un+1
]
+
[
0 −1
0 −1
] [
Un−1
un
]
+
[ −Â 0
−b̂T 0
] [
Un−m
un−m+1
]
=
[
0
0
]
,
the characteristic equation of (2.5) is given by
det[mV() +W()] = 0, (2.9)
where
V() =
[
(I − A) −1
−bT − 1
]
, W() =
[ −Â 0
−b̂T 0
]
.
As for Eq. (2.9), consider following three statements:
(a)′ detV() = 0 for any ||1 and sup||=1[V()−1W()]< 1;
(b)′ all the roots of (2.9) lie inside the unit circle for any m1;
(c)′ detV() = 0 for any ||1 and sup||=1 [V()−1W()]1.
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Here, [·] denotes the spectral radius of a matrix.
It is easily veriﬁed that
deg{det[mV() +W()]} = deg{det[mV()] = (m + 1)(s + 1)
for any m1. Hence, by [11, Corollary 1.2], we have (a)′ ⇒ (b)′ ⇒ (c)′.
SinceV() is rewritten as
V() =
[
I 0
−bT(I − A)−1 − r()
] [
I − A −−11
0 1
]
,
we get
detV() = s(− r()) det[I − A]. (2.10)
Thus, detV() = 0 for any ||1 if and only if  ∈ SA.
Moreover, for  ∈ C, we have
V() + W() =
[
I 0
−L() − R()
] [
M() −−11
0 1
]
,
where M(z) = I − A − zÂ, L(z) = (bT + zb̂T)(I − A − zÂ)−1,
R(z) = 1 + (bT + zb̂T)(I − A − zÂ)−11,
and R(z) is rewritten as R(z) = P(z)/Q by Cramer’s rule. Hence, we get
det[V() + W()] = s[Q− P()],  ∈ C, (2.11)
which implies that if  ∈ SA,
[V()−1W()] = (inf{|| : Q− P() = 0})−1 (2.12)
for ||1. From this it is veriﬁed that sup||=1[V()−1W()]< 1 if and only if ||< 
 and sup||=1[V()−1W()]1
if and only if ||
. 
3. P-stability regions
In this section, we investigate P-stability regions of several IMEX Runge–Kutta methods. First, we consider the
IMEX -method, represented by the arrays
As is well known, the -method is A-stable; the stability region of the method is the outside of a circle with center
1/(2− 1) and radius 1/(2− 1) when > 12 and the left half plane when = 12 . Moreover, by Eq. (2.6) we get
P(z) = 1 + (1 −)+ z, Q = 1 −.
Hence, the set  is a circle with center −1 − (1 −) and radius |1 −|, and we have

 = ‖1 −| − |1 + (1 −)‖. (3.1)
When = 1,

 = ||1 − | − 1|> || − Re 
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1/2 < Θ < 1
Θ = 1/2
Θ = 1
2
0
β
Fig. 1. P-stability regions of the IMEX -methods.
holds for any Re < 0, which implies that the IMEX -method with = 1 is P-stable. On the other hand, in the case
 is a negative real number, (3.1) is rewritten as

 =
{− (1 + (1 −)0),
2 + (1 − 2) (1 + (1 −)< 0).
Hence, the IMEX -method is not P-stable when < 1 (cf. Fig. 1).
In general, it is difﬁcult to ﬁnd P-stability regions by an analytic method. A certain numerical method is necessary
to investigate the regions.
Let N be a positive integer, and divide the interval [0, 2	) into N equal parts
0 = ϑ0 <ϑ1 < · · ·<ϑk = kϑ< · · ·<ϑN = 2	, ϑ= 2	/N .
The set  is approximated by
,N = {z ∈ C : P(z) − Q eiϑk = 0, k = 0, 1, . . . , N − 1},
and we have

 = lim
N→∞ 
,N , 
,N = inf{|z| : z ∈ ,N },
which follows from the fact that the roots of P(z) − Q eiϑ = 0 are continuous functions of ϑ. Thus, we can obtain
an approximate value of 
 by taking a sufﬁciently large N and solving N algebraic equations with some numerical
method, e.g., Durand–Kerner’s algorithm (see, e.g., [1,14]).
We compare two IMEX methods deﬁned by the arrays
(3.2)
and
(3.3)
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Fig. 2. P-stability regions of the methods (3.2) and (3.3).
The former is a combination of the trapezoidal rule and Heun’s second-order method (the explicit trapezoidal rule).
The corresponding method is called the IMEX trapezoidal rule in [10]. The latter is a scheme constructed by Ascher
et al. [2] on the basis of an L-stable singly diagonally Runge–Kutta method of order 2. Both methods are of order 2 as
IMEX method. By Eq. (2.6) we have
P(z) = 1 + 2 +
(
1 + 
2
)
z + z
2
2
, Q = 1 − 2
for the IMEX trapezoidal rule (3.2) and
P(z) = 1 − +
√
2+ (1 − + √2)z + z
2
2
, Q = (1 − )2
for the Ascher–Ruuth–Spiteri (ARS) method (3.3).
For both methods, approximate values of 
 are computed by solving quadratic equations. Fig. 2 shows the P-stability
regions of the two IMEX methods in the case  is a negative real number. The boundaries determined by 
 were drawn
by taking N = 1000 and solving the quadratic equations by the quadratic formula. In the case of the IMEX trapezoidal
rule, the width of the region decreases and tends to zero as || increases, whereas the width increases inﬁnitely in
the case of the ARS method (3.3). This suggests that the ARS method has a better stability property than the IMEX
trapezoidal rule as for DDEs.
The P-stability region of the ARS method is larger than that of the IMEX trapezoidal rule, but it is rather small
compared with those of P-stable methods. By increasing the number of stages, we can construct a method with a larger
P-stability region.
As an illustration, we consider a 4-stage IMEX Runge–Kutta method deﬁned by the arrays
(3.4)
This method satisﬁes (2.3), i.e., it is of order 2. The stability function of the diagonally implicit method is
r() = 1 − 2+ 
2/2
(1 − )3 ,
and it is easily veriﬁed that the corresponding method is L-stable. Moreover, we have
P(z) = 1 − 2+ 
2
2
+ (1 − 2)z +
(
1
2
− 
)
z2, Q = (1 − )3, (3.5)
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Fig. 3. Values of 
 for the method (3.4).
and we can compute approximate values of 
 by solving quadratic equations. We plot 
 versus Re  for some ﬁxed
values of Im  in Fig. 3. Each curve indicates the approximate values of 
 computed with N = 1000. This ﬁgure
suggests that 
 − Re , i.e., the method is P-stable, which can be veriﬁed analytically in the case  is real.
Proposition 3.1. Consider the IMEX method deﬁned by the arrays (3.4). If  is a negative real number, we have

 = −.
Proof. From (3.5) it follows that P(−) = Q. Hence we have − ∈  and 
 − .
To show 
 − , it sufﬁces to verify that |P(z)| |Q| for any |z| = −, since it implies that |P(z)|< |Q| for
any |z|< −  by the maximal modulus principle.
Differentiating (ϑ) = |P(− eiϑ)|2, 0ϑ< 2	, we obtain
′(ϑ) = 22(1 − 2)(2 − 4+ 2) sin(ϑ)
(
1 − 2+ 2 − 3
(2 − 4+ 2) − cos(ϑ)
)
.
When − 1√
3
< 0, we have (1 − 2 + 2 − 3)/[(2 − 4 + 2)] − 1, and (ϑ) has a maximum at ϑ = 0 and a
minimum at ϑ = 	. When < − 1√
3
, we have −1<(1 − 2 + 2 − 3)/[(2 − 4 + 2)]< 0, and (ϑ) has relative
maximums both at ϑ = 0 and 	, but (	) = (1 −  − 2 − 3)2 < (0) = |Q|2 for < 0. Hence, in both cases,
(ϑ)(0) = |Q|2 for any 0ϑ< 2	, which implies that |P(z)| |Q| for any |z| = −. 
4. Numerical examples
In this section, we present some numerical examples. We consider the following delayed reaction–diffusion equation
(cf. [16, p. 220]) on the interval = (0, 1)
v
t
= D 
2v
x2
+ v(t − , x)[1 + v(t, x)2], t0, x ∈ , (4.1)
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Fig. 4. Solution of (4.3) for D = 1,= −8, = 1,M = 100.
under the homogeneous Dirichlet condition
v(t, 0) = v(t, 1) = 0, t0, (4.2)
where D is a positive constant and  is a real parameter. This model is derived from a sort of delayed logistic equation
by taking the effect of spatial diffusion into account.
Let M be an integer, x := 1/M and deﬁne the mesh points x0 = 0 <x1 < · · ·<xj = jx < · · ·<xM = 1. We use
the notation uj (t) for an approximate function of v(t, xj ). By replacing the second-order spatial derivative with the
second-order centered difference, we obtain an MOL approximation
du
dt
= Lu(t) + g(u(t), u(t − )), (4.3)
where
u(t) =
⎡
⎢⎢⎢⎢⎣
u1(t)
u2(t)
...
uM−1(t)
⎤
⎥⎥⎥⎥⎦ , L =
D
x2
⎡
⎢⎢⎢⎢⎣
−2 1 0 · · · 0
1 −2 1 · · · 0
0 1 −2 · · · 0
...
...
...
. . .
...
0 0 · · · 1 −2
⎤
⎥⎥⎥⎥⎦ ,
and the jth component of g(u(t), u(t − )) is uj (t − )[1 + uj (t)2].
The eigenvalues of the matrix L are
k = − 4D
x2
sin2
(
k	x
2
)
, k = 1, 2, . . . ,M − 1.
By the linearization method (see, e.g., [8, Chapter 10]), it is shown that if  satisﬁes
||< − 1 = 4D
x2
sin2
(
	x
2
)
, (4.4)
the zero solution of (4.3) is asymptotically stable for any > 0. The upper bound −1 increases as M increases and
is contained in the range 9D − 1 < 	2D ≈ 9.8696D for M3. Fig. 4 shows a typical behavior of the solution of
(4.3) in the case condition (4.4) is satisﬁed. The parameter values are
D = 1, = −8, = 1, M = 100, (4.5)
and the initial condition is given by
uj (t) = xj (1 − xj ), − t0, 1jM − 1. (4.6)
The solution oscillates and is damped, as is often seen in the case of the usual delayed logistic equation without diffusion.
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Fig. 5. Numerical results by P-stable methods.
P-stable methods may preserve the asymptotic property independent of the stepsize t . Fig. 5 shows the numerical
results by the -method with = 1 and the method (3.4) in the case where the parameter values are
D = 10, = −80, = 1, M = 1000, (4.7)
and the initial condition is given by (4.6). The approximate values u500n ≈ v(tn, 0.5) for m = 1 are plotted, where m
is the positive integer that is used for deﬁning t in (2.1). As for these two methods, stable numerical solutions are
obtained independent of the value of m.
On the other hand, in the case of the IMEX -method with < 1 or the ARS method (3.3), the asymptotic property
of the numerical solutions changes at some value of m. For example, the numerical solutions by the IMEX -method
with = 12 diverge when m39 and tend to zero when m40 for the parameter values (4.7) (Fig. 6). When m = 40,
 := t = − 8040 = −2. This coincides with the bound derived from the P-stability region (Fig. 1). In the case of the
method (3.3), such a change occurs between m = 31 and 32.
In the case of the IMEX trapezoidal rule, the divergence of the numerical solutions continues until rather large m.
Fig. 7 shows a numerical solution by the method with m=275 for the parameter values (4.5). It is still unstable, whereas
stable solutions are obtained even by the IMEX -method with = 12 or the ARS method (3.3) with m = 4 for these
parameter values. The instability of the IMEX trapezoidal rule is explained from the P-stability region of the method
(Fig. 2).
By the same argument as in the proof of Proposition 3.1, we can show that the boundary of the P-stability region of
the IMEX trapezoidal rule in Fig. 2 is represented as || =  for  − 7, with
 = 8−2 − + √(−2 + )(6 + ) ,
which is a solution of the equation P() + Q = 0. In fact, differentiating (ϑ) = |P( eiϑ)|2, 0ϑ< 2	, we get
′(ϑ) = 2(2 + )(4 + (2 + )) sin(ϑ)( + cos(ϑ)),
where
 = (2 − + (2 + ))4(4 + (2 + ))
= − 1 + (−2 + )(−10 − +
√
(−2 + )(6 + ))
32
.
When  − 7, we have  − 1, and (ϑ) takes the maximal value |Q|2 at ϑ= 0, which implies that |P(z)|< |Q|
for any |z|< .
Inserting (, ) = (t,t) into || =  and solving for t , we get
t0 = 4√
(−4− 3||)|| − || .
Hence, in the case  − 7||, the pair (, ) = (t,t) is included in the interior of the P-stability region if and
only if t <t0. As for the above numerical example, putting = 99 = −4 · 1002 sin2(99	/2/100) ≈ −39990.1 and
|| = 8.0, we have t <t0 ≈ 1280.8 , in good accordance with the numerical observations.
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Fig. 7. Numerical solution by the IMEX trapezoidal rule.
In the limit case = 0, Barwell’s test equation (1.6) coincides with the test equation ([6], see also [5,15])
du
dt
= u(t) + u(t) (4.8)
212 T. Koto / Journal of Computational and Applied Mathematics 211 (2008) 201–212
for splitting methods for ODEs. This, together with the deﬁnition of P-stability, suggests e.g. that the scheme (3.4)
might have some good stability property for ODEs. But, it remains to be seen whether (3.4) is really useful for ODEs.
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