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ABSTRACT

Laser-Induced Breakdown spectroscopy (LIBS) and Laser-Induced Thermal
Emission (LITE) emission based laser remote sensing were investigated with the
application to the remote measurements of trace chemical species. In particular, UVvisible LIBS and Mid-IR LITE systems were developed and measurements of remote
targets and chemical surfaces were studied. The propagation through the atmosphere of
the multi-wavelength backscattered LIBS and LITE optical spectrum with atmospheric
absorption effects on the returned lidar signal was investigated. An enhanced model of
the atmospheric effects on emission-based laser-remote sensing was developed and found
to be consistent and in agreement with our experimental results.
LITE measurements were performed which involved heating a remote hard target
and recording the vibrational band emission spectra produced. Sample heating was
carried out using a 1.5W cw-CO2 10.6 μm wavelength laser, and a 9W cw-diode laser
operating at 809nm. The emission spectra over the wavelength range of 8 to 14 μm was
observed which can be potentially used to detect and identify chemical composition of
the target. LITE spectra of DMMP and DIMP (chemical agent simulants), paints, and
energetic materials on various substrates were measured for the first time.
A LIBS study was carried out with a 1.064 μm Nd:YAG laser (10 ns pulses, 50mJ
per pulse) and remote LIBS measurements were performed for aluminum, copper, steel
and plastics over the spectral range of 200 – 1000nm. LIBS measurements as a function

xx

of range were studied, and compared to a modified lidar equation suitable for emission
based lidar remote sensing.
A computer simulation model was developed for emission-based LIDAR remote
sensing such as LIBS and LITE. This involved the development and modification of
atmospheric transmission modeling programs which use the HITRAN, PNNL and other
atmospheric spectral databases to model the transmission of the atmosphere over a wide
range of wavelengths from the deep-UV near 200 nm to the mid-IR near 14 microns. A
comparison of HITRAN simulations with the PNNL database calculated spectra was
carried out and used for the first time for improvements of the HITRAN database line
intensities. In addition, a Principal Component Analysis (PCA) of the LIBS and LITE
lidar return signal as a function of range was performed. This PCA analysis showed, for
the first time, the degradation of the chemical selectivity (i.e. identification capability) of
the emission lidar system as the range was increased and the effect of atmospheric
absorption spectral lines on the propagated LIBS and LITE lidar multi-wavelength
spectral signal.
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CHAPTER 1
INTRODUCTION

Emission based lidar is a relatively new technique involving the use of a laser to
initiate spectral emission at a remote target, which is then collected with a telescope and
other optical detection equipment. Examples of emission based remote sensing include
hard target Laser-Induced Breakdown Spectroscopy (LIBS), Laser-Induced Thermal
Emission (LITE), Raman lidar, and Fluorescence lidar. 1-9 The latter two have been used
in the past for the remote sensing of several gases in the atmosphere related to global
climate change, while the former two techniques, LIBS and LITE, are relatively new and
are just now started to being studied for remote sensing of solid targets and surface
chemicals related to energetic and explosive detection. In addition, there has been a
growing need for computer simulation models to predict the performance of such systems
as a function of range and wavelength. 10-12 In particular, there is a need to estimate the
Signal-to-Noise (S/N), of the LIBS and LITE lidar systems to determine the maximum
detection range, and the analysis of the multi-wavelength spectral emission signal to
determine the selectivity in identifying different classes of chemical compounds
simultaneously.
In the past, most active laser remote sensing measurements were conducted at a
limited number of wavelengths (often one or two). 13-15 In most cases even passive IR
measurements (such as the measurements of water vapor from satellites) have only 7 or 8
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wavelength bands. The latest hyperspectral passive imagers have only 20 to 30
wavelength channels. LIBS and LITE have potentially hundreds of optical channels,
over a very wide wavelength range, so the effects of atmospheric absorption may affect
portions of the LIBS and LITE spectrum differently.
Toward this end, we have conducted experiments to study UV-visible LIBS and
Mid-IR LITE emission-based lidar techniques and investigated the effects of atmospheric
attenuation on remote LIBS and LITE measurements. In particular, extensive
comparisons of LIBS and LITE lidar simulations with experimental measurements
conducted at different ranges were performed for the first time.
A LIBS study was carried out with a 1.064μm Nd:YAG laser (10ns pulses, 50mJ
per pulse) and remote LIBS measurements were performed for aluminum, copper, steel
and rubber over the spectral range of 200 – 1000nm. LIBS measurements as a function
of range were studied, and compared to a modified lidar equation suitable for emission
based lidar remote sensing and enhanced atmospheric transmission models and
simulation programs.
LITE measurements were performed which involved heating a remote hard target
using a laser and recording the vibration-phonon band emission spectra produced.
Sample heating was carried out using a 1.5W cw-CO2 laser, and a 9W cw-diode laser
operating at 809nm. The emission spectra over the wavelength range of 8 to 14μm were
observed which can be potentially used to detect and identify the chemical composition
of the target. LITE spectra of DMMP and DIMP (chemical agent simulants), paints, and
energetic materials (explosive samples) on various substrates were measured for the first
time.
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Laser-induced thermal emission LITE based measurements of several substances
such as energetic materials, DMMP, DIMP, and paints were carried out. It was shown
that the application of the LITE technique for remote measurements is complicated by the
weakness of the LITE signal. However, our results show the possibility of remote
measurements if additional studies are carried out to better choose excitation parameters
and lidar system geometry in order to increase the return emission signal. Strong
atmospheric interferences with the LITE spectra were found in certain spectral regions
which suggest the need for effective correction methods to remove atmospheric
attenuation components from remotely recorded LITE spectra.
In order to better understand the above LIBS and LITE measurements, we
introduced a new emission-based lidar modeling method which is based on the use of a
modified lidar equation and atmospheric modeling using HITRAN and other atmospheric
spectral databases (such as the PNNL database) over a wider than usual spectral
wavelength range. HITRAN is the atmospheric database developed by the US Air Force
for predicting atmospheric absorption, and PNNL is the experimental atmospheric
absorption database by the DOE Pacific Northwest National Laboratory. This method
made it possible to predict the return power and S/N as a function of range and
wavelength for a variety of emission based lidar systems.
This emission-based-lidar modeling required the development and modification of
our currently available atmospheric transmission modeling program, HITRAN-PC. In
particular, improvements were made to the HITRAN-PC atmospheric transmission
modeling code to enable modeling using a number of line-by-line and experimental
databases to cover a wider range of substances and spectral ranges. The use of multiple
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databases also proved useful for verification purposes, and to find errors and
contaminated spectra in the databases.
Finally, variations of chemometric spectral analysis techniques, such as the
Principal Component Analysis (PCA), were used for the first time to our knowledge to
determine the simultaneous selectivity or differentiation detection capability of multichemical compounds for our emission-based lidar. The PCA calculations were used to
estimate the detection selectivity of the LIBS or LITE system as the S/N was reduced due
to longer distances to the target.

In order to make such predictions, a new range-

dependent PCA modeling approach was introduced to predict the performance of the
PCA analysis technique as the range to the target was increased. This approach was an
extension of our emission-based lidar technique, where PCA calculations are carried out
on propagated emission spectra at different ranges from the target making it possible to
establish the maximum range allowing reliable differentiation of spectra for various
substances. These results are important because they show the interplay between lidar
S/N that is often used to determine the detection range of the system, and the important,
but not as yet well studied spectral analysis of the LIBS and LITE multi-wavelength
spectrum for specific detection (selectivity) of different chemical compounds as a
function of range.
The research in this dissertation is presented as follows. Chapter 2 provides
background information about absorption and emission based lidar, remote LIBS, and
LITE emission-based lidar techniques. It also discusses atmospheric attenuation effects
on emission-based lidar spectra for LIBS and LITE, and modeling of the atmospheric
transmission and lidar equation.
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Chapter 3 describes changes and improvements introduced into our existing
HITRAN-PC transmission code. In particular, the addition of new line-by-line and
experimental databases is discussed and other overall improvements to the program are
presented. The importance of several new features for emission-based lidar calculations
and for database data validation is addressed.
Chapter 4 describes the modification of the standard lidar equation for the oneway emission based lidar technique, with examples of LIBS and LITE emission based
lidar. Also, the atmospheric attenuation effects on LIBS and LITE lidar spectra are
discussed.
Chapter 5 describes experimental point and remote LIBS measurements carried
out using different remote targets and at different ranges

Chapter 6 presents modeling

examples of LIBS emission-based lidar sensing based on our experimental LIBS data.
This data is compared to our emission-based lidar modeling approach, and subsequently
used for range dependent PCA modeling described later in Chapter 9.
Chapter 7 describes our experimental LITE measurements performed in close
range point geometry. Measurements of trace films of explosives, paint, DMMP, and
DIMP on different substrates are described. Atmospheric attenuation effects on the
recorded LITE spectra are considered and compared with theory.
Chapter 8 presents emission based lidar modeling examples for the LITE
technique based on our experimental data.
Chapter 9 describes our PCA range-dependent modeling approach with example
calculations based on the experimental LIBS data described in Chapter 5. These results
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are important in that they show, for the first time, the interplay between lidar S/N and the
spectral detection PCA chemical identification quantification as a function of lidar range.
Chapter 10 describes a comparison of spectral calculations using HITRAN and
PNNL databases leading to adjustments of band strengths in the HITRAN database. In
particular, corrections and improvements of Methyl Chloride (CH3Cl) data in the
HITRAN database obtained through comparisons against the PNNL database are
discussed.
Chapter 11 presents conclusions and describes future work. The appendices
contain equations used for the calculation of transmission using the line-by-line approach,
comparison of the HITRAN and GEISA database (French Polytechnique Institute
atmospheric database) contents, information about temperature recalculation coefficients
for HITRAN and GEISA line-by-line databases, additional parameters for the GEISA
database, descriptions of the remote control unit for controlling the Nd:YAG laser,
preamplifier circuits for the HgCdTe detector, and shielding of the HgCdTe detector. In
addition, programs written to manipulate LITE and LIBS spectra, a LabVIEW program to
record LITE spectra, a MatLab program to carry out PCA analysis as a function of range,
and some important corrections to the HITTAN-PC and LIDAR-PC programs are
presented.
We would like to acknowledge support in part from the US Army through a
STTR contract with Agilent Corp. for some of the LITE experiments and support from
the Florida High Tech Matching Grant with Alakai Corp. on the LIBS spectra lidar
theory and computer simulations.
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CHAPTER 2
BACKGROUND

This chapter contains background information regarding absorption and emission
based remote sensing. In particular, (1) differences between classical single ended lidar
and emission based lidar are discussed, (2) past examples of LIBS lidar measurements are
given, (3) past examples of related LITE measurements are presented, (4) previous work
on the use of atmospheric transmission databases and absorption (Beer-Lambert)
equations are shown, and (5) past application of the lidar equation are shown.

2.1 Remote Sensing Through the Atmosphere Using Absorption and Emissionbased Lidar
Lidar is a technique which involves the use of a laser beam which is transmitted
towards a remote target and the detection of the backscatted reflected radiation with a
telescope and other equipment. 13-15 For example, Fig. 2.1 shows a schematic illustrating
a typical lidar configuration where a single laser pulse is transmitted, and backscattered
light is detected. Differential absorption lidar (DIAL) involves the use of two or more
laser wavelengths, so that one wavelength is absorbed by a gas to be detected in the
atmosphere and the other one is not absorbed. This technique is shown in Fig. 2.2 and
applicable to both natural atmospheric constituents as well as various artificially
introduced contaminants. In this technique the concentration of a remote species is
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Figure 2.1 Schematic of a lidar system.

8

Figure 2.2 Schematic of a Differential Absorption Lidar (DIAL) system showing
absorption of the λ1 wavelength by gases in the atmosphere.

9

determined by the intensity reduction at the absorbed or on-resonance laser wavelength
compared to the reference (not-absorbed) or off-resonance laser wavelength intensity.
On the other hand, a laser may also be used to initiate a spectral emission at a
distant hard target. Examples of such emission based lidar techniques include LIBS,
Raman, Fluorescence, and LITE lidar, and is depicted for LIBS in Fig. 2.3. Optical
emission is caused by initiating a spark (or plasma plume) in the case of a LIBS lidar,
Raman emission in the case of hard target Raman lidar, fluorescence emission in the case
of a Fluorescence lidar, or by inducing thermal emission at a distant target through
remote heating with a laser in the case of Laser-Induced Thermal Emission (LITE) lidar.
These types of measurements may be called “emission based” since they are based on
one way lidar detection of various kinds of emissions initiated at a distant target with a
laser.
Emission based lidar is different from differential absorption lidar (DIAL) in that
the concentration and the composition of a target is determined by looking at the
secondary optical emission which is often unrelated to the original laser wavelength
radiation. In fact, in many cases additional precautions have to be taken in order to
block the excitation laser wavelength from contributing to the detected secondary
emission initiated at the target by a laser.
As opposed to differential absorption lidar, where non-spectral selective detectors
are commonly used, emission based lidar usually employs multi-wavelength spectral
detection (involving spectrometers and focal plane array detectors). The collection of
multi-wavelength spectral information in many cases provides the possibility of detecting
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Figure 2.3 Schematic of Laser-induced Breakdown Spectroscopy (LIBS) system.
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the presence of several substances in one measurement and also provides high detection
reliability for individual substances.
It is important to note that Differential Absorption Lidar uses a reference beam
(off-resonance) to compensate for the atmospheric attenuation effects that are unrelated
to the species being measured. However, emission based lidar has to use the background
experimental reference spectrum to compensate for interfering atmospheric attenuation
effects. As such, effective modeling methods are required to predict atmospheric
attenuation effects for various emission based lidar methods since this may influence the
measured emission intensities as well as the background spectrum.

2.2 Laser-Induced Breakdown Spectroscopy (LIBS) Remote Sensing
One of the emission based LIDAR techniques used in this study is remote or
stand-off Laser-Induced Breakdown Spectroscopy (LIBS). 1-3 The technique is depicted
in Fig. 2.3, and a typical schematic of a LIBS system is presented in Fig. 2.4. As can be
seen, an intense laser pulse is focused onto a remote target to cause dielectric breakdown
(ie. a spark) to occur. The formed plasma spark emits UV-visible-near-IR radiation due
to the excited ions and atoms within the spark, and this emission is subsequently
collected with a telescope, spectrally selected using a spectrometer, and detected by a
sensitive photodetector.
For example, the remote LIBS technique has been widely used for the detection of
a range of substances such as energetic materials, biological agents, and for the analysis
of metals and other substances in industrial applications. 4-7 Usually the range of the
remote LIBS technique does not exceed 100 meters if nanosecond pulses are used. 8
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Figure 2.4 Schematic of a typical remote LIBS setup.
(Adapted from:Z.G. Guan et al. 16)

13

The recent use of femto-second pulses for remote sensing, however, have made it
possible to extend the LIBS measurement range to an estimated maximum distance of 1
to 2 km. 17- 20 Such long ranges make it necessary to take into account atmospheric
attenuation effects as the remote emission radiation travels back towards the lidar
detection system.
A photo of a typical LIBS setup is presented in Fig. 2.5. The setup consists of a
Nd:YAG laser connected to an articulating optical arm to guide the laser beam towards
the focusing optics and a telescope fiber-coupled to a CCD spectrometer used to collect
and record the remote LIBS signal.
An example of a remote LIBS spectra recorded with a similar system as the one
shown in Fig. 2.5 is presented in Fig. 2.6. As can be seen, the recorded LIBS spectra
exhibit atomic emission lines characteristic of the target chemical composition and are
typically collected within the 200 – 800 nm spectral region. Some lines are also
identified in the figure.
Recently, investigations of LIBS emission in the infrared spectral region have
been carried out for a number of substances. 23-26 Of importance is that the absorption of
the atmosphere is much more significant in the infrared than in the visible part of the
spectrum which may create significant interferences in such infrared LIBS applications.
Even though infrared LIBS studies as of yet have not been attempted in remote
configurations, remote IR LIBS measurements are likely to become more useful as the
technology for infrared LIBS measurements matures.
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Figure 2.5 Photograph of a typical LIBS lidar setup. (From A. Pal, 21 Reproduced with
permission)
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Figure 2.6 Example of stand-off (20m) single-shot LIBS spectra of (a) RDX residue, (b)
Arizona road dust, and (c) oil residue on (d) aluminum substrate. (From:
Frank C. De Lucia et al. 22, Reproduced with permission)
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2.3 Laser-Induced Thermal Emission (LITE) Remote Sensing
Laser-induced thermal emission (LITE) is a relatively new technique. 9,27-33 The
LITE technique is an extension of an earlier infrared emission spectroscopy technique
where a sample would be heated by a resistive heating element or by blowing hot air onto
the sample to increase its temperature to about 100-200 ºC. 34-38 Even though some
attempts were made to apply LITE in a remote configuration as far back as 20 years ago,
traditionally LITE has only been used in a point configuration in laboratory settings. 39
Now, however, LITE is being considered for potential remote applications in the security
related fields. Different alternative excitation methods have been investigated for remote
LITE sensing involving the use of quantum cascade lasers, microwave emitters, and
incandescent light bulbs. 40-42 However, as of yet, little stand-off or remote LITE
measurements have been made.
LITE measurements are based on heating a sample that then produces thermal
emission characteristic of the sample chemical composition. 27 An example of a short
range remote LITE detection system based on the use of an FTIR spectrometer is
presented in Fig. 2.7. 9 As can be seen, a CO2 laser was used to heat a target and the
thermal emission radiation was collected and analyzed with an FTIR spectrometer.
LITE spectra have a relatively weak emission and are typically collected in the 5
– 20 micron spectral region. For example, Fig. 2.8 shows the raw LITE emission spectra
and a black body curve at the sample temperature (top) compared to the sample emittance
spectra obtained by normalizing the raw emission with a black body curve and a
photoacoustic absorption spectrum (bottom). As can be seen, the LITE spectra typically
comprise a number of relatively wide spectral peaks. Due to the weak LITE emission
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Figure 2.7 Example LITE schematic involving the use of a laser to heat a chemical layer
on a substrate and an FTIR spectrometer. (From: Arthur H. Carrieri, 9
Reprinted with permission from the Optical Society of America)
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Figure 2.8 Observed LITE emission spectra from laser-heating (cw Argon-ion, 3.5
Watt) a phenoilic-plastic disk (A) while rotating sample at 75 rpm and (B)
while stationary and (C) from carbon black heated at 60 ºC. Emittance
spectra calculated (D) from spectrum A and (E) from spectrum B. (F)
Reference photoacoustic absorption spectrum of the phenolic plastic
(Adapted from: Roger W. Jones et al. 31).
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intensity and wide spectral features, low resolution (~20 nm) spectrometers may often be
used for LITE detection as long as they provide high enough sensitivity.
It should be noted that the exact interactions involved in the physics of LITE
emission are not yet well known. The LITE emission process involves the excitation of
vibrational and phonon states of the substance, but the actual physics of the excitation /
emission process is complicated involving both thermal blackbody emission and
modification by absorption / re-emission within the vibrational and thermal phonon
energy states of the target substance. This is also complicated by the thermal conduction
within the emission volume and surrounding substrate.

2.4 Atmospheric Transmission
This section describes atmospheric transmission with the application towards lidar
modeling. In particular, atmospheric transmission modeling using the HITRAN
database is discussed.

2.4.1 Influence of Atmospheric Absorption on Emission-Based Remote Sensing
Similar to the differential absorption lidar technique, emission based remote
sensing is complicated by the need to correct the recorded spectrum for the atmospheric
attenuation features introduced into the emission spectrum as it travels back toward the
detector. The significance of atmospheric attenuation depends on the spectral region and
the distance to the target. For example, Fig. 2.9 shows a low resolution experimental
atmospheric transmission spectrum for a horizontal 1820 m (6000 ft) path in the spectral
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Figure 2.9 Experimental atmospheric transmission spectrum in the 0.2 -15 micron range for a 1820 m (6000 ft) path length at a sea
level. (Adapted from: Richard D. Hudson Jr. 43)
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region of 0.2 to 15 micron. As can be seen, there are opaque regions where atmospheric
absorption is strong and also atmospheric transmission windows suitable for remote
sensing.
Unfortunately, obtaining experimental atmospheric transmission spectra to be
used for correcting emission based lidar detected spectra is difficult and unpractical since
atmospheric absorption at different wavelengths may vary over time and depends on total
pressure, temperature, and concentrations of individual gasses. To overcome this
problem, spectral atmospheric absorption line-by-line databases such as HITRAN have
been compiled which make it possible to simulate the composite atmospheric absorption
spectra for different atmospheric conditions. 44 The HITRAN database has been
developed and used over the past 40 years, and usually produces estimates of atmospheric
absorption spectra that are within several percent of experimental measurements. In
order to better understand the use of the HITRAN database, the next section presents
some of the equations used. The HITRAN line-by-line database has been developed by
the US Air Force, and consists of over 2 million line strengths that have been synthesized
by fitting the expected Quantum Mechanics predicted rotational / vibrational line spectra
with experimental high resolution laboratory absorption measurements.

2.4.2 Overview of the Methodology Used in Line-by-line Transmission Simulations
Line-by-line atmospheric transmission simulations rely on the accuracy of the
line-by-line spectral databases for transmission calculations. The following spectral
equations are from the HITRAN-PC user manual and related HITRAN database research
references. 45
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The general approach of calculating the composite atmospheric transmission is
based on the Beer-Lambert law,

·

,

(2.1)

where I0 is the initial optical intensity, I is the intensity after passing through media, and
OD is the Optical Depth. For the absorption of monochromatic light by one molecular
gas in the atmosphere the Beer-Lambert law becomes

,

·

·

·

,

(2.2)

where α(ν) is the linear absorption coefficient defined in 1 / (cm · Atm), ν is the
frequency in cm-1, Pa is the partial pressure of a gas in Atm, and L is the optical path
length in cm. For the case where there are many different gases present in the
atmosphere, then the total attenuation is formed by the summation of individual optical
depths within the exponent. Absorption due to individual isotopes or molecules is
obtained by first determining the absorption due to individual lines located in the
HITRAN database which are then added together to form the total attenuation spectrum
for isotopes, molecules or composite, as needed. For example, the latest line-by-line
HITRAN 2008 database contains more than 2.7 million lines for 42 atmospheric
molecules.
The absorption coefficient of an individual absorption line relies on a number of
parameters specified in the HITRAN database. Some of these parameters are illustrated
in Fig. 2.10 which shows a typical absorption line. As can be seen, the shape and
spectral position of an individual absorption line is calculated using such values as the
line center position, intensity, broadening coefficients, pressure shift, etc. provided in the
HITRAN database. Other values such as the optical depth threshold or the absorption
23

Figure 2.10 Illustration of individual line parameters used to calculate absorption due to
a single absorption line record in the HITRAN (or other line-by-line)
database.
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line wing contribution may be used depending on the calculation requirements.
The absorption of an individual line may be related to the molecular line intensity,
S, by

·

·

,

(2.3)

where g(ν-ν0) is the normalized lineshape function (units of cm) and ν0 is the frequency at
the line center in cm-1. The molecular line intensity S is listed in the HITRAN database.
The lineshapes of individual absorption lines are determined by the lineshape
profile used. The most common lineshape profiles employed are the Lorentzian
lineshape for pressure broadening, Gaussian lineshape for Doppler broadening and the
Voigt lineshape for both Doppler and pressure broadening. For example, the Lorentzian
line shape is expressed as:
,

(2.4)

where γp is the pressure broadened half width at half-maximum in wavenumbers. On the
other hand, the Doppler profile is expressed as:

·

·

·

,

(2.5)

where γD is the Doppler linewidth (half width at half maximum in cm-1) given by

·

·

,

(2.6)

and where R is the gas constant, T is the temperature in Kelvin, and M is the molecular
weight of the molecule.
Implementation of the Voigt profile requires numerical integration, which is
accomplished by using various approximation formulas including that by E. E. Whitting,
25

or J. Humlicek. 45, 46 For example, the Voigt profile using the Witting approximation is
expressed as

1

1

·

·

·

2.772 ·

0.4 ·

0.016 ·

·
.
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.

,

(2.7)

where

0.5346 ·

0.2166 ·

(2.8)

is the Voigt linewidth given by Olivero and Longbothum. 47
A more complete description of the equations used for line-by-line modeling
including temperature dependence is presented in Appendix A.
The process of forming a composite atmospheric transmission spectrum for
individual absorption lines calculated on the basis of the HITRAN database and the
equations described above is presented in Fig. 2.11. As can be seen, spectral information
for individual records is taken from the HITRAN database to calculate the individual line
absorption values which are then added together for various isotopes and molecules to
form the total attenuation spectrum of the atmosphere. An example of the absorption
spectrum calculated using the HITRAN line-by-line database for a path length of 1 km in
the 0.5-20 micron range is presented in Fig. 2.12.
For completeness, it is interesting to show a comparison of a measured
atmospheric transmission and that predicted using the HITRAN database, and this is
shown in Fig. 2.13. As can be seen, they agree very well.
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Figure 2.11 Schematic diagram of a typical line-by-line transmission spectrum
calculation procedure based on the use of HITRAN database.
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Figure 2.12 Calculated atmospheric transmission in the 0.5-20 micron range for a 1 km path and US standard atmospheric model.
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Figure 2.13 Comparison of measured atmospheric transmission in the 2100-2200 cm-1
spectral region with the FASCODE calculation using HITRAN database for
a horizontal path of 6.4km at ground level. (Adapted from: Killinger and
Wilcox. 48)
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2.5 Standard “Two-way” Lidar Equation and Remote Sensing Modeling
The backreflected lidar signal can be modeled using the lidar equation. This can
be depicted as in Fig. 2.14. As can be seen, a laser beam is directed towards the target
and a back-reflected signal is collected with a telescope. The intensity of the collected
optical signal is given by the lidar equation 49

· · ·

· ·

,

(2.9)

where Pr is the returned signal in Watts, Pt is the transmitted laser power, ρ is the
reflectivity of the target area for scattering into π steradians, A is the receiving telescope
surface area, F(R) is the telescope/transmitter overlap factor, K is the optical efficiency of
the overall lidar system, α is the attenuation of the atmosphere at the laser wavelength,
and R is the range to the target area.
The lidar equation can be used to calculate the returned lidar power, Pr , as a
function of target range, R. In addition, the value of Pr can be compared to the lidar
system noise, often due to the Noise Equivalent Power (NEP) of the optical detector.
The NEP of the detector can be given by 49
√ ∆

,

(2.10)

where A is the area of the detector, ∆B is the electrical signal bandwidth of the detector,
and D* is the detectivity of the detector material.
As an example, Fig. 2.15 shows a calculation of a hard target lidar return signal as
a function of range over a 10 to 5000 meter range for a lidar system with 0.15 J laser
pulse with a duration of 2000 ns, telescope diameter of 36 cm, atmospheric attenuation
αtotal of 0.126 km-1, lidar system optical efficiency of 0.4, hard target reflectivity of 0.05
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Figure 2.14 Schematic diagram of lidar equation parameters for traditional two-way
lidar remote sensing. (From: Dennis K. Killinger, 49 reproduced with
permission).
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Figure 2.15 Sample calculation of the returned lidar signal for a standard two-way lidar
sensing as a function of range at 1.2717 micron excitation wavelength and 5
km horizontal path (Attenuation coefficients: αatm = 0.072 km-1, αaerosols =
0.054 km-1, αtotal = 0.126 km-1).
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and NEP of 2.7×10-9 Watts typical for a 10μm HgCdTe detector. As can be seen, the
S/N is rapidly decreasing with increased range, but still has a value of about 100 or more
at a range of 5 km.
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CHAPTER 3
MODIFICATION OF TRANSMISSION CODES
TO IMPROVE ACCURACY OF GENERATED SPECTRA, PROVIDE
EASY COMPARISON OF DIFFERENT DATABASES,
AND ENHANCE LITE / LIBS MODELING

This chapter describes modifications introduced into our existing atmospheric
transmission codes with the purpose of enhancing LITE / LIBS emission based lidar
modeling and improve the accuracy of the generated spectra. The need for a new and
improved transmission modeling approach involving the combined use of multiple
experimental and line-by-line databases is explained.

3.1 Need for Improved Transmission Modeling Codes
Remote sensing using various optical spectroscopy methods in the UV-VIS and
IR spectral regions has gained a lot of attention lately due to the wider application of
emission-based spectral remote sensing in industrial and security fields. Such techniques
are used to target an increasing number of substances and spectral ranges.
In order to model the optical detection of these substances, a number of new
spectral databases have emerged over the past decades, which cover a wider range of
substances and spectral ranges. Each database has limitations in terms of the number of
substances presented and the spectral range covered. As such, the need existed to
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modify existing transmission codes to enable effective atmospheric transmission
modeling involving the combined use of more than one database to model such
substances and that of a contaminated atmosphere, especially over the wide spectral
range seen in UV-visible LIBS and mid-IR LITE research.
An example of the benefits of multiple database usage in the modeling of
emission based lidar sensing includes the ability to model atmospheric absorption in the
UV spectral region which is important in the case of the LIBS lidar technique. Another
example is the use of LITE lidar where multiple database usage allows modeling of LITE
measurements in contaminated atmospheres and at different atmospheric conditions.

3.2 Addition of New Databases to the Existing Atmospheric Transmission Codes
for Atmospheric Transmission Modeling
This section describes the previous version 4.0 of the HITRAN-PC atmospheric
transmission code and its modification to better model a LIBS and LITE emission based
lidar. In particular, modifications made to the Hitran-PC code involving the use of new
databases to enhance atmospheric transmission modeling are described.

3.2.1 Overview of the Previous HITRAN-PC Version 3.0 modeling code
An older version 3.0 of Hitran-PC developed in 2000 by William E. Wilcox and
Dennis K. Killinger at USF could calculate atmospheric transmission using the HITRAN
line-by-line database and built in H2O, CO2, and N2 continuum models. However, these
databases were insufficient to model atmospheric transmission in the deep-UV and UVvisible, a part of the spectrum required for LIBS lidar modeling, and were not able to
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model contaminant chemical clouds in the IR spectral region which is useful for LITE
lidar modeling. Furthermore, the format of the HITRAN line-by-line database was
changed in 2004 to add additional information unavailable in the previous HITRAN
editions. Hitran-PC 3.0 did not support the latest HITRAN database format introduced
in 2004 and therefore could not use the latest spectral data for the line-by-line
calculations of atmospheric transmission. The author (DP) further developed the
HITRAN-PC computer code, and developed version 4.0 and 4.1 in 2006 to 2009.
Additional modifications were conducted as part of this thesis research in order to use the
atmospheric transmission codes better for LIBS and LITE measurements, make
comparison of a wider variety of spectral databases easier, and to speed up the
computation time to allow for much faster modeling of the multi-wavelength LIBS and
LITE related atmospheric transmission spectrum as a function of range. These
modifications are referred to as the "Modified HITRAN-PC" code in the rest of this
thesis, and are reported in the following sections.
As such, as part of this study we modified Hitran-PC 4.0 to enable support of the
latest HITRAN database format. In addition, it was necessary to supplement HITRAN
line-by-line atmospheric transmission modeling with the spectral data from other
databases to extend the calculations to UV-visible parts of the spectrum required for
LIBS lidar modeling, and to introduce attenuation components in the IR spectral region
due to gas contaminants required for LITE remote sensing modeling. Such
modifications required the usage of multiple spectral databases in addition to the
HITRAN line-by-line database.
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Other limitations of the Hitran-PC 4.0 program included limitations in the slant
path geometry, and the use of older versions of temperature recalculation coefficients
among other things. These were also modified to enhance their use with our LIBS and
LITE research.

3.2.2 GEISA Database Usage and Comparisons with the HITRAN Database
GEISA is a line-by-line database which was developed and is currently
maintained by the ARA group at Laboratoire de Me´te´orologie Dynamique (LMD),
France. 50 GEISA is an analog of HITRAN and as such has a lot of similarities with the
HITRAN database. Line-by-line databases such as HITRAN or GEISA cover the
spectral region from about 0.4 μm to microwaves. Both databases contain the majority
of molecules in common. However, there are some differences. For example, the
GEISA database contains several molecules of interest for planetary atmospheres
modeling which are not present in HITRAN. A comparison of HITRAN and GEISA
database molecules and isotopes availability was made and is presented in Appendix B.
One of the limitations of the GEISA database is the unavailability of some
important parameters required for different temperature calculations such as the total
internal partition sums for different temperatures, which are always supplied with the
HITRAN database. Therefore, it was often necessary to use parameters supplied with
the HITRAN database in order to carry out GEISA line-by-line modeling. For example,
Appendix C contains our summary of the total internal partition sums available in
different HITRAN editions for different isotopes, molecules and spectral regions which
was compiled by the author by analyzing the latest and past FORTRAN codes supplied
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with the HITRAN database editions. Appendix C also shows the availability of isotopes
and molecules in different HITRAN editions. Additional parameters for GEISA
molecules and isotopes unavailable in the HITRAN database were obtained by the author
from different additional sources and are summarized in Appendices D and E. For
example, the natural abundances and molar masses shown in Appendix D were calculated
by the author based on the data published by P. De Bievre. 51 It is worth pointing out
that the values of natural abundances and molar masses provided in the HITRAN
database were calculated using the data from the same publication.
Appendix E contains temperature recalculation coefficients for several molecules
unavailable in the HITRAN database, but provided in the GEISA database which were
taken from Gamache. 52
Modifications to the current Hitran-PC transmission code were carried out to
enable GEISA database modeling and provide the possibility of comparing HITRAN and
GEISA simulations obtained for the same simulation parameters. Such comparisons
were carried out for individual lines or composite spectra. For example, Fig. 3.1 shows
the calculated individual line spectra for methane (CH4) using HITRAN (top) and GEISA
(bottom) databases for a partial pressure of 5×10-4 Atm, path length of 1000 m, and a
total pressure of 1 Atm. As can be seen, the spectra are identical; however, there is an
additional line present in the GEISA database which is not present in the HITRAN
database. Another comparison example is presented in Fig. 3.2 where a composite
atmospheric transmission spectrum for a 45º up-looking 20 km slant path for HITRAN
(top) and GEISA (bottom) databases are shown. As can be seen, there is little or no
difference in the calculated transmission in both spectra.
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HITRAN

GEISA

Figure 3.1 Comparison of individual absorption lines spectra of methane (CH4)
generated using the HITRAN (top) and GEISA (bottom) database;
(Calculation parameters: Horizontal 1000m path at ground level, CH4 partial
pressure: 5×10-4 Atm.) An additional line in the GEISA database is shown
within the dotted line box.
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Figure 3.2 Comparison of the spectra obtained using the HITRAN and GEISA databases
for equivalent calculation parameters; (Calculation parameters: US Standard
atmosphere, Slant path 45˚ uplooking geometry, 20 km path, 20 layers).
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3.2.3 HITRAN and GEISA Cross-Sectional Files
Due to their complexity, the spectra of certain atmospheric molecules important
for atmospheric remote sensing cannot be represented in line-by-line format. As a result,
the HITRAN and GEISA databases have been supplemented with sub-databases
containing experimental data for such atmospheric molecules in cross sectional format in
the UV-VIS and IR regions for a set of temperature/pressure combinations. HITRAN
and GEISA cross-sectional records cover the spectral region in the 0.2-0.6 micron range
as well as in the 1.5 – 20 micron range and thus provide spectral data which may be used
to compensate for the deficiencies of the line-by-line HITRAN data.
However, until now these different spectral databases and regions were not useful
together. To overcome this limitation, we modified the transmission programs so that
the HITRAN and GEISA cross-sectional files were added to the Hitran-PC transmission
code to enhance modeling in the UV-visible spectral region.
The use of cross-sectional files along with the line-by-line simulations made it
possible to estimate atmospheric attenuation in the regions not covered by the line-by-line
data. For example, the HITRAN database is usually available for the spectral region
from 0.4μ to the microwave region, but not in the UV to 0.4μ. At the same time,
atmospheric absorption in the UV region due to several gasses such as O3 is considerable
and as such is important in remote UV-visible LIBS measurements. As a result, we
added the complementary use of the HITRAN databases for wavelengths above 400 nm
using the line-by-line approach and added the molecular attenuation in the UV from the
cross-sectional files to cover the typical LIBS emission range of 200nm to 1000nm.
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3.2.4 PNNL and NIST Experimental Databases
The PNNL and the NIST quantitative IR databases are experimental laboratory
spectra and are the only databases of high quality which meet the spectral resolution
requirements of about 0.1 cm-1 suitable for high-resolution remote sensing modeling and
retrieval applications. 53, 54
One of the applications of the PNNL and NIST databases is for modeling a gas
plume in the atmosphere by adding the attenuation due to a contaminant gas plume to the
standard atmospheric transmission spectrum calculated using the line-by-line HITRAN or
GEISA database. These modifications also allowed for the first time the direct
comparison of HITRAN simulations with the experimental PNNL spectra which proved
to be useful for HITRAN database data validation and band strength improvements for
certain molecules and spectral regions. For example, a comparison of an experimental
PNNL spectrum with the HITRAN simulation for carbon dioxide (CO2) is presented in
Fig. 3.3. The top spectrum shows a comparison of the PNNL database and the
composite HITRAN simulated spectra of CO2. The bottom spectrum shows the PNNL
spectrum compared to the individual absorption lines for CO2 isotopes generated using
the HITRAN database. These individual lines form the line-by-line composite spectrum
shown in the top figure if their contributions are added together.
It is worth pointing out that while both PNNL and NIST offer similar resolution
spectra, the NIST database is less comprehensive than the PNNL database in terms of the
range of substances present in the database; the PNNL database has over 420 chemicals
while the NIST collection has under 30 compounds, some of which are also contained in
the PNNL database.
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PNNL

HITRAN

PNNL

Figure 3.3 Comparison of HITRAN generated absorption spectrum and an experimental
PNNL of CO2 (top – Composite CO2 spectrum, bottom – Spectrum
decomposed to individual isotope line components); (Calculation parameters:
330 ppm, 100 meters path).
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3.2.5 Coblentz Society Database
The Coblentz Society quantitative IR database contains over 2000 IR spectra for
various gasses, vapors and solids including halogenated hydrocarbons, plasticizers, and
industrial chemicals. 55 In the past the Coblentz databases were only available in a
printed form. Recently, however, this database was converted by NIST into a numerical
JCAMP format. This conversion made it possible to carry out computer calculations of
transmission curves for various concentrations. In addition, the Coblentz database
contains a lot of spectra currently unavailable in the PNNL database. However, these are
low resolution spectra recorded with grating and prism spectrometers which are not
suitable for high resolution spectroscopy modeling. Toward this end, we added the
capability of using the Coblentz database to our HITRAN modeling capability. As such,
improvements have been made to extend the current Hitran-PC atmospheric transmission
code to include the Coblentz database. The use of the Coblentz databases extends the
possibility of contaminated atmosphere modeling by combining line-by-line atmospheric
attenuation calculations and attenuation due to cloud contaminants obtained with the use
of the Coblentz database.

3.2.6 MPI-Mainz UV-VIS Spectral Atlas
The Max Plank Institute (MPI)-Mainz UV-VIS spectral atlas is different from the
majority of other quantitative spectral collections in that it provides cross-sectional
spectra in the UV and visible parts of the region, unlike the majority of other gaseous IR
spectral databases which target the infrared region, and it has spectra for over 830
species. 56

44

Accurate atmospheric modeling in the UV-visible part of the spectrum is
important in the applications of the remote LIBS measurements typically carried out in
the 200 – 1000 nm spectral range. Although databases such as HITRAN and GEISA do
supply cross-sectional information for the most prominent atmospheric molecules both in
the UV-VIS and IR ranges, they do not include all atmospheric gases strongly absorbing
in the UV and visible ranges which are important for applications such as LIBS lidar
modeling. One example is the O2 molecule which is not available in the HITRAN crosssectional database, but which exhibits strong absorption in the UV part of the spectrum.
As a result, we modified our transmission code to allow the use of the MPI-Mainz
database. The use of the Mainz UV-VIS spectral atlas data in combination with the
HITRAN line-by-line and cross-sectional spectra made it possible, for the first time, to
model the transmission of the entire UV-VIS spectral range with a better accuracy than
using just the HITRAN database alone.

3.2.7 Arnold Engineering Development Center / Environmental Protection Agency
(AEDC / EPA) Quantitative IR Database
The Arnold Engineering Development Center / Environmental Protection Agency
(AEDC / EPA) quantitative IR database is of importance in remote sensing applications
because it contains spectra for substances not present in the PNNL database recorded
with a resolution only slightly worse than that in the PNNL spectra. 57 However, there
may be several different spectra for the same molecule, presumably taken by different
laboratories.

The spectra provided in the EPA collection are usually available for a
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range of temperatures while all spectra in the PNNL library are specified for a
temperature of 298ºK.
One drawback of the EPA database is the possible presence of impurities (such as
CO2 and other gases) in some spectra. For example, a comparison of two spectra of
methyl bromide (CH3Br) from the EPA database is presented in Fig. 3.4. As can be
seen, the bottom spectrum contains impurities which interfere with the absorption lines of
methyl bromide. As such, care had to be taken when EPA spectra were used in our
transmission calculations.

3.3 Spectral Lineshapes in Line-by-line Transmission Modeling
One of the newer research fields in line-by-line transmission modeling is the
development and application of various lineshape models for calculating the absorption
of individual lines. Accurate lineshape modeling is important because it determines the
accuracy of the composite transmission simulations. Traditionally, the Voigt linshape
profile was used for transmission calculations due to its relative simplicity and
availability of a number of numerical algorithms for its implementation. Since the Voigt
profile combines the Lorentz and the Doppler lineshape profiles it was sufficient for most
applications. For example, Fig. 3.5 shows the evolution of individual lineshapes for an
O2 molecule line as a function of altitude calculated using the US standard atmospheric
model. The top spectrum was calculated using a Lorentz profile and the bottom
spectrum employed the Voigt profile. As can be seen, there are clear differences in
individual lineshapes as the altitude is increased.
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CH3Br: EPA Spectra #1

CH3Br: EPA Spectra #2

Figure 3.4 Comparison of different Methyl bromide (CH3Br) spectra from the EPA
database showing the effects of contamination in EPA spectrum #2.
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a - Lorentz lineshape profile

0.5 km
19.5 km

b - Voigt lineshape profile

0.5 km
19.5 km

Figure 3.5 Hitran-PC calculation showing changes in the lineshape of a single O2
absorption line as a function of altitude in the 0.5 – 19.5 km altitude range.
(a – Lorentz lineshape profile, b – Voigt lineshape profile).
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Some applications, however, require better accuracy than the one which can be
achieved with the use of the Voigt profile. One such example is the NASA ASCENDS
mission designed for the measurement of CO2 sources and sinks from space which
requires an accuracy in CO2 column density of 0.3% or better. 58 To enable accurate
transmission modeling for this and similar tasks, a range of alternative lineshape models
may be employed which better account for the finer interactions affecting the shape of
individual lines. 59 An overview of different lineshape profiles being conducted by
different research groups is presented in Fig. 3.6. As can be seen, there is a number of
interactions not taken into account in the Voigt profile which are considered in some of
the more advanced models. One of the current problems in line-by-line modeling is the
proper selection and use of various lineshapes to better fit the required calculation
accuracy. At present, these new line shape models have not yet been applied in our
LIBS and LITE spectral calculations, but may be implemented at a later date.
Alternative lineshape models which take into account finer interactions are important for
balloon borne spectral measurements and satellite sensing.

3.4 Effects of Optical Depth Threshold Values
The addition of experimental databases into the Hitran-PC modeling code was
made so that it was possible to run cross comparison of the HITRAN line-by-line
calculated spectra with experimental data from databases such as the PNNL for
individual gases. This kind of comparison made it possible to make changes in the lineby-line modeling techniques to better match experimental databases spectra. One such
change was the optical depth threshold value used in the past which would exclude for
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Figure 3.6 A summary of the semi-classical models for isolated spectral lines
(Adapted from: P. Duggan et al. 60)
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computational speed considerations lines whose peak absorption value was less than the
threshold value. For example, a comparison between HITRAN 2008 line-by-line and
PNNL spectrum of N2O calculated for a concentration of 0.5 ppm at a temperature of
296K and 1000 meters path length was made and is presented in Fig. 3.7. The figure
shows a comparison of the HITRAN calculated spectra with two different optical depth
threshold values and the PNNL database spectra. The top HITRAN spectrum was
calculated with an optical depth threshold value of 5.5×10-3 cm-1 and the bottom spectrum
was calculated with an optical depth threshold value of 5.5×10-5 cm-1. As can be seen
from the top spectrum in Fig. 3.7, some absorption features due to the weak absorption
lines below the optical depth threshold value are excluded from the HITRAN spectrum in
the top figure. However, as can be seen from the bottom spectrum, reducing the optical
depth threshold value to 5.5×10-5 cm-1 improved the agreement with the PNNL database
spectrum by including the addition of several weaker absorption lines. Figure 3.8 shows
a similar effect of decreasing optical depth threshold value for the SO2 molecule which
indicated the need to reduce the Optical Depth threshold for better agreement of the
HITRAN line-by-line simulations with the experiment.

3.5 Improved Slant Path Layer Geometry Modeling
This section describes slant path geometry modeling improvements to the
atmospheric transmission Hitran-PC modeling code. The previous slant path geometry
used a simple spherical earth geometry, but did not provide for limb sounding
geometries.
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Optical depth threshold = 5.5 × 10-3

PNNL

HITRAN

Optical depth threshold = 5.5 × 10-5
PNNL

HITRAN

Figure 3.7 Demonstration of effects of the optical depth threshold value on the accuracy
of the HITRAN simulated spectrum of nitrous dioxide (N2O) compared to
the PNNL database spectrum; (Calculation parameters: 296K, 0.5 ppm,
1000 path length.)
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HITRAN

PNNL

Optical depth threshold = 5.5 × 10-3

HITRAN

PNNL

Optical depth threshold = 5.5 × 10-5

Figure 3.8 Demonstration of effects of the optical depth threshold value on the accuracy
of the HITRAN simulated spectrum of sulfur dioxide (SO2) compared to the
PNNL database spectrum; (Calculation parameters: 296K, 5 ppm, 1000 path
length.)
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3.5.1 Alternative Slant Path Geometry Specification Parameters
The slant path modeling was extended to cover a wider range of geometries. The
overall slant path geometry specification method is presented in Fig. 3.9. As can be
seen, the standard parameters used to specify the slant path geometry are the initial
altitude, path length and the slant path angle Alpha. The older Hitran-PC transmission
code was modified to provide an option of specifying the final altitude instead of the slant
path angle Alpha. The possibility of changing the Beta 1 and Beta 2 angles instead of
the path length was provided. Such modifications enabled easier modeling of a wider
range of slant path geometries.

3.5.2 Slant Path Layering by Equal Layer Paths or Widths
Slant path transmission calculations are usually carried out by dividing the entire
slant path into small sub-layers and carrying out horizontal path calculations for each
layer. The results of calculations for each layer are added to form the total attenuation
spectrum for the entire slant path.
A new method of calculating slant path geometry was introduced which takes into
account the spherical geometry of planetary atmospheres and correctly maintains the ratio
between layer widths and paths. This improvement also included a new option of
maintaining equal optical path lengths in each of the layers or maintaining equal layer
widths (thickness). For example, Fig. 3.10 shows an example of a slant path layer
geometry calculation with equal layer widths/thickness (a) and equal optical paths (b).
As can be seen, the ratio between layer widths and paths is correctly maintained in both
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Figure 3.9 Illustration of a typical slant path geometry and the physical parameters used
in the new modified Hitran-PC for slant path geometry specification.
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a

b

Figure 3.10 Illustration of two different layering methods used in the new modified
Hitran-PC code for a slant path geometry with a pathlength of 20000 km, 0º
slant path angle and 10 layers (a – layering by equal layers widths, b –
layering by equal layers paths).
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cases of maintaining layer widths or paths constant while taking into account the
spherical shape of the atmosphere.
In the past versions of Hitran-PC slant path layering was only available with equal
layer widths and contained an approximation which did not take into account an optical
path length change within each layer due to the spherical earth geometry. A comparison
of slant path layering for a case of the slant path angle Alpha = 0 in Version 4 and the
newer modified version of Hitran-PC is presented in Fig. 3.11(a) and Fig. 3.11(b).
Figure 3.11(a) shows the layering method with equal slant path layer widths. As can be
seen, the path lengths in our modified Hitran-PC are adjusted to take into account the
spherical earth geometry. Figure 3.11(b), on the other hand illustrates a layering method
with equal layer paths and layer widths calculated to fit the equal paths geometry. This
new method is important in those cases when the need arises to introduce a contaminant
cloud of a certain path length into the slant path layer geometry, and is important for
DIAL or LIMB-Sounding experiments to detect gas concentrations in the upper
atmosphere, such as ozone in the stratosphere.

3.5.3 Symmetric and Asymmetric Limb Geometries
One special case of slant path is the limb geometry where a satellite optical sensor
looks at the sun as the optical path transverses the upper regions of the earth's
atmosphere. An example of the general case limb geometry is presented in Fig. 3.12.
As can be seen, the difference between the simple slant path geometry case and the limb
slant path is that the lowest altitude is achieved at a midpoint along the slant path as
opposed to the initial or final attitude points. Improvements were made to the Hitran-PC
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(a) – Modified Hitran-PC layering with equal layer widths compared to Version 4

New modified Hitran-PC

Hitran-PC 4.0

(b) – Modified Hitran-PC layering with equal paths in each layer compared to Version 4

Figure 3.11 Comparison of slant path layering geometry in version 4 and modified
Hitran-PC for a horizontal 20km path geometry with 20 slant path layers
showing differences in altitudes, layer widths and paths in each layer.
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Figure 3.12 Illustration of the asymmetric limb sensing and the physical parameters
used to specify slant path geometry in the new modified Hitran-PC program.
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transmission code to enable both standard symmetric and asymmetric limb paths
modeling. Limb modeling may now be used with either equal layer paths or widths as
described previously.

3.6 Overall Overview of the New Transmission Modeling Approach
In general, there was a need of being able to use spectral data from multiple
sources to run cross comparisons for combined calculations. One example of addressing
this problem is the Virtual Atomic and Molecular Data Centre (VAMDC) project.
VAMDC is a European Union funded collaborative project to develop a framework to
store atomic and molecular spectra in a unified format. 61
Our modified HITRAN-PC transmission code addresses the same issue by
supporting different databases and formats. The advantage of this approach is the ability
to use proprietary databases which are often better quality than public domain libraries.
The general overview of the new transmission modeling approach is presented in Fig.
3.13. As can be seen, the total calculated transmission is obtained by combining the
spectra calculated from line-by-line spectral databases, experimental spectral databases,
and optional contributions due to atmospheric aerosols, and H2O, CO2, N2 continuum
spectra.
The combined use of multiple databases using the modified HITRAN-PC
program is useful for cross validation of spectra. For example Fig. 3.14 presents a
comparison of CH3Cl spectra obtained using the HITRAN 2004, GEISA 2009, PNNL
and the EPA databases for CH3Cl with a concentration of 5ppm at a path length of 1km.
As can be seen, there is a good agreement between all databases in the 800-1700 cm-1
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Figure 3.13 Diagram of atmospheric transmission modeling using HITRAN and other
spectral databases.
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Figure 3.14 Comparison of transmission spectra of methyl bromide (CH3Cl) calculated
using the HITRAN and GEISA line-by-line databases with experimental
PNNL, and experimental EPA spectra; (Calculation parameters: 1 km path,
5ppm.)
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spectral region. The absence of spectra in the 2800-3200 cm-1 spectral region in the
HITRAN and GEISA plots is due to the current unavailability of line-by-line data for this
spectral region.

3.7 Other Transmission Modeling Improvements
Several other improvements to the existing transmission modeling code were
implemented, some of which are described in this section.

3.7.1 Real Time Spectral Decomposition
A new approach was implemented where the absorption of individual lines is now
stored after the calculation instead of storing the total composite attenuation. This made
the spectral calculations more flexible and faster in that one is able to quickly switch
between the individual line mode and the composite spectra in real time without
recalculations, an approach called “spectral decomposition”. For example, Fig. 3.15
illustrates the spectral decomposition of the spectrum obtained for a mixture of CO2 and
H2O gases using the US standard atmospheric model and a path length of 100 meters.
As can be seen, the top composite spectrum is being decomposed into individual
molecules, individual isotopes spectra, and then molecules and isotopes lines in the
bottom spectrum.

3.7.2 Calculation Speed Improvements
Optimizations were implemented to improve the speed of horizontal and slant
path calculations. For example, Fig. 3.16 shows performance comparisons for the past
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Composite

Molecule totals

Isotope totals

Separate molecule lines

Separate isotope lines

Figure 3.15 Example of spectra decomposition of CO2 and H2O gas mixture (100m path, US standard CO2 and H2O concentrations).
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Slant path calculation time comparisons for
various versions of Hitran-PC
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Version 4.0
calculation time
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Version 3.0
calculation time
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calculation time

Modified version
calculation time
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47 seconds

8 seconds

380 seconds

361 seconds

16 seconds

Calculation parameters:
1000 meters horizontal path
1000-5000 cm-1 region
5000 data points
US Standard atmospheric model
HITRAN 2004 database
Lorentzian

Calculation parameters:
20 km upward looking geometry with 10 layers
1000-5000 cm-1 region
5000 data points
US Standard atmospheric model
HITRAN 2004 database
Lorentzian

Figure 3.16 Comparison of calculation speed in different versions of HITRAN-PC program for horizontal and slant path geometries.
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two versions of the Hitran-PC transmission code and our newer modified code. As can
be seen, there is a 4 to 5 times calculation speed improvement for the horizontal path
calculations, and over 20 times improvement for the slant path calculation. Figure 3.17
also illustrates the dependence of the slant path calculation speed on the number of layers
in the slant path geometry. As can be seen, the calculation time is roughly linearly
dependent on the number of layers for versions 3.0 and 4.0 of Hitran-PC. On the other
hand the newer modified code exhibits much weaker performance losses as the number
of slant path layers is increased and achieves a speed improvement of about 35 times for
100 layers in comparison with the previous version in a given slant path calculation
example.

3.7.3 Handling Zero Air-broadened Half-widths in the HITRAN Database
A small number of lines and isotopes in the newer 2004 and 2008 HITRAN
databases were found to have missing (i.e. zero) values for the air-broadened half width.
Table 3.1 summarizes the number of lines with zero air-broadened half-widths for
molecules and isotopes in HITRAN 2008, 2004, 2000, and 1996 editions.
This caused an error in the HITRAN-PC calculations and gave line intensities too
high. As a result, changes were made to the modified HITRAN-PC program to enable
proper handling of zero air-broadened half widths, and an example is shown in Fig. 3.18.

3.7.4 Calculations of Individual Transmission Lines on a Frequency Grid
In the past transmission calculation of all individual absorption lines in the HitranPC code involved shifting of all lines to the closest frequency data grid point to preserve
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Figure 3.17 Dependence of the calculation time on the number of layers in the slant path
geometry for different version of Hitran-PC.
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Table 3.1 Statistics on the number of records in different HITRAN editions with zero
air-broadened half widths.

Molecule / Isotope

HITRAN
2008

HITRAN
2004

HITRAN
2000

HITRAN
1996

Number zero air-broadening half widths
O3 / Isotope 667
O3 / Isotope 676
Total O3

0
0
0

22449
10968
33721

CH3Cl / Isotope 215
CH3Cl / Isotope 217
Total CH3Cl

0
0
0

223
81
304

PH3 / Isotope 1111
Total PH3

264
264

0
0

No lines with
zero airbroadening
half widths

No lines with
zero airbroadening
half widths

68

Version 4.0

New modified

Figure 3.18 Comparison of HITRAN 2004 simulated spectra of Methyl chloride
(CH3Cl) with and without zero air-broadened coefficients corrections
performed with 4.0 and the new modified versions of Hitran-PC.
(Calculation parameters: Total pressure = 1 Atm, Partial pressure = 5×10-6
Atm, Path length = 1000 m)
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individual line maxima regardless of the resolution of the calculations. Such rounding
was accomplished by rounding the ν0 wavenumber value to that of the closest
wavenumber point on the current wavenumber grid. The rounding was done only for the
calculation of lineshapes and the rounded ν0 value was only used in the currently selected
g(ν - ν0) lineshape formula. All other equations used an exact center wavenumber value.
The code has now been modified to make it possible to disable rounding of lines.
The only difference in this mode compared to the default approach is that the ν0 value is
not rounded to the closest wavenumber grid point at the stage of calculating the line
shape profile. This results in skipping the line maximum if it is located between two
adjacent wavenumber grid data points. In this mode some lines may appear to be absent
in the generated spectrum if the resolution is not set high enough. However, switching
the rounding mode off removes the cumulative effect of approximation errors due to the
addition of lines with rounded positions. The advantage of switching the rounding of
lines off is that the resultant calculated spectrum is less prone to be affected by
cumulative line addition errors if the wavenumber resolution grid is insufficiently dense.
Turning off the rounding may be useful if, for example, HITRAN and PNNL
comparisons are carried out over a large spectral range and with a large number of data
points. The differences in individual lines interpolations onto the current frequency grid
are illustrated in Fig. 3.19
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1) Actual line

2) Hitran-PC
frequency grid

Frequency resolution
3) Resultant line with line strengths
calculated at each frequency grid
position (i.e “frequency maintaining”)

4) Resultant line with peak shifted to
closest frequency grid point (i.e.
“peak maintaining”)

Figure 3.19 Illustration of the individual line frequency grid calculation procedure with
the option to keep exact intensity at each data point or maintaining line peak
intensity.
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3.7.5 Updates of the Temperature Recalculation Routine and Corrections of
Doppler Lineshape Function
The temperature recalculation routine was updated to enable the use of the latest
total internal partitions sums data while still supporting the older temperature
recalculation methods. The summary of temperature recalculation availability in
different HITRAN editions is presented in Appendix C.
Other improvements related to the correction of the Doppler line shape function
are described in Appendix F.
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CHAPTER 4
EXTENSION OF LIDAR EQUATION TO EMISSION BASED
LIDAR MODELING

This chapter describes the extension of lidar modeling methods to emission based
remote sensing through the modification of the standard “two-way” lidar equation.

4.1 Previous Work on Emission Based Lidar Modeling
Little work has been done on modeling of emission based lidar. Some
preliminary considerations of attenuation components affecting the back propagated
LIBS lidar signal were presented by Ferrero et al. and are summarized in Fig. 4.1.

10

As

can be seen, an overview of both the molecular and aerosols absorption and scattering
effects were made, but detailed spectra were not considered.

4.2 Initial Approach to Emission-Based Lidar Modeling Including Modification of
LIDAR Equation
The traditional lidar equation takes into account two-way laser pulse propagation
and is given by
· · ·

· ·

,

(4.1)

where Pr is the returned signal in Watts at the laser wavelength, Pt is the transmitted laser
power at the laser wavelength, ρ is the reflectivity of the target area for scattering into π
73

Figure 4.1 Schematic diagram illustrating the attenuation processes affecting the backpropagated LIBS spectral signal. (Reproduced with permission from:
A. Ferrero 10).
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steradians, A is the receiving telescope surface area, F(R) is the telescope/transmitter
overlap factor, K is the optical efficiency of the overall lidar system, α is the attenuation
of the atmosphere at the laser wavelength, and R is the range to the target area.
The lidar equation for the emission based case is similar to the traditional lidar
Eq.(4.1), and can be given, by inspection, as
· · ·

(4.2)

where Ps(λ) is the emission power spectrum from the remote LIBS plasma or LITE
thermal emission area, and the attenuation is calculated for a one-way path; the overlap
factor is 1 in this case. In this case the modeling is usually done for a range of
wavelengths covering the remote spectral emission as opposed to the DIAL method
where discrete wavelengths are used.
The general overview of the emission based lidar modeling approach is presented
in Fig. 4.2. As can be seen, the laser is used to initiate a characteristic spectral emission
at a distant target (such as LITE or LIBS) which is collected after traveling back through
the atmosphere. The resultant detected spectrum is a convolution of the original
emission spectral signature and atmospheric attenuation effects.
It is worth pointing out that the Ps spectral intensity present in the equation is a
relative quantity. Complete emission based lidar modeling requires additional studies to
determine the dependence of the absolute LIBS emission intensity on the laser excitation
parameters. Furthermore, the spectral shape of the emission at the excitation site is a
function of many parameters and ambient conditions and cannot be easily modeled due to
the complexity of the excitation mechanism. As such, while theoretical end empirical
equations may be obtained to establish the ratio of the initial laser power and the total
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Figure 4.2 Schematic diagram of the initial approach for emission-based lidar modeling.
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LIBS emission power at the excitation site, the shape of the spectral emission has to be
provided before the modeling method described may be applied.

A rough theoretical

estimate of the value of Ps has been attempted by Palanco et al., although no experimental
measurements have been made. 11 His estimation for the conversion of the initial laser
power into the useful LIBS emission were given as

Ps = (P3/2 · Am3/2) / ( λ3 · M6 · r2 ),

(4.1)

where PS is the returned LIBS signal power, P is the laser transmitted power, Am is the
area of the telescope primary mirror that is illuminated, λ is the wavelength, M2 is the
laser beam quality parameter, and r is the range. This equation is based upon theoretical
knowledge of the conversion of the laser mode pattern into a plasma based upon plasma
physics considerations, but little experimental collaboration was presented. As such,
additional studies are needed to better quantify these conversion ratios.

4.3 Atmospheric Absorption Effects in Remote LIBS Measurements
The significance of atmospheric absorption effects on LIBS spectra is illustrated
in Fig. 4.3 which shows the atmospheric transmission spectrum for a 1000 meter path
length in the top plot and the relative atomic emission line intensities for the most
abundant chemical elements obtained from the NIST Atomic Spectra Database. 62 As
can be seen, the most intense atmospheric absorption is observed in the UV region
(primarily due to oxygen and ozone) and in the near infrared part of the spectrum. Of
importance is that the UV region absorption causes interferences with a considerable
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Figure 4.3 Comparison of HITRAN-PC simulated atmospheric absorption spectrum for
a 1000 meter horizontal path and US Standard atmospheric model (top
spectrum) with atomic emission line intensities for several common chemical
elements (bottom) compiled on the basis of the NIST atomic lines database.
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number of strong atomic emission lines for many elements. Some elements also exhibit
emission lines in the near-infrared region where atmospheric absorption primarily due to
water vapor may affect LIBS emission intensities.

4.4 Atmospheric Absorption Effects in Remote LITE Measurements
LITE is another example of an emission-based lidar technique with emission
spectra observed in the infrared spectral region (5 – 20 micron). As such, an evaluation
of atmospheric attenuation effects is more important for LITE in the infrared region due
to higher atmospheric absorption intensities compared to the visible part of the spectrum
in the case of a LIBS lidar. For example, Fig. 4.4 shows an example of a LITE spectrum
(top figure) and a high resolution atmospheric absorption spectrum for the same region
generated using the HITRAN database for a path length of 1 meter. The LITE spectrum
shown in the top figure was acquired in a laboratory using an FTIR spectrometer which
limits the atmospheric absorption path length to less than 1 meter. As can be seen from
the LITE spectrum, there are some distinct water vapor absorption features at around 6.2
micron (1600 cm-1) in the bottom spectrum which become significant even at short path
lengths of less than 1 meter.
Finally, the effect of atmospheric turbulence has been studied extensively for
traditional 2-way lidar measurements. However, little experimental measurements have
been made for emission based lidar, although studies of the turbulence effects on remote
LIBS spectra were made by Laserna et al. 63
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End of laser pulse

Beginning of laser pulse

Figure 4.4 LITE spectra of 15μm thick polystyrene film on skin care product
Neutrogena (top) and the transmission of the atmosphere for a 1m path
generated using the HITRAN database and smoothed to 20 cm-1 (bottom).
LITE spectra from: R. E. Imhof et al., 64 reproduced with permission.
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4.5 Overall Emission Based LIDAR Modeling Approach
Our overall emission based lidar modeling approach relied on the use of the
modified “one-way” lidar equation and known lidar system parameters to obtain the
returned power or S/N ratio as a function of range and wavelength for a known emission
spectral signature at the excitation site and atmospheric attenuation coefficients. This
overall emission based modeling approach is shown in Fig. 4.5. As can be seen, the
atmospheric attenuation may be obtained experimentally but is usually calculated on the
basis of the HITRAN database. In our modeling approach multiple line-by-line and
experimental databases were used to enable modeling of a wider range of atmospheric
attenuation scenarios.

4.6 Application of Chemometric Techniques in Optical Spectral Remote Sensing
This section presents an overview of spectral chemometric techniques, such as the
Principal Component Analysis (PCA), and their application to spectral remote sensing
LIBS lidar or similar emission-based lidar techniques. PCA is used to help determine
the dominant spectral features in a spectrum which can be used to then deduce the
concentration or presence of a particular species especially if other background
interference compounds are present.

4.6.1 Theoretical Background of PCA Analysis
PCA analysis is one of the chemometric techniques which is used to identify
spectral dominant features that are unique to each compound and perform data
compression and extraction. 65-69 The main purpose of PCA is to form a new set of
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Figure 4.5 Schematic diagram summarizing emission-based LIDAR modeling approach.
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variables (principal components) as a combination of the original data which represent
major variations or differences in different compound spectra in the original data.
PCA analysis is widely used in spectral analysis. Individual spectra recorded
using modern spectrometers (such as in the LIBS technique, for example) typically
contain several thousand spectral channels over the specified spectral range. The data
contained in a single spectrum has a great deal of redundancy and therefore is collinear.
High collinearity of the data indicates that a new coordinate system may be found which
is better at conveying useful information in the data. Such new coordinate system for
displaying the data is based on variance or degree of uniqueness of certain spectral
features. Principal components of the data define variance-based axes in the new
coordinate system. Principal components are a linear combination of original variables
and represent a transformation of the original variables into new artificial axes using the
following eigenvector equation
,

(4.3)

where pi is an eigenvector and λi is the corresponding eigenvalue, and D is the
covariance matrix from the data set. The pi eigenvectors form the new coordinate
system.
The first axis in the new coordinate system corresponds to the direction of the
largest variation (maximum uniqueness) in the original measurements and corresponds to
the linear least squares fit of the data in the new coordinate system along the direction of
maximum variance. The second axis lies in the direction of the second largest variance
in the data, and so forth. All axes in the new coordinate system are orthogonal to each
other. Each principal component describes a different source of variations in the data

83

because they are orthogonal. Principal components are arranged in the order of
decreasing variance. The most informative principal component is the first, and the least
informative in the last one. Typically only the first several principal components are
considered to contain useful information and are kept. Any set of data can be
represented as a combination of useful information and spectral noise. Chemometric
techniques such as PCA make it possible to separate the information and noise
components. Each principal component describes a certain amount of signal and a
certain amount of noise. However, the first principal components contain mostly useful
information, while the later one contain more noise and are usually disregarded in the
analysis. Examining principal components makes it possible to identify important
relationships in the data.

4.6.2 Traditional Principal Component Analysis Used for Emission Based Lidar
Sensing
Emission based lidar measurements are usually used for qualitative analysis
where reliable remote detection of a certain set of substances is required. The quantity
of the substance to be detected is of no importance as long as it is sufficient to ensure
detection possibility. Quantitative detection using emission-based lidar methods is
extremely difficult and may only be reliably accomplished in laboratory or industrial
conditions where proper calibration is possible to take into account the expected range of
measurement variations.
Since no quantitative measurements are usually necessary when emission based
lidar techniques are used, various chemometric techniques such as PCA are employed to
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obtain the scores plot for a series of measurements compared to a library of possible
spectra. For example Fig. 4.6 shows an example of such plot obtained for measurements
of various samples of preservative treated wood. As can be seen, there are clear cluster
formations corresponding to a set of measurements for each sample, the higher the
separation between different clusters the higher the detection reliability for each sample.
Each point in the plot corresponds to one complete spectrum measurement for any one
sample. The extent of variations within each cluster is a measure of variations from one
measurement to the other, the closer the points within each cluster, the higher the
measurement accuracy. It should be noted that in the above PCA data, there is no data
representing the S/N of the data, but instead it assumes that the S/N is large and that the
separation and variability is due to spectral differences in the different compounds. This
will be discussed in the following section.

4.7 Range Dependent PCA Analysis Modeling for Emission Based Lidar
The application of chemometric techniques to emission based lidar measurements
has been done in the past, but not as a function of range as far as we know. As such, a
range dependent PCA modeling approach was developed to predict the variations in the
scores plotted for individual samples due to atmospheric attenuation and increased
distance as the range from the excitation site was increased. This new PCA modeling for
the LIBS and LITE emission based lidar approach is presented in Fig. 4.7. As can be
seen, such modeling involves the application of the emission based lidar modeling
approach described previously to multi-wavelength measurement spectra for a number of
different samples, coupled with a PCA after-treatment of all spectra for selected ranges as
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Figure 4.6 PCA plot for different preservative treated wood samples showing the
clustering of PCA component scores for various samples (The percent in
parentheses represents the total spectral variation related to each principal
component). From Madhavi Z. Martin et al, 6 reprinted with permission.
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Figure 4.7 Schematic diagram of the emission-based LIDAR modeling approach with
PCA treatment.
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the distant from the target is increased. For the cases when chemometric techniques are
used for spectral analysis, such an approach makes it possible to evaluate the maximum
detection range by analyzing the modeled scores plots at different ranges. This new
PCA lidar analysis technique will be used to analyze our LIBS and LITE experimental
measurements which will be presented in the next few chapters.
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CHAPTER 5
POINT AND REMOTE LIBS MEASUREMENTS

This chapter describes our experimental development of a LIBS system and our
measurements performed using the Laser-Induced Breakdown Spectroscopy (LIBS)
technique. In particular, remote LIBS measurements were made at different ranges, and
then compared with calculations involving atmospheric and PCA modeling. It should be
noted that previous LIBS experiments at USF were conducted to investigate the superheating of the LIBS plasma using a second laser pulse, and its use to enhance signals for
sensing of explosive films. This work was conducted in collaboration with Alakai Corp.
The LIBS measurements reported in this thesis are entirely separate and were conducted
with different equipment and lasers.

5.1 LIBS System
A LIBS system was developed, and a schematic of the point LIBS setup is
presented in Fig. 5.1. As can be seen, a Nd:YAG laser (Quanta-Ray, model DCR-3,
1064 nm, 10Hz rep rate, 10 ns pulses, 50 mJ/pulse) was focused onto a target with a
quartz lens (f = 10 cm) to create a spark. The resultant plasma emission was collected
with another quartz lens (f = 5 cm) and focused onto the entrance slit of a spectrometer
(SpectraPro-150 (Acton Research Corporation, f / 4, 0.4 nm resolution, 12μ slit width,
1200 g/mm grating, cooled 128×1024 CCD detector). The spectrometer was controlled
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Figure 5.1 Schematic diagram of the point LIBS experimental setup.
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with a Princeton Instruments ST-133 controller connected to a computer. The plasma
spectral emission was either focused onto a fiber optic cable connected to the
spectrometer shown in Fig. 5.2, or directly onto the spectrometer entrance slit as shown
in Fig. 5.3.

Different target substances were used and the LIBS spectrum of each was

measured. Figures 5.4 – 5.8 show the LIBS spectra of aluminum, copper, rubber eraser,
brass, and steel. As can be seen, the LIBS spectra differ for various substances in terms
of spectral line positions and intensities which help chemical identification of elements
present in the samples and provide a possibility of qualitative and in certain cases
quantitative detection. The spectra can be compared to atomic (molecular and ionic)
emission from several elements, as compiled by NIST53. For example, the plot of atomic
line database intensities in the 200-1000 nm spectral range obtained using the NIST
atomic line database for the most abundant chemical elements is presented in Fig. 5.9.
As can be seen, there is a significant variation of line positions and their intensities which
makes unambiguous identification of chemical elements possible using the LIBS
technique. Unfortunately, the relative intensities of spectral lines in experimental spectra
are heavily affected by the overall chemical composition of the target (“matrix effect”) as
well as the atmospheric parameters (total pressure, temperature, humidity etc.) which
makes qualitative measurements more suited for laboratory or industrial applications
where thorough calibration procedures may be carried out. Moreover, the application of
LIBS techniques for remote sensing is usually limited to qualitative analysis for
substance identification purposes.
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Figure 5.2 Photograph of the point LIBS experimental setup with fiber-optic cable used
to deliver plasma radiation onto the spectrometer entrance slit.
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Figure 5.3 Photograph of the point LIBS experimental setup with direct focusing of plasma radiation onto the spectrometer entrance
slit.
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Figure 5.4 Measured LIBS spectrum of aluminum.
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Figure 5.5 Measured LIBS spectrum of copper.
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Figure 5.6 Measured LIBS spectrum of rubber eraser.
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Figure 5.7 Measured LIBS spectrum of brass.
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Figure 5.8 Measured LIBS spectrum of steel.
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Figure 5.9 Plot of NIST atomic lines database intensities for the most abundant chemical
elements.
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5.2 Stand-off LIBS Measurements
To perform remote sensing measurements using the LIBS technique, the point
LIBS system described previously was modified by separating the excitation and
detection systems. Figure 5.10 shows the overall schematic of our remote LIBS
measurement setup. As can be seen, the collecting lens was replaced with a telescope
and a beam steering mirror to form a detection system which was placed on a cart as
shown in Figs. 5.11 and 5.12. The excitation was performed at a remote stand shown in
Fig. 5.13 which contained a series of mirrors and a focusing lens to guide the Nd:YAG
pulses to the target. Also, as can be seen from the figure, a green HeNe laser was
attached to the stand and aimed at the excitation site to be used for alignment purposes.
The switching of the Nd:YAG laser and the green HeNe laser was carried out by a remote
control unit based on a commercial remote control modified for the experiment as
described in Appendix G. The stand with the target was stationary, while the cart could
be moved to different distances from the target to measure the LIBS spectra as the range
was increased. The spectra were recorded in 80nm segments and then "glued" together
into the total spectrum for the 200-1000 nm spectral interval. Gluing was performed
with a computer program written by the author and presented in Appendix H. After
gluing, subtraction of the background spectra from the LIBS spectra was performed by a
program written by the author and presented in Appendix I.
For example, a series of 5 spectra for 5 different substances were recorded at a
distance of 3 meters for consecutive PCA modeling treatment. The averaged spectra for
each substance are presented in Figs. 5.14 – 5.18. As can be seen, the shape of the
spectra is similar to the point LIBS spectra recorded previously (Fig. 5.4 - 5.8) but they
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Figure 5.10 Schematic diagram of the remote LIBS experimental setup.
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Figure 5.11 Photograph of the remote LIBS experimental setup on a cart containing a telescope, spectrometer, and a computer.
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Figure 5.12 Photograph of a telescope / spectrometer arrangement in the remote
experimental LIBS detection setup located on a cart.
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Figure 5.13 Remote LIBS target focusing and alignment setup on a stand.
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Figure 5.14 Measured remote LIBS spectrum of Aluminum averaged over 5 separate
measurements recorded at a 3m range.
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Figure 5.15 Measured remote LIBS spectrum of Brass averaged over 5 separate
measurements recorded at a 3m range.
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Figure 5.16 Measured remote LIBS spectrum of Copper averaged over 5 separate
measurements recorded at a 3m range.
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Figure 5.17 Measured remote LIBS spectrum of Rubber eraser averaged over 5 separate
measurements recorded at a 3m range.
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Figure 5.18 Measured remote LIBS spectrum of Steel averaged over 5 separate
measurements recorded at a 3m range.
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have a smaller S/N ratio which is consistent with the 1 / r2 lidar signal attenuation. Of
interest was the fact that the attenuation in the 200-400 cm region was more significant
than at other wavelengths. Even though absorption of O3 and O2 molecules in the
atmosphere is strong in the UV region, we attribute this additional UV attenuation to the
losses on the beam steering mirror surface since the measurement distance was too small
to induce any significant atmospheric attenuation.
Measurements at ranges up to 50 meters were made and are shown in Fig. 5.19.
As can be seen, the LIBS signal decreased as the range was increased from 17m to 50m,
and several dominant spectral lines were observed even at ranges out to 50 m.

In

addition, we also compared our measurements to that predicted using the emission based
lidar equation and the expected atmospheric attenuation. Figure 5.20 shows the
calculated range dependence of the LIBS spectrum taken at a range of 17 m and then
reduced according to the lidar equation. As can be seen, the overall features and range
dependence is consistent between the measurements and calculations.

It should be

noted, however, that we were unable to observe atmospheric attenuation features in the
collected spectra because of the weak absorption of the atmosphere over these
wavelength ranges and the short detection ranges used. It was difficult to align the laser
emission beam and the telescope/spectrometer/detector optical axis so that some
differences between the experimental and theoretical spectra at longer measurements may
be attributed to the alignment related uncertainties. The errors related to alignment
procedures and overall sensitivity of the setup (telescope diameter etc.) was insufficient
to reach high enough range to achieve considerable atmospheric absorption effects. We
anticipate that future realistic atmospheric attenuation studies for LIBS measurements
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may require a larger size telescope and a system with collinear laser/detector geometry to
achieve better S/N and measurement reproducibility.
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Figure 5.19 Experimental LIBS spectrum of aluminum as a function of range.
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Figure 5.20 Calculated range dependence of LIBS spectrum of aluminum as a function
of range (Based upon experimental aluminum spectrum recorded at 17.2
meters).
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CHAPTER 6
LIBS EXPERIMENTAL DATA AND EFFECTS OF RANGE
AND ATMOSPHERIC MODELING

This chapter describes the application of emission-based lidar modeling approach
to our LIBS lidar measurements.

6.1 Experimental LIBS Emission Spectrum and Atmospheric Attenuation in the
UV-VIS Spectral Range
As an example, an experimental point spectrum of a pencil rubber eraser material
was chosen to carry out LIBS emission lidar modeling as a function of range. This
spectrum was presented in Fig. 5.17 and was chosen because it contains more intense
lines in the UV-VIS part of the spectrum than the spectra of other samples tested.
The modeled spectrum of the atmosphere in the 200 – 1000 nm LIBS emission
spectral region for a 100 meters path length was calculated and is presented in Fig. 6.1.
The top spectrum is an unsmoothed high resolution HITRAN simulation, and the bottom
spectrum has been smoothed to the resolution of the spectrometer used in the experiment
(0.4 nm). As can be seen, the most intense atmospheric absorption effects are observed
in the UV and Near-IR regions.
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a

b

Figure 6.1 Atmospheric transmission in the UV-VIS spectral region generated with the
HITRAN-PC program for a 100m path length and urban ozone
concentration. (a – unsmoothed high resolution spectrum, b – spectrum
smoothed to 0.4 nm resolution).
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6.2 Example of LIBS Emission-Based Lidar Modeling as a Function of Range
The LIBS spectrum from the rubber eraser sample shown in Fig. 5.17 was used
with the one-way lidar equation and appropriate atmospheric attenuation (Fig. 6.1) to
predict the LIBS signal as a function of range. These results are shown in Fig. 6.2 As
can be seen, the LIBS signal falls off at the 1/r2 dependence, with some absorption
observed at the longer ranges of 100m.
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Linear scale plot

Logarithmic scale plot

Figure 6.2 Modeled LIBS signal spectral intensity (rubber eraser) as a function of range
over 3 to 100 meters. Linear plot (top), logarithmic plot (bottom).
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CHAPTER 7
LITE MEASUREMENTS

This chapter describes experiments performed using the Laser-Induced Thermal
Emission (LITE) technique. Measurements of a number of substances and substrates
using the LITE technique in a point geometry were performed. In particular,
measurements of energetic materials, paint, DMMP and DIMP on different substrates
using CO2 and diode laser excitation are described.

7.1 LITE Experimental Setup Using CO2 and Nd:YAG Lasers
A LITE system was developed and consisted of a laser source to heat a target
surface, and an infrared detector and spectrometer to detect the LITE thermal emission.
Figure 7.1 shows a schematic diagram of the LITE experimental setup with a cw-CO2
laser used for excitation. A tunable cw CO2 laser (Edinburgh Instruments, model WL-8,
1.5 Watt max power, 10.6 micron) was used to heat a target substrate. The output beam
size was about 5 mm in diameter. As can be seen, the original measurement geometry
involved a 45˚ target orientation with reference to the excitation laser beam and the
spectrometer axis. The distance between the target and the entrance slit of the
monochromator was about 10 cm, with a meniscus ZnSe lens (~ 1” diameter, ~1 inch
focal length) used to collect the thermal emission and direct it into the monochromator.
An optical chopper with a frequency of around 600 Hz was placed between the
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Figure 7.1 Schematic of the point LITE setup with an adjustable near 45º target /
spectrometer geometry and a cw-CO2 laser excitation.
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ZnSe lens and the monochromator entrance slit to modulate the LITE signal. A CVI
Digikrom DK-240 grating scanning monochromator (75 g/mm grating, blazed at 8000
nm, 5-15 micron spectral range, slit width set to 1mm) was used in combination with a
cooled HgCdTe detector (Graseby Infrared, IOH-1104, 1mm×1mm size, D* = 4.3×109
cm·Hz1/2 / W) to collect the thermal emission spectra. The detector was linked to an AC
coupled photodetector preamplifier made by the author and described in Appendix J.
The preamplifier was connected to a Lock-In amplifier (SRS , Model SR810). The
detector with the preamplifier circuit and the battery pack was placed into a shielding
copper box to further reduce electromagnetic interferences as shown in Appendix K.
Recording of spectra and partial monochromator control were carried out through a set of
LabVIEW computer programs presented in Appendix L.
Figure 7.2 shows a photograph of the point LITE setup involving the use of the
CO2 laser. The figure shows the laser head, the mirror used to direct the laser beam onto
the target, collecting ZnSe lens, monochromator, and the detector
The setup was equipped with a custom-made fume hood to remove vapors
(especially those released from DMMP which is toxic) forming due to heating of the
target to a temperature of around 150-200 ̊C. A photo of the fume hood system is shown
in Fig. 7.3.
It may be added that our original excitation approach involved the use of a
Spectra Physics Quanta-Ray DCR-3 Nd:YAG laser (1064nm, 10 Hz rep. rate, 10ns
pulses, 50mJ / pulse). However, we were unable to detect any LITE emission spectra
with pulsed excitation. Our later analysis indicated that the absorption of the target
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Figure 7.2 Photo of the point LITE setup with an adjustable (near 45º) target / spectrometer geometry and a cw-CO2 laser excitation.
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Figure 7.3 Photo of point LITE setup showing fume hood constructed to remove vapors formed due to laser heating of samples.
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surface compounds, however, may not have been high enough at these 1.06 micron
wavelengths.
Figure 7.4 shows an efficiency curve of the diffraction grating used in our LITE
experiments which was obtained from the grating manufacturer (Newport Corporation).
All spectra shown in this chapter were normalized for this diffraction grating efficiency
curve. It is worth pointing out that the irregular shape of the grating efficiency shown in
Fig. 7.4 may be due to Wood’s anomalies which are often observed in S-polarization, and
sometimes P-polarization efficiency curves. 70 However, such peaks may also be
attributed to difficulties in recording the grating efficiency over a wide spectral range.
As an alternative, it was possible to generate our own efficiency curve for the same
grating but derived from the 5th order efficiency curve; this is shown in Fig. 7.5.
However, the curve in Fig. 7.5 is probably a better representation in the 7 to 9 μm region,
but does not cover correctly the 5 to 7 and 9 to 18 μm region shown in Fig. 7.4. As such,
we used Fig. 7.4 as the best overall efficiency curve for our data. Please note that no
normalization for the HgCdTe detector efficiency was performed for these initial LITE
measurements because they were conducted to establish if spectral differences were
present. However, an example of an efficiency curve for a typical HgCdTe detector
optimized for 10.6μm is presented in Fig. 7.6 and will be used later. Two programs
written by the author for gluing LITE spectra obtained using CO2 laser excitation
together and for normalizations by the diffraction grating efficiency curve are presented
in Appendices M and N.
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Figure 7.4 Efficiency curve of the diffraction grating used in the CVI DK240
monochromator for point LITE measurements.
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Figure 7.5 Alternative efficiency curve for the experimental diffraction grating, (a) - in
the 5 diffraction order, and (b) – converted to the first diffraction order.
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Figure 7.6 Example efficiency curve of a typical HgCdTe detector optimized for the
wavelength of 10.6μm, (from Infrared Associates HdCdTe spec sheet).
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7.2 Initial LITE Measurements and Problems with Laser Power Stability and
Oscillatory Behavior of LITE Signal due to Grating Interference Effects
This section describes some of the major challenges which had to be overcome
before reliable LITE measurements could be performed.

7.2.1 CO2 Laser Power Fluctuations
In the course of experiments with the cw-CO2 laser it was found that the laser
thermal stabilization only occurred after about 1-2 hours of operation. Figure 7.7
illustrates power monitoring of the CO2 laser after initial laser powering on (a), and after
two piezo- controller adjustments (b, and c). As can be seen, after 1.5 hours of operation
and a number of adjustments the power becomes stable and was suitable for LITE
emission excitation.

7.2.2 Initial LITE Measurements
Our first LITE experimental measurements were made on a variety of target
substances. As an example, Fig. 7.8 shows LITE data for a copper target and for grey
paint on wood. In the figure, the spectrum near 10.6μ was suppressed since it was the
direct backscatter signal from the 10.6μ laser source into the spectrometer and saturated
the detector at this wavelength. However, in addition, it was found that there were
considerable interferences in the recorded LITE spectrum due to the “leakage” of 10.6
micron radiation at other wavelengths. Figure 7.8 shows interference like behavior of
the signal over the wavelength ranges of 6 to 8 microns for the painted wood sample and
the pure copper substrate surface but at a reduced level.

Of interest was our eventual
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a

b

c

Figure 7.7 Power monitoring of the CO2 laser immediately after turning the laser on (a),
after the first cavity length adjustment (b), after the second cavity length
adjustment (c).
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Grey paint on wood

Copper substrate

Figure 7.8 Initial LITE measurements in the near-specular (45º) geometry showing
oscillatory behavior possibly due to the grating background interference
effects. (Top: Grey paint on wood, Bottom: Copper substrate)
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observation that while such interferences were present in spectra for all substances, the
shape and intensity of the peaks depended on the type of the target used and on the
geometry.

7.2.3 Oscillatory Behavior due to Grating Interference Effects and Selection of a
new Setup Geometry
Out original LITE setup geometry involved positioning the target at 45º angle
with reference to the excitation beam and the monochromator entrance slit as shown in
Fig. 7.1. Such geometry allowed for a greater portion of specular and diffuse reflected
CO2 laser radiation to enter the monochromator.

After considerable measurements

and different geometry approaches, in an attempt to reduce the above geometry
interference effects, the sample was placed on a rotation stage and measurements as a
function of angle were performed by rotating the sample both clockwise and
counterclockwise compared to the 45º incidence geometry. Figure 7.9 shows the
evolution of the recorded LITE emission spectrum as a function of angle as the sample
was rotated away from the 45º incidence geometry towards more normal incidence of the
laser beam onto the target. As can be seen, the interferences disappear at a deviation
angle of about -15º. Figure 7.10 shows the same measurement done when the sample
was rotated in the opposite to that shown in Fig. 7.9 direction towards more oblique laser
beam incidence. As can be seen, in this case the interference effects also disappear at
around +15º deviation. Of interest is that the intensity of the overall LITE emission
subsides quicker compared to Fig. 7.10 due to more oblique incidence and smaller laser
radiation absorption by the target.
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45º geometry

45º- 5º geometry

45º- 10º geometry

45º- 15º geometry

45º- 20º geometry

45º- 25º geometry

Figure 7.9 LITE intensity as a function of target angle from 45º geometry.
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45º geometry

45º + 5º geometry

45º + 10º geometry

45º + 15º geometry

45º + 20º geometry

45º + 25º geometry

Figure 7.10 LITE intensity as a function of target angle from 45º geometry.
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After the angle dependent measurements were done, it was decided to carry out further
LITE measurements involving the use of the CO2 laser at a -15º deviation. This new
geometry is shown in Fig. 7.11.
It should be noted that the actual origin of the fringe like or interference like
oscillations in the LITE spectrum was not found nor studied in detail. The oscillations
were originally thought to be due to film thickness interference patterns, but the variation
period of about 0.5 microns would indicate a multi-reflection layer thickness on the order
of a micron. Also, experimental attempts to change the target film thickness and change
the LITE signal were not consistent. Variations in the rejection ratio of the grating
spectrometer to the intense direct scatter of the laser may be a possible explanation, but
further studies are needed to determine this better. After much experiments and trials, it
was determined that the oscillations had been reduced sufficiently using the newer setup
geometry, and that further research as to their origin would have to be conducted at a
later time.

7.3 LITE Measurements with CO2 Excitation and Modified LITE and Target
Geometry Setup
This section describes LITE measurements after the initial problems with the
power stability and spectral interference effects were resolved.

7.3.1 Measurements of the LITE Emission Intensity as a Function of Time
Measurements were carried out to determine the evolution of the LITE emission
intensity as a function of time after the start and termination of laser illumination. For
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Figure 7.11 Schematic diagram of the point cw-CO2 laser excitation LITE setup with a
45º target / spectrometer geometry and a target tilted by 60º from the
spectrometer axis.
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example, Fig. 7.12 shows the evolution of the LITE thermal emission intensity measured
at a wavelength of 8 micron as a function of time for a sample of C4 explosive on a
wooden substrate after the start (a) and termination (b) of the CO2 laser illumination. As
can be seen, the amount of time required to achieve stable LITE emission intensity is on
the order of several minutes. This result is consistent with the previous measurements by
Carrieri. 28 These results suggest that local substrate heating is a dominant effect.
An attempt was made to modulate the laser beam with a chopper as opposed to
modulating the LITE emission signal to study the evolution of the LITE signal as the
laser beam was turned on and off. This approach proved to be ineffective because of the
low LITE signal intensity as well as due to the long time required to reach thermal
equilibrium and achieve a stable LITE signal.

7.3.2 Measurements of LITE Emission Using Different Substrates with CO2 Laser
Excitation
Different substrates were tested for the measurements of the same substances.
For example, Fig. 7.13 illustrates the differences in the painted wood (a) and painted
aluminum (b) LITE emission spectra. As can be seen, LITE emission is almost absent in
the case of an aluminum substrate. In general, it was found that the intensity of the LITE
emission was greater if substrates with lower thermal conductivity were used. For
example, Table 7.1 shows thermal conductivity constants for a number of common
substances which were used as substrates in our experiments.
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a

Laser turned off

b

Figure 7.12 LITE emission intensity of a C4 sample on glass surface at 8 micron as a
function of time showing the heating up process after the start of CO2
illumination (a), and the cooling down process after the termination of CO2
illumination at 250s (b).
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a

b

Figure 7.13 LITE Spectra of painted wood (a) and painted aluminum (b) obtained under
1.5 Watt CO2 laser illumination and a geometry with -15º shift from 45º
target position.
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Table 7.1 Thermal conductivity of substrate materials used in experiments
Material

White pine

Glass

Aluminum

Copper

Thermal conductivity, W/mK

0.12

1.05

250

401

As can be seen, white pine wood has the lowest thermal conductivity, followed by glass
and then the metals. We observed the strongest LITE emission signal for wooden
substrates and the lowest one for metals, while the glass provided intermediate LITE
intensities.

7.3.3 Measurements of LITE Emission for a Variety of Substances after Setup and
Excitation Optimizations
Measurements of a number of substances were carried out after initial adjustments
to the setup geometry and excitation parameters were done. For example, Fig. 7.14
shows a spectrum of a layer of dried cane sugar water solution on a wooden substrate
obtained under a reduced laser illumination intensity of 0.9 Watt to avoid burning. The
spectrum contains water absorption features near 6 microns as well as some LITE
emission peaks at longer wavelengths. Another example is a spectrum of pencil lead
(graphite) deposited on a cardboard substrate and shown in Fig. 7.15. Figure 7.15 shows
well defined water vapor absorption lines in the region around 7 microns as well as a
number of LITE peaks in the vicinity of 8 microns.
Comparisons of spectra recorded for a pure wooden substrate and painted wood
are presented in Figs. 7.16 and 7.17. The top spectra are the raw data and the bottom
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Figure 7.14 LITE Spectrum of a layer of dried cane sugar solution on wooden substrate
obtained under 0.9 Watt CO2 laser illumination.
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Figure 7.15 LITE Spectrum of pencil lead (graphite) deposited on a cardboard substrate
recorded with CO2 laser excitation.

140

Uncovered wooden substrate

Uncovered wooden substrate (averaged)

Figure 7.16 LITE spectrum of uncovered wooden substrate obtained with 0.9 Watt CO2
laser. (top – Raw spectrum, bottom – averaged in 20 nm intervals).
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Grey paint on wooden substrate

Grey paint on wooden substrate
(averaged)

Figure 7.17 LITE spectrum of Grey paint on wooden surface obtained with 0.9 Watt
CO2 laser. (top – Raw spectrum, bottom – averaged in 20 nm intervals).
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spectra have been spectrally smoothed to 20 nm which corresponds to the estimated
spectral resolution determined by the monochromator and scan speed settings. As can be
seen, the painted wood sample contains emission peaks not observed in the pure substrate
spectra. Other measured substances deposited on wooden substrate included DMMP and
DIMP nerve agent stimulants. Figures 7.18 and 7.19 show the LITE spectra of DMMP
and DIMP respectively. As can be seen, the spectra of wooden substrate, painted wood,
DMMP and DIMP samples differ in the locations and intensities of the LITE emission
peaks; this result suggests the possibility of using the LITE technique for chemical
substance identification.

7.3.4 Measurements of Explosive Marker Pens on Wooden Substrate Using a CO2
Laser
After finding the optimum substrate substance for a higher signal to noise
measurements, a set of trace explosive species marker pens like the ones shown in Fig.
7.20 were used to record LITE emission spectra of trace explosives on different
substrates. Figures 7.21 through 7.27 show emission spectra obtained for different
explosive agents on wooden surfaces. The top spectra are the raw data and the bottom
spectra have been averaged to 20 nm which corresponds to the estimated spectral
resolution determined by the monochromator and scan speed settings. As can be seen,
there are distinct differences in the spectra obtained for different substances in the region
close to 8 microns. These measurements suggest that the LITE method may be
employed for the selective detection of explosive substances.
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DIMP on wooden surface

DIMP on wooden surface
(averaged)

Figure 7.18 LITE spectrum of DIMP on wooden surface obtained with 0.9 Watt CO2
laser. (top – Raw spectrum, bottom – averaged in 20 nm intervals).
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DMMP on wooden surface

DMMP on wooden surface
(averaged)

Figure 7.19 LITE spectrum of DMMP on wooden surface obtained with 0.9 Watt CO2
laser. (top – Raw spectrum, bottom – averaged in 20 nm intervals).
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Figure 7.20 Photo of trace explosive species marker pens.
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Methyl hydrate

Methyl hydrate (averaged)

Figure 7.21 LITE spectrum of Methyl hydrate on wooden surface obtained with 0.9
Watt CO2 laser. (top – Raw spectrum, bottom – averaged in 20 nm
intervals).
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Potassium chloride

Potassium chloride (averaged)

Figure 7.22 LITE spectrum of Potassium chloride on wooden surface obtained with 0.9
Watt CO2 laser. (top – Raw spectrum, bottom – averaged in 20 nm
intervals).
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Ethyl ketone peroxide

Ethyl ketone peroxide (averaged)

Figure 7.23 LITE spectrum of Methyl ethyl ketone peroxide on wooden surface
obtained with 0.9 Watt CO2 laser. (top – Raw spectrum, bottom – averaged
in 20 nm intervals).
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Ammonium nitrate

Ammonium nitrate (averaged)

Figure 7.24 LITE spectrum of Ammonium nitrate on wooden surface obtained with 0.9
Watt CO2 laser. (top – Raw spectrum, bottom – averaged in 20 nm
intervals).
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C4 explosive

C4 explosive (averaged)

Figure 7.25 LITE spectrum of C4 on wooden surface obtained with 0.9 Watt CO2 laser.
(top – Raw spectrum, bottom – averaged in 20 nm intervals).
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PETN

PETN (averaged)

Figure 7.26 LITE spectrum of PETN on wooden surface obtained with 0.9 Watt CO2
laser. (top – Raw spectrum, bottom – averaged in 20 nm intervals)
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TNT

TNT (averaged)

Figure 7.27 LITE spectrum of TNT on wooden surface obtained with 0.9 Watt CO2
laser. (top – Raw spectrum, bottom – averaged in 20 nm intervals)
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Measurements of explosive marker pen substances on glass substrates were
attempted but showed no differences in the spectra recorded for different samples. For
example, measurements of C4 explosive, Methyl ethyl ketone peroxide, and TNT
explosive on a glass substrate are presented in Fig. 7.28. As can be seen, there was little
observable difference in the spectra recorded.
The results suggest that effective LITE measurements may be strongly dependent
on the type of substrate used, and on other absorption and excitation considerations.
While further studies are needed to better quantify this dependence, it is important to note
that these new LITE emission results are promising

7.4 LITE Measurements Using 9 Watt Near-IR Diode Laser for LITE Excitation
This section describes LITE experiments performed using diode laser excitation
near 0.809μm wavelength. It was felt that it would be easier to eliminate the direct laser
backscatter into the spectrometer by useing an optical absorbing cut-off filter which could
be more easily obtained at a wavelength of 0.8 micron than at a wavelength of 10.6
micron. Also, it will be important to investigate further the role that absorption plays in
the LITE process which would be affected by the laser wavelength and absorption
spectrum of the target surface.

7.4.1 Changes in the Setup Geometry to Allow the Use of Diode Laser Excitation
At the later stages of our experiments, the CO2 laser was replaced with a cw fibercoupled diode laser (Spectra Physics TFR, 809 nm, 9 Watt max power). Figure 7.29
shows a schematic of the diode laser LITE setup used in our experiments. A photo of
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C4

Methyl ethyl ketone peroxide

TNT

Figure 7.28 LITE spectra of C4, methyl ethyl ketone peroxide, and TNT layers on glass
substrate obtained with 1.5 Watt CO2 laser illumination.
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Figure 7.29 Schematic of the point LITE setup with a nearly normal laser beam
incidence at the target and excitation with a cw diode 9 Watt 809nm laser.
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the optical setup is shown in Fig. 7.30. As can be seen, a quartz lens was used to focus
the laser radiation onto the target and two mirrors were introduced to enable nearly
normal incidence of the laser radiation onto the target. A Ge plate was placed between
the ZnSe focusing lens and the monochromator to prevent the laser excitation wavelength
from entering the monochromator. Ge is absorbing at 1μm, and transmits in the mid-IR,
as can be seen in Fig. 7.31 which shows the transmission spectrum of uncoated
germanium.71 The rest of the LITE setup was kept the same. Figure 7.32 shows a
picture of the diode laser and the CO2 laser.

7.4.2 Measurements of Different Substances on Identical Substrates with Diode
Laser Excitation
LITE measurements were carried out for different substances deposited on the
same substrate. For example, Fig. 7.33 shows the LITE spectra of marker pen
substances (Ammonium nitrate, C4, PETN) on a wooden substrate with diode laser
excitation. As can be seen, the large saturated signal near 10 microns (previously from
the CO2 laser) is gone. However, the spectra look almost identical and the signal to
noise ratio is smaller than the one observed for the CO2 excitation used previously.
Since the output power of the diode laser was considerably higher than that of the CO2
laser used, this result suggests that the excitation wavelengths may play a dominant role
in the intensity of the produced LITE emission. For example, Fig. 7.34 shows the
absorption spectrum of Organosilicone resin and OK-50 Cement layers of 13 and 15μm
respectively. As can be seen from Fig. 7.34, there is considerable absorption differences
between different wavelength regions, and especially showing low absorption near 1 μm
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Figure 7.30 Photo of the LITE experimental setup with a close to normal laser excitation geometry and diode laser excitation
showing individual components used.
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Figure 7.31 Optical transmission of 1.15mm thick uncoated Germanium plate in the
1 – 18 micron range (From Ref. 71).
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Figure 7.32 Photo of the CO2 and diode lasers used in LITE.
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Ammonium nitrate

C4

PETN

Figure 7.33 LITE spectra of Ammonium nitrate, C4 and PETN layers on wooden
substrate obtained with diode laser illumination.
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Organosilicone resin (13 μm thickness)

OK-50 Cement (15 μm thickness)

Figure 7.34 Absorbance spectra or 13μm thick organosilicone resin (Top), and 15μm
thick OK-50 Cement in the spectral region of 1 to 13μm, (From “The
Infrared Handbook”, 72 reproduced with permission).
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and higher absorption near 10 μm. It is probable that a similar effect is present for the
809nm diode laser excitation. More importantly, this indicates the need for further
spectral studies regarding optimization of the laser excitation wavelength for future LITE
experiments.

7.4.3 Measurements of the Sample Substance on Different Substrates with Diode
Laser Excitation
As in the case of the CO2 laser excitation, it has been found that the intensity of
the LITE emission depended on the type of substrate used. In was found, that the
intensity of the LITE emission recorded for the same substances deposited on different
substrates was higher for the substances with lower thermal conductivity which is
consistent with the results obtained with the CO2 laser excitation.
For example, Fig. 7.35 shows a comparison of the spectra recorded using the
diode laser excitation for a sample of painted copper (top) and painted wood (bottom).
As can be seen, the S/N of the spectrum obtained with a wooden substrate is much
higher than that recorded with the copper substrate.

7.5 Future Analysis Using Substance and Blackbody Spectra
Some preliminary studies were carried out to extract the emission spectra from the
raw LITE spectra recorded. For example, Fig. 7.36 shows a spectrum of TNT on a
wooden substrate (top), the spectrum of a pure wooden substrate (middle), and the TNT
spectrum with the wooden substrate spectrum subtracted (bottom). The general
extraction approach widely used by others to calculate emissivity curves from the raw
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Paint on copper substrate

Paint on wooden substrate

Figure 7.35 Spectra of painted copper (top) and wood (bottom) obtained with diode
laser illumination.
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TNT on wooden substrate

Wooden substrate

Subtraction of wooden
substrate spectrum from
the TNT spectrum

Figure 7.36 Simplified subtraction for a wooden substrate spectrum from the TNT
spectrum.
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LITE data requires being able to record spectra for the sample and the black body at two
different temperatures. 28, 73 These spectra are then used to extract a pure substance
emission spectrum which in an ideal case resembles the absorption spectrum of the
substance to measure.

Additional work is required to determine the spectrum

normalization methods suitable for remote LITE sensing. We plan to investigate the
LITE emission strength as a function of the excitation laser intensity to better understand
the thermal blackbody emission component and possible molecular absorption or energy
levels related components of the LITE spectrum.
Also, of importance is that most previously done measurements were carried out
using Fourier-Transform spectrometers as they provide higher resolution and throughput
compared to the diffraction grating and prism spectrometers. Our LITE data obtained
using a grating spectrometers is sensitive, but limited in that it takes several tens of
minutes to obtain one spectrum. Other considerations of LITE spectra recording with
grating spectrometers are presented in Derkosch.74 Finally, the long time required for
achieving thermal equilibrium (Fig. 7.12) suggests that the use of HgCdTe infrared focal
plane array spectrometers would be a more suitable choice for such measurements as it
allows complete spectrum acquisition over a short time span and thus makes time
dependent studies for the entire spectrum possible. 75 Another reason for employing
focal plane array spectrometers is related to the issues of sample evaporation or even
burning as the temperatures at the excitation site may reach 150-200º or higher which
exceeds the ignition temperature for some substances.
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7.6 Normalization of LITE Spectra to Detector Response Curve
The LITE data shown previously (Figs. 7.8 - 7.10, 7.13 - 7.19, 7.21 – 7.28, 7.33,
and 7.35) was collected for ease of computations without being normalized to the
HgCdTe detector response curve (Fig. 7.6) since our original interest was only in
observing distinct spectral features. However, later analysis was made on a few of the
spectra which included the photo detector response. These results for selected cases are
presented in Figs. 7.37 and 7.38. As can be seen, the overall features are similar to the
earlier plots.
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Pencil lead (graphite)
(no detector efficiency normalization)

Pencil lead (graphite)
(normalized for detector efficiency)

Figure 7.37 Comparison of averaged LITE spectrum of pencil lead (graphite) on
cardboard (from Fig. 7.15) without detector efficiency normalization (top)
and the same spectrum with detector efficiency normalization (bottom).
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C4 explosive
(no detector efficiency normalization)

C4 explosive
(normalized for detector efficiency)

Figure 7.38 Comparison of averaged LITE spectrum of C4 on wooden substrate (from
Fig. 7.25) without detector efficiency normalization (top) and the same
spectrum with detector efficiency normalization (bottom).
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CHAPTER 8
LITE EXPERIMENTAL DATA AND MODELING OF
ATMOSPHERIC EFFECTS

This chapter presents an example application of emission-based lidar modeling to
the LITE technique.

8.1 Experimental Verification of the Influence of Atmospheric Absorption onto
LITE Spectra
Figure 8.1 shows a comparison of our LITE experimental spectrum (see Fig. 7.15)
of pencil lead on paper surface (a), compared to the simulated atmospheric transmission
spectrum smoothed to 20 nm intervals (b). The path length used in the absorption
simulations was the same as the total path length in the LITE experiment and was equal
to 1 meter. As can be seen, there is a good correspondence between the water vapor
absorption features present in the experimental LITE spectrum at around 6 - 7 micron and
the smoothed simulated absorption spectrum. The result shows that the atmospheric
attenuation effects are strong in certain parts of the infrared spectrum even for very short
path lengths.

170

a

1 meter path

b

1 meter path

c

Figure 8.1 Comparison of LITE spectrum of pencil lead on paper (a), and HITRAN-PC
generated atmospheric absorption spectrum (b – smoothed to 20 nm, c –
unsmoothed high resolution).
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8.2 Example of LITE Emission-Based Lidar Modeling as a Function of Range
The experimental LITE spectrum of a layer of C4 on a wooden substrate from
Fig. 7.25 was used as a remote emission spectrum to be propagated through the
atmosphere using the one-way lidar equation. The modeling was carried out using the
approach described in Chapter 4 and illustrated in Fig. 4.5. The atmospheric attenuation
coefficients over the LITE emission spectral range were calculated with the HITRAN-PC
program using the US standard atmospheric model at ground level. These coefficients
along with the initial LITE emission spectrum shown in Fig. 7.25 were used in the one
way lidar equation (Eq. 4.2) to produce the power or S/N values as a function of
wavelength and range which characterize the performance of a particular LIDAR system.
Figure 8.2 shows the calculated evolution of the detected LITE emission intensity as a
function of range. As can be seen, the signal intensity quickly goes down with increased
range and achieves a S/N of 1 at around 8 meters. The noise level used for the
calculation of the S/N ratio was estimated from the experimental LITE spectrum.
It is anticipated that longer ranges could be achieved by a LITE system if the laser
wavelength and spectrometer through-put could be better optimized.
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Figure 8.2 Modeled LITE signal spectral intensity as a function of range (based on the
experimental LITE spectrum of a C4 explosive marker, Fig. 7.25).
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CHAPTER 9
RANGE DEPENDENT PCA MODELING FOR
EMISSION BASED LIBS LIDAR

This chapter presents an overview of a new range-dependent PCA spectral
analysis modeling method. This method may be used to predict the performance of the
PCA technique with the application to the analysis of emission based lidar spectra as the
range from the target to the lidar receiver is changed. These results are important as they
help quantify for the first time the stand-off range of a LIBS system for detection and
spectral selectivity of different chemical targets.

9.1 Standard PCA Calculations on Multiple Spectra
Traditional PCA analysis on multiple sample measurements in spectral analysis
and remote sensing applications such as LIBS and LITE is carried out by first collecting a
series of spectra for each of the samples tested. Then PCA calculations are carried out
on all spectra for all samples simultaneously over the entire spectral interval or its subportions.
As an example of a traditional PCA approach, a plot of the first 2 principal
components obtained for a series of our experimental LIBS spectra for 5 substances
(copper, aluminum, steel, eraser, brass) is shown in Fig. 9.1; five measurements for each
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Figure 9.1 Illustration of the single range PCA analysis performed on 5 LIBS sets of
experimental spectra for 5 different substances (Range of 3.1 meters).
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substance were collected as in Figs. 5.14 - 5.18. The PCA analysis was conducted using
a standard mathematical subroutine in MatLab, and details are given in Appendix O.

As

can be seen, each measurement corresponding to one complete LIBS spectrum recorded
is displayed as a separate point in the plot. Most points corresponding to the same
chemical sample are clustered together and there is a separation between the clusters (i.e.
between different substances), although there is some overlap between the Brass and
Copper data. Larger distance between the clusters corresponds to higher differences or
uniqueness in their spectra. Overall, the S/N of the LIBS signal is related to detection
sensitivity or detection range, and the PCA cluster separation is related to selectivity
(detecting one chemical against others).

9.2 Extension of LIDAR Modeling with Range Dependent PCA Calculations
It is useful to be able to predict chemometric analysis performance such as PCA
for different LIDAR ranges and parameters to predict the differentiation capabilities
between different samples for a given lidar setup. In order to do that, we combined the
emission lidar modeling approach described in Chapter 4 with the PCA after-treatment
technique involving the use of calculated spectra at different spectral ranges. For
example, Fig. 6.3 showed the LIBS spectrum of a “rubber eraser” as calculated over the
range of 3 - 100 meters. As can be seen, the signal intensity reduces as the range is
increased and individual “slices” of spectra can be selected at different ranges for the
PCA analysis calculations at a given range from the target.

By performing emission

based LIDAR modeling for all spectra and then carrying out PCA calculations at
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different ranges for the propagated spectra, it should be possible to model the dynamics
of PCA analysis application as a function of range.

9.3 Considerations of Noise Level and NEP Value in Range Dependent PCA
Modeling
It is important to determine the noise level of the system in order to calculate the
influence of low S/N values on the PCA analysis. An analysis of the data in Fig. 6.3
indicated that the noise level was about 0.3 arbitrary units for the experimental setup
used, and this corresponded to a maximum S/N ratio at the closest range of about 300.
In order to simulate the LIBS signal with a randomly variable noise level, the final signal
intensity Snew was calculated as
0.5

,

(9.1)

where Sold is the measured or derived signal intensity at a given range without the noise
component, Rand is a random number from 0 to 1, and N is the total noise amplitude.

9.4 Effects of Added Noise to Range Dependent PCA Modeling
The PCA analysis of the LIBS spectra as shown in Fig. 9.1 was recalculated
taking into account the additive noise as described in Eq. (9.1) and as the range was
increased. The resultant PCA plots are shown in Figs. 9.2, 9,3, and 9.4 for detection
ranges of 3.1, 9 and 105 meters, respectively. As can be seen, the points corresponding
to different substances are clustered separately in the close range spectra and start to
intermix as the range is increased which corresponds to the reduction in differentiability
between different substances measured with the remote LIBS technique. Also, the
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Figure 9.2 PCA analysis of LIBS spectra propagated using the emission-based lidar
approach to a distance of 3.1 meters.
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Figure 9.3 PCA analysis of LIBS spectra propagated using the emission-based lidar
approach to a distance of 9 meters.
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Figure 9.4 PCA analysis of LIBS spectra propagated using the emission-based lidar
approach to a distance of 105 meters.
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magnitude of the individual PCA components decreases as the range is increased which
is seen by the reduced scale in the spectra. This decrease in the variation in the PCA
plotted data (ie. uniqueness) as the range is increased is better shown in Fig. 9.5 where all
three ranges are shown on the same scale. As can be seen, the separation of the unique
spectrum or compounds becomes less as the range is increased.
To better illustrate the effects of the LIBS Lidar detection range on PCA spectral
analysis, Fig. 9.6 contains a plot of the first 2 PCA components as a function of range.
This 3D plot was obtained by carrying out the PCA analysis for selected range slices and
introducing the third range axis to display the evolution of the PCA plot with the
increased distance from the target. As can be seen from the plot, the variance separation
of different substances in the data decreases as the range is increased. Also, the plot
shows the general trend of the PCA components at a range of about 10 meters which
indicates low predicted differentiability between different substances at this measurement
range.
Alternatively, all PCA maps for all ranges may be displayed in a single 2D plot as
shown in Fig. 9.7. Figure 9.7 shows a comparison of range dependent PCA scores in a
2D plot without the noise in the top plot and the effects of added noise shown in the
bottom figure. In this case, spectra for all ranges are displayed in the same plot to
illustrate how the points corresponding to different ranges converge to the center of the
plot. Also, as can be seen, the effect of added noise results in the destruction of
clustering at larger ranges which corresponds to the useful signal approaching the noise
level in the original spectra due to a decrease in the signal intensity as the range is
increased. As the range is increased and the clusters converge to the
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3.1 meters

9 meters

105 meters

Figure 9.5 PCA analysis of LIBS spectra propagated using the emission-based lidar
approach to distances of 3.1, 9, and 105 meters. The same coordinate axes
are used to better show the relative differences.
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Figure 9.6 3D plot of PCA analysis as a function of range performed on 25 LIBS spectra
for 5 substances propagated through the atmosphere using modified LIDAR
equation in the 3 – 10 meters range from the target.
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Without noise
Increasing range

Increasing range

Increasing range

Increasing range

Increasing range

With noise

Increasing range

Increasing range
Increasing range

Figure 9.7 PCA analysis as a function of range for 5 substances (5 measurements each)
without noise (top plot) and with noise (bottom plot).
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center of the plot, more mixing of points corresponding to different substances occur.
This is an indication of poor S/N in the original spectra and low differentiability between
measurements for different substances at these larger ranges and can serve as a measure
of predicted lidar performance for a particular measurement and setup parameters.
While in most cases two main principal components are used to represent the
scores of the PCA analysis, sometimes the 3rd component is kept also. In this case the
PCA scores plot is a 3D plot. As an illustration, the evolution of the PCA 3D plot with
increased range is shown in Fig. 9.8 which is an analog of the 2D plot in the top part of
Fig. 9.7 without the noise component. As can be seen, as the range is increased, the
variance in the data decreases causing the data points to converge to the center of the
PCA plot.
To better illustrate the range dependent PCA modeling approach, Fig. 9.9 shows
PCA analysis as a function of range performed on copper, aluminum, steel, eraser, and
brass samples with averaged spectra for each sample used in the analysis. As can be
seen, there is only one point corresponding to each substance at each range, and the
points converge to the center of the plot as the range is increased corresponding to lower
samples differentiability. Fig. 9.10 shows the same plot with the added noise which
results in shorter maximum range where the points are still clearly resolved.

9.5 Additional Range Dependent PCA Approaches for Remote Sensing
There are additional PCA type analysis and optimization procedures that could be
used. For instance, a new approach which we have explored is to plot the ratio of the
first two principal components as a function of range. As an example, Fig. 9.11 is a PCA
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Increasing range
Increasing range

Increasing range

Increasing range

Figure 9.8 PCA analysis modeling as a function of range for multiple LIBS spectra of 5
different substances propagated through the atmosphere. PCA analysis was
carried out individually for a set of spectra at each range.
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Increasing range

Increasing range

Increasing range

Figure 9.9 PCA analysis modeling as a function of range for averaged LIBS spectra of 5
different substances propagated through the atmosphere. PCA analysis was
carried out individually for a set of spectra at each range.
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Increasing range

Increasing range

Increasing range

Figure 9.10 PCA analysis modeling of averaged spectra for 5 substances as a function of
range with the noise added.
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Increasing range

Figure 9.11 PCA analysis modeling of a single LIBS spectrum atmospheric propagation
as a function of range carried out by feeding the propagated spectra at
multiple ranges into the PCA calculations.
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plot of a single compound LIBS spectrum as a function of range and including
atmospheric absorption (data from Fig. 5.14 ; LIBS aluminum target, Nd:YAG laser).
This data was used to carry out the emission based-lidar modeling for one substance
spectrum and a number of ranges first, and then perform a PCA analysis on such spectra
for the same substance at different ranges. The plot of the first 2 scores for such
calculation is presented in Fig. 9.11. As can be seen, there is a change in the ratio of the
PCA componets as the range is increased indicating a difference in the variability (ie.
uniqueness) of using one or the other of the two principal components for spectral
identification. There is also a clear minimum in the plotted curve, which probably
corresponds to the relative spectral contributions from the different PCA components as
the signal levels are changed. If the noise is added to the range dependent LIDAR
modeling, a similar plot is seen as shown in Fig. 9.12.
Another new approach is that it may be possible to carry out PCA analysis on the
entire set of data obtained though emission based lidar modeling for all substances and
spectra at all ranges. Such modeling approach would contain the effect of both spectral
differences as well as the range dependence and might be of use in some cases. An
example of this idea is given in Fig. 9.13 which plots the PCA components as a function
of range. Additional principal components such as the 3rd and 4th may also add some
spectral discrimination.
Finally, we plan to investigate the possible change in the actual PCA spectral
components as the range is increased and various portions of the spectrum become
absorbed completely. As an example, if the data of Fig. 6.2 (LIBS vs. range) was
replotted at specific ranges, such as 3, 10, and 40 meters with the noise level subtracted
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Increasing range

Figure 9.12 PCA analysis modeling of a single LIBS spectrum atmospheric propagation
as a function of range carried out by feeding the propagated spectra at
multiple ranges into the PCA calculations with the added noise.
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Increasing range

Increasing range

Figure 9.13 PCA analysis modeling as a function of range for multiple LIBS spectra of
5 different substances propagated through the atmosphere. PCA analysis
was carried out on the entire set of spectra at all ranges simultaneously.
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from the raw signal and any spectral signal less than zero suppressed, the resultant
spectral plots would be as shown in Fig. 9.14. A PCA analysis of these plots would
show that the calculated main principal component axes would change as a function of
range, indicating that the main spectral features varied also. We are planning to
investigate this further to quantify the PCA eigenvectors and relate then to the spectral
features in the actual LIBS spectrum.
In summary, our new PCA lidar equation approach suggests a new way to analyze
the detection capability and selectivity of LIBS and LITE lidar systems. Our approach
appears to work well for the limited experimental cases considered. We are hoping that
more extensive LIBS and LITE experiments can be conducted in the future.
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2 meters distance

5 meters distance

10 meters distance

Figure 9.14 Modeling of LIBS signal evolution as a function of range (at 2, 5, and 10
meters lidar distance) based upon experimental spectrum of steel shown in Fig. 5.8.
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CHAPTER 10
DATABASE COMPARISONS LEADING TO ADJUSTMENTS
IN HITRAN BAND STRENGTHS

This chapter describes comparisons of HITRAN and PNNL database calculations
for Methyl Chloride (CH3Cl) which revealed band intensity errors in the HITRAN
database and, for the first time to our knowledge, demonstrated the use of the PNNL
database for the validation and improvements of HITRAN database band intensities.
These results help to indicate the importance of the new modifications made to the older
HITRAN-PC program, and its utility for providing quick comparisons of different
spectral databases throughout the atmospheric transmission community.

10.1 Application of the PNNL and HITRAN Simulations Comparisons for
HITRAN Database Data Verification and Improvements
As part of our comparison of different database spectra, the HITRAN 2008 and
the PNNL databases were compared for the first time to our knowledge. It was found
that the line intensities in the HITRAN 2008 database for the methyl chloride molecule
(CH3Cl) in the 500 – 2700 cm-1 spectral region were found to be in error by about 2
orders of magnitude compared to the PNNL database spectra simulated for the same
molecular concentration. For example, a comparison of the calculated HITRAN 2004,
HITRAN 2008 spectra, and the PNNL data for methyl chloride is presented in Fig 10.1.
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As can be seen, line intensities calculated using HITRAN 2008 data in the 500 – 2700
cm-1 are about 100 times smaller than those in the spectra calculated using HITRAN 2004
and the PNNL database. After carrying out these comparisons, improvements to the
HITRAN database line intensities were made through a cooperative exchange of
information. 76 This process was repeated several times and resulted in improvements of
HITRAN line intensities by as much as 10 percent for some bands. Furthermore, the
comparison process revealed other problems in transition labeling for all CH3X
molecules in HITRAN.
For example, Fig 10.2 shows a residuals plot before and after adjustments to the
HITRAN database. As can be seen, there is an overall improvement of several percent.
In some cases, the improvements were as high as about 10 percent as shown in Fig. 10.3
for the spectral line at 1457 cm-1. Further work is being conducted to better quantify
these studies, and publish the results.
Similar comparison for other molecules may be carried out. For example,
Appendix S shows a table compiled by the author listing all HITRAN 2008 database
molecules and their availability in the PNNL database. As can be seen, there are about 30
common molecules.
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HITRAN 2008 before corrections

HITRAN 2004

PNNL

Figure 10.1 Comparison of HITRAN 2008 (before corrections), HITRAN 2004, and
PNNL database calculations for Methyl chloride (CH3Cl). Calculation
parameters: CH3Cl 50 Torr partial pressure, 19.96 cm path length, 1 Atm
total pressure, 298 ºK temperature.
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Uncorrected

Corrected

Figure 10.2 Residuals plot of HITRAN vs. PNNL transmission for Methyl chloride
(CH3Cl): top – Uncorrected, bottom – Corrected. (Calculation parameters:
Partial pressure = 50 Torr, Total pressure = 760 Torr, Path length = 19.96
cm).
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HITRAN

PNNL
Uncorrected

HITRAN

PNNL
Corrected

Figure 10.3 Comparison of transmission plots of HITRAN and PNNL for Methyl
chloride (CH3Cl): top – Uncorrected, bottom – Corrected in the 1450 –
1470 cm-1 spectral region. (Calculation parameters: Partial pressure = 50
Torr, Total pressure = 760 Torr, Path length = 19.96 cm).
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CHAPTER 11
CONCLUSIONS AND FUTURE WORK

A study of the effect of range on LIBS and LITE emission based laser remote
sensing was made. Our results indicate that atmospheric absorption can influence not
only the S/N of the resultant signal but most importantly the spectral signatures and
spectral classification of different chemical compounds. Our results are important
because they provide some of the first analysis of such range dependent effects on the
spectral content and chemical identification related to emission based laser remote
sensing.
In particular, experimental LIBS measurements were carried out to estimate the
performance of an emission-based lidar as a function of range. Although the effects of
the atmospheric absorption could not be observed in the recorded LIBS spectrum due to
equipment limitations, the experimental range-dependent results were consistent with the
calculations carried out with the developed emission-based lidar approach
Studies of a number of substances using the LITE technique were performed and
the effects of atmospheric absorption on the collected LITE spectra observed. The
possibility of distinguishing different substances with the LITE technique in point
geometry was demonstrated using a scanning diffraction grating spectrometer. The
intensity of the LITE emission was found to depend on the thermal conductivity of the
substrate, with higher LITE intensity corresponding to lower thermal conductivity. The
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results suggest that remote trace substance identification is possible if additional studies
are done to optimize the detection system and laser excitation parameters. Intense
atmospheric absorption interferences observed in several parts of the LITE emission
spectra suggest the need for effective atmospheric attenuation correction methods to be
used in remote LITE measurements. The use of a HgCdTe focal plane array detector and
FT-IR spectrometers may be more suitable for LITE sensing to take into account the slow
speed of the LITE thermal equilibrium process and to enable LITE full spectrum
temporal studies.
A new HITRAN-PC atmospheric transmission modeling code was developed
which involved the use of multiple line-by-line (HITRAN, GEISA, JPL, CDMS) and
experimental (PNNL, Coblentz, NIST, EPA, Mpi-Mainz UV-VIS Spectral Atlas)
absorption databases. The use of multiple databases made it possible to cover wider
spectral ranges and substances for more effective attenuation modeling necessary for
emission-based lidar calculations. Comparisons of transmission calculations using
different databases were performed which turned out to be useful for data validation and
improvements. In particular, comparisons of PNNL and HITRAN database simulations
for Methyl Chloride (CH3Cl) revealed, for the first time, band intensity errors in the
HITRAN database. The use of PNNL database made it possible to correct HITRAN
database data and make improvements in Methyl chloride line intensities. Future work
will include introducing new lineshape functions to achieve higher accuracy in
transmission modeling using line-by-line databases.
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Importantly, a new lidar modeling method was introduced applicable to emissionbased lidar techniques which permits calculations of the lidar signal as a function of
range and wavelength and was applied to LITE and LIBS modeling. 12, 77-81
Finally, an important new PCA lidar modeling approach was developed which
may be used to predict the detection range and chemical selectivity performance of
emission-based lidars. Future work may include comparison of PCA analysis of
experimental measurements as a function of range and the simulations to estimate the
performance and limitations of the PCA modeling technique. Our results have been
presented in several conferences and papers. 12, 77-81
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Appendix A Theory Used in Transmission Calculations
This section explains the equations and conversion factors used to calculate the
transmission, absorption, and optical depth values for the molecular atmosphere in the
Hitran-PC program. Most of these equations are from the Hitran-PC 3.0 User Manual.

A1.1

Beer-Lambert Law, Line intensity, Lineshapes

The transmission of light through a media can be expressed by the Beer-Lambert law
as

I = IO ⋅ e −OD ,
where IO is the initial light intensity, I is the intensity after passing through the media,
and OD is called the Optical Depth. This can be related to the normal parameters of
Transmission (T), Absorption (A), Optical Depth (OD), and Absorbance (AC), as:
I
− OD
Transmission (T): T = I = e
o
Absorption (A):

Optical Depth (OD):

Absorbance (AC):

A = 1−T

⎛1⎞
OD = − ln (T ) = ln⎜ ⎟
⎝T ⎠
AC = − log10 (T ) =

OD
= 0.434 ⋅ OD
ln(10)

For the absorption of monochromatic light by one molecular gas in the atmosphere,
the Beer-Lambert law becomes

I (ν , L) = I O ⋅ e − OD = I O ⋅ e −α (ν ) ⋅ Pa ⋅ L ,
where α(ν) is the linear absorption coefficient defined in

1
cm ⋅ Atm

, ν is the frequency in

cm-1, Pa is the partial pressure of the gas in atmospheres (Atm.), and L is the optical
pathlength in cm; I(ν, L) is the intensity of the monochromatic light at frequency ν after
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transmission through the path length L. For the case where there are many different
gases present in the atmosphere, then the total attenuation or composite transmission is
related to the summation of the individual optical depths as

ODtotal = (Pa1 ⋅ α 1 (ν ) + Pa 2 ⋅ α 2 (ν ) + ... + Pan ⋅ α n (ν )) ⋅ L
The absorption coefficient can be related to the molecular line intensity, S, by

α (ν ) = S ⋅ g (ν − ν o ) ⋅ N
where g(ν – v0) is the normalized lineshape function (units of cm) and ν0 is the frequency
of the line center in cm-1. The molecular line intensity, S, is given in the HITRAN
database units of

cm −1
molecule ⋅ cm − 2

or

cm
molecule

, and N is the total number of molecules of

absorbing gas per cm3 per atmosphere. The value of N at 296 °K is Loschmidts’ number
(NL),

N L = 2.479 ⋅ 1019

molecules
cm 3 ⋅ Atm

At other temperatures, N is calculated (following the ideal gas law) as

N = NL ⋅

296
T ,

where T is the temperature in Kelvin.
Using the above, the Transmission, T, of monochromatic light is thus given by

T=

I (ν , L)
= exp [ − S ⋅ g (ν − ν o ) ⋅ N ⋅ Pa ⋅ L] .
Io

As can be seen, S·g(ν – νo) is the absorption cross section per molecule
N·Pa is the absolute density of absorbing molecules in units of

molecules
cm 3

cm 2
molecule

, and

. The Boltzmann

population factor is contained within S. As an aside, although the above expression
appears to be valid for each absorbing molecule, the values for S given in the HITRAN
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database have been normalized to one atmosphere of gas and assumes that the
composition of the gas contains the natural fractional abundance of each isotopic species.
In other words, the values of the isotopic abundances are contained in the S parameter.
As such, it is common to group S·g(ν - νo)·N as the optical line strength per unit
atmosphere of gas. Note, however, if the user is conducting laboratory optical
spectroscopy using an absorption cell with a sample of gas which contains only one
isotope (or non-standard isotopic mixture) then the value of Pa used for the transmission
calculations should be increased accordingly. Hitran-PC 4.0 now allows (as an option)
inputting isotope partial pressures directly so that it is not normalized by the natural
atmospheric abundances of the isotopes.
There are three lineshape profiles used in the Hitran-PC program. A Lorentzian
lineshape function is available for Pressure Broadening calculations, a Gaussian function
is available for Doppler Broadening, and a Voigt profile is used for a composite of both
Doppler and Pressure broadening.
The Lorentzian / Pressure broadened profile is given by
⎛γ p
⎜
⎜ π
⎝

⎞
⎟
⎟
⎠
g p (ν − ν o ) =
2
(ν − ν o ) + γ 2p ,

(

)

where γp is the pressure-broadened halfwidth at half-maximum (HWHM) in
wavenumbers (cm-1). The pressure broadened halfwidth is related to the air-broadened
halfwidth parameter, g, (contained in the HITRAN database) as

γ

p

⎛ 296 οK
= g⋅⎜
⎜ T
⎝

n

⎞
⎟ ⋅ Pt
,
⎟
⎠

where Pt is the total background atmospheric pressure as specified explicitly by the
Hitran-PC user. The value of g is temperature dependent and is scaled to other
temperatures using the temperature coefficient parameter for the air-broadened linewidth,
n, which is contained in the HITRAN database. The value for g is usually on the order
of 0.05

cm −1
Atm

, and the value of n is on the order of 0.5.
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Hitran-PC also allows carrying out calculations including self-broadening. In this
case the total pressure broadened halfwidth at half-maximum (HWHM) can be expressed
as

γp

⎛ 296 οK
=⎜
⎜ T
⎝

n

⎞
⎟ ⋅ [g ⋅ P + g ⋅ (P − P )]
s
a
t
a
⎟
⎠

where gs is the self-broadened coefficient, and Pa is the partial pressure of the species.
All other parameters in the equation are the same as the ones used in the equation for the
air-broadened halfwidth above. If the self-broadened parameter is absent in the
HITRAN database, then its value is set equal to the self-broadened value (except for the
H2O molecule, where the self-broadened value is assigned a value 5 times that of the airbroadened halfwidth).

The Gaussian or Doppler line profile is expressed as

⎛ 1
g D (ν − ν o ) = ⎜⎜
⎝γD

⎡ − ln 2 ⋅ (ν − ν )2 ⎤
⎞ ln 2
o
⎟⋅
⋅
exp
⎢
⎥,
⎟
2
π
γD
⎢⎣
⎥⎦
⎠

where γD is the Doppler linewidth (HWHM in cm-1) given by

⎛ ν ⎞ 2 RT ⋅ ln 2
γ D = ⎜⎜ o ⎟⎟ ⋅
M
⎝ c ⎠
where R is the gas constant, T is the temperature in Kelvin and M is the molecular weight
of the molecule. The value for the appropriate molecular weight for each isotope is
stored in the Hitran-PC program, and also listed in appendices in the 3.0 User Manual.
The Voigt profile is an integral over both the Doppler and Pressure profiles, and is
used when both broadening mechanisms are present in approximately equal amounts.
An approximation to the Voigt profile is used in the Hitran-PC program as reported by E.
E. Whiting. The equation used is accurate to within 1 to 2 %, and is given by 4,5
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⎧
⎛ wl ⎞
⎪
⎜
⎟
2 ⎤⎫
⎧
⎡
⎛ DN ⎞ ⎪ ⎪⎪
gV
wl ⎤
wv
⎪⎡
⎝
⎠
⎟ ⎥⎬ + ⎨
= ⎨ ⎢1 −
⎥ ⋅ exp⎢ − 2.772 ⋅ ⎜⎜
⎟
⎢
IgV max ⎪ ⎣ w v ⎦
⎝ w v ⎠ ⎥⎦ ⎪ ⎪
⎣
⎩
⎭ ⎪ 1 + 4 ⋅ ⎛⎜ DN
⎜ w
⎪⎩
⎝ v

⎫
⎪
⎪⎪
+
2⎬
⎞ ⎪
⎟ ⎪
⎟ ⎪
⎠ ⎭

2.25 ⎤
⎧
⎫,
⎡
⎛
⎞
⎛
⎞
⎛
⎞
w
w
DN
10
⎪
⎪
⎥−
⎟
+ 0.016 ⋅ ⎜⎜ 1 − l ⎟⎟ ⋅ ⎜⎜ l ⎟⎟ ⋅ ⎨exp⎢ − 0.4⎜⎜
⎟
2.25 ⎬
⎢
⎥
w
w
w
(
)
10
DN
w
+
v
v
v
⎝
⎠ ⎝
⎠ ⎪
⎝
⎠
⎪⎭
v
⎣
⎦
⎩

where

w v = 0.5346 ⋅ w l +

0.2166 ⋅ w l 2 + w d 2

is the Voigt linewidth given by Olivero and Longbothum, and
Ig v max =

1
⎛
⎛w
⎜
w v ⋅ ⎜ 1.065 + 0.447 ⋅ ⎜⎜ l
⎜
⎝ wv
⎝

⎞
⎛w
⎟ + 0.058 ⋅ ⎜ l
⎟
⎜w
⎠
⎝ v

⎞
⎟
⎟
⎠

2⎞

⎟
⎟⎟
⎠

is the value of the Voigt profile at the line center. In the above equations, DN is the
differential frequency from line center, (ν - ν0), and wl, wd, and wv are the FWHM
linewidths of the Lorentzian, Doppler, and Voigt profiles, respectively. Note that wl is
the FWHM linewidth, so that wl = 2γp; the FWHM values are used in the above
equations in order to be consistent with the specified references and for ease of
verification of the equations by the user.
Either Pressure, Doppler, or Voigt lineshape profiles may be used to determine the
absorption coefficient in the Hitran-PC program.
The STICK (Lorentzian Peak) lineshape option can be used to only display the peak or
maximum value of the pressure broadened lineshape. In this case, gp max is equal to

g pmax =

1
0.318
=
π ⋅γ p
γp .
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For the STICK (Doppler Peak) option, gDmax is

ln 2
g D max =

π

γD

=

0.496

γD

In the past (HITRAN-PC Versions 1.0 to 3.0), the Stick lineshapes were often used
because they were faster than the Doppler or Gaussian calculations. However, that is no
longer true since the main calculation speed is determined by the hard drive access time
which is the same for all lineshapes.

A1.2 Temperature Dependence
The temperature dependence of the calculated transmission spectrum in the Hitran-PC
program occurs primarily through the parameters, S, N, γD, and γp, which are directly
temperature dependent, and through the values of Pa and Pt if the pressure and
temperature altitude profiles of the atmosphere are used to specify Pa and Pt. The
temperature dependence of these parameters is explained in the following:

(a) Calculation of S for Temperatures Not Equal to 296K
The line intensity, S, is dependent upon several factors, some of which are a function
of temperature. The most important of these dependencies can be explained to first order
approximately as in the following:
The line intensity, S, as defined in the HITRAN database includes the Boltzmann
population factor and is, thus, a function of temperature. The Boltzmann population
factor can be expressed approximately by

⎛ E' ⎞
gl ⋅ exp⎜ −
⎟
kT ⎠
⎝
P ( E ') =
⎛ E ⎞ ,
∑ exp⎜ − i ⎟
⎝ kT ⎠
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where E’ is the energy of the lower level of the transition (referenced to the ground state
of the molecule), T is the temperature, and the summation is taken over all energy levels,
Ei, of the molecule; gl is the degeneracy of E’ level. The value of E’ for each
molecular transition is in the HITRAN database and can be obtained using the software
supplied with the HITRAN database.
The value of the summation in the denominator is called the Internal Partition sum, Q.
The value of Q is dependent upon the temperature, T, of the molecule. The value for Q
is calculated in the HITRAN program through use of a set of values of Q for each
molecule that is valid for a T of 296K and supplied with the HITRAN database, and then
applying a third order polynomial expression which describes the variation of Q with
temperature; this third order poly fit was used for the 2000 HTRAN database and earlier
versions, but has been supplanted by look-up tables for the more recent databases (see the
appendix on the temperature/partition sum). The coefficients used for the polynomial
expression are temperature dependent, so different coefficients are used over different
temperature ranges. The coefficients for the current HITRAN database are valid for a
temperature from 70K to 3000K, and are contained in the Hitran-PC program and also
listed in the appendices.
The above temperature extrapolation is available for all molecules except for those
few molecules that the ground state energy of the transition, E’, is not known (listed in
the HITRAN database with E =-1).
The value of the line intensity, S, also contains the effect of the population of the
upper level and stimulated emission from that level. This can be seen by expressing the
normal definition of the line strength in terms of the upper and lower state populations, as

⎛ hν ⎞
S'= ⎜
⎟ ⋅ B ⋅ (N l − N u ) ,
⎝ c ⎠
where B is the Einstein B coefficient, Nl is the Boltzmann population of the lower state,

Nu is the population of the upper level in

molecules
cm 3

, and ν is the transition frequency in

cm-1. In the above equation, a prime is used (i.e. S’) since the units of S’ assumes that
the populations are given in

molecules
cm 3

, while S involves population units in atmospheres;

S will be related to S’ later in this section.
The population term can be written (assuming a Boltzmann population and LocalThermodynamic-Equilibrium, LTE) as
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⎛

⎞

(N l − N u ) = N l ⋅ ⎜⎜ 1 − exp⎛⎜ − hcν ⎞⎟ ⎟⎟ .
kT ⎠ ⎠

⎝

⎝

This latter term is also calculated in the HITRAN programs in order to properly scale
the value of S as a function of temperature. Note that in terms of the population term
used earlier, Nl is also further dependent upon temperature if expressed in units of
atmospheres since

⎛ 296 ⎞
Nl = NL ⋅⎜
⎟ ⋅ P ( E ') ,
⎝ T ⎠
Using the above equations, the value of the line strength at a temperature T can be
referenced to the value of S at a reference temperature Tr as

⎛
⎛ Q (Tr ) ⎞
⎟⎟ ⋅ exp⎜ 1.439 ⋅ ν
S (T ) = S (Tr ) ⋅ ⎜⎜
⎜
⎝ Q (T ) ⎠
⎝

⎛ T − Tr
⋅ ⎜⎜
⎝ T ⋅ Tr

⎞⎞
⎟⎟
⎟⎟ .
⎠⎠

In the HITRAN database, the values of Q and S are referenced to a temperature of 296K;4
the above equation is valid for the temperature dependence of either S or S’.
The user of the HITRAN database should be aware of the above temperature
dependence of S, which is valid for absorption transitions.
For the case of non-thermodynamic equilibrium, then one often uses the temperature
independent parameter of the transition probability,

R2

gl

. This term is related to B as

⎛ 8π 2 ⎞ ⎛⎜ R 2 ⎞⎟
B = ⎜ 2 ⎟⋅⎜
⎜ 3h ⎟ ⎜ gl ⎟⎟ .
⎝
⎠ ⎝
⎠

where again gl is the degeneracy of the lower state, and is usually equal to 2J”+1 for a
basic diatomic molecule.
Here R is the transition dipole moment and is defined as
^

R = ∫ Ψ* M Ψ dτ
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^

where M is the molecular electric-dipole moment. The transition dipole moment R is
usually given in units of Debye and 1 Debye = 10-18 esu·cm. Often R is due to several
terms arising from vibrational, rotational, and rotational-vibrational interactions as
2

2

2

R = Rv 'v" ⋅ RJ ' J " ⋅ F ( m )
where the first term is due to pure vibrational transition probability, the second term due
to rotational transitions, and the third term is a rotational-vibrational correction term
called the Herman-Wallis factor. F(m) can be given for a linear diatomic molecule as

F (m ) = 1 + C v ⋅m + Dv ⋅ 2m + ... ,
where 2m = J ' (J '+1) − J " (J "+1) . Here J” is the rotational quantum number of the lower
level and J’ is that for the upper level. For a P-branch transition, m = -J’’ and for an Rbranch, m = J”+1. For a simple diatomic molecule like HCl, RJ 'J " 2 is equal to |m|.
Finally, taking into account all of the above equations, one can write

⎛ 8π 3
S' = ⎜
⎜ 3hc
⎝

⎞
⎟ ⋅ν
⎟
⎠

⎛ R2 ⎞
⎛ 296 ⎞
⎜
⎟
⋅⎜
⋅ gl ⋅ N L ⋅ ⎜
⎟ ⋅ Ia
⎟
⎜ gl ⎟
⎝ T ⎠
⎝
⎠

⎛ E' ⎞
exp⎜ −
⎟
⎛
kT ⎠
⎛ hcν ⎞ ⎞
⎝
⋅ ⎜⎜ 1 − exp⎜ −
⋅ 10 − 36 ,
⎟ ⎟⎟ ⋅ g l ⋅
kT
Q
⎝
⎠
⎝
⎠

where Ia is the isotope fraction and gl is the nuclear spin degeneracy of the lower level.
The term of 10-36 is used to convert the values of Debyes2 to cgs units. In the above
equation, the numerical value of the term

R

2

gl

is given in the HITRAN database in units

of Debyes2 and includes the degeneracy factor as indicated. The above equation Ia is the
isotopic abundance and these values are listed in the corresponding Appendix.
Finally, the value of S’ can be related to S as used in the HITRAN database by
normalizing S to 1 Atm of pressure as

S=

S'
⎛ 296 ⎞ .
NL ⋅⎜
⎟
⎝ T ⎠

A more thorough discussion of the above definition of S as used in the HITRAN database
is contained in the references.
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(b) Atmospheric Density N
In the Hitran-PC program, the user is also given the option of specifying whether or not
N will depend upon temperature. The usual (default) answer will use N proportional to
1/T, which follows the ideal gas law.
However the user can set N equal to a constant value (NL = 2.479 · 1019

molecules
cm 3

) for

all temperature values using the “Fixed value of N” Option specified during the
question/answer start of the Hitran-PC program. This option is offered so that the user
can model an absorption experiment in which the gas is contained inside a sealed
(enclosed) absorption cell. In this case, the total pressure would increase with the
temperature, but the concentration of the gas (i. e. N·Pa) would remain fixed. This can
be modeled in the Hitran-PC program by using the “Fixed N” option which fixes the
value of N·Pa. Unfortunately, however, the Hitran-PC program does not change the
value of Pt with this option. As such, the user must manually increase the value of Pt in
order to model the linear increase of the total pressure with temperature.

(c) The Doppler Linewidths
The Doppler linewidths are calculated using the standard Doppler equation and the
molecular weights of the isotopes; the molecular weights of the isotopes used in the
Hitran-PC program are given in the Appendices.

(d) Temperature Override Option
The Hitran-PC program allows the user to specify the temperature to be used for the
transmission calculations. For temperatures not equal to the HITRAN database
reference temperature (296 K), then the temperature extrapolation routines are used for
all lines, except those few lines for which the temperature extrapolation is not valid (i. e.
molecules with E = -1). For these latter lines, the Hitran-PC program will just ignore
their contribution to the overall transmission spectrum and inform the user that some
lines are not being plotted because of this reason. However, the user can override the
skipping of these lines by using the temperature override option (the Default option) as
specified during the input parameter selection. In this case, these lines are included in the
overall transmission calculations, except a temperature of 296K is used for the
determination of the S value; that is, the user specified temperature is used for all
molecules except those with E = -1, and a temperature of 296K is used for those
molecules with E = -1. Note, however, that the user specified temperature is used for the
calculation of the linewidths (Pressure and Doppler) and the atmospheric density term,
N. For example in the case of O2 lines in the older HITRAN databases of 1992/1996, if
the user specifies a temperature of 1000K and the override option is used, then T=1000K
221

is used for the linewidth and N calculations, and T = 296K is used for the S value
determination of the O2 lines. The temperature dependence of N can also be overridden
as specified by the user so that a constant value of N is used for the temperatures.

A1.3 Slant Path Calculations Using Altitude Profiles
The total transmission spectrum of the atmosphere along a slant path is modeled in
the Hitran-PC program by subdividing the path into multiple layers and assigning the
appropriate value of the temperature, path length, total atmospheric pressure, and partial
pressure for each gas at the altitude of each layer. The number of layers and the altitude
of each layer is specified by the user. The Hitran-PC program performs a linear
interpolation of the stored altitude profiles in order to compute the appropriate total
pressure, temperature, and partial pressures for each layer. The Hitran-PC program can
handle up to 1000 layers for these calculations, although such detail will reduce the
execution speed of the program and affect the accuracy due to the optical depth threshold
limit or discrete representation of numbers in a computer. The program uses a spherical
earth geometry in that the ending altitude is calculated using this geometry; i.e. a long
horizontal path will show an increase in altitude at far ranges.
The atmospheric profiles used are those from one of the U.S. Atmospheric Models
and are stored in 44 ASCII data files in the press* subdirectories.9 The parameter values
stored are total pressure (milibars, mb), temperature (K), and mixing ratios (ppmv, parts
per million by volume) for each of the gases. Each data file is a list of altitude values in
kilometers (km) and the parameter value. The altitude values listed in the files must
cover the range starting with 0 km and go to 120 km. Any number of altitude levels is
allowed, depending upon the level of detail desired by the user. These data files can be
changed by the user, or a new set of values can be specified in order to model other
characteristics, such as a high altitude plume of gas; see the appendices for more details
on the press6 data files, and use of other press* datafiles. The default subdirectory used
is the press6 subdirectory which contains the U.S. Standard Atmosphere (Model #6).
There are two options that the user can specify for the calculation of the values of the
parameters for each altitude level: Option 1 uses the parameter values as stored in the
press* datafiles, and Option 2 uses these profiles but also allows the user to specify or
change the ground level value. In the latter case, the properties are proportional to the
values stored in the press* data files. This is explained in the following:
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OPTION 1:
For a slant path calculation, the user specifies the initial altitude, the path length, number
of layers, and the slant angle (+90 degrees for vertical direction, 0 degrees for horizontal
path). The program calculated the appropriate altitude of each layer, and uses the press*
data files to form the interpolated values of the total pressure, temperature, and partial
pressures for each layer. The linear interpolated values have units of millibars for the
total pressure, PTmb(h), degrees Kelvin (K) for the temperature, T(h), and units of ppmv
for each of the individual gases, PAppmv(h); here, h is the altitude or height of the layer.
These values are converted to the units of atmospheres (Atm) as used by the Hitran-PC
program by these equations
⎛ 1 Atm ⎞
⎟⎟
PTatm (h) = PTmb (h) ⋅ ⎜⎜
1013
mb
⎝
⎠ .
PAatm (h) = PAppmv (h) ⋅ PTatm (h)

The latter equation is used to calculate the partial pressures for each of the HITRAN lineby-line atmospheric molecules.

OPTION 2:
As another option, the Hitran-PC program also allows the user to individually change
the ground level (0 km altitude) value of the total pressure, temperature, and partial
pressure of each individual molecule, and to modify the altitude profiles accordingly.
These are the separately inputted values that are normally specified and used when the
Hitran-PC program calculates the transmission along a fixed horizontal path, and the
normal “Run” command is used. These values are also stored in the transw.cfg startup
file and are the ones that can be changed by the menu options.
For Option (2), the interpretation for the temperature is to produce a constant shift in the
temperature profile at all altitudes. The interpretation for the pressure is to produce a
proportional change in the pressure at all altitudes. If the user specified value of the
ground level total pressure (Atm) is PTs, the temperature is Ts, and the partial pressures
(Atm) are PAs, then the modified values for the parameter values at each altitude, h, are
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T ' (h) = T (h) + (Ts − T (0 ))
⎛ PTs ⎞
⎟
PT 'atm (h) = PTatm (h) ⋅ ⎜⎜
⎟
(
)
PT
0
⎝ atm ⎠
PA'atm (h) =

,

PT 'atm (h) ⋅ PA ppmv (h) ⋅ PAs
PT 'atm (0 ) ⋅ PA ppmv (0 )

where the primed variables represent the modified values which are used in the HitranPC program at each altitude level, h. The unprimed parameters are defined as in the
equations for Option 1 above, and are the interpolated values obtained from the press*
altitude profiles.
These equations are used to calculate the values of the temperature, total pressure, and
partial pressures for all altitudes for the slant path calculations. This allows the user to
still use the relative altitude profiles as stored in the press* data files, but set the ground
level (0 km altitude) values to that of the “horizontal path” calculation. The values can
be displayed during the initial input portion of the slant path calculation, and are
displayed as each layer transmission is plotted. After the slant path calculation is
completed using the above Option 2 and the user goes to the normal “Run” or
“Horizontal Path” mode of operation, the partial pressures, total pressure, and the
temperature values are returned to their ground level specified values of PTs, Ts, and PAs.
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Appendix B Comparison of HITRAN and GEISA Line-by-line Database Contents

Table B1 List of isotopes and molecules in the HITRAN and GEISA databases
Molecule
chemical
formula

HITRAN
molecule
number

GEISA
molecule
number

H2O

1

1

CO2

2

2

O3

3

3

N2O

4

4

CO

5

5

Isotopes by
natural
abundance

Isotope code
(HITRAN /
GEISA)

H16OH
H18OH
H17OH
H16OD
H18OD
H17OD
16 12 16
O C O
16 13 16
O C O
16 12 18
O C O
16 12 17
O C O
16 13 18
O C O
16 13 17
O C O
18 12 18
O C O
17 12 18
O C O
18 13 18
O C O
18 13 17
O C O
16 16 16
O O O
16 16 18
O O O
16 18 16
O O O
16 16 17
O O O
16 17 16
O O O
14 14 16
N N O
14 15 16
N N O
15 14 16
N N O
14 14 18
N N O
14 14 17
N N O
14 15 18
N N O
15 14 18
N N O
15 15 16
N N O
12 16
C O
13 16
C O

161
181
171
162
182
172
626
636
628
627
638
637
828
827 / 728
838
837 / None
666
668
686
667
676
446
456
546
448
447
None / 458
None / 548
None / 556
26
36

HITRAN
2008
isotope
available
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
No
No
No
Yes
Yes

GEISA
2009
isotope
available
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
No
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes

225

12

C18O
12 17
C O
13 18
C O
13 17
C O
12
CH4
13
CH4
CH4

6

6 and 23

7

7

NO

8

8

SO2

9

9

NO2

10

10

NH3

11

11

HNO3

12

13

OH

13

14

HF

14

15

HCl

15

16

HBr

16

17

HI

17

18

ClO

18

19

OCS

19

20

Yes
Yes
Yes
Yes
Yes
Yes

12

CH3D

212

Yes

13

CH3D

312

Yes

66
68
67
46
56
48
626
646
646
4111 / 411
5111 / 511
146
61
81
62
19
15
17
19
11
17
56
76
622
624
632
623
822
None / 634
None / 722

Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
No
No

16

O2

28
27
38
37
211
311

O16O
16 18
O O
16 17
O O
14 16
N O
15 16
N O
14 18
N O
32 16
S O2
34 16
S O2
14 16
N O2
14
NH3
15
NH3
14 16
H N O3
16
OH
18
OH
16
OD
H19F
H35Cl
H37Cl
H79Br
H81Br
H127I
35 16
Cl O
37 16
Cl O
16 12 32
O C S
16 12 34
O C S
16 13 32
O C S
16 12 33
O C S
18 12 32
O C S
16 13 34
O C S
17 12 32
O C S

Yes
Yes
Yes
Yes
Yes
Yes
Yes, see
CH3D
Yes, see
CH3D
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes

226

H2CO

20

21

HOCl

21

32

N2

22

33

HCN

23

27

CH3Cl

24

34

H2O2

25

35

C2H2

26

24

C2H6

27

22

PH3
COF2
SF6

28
29
30

12
38
39

H2S

31

36

HCOOH
HO2
O

32
33
34

37
41
N/A

ClONO2

35

42

NO+

36

45

HOBr

37

N/A

C2H4

38

25

CH3OH

39

44

CH3Br

40

43

CH3CN
CF4

41
42

50
49

CH3D

6

23

H212C16O
H213C16O
H212C18O
H16O35Cl
H16O37Cl
14 14
N N
12 14
H C N
H13C14N
H12C15N
D12C14N
12
CH335Cl
12
CH337Cl
H216O16O
12
C2H2
12 13
C CH2
12
C2H6
12 13
C CH6
31
PH3
12 16 19
C O F2
32 19
S F6
H232S
H234S
H233S
H12C16O16OH
H16O2
16
O
15 16 14 16
Cl O N O2
17 16 14 16
Cl O N O2
14 16
N O+
16 79
H O Br
H16O81Br
12
C2H4
12 13
C CH4
12
CH316OH
12
CH379Br
12
CH381Br
12
CH312C14N
12 19
C F4

126
136
128
165
167
44
124
134
125
None / 224
215
217
1661 / 166
1221 / 221
1231 / 231
1221 / 226
None / 236
1111 / 131
269
29
121
141
131
126 / 261
166
6 / None
5646 / 564
7646 / 764
46
169 / None
161 / None
221 / 211
231 / 311
2161 / 216
219 / 79
211 / 81
2124 / 234
29 / 291

12

CH3D

212

13

CH3D

312

Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
No
Yes
Yes
Yes
Yes
Yes
Yes
No
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes. see
CH4
Yes, see

Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
No
Yes
Yes
Yes
No
No
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
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GeH4
C3H8
C2N2
C4H2
HC3N
C3H4
HNC
C6H6
C2HD

N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A*

26
28
29
30
31
40
46
47
48

74

GeH4
C3H8
12
C214N2
12
C4H2
12
H C314N
13
C3H4
14 12
H N C
12
C6H6
12
C2HD
12

None / 411
None / 221
None / 224
None / 211
None / 124
None / 341
None / 142
None / 266
None / 122

CH4
No
No
No
No
No
No
No
No
No

Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes

If the same isotope code (isotopologue number) is used in both GEISA and
HITRAN databases for a particular isotope, the corresponding isotope code is written in
the table only once. (* This molecule would be an isotope of molecule 26 (C2H2) in the
HITRAN edition if it was present.)
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Appendix C Availability of Temperature Recalculation Parameters for Total
Internal Partition Sums in Different HITRAN Editions

HITRAN 1992: Third order polynomial with coefficients in 2 ranges: 70K ≤ T ≤ 415K and 415K
< T ≤ 2005
HITRAN 1996 – 2000: Third order polynomial with coefficients in 3 ranges: 70K ≤ T ≤ 500K,
500K < T ≤ 1500K and 1500K < T ≤ 3000K.
HITRAN 2004 – 2008: Lookup table for 70K – 3000K range obtained with Lagrange 4-point
interpolation with coefficients for 25K steps

“x” – Temperature recalculation coefficients available for the corresponding HITRAN
edition, isotope and temperature range

“-” – Temperature recalculation coefficients unavailable for the corresponding HITRAN
edition, isotope and temperature range.

Isotopes displayed in grey were unavailable in the corresponding HITRAN edition.
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Table C1 Availability of different isotopes and molecules and temperature recalculation parameters for total internal partition sums
in different HITRAN editions

Range 3
1500K < T ≤ 3000K

70K ≤ T ≤ 3000K

70K ≤ T ≤ 3000K

CO2

HITRAN
2008

Range 2
500K < T ≤ 1500K

2

HITRAN
2004

Range 1
70K ≤ T ≤ 500K

H2O

HITRAN
2000

Range 3
1500K < T ≤ 3000K

1

161
181
171
162
182
172
626
636
628
627
638
637
828

HITRAN
1996
Range 2
500K < T ≤ 1500K

Temperature region →

HITRAN
1992
Range 1
70K ≤ T ≤ 500K

Isotopologue
number

Range 2
415K < T ≤ 2005K

Chem.
formula

Range 1
70K ≤ T ≤ 415K

Molecule
Number

x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
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O3

3
O3, not in
HITRAN
line-by-line

4

N2O

827
838
837
666
668
686
667
676
678
767
768
776
777
778
786
787
868
878
886
887
888
446
456
546
448
447

x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
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5

CO

6

CH4

7

O2

8

NO

9

SO2

10

NO2

11

NH3

12

HNO3

13

OH

26
36
28
27
38
37
211
311
212
312
66
68
67
46
56
48
626
646
646
4111
5111
146
61
81
62

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
232

14

HF

15

HCl

16

HBr

17

HI

18

ClO

19

OCS

20

H2CO

21

HOCl

22

N2

23

HCN

24

CH3Cl

25

H2O2

19
15
17
19
11
17
56
76
622
624
632
623
822
126
136
128
165
167
44
124
134
125
215
217
1661

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
233

26

C2H2

27
28
29
30

C2H6
PH3
COF2
SF6

31

H2S

32
33
34

HCOOH
HO2
O

35

ClONO2

36

NO+

37

HOBr

38

C2H4

39
40

CH3OH
CH3Br

41
42

CH3CN
CF4

1221
1231
1221
1111
269
29
121
141
131
126
166
6
5646
7646
46
169
161
221
231
2161
219
211
2124
29

x
x
x
-

x
x
x
-

x
x
x
x
x
x
x
x
x
x
-

x
x
x
x
x
x
-

x
x
x
x
x
x
-

x
x
x
x
x
x
x
x
x
x
-

x
x
x
x
x
x
-

x
x
x
x
x
x
-

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
-

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
-
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Appendix D Abundances and Other Parameters for GEISA Isotopes Unavailable
in the HITRAN Database

Unlike the HITRAN database, GEISA database is not supplied with additional
isotope parameters (such as molar mass, isotope abundance, state independent
degeneracy factor and the total internal partition sum at 296K) necessary for transmission
simulations. Such information is always supplied in each edition of HITRAN database
for all isotopes. Therefore line-by-line calculations for GEISA database are carried out
using reference data provided with the HITRAN database for all molecules present in
both HITRAN and GEISA editions. However, since GEISA database contains several
molecules and isotopes not present in the HITRAN edition, it was necessary to acquire
such parameters for these additional GEISA species separately which is summarized in
the table below:

Table D1 Parameters for GEISA isotopes unavailable in the HITRAN database
GEISA
molecule
number

Molecule
chemical
formula

4

N2O

20

OCS

22
26
27
28
29
30

C2H6
GeH4
HCN
C3H8
C2N2
C4H2

GEISA
isotope
code
458
548
556
634
722
236
411
224
221
224
211

Isotope
formula
14

N15N18O
15 14 18
N N O
15 15 16
N N O
16 13 34
O C S
17 12 32
O C S
12 13
C CH6
74
GeH4
12 14
D C N
12
C3H8
12
C214N2
12
C4H2

Natural
abundance

Q(296K)

gj

Molar
mass, g

1.46016×10-5
1.46016×10-5
1.33857×10-5
4.67176×10-4
3.4954×10-4
2.19526×10-2
0.365172
1.53446×10-4
0.965835
0.970752
0.955997

1634.3
8.19833×107
15628.4
9844.08

-

47.002342
47.002342
45.995133
62.966137
60.971202
31.050305
77.952479
28.017176
44.062600
52.006148
50.015650
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31
40
46
47
48

HC3N
C3H4
HNC
C6H6
C2HD

124
341
142
266
122

H12C314N
13
C3H4
14 12
H N C
12
C6H6
12
C2HD

0.963347
1.37048×10-6
0.985114
0.934291
3.0455×10-4

-

-

51.010899
42.046950
27.010899
78.046950
27.021927

Q(296K) – Total internal partition sum at a temperature of 296K
gj – State independent degeneracy factor

Molar mass values are based on (values marked in the annotation as B, C or
both were used): P. De Bievre, N.E. Holden, and I.L. Barnes, “Isotopic Abundances and
Atomic Weights of the Elements,” J. Phys. Chem. Ref. Data, Vol. 13, No. 3, pp. 809-891
(1984).
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Appendix E Temperature Recalculation Parameters for Selected GEISA Isotopes
Unavailable in the HITRAN Database

Table E1 Total internal partition sums for selected GEISA isotopes absent in HITRAN
GEISA
molecule
number /
formula

26 / GeH4
28 / C3H8
29 / C2N2
30 / C4H2

Coefficient
d

Coefficient
e

411
-15.879
1.6483
1.9543×10-2 -3.6955×10-5
221 2.1053×106 -6.2551×104
1319.6
-6.6120
-2
224
222.69
13.677
4.0879×10
6.1373×10-5
221
208.45
2.1273
8.6027×10-2 -3.9418×10-4

5.3202×10-8
2.0094×10-2
8.0557×10-7
1.5230×10-6

Iso.
code

Coeff.
a

Coefficient
b

Coefficient
c

The coefficients for the above isotopes are the ones taken from: Jonathan Fischer, Robert
R. Gamache, “Total internal partition sums for molecules of astrophysical interest”,
JQSRT, Vol. 74, pp. 263-272, (2002).
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Appendix F Correction of the Doppler Lineshape Error Found in the HITRAN-PC
3.0 and 4.0 Program

Some constant values are stored in numerical format in the Hitran-PC 4.0
program for faster calculations. An error was found in the calculation of the Doppler
broadened lineshape in that the ln(2) term value stored in numerical form was
accidentally typed in as 0.963 (as opposed to 0.693) in the Doppler line profile equation
shown below:

⎡ − ln 2 ⋅ (ν −ν o )2 ⎤
⎛ 1 ⎞ ln 2
⋅ exp⎢
g D (ν −ν o ) = ⎜⎜ ⎟⎟ ⋅
⎥
π
γ D2
⎝γD ⎠
⎦
⎣
This error resulted in an underestimation of the Doppler line width by 17.8
percent, however did not affect the peak or center line intensity. This error is shown in
the following figure showing the Doppler lineshape of a CO2 line:
0.25

Absorption, %

0.2
0.15
Corrected

0.1
0.05
0
4840.63

Uncorrected
4840.64

4840.65
Wavenumber, cm-1

4840.66

4840.67

Figure F1 Comparison of corrected and uncorrected Doppler lineshapes calculated using
Hitran-PC for a CO2 molecule.
(We thank Chen Bin from Harbin Institute of Technology (China) for pointing this error
out to us.)
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Appendix G Remote controller for the Nd:YAG laser

A 6 channel commercial remote control unit was used to remotely turn the
Nd:YAG laser and the alignment green HeNe laser on and off. The figure below shows
the interface which was constructed to remotely control the Nd:YAG laser and other
external equipment.

Figure G1 Remote control unit constructed to power the Nd:YAG laser and the green
HeNe alignment laser on and off.
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Appendix H LIBS Spectra Gluing Program (Visual C++)

Figure H1 Print screen view of the program written for gluing the LIBS spectra from
different spectral regions.

Below is the partial listing of the program written in Visual C++ in order to glue
same measurement spectra recorded in different spectral intervals.
#include "stdafx.h"
#include "Global.h"
#include "Functions.h"
using namespace System::Windows::Forms;
using namespace System;
using namespace System::IO;
// Procedure is used in order to display a long path with some
characters omitted in the middle of the string
void Reduce_Dir_Path_String(String^ string_to_change, String^
*changed_string, int max_length, int mode)
{
// String^ string_to_change -> String to be changed to reduce
length
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// String^ *changed_string -> String after changes have been
done (string to return)
//
int max_length -> Maximum length of the string
//
int mode -> Mode for the string display

int aux_int;
int length;

// Auxiliary integer
// Length of the string to remove or sth. else

// Inserting the "..." in the middle of the string
if (mode == 1)
{
aux_int = Convert::ToInt32((max_length - 7) / 2);
length = string_to_change->Length - 2 * aux_int;
}
// Inserting the "..." after the drive and removing everthing but
the final file name
if (mode == 2)
{
aux_int = string_to_change->LastIndexOf('\\');
length = aux_int - 3;
aux_int = 3;
}
// Forming the string
if (string_to_change->Length > max_length && aux_int > 0)
{
string_to_change = string_to_change->Remove(aux_int,
length);
string_to_change = string_to_change->Insert(aux_int, " ...
");
}
(*changed_string) = string_to_change;
}
// Function determines the number of spectral files to glue
int Determine_Number_Of_Files(String^ dir_name)
{
int i; // Counter variable
i = 1;
while (System::IO::File::Exists(dir_name + "\\" + i.ToString() +
".txt") == true)
{
i++;
}
return (i - 1);
}
// Procedure is used to glue the files in one particular folder
void Glue_Files(String^ dir_name, int num_files, Wl_Range_Struct
**wl_ranges, int wl_ranges_points)
{
StreamWriter^ write_file = gcnew StreamWriter(dir_name + "\\" +
"glued.txt");
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Appendix I LIBS Spectrum Background Subtraction Program (Visual C++)

Figure I1 Print screen view of the program written for background subtraction in the
LIBS spectra

Below is the partial listing of the program written in Visual C++ in order to
subtract the background spectra from the LIBS spectra.
#include "stdafx.h"
#include "Global.h"
#include "Procedures.h"
using namespace System::Windows::Forms;
using namespace System;
using namespace System::IO;

// Procedure carrying out the conversion of the file
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void Convert_Data(String^ file_name, double *** arr, int
*arr_wl_points, int *arr_strip_points)
{
int wl_num; // Number of wavelengths
int i, j;
// Loop variables
StreamReader^ file = gcnew StreamReader(file_name);
a Stream Writer
int intens_col_num;
of the column containing the intensity values
String^ extracted_str;
double first_value;
double second_value;

// Creating
// Number

// Auxiliary string
// Auxiliary string

// Determining the number of wavelength points
wl_num = Determine_Num_Wavelengths(file_name, 0);
// Removing a 2D array
Remove_2D_Array(arr, arr_wl_points, arr_strip_points);
// Initializing the 2D array
Initialize_2D_Array(arr, 128, wl_num, arr_strip_points,
arr_wl_points);
// Reading in the information from the TXT file
i = 1;
for (j = 1; j <= wl_num; j++)
{
Extract_Values_From_String(file->ReadLine(), &first_value,
&second_value);
(*arr)[j][i] = second_value;
(*arr)[j][0] = first_value;
}
for (i = 2; i <= 128; i++)
{
for (j = 1; j <= wl_num; j++)
{
(*arr)[j][i] =
Extract_Value_From_String_Any_Delimiter(file->ReadLine(),
&extracted_str, 3);
}
}
file->Close();
}
// Forming the spectrum with the background subtracted
void Form_Back_Subtracted_Spectrum(double ***data, int *data_wl_points,
int *data_strip_points, double ***back, int *back_wl_points, int
*back_strip_points)
{
int i, j;
// Loop variables

for (j = 1; j <= (*data_wl_points); j++)
{
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Appendix J Preamplifier Circuits for the HgCdTe Detector

This appendix describes the preamplifier circuits constructed for pre-amplification
of the signal detected by the HgCdTe. Two different circuits were constructed, however
only the circuit based on TL082 dual JFET input operational amplifier was used in
experiments.

Figure J1 Photograph of the constructed preamplifier circuit placed in an aluminum case
for shielding
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Figure J2 Schematic diagram of the first preamplifier circuit based on TL082 dual JFET
input operational amplifier

Figure J3 Schematic diagram of the second preamplifier circuit based on LT1028 ultra
low noise precision high speed operational amplifier.
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Appendix K Shielding of the HgCdTe Detector and Preamplifier Circuit to Reduce
External Electromagnetic Interferences
To minimize the effects of external electromagnetic interferences, the
preamplifier was powered by a battery pack as opposed to a DC power supply. In
addition, the detector, preamplifier and the battery pack were placed into a conductive
copper box. A photograph below shows the back of the open shielding box with the
detector, preamplifier circuit, and the battery pack placed inside.

Figure K1 Photograph of the back of the opened shielding box with a HdCdTe detector,
preamplifier, and the battery pack placed inside. The external power switch
allows powering the detector on/off without the need in opening the box.
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Appendix L - LabVIEW Software Developed for LITE Spectra Recording

This appendix describes the LabVIEW software written for LITE spectra data
collection. The data was collected through a GPIB interface using a lock-in amplifier
connected to a HgCdTe detector. The LabVIEW program also controlled to scanning
monochromator through RC-232 interface for synchronization with the data collection
process.

Figure L1 Instrument panel of the LabVIEW software used to synchronize the scanning
monochromator with data acquisition and to record spectra through a lock-in
amplifier.
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Figure L2 Partial block diagram of the LabVIEW software written to synchronize the scanning monochromator with data acquisition
and to record spectra through a lock-in amplifier.
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Appendix M LITE Spectra Gluing Program (Visual Basic)

Figure M1 Print screen of the program written for gluing LITE spectra from different
spectral regions.

Below is the partial listing of the program written in Visual Basic to glue LITE
spectra recorded in different spectral regions for the same substance.
Option Strict On
Option Explicit On
Public Class Form1
Dim spectrum_one(,) As Double
spectrum
Dim spectrum_one_file_name As String
the path to the first spectrum file
Dim num_lines_spectrum_one As Integer
first spectrum file

'// Array with the first

Dim spectrum_two(,) As Double
spectrum
Dim spectrum_two_file_name As String
the path to the second spectrum file
Dim num_lines_spectrum_two As Integer
second spectrum file

'// Array with the second

'// String with the name of
'// Number of lines in the

'// String with the name of
'// Number of lines in the
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'// Selecting the first spectrum to glue
Private Sub Select_File1_Button_Click(ByVal sender As
System.Object, ByVal e As System.EventArgs) Handles
Select_File1_Button.Click
Dim i As Integer
'// Loop variable
Dim num_str() As String
'// String with the variables in
one line
Dim file As IO.StreamReader
'// Declaring the stream reader
Dim aux_str As String = ""
'// String modified according to
the new format
Dim separator() As String = {" ", vbTab} '// Separator used to
separate wavelengths from efficiency values

If OpenFileDialog.ShowDialog = Windows.Forms.DialogResult.OK
Then
'// Displaying the file name
spectrum_one_file_name = OpenFileDialog.FileName
Reduce_Dir_Path_String(spectrum_one_file_name, aux_str,
Convert.ToInt32(First_Spectrum_TextBox.Width / 8), 2)
First_Spectrum_TextBox.Text = aux_str
'// Determining the number of wavelength points
file = New IO.StreamReader(OpenFileDialog.FileName)
num_lines_spectrum_one = 0
While Not file.EndOfStream
num_lines_spectrum_one = num_lines_spectrum_one + 1
file.ReadLine()
End While
file.Close()
'// Reading in the raw spectrum
ReDim spectrum_one(1, num_lines_spectrum_one)
file = New IO.StreamReader(OpenFileDialog.FileName)
For i = 1 To num_lines_spectrum_one
aux_str = file.ReadLine()
num_str = aux_str.Split(separator,
StringSplitOptions.RemoveEmptyEntries)
spectrum_one(0, i) =
System.Convert.ToDouble(num_str(0))
spectrum_one(1, i) =
System.Convert.ToDouble(num_str(1))
Next i
file.Close()
End If
End Sub
'// Selecting the second spectrum to glue
Private Sub Select_File2_Button_Click(ByVal sender As
System.Object, ByVal e As System.EventArgs) Handles
Select_File2_Button.Click
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Appendix N LITE Spectra Diffraction Grating Normalization Program (Visual
Basic)

Below is a partial listing of the program written in Visual Basic used for
experimental LITE spectra normalization by the diffraction grating efficiency.

Figure N1 Print screen of the program written for normalizing LITE spectra for the
diffraction grating and the detector efficiency curves.

Option Explicit On
Option Strict On
'// Program interpolates the diffraction grating efficiency curve
according to the new wavelength grid
Public Class Form1
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'// Variables used in the program
Dim raw_spectrum(,) As Double
spectrum
Dim normalized_spectrum(,) As Double
normalized spectrum
Dim num_spectrum_lines As Integer = 0
the spectrum file
Dim raw_spec_file_name As String
of the path the the spectrum curve file
Dim grating_raw_curve(,) As Double
curve values read in from a file
Dim grating_processed_curve(,) As Double
processed curve values (for the new wavelength
Dim grating_raw_curve_file_name As String
of the grating raw curve file name

'// Array with the raw
'// Array with the
'// Number of lines in
'// String with the name

'// Array with the raw
'// Array with the
grid)
'// String with the name

Dim detector_raw_curve(,) As Double
'// Array with the raw
detector curve values read in from a file
Dim detector_processed_curve(,) As Double '// Array with the
processed detector curve values (for the new wavelength grid)
Dim detector_raw_curve_file_name As String '// String with the name
of the detector raw curve file name

'// Selecting the file with the wavelengths to use for rescaling
Private Sub Select_Spectrum_Button_Click(ByVal sender As
System.Object, ByVal e As System.EventArgs) Handles
Select_Spectrum_Button.Click
Dim i As Integer
'// Loop variable
Dim num_str() As String
'// String with the variables in
one line
Dim file As IO.StreamReader
'// Declaring the stream reader
Dim aux_str As String = ""
'// String modified according to
the new format
Dim separator() As String = {" ", vbTab} '// Separator used to
separate wavelengths from efficiency values

If OpenFileDialog.ShowDialog = Windows.Forms.DialogResult.OK
Then
'// Initializing the number of spectrum lines
num_spectrum_lines = 0
'// Displaying the file name
raw_spec_file_name = OpenFileDialog.FileName
Reduce_Dir_Path_String(raw_spec_file_name, aux_str,
Wl_File_TextBox.Width, 2)
Wl_File_TextBox.Text = aux_str
'// Determining the number of wavelength points
file = New IO.StreamReader(OpenFileDialog.FileName)
While Not file.EndOfStream
num_spectrum_lines = num_spectrum_lines + 1
file.ReadLine()
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Appendix O MATLAB Code to Carry out PCA Analysis of LIBS Spectra as a
Function Of Range

The program partially listed in this appendix was written in MATLAB and used
to carry out PCA modeling as a function of range for LIBS and LITE techniques.

% In this program all spectra are taken, ran through the lidar equation
for
% different ranges and then through the PCA for each range
% Reading in the attenuation file and the file with
% the spectrum to propagate through the atmosphere
atm_atten = fopen('atm_atten.asc', 'r');
libs_spec = fopen('complete spectra.txt', 'r');
% Indicating the number of points in the files
num_wl_points = 9535;
num_range_points = 20;
num_spectra = 25;
% Range at which the spectrum to be propagated was recorded
rec_range = 3;
% Reading in the information from the 2 files above into matrices
% Reading in irrelevant lines in the attenuation spectrum
for i = 1:11
fgetl(atm_atten);
end
atm = fscanf(atm_atten, '%g\t%g\t%g', [3, num_wl_points]);
% Reading in the LIBS spectrum
% The matrix has 26 rows
libs = fscanf(libs_spec,
'%g\t%g\t%g\t%g\t%g\t%g\t%g\t%g\t%g\t%g\t%g\t%g\t%g\t%g\t%g\t%g\t%g\t%g
\t%g\t%g\t%g\t%g\t%g\t%g\t%g', [num_spectra, num_wl_points]);
% Forming reduced spectra for the specified spectral range (smaller
than the original spectra)
start_index = 1;
end_index = 1000;
numrd_wl_points = end_index - start_index + 1;
reduced_libs = libs(:,start_index : end_index);
reduced_atm = atm(:,start_index : end_index);
% Preallocating libs_for_pca array
Coeff = zeros(num_spectra, numrd_wl_points);
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% Determining Lidar equation coefficients to be used in calculations
for k = 1:num_spectra
Coeff(k,:) = (reduced_libs(k,:) * pi * rec_range * rec_range) ./
exp(-rec_range * reduced_atm(3,:) / 1000);
end
Coeff_2 = 1;
% Preallocating libs_for_pca array
libs_for_pca = zeros(num_spectra, numrd_wl_points);
% Preallocating scores_total
scores_total = zeros(num_spectra * num_range_points, 3);
% Creating a matrix with ranges
l = 0;
prev_step = 0.1; % Range value on the previous itteration
for i = 1:num_range_points
%r(i) = rec_range + (i - 1) * (30 / (num_range_points - 1));
r(i) = rec_range + prev_step;
prev_step = prev_step * 2;
% Preallocating libs_for_pca array
libs_for_pca = zeros(num_spectra, numrd_wl_points);
for k = 1:num_spectra
libs_for_pca(k,:) = (Coeff_2 .* Coeff(k, :) .* exp(-1 .* r(i)
.* reduced_atm(3,:) ./ 1000) ./ (pi .* r(i) .* r(i))) ;
end
% Running principal component analysis (PCA)
[coeff, scores] = princomp(libs_for_pca);
scores_total((l * num_spectra) + 1 : ((l + 1) * num_spectra), 1) =
scores(1 :num_spectra,1);
scores_total((l * num_spectra) + 1 : ((l + 1) * num_spectra), 2) =
scores(1: num_spectra,2);
scores_total((l * num_spectra) + 1 : ((l + 1) * num_spectra), 3) =
scores(1: num_spectra,3);
l = l + 1;
end
% Plotting the scores for the first 3 components
plot3(scores_total(:,1), scores_total(:,2), scores_total(:,3),'+w');
grid on
axis square
hold on
% Plooting the points in 3 dimentsions
for k = 0:(num_range_points - 1)
l = k * num_spectra;
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Appendix P Corrections to the LIDAR Return Calculations in LIDAR-PC 2.0
Involving the Use of the Overlap Function

An error has been found in the LIDAR-PC lidar return calculations involving the
use of the overlap function. The error was due to the incorrect storing of the overlap
function information and saving it to the overlap file. The overlap function values have
been shifted as compared to the range column by one value as displayed in the figure
below.

Second column shifted
one line with reference to
the first column

As a result, all overlap factor values have been shifted by one with reference to
the range values column with the first overlap factor value considered to have a 0 value
due to the absence of any numerical value corresponding to the first range value, as can
be seen from the figure above. This problem has been corrected in the updated LIDARPC version and the data is saved and calculated correctly as shown below

Correct saving
of columns
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Appendix Q Corrections to the LIDAR-PC 2.0 Slant Path Calculation Procedure

A mistake has been found in the slant path calculation procedure of the previous
version of Lidar-PC.

·

·

·

·

,
·

·∆ ·

In the Lidar equation, as shown above, the calculation of the integral
was carried out incorrectly due to the use of ∆ under the integral instead of the step
along the range path

. This lead to the overestimation or underestimation of the

atmospheric absorption (depending of the number of points in the path chosen) and was
corrected in the updated version of the LIDAR-PC program.
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Appendix R Updates and Development of the Hitran-PC Atmospheric
Transmission Code

HITRAN-PC is a program which calculates the transmission of the atmosphere or
individual gases using primarily the HITRAN database. HITRAN-PC has been
developed at USF over the last 20 years. The development of Hitran-PC was started in
1991 by Prof. Dennis K. Killinger and Dr. William E. Wilcox Jr.. Bill Wilcox was
actively involved in the development of HITRAN-PC until 2000 when version 3.0 of
HITRAN-PC was released. Version 3.0 supported the HITRAN database, but also
provided H2O, CO2, and N2 continuum, and irradiance calculations. Fig R1 shows an
example of the HITRAN-PC 3.0 program window.

Figure R1 HITRAN-PC 3.0 program window overview
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The author got involved in the development of Hitran-PC in the Fall of 2006.
Since that time the previous version 3.0 was completely rewritten in an updated Visual
Basic.NET language and various new features were added including the support of the
cross-sectional HITRAN, and the PNNL databases. These improvements lead to HitranPC version 4.1 which was released in 2009. Fig. R2 shows an example of the Hitran-PC
4.1 program window.

Figure R2 HITRAN-PC 4.1 program window overview

Additional modifications described in this thesis were made to version 4.1 of
Hitran-PC to create a new modified version suitable for the ultra-wide wavelength
modeling of emission-based lidar sensing and database comparisons.
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Appendix S List of HITRAN 2008 database molecules and their availability in the
PNNL database
Table S1 List of HITRAN 2008 database molecules and their availability in the PNNL
database.

HITRAN
molecule
number

Chemical
formula

Chemical name

Available in PNNL

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28

H2O
CO2
O3
N2O
CO
CH4
O2
NO
SO2
NO2
NH3
HNO3
OH
HF
HCl
HBr
HI
ClO
OCS
H2CO
HOCl
N2
HCN
CH3Cl
H2O2
C2H2
C2H6
PH3

Water
Carbon dioxide
Ozone
Nitrous oxide
Carbon monoxide
Methane
Oxygen
Nitric oxide
Sulfur dioxide
Nitrogen dioxide
Ammonia
Nitric acid (anhydrous)
Hydroxyl radical
Hydrogen fluoride
Hydrogen chloride
Hydrogen bromide
Hydrogen iodode
Monochlorine monoxide
Carbonyl sulfide
Formaldehyde
Hypochlorous acid
Nitrogen
Hydrogen cyanide
Methyl chloride
Hydrogen peroxide
Acetylene
Ethane
Phosphine

Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
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HITRAN
molecule
number

Chemical
formula

Chemical name

Available in PNNL

29
30
31
32
33
34
35
36
37
38
39
40
41
42

COF2
SF6
H2S
HCOOH
HO2
O
ClONO2
NO+
HOBr
C2H4
CH3OH
CH3Br
CH3CN
CF4

Carbonyl fluoride
Sulfur hexafluoride
Hydrogen sulfide
Formic acid
Hydroperoxy radical
Oxygen, atomic
Chlorine nitrate
Nitrogen oxide cation
Hypobromous acid
Ethylene
Methyl alcohol
Methyl bromide
Acetonitrile
Carbon tetrafloride

Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
-
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