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Abstract
Collaborative robots are becoming increasingly more popular in industries, providing flexibility and increased productivity for
complex tasks. However, the robots are not yet that interactive since they cannot yet interpret humans and adapt to their behaviour,
mainly due to limited sensory input. Rapidly expanding research fields that could make collaborative robots smarter through
an understanding of the operators intentions are; virtual reality, eye tracking, big data, and artificial intelligence. Prediction
of human movement intentions could be one way to improve these robots. This can be broken down into the three stages,
Stage One: Movement Direction Classification, Stage Two: Movement Phase Classification, and Stage Three: Movement
Intention Prediction. This paper defines these stages and presents a solution to Stage One that shows that it is possible to collect
gaze data and use that to classify a person’s movement direction. The next step is naturally to develop the remaining two stages.
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1. Introduction
Collaborative robots are becoming increasingly more
popular in industries [8]. The advantages of having hu-
mans and robots in the same workspace interacting with
each other are many, such as; increased flexibility [17] and
increased productivity for complex tasks [17]. However, the
robots are not yet that interactive since they cannot yet
interpret humans and adapt to their swift changes in be-
haviour in a way that another human would do. The main
reason is that the collaborative robots today are limited
in their sensory input, which makes the human responsible
to stay out of the way. Human intention prediction can be
achieved using camera images and probabilistic state ma-
chines [4] with the goal of determining between explicit
and implicit intent. Other ways are to monitor the gaze
to predict an upcoming decision [13] or analyze bioelec-
tric signals, such as electromyography, to predict human
motion [5]. Other fields that have been rapidly expanding
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and could make collaborative robots smarter through an
understanding of the operators behaviour and intentions
are; virtual reality, eye tracking, gathering and manage-
ment of large datasets, and artificial intelligence.
A way to gather insight in to how a person is reasoning
is to measure and analyze where the person is looking [15]
and the technique of doing this is called eye-tracking (ET).
It is, for example, possible to gain insight into which al-
ternatives the person is considering or which strategy a
person is using while doing a task based on what a person
is looking at. ET has, for example, been used in an in-
dustrial context to; use the gaze as the input for machine
control [14], analyze industrial visualization of informa-
tion [31], and evaluate new ways to facilitate human–robot
communication [28].
Virtual Reality (VR) can be described as a technology
through which visual, audible and haptic stimuli is able
to give the user a real world experience in a virtual envi-
ronment [7]. Benefits such as being able to provide more
relevant content and present it in a suitable context [25]
are reasons to promote the use of VR. It can, for example,
be used; when making prototypes [1], to train operators in
assembly [2], and improve remote maintenance [3].
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The use of modern technologies such as ET and VR
makes it possible to collect larger amounts of data, with
higher accuracy and at a higher pace than before [24].
These large volumes of data, created at high speed, and
with great variety [20] is referred to as Big Data. One
area of artificial intelligence that can be used to process
these huge datasets is called deep machine learning [26].
Big data and artificial intelligence has been shown to be
important tools for the future to improve industrial man-
ufacturing [21, 22].
Combining these areas to increase the intelligence of the
collaborative robots can be broken down into the following
three stages:
Stage One: Movement Direction Classification
Deep machine learning requires large amount of data to
train the neural networks. The first step is therefore to
create a virtual, measurable environment that is capable
of gathering all the necessary data. The environment has
to limit distractions and ambiguous stages to ensure that
it is possible to evaluate any results and draw conclusions
using domain knowledge. The end goal of the first stage is
to be able to classify the movement direction of the test
participant upon completion of the test.
Stage Two: Movement Phase Classification
The goal of the second stage is to improve the classification
to be more precise. This means that the network should
be able to classify the phase of a movement i.e. when there
is; no movement, the beginning of a movement, an ongo-
ing movement, and the end of a movement. The increased
complexity of this second task requires that the environ-
ment developed in the first stage also is able to capture
hand movements during the entire test sequence.
Stage Three: Movement Intention Prediction
Finally, the third stage is to be able to predict the in-
tended movement direction of a test participant ahead of
time, building on the ability to classify different phases
of a movement from the second stage. This is a key com-
ponent to be able to utilize the intended functionality in
real world applications such as collaborative manufactur-
ing. The implementation of a real world application could
be done using the same ET technology mounted to the
safety glasses that the operator already wears.
The present paper aims to present the first stage that
contains; the development of the test environment, the
conduction of a pilot test study to collect data, and results
that verifies that the test case is working as intended. The
paper is organized as follows; backgrounds to the main ar-
eas of this project, ET, VR, convolutional neural networks
(CNN:s), dropout, and uncertainty estimation (UE), are
presented in Section 2. The VR and ET hardware, HTC-
Vive and Tobii ET, and the modelling software, Unity,
that has been used is described in Section 3 and Section 4
explains the development of the VR test environment. The
description of the VR test execution and the data collec-
tion is provided in Section 5 and is followed by Section 6
that introduces the obtained dataset and the selection of
features. Section 7 presents the neural network architec-
ture and the classification results. Finally, a brief discus-
sion and the conclusions can be seen in Section 8 and Sec-
tion 9 respectively.
2. Background
This section gives a background to eye-tracking
(ET), virtual reality (VR), convolutional neural networks
(CNN:s), dropout and uncertainty estimation (UE).
2.1. Virtual reality
A device that is used to visualize the VR environ-
ment (VRE) to the user is called a head mounted display
(HMD) [7]. The HMD is, according to [7], equipped with
sensors that measure the user’s head motions and also a
display which is responsible of providing the user with the
visual content. The system is also providing the user with
audible and haptic stimuli to immerse the user in a real
world experience [7] of the virtual environment.
2.2. Eye tracking
The eye gaze is an interesting biological marker because
it is possible to analyze underlying neurophysiology based
on the movement of the eyes [10]. Tracking gaze is there-
fore an appealing test method due to that insight and
also because it is objective, painless, and noninvasive [10].
There are different types of eye movement, namely; fixa-
tion, saccade and mixed, which describe the coordinate of
the pupil, quick movements from point to point and the
relation between these [18]. The method used to measure
these movements are called temporal, spatial and count
methods, which analyze the gaze duration, time between
each movement and the traveled distance of the gaze.
2.3. Convolutional neural networks
CNN:s are a type of artificial neural networks that are
more robust to shift, scale, and distortion invariance [19]
than fully connected networks, and are therefore better at
detecting spatial and temporal features. This is achieved
by convolving or sub-sampling the input to the layer with
local receptive fields [19] (filters) of a given size [n x m].
Each filter has n ·m number of trainable weights + a train-
able bias and these are shared [19] for all filter outputs.
2.4. Dropout
Dropout is a deep machine learning method that is used
to reduce overfitting [11]. This is done by randomly ignor-
ing, with probability p, each neuron in a network every
time a training case is presented to the network. The goal
of randomly excluding some neurons for every training case
is to make sure that the network learns generalized fea-
tures instead of a co-adaptation between neurons [11]. The
probability to be used for fully connected layers, suggested
by [11], is p = 0.5.
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2.5. Dropout as a Bayesian Approximation
The dropout method described above can, according
to [9], be used to approximate Bayesian inference. This
is done by enabling dropout at all times, not only during
the training of the network, which means that the net-
work will randomly omit some neurons also when making
predictions causing variation. The mean prediction as well
as the model uncertainty can be obtained by making N
number of predictions [9] on the same data and collect the
results. [9] claims that N ∈ [10, 1000] should give reason-
able results. Using this approach is useful since it gives
a way to reason about model uncertainty that is easy to
implement and less computationally expensive [9] than al-
ternative methods. [9] suggests that the probability p for
dropping a neuron should be in the range of p ∈ [0.1, 0.5].
3. Experimental setup
This section describes the different components used in
the developed system.
3.1. The VR-equipment
The VRE will be visualized using the HMD, together
with the two hand-held controllers, that are part of the
VR-kit, “HTC-Vive” [12]. HTC-Vive is a consumer-grade
VR-system that consists of one HMD, two hand held con-
trollers and two base stations. In the HMD, two images are
shown to the user, one for the left eye and one for the right
eye. The images show the same view that is slightly shifted
between the two, such that they together create a stereo-
scopic image. The HMD and the hand held controllers are
equipped with sensors that can be used for 360◦ motion
capture [12]. The sensors in the HMD makes it possible to
change the view in the virtual world in the same way that
the user moves his or her head. The VR-system is track-
ing the position and the orientation of the HMD and the
hand held controllers in the room. This is achieved using
the two base stations and the “on-board” sensors [12].
3.2. Eye tracking-equipment
“Tobii Eye Tracking VR Devkit” [29] is an ET solu-
tion based on the HTC-Vive HMD. ET sensors are imple-
mented behind the lenses inside the HMD, one for each
eye, together with ten illuminators each. The information
from the sensors is handled in the Tobii EyeChip located
in the HMD which allows the ET calculations to be done
without using the CPU on the host computer and the Tobii
Pro SDK can be used to access the data.
The eye gaze is tracked with the Binocular dark pupil
tracking and the output frequency is 120 Hz [29]. The ET
can be performed in a 110◦ trackable field of view, which is
the same field of view as in the HTC-Vive HMD [29], with
an estimated accuracy of 0.5◦ and a delay of approximately
10 ms from the illumination of the eye to that the data is
available in the SDK [29].
3.3. Software for virtual modelling
The 3D components in this project were created us-
ing the modelling software Blender [6] and the models are
implemented in a VRE using Unity, a game creation en-
gine [30]. Unity has support for both Tobii ET as well as
VR through Tobii Pro SDK and Steam VR SDK respec-
tively. It also supports custom written scripts in C# that
makes it possible to implement all the desired functionality
from the SDK:s as well as the intended test logic.
4. Development of VR test environment
The VRE designed to collect the data consists of four
stages; language selection where the test participant selects
whether the written instructions in the VRE should be
given in Swedish or English, calibration of the eye-tracking
sensors, an information form where the participant enters
age and gender, and the last stage is the test itself. The
test stage, Fig. 1, features a table in the form of half a
circle where cubes will appear at random in 5 different
zones.
Fig. 1: An overview of the layout of the VR test environment.
The test stage has been designed in a way that is meant
to force the test participant to look in the direction of the
cube, make a movement towards the cube, and acknowl-
edge that movement by touching the cube. The test has
random selection of cubes and their positioning to make
the test more unpredictable for the participant as well as
a time delay between each cube appearing that helps to
slow down the pace of the test execution. This is achieved
by:
• A 45 degree spacing of the cubes makes for 5 zones
in the half circle around the participant, labeled as
5 different movement directions.
• The cubes appear at arms length distance and re-
quires the test person to touch it and simultaneously
press a button to make the cube disappear.
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• The zone that gets a cube is randomly selected every
time a new cube is to be created.
• The positioning of the cube is also randomized in the
interval x ∈ [−xs, xs], y ∈ [−ys, ys], where xs, yS are
the maximum deviations allowed around the center
of each zone.
• After a cube has disappeared there is a time delay
of 1s before the next cube appears.
The test is launched when the test participant presses
the start button in the environment. Data is then collected
during the time between two pressed cubes and saved as
one data sample. This means that data is collected also
during the time delays between the cubes, which is impor-
tant since this time period could potentially include gaze
data that shows strategies used to quickly find the next
cube when it is shown.
The data that is collected from each test participant,
each test and at every point in time is summarized in Ta-
ble 1. This includes an anonymous participant ID, age,
gender, the language that was used, as well as the date
and time when the data was gathered. The test specific
information in this case is the number (1-5) of the box
that was clicked. The parameters obtained from the eyes
at each timestamp, separate for left and right eye, are:
eye gaze direction vector (EyeDirection), the coordinate
in the virtual room where the gaze hits (EyeHitpoint),
which object is gazed upon (EyeHitObject) as well as the
size and position of the pupil. The head specific data that
is collected are the position (HeadPosition) and rotation
(HeadRotation), and the same data is also obtained from
the two controllers that are held one in each hand (Con-
trollerPosition, ControllerRotation).









ET EyeDirection [x, y, z], (left, right)
ET EyeHitpoint [x, y, z], (left, right)
ET EyeHitObject (left, right)
ET PupilPosition (left, right)
ET PupilDiameter (left, right)
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5. Description of test execution
The majority of the data was collected during the open-
ing of a new facility at Chalmers University of Technology
in Gothenburg. The test was performed by visitors of the
opening in an open environment in the middle of the facil-
ity. All test participants were given the same instructions
that are described below.
5.1. Instructions given to participants
The instructions for putting on the headset, performing
the calibration of the eye tracking sensors, entering the
required information, and starting the test was given as
follows:
1. Put on the headset and adjust it such that the displays
are centered in front of the eyes.
2. Receive a controller in the right hand. The controller
is used to navigate the menus (using the laser pointer),
destroying cubes during the test, and acknowledge all
actions using the click function of the touchpad.
3. Now it is time to:
(a) Choose the desired language, either Swedish or
English by pressing the corresponding flag.
(b) Calibrate the eye-tracker:
i. Stand still with your head pointing forwards.
ii. Press “Calibrate” using the laser pointer.
iii. Focus your gaze on the red dots that appear
on the screen until they disappear, without
moving your head.
iv. Press “Done” when the calibration is com-
plete.
(c) Enter the required information using the laser
pointer.
Instructions for how to do the test follow below:
1. Press the “Start”-button on the screen by reaching
towards it and touching it.
2. Use the controller to touch the cubes and press the
touchpad while doing so to destroy them.
3. Keep destroying cubes until the “Done”-button ap-
pears.
4. Press the “Done”-button and remove the headset.
6. Description of dataset and selected features
This section will present some details about the gath-
ered data, the process of selecting features to use as inputs
to the network and preprocessing of the data.
6.1. The obtained dataset
The dataset consists of 720 data points obtained from
24 unique participants. Each participant provides 30 data
points since that is the total number of cubes that are
randomly displayed throughout the test.
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The data has been collected at Chalmers University of
Technology which resulted in a dataset with a majority
of adults that have a higher level of education. The gen-
der distribution of the collected data is 4% female, 96%
male and 0% other. The variations in age ranged from the
youngest participant being 22 and the oldest 63 years old
with an average age of 34.
6.2. Selection of features
The features, shown in Table 2, that were used as input
to the network are: the in-game timestamp, the gaze vector
(x,y,z) for the left eye, the gaze vector (x,y,z) for the right
eye, as well as the pupil diameters for each eye. These were
chosen as a starting point of the analysis with the goal of
investigating how much can be determined from just the
eyes and then more features could be added if needed. The
use of ET data alone would also make it easier to imple-
ment the functionality in a real world application. The
number of the box (1-5) that was destroyed was used as
the target label, since it is directly related to the main
movement direction. The ID, age, and gender was used
to manage the dataset as well as to provide some general
information, these were however not used to train the net-
work.












6.3. Preprocessing of the data
The data from the tests was loaded into the computer
memory from previous storage in files on the harddrive.
From visual inspection of the histogram in Fig. 2, that
shows the length of all data points, i.e. how many data
samples that was collected from the time one box was de-
stroyed until the next box had been destroyed. It can be
seen that the dataset contains a few outliers. The shape
of the data in the histogram can be approximated using a
Beta distribution indicated by the black solid line in the
figure. A threshold, dotted black line, was set to the mean
plus three standard deviations (σ) of this distribution, with
the values from Table 3, such that a maximum of Mean +
3∗σ = 263+3∗119 = 621 data samples was allowed for the
data point to be used in the classification. This is a reason-
able limit since it corresponds to giving the test participant
about 5 seconds to complete the task of finding the box
and destroying it while at the same time keeping as many
data points as possible from the dataset. The consequence
of the filtering is that the dataset is reduced from 720 data
points (N) to 702 data points (N) and that the maximum
length (Max) of a data point decreases from 2417 to 602
as shown in Table 3. The minimum length (Min), however,
stays the same. The histogram of the filtered data, which
has a more reasonable distribution, can be seen in Fig. 3.
Fig. 2: Histogram of the number of samples for all data points.
Table 3: Distribution information for unfiltered and filtered data.
Type Mean σ Min Max N
Unfiltered 263 119 116 2417 720
Filtered 238 79 116 602 702
Fig. 3: Histogram of the number of samples for the filtered data
points.
The next step was to filter out and discard all sam-
ples, within each data point, that contained NaN values.
These occur when the ET fails to read the eye properly,
the most common is that they are obtained as a result of
the participant blinking.
The data points that were of shorter length than the de-
cided threshold (621) were padded with zeros (ZP) at the
end to guarantee that the structure of a data point that is
fed to the network is a [621 x 9] matrix. Each row in the
matrix corresponds to a data sample with the 9 features
mentioned earlier. It was also tested to linearly upsam-
ple (US) the data points to achieve the desired length. A
comparison of using these two methods for classification
is presented in Table 4. US is, however, not an alternative
for Stage Three and since ZP performed better, it was
chosen as the preferred method.
After ZP, the data was normalized featurewise using
the max-norm. The normalization makes sure that differ-
ent value of magnitude between features does not bias the
network to emphasize the importance of one feature over
another.
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Each data point is coupled with a label, to make the
classification possible, that describes which cube that the
test participant clicked on. The labels were one hot en-
coded such that it is possible to use them together with
the loss function called categorical crossentropy.
Once the data was filtered, ZP:ed and normalized it
was randomly split into three categories, training/valida-
tion/test. The proportions of the splits are: 45% of the
data for training, 5% for validation, and the remaining
50% was used for testing and evaluation of the network.
7. Neural network design and classification results
A description of the development of the neural network
architecture along with the classification results from the
network will be provided in this section.
7.1. Neural network architecture
The neural network architecture that has been used to
perform the classifications in this project is visualized in
Fig. 4. The layout of this network takes the matrix X as
the input and uses the Conv1D-layers, blue rectangles in
the figure, as the base for extracting information from the
data (the upper grey box in the figure) and the design it-
self is inspired by the inception modules from the network
called Inception-v3 [27]. The Conv1D-layers are used to
analyze the time-dependency between a few nearby data
samples across all the features. The thought behind using
the structure of the inception modules is to calculate con-
volutional features with several filter sizes in parallel while
at the same time reducing the number of parameters and
the complexity of the network compared to using a fully
connected (FC) neural network.
The network also contains pooling layers (red rounded
rectangles) that are used to reduce the spatial size of the
data fed to it, only keeping the most significant parts.
This further helps reducing the number of parameters in
the network. The purple parallelograms are responsible
for managing the dimensions of the network connections
through concatenation and flattening. The last parts of the
network are the dense layers (yellow squares, correspond-
ing to FC layers) and dropout layers (green diamonds,
training=True means that it is used also when making
predictions), followed by a final dense layer with as many
neurons as there are output classes (5) that gives the out-
put, Ŷ . The lower grey area in Fig. 4 is the part of the
network that enables the UE.
All layers of the network uses the ReLU [23] function as
the activation apart from the final dense layer which uses
a softmax to enable multi-class classification.
The neural network has been trained using the adam op-
timizer [16] applying its default settings and categorical
crossentropy as the loss function. The training was done
until the validation loss stopped decreasing, terminating
using early stopping.
Conv1D
9 filters, size 3
Conv1D
9 filters, size 3
Conv1D




9 filters, size 1
Conv1D
9 filters, size 1
Conv1D
9 filters, size 1
Conv1D
9 filters, size 3
Conv1D

























Fig. 4: A flowchart that describes the used network architecture.
7.2. Classification results
This section will provide the classification results, on
the test set, from the trained network and a comparison
that shows the impact of using UE [9].
The classification results without UE can be seen in
Fig. 5. The graph shows the largest contributor from the
softmax output for each sample that was classified. The
samples are sorted in increasing order, left to right, based
on this value. A green bar represents a correctly classified
sample whereas a red bar indicates that the sample was
incorrectly classified.
Fig. 5: A graph of the classification results without UE.
The difference when making predictions for UE is that
many predictions are done on the same data such that it is
possible to obtain a mean value and a standard deviation
of the prediction. The pseudo code for this is shown in
Algorithm 1.
The results obtained from the network using UE, with
nrOfPredictions = 1000 as suggested by [9] to ensure
good plots, can be seen in Fig. 6. The graph shows the
largest contributor from the softmax output for each sam-
ple that was classified. The samples are sorted in increasing
order, left to right, based on this value. The black interval
displays two standard deviations of the prediction around
6
 Julius Pettersson  et al. / Procedia Manufacturing 51 (2020) 95–102 101
Julius Pettersson, Petter Falkman / Procedia Manufacturing 00 (2019) 000–000 7
Algorithm 1 Pseudo code for predicting with UE.
Input: X, nrOfPredictions
Output: Ŷ , ŶST D
1: predictions = []
2: for i = 0 to nrOfPredictions do
3: predictions[i] = model.predict(X)
4: end for
5: Ŷ , ŶST D = mean(predictions), std(predictions)
6: return Ŷ , ŶST D
its mean value. A green bar represents a correctly classi-
fied sample whereas a red bar indicates that the sample
was incorrectly classified.
Fig. 6: A graph of the classification results with UE.
Once the mean and standard deviation has been ob-
tained from the network these can be used to determine if
the network is confident enough, high mean and low stan-
dard deviation, to make an accurate prediction. This was
implemented as shown in Algorithm 2 where a prediction
is accepted if the mean minus two standard deviations is
larger than a chosen lower limit.
Algorithm 2 Pseudo code that accepts or discards a pre-
diction.
Input: Ŷ , ŶST D, lowerLimit
Output: Ŷ
1: if Ŷ − 2 ∗ ŶST D > lowerLimit then
2: Accept Ŷ as the prediction for this sample.
3: else
4: Discard Ŷ , the network is not confident enough.
5: end if
The classification results for different lower limits can be
seen in Table 4. It is clear that the classification accuracy
can be increased with this approach, however, at the cost
of the network not being able to classify all samples.
8. Discussion
The classification results from Fig. 5 and Fig. 6 shows
that the overall accuracy increases slightly when UE is
Table 4: Comparison of classification results for different levels of
filtering using UE for both US and ZP.
Lower US - US - % samples ZP - ZP - % samples
Limit accuracy classified accuracy classified
0 88.37% 100.00% 93.28% 100.00%
0.10 89.03% 98.97% 93.52% 99.74%
0.20 89.36% 97.16% 93.73% 98.97%
0.30 91.71% 93.54% 93.70% 98.45%
0.40 93.68% 89.92% 94.44% 97.67%
0.50 94.67% 87.34% 95.39% 95.35%
0.60 94.82% 84.75% 95.59% 93.80%
0.70 95.82% 80.36% 96.31% 90.96%
0.80 96.22% 75.19% 96.76% 87.60%
0.90 96.76% 63.82% 98.33% 77.26%
used. This is due to the fact that the mean of the pre-
dictions gives a more stable result. However, more impor-
tantly, using UE enables reasoning regarding the network’s
uncertainty for the different predictions. The network does
have some rather confident predictions that are wrong and
these are likely a result of that it has learnt to classify cer-
tain situations the wrong way or that the data may be
very similar for two directions that are close to each other.
The comparison between using US and ZP for different
levels of uncertainty thresholding is shown in Table 4. It
is clear that ZP gives a higher overall performance and
is therefore the preferred method. The table also shows
that there is a trade-off between increasing the accuracy
through uncertainty thresholding and the number of sam-
ples that will be classified. The level of thresholding is,
therefore, dependent on the application of the network.
Consider the following two scenarios:
Scenario 1: A network that will be used as one of many
inputs to an overarching control system should only pro-
vide its superior with high certainty information to avoid
unnecessary interference. However, it does not have to clas-
sify all samples since their are other inputs in-place to
cover for these cases, i.e. classification accuracy should be
prioritized.
Scenario 2: A network that will be used as the only
input to an overarching control system has to provide in-
formation at all times to ensure that the system is always
running. On the other hand, it can afford to make some
mistakes, i.e. have a lower accuracy, if the severity of a
mistake is low.
9. Conclusions
Combining the areas of virtual reality, eye-tracking and
machine learning can be one way to increase the intelli-
gence of collaborative robots. This can be broken down
into the three stages, Stage One: Movement Direction
Classification, Stage Two: Movement Phase Classifica-
tion, and Stage Three: Movement Intention Prediction,
described in the introduction. This paper gives a solution
to the first stage and shows that it is possible to collect
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eye gaze data and use that to classify a person’s movement
direction. The results clearly shows that it is possible to
combine VR and ET into a platform for testing and analy-
sis of human behaviour, which can be beneficial in multiple
areas of research. It is also shown that the implementation
of UE improves the network and gives a way to improve
the classification accuracy, at the cost of the percentage
of samples classified, to obtain a more confident network.
The next step is naturally to develop the second and third
stage defined in this paper.
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