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Abstract— Developmental robotics focuses on how to endow 
robots with adaptive capabilities. Even though embodiment has 
been recognized as an essential factor for understanding 
development, there is yet not much work that investigates how 
the morphology of sensors and actuators shapes adaptivity and 
learning processes. Moreover, these studies are largely at an 
intuitive and qualitative level. In this paper, we address the issue 
by studying how in an active vision system sensor morphology 
and bodily features affect a behavior such as vergence. 
Specifically, we present an information-theoretic analysis of two 
experiments showing how adequate sensor morphology 
influences statistical dependencies in the sensorimotor loop. The 
results show that an appropriate morphology reduces the amount 
of input without disrupting the information structure in the 
sensorimotor loop. The second result shows how the later 
morphology under the vergence behavior increases the 
information structure among the motor actions and the pixels. 
We also speculate on the implications of our results for attention, 
reaching and grasping.    
 
Index Terms— Embodied cognition, attention, visual 
development, sensor morphology. 
 
I. INTRODUCTION 
n the field of developmental robotics, embodiment, that is, 
the dynamic and reciprocal coupling of brain, body, and 
environment [9], is understood as a fundamental aspect to 
develop cognitive capabilities. An embodied agent through 
coordinated and dynamically coupled sensorimotor activity 
induces quantifiable statistical changes in the sensorimotor 
information – including decreased entropy, increased mutual 
information, integration, and complexity. It has been 
hypothesized that this information structure makes actually 
learning, action selection, and adaptability possible [1]-[3]. 
Although, embodiment has been modeled as the interaction 
between the agent and the environment in the mathematical 
definition of recent developmental algorithms [4]-[8], these 
algorithms do not take in account the interrelations among the 
sensor system, the body, the environment, and the controller.  
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In the first few months of life, infants develop sensorimotor 
competences almost from scratch [10]. Behaviors such as 
tracking, saccadic movements and fixation start to develop at 
the beginning of a child’s life and are mature after about three 
months [11], [12]. To study how sensor morphology can 
bootstrap developmental behaviors, we studied one of the first 
skills developed in human infants, vergence. In this study we 
present two experiments to demonstrate, first, how the sensor 
morphology can be exploited in order to reduce the number of 
inputs. Second, we show how vergence increases the statistical 
regularities among the image pixels, and among the actions 
and pixels. These statistical dependencies are the prerequisite 
for any kind of learning.  
 
In this paper we use a quantitative framework proposed in 
[13]. Specifically, we analyze the mapping of dynamic brain-
body environment interrelationships as a function of the 
sensor morphology. From our results, we conjecture that the 
sensor morphology can be exploited to shape the development 
of skills, because the morphology can restrict the information 
structure in the sensorimotor loop to a small set of behaviors. 
 
 This paper is organized as follows. First, we describe the 
robot head platform used for our experiments, the sensor 
morphology, and each informational measure employed to 
quantify the results of the experiments. Then, we present the 
experiments and the related results. Before concluding the 
paper, we discuss our results and speculate about some of their 
potential implications for theories of infant development.  
II. MATERIALS AND METHODS 
A. Robot 
Our experimental testbed was the iCub robot head [14]. The 
iCub is an open humanoid platform, built in the RobotCub 
project, to promote studies in cognitive systems and embodied 
cognition. By contrast with other humanoid robots as QRIO, 
ASIMO, and HOAP-2, the iCub robot head has 6 DOF (Fig. 
1) in order to emulate behaviors like vergence, smooth pursuit, 
and saccades, typical of the vision system. Both eyes can pan 
independently, and the common tilt movement is actuated by a 
belt system placed between the cameras. 3 DOF are used to 
control the neck of the head, while the other 3 DOF are used 
to control the cameras. Our experiments were conducted 
controlling just the latter 3 DOF which are for the camera. The 
neck of the robot was static during all the procedure. The 
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image delivered by each camera has a resolution of 640x480 
at 30 fps. 
B. Sensor Morphology 
The human vision system has to interpret a 3D world from 
2D projections, and in this process the ocular motions play an 
important role. These motions are not defined as an intrinsic 
feature, but they are developed through the interaction with 
the environment. Moreover, abilities such as stereopsis (depth 
perception from binocular vision that exploits parallax 
disparities) are a result of this development in the first months 
of life [15], [16].  
 
The question that we are investigating in this paper is what 
mechanism drives this process, and what could be the 
contribution of the eye morphology. In order to address this 
issue, we implemented a biologically plausible information 
processing mechanism. Color was the main feature used in the 
experiments based on the results from Nothdurf [17], who 
showed how neurons respond to simple features such as 
intensity contrast, color, orientation, and motion. These 
features define the pre-attentive visual cues [18]. In addition, 
the human vision system generates a binocular single image 
[19], which in our implementation was the average of the 
images acquired from both cameras. Another important aspect 
is the foveation. Our eye has a greater number of receptors in 
its center than in its periphery. This was modeled with the log-
polar transform1 (Fig. 2), which changes the coordinate system 
from Cartesian to the logarithm of the magnitude and the 
angle: 
)log(),( 22 yxMyx +⋅=ρ                                             (1) 
)/arctan( xy=ϕ                                                                 (2) 
where x and y are the coordinates of the pixel in the picture, ? 
is the logarithm of the magnitude and ? is the angle. The 
parameter M was used to increase or decrease the number of 
pixels used in the log-polar transform. In our experiments, we 
used color, foveation, and image composition from the two 
 
1 Implemented in OpenCv 
cameras to find out whether the vergence behavior increases 
the information structure.  
C. Information Metrics  
In order to present how the statistical dependencies among 
the variables (actuators and sensors) rely on the morphology 
and specific behaviors, we adopted four measures, based on 
Shannon entropy [20], [21], entropy, mutual information, 
integration, and complexity [22], which measure statistical 
regularities among random variables.  
 
Shannon entropy: measures the average uncertainty, or 
information. Given a discrete time series x(t) that can have N 
different states, it can be calculated using the state probability 
distribution according to: 
 ?
=
−=
N
i
xx iPiPxH
1
))(log()()(                                             (3) 
Where Px(i) is the probability of x(t) being in state ith. When 
the uncertainty is maximal the entropy is maximal (uniform 
distribution), while deviations from equiprobable states result 
in lowered entropy (increased order and decreased 
uncertainty).  
 
Mutual information: measures the deviation from statistical 
independence between two or more random variables, 
quantifying the error we make in assuming X and Y as 
independent variables. The formal definition of mutual 
information in terms of single and joint state probability 
distributions is 
 ?? ???
?
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log),(),(               (4) 
If X and Y are two statistically independent random 
variables, Pxy(i,j) = Px(i)Py(j) and MI(X,Y) =0. For this reason 
any statistical dependence between X and Y yields MI(X,Y) > 
0. However in general, mutual information is insufficient to 
disclose directed interactions (e.g., causal relationships) 
between X and Y, or between Y and X. 
 
Integration: is the multivariate generalization of mutual 
 
Fig.  1.  iCub robot head. 
Fig.  2.  Log-polar transform of 60x60 image. (A) Raw image. (B) Log-polar 
transform of A with M = 40. (C) Inverse log-polar transform from B. (D) 
Log-polar transform of A with M=12. (E) Inverse log-polar transform from 
D.
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information [23]  and captures the total amount of statistical 
dependency among a set of random variables Xi  forming 
elements of a system Q={Xi}. Integration [24] is defined as the 
difference between the individual entropies of the elements 
and their joint entropy: 
)()()( QHXHQI
i
i −=?                                                   (5) 
As for mutual information, if all elements Xi are statistically 
independent, I(Q) = 0. Any amount of statistical dependence 
leads to I(Q) > 0.  
 
Complexity: If a system Q={Xi} has positive integration, 
and it also has locally segregated dependencies we would 
expect to find statistical dependence among units at specific 
spatial scales. A system combining local and global structure 
has high complexity: 
? −−=
i
ii XQXHQHQC )|()()(                                    (6)                  
 where H(Xi | Q – Xi) is the conditional entropy of one element 
Xi  given the complement Q – Xi  composing the rest of the 
system [22]. 
D. Data Analysis 
All numerical computations for data analysis were carried 
out in Matlab (Mathworks, Natick, MA), and were performed 
for data samples of 12,300 time steps. The resolution of the 
cameras was reduced to 60x60 pixels in order to simplify the 
calculations. To evaluate the impact of the morphology on the 
information structure, we tested four different sensor 
configurations: (1) The average of the images from left and 
right cameras; (2) the inverse log polar of the average of the 
images from left and right cameras; (3) the log polar of the 
average of the images from left and right cameras; and (4) a 
single image (the left camera). We ran 8 different trials with 
M = 8, 12, 20 and 40 – hence reducing the size of the image to 
17%, 27%, 43%, and 83% respectively.  
 
The calculations of the information measures were based on 
the normalized colors green, red, blue, and yellow [25]. To 
allow stable estimates of the entropy, data samples were 
discretized to 8 states (3 bits). To calculate mutual 
information, integration and complexity, we used statistical 
formulae [21] that allow the calculation of entropies from the 
covariance matrix, under the assumption that the covariances 
were generated by a stationary Gaussian random process. All 
data samples were examined for Gaussian state distributions 
(by fitting state histograms) as well as stationarity (by 
ensuring stable means and standard deviations across time). 
III. EXPERIMENTS 
In this section, we describe two experiments in which we 
compare the four different sensor morphologies mentioned 
earlier in terms of the information structure generated in the 
sensorimotor loop. In the first one we tested which sensor 
morphology could strengthen the statistical dependencies in 
the sensor system. In the second experiment we investigate 
whether the same sensor morphology could also increases the 
information structure among sensors and actions. 
 
Experiment 1. In this experiment, the robot “looked” at a 
rotating cup, with a fixed angle of vergence ? (Fig. 3). In this 
setup, the vergence area was the place where the cup did not 
change its size despite of the cup’s rotational movement, and it 
coincides with the center of the image (Fig. 4A1-4A3). We 
took advantage of this setup to compare the effects of 
foveation and vergence in a binocular single image against a 
monocular single image. 
 
Two main aspects can be appreciated in the application of 
the proposed morphology. First, the average blurs pixels with 
Fig.  3.  Setup experiment 1. The robot is looking at a fixed area over the 
rotating table, when the cup is not in this area it is blurred. 
Fig.  4.  Snapshots from Experiment 1. Frames sampled depicting a cup moving on a rotating table. (A) Frames from the left camera. (B) Average images from
the left and right cameras. (C) Average inverse log-polar transform. (D) Average log-polar transform. (1-3) Example of peripheral pixels in the frames A-C. (4)
Area corresponding to the fixation point.  
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disparity greater than zero. The greater the disparity the 
greater the distortion produced by the average (Fig. 4B1-4B3). 
Second, the log polar transform selects more pixels from the 
center of the image than from the periphery (Fig. 4D1-4D3), 
for that reason when the image is reconstructed, the center of 
the image has a good quality, but in the periphery it is blurred 
(Fig. 4C1-4C3). We expected that the appropriate sensor 
morphology would help maintain the information structure in 
the vergence region. 
 
Experiment 2. In this experiment we measure the 
information structure in the sensorimotor loop for vergence 
behavior. This was to test the hypothesis that the binocular 
single image together with the foveation force a coordinated 
behavior, because the robot should sample more the vergence 
area than the rest of the environment. This coordinated 
behavior should create information structure among pixels and 
actions. For this purpose we used a color based tracker to 
follow the rotating cup. In this experiment we analyzed the 
blue color component from the images (given that this 
component was the most relevant feature for the tracker) and 
the three values of the encoders. 
 
 
Results. From experiment 1 we can see how the foveation 
and the use of binocular single image (average log-polar 
transform) lead to an increase in the information structure 
among the pixels (Fig 5, increase of 80% in mutual 
information, increase of 54% in complexity, increase of 68% 
in integration, while entropy increased 0.8%.) Even though the 
average of the images reduces the information structure 
outside the vergence area, the log polar transform selects the 
pixels with high information structure, reducing the number of 
inputs needed to keep the information structure in the 
sensorimotor loop.  
 
The variance in the left and right images is the biggest in 
the entropy measure because these images are not restricted by 
the morphological transformations (Fig.  5B). Changes in the 
pixels outside the vergence region are easier to detect in the 
independent images. When the morphology is applied these 
changes are blurred making the perception of the robot more 
stable. Our first experiment shows that the proposed sensor 
morphology structures the information in the visual stream.  
 
In the second experiment we found that the sensor-
morphology increased the information structure in the 
sensorimotor loop in the presence of the vergence behavior. 
Mutual information increased 15%, complexity increased by 
49%, integration increased 31% and entropy decreased 2% 
(Fig. 6.) 
IV. DISCUSSION 
In our first experiment we show how the log-polar 
transform and the average of the two images increase the 
information structure among the pixels, when the robot 
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Fig.  5.  Average information structure per pixel in experiment 1. (A) Mutual information. (B) Entropy. (C) Complexity. (D) Integration. (A-D) Right camera
(green), left camera (black), average of both images (cyan), average of the inverse of the log-polar transform (blue), and average log-polar transform (red). The
log polar transform increases the mutual Information in 80%, the complexity in 54%, the integration in 68%, while the entropy increases 0.8%.  
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focused on a specific object, and the vergence is in the center 
of the image (Fig. 5). Therefore, when the robot with such 
sensors is using vergence, it is able to find relations that help it 
to understand the environment. For this reason we believe the 
agent has to develop this skill in order to have better 
information structure. 
 
In the second experiment, we present the relation between 
the sensor input and the actions (Fig. 6), which are highly 
coupled, as also shown in Lungarella [26]. The information 
measures show that the actions are strongly coupled to the 
visual information, which is fundamental for the agent in order 
to model its own sensorimotor loop. 
 
In all these experiments, we can see that because the log 
polar transform leads to a higher density of pixels in the center 
of the visual field, fewer pixels need to be sampled than in the 
case of the raw image, which reduces the computational load. 
Additionally, we hypothesize that any learning performance is 
improved because the pixels thus sampled are also the ones 
carrying higher information structure, even when the number 
of inputs is reduced to 17%. If we were to use the raw image, 
the pixels not sampled by the log polar transform, would 
merely constitute noise because they only contain little (or 
none) information structure. 
 
The research conducted in the field of developmental 
robotics looks for mechanisms that through interaction with 
the environment enable the agent to select actions to not only 
increase the sensorimotor loop predictability, but help the 
robot to define a repertoire of actions that can be used to 
accomplish a more general task. As it is presented in the 
experiment 2 the sensor morphology could be used to restrict 
the information structure for a given behavior. In these terms 
the selection of an appropriate sensor system is a key point, 
because through it, the designer could shape the desire 
behaviors of the robot.  
V. FUTURE WORK 
The results of the experiments demonstrate how the 
behavior could be shaped by the sensor morphology. This 
helps understanding why the features present in our natural 
sensor system, our body, and the motor system are key 
properties that define possible developmental behaviors such 
as vergence.  
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Fig.  6.  Average information structure per pixel in experiment 2. (A) Mutual information. (B) Entropy. (C) Complexity. (D) Integration. (A-D) Average of both
images (cyan), average of inverse log-polar transforms (blue), and average of log-polar transforms (red). The statistical measures are calculated between all the
pixels in each image and the three angles of the active vision system as function of the parameter M. The log polar transform increases the mutual information
15%, the complexity 49%, the integration 31%, and the entropy decreases 2%. 
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For this reason we believe that the constitutive principles of 
the relation of the vision and hand in a task such as grasping 
could be studied and analyzed using this quantitative 
framework taken into account the integration of several sensor 
modalities, morphologies, and behaviors. We intend to take 
inspiration in the human sensor system to discover, define and 
probe experimentally why these sensor morphologies help the 
robot to increase the information structure in the sensorimotor 
loop. This result is going to help us to design and build robots 
that thorough the interaction with the environment could build 
up skills such as vergence, attention selection, reaching and 
grasping.  
VI. CONCLUSION 
In this study, we implemented a set of biologically plausible 
information processing mechanisms based on the human 
vision system. We analyzed the mapping of dynamic control-
body environment interrelationships as a function of the 
sensor morphology. The results of the experiment 
demonstrated how an appropriate morphology reduces the 
amount of inputs and increases the information structure in the 
sensorimotor loop.  
 
In the perspective of human infants our results show that if 
the development is understood as a mechanism to maximize 
the information structure in the sensorimotor loop, our sensor 
morphology might be one mechanism to filter out the 
unwelcome behaviors in terms of information structure.   As a 
result of the developmental process, behaviors such as 
vergence, and smooth pursuit allow us to predict and 
understand better the environment, because they provide the 
highest information structure.  
 
The reduction of inputs to a system, and the increment of 
statistical relations among inputs and motor actions are key 
aspects that increase the applicability of developmental 
algorithms in robots. Embodiment could be exploited to 
achieve these aspects, using similar solutions to those ones we 
can find in living beings.     
 
We strongly believe that this kind of experimental 
methodology that focuses on the quantitative relation between 
behavior, morphology, information structure, and learning, are 
essential for understanding development and behavior in 
general, and we hope that many researchers in the field will be 
inspired to conduct experiments along similar lines. This will 
be an important step in putting the research on embodiment 
onto a more rigorous scientific foundation. 
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