Analyse formelle d'orchestrations de services Web by Abouzaid, Mohammed Faïçal
UNIVERSITE´ DE MONTRE´AL
ANALYSE FORMELLE D’ORCHESTRATIONS DE SERVICES WEB
MOHAMMED FAI¨C¸AL ABOUZAID
DE´PARTEMENT DE GE´NIE INFORMATIQUE ET GE´NIE LOGICIEL
E´COLE POLYTECHNIQUE DE MONTRE´AL
THE`SE PRE´SENTE´E EN VUE DE L’OBTENTION
DU DIPLOˆME DE PHILOSOPHIÆ DOCTOR
(GE´NIE INFORMATIQUE)
DE´CEMBRE 2010
c⃝ Mohammed Fa¨ıc¸al Abouzaid, 2010.
UNIVERSITE´ DE MONTRE´AL
E´COLE POLYTECHNIQUE DE MONTRE´AL
Cette the`se intitule´e :
ANALYSE FORMELLE D’ORCHESTRATIONS DE SERVICES WEB
pre´sente´e par : ABOUZAID, Mohammed Fa¨ıc¸al
en vue de l’obtention du diploˆme de : Philosophiæ Doctor
a e´te´ duˆment accepte´e par le jury d’examen constitue´ de :
M. ANTONIOL, Giuliano, PhD., pre´sident.
M. MULLINS, John, PhD., membre et directeur de recherche.
M. QUINTERO, Alejandro, Doct., membre.
Mme. KOUCHNARENKO, Olga, PhD., membre.
iii
.
A la me´moire de mon pe`re,
A Fatiha, Youssef et Salma,
A toute ma famille.
iv
ABSTRACT
Web Services are emerging technologies and promising for the development, deployment
and integration of Internet applications. To provide a richer functionality, Web Services may
be composed resulting in a larger service called orchestration. These emerging technologies
require the development of tools and techniques that allow to build safe and reliable systems.
Existing commercial tools for the design of composed services do not provide means to proceed
to formal veriﬁcation. Therefore, many researches based on various formalisms have been
conducted that have given rise to several tools. But, very often, these tools are limited in
their scope. However, it is actually admitted that process algebra are appropriate for the
speciﬁcation and analysis of concurrent, reactive, and distributed systems.
This thesis presents an original approach to model languages for Web Services composi-
tions and WS-BPEL in particular, that is one of the most popular standard for Web Services
orchestrations. We propose a language, called BP-calculus, that is designed around most
important WS-BPEL speciﬁc features and that aims to be a formal presentation of this stan-
dard. The BP-calculus is based on a well-established formalism, the 휋-calculus. By using
signiﬁcative examples, we show that the BP-calculus is well-suited to the design of complex
applications based on Service Oriented Architectures (SOA) including fault or event handlers
and instances correlation.
We provide all the methods and tools that permit to build and analyze BP-processes :
a syntax and a behavioral semantics, a congruence to check compatibility of services and a
temporal logic to check desirable behavior of a system by using existing model-checkers. We
also present several mappings between these languages : a mapping that allows to translate
WS-BPEL processes into BP-processes and then into 휋-calculus, in order to proceed to
their formal veriﬁcation and a mapping from formally veriﬁed BP-processes into WS-BPEL
processes acting as a generator of WS-BPEL code.
A large case study from ﬁnancial domain illustrates the relevance and the feasability of
our approach. Finally, we present the architecture of a prototype for a general framework
dedicated to the veriﬁcation of existing WS-BPEL processes and the generation of new WS-
BPEL speciﬁcations from formal ones.
vLISTE DES PUBLICATIONS
A. F. Abouzaid, J. Mullins, A model checking approach for verifying BP-calculus speciﬁcations,
In Proc. of the 8th International Workshop FOCLASA’2009, Electronic Notes in Theoretical
Computer Science , Vol 255, pp. 03-21, G. Salaun and M. Sirjani ed. 2009.
B. F. Abouzaid, J. Mullins, Formal Speciﬁcation of Correlation patterns for WS-BPEL, In
proceedings of the 9th NOTERE, 2009, Montreal, Canada.
C. F. Abouzaid, J. Mullins, Formal Speciﬁcation of Correlation Sets in WS Orchestrations
using BP-calculus, In proceedings of the 5th International Workshop on Formal Aspects of
Component Software (FACS’2008), Electronic Notes in Theoretical Computer Science , 260,
pp. 3-24, C. Canal and C.S. Pasareanu ed. (2010).
D. F. Abouzaid, J. Mullins, ”A calculus for generation, veriﬁcation and reﬁnement of BPEL
speciﬁcations”, In Proc. of the Third Int’l Workshop on Automated Speciﬁcation and Veriﬁ-
cation of Web Systems (WWV 2007),Electronic Notes in Theoretical Computer Science , Vol
200, issue 3, pp. 43-65, S. Escobar and M. Marchiori ed. 2007,
E. Lesage, M., Cherkaoui, O., Abouzaid, F., Poirier, M., G. Raˆıche, A Blender Plugin for
Collaborative Work on the Articiel Platform. 2007 International Conference on Software
Engineering Research and Practice (SERP’07), 2007.
F. Abouzaid F., ”A Mapping from Pi-Calculus into BPEL”, Frontiers in Artiﬁcial Intelligence
and Applications, Volume 143, Leading the Web in Concurrent Engineering - Next Generation
Concurrent Engineering, Edited by Parisa Ghodous, Rose Dieng-Kuntz, Geilson Loureiro -
ISBN 1-58603-651-3, pp 235-242, 2006.
G. Boutemedjet, S., Cherkaoui, O.,Abouzaid, F., Gauthier, G., Martin, J., Aimeur, E. , ”A
Generic Middleware Architecture for Distributed Collaborative Platforms”, In proceedings of
NOTERE 2004, Saidia, Maroc, p. 293-302, 2004.
H. Boutemedjet, S., Abouzaid F., Cherkaoui, O., Gauthier, G., ”ARTICIEL : A Supporting
Platform For Collaborative Work : Application To The Creation Of 3D-Persons”. In procee-
dings of the 6th International Conference on Enterprise Information Systems, Porto, Portugal,
2004.
I. Abouzaid F., Cherkaoui, O., Boutemedjet, S., Lemire, G., Gauthier, G., ”Merging Contribu-
tions in Cooperative Creation of 3D Persons”, Proceedings of The 2004 International Sympo-
sium on Collaborative Technologies and Systems (CTS’04), San Diego, Californie, E´tats-Unis,
18-23 janvier, p7-15, vol. 36, nume´ro 1, 2004.
vi
TABLE DES MATIE`RES
DE´DICACE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
LISTE DES PUBLICATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
TABLE DES MATIE`RES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
LISTE DES TABLEAUX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii
LISTE DES FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii
LISTE DES ANNEXES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiv
LISTE DES SIGLES ET ABRE´VIATIONS . . . . . . . . . . . . . . . . . . . . . . . . xv
Chapitre 1 Introduction 1
1.1 Contexte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Les Architectures Oriente´es Service . . . . . . . . . . . . . . . . . . . . 2
1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2.1 Ne´cessite´ d’une se´mantique ope´rationnelle . . . . . . . . . . . . . . . . 6
1.2.2 Une approche fonde´e sur les alge`bres de processus. . . . . . . . . . . . 7
1.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4 Organisation de la the`se . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
Chapitre 2 Les Services Web et le 휋-calcul 12
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.1 Organisation du chapitre . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Les Services Web . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1 Services Web : de´ﬁnitions . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.2 Pourquoi les Services Web ? . . . . . . . . . . . . . . . . . . . . . . . . 14
vii
2.2.3 WSDL (Web Services Description Language) . . . . . . . . . . . . . . . 15
2.2.4 UDDI (Universal, Description, Discovery and Integration) . . . . . . . 16
2.2.5 SOAP (Simple Object Access Protocol) . . . . . . . . . . . . . . . . . . 16
2.2.6 WS-Coordination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.7 Pile des SW . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.8 WS-Addressing et la mobilite´ . . . . . . . . . . . . . . . . . . . . . . . 18
2.3 Composition des Services Web . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.1 Langages pour la composition . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.2 Chore´graphie ou Orchestrations ? . . . . . . . . . . . . . . . . . . . . . 24
2.3.3 WS-BPEL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.4 Les moteurs WS-BPEL . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.4 Le 휋-calcul . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.4.1 De´ﬁnition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.4.2 Se´mantique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.5 Les e´quivalences du 휋-calcul. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.5.1 Bisimulation pre´coce . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.5.2 Bisimulation tardive . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.5.3 Bisimulation ouverte . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.5.4 Bisimulation faible . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.5.5 Bisimulation barbele´e . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.6 La 휋-logique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.6.1 De´ﬁnition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.6.2 Exemples de proprie´te´s . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.6.3 Ade´quation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.7 Re´sume´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Chapitre 3 Un formalisme pour WS-BPEL : Le BP-calcul 60
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.2.1 Organisation du chapitre . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.3 Syntaxe et se´mantique du BP-calcul . . . . . . . . . . . . . . . . . . . . . . . . 61
3.3.1 La syntaxe du BP-calcul . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.3.2 Syntaxe des gestionnaires . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.3.3 Se´mantique ope´rationnelle. . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.4 Composition se´quentielle totale dans le BP-calcul . . . . . . . . . . . . . . . . 73
3.4.1 Syntaxe e´tendue . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
viii
3.4.2 Se´mantique Ope´rationnelle . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.5 E´quivalences pour le BP-calcul . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.5.1 Bisimulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.6 La BP-logique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.6.1 Ade´quation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.6.2 Cohe´rence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.6.3 Comple´tude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.7 Un exemple : Traitement des ordres d’achat et de vente d’actions . . . . . . . 80
3.7.1 Le service de vente et d’achat d’actions boursie`res. . . . . . . . . . . . 80
3.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
3.8.1 Travaux relie´s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Chapitre 4 Une approche pour la ge´ne´ration de code WS-BPEL. 89
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.1.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.1.2 Organisation du chapitre . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.2 L’approche de ve´riﬁcation/raﬃnement . . . . . . . . . . . . . . . . . . . . . . 90
4.3 Une se´mantique pour le BP-calcul base´e sur WS-BPEL. . . . . . . . . . . . . . 91
4.3.1 Ge´ne´ration de code WS-BPEL . . . . . . . . . . . . . . . . . . . . . . . 92
4.3.2 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.4 Du WS-BPEL au 휋-calcul . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.4.1 Du WS-BPEL vers le BP-calcul . . . . . . . . . . . . . . . . . . . . . . 97
4.4.2 Du BP-calcul au 휋-calcul . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.4.3 Du WS-BPEL au pi-calcul . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.5 Correction des transformations . . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.5.1 Abstraction totale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.5.2 Commutation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.6 Ve´riﬁcation et de ge´ne´ration de code pour le service d’actions . . . . . . . . . 108
4.6.1 Spe´ciﬁcation des requis . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.6.2 Ge´ne´ration de code WS-BPEL de l’exemple . . . . . . . . . . . . . . . 111
4.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
4.7.1 Travaux relie´s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
Chapitre 5 Me´canismes de corre´lation 115
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.1.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.1.2 Organisation du chapitre . . . . . . . . . . . . . . . . . . . . . . . . . . 115
ix
5.2 Les me´canismes de corre´lation et BPEL . . . . . . . . . . . . . . . . . . . . . . 116
5.2.1 De´ﬁnir la corre´lation en WS-BPEL. . . . . . . . . . . . . . . . . . . . . 116
5.3 Se´mantique des e´le´ments WS-BPEL qui font appel a` la corre´lation . . . . . . . 119
5.3.1 Proprie´te´s du mode`le . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
5.3.2 Exemple . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
5.4 Patrons pour la corre´lation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.4.1 Patrons communs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.4.2 Autres patrons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.5.1 Travaux relie´s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
Chapitre 6 E´tudes de cas : Gestion de cre´dit 137
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.1.1 Organisation du chapitre . . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.2 Pre´sentation de l’exemple : Une e´tude de cas ﬁnancie`re . . . . . . . . . . . . . 137
6.2.1 Spe´ciﬁcation informelle . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.2.2 Diagrammes d’activite´s . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
6.3 Formalisation en BP-calcul . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
6.3.1 Formalisation du Portail . . . . . . . . . . . . . . . . . . . . . . . . . . 144
6.3.2 Formalisation du service InfoUpload . . . . . . . . . . . . . . . . . . . . 146
6.3.3 Formalisation du service InformationUpdate . . . . . . . . . . . . . . . 148
6.3.4 Formalisation du service de traitement de la requeˆte (ReqProcessing) . 149
6.3.5 Formalisation du service d’e´valuation par l’employe´ . . . . . . . . . . . 151
6.3.6 Formalisation du service SupervisorEval . . . . . . . . . . . . . . . . . 151
6.3.7 Formalisation des autres services . . . . . . . . . . . . . . . . . . . . . 152
6.4 Ve´riﬁcation formelle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
6.5 Ge´ne´ration de code WS-BPEL . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
6.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
Chapitre 7 Imple´mentation 160
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
7.1.1 Organisation du chapitre . . . . . . . . . . . . . . . . . . . . . . . . . . 161
7.2 Aperc¸u de quelques outils existants . . . . . . . . . . . . . . . . . . . . . . . . 161
7.3 Une infrastructure pour la ve´riﬁcation de compositions de SW . . . . . . . . . 162
7.4 L’outil HAL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
7.4.1 Syntaxe HAL pour le pi-calcul . . . . . . . . . . . . . . . . . . . . . . . 163
7.4.2 Aperc¸u du syste`me HAL . . . . . . . . . . . . . . . . . . . . . . . . . . 164
x7.4.3 Une syntaxe pour la pi-logique . . . . . . . . . . . . . . . . . . . . . . . 164
7.4.4 Le processus de ve´riﬁcation/raﬃnement. . . . . . . . . . . . . . . . . . 165
7.5 Prototype . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
7.5.1 Exemple d’utilisation de l’outil HAL . . . . . . . . . . . . . . . . . . . 166
7.5.2 Architecture de l’outil de ve´riﬁcation BP-Verif . . . . . . . . . . . . . 166
7.6 Discussion et e´volutions futures . . . . . . . . . . . . . . . . . . . . . . . . . . 168
Chapitre 8 CONCLUSION 170
RE´FE´RENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
ANNEXES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
xi
LISTE DES TABLEAUX
Tableau 2.1 Informations de l’enteˆte WS-Adressing . . . . . . . . . . . . . . . . . 21
Tableau 2.2 Congruence structurelle du 휋-calcul. . . . . . . . . . . . . . . . . . . . 51
Tableau 2.3 Se´mantique ope´rationnelle “pre´coce” du 휋-calcul. . . . . . . . . . . . . 52
Tableau 2.4 Extrusion de porte´e . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
Tableau 3.1 Syntaxe du BP-calcul . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
Tableau 3.2 Congruence Structurelle. . . . . . . . . . . . . . . . . . . . . . . . . . 71
Tableau 3.3 Se´mantique ope´rationnelle du BP-calcul. . . . . . . . . . . . . . . . . 72
Tableau 3.4 Extension de la congruence structurelle du BP-calcul . . . . . . . . . 74
Tableau 3.5 Extension a` la se´mantique ope´rationnelle du BP-calcul. . . . . . . . . 75
Tableau 4.1 Correspondance pour les ope´rateurs de base . . . . . . . . . . . . . . 93
Tableau 4.2 Correspondance pour les ope´rateurs de base (suite) . . . . . . . . . . 94
Tableau 4.3 Correspondance pour les scopes et l’instanciation . . . . . . . . . . . . 95
Tableau 4.4 De la syntaxe du BP-calcul a` celle de HAL. . . . . . . . . . . . . . . . 102
Tableau 5.1 Re`gles pour les instances bien forme´es. . . . . . . . . . . . . . . . . . 124
Tableau 5.2 Exemple d’une aﬀectation errone´e. . . . . . . . . . . . . . . . . . . . . 126
Tableau 5.3 Patron d’identiﬁant de session . . . . . . . . . . . . . . . . . . . . . . 128
Tableau 5.4 Patron pour les ensembles de corre´lation . . . . . . . . . . . . . . . . 129
Tableau 5.5 Patron pour les activite´s de cre´ation multiples . . . . . . . . . . . . . 130
Tableau 5.6 Patron pour la correlation imbrique´e. . . . . . . . . . . . . . . . . . . 130
Tableau 5.7 Nouvelles re`gles pour la se´mantique ope´rationnelle. . . . . . . . . . . . 132
Tableau 5.8 Patron pour l’imbrication des conversations . . . . . . . . . . . . . . . 133
xii
LISTE DES FIGURES
Figure 1.1 Diﬀe´rents roˆles dans les SOA . . . . . . . . . . . . . . . . . . . . . . . . 3
Figure 2.1 Publier, Trouver, Invoquer . . . . . . . . . . . . . . . . . . . . . . . . . 14
Figure 2.2 Un dialogue RPC encode´ par SOAP . . . . . . . . . . . . . . . . . . . . 18
Figure 2.3 Pile des Services Web . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
Figure 2.4 Orchestration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
Figure 2.5 Une orchestration repre´sente´e comme un service. . . . . . . . . . . . . . 25
Figure 2.6 Une chore´graphie permet la collaboration entre ses participants. . . . . 26
Figure 2.7 Description WS-Schema d’un processus WS-BPEL. . . . . . . . . . . . 28
Figure 2.8 Structure usuelle d’une de´ﬁnition WS-BPEL. . . . . . . . . . . . . . . . 28
Figure 2.9 Description WS-Schema d’une activite´ WS-BPEL. . . . . . . . . . . . . 29
Figure 2.10 Hie´rarchie des bisimulations du 휋-calcul . . . . . . . . . . . . . . . . . . 55
Figure 3.1 Diagramme de se´quence du marche´ d’actions. . . . . . . . . . . . . . . 82
Figure 3.2 Diagramme d’interaction du marche´ d’actions. . . . . . . . . . . . . . . 82
Figure 3.3 Diagramme d’interaction du scope pour le service Courtier. . . . . . . . 85
Figure 4.1 Un environnement pour la ve´riﬁcation formelle. . . . . . . . . . . . . . 91
Figure 4.2 Diagramme de Commutation. . . . . . . . . . . . . . . . . . . . . . . . 108
Figure 6.1 Diagramme des interactions . . . . . . . . . . . . . . . . . . . . . . . . 140
Figure 6.2 Diagramme d’activite´ du portail . . . . . . . . . . . . . . . . . . . . . . 140
Figure 6.3 Diagramme d’activite´ de InfoUpload . . . . . . . . . . . . . . . . . . . 141
Figure 6.4 Diagramme d’activite´ de InfoUpdate . . . . . . . . . . . . . . . . . . . 142
Figure 6.5 Diagramme d’activite´ de reqProcessing . . . . . . . . . . . . . . . . . . 142
Figure 7.1 Un environnement pour le Raﬃnement et la Traduction . . . . . . . . . 163
Figure 7.2 Architecture Logique de l’outil HAL . . . . . . . . . . . . . . . . . . . . 165
Figure 7.3 Ge´ne´ration de l’automate HD . . . . . . . . . . . . . . . . . . . . . . . 167
Figure 7.4 Proprie´te´ de disponibilite´ . . . . . . . . . . . . . . . . . . . . . . . . . . 167
Figure 7.5 Proprie´te´ de tole´rance . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
Figure 7.6 Architecture de BP-Verif . . . . . . . . . . . . . . . . . . . . . . . . . . 169
xiii
LISTE DES ANNEXES
Annexe A HAL : Syntaxe Formelle des 휋-agents . . . . . . . . . . . . . . . . . . . 180
Annexe B HAL : Syntaxe de la 휋-logique . . . . . . . . . . . . . . . . . . . . . . . 182
xiv
LISTE DES SIGLES ET ABRE´VIATIONS
Sigle Nom complet
BPML Business Process Modeling Language
BPMN Business Process Modeling Notation
BPSL Business Property Speciﬁcation Language
CDR Common Data Representation
CORBA Common Object Request Broker Architecture
COWS Calculus for Orchestration of Web Services
CSP Communicating Sequential Processes
CTL Computational Tree Logic
DCOM Distributed Component Object Model
FSA Finite State Automata
IDL Interface Description Language
LTL Linear Temporal Logic
PA Alge`bre de Processus
SOA Service Oriented Architecture
SOAP Simple Object Access Protocol
SOC Service Oriented Computing
UDDI Universal, Description, Discovery and Integration
W3C World Wide Web Consortium
WfMS The Workﬂow Management System
WS-BPEL Business Process Execution Language
WS-CDL Web Services Choreography Description Language
WSCL Web Service Conversation Language
WSCI Web Service Choregraphy Interface
WSDL Web Services Description Language
XLANG XML Business Process Language
XML eXtensible Markup Language
Notation Signiﬁcation
푓푛(푃 ) Ensemble des noms libres de l’agent P
푏푛(푃 ) Ensemble des noms lie´s dans P
풞[푥˜← 푡] Ensemble de corre´lation)
[풞 : 푃 ]푐(푥˜).퐴(푦˜) Cre´ation d’instance
푃 ⊳푐(푀) 푄 Composition se´quentielle
{푥˜, 푃, 퐻} Scope
✓ Ope´rateur de terminaison
.∼퐵푃 Bisimilarite´
∼퐵푃 Congruence
1CHAPITRE 1
Introduction
L’axe principal de ce travail de the`se se situe a` la croise´e du travail re´alise´ au la-
boratoire de Te´le´informatique de l’UQAM sur le projet ARTICIEL Boutemedjet et al.
(2004a),Boutemedjet et al. (2004b), Abouzaid et al. (2004) et des centres d’inte´reˆt du labo-
ratoire CRAC de l’E´cole Polytechnique de Montre´al. Ce travail a consiste´ en une re´alisation
concre`te d’une plateforme ope´rationnelle base´e sur les services Web et de´die´e a` la re´alisation
de projets 3D collaboratifs.
Depuis, ma collaboration avec mes colle`gues du CRAC et notamment avec le Professeur
J. Mullins a mene´ a` un travail the´orique sur la se´mantique formelle de la composition de
services Web, comme un prolongement du travail sur la plateforme ARTICIEL.
Ainsi donc, le contexte du travail pre´sente´ ici se situe a` la frontie`re de deux domaines :
– le domaine du ge´nie logiciel par le de´veloppement de modules ge´ne´riques dans le cadre
d’un environnement de ve´riﬁcation de´die´ au langage WS-BPEL,
– le domaine de la ve´riﬁcation formelle : par la conception et l’imple´mentation d’algo-
rithmes de ve´riﬁcation.
1.1 Contexte
Dans cette the`se, nous e´tudions le proble`me tre`s ge´ne´ral de la ve´riﬁcation formelle de
compositions de services Web par l’utilisation des alge`bres de processus et plus spe´ciﬁquement
celui de la ge´ne´ration de spe´ciﬁcations WS-BPEL valides et bien forme´es.
L’inte´reˆt de cette proble´matique re´sulte du fait que l’explosion de l’Internet a profonde´-
ment change´ les approches de conception et donc de validation des architectures logicielles.
Les intergiciels (middlewares) tels que CORBA (Common Object Request Broker Architec-
ture), Java RMI (Java Remote Method Invocation), DCOM (Distributed Component Object
Model) ou .NET (Microsoft) ont e´te´ de´veloppe´s pour permettre la simpliﬁcation du cycle
de de´veloppement des logiciels et permettre l’interope´rabilite´ entre les syste`mes distribue´s et
he´te´roge`nes. Cependant la plupart de ces technologies, bien que ayant re´pondu de manie`re
assez satisfaisante a` l’inte´rope´rabilite´ dans le contexte des syste`mes distribue´s, se sont mal
adapte´es a` l’interope´rabilite´ sur Internet.
Les Architectures Oriente´es Services (en anglais “Services Oriented Architectures” - SOA)
ont ainsi e´merge´ comme un ensemble de technologies prometteuses pour le de´veloppement,
2le de´ploiement et l’inte´gration d’applications Internet amene´s a` remplacer ou comple´ter les
anciens intergiciels. Le grand avantage des SOA est leur faculte´ a` oﬀrir leurs fonctionnalite´s
sous forme de services aussi bien a` l’utilisateur ﬁnal (humain) qu’aux autres services. Cette
caracte´ristique ouvre la voie a` une me´thodologie de programmation base´e sur la composition
de services et de leur re´utilisation : de nouveaux services taille´s sur mesure sont de´veloppe´s
a` la demande par un assemblage ade´quat des services de´ja` existants. Les SOA constituent
un domaine de recherche tre`s actif et repre´sentent un champ d’investigation ouvert pour
concevoir des mode`les the´oriques dote´s de se´mantiques formelles pour spe´ciﬁer et raisonner
sur les applications oriente´es services.
Pour bien situer la proble´matqiue, nous pre´sentons a` la section suivante les SOA.
1.1.1 Les Architectures Oriente´es Service
Les SOA sont un ensemble de composants qui peuvent eˆtre appele´s, et dont les descriptions
d’interfaces peuvent eˆtre e´dite´es et de´couvertes. De nos jours, les Services Web fournissent
les technologies les plus adapte´es pour rendre possible la cre´ation d’architectures oriente´es
services. Ces architectures reposent sur l’utilisation d’un ensemble de Services Web ayant les
caracte´ristiques suivantes :
- Oriente´ message : la communication entre un agent fournisseur et un agent demandeur
est de´ﬁnie en termes d’e´change de messages.
- Oriente´ description : un service est de´crit par des me´tadonne´es.
- Granularite´ : les services communiquent en utilisant un nombre re´duit de messages qui
sont ge´ne´ralement grands et complexes.
- Oriente´ re´seau : les services ont tendance a` eˆtre utilise´s sur un re´seau. Cependant, ceci
n’est pas une exigence absolue.
- Dynamicite´ : lie´e au fait que les Services Web reposent sur des communications entre
un client et un service. Si la localisation d’un service est souvent stable (pour permettre
de le localiser sur le long terme), il n’en est pas de meˆme pour le client, car celui-ci est
souvent connecte´ a` travers Internet par un fournisseur d’acce`s ne lui attribuant pas une
adresse IP ﬁxe par exemple.
- Interope´rabilite´ : pre´sente a` plusieurs niveaux. Tout d’abord, entre les services eux-
meˆmes : en eﬀet, rien n’oblige a` utiliser la meˆme plateforme entre les diﬀe´rents services
formant une application a` part entie`re. Ensuite, au niveau des clients et des services :
l’architecture logicielle et l’architecture mate´rielle peuvent eˆtre totalement diﬀe´rentes,
l’essentiel est la mise a` disposition des protocoles des Services Web sur ces architectures,
inde´pendamment du langage et des logiciels utilise´s.
- Neutralite´ de la plate-forme : les services communiquent en utilisant des messages
3codiﬁe´s dans une repre´sentation inde´pendante de la plate-forme. Par exemple, CORBA
utilise CDR (Common Data Representation) comme une repre´sentation de donne´es
inde´pendante de la plate-forme ; les Services Web utilisent eux, XML.qui a l’avantage
d’eˆtre extensible et de mieux repre´senter les informations.
- Existence de langages spe´ciﬁques de descriptions comportementales : Ce type d’ap-
plication, e´tant dynamique et ne reposant pas sur un serveur centralise´, requiert une
description du comportement de l’application comple`te, indiquant comment les com-
munications vont se re´aliser entre les diﬀe´rents services. Ce type de langage he´rite des
travaux re´alise´s dans la gestion des workﬂows, permettant d’indiquer les diﬀe´rents trai-
tements eﬀectue´s sur un ensemble de donne´es pour un acteur donne´.
La ﬁgure 1.1 illustre les e´le´ments fondamentaux de cette architecture. Un agent four-
nisseur contient les services. Ces services sont de´crits a` travers une repre´sentation utilisant
des me´tadonne´es, c.-a`-d. la description du service. Ensuite, l’agent fournisseur enregistre les
informations de ses services dans l’annuaire. Un agent demandeur cherche dans l’annuaire
des services selon les crite`res spe´ciﬁques. L’annuaire retourne au demandeur les informations
d’un service demande´. L’agent demandeur re´cupe`re les me´tadonne´es de ce service et les utilise
pour e´changer des messages avec le service.
Figure 1.1 Diﬀe´rents roˆles dans les SOA
Les Services Web consistent a` exposer sur un re´seau (et donc Internet), une ou plusieurs
applications re´pondant a` certains impe´ratifs technologiques. Ces services peuvent proposer
des fonctions tre`s simples (du type requeˆte/re´ponse) ou un ensemble complet d’outils, per-
mettant d’aller jusqu’a` la composition des services pour proposer une application comple`te.
Le client d’un service, qui peut eˆtre une personne ou un programme informatique, est situe´
sur la meˆme machine ou sur une machine distante. Il devra, lui aussi, respecter certains impe´-
ratifs permettant de re´pondre au proble`me principal d’interope´rabilite´. Cette interope´rabilite´
concerne non seulement le codage des donne´es, mais e´galement les plateformes : le client n’est
pas oblige´ de connaˆıtre la plateforme utilise´e par le fournisseur de services pour communiquer
4avec celui-ci. Les plateformes doivent eˆtre totalement inde´pendantes des technologies cle´s ci-
te´es ici. La communication entre le client et le service passe par une phase de de´couverte et
de localisation du service, a` l’aide du protocole et des annuaires UDDI OASIS (2004a). Cet
annuaire contient un ensemble de ﬁchiers de descriptions de Services Web, utilisant le langage
WSDL W3C (March 2001), base´ sur XML. Le client interroge l’annuaire a` l’aide de mots
cle´s pour obtenir un ensemble de descriptions WSDL. Ces descriptions WSDL contiennent
toutes les informations ne´cessaires a` l’invocation du service (URL de localisation, description
des fonctions et des types de donne´es). Les communications entre les diﬀe´rents acteurs (ser-
vice, client, annuaire) utilisent le protocole SOAP W3C (2003), e´galement base´ sur XML.
Elles utilisent aussi les protocoles re´seaux tel que HTTP pour faire parvenir les messages,
permettant ainsi de s’aﬀranchir des diﬀe´rents proble`mes de pare-feux lie´s aux architectures
re´seaux.
L’usage eﬀectif des services impose des contraintes et pre´sente certaines caracte´ristiques
que nous exposons ici :
- “A` grain e´pais” (Coarse-grained) : Les ope´rations (fonctionnalite´s) dans les services
sont fre´quemment imple´mente´es pour englober plusieurs fonctionnalite´s et exploitent
de grands ensemble de donne´es par comparaison avec les composants a` “grain ﬁn”
constituant des interfaces oriente´es objet, par exemple.
- Conception base´e sur les interfaces : Diﬀe´rents services imple´mentent des interfaces
communes ou bien un meˆme service peut imple´menter plusieurs interfaces.
- De´couvrables : Les services doivent eˆtre de´couverts lors de la conception, mais aussi lors
de l’exe´cution (run-time). Les services son identiﬁe´s tout autant par leur identiﬁant,
mais aussi par leur interfaces et le type de services qu’ils procurent.
- Faiblement couple´s : Les services sont connecte´s aux autres services et aux clients en
utilisant des me´thodes standards, base´es sur les e´changes de messages XML par exemple,
qui privile´gient la re´duction des de´pendances.
- Asynchrones : En ge´ne´ral, les services utilisent une approche base´e sur les e´changes asyn-
chrones de messages ; cependant cette re`gle n’est pas ge´ne´rale et des services peuvent
bien utiliser une approche synchrone.
L’ensemble de ces crite`res diﬀe´rencie une application base´e sur les services, d’une appli-
cation de´veloppe´e en utilisant les architectures a` composants telles que CORBA, DCOM,
J2EE ou .NET classique. Il est avantageux, par exemple de faire des requeˆtes asynchrones,
pour re´duire le temps d’attente du reque´rant. Lors d’un appel asynchrone, le reque´rant peut
continuer son e´volution tout en laissant le temps au fournisseur de lui fournir la re´ponse a` sa
requeˆte. Dans certains cas, bien entendu, le cas synchrone s’impose, mais le cas asynchrone
est souvent plus avantageux surtout quand le couˆt des communications est e´leve´, ou quand
5la latence du re´seau est impre´visible.
Pour soutenir l’approche base´e sur les Services Web, de nombreux nouveaux langages,
tous base´s sur XML, ont e´te´ conc¸us. Bien que d’autres techniques peuvent eˆtre utilise´es,
l’ensemble XML, SOAP, WSDL et UDDI est le plus adapte´ pour eˆtre utilise´ avec les SOA et
en constitue le fondement.
Cependant, il ne faut pas confondre les Services Web avec SOA. Les Services Web four-
nissent le support pour la description, la publication/recherche et l’infrastructure de commu-
nication pour les services, alors que l’architecture SOA de´crit comment un syste`me compose´
de services peut eˆtre construit. Nous reviendrons en de´tail sur ces technologies dans le Cha-
pitre 2, Section 2.2.
D’autre part, pour cre´er des applications plus complexes et proﬁter pleinement du poten-
tiel des Services Web, il est souvent ne´cessaire de recourir a` des me´canismes de composition
de services et a` des protocoles pour la qualite´ de services. C’est entre autres la raison du
de´veloppement de langages de composition de Services Web comme WS-BPEL Oasis (2007)
et WS-CDL Oasis (2007).
Dans ce travail nous nous inte´ressons aux langages de descriptions comportementales,
et nous basons notre travail sur WS-BPEL car il est devenu un standard de fait par son
utilisation industrielle et par la standardisation de sa version 2.0 par l’Oasis. Nous pre´sentons
en de´tail ce langage dans le Chapitre 2, Section 2.3.
1.2 Motivation
Les technologies lie´es au de´veloppement de services de base et leur interconnexion point
a` point peuvent eˆtre conside´re´es comme bien e´tablies. Cependant, le traitement B2B exige
la prise en compte d’interactions plus complexes impliquant un grand nombre de partici-
pants. Les techniques de base pre´ce´demment cite´es sont insuﬃsantes pour cela, ce qui justiﬁe
l’existence de langages de composition de services. Or, les langages WS-BPEL et WS-CDL
sont pre´sente´s par leur concepteurs comme e´tant base´s sur les alge`bres de processus et le
휋-calcul en particulier, pour permettre un raisonnement mathe´matique rigoureux sur des
spe´ciﬁcations e´crites dans ces langages.
En eﬀet, les alge`bres de processus permettent de de´ﬁnir des mode`les se´mantiques et
de poser des bases rigoureuses pour raisonner sur les applications SOA, entre autres. De
nombreux proble`mes relie´s aux Services Web (SW) tels que la non re´ception de messages, la
concurrence, les interblocages ou la de´termination des compatibilite´s, peuvent eˆtre investigue´s
graˆce aux alge`bres de processus.
Un des grands avantages de l’utilisation des alge`bres de processus, est le fait qu’ils dis-
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outils analytiques qui sont par nature bien adapte´s aux besoins des applications SOA. De
nombreuses e´tudes ont montre´ la pertinence de l’utilisation d’outils de model-checking et
d’analyse des e´quivalences (bisimulation) pour les technologies a` base de Services Web (voir
par exemple van Breugel et Koshkina (2006) ou Meredith et Bjorg (2003)).
Toutefois, au-dela` de l’argument commercial, les relations entre la the´orie et la pratique
est loin d’eˆtre e´vidente. Peu ou pas d’outils conceptuels pour l’analyse et le raisonnement ou
qui supportent les techniques de ve´riﬁcation ont e´te´ pre´sente´s par les socie´te´s concerne´es. Et,
sans la capacite´ de montrer un impact pratique de ces concepts, la rigueur mathe´matique
risque de devenir inutile. C’est la raison principale pour laquelle il est ne´cessaire de poursuivre
le travail entrepris par de nombreux chercheurs pour traiter avec rigueur la proble´matique de
la composition des Services Web et ceci particulie`rement a` partir du 휋-calcul.
Le choix de ce formalisme est dicte´ par de nombreux impe´ratifs qui laissent cependant
la place a` des mode`les diﬀe´rents, tels, par exemple, les re´seaux de Petri ou les machines
d’e´tats abstraites. Cependant puisque les concepteurs de XLANG Thatte (2001), WS-BPEL
et WS-CDL aﬃrment qu’ils ont e´te´ fortement inﬂuence´s par cette the´orie, il semble judicieux
d’analyser et de contribuer a` l’ame´lioration des ces propositions en utilisant un concept qui
a de´montre´ tout a` la fois sa simplicite´ de de´ﬁnition mais aussi une redoutable eﬃcacite´ en
termes d’expressivite´. De plus de nombreux outils existent et ont fait leurs preuves pour
l’analyse et la ve´riﬁcation base´es sur le 휋-calcul (HAL-Toolkit Ferrari et al. (2003), MWB
Victor et Moller (1994)).
Cependant, bien que le 휋-calcul soit un langage tre`s compact et ne´anmoins puissant, il
sera diﬃcile de l’utiliser de manie`re suﬃsamment claire sans introduire certaines primitives
propres au domaine de l’orchestration. Cette the`se a pour objectif de de´ﬁnir un langage formel
base´ sur le 휋-calcul, pour tirer be´ne´ﬁce de ses nombreux avantages, tout en l’enrichissant
d’annotations et de primitives permettant une meilleure interaction avec le langage WS-
BPEL. Pour cela nous devons atteindre un certains nombre d’objectifs que nous pre´cisons
dans les paragraphes suivants.
1.2.1 Ne´cessite´ d’une se´mantique ope´rationnelle
L’utilisation d’architectures base´es sur les Services Web, pre´sente le proble`me de la co-
he´rence des services. En eﬀet, comment peut-on eˆtre suˆr qu’une application, base´e sur des
Services Web distants, et interconnecte´s par des re´seaux dont on ne connaˆıt presque rien,
aboutira par la bonne composition de Services Web, a` une application correcte ? Pour cela,
il est ne´cessaire d’avoir une se´mantique ope´rationnelle pre´cise des langages de description
comportementale de ces applications. D’ou` l’inte´reˆt de notre approche et de l’apport d’une
7se´mantique ope´rationnelle pour le langage WS-BPEL par exemple. Cette se´mantique ope´ra-
tionnelle permet alors d’appliquer des me´thodes formelles pour ve´riﬁer certaines proprie´te´s
comportementales du syste`me e´tudie´.
1.2.2 Une approche fonde´e sur les alge`bres de processus.
Au cours des dernie`res anne´es, de nombreux chercheurs ont cherche´ a` exploiter les nom-
breux travaux sur les alge`bres de processus dans le but de de´ﬁnir un mode`le se´mantique
ade´quat et de poser des fondations rigoureuses pour l’e´tude des applications base´es sur les
services ainsi que de leur composition. La nature compositionnelle des alge`bres de proces-
sus de´coule naturellement de leur de´ﬁnition alge´brique. Cela est tre`s utile dans le cadre de
l’e´tude des SOA. Cette tendance est illustre´e par les nombreuses alge`bres de´ﬁnies et utili-
se´es comme formalisations des compositions de services Lapadula et al. (2007a), Guidi et al.
(2006), Lucchi et Mazzara (2007).
Certaines formalisations arguent de la diﬃcile ge´ne´ralisation des formalismes existants
(comme par exemple les variantes du 휋-calcul avec inte´gration des me´canismes de transactions
Lucchi et Mazzara (2007) ou de CSP avec compensation Butler et al. (2004)) a` l’analyse
comple`te des technologies actuelles, pour proposer des alge`bres plus ge´ne´riques. C’est la cas
notamment des travaux sur COWS (Lapadula et al. (2007a),Lapadula et al. (2007c)).
Outre le fait que les alge`bres de processus peuvent servir comme des cadres formels de
spe´ciﬁcation, elles peuvent aussi servir de prototypes expe´rimentaux qui vont inspirer de
nouveaux paradigmes de composition. Certains auteurs ont ainsi propose´ des versions alle´ge´es
de WS-BPEL e´vitant certaines ambigu¨ıte´s se´mantiques du langage original. C’est le cas de
l’e´quipe COWS qui propose B-Lite Lapadula et al. (2007c).
Dans ce meˆme esprit l’analyse des me´canismes de corre´lation que nous pre´sentons au
Chapitre 5 aboutit a` des recommandations pertinentes pour l’ame´lioration de WS-BPEL.
Logiques Il a e´te´ prouve´ depuis longtemps que les logiques permettent de raisonner sur
des syste`mes complexes tels que les applications SOA car elles permettent la spe´ciﬁcation de
ces syste`mes, et par la`-meˆme elles peuvent eˆtre utilise´s pour de´crire les proprie´te´s du syste`me
plutoˆt que leurs comportements.
Dans les derniers temps, plusieurs types de logiques, modales, temporelles et, plus re´-
cemment, les logiques spatiales ont e´te´ propose´es comme des moyens approprie´s pour la
spe´ciﬁcation des proprie´te´s de syste`mes concurrents. Ces logiques permettent d’exprimer di-
verses notions telles que la ne´cessite´, la possibilite´ ou l’e´ventualite´ de la re´alisation de certains
e´ve`nements (voir par exemple Hennessy et Milner (1985), Milner et al. (1993)).
Un environnement de ve´riﬁcation base´ sur ces logiques procure des moyens pour ve´riﬁer
8les proprie´te´s fonctionnelles des services en faisant abstraction de la complexite´ des contextes
dans lesquels ils ope`rent. Par exemple, les services peuvent eˆtre conside´re´s comme des entite´s
abstraites capable de recevoir des requeˆtes et de renvoyer les re´ponses correspondantes. De
nombreuses proprie´te´s abstraites peuvent ainsi eˆtre ve´riﬁe´es, telles que la disponibilite´ d’un
service, sa ﬁabilite´, sa re´activite´ et de nombreuses autres proprie´te´s inte´ressantes qui peuvent
exprimer des caracte´ristiques souhaitables pour des services et des applications SOA (voir,
par exemple, Alonso et al. (2004)).
E´quivalences Comportementales Les alge`bres de processus peuvent eˆtre utilise´es pour
de´crire a` la fois la mise en œuvre des services et la spe´ciﬁcation de leurs comportements
de´sirables. Les notions d’e´quivalence comportementales ou de compatibilite´ entre les proces-
sus sont donc des e´le´ments importants pour ces langages. Les e´quivalences comportemen-
tales (Milner (1999), Nicola et Hennessy (1983), Sangiorgi (1996.)) peuvent eˆtre utilise´es de
plusieurs fac¸ons : pour prouver le bien-fonde´ d’un protocole mis en œuvre dans le langage
conside´re´, pour prouver une certaine forme de correspondance entre un service e´crit dans
un certain langage et de son encodage dans un autre. Elles peuvent aussi fournir un moyen
d’e´tablir des correspondances entre les diﬀe´rentes vues (niveaux d’abstraction), d’un service.
Il est souvent utile, de prouver que l’e´quivalence est une congruence, c’est-a`-dire qu’elle est
pre´serve´e par tous les contextes du langage. Cette proprie´te´ est souvent obtenue par la cloˆture
des e´quivalences par rapport a` tous les contextes, ce qui en rend la preuve directe particu-
lie`rement diﬃcile. Voir a` ce sujet le Chapitre 2, Section 2.5 et le Chapitre 3, Section 3.5 ou`
cette notion est e´tudie´e en de´tail.
1.3 Contributions
La principale contribution de cette the`se est l’analyse des relations entre les alge`bres de
processus (en particulier le 휋-calcul) et les techniques de gestion de workﬂow dans le contexte
de la composition de Services Web en focalisant sur le langage WS-BPEL. Le de´tail de nos
contributions est comme suit :
De´ﬁnition d’une se´mantique formelle et de´monstration de ses proprie´te´s : Le
premier apport concerne la de´ﬁnition d’un langage formel, le BP-calcul, permettant d’ex-
primer une se´mantique formelle du langage WS-BPEL mais permettant aussi une double
transformation entre WS-BPEL et le BP-calcul. Le BP-calcul est pre´sente´ au Chapitre 3.
Nous de´ﬁnissons aussi une relation d’e´quivalence de comportement a` la Section 3.5 qui per-
met de mettre en œuvre des me´canismes de raﬃnement graduel des spe´ciﬁcations. Enﬁn dans
9ce meˆme chapitre nous e´tendons la 휋-logique (Chapitre 2, Section 2.6) pour de´ﬁnir la BP-
logique, qui tient compte du pre´dicat de terminaison (Section 3.4), une des extensions que
nous apportons au 휋-calcul.
Les transformations qui sont de´ﬁnies au Chapitre 4 permettent de passer du langage
WS-BPEL vers sa se´mantique exprime´e en BP-calcul puis en 휋-calcul et inversement du BP-
calcul vers WS-BPEL. Nous de´montrons formellement a` la Section 4.5 du Chapitre 4 que ces
transformations sont correctes, c’est-a`-dire qu’elles permettent le passage d’un langage vers
l’autre tout en pre´servant la se´mantique.
Formalisation des gestionnaires Diﬀe´rents gestionnaires - d’erreurs, d’e´ve`nements, de
terminaison et de compensation - constituent une caracte´ristique importante du langage WS-
BPEL. Une se´mantique en a e´te´ propose´e dans Lucchi et Mazzara (2007). Cependant, cette
se´mantique base´e sur 푤푒푏휋, une variante du 휋-calcul est complexe. Nous apportons notre
contribution en proposant une simpliﬁcation de la syntaxe des gestionnaires rendue possible
par l’utilisation de fonctions qui abstraient certains de´tails, comme par exemple ceux relatifs
a` l’activation ou la de´sactivation d’un gestionnaire.
Formalisation de la corre´lation WS-BPEL permet de cre´er de nouvelles instances de
processus a` la re´ception d’un message. Ce me´canisme, appele´ corre´lation, permet d’associer
une instance a` un message qui contient son identiﬁant. Dans le Chapitre 5 nous proposons
une de´ﬁnition formelle de ce me´canisme qui est fondamental pour le gestion des workﬂow. et
nous de´ﬁnissons certaines contraintes qui garantissent le bon fonctionnement du me´canisme,
notamment le non-blocage mutuel des instances.
Preuve de concept Le langage formel BP-calcul et la BP-logique, sont utilise´s pour ve´riﬁer
des proprie´te´s fondamentales des syste`mes. Nous appliquons notre approche a` une e´tude de
cas signiﬁcative. Cette e´tude de cas, traite´e au Chapitre 6 concerne la gestion de l’octroi de
cre´dits par un service ﬁnancier. Ce cas est entie`rement spe´ciﬁe´ en BP-calcul et des proprie´te´s
souhaitables du syste`me sont exprime´es en BP-logique.
Imple´mentation et mise en œuvre des re´sultats Enﬁn, l’architecture logicielle d’un
prototype de l’application de ve´riﬁcation, nomme´ BP-Verif et qui imple´mente notre approche
est pre´sente´ au Chapitre 7, pour en illustrer la faisabilite´.
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1.4 Organisation de la the`se
Les sujets aborde´s dans cette the`se nous ont incite´ a` pre´senter le contexte technologique
dans ce premier chapitre. Nous y avons pre´sente´ les architectures distribue´es et notamment
les architectures oriente´es services ainsi que leur e´volution. Nous y avons introduit aussi le
mode`le des Services Web que nous de´taillons dans le deuxie`me chapitre.
Le deuxie`me chapitre pre´sente un e´tat de l’art de l’approche base´e sur les Services Web
et des diﬀe´rentes technologies et langages qui lui sont associe´s. Ce chapitre pre´sente aussi en
de´tail le contexte formel utilise´ pour l’analyse des compositions des Services Web. C’est ainsi
que nous y pre´sentons en de´tail le 휋-calcul et que nous analysons les e´quivalences les plus
importantes qui ont e´te´ de´veloppe´es pour ce langage. Finalement la ve´riﬁcation doit reposer
force´ment sur une logique. La logique la plus adapte´e a` notre contexte est la 휋-logique que
nos pre´sentons aussi dans ce chapitre.
Le troisie`me chapitre est de´die´ a` la mode´lisation par l’interme´diaire d’une alge`bre base´e
sur le 휋-calcul que nous appelons le BP-calcul. Nous y e´tudions plusieurs proprie´te´s de notre
langage, en particulier nous de´ﬁnissons et e´tudions en de´tail une e´quivalence de comportement
qui nous sera utile pour valider le me´canisme de ve´riﬁcation. Nous y de´ﬁnissons aussi la BP-
logique qui est une extension de la 휋-logique par l’introduction d’un pre´dicat de terminaison.
Dans le quatrie`me chapitre, nous abordons la spe´ciﬁcation de correspondances entre le
BP-calcul, WS-BPEL et le 휋-calcul et nous e´tablissons l’exactitude et la comple´tude de ces
transformations.
Le cinquie`me chapitre pre´sente l’e´tude approfondie d’un me´canisme fondamental pour
les SOA, la notion de corre´lation. Nous y pre´sentons le moyen de de´ﬁnir les corre´lations en
WS-BPEL, pour ensuite les spe´ciﬁer en BP-calcul. Nous de´ﬁnissons les proprie´te´s de notre
mode`le qui assurent le bon comportement des instances corre´le´es. Dans une deuxie`me partie
du chapitre, nous nous inte´ressons a` diﬀe´rents motifs (patterns) de corre´lation qui s’ave´reront
tre`s utile pour l’ame´lioration de nombreux aspects des langages de composition.
Le sixie`me chapitre est consacre´ a` une e´tude de cas e´tendue portant sur un marche´
ﬁnancier et la gestion des demandes de cre´dit. Cet exemple permet d’illustrer la pertinence
de notre approche sur des cas conse´quents. Nous formalisons le syste`me puis nous spe´ciﬁons
certaines proprie´te´s importantes qu’il doit ve´riﬁer. Finalement nous ve´riﬁons ces proprie´te´s
graˆce au model-checker contenu dans l’outil HAL-Tookit pour corriger et valider le mode`le. La
dernie`re e´tape du processus sera la ge´ne´ration automatique du code WS-BPEL du syste`me.
Nous discutons dans le septie`me chapitre le prototype de l’imple´mentation logicielle de
notre approche. Nous pre´sentons l’outil HAL (Ferrari et al. (2003)) qui est le socle de l’outil
de ve´riﬁcation BP-verif dont nous pre´sentons l’architecture dans ce meˆme chapitre.
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En conclusion, nous e´tablissons un bilan de nos travaux en synthe´tisant la proble´matique
e´tudie´e, la contribution fournie, ses limitations, ainsi que ses diﬀe´rentes perspectives. Nous
pre´sentons aussi les travaux en cours.
1.5 Conclusion
De nombreux de´ﬁs techniques restent a` relever dans le domaines des SOA. Les me´thodes
formelles et les alge`bres de processus constituent dans ce cas un point de de´part tre`s pre´cieux
dans la de´ﬁnition d’une se´mantique pouvant servir de re´fe´rence pour les Services Web. En
fait, la recherche sur les alge`bres de processus a de´ja` prouve´ leur eﬃcacite´ en fournissant des
me´thodes simples mais puissantes, permettant de spe´ciﬁer le comportement de syste`mes de
te´le´phonie mobile ou de syste`mes distribue´s base´s sur la communication de re´fe´rences (noms).
Pour d’autres contributions provenant des recherches sur les alge`bres de processus, telles
que des conversations impliquant des parties multiples ou la qualite´ de service des applica-
tions, le lecteur inte´resse´ peut consulter le site du projet SENSORIA SENSORIA (2005). De
meˆme, le travail de the`se de Raman Kazhamiakin Kazhamiakin (2007) fournit une analyse
de´taille´e des autres techniques utilise´es.
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CHAPITRE 2
Les Services Web et le 휋-calcul
2.1 Introduction
Le contexte de cette the`se nous incite a` pre´senter les technologies e´tudie´es lors de nos
recherches sur la formalisation des orchestrations de Services Web. Ce chapitre pre´sente le
contexte et les technologies lie´es aux Services Web, mais discute aussi les diﬀe´rents aspects
de la formalisation des Services Web en accordant un inte´reˆt particulier aux alge`bres de
processus et plus pre´cise´ment au 휋-calcul.
Dans cette the`se, nous sommes concerne´s par la ve´riﬁcation de compositions de Services
Web et par la ge´ne´ration automatique de processus WS-BPEL qui auront e´te´ duˆment ve´riﬁe´s
auparavant.
Les Services Web repre´sentent aujourd’hui une plate-forme largement adopte´e par le plus
grand nombre pour le de´veloppement des syste`mes d’information distribue´s sur l’Internet.
Pour comprendre leur fonctionnement et leur place de choix actuelle, il est important de
retracer brie`vement l’historique de l’e´volution des syste`mes d’information distribue´s. Cette
e´volution s’est accompagne´e de l’apparition re´gulie`re de nouveaux proble`mes et de nouvelles
exigences. Ainsi donc, leur contexte est fortement e´volutif, mais avec des proble`mes relative-
ment bien identiﬁe´s et une proble´matique bien stabilise´e.
2.1.1 Organisation du chapitre
Dans ce chapitre, nous commenc¸ons par pre´senter un panorama de l’e´volution des techno-
logies lie´es aux Services Web. C’est ainsi que les les Services Web sont pre´sente´s a` la Section
2.2 ainsi que les principaux standards (XML, SOAP, WSDL et UDDI) qui leurs sont as-
socie´s. La Section 2.3 pre´sente la composition de ces services et des technologies associe´es
(WS-BPEL, WS-CDL, . . . ).
Dans la deuxie`me partie de ce chapitre, nous pre´sentons a` la Section 2.4 le 휋-calcul qui est
a` la base du formalisme, adapte´ a` la composition de Services Web, que nous introduisons et
e´tudions dans cette the`se. Nous y pre´sentons ainsi la syntaxe et la se´mantique du langage. A la
Section 2.5 nous pre´sentons les diﬀe´rentes e´quivalences (bisimulations) qui lui sont associe´es
et nous terminons par la pre´sentation a` la Section 2.6 de la logique qui lui est associe´e et qui
permet la ve´riﬁcation des comportements souhaitables des syste`mes e´tudie´s.
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2.2 Les Services Web
Dans cette section, nous de´crivons plus pre´cise´ment les Services Web. Nous en proﬁtons
pour mettre en e´vidence la de´ﬁnition, les acteurs et les technologies des Services Web.
2.2.1 Services Web : de´ﬁnitions
Un service est une ressource abstraite qui repre´sente des possibilite´s d’accomplir des
taˆches qui assurent une fonctionnalite´ cohe´rente du point de vue des entite´s fournisseur et
demandeur. Pour eˆtre employe´, un service doit eˆtre re´alise´ par un agent fournisseur concret.
La notion de service existait de´ja` avant l’apparition des Services Web : elle est en fait utilise´e
depuis des anne´es par DCE (Distributed Computing Environment) de l’OSF, par CORBA
de l’OMG, par Java RMI de Sun, et par DCOM (Distributed Component Object Model)
de Microsoft. Cependant, la notion de service a pris une importance sans pre´ce´dent avec
l’apparition des Services Web et de l’architecture oriente´e services (SOA - Service Oriented
Architecture).
Un Service Web est le plus souvent vu comme une application accessible a` d’autres ap-
plications sur le Web. Ceci est une de´ﬁnition tre`s ouverte, parce qu’elle permet de conside´rer
toute chose qui utilise une URL (Uniform Resource Locator) comme un Service Web, par
exemple les scripts CGI (Common Gateway Interface). Elle peut aussi se re´fe´rer a` un pro-
gramme accessible sur le Web avec une API stable, publie´ avec des informations additionnelles
sur un service d’annuaire, comme CORBA.
Le W3C fournit une de´ﬁnition qui pre´sente un Service Web comme “un syste`me logiciel
conc¸u pour supporter l’interaction interope´rable de machine a` machine sur un re´seau. Il
posse`de une interface de´crite dans un format exploitable par la machine, i.e. de´crite en WSDL
(Web Services Description Language). D’autres syste`mes interagissent avec le Service Web
d’une fac¸on prescrite par sa description en utilisant des messages SOAP (Simple Object
Access Protocol), typiquement en utilisant HTTP (HyperText Transfer Protocol) avec une
se´rialisation XML en meˆme temps que d’autres normes du Web” W3C (2004a).
Dans cette dernie`re de´ﬁnition, le W3C met en e´vidence les technologies et leurs roˆles pour
mettre en œuvre un Service Web. Cette de´ﬁnition ne mentionne pas la de´couverte de Services
Web. A priori la de´couverte peut eˆtre faite de diﬀe´rentes manie`res, par exemple en utilisant le
moteur de recherche “Google” pour trouver un fournisseur de Service Web et ainsi les services
recherche´s. Cependant, ceci est insuﬃsant et ne fournit pas une fac¸on normalise´e de recherche
de services. Dans ce cas, UDDI (Universal, Description, Discovery and Integration) est une
re´ponse plus adapte´e pour enregistrer les informations de fournisseurs de Services Web et
leurs services OASIS (2004a).
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Une de´ﬁnition plus pre´cise des Services Web est fournie par le dictionnaire Webopedia
(http ://www.Webopedia.com). Il de´ﬁnit un Service Web comme “une manie`re standardise´e
d’inte´gration des applications base´es sur le Web en utilisant les standards ouverts XML,
SOAP, WSDL, UDDI et les protocoles de transport de l’Internet. XML est utilise´ pour
repre´senter les donne´es, SOAP pour transporter les donne´es, WSDL pour de´crire les services
disponibles, et UDDI pour lister les fournisseurs de services et les services disponibles ”.
Dans cette the`se, nous retenons cette dernie`re de´ﬁnition pour identiﬁer un Service Web,
car elle met l’accent sur les technologies et leur interde´pendance. La ﬁgure 2.1 pre´sente les
technologies mises en œuvre dans les Services Web en mettant en e´vidence leur interde´pen-
dance.
Figure 2.1 Publier, Trouver, Invoquer
2.2.2 Pourquoi les Services Web ?
Les Services Web sont la plus re´cente technologie utilise´e pour supporter le de´veloppe-
ment de syste`mes d’information distribue´s, en particulier les applications B2B sur l’Internet.
Aujourd’hui, ils semblent eˆtre la solution la plus adapte´e pour assurer l’interope´rabilite´ sur
l’Internet.
Une des exigences que les intergiciels conventionnels comme CORBA et DCOM ont e´te´
incapables de re´soudre de fac¸on satisfaisante est l’interope´rabilite´ sur l’Internet. De plus
aucune de ces technologies n’a pu disposer d’une acceptation universelle. Les Services Web
ont e´te´ conc¸us pour re´pondre en premier lieu a` cette exigence d’interope´rabilite´. En fait,
les acteurs du monde informatique de´siraient supporter l’interope´rabilite´ de fac¸on uniforme
et extensible. Il fallait concevoir des solutions qui puissent eˆtre inte´gre´es aux standards de
l’Internet, comme HTTP et HTML, et/ou utilise´es avec eux. Les Services Web sont le re´sultat
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de la convergence de diﬀe´rentes initiatives base´e sur XML comme langage de repre´sentation
de l’information.
Les Services Web sont base´s sur des technologies standardise´es, ce qui re´duit l’he´te´roge´-
ne´ite´ et fournit un support pour l’inte´gration d’applications. De plus, les Services Web sont le
support pour de nouveaux paradigmes, comme le traitement et l’architecture oriente´e service.
Ils pre´sentent des avantages signiﬁcatifs par rapport a` CORBA.
- Le WSDL contient deux parties, l’une abstraite et l’autre concre`te. La partie abstraite
contient le contrat du service, et la partie concre`te contient les liaisons (bindings) et la
localisation du service. IDL-CORBA ne fournit par contre que la partie abstraite, c-a`-d.
le contrat du service.
- Les types de donne´es codiﬁe´es en IDL-CORBA sont pre´de´ﬁnis, bien qu’existe la pos-
sibilite´ de cre´er des types complexes (par exemple, structures, unions) et des types
dynamiques avec le constructeur any. Par opposition, WSDL permet la description de
types qui ne sont pas pre´de´ﬁnis dans sa spe´ciﬁcation, ceci graˆce a` l’extensibilite´ de XML
et les sche´mas XML.
- SOAP est un protocole de communication plus riche que IIOP. Comme SOAP est base´
sur XML, il permet la cre´ation de types de donne´es plus ﬂexibles et non pre´de´ﬁnis.
De plus, SOAP peut eˆtre e´tendu pour re´pondre a` des nouvelles exigences (par exemple
de se´curite´ ou pour les transactions) sans modiﬁer la normalisation de SOAP. En fait,
SOAP est plus simple pour eˆtre adapte´ aux besoins d’un contexte.
- De meˆme, et comme pour les autres technologies de Services Web, UDDI peut eˆtre
e´tendu pour re´pondre a` des nouvelles exigences. Par rapport a` CORBA, UDDI fournit
en plus la possibilite´ de classer un service par ses caracte´ristiques techniques.
Les Services Web ont donc plusieurs avantages comme l’utilisation de standards universels,
l’inde´pendance de plate-forme, un environnement universel pour les syste`mes d’information
distribue´s, l’utilisation de plusieurs protocoles de transfert (par exemple HTTP, SMTP et
FTP), le codage des messages en XML, un comportement compatible avec les pare-feux, une
facilite´ d’adaptation aux syste`mes plus anciens (legacy systems), et la localisation par URI
(Uniform Resource Identiﬁcation).
Nous donnons dans ce qui suit un aperc¸u des diﬀe´rentes technologies de´ja` cite´es et qui
permettent la de´ﬁnition des Services Web.
2.2.3 WSDL (Web Services Description Language)
WSDL fournit un mode`le et un format XML pour de´crire des Services Web. WSDL permet
de se´parer la description de la fonctionnalite´ abstraite d’un service, des de´tails concrets
d’une description de service, c-a`-d. la se´paration de “quelle” fonctionnalite´ est fournie de
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“comment” et “ou`” celle-ci est oﬀerte W3C (March 2001). Un document WSDL est compose´
essentiellement de de´ﬁnitions. Chaque de´ﬁnition est compose´e d’interfaces, de messages, de
liaisons (bindings) et de services.
Les types, les messages et les interfaces constituent la partie abstraite d’un document
WSDL, les liaisons (bindings) et les services en constituent la partie concre`te.
2.2.4 UDDI (Universal, Description, Discovery and Integration)
UDDI fournit la de´ﬁnition d’un ensemble de services qui permettent la description et la
de´couverte
1. des entreprises, des organismes, et d’autres fournisseurs de Services Web,
2. des Services Web qu’ils proposent,
3. des interfaces techniques qui peuvent eˆtre utilise´es pour acce´der a` ces services.
UDDI est similaire a` un annuaire te´le´phonique qui pre´sente donc des structures similaires
aux pages blanches (i.e. Business Entity), pages jaunes (i.e. Business Service) et pages vertes
(i.e. Binding Template).
Les pages blanches sont utilise´es pour trouver un service par le contact, nom et adresse
du fournisseur. Les pages jaunes sont utilise´es pour trouver un service par une taxonomie
standardise´e. Les pages vertes sont utilise´es pour trouver un service par les caracte´ristiques
techniques demande´es.
2.2.5 SOAP (Simple Object Access Protocol)
SOAP fournit une de´ﬁnition des informations repre´sente´es en XML qui peuvent eˆtre
utilise´es pour e´changer des informations structure´es et type´es entre les participants dans un
environnement distribue´ et de´centralise´ W3C (2003). SOAP est un protocole inde´pendant de
toute plate-forme et de tout langage de programmation.
La spe´ciﬁcation de SOAP e´tablit un format de message standardise´ qui consiste en un
document XML capable d’eˆtre re´utilise´ pour travailler avec RPC ou un me´canisme de mes-
sage centre´ sur le document (document-centric message). SOAP facilite l’imple´mentation du
mode`le de communication synchrone et asynchrone.
SOAP de´ﬁnit un protocole de communication structure´ qui contient les e´le´ments suivants :
- Protocol headers : les en-teˆtes de protocoles (e.g. HTTP, SMTP, etc).
- Envelope : de´ﬁnit un cadre ge´ne´ral pour exprimer le contenu d’un message (i.e. bodies)
et les en-teˆtes du protocole SOAP.
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- Headers : cet e´le´ment est optionnel. C’est un me´canisme d’extension qui fournit une
manie`re de passer les informations en messages SOAP qui ne sont pas prises en compte
directement par les applications.
- Body : est un e´le´ment obligatoire. Il contient les informations principales transmises
dans un message SOAP.
Le contenu des e´le´ments envelope, headers et body n’est pas de´ﬁni par les spe´ciﬁcations de
SOAP. Ils sont de´pendants de l’application. Cependant, les spe´ciﬁcations de SOAP pre´cisent
comment manipuler de tels e´le´ments. La ﬁgure 2.2.5 illustre les trois principaux e´le´ments de
SOAP.
L’avantage de SOAP est qu’il n’est pas lie´ a` un protocole de transfert spe´ciﬁque. Il
peut eˆtre utilise´ avec plusieurs protocoles comme HTTP ou SMTP (Simple Mail Transport
Protocol).
2.2.6 WS-Coordination
WS-Coordination OASIS (2009) de´crit un cadre extensible pour fournir des protocoles
de coordination et les actions pour parvenir a` un re´sultat cohe´rent pour les applications
distribue´es. Selon la spe´ciﬁcation, un coordinateur comprend les e´le´ments suivants :
- Service d’activation : Le service d’activation permet la cre´ation d’un contexte de coordi-
nation. Un contexte de coordination est un identiﬁant unique pour tous les participants
prenant part a` une coordination.
- Service d’enregistrement : Le service d’enregistrement permet a` une application de s’ins-
crire a` un protocole de coordination particulier, c-a`-d de prendre part a` une transaction.
- Services des protocoles : Un service de protocole fournit le protocole ade´quat pour une
taˆche de coordination spe´ciﬁque.
Les messages et les ope´rations pour les services d’activation et d’enregistrement sont pre´-
cise´s dans la spe´ciﬁcation WSDL de WS-Coordination OASIS (2009). Toute imple´mentation
de WS-Coordination doit suivre cette spe´ciﬁcation.
2.2.7 Pile des SW
D’autres spe´ciﬁcations sont aussi ne´cessaires pour exprimer les aspects critiques et re´aliser
l’interaction entre des applications me´tiers conse´quentes. Nous citons en vrac :
- Web Services Choreography Description Language (WS-CDL, Kavantzas N. (2004))
pour la re´alisation de chore´graphies de services.
- Web Services Transactions (WS-Transaction, OASIS (2006b)) quant a` lui permet le
support d’interactions de services ﬁables.
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Figure 2.2 Un dialogue RPC encode´ par SOAP contenant un message de requeˆte et un
message de re´ponse.
- Web Services Security (WS-Security, OASIS (2006a)), pour la description des exigences
de se´curite´,
- Web Services Reliable Messaging (WS-ReliableMessaging, OASIS (2004b) ) pour la
description des messages.
Un re´sume´ de ces diﬀe´rentes spe´ciﬁcations est fourni par le sche´ma de la ﬁgure 2.3.
2.2.8 WS-Addressing et la mobilite´
La mobilite´ est un concept important que nous allons utiliser tout au long de ce travail.
Elle permet en eﬀet de spe´ciﬁer des cas d’adressage dynamique ou` l’emplacement du service
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Figure 2.3 Pile des Services Web
invoque´ n’est pas connu a` l’avance. Nous pre´senterons tout au long de ce travail des exemples
qui illustreront la ne´cessite´ de la prise en compte de ce concept. C’est pour ces raisons que
nous introduisons brie`vement ici, la spe´ciﬁcation WS-Addressing Gudgin M. (2006) qui est
utilise´e par WS-BPEL pour ge´rer la mobilite´.
L’objectif principal de WS-Addressing est d’inte´grer des informations sur l’adressage dans
les messages des Services Web. SOAP est une enveloppe qui spe´ciﬁe l’encodage des messages
des Services Web a` des ﬁns de transport. Toutefois SOAP ne fournit aucune fonctionnalite´
pour identiﬁer les points de terminaison (“end points”). Les parame`tres courants comme la
destination du message et des messages d’erreur ont e´te´ de´le´gue´s au niveau transport. WS-
Addressing de´ﬁnit un ensemble de concepts pour spe´ciﬁer, de manie`re inde´pendante, des
informations d’adressage qui sont encapsule´es dans le message lui-meˆme.
Avec WS-Addressing, les informations sur les point de terminaison sont ajoute´es a` l’en-
teˆte de la requeˆte SOAP et non pas a` l’URL spe´ciﬁe´e dans le corps SOAP. Cela signiﬁe que
l’on peut eﬀectuer les ope´rations suivantes :
- Spe´ciﬁer des identiﬁcateurs d’instance de Service Web,
- Choisir Reply To et Fault To aux destinataires,
- Choisir les re´fe´rences des point de terminaison From dans le cas ou` un accuse´ de re´ception
doit eˆtre renvoye´ a` l’expe´diteur.
La syntaxe de base de WS-Addressing est la suivante :
<wsa:EndpointReference>
<wsa:Address> s:anyURI </wsa:Address>
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PortName="portname"> <wsa:ServiceName S:Service
</wsa:ServiceName>
</wsa:EndpointReference>
ou` :
- Address : est un e´le´ment obligatoire qui identiﬁe un point de terminaison ; ce peut eˆtre
une adresse re´seau ou une adresse logique.
- ServiceName : est le nom qualiﬁe´, ou QName, du service invoque´. Ce service doit eˆtre
de´ﬁni dans un ﬁchier WSDL qui est de´ploye´ avec le processus ou qui est disponible dans
le catalogue WSDL du moteur WS-BPEL.
- PortName : identiﬁe le port du service invoque´.
WS-Addressing est comple´te´ par deux autres spe´ciﬁcations : WS-Addressing SOAP Bin-
ding et WS-Addressing WSDL Binding qui indiquent comment repre´senter les proprie´te´s
de la spe´ciﬁcation WS-Addressing dans SOAP et WSDL, respectivement. A` un niveau tre`s
e´leve´ WS-Addressing de´ﬁnit un e´le´ment EndpointReference pour repre´senter un point de
terminaison du Service Web. Il de´ﬁnit e´galement un ensemble d’enteˆtes ReplyTo, FaultTo,
RelatesTo, MessageID qui seront utilise´s pour de´ﬁnir dynamiquement le ﬂux des messages
entre diﬀe´rents points de terminaison. Ces diﬀe´rents e´le´ments sont pre´sente´s dans la Table 2.1.
En ce qui concerne l’inte´gration des processus d’aﬀaires, WS-BPEL s’appuie sur la norme
WS-Addressing pour la repre´sentation des points de terminaison et les invocations asyn-
chrones de Services Web.
2.3 Composition des Services Web
Un des de´ﬁs des SOA est l’inte´gration de services ou de syste`mes distribue´s pour la
fourniture de nouveaux services personnalise´s, plus riches et plus inte´ressants aussi bien pour
des applications, d’autres services ou plus commune´ment pour des utilisateurs humains. Si
une application ou un client requie`rent des fonctionnalite´s, et qu’aucun service n’est apte a`
les fournir tout seul, il devrait eˆtre possible de combiner ou de composer des services existants
aﬁn de re´pondre aux besoins de cette application ou de ce client. C’est ce que l’on appelle la
composition de services.
La composition des Services Web est un processus par lequel un Service Web est cre´e´
comme un ensemble uniﬁe´ d’autres services. Dans ce cas, les services qui ont e´te´ utilise´s sont
cache´s et re´utilise´s par le service composite permettant ainsi la cre´ation d’une application
distribue´e complexe.
Pour aider les de´veloppeurs a` cre´er des services composites, l’intergiciel de composition
de Services Web doit fournir une abstraction et une infrastructure qui facilitent la de´ﬁnition
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Tableau 2.1 Informations de l’enteˆte WS-Adressing
Element Description
MessageID Contient un identiﬁcateur unique de message , souvent pour des
ﬁns de corre´lation. Cet e´le´ment est obligatoire si le ou les e´le´ments
ReplyTo et FaultTo sont utilise´s.
RelatesTo C’est aussi un e´le´ment d’en-teˆte pour la corre´lation, utilise´ pour as-
socier explicitement le message en cours avec un autre. Cet e´le´ment
est requis si le message est une re´ponse a` une demande.
ReplyTo Le point de terminaison (endpoint) de re´ponse (de type
EndpointReference) est utilise´ pour indiquer quel point de ter-
minaison du service destinataire doit envoyer une re´ponse lors
de la re´ception du message. Cet e´le´ment ne´cessite l’utilisation de
MessageID.
From L’e´le´ment point de terminaison source (de type
EndpointReference) transmet l’adresse de la source du mes-
sage.
FaultTo L’e´le´ment point de terminaison d’erreur (e´galement de type
EndpointReference) fournit l’adresse a` laquelle une notiﬁcation
d’erreur doit eˆtre envoye´e. FaultTo exige e´galement l’utilisation de
MessageID.
To L’e´le´ment de destination de´ﬁnit l’adresse du point de terminaison
auquel le message est destine´.
Action Cet e´le´ment contient une URI qui repre´sente une action a` eﬀectuer
lors du traitement de l’en-teˆte MI.
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et l’exe´cution d’un service composite.
La composition des Services Web a plusieurs similarite´s avec la technologie de Workﬂow 1.
Les deux ont pour but de spe´ciﬁer le processus me´tier par la composition des entite´s auto-
nomes et de forte granularite´. Leur diﬀe´rence re´side dans la nature de l’entite´. Dans le cas de
Workﬂow, les entite´s sont des applications conventionnelles, dans celui des Services Web, les
entite´s sont des services.
Tous les travaux autour de la composition des Services Web ( Nakajima (2002), Melliti
(Novembre 2004), Foster (2006), Fu et al. (2004a)) se sont de´roule´s sur les concepts de
base de´veloppe´s pendant des anne´es dans le contexte des syste`mes de gestion de Workﬂow
(WfMS) 2. D’une part, ces derniers ont eu un succe`s limite´ du fait que les syste`mes de
support de la composition e´taient complexes, diﬃciles a` de´ployer et a` maintenir, compose´s
de diﬀe´rentes applications, et demandaient un eﬀort signiﬁcatif de de´veloppement, surtout
quand la logique d’inte´gration impliquait des syste`mes he´te´roge`nes et distribue´s. D’autre
part, la composition des Services Web est diﬀe´rente du fait que les services paraissent eˆtre
des composants plus ade´quats. En fait, les Services Web ont des interfaces bien de´ﬁnies, et
leurs comportements sont “spe´ciﬁe´s” comme partie de l’information fournie par l’annuaire de
services. De plus, ils sont base´s sur des standards accepte´s comme universels.
La composition de services vise a` faire interope´rer, interagir et coordonner plusieurs ser-
vices pour la re´alisation d’un but, re´soudre un proble`me scientiﬁque, ou de fournir de nou-
velles fonctions de service en ge´ne´ral. Par exemple, la manipulation d’un ordre d’achat est
la composition des processus charge´s de calculer le prix ﬁnal de la commande, de choisir un
moyen de livraison, et de planiﬁer la production et l’expe´dition de la commande. Il convient
de souligner que des orchestrations de services peuvent devenir elles-meˆmes des services qui
peuvent a` leur tour eˆtre compose´s de manie`re re´cursive.
Un mode`le de composition de service peut eˆtre relativement complexe. En ge´ne´ral, les
diﬀe´rentes dimensions d’un mode`le de composition de Service Web peuvent eˆtre groupe´es
comme suit :
- Mode`le de composant : de´ﬁnit la nature des e´le´ments qui seront utilise´s dans la compo-
sition.
- Mode`le de l’orchestration : de´ﬁnit l’abstraction et le langage utilise´ pour de´ﬁnir l’ordre
dans lequel les services seront appele´s. Parmi les possibilite´s des mode`les de l’orchestra-
tion, nous pouvons citer les diagrammes d’activite´, les re´seaux de Petri, les statecharts,
et les hie´rarchies d’activite´s.
- Mode`le de donne´es et d’acce`s de donne´es : de´ﬁnit comment les donne´es sont spe´ciﬁe´es
1. http ://www.workﬂowpatterns.com/
2. http ://wfms.forge.cnaf.infn.it/
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et comment elles sont e´change´es entre les composants.
- Mode`le de se´lection de service : de´ﬁnit si les services sont relie´s statiquement ou dyna-
miquement. Dans le cas de la composition statique, les services sont se´lectionne´s durant
la conception. Dans le cas de la composition dynamique, les services sont de´termine´s et
compose´s au moment de l’exe´cution.
- Transactions qui de´ﬁnissent quelles se´mantiques de transactions peuvent eˆtre associe´es
a` la composition, et comment cette association est faite.
- Manipulation des exceptions pour de´ﬁnir comment ge´rer les situations errone´es que
produit l’exe´cution d’un service composite, sans conduire a` l’arreˆt du service composite.
2.3.1 Langages pour la composition
Aﬁn de supporter la composition de services, plusieurs langages de composition de services
ont e´te´ propose´s comme XLANG Thatte (2001) et WSFL (Web Services Flow Language)
Leymann (2001). Ces langages, bien que peu exploite´s, ont repre´sente´ une avance´e dans la
spe´ciﬁcation de processus me´tier par la composition de services.
XLANG est un dialecte XML de´veloppe´ par Microsoft, dont l’objectif est de permettre
la description de processus dans le cadre de Services Web. XLANG est une extension de
WSDL qui permet la de´ﬁnition de comportements. Il fournit un mode`le d’orchestration de
services, et de contrats de collaborations entre orchestrations. C’est un langage structure´ en
blocs avec des structures basiques de controˆle de ﬂots telles que les se´quences, “switch” pour
les conditions, “while” pour les boucles, “all” pour le paralle´lisme et “pick” pour le choix base´
sur des e´ve`nements temporels ou externes. XLANG a e´te´ en partie inspire´ par la the´orie du
휋-calcul que nous pre´senterons plus en de´tail a` la Section 2.4.
WSFL quant a` lui, est un langage XML permettant la description de composition de
Services Web comme faisant partie de la de´ﬁnition d’un processus me´tier. Il a e´te´ cre´e´
par IBM. WSFL est aussi une extension de WSDL. WSFL est constitue´ de deux types de
compositions : ﬂowModel et globalModel. Le ﬂowModel spe´ciﬁe le processus exe´cutable, alors
que le globalModel spe´ciﬁe la collaboration entre les participants (business partners).
Ces deux langages ont converge´ vers ce qui est conside´re´ aujourd’hui comme le stan-
dard pour les orchestrations, a` savoir le langage “Web Services Business Process Execution
Language” (WS-BPEL Oasis (2007)) que nous pre´senterons plus en de´tail a` la section 2.3.3.
D’autres langages de composition ont e´te´ introduits, mais ils se sont progressivement
eﬀace´s devant le standard WS-BPEL. Nous citerons a` titre d’exemples :
- BPML- Business Process Modeling Language,
- WSCI- Web Services Choreography Interface.
24
2.3.2 Chore´graphie ou Orchestrations ?
Dans la litte´rature sur les Services Web, les termes “orchestration” et “chore´graphie” sont
utilise´s pour de´crire la composition de services dans un ﬂot de processus me´tier. Une or-
chestration de´crit la manie`re par laquelle les services interagissent entre eux par messages,
y compris la logique me´tier et l’ordre d’exe´cution des interactions. Ces interactions peuvent
eˆtre inter-application et/ou inter-organisations, et re´sulter en un mode`le d’exe´cution transac-
tionnel de longue dure´e.
Orchestration
“L’orchestration de´crit, du point de vue d’un service, les interactions de celui-ci ainsi
que les e´tapes internes (ex. transformations de donne´es, invocations a` des modules internes)
entre ses interactions. ”
Dans une orchestration, le chef d’orchestre est le service dont les interactions sont de´-
peintes. Celles-ci comprennent l’envoi et la re´ception de messages a`/de la part de partenaires
se´lectionne´s. L’orchestration permet ainsi a` un service d’eˆtre enchaˆıne´ a` d’autres d’une ma-
nie`re pre´de´ﬁnie. Elle est ensuite exe´cute´e par des scripts d’orchestration qui de´crivent les
interactions entre les applications en identiﬁant les messages, la logique et les se´quences
d’invocations. Le composant exe´cutant les scripts d’orchestration est appele´ moteur d’or-
chestration. Celui-ci agit comme une entite´ centralise´e pour coordonner les interactions
entre les services.
Un ensemble de commandes centralise la logique du workﬂow ce qui facilite l’interope´-
rabilite´ entre deux ou plusieurs applications diﬀe´rentes. Une mise en œuvre courante de
l’orchestration est est un mode`le qui permet a` des participants de l’exte´rieur d’interagir avec
un moteur d’orchestration central comme illustre´ dans la ﬁgure 2.3.2.
Figure 2.4 Une orchestration controˆle presque toutes les facettes d’une activite´ complexe.
Un exemple typique de langage d’orchestration est WS-BPEL. WS-BPEL de´ﬁnit un mo-
de`le et une grammaire pour de´crire le comportement d’un processus me´tier comme la compo-
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sition des Services Web. WS-BPEL contient plusieurs caracte´ristiques de XLANG et WSFL.
Ainsi, il est de´ﬁni comme un langage structure´ en blocs et graphes directs. De plus, il est
base´ sur XML et e´tend WSDL. WS-BPEL contient des e´le´ments qui rendent la cre´ation de
processus me´tiers abstraits et exe´cutables possible.
Les participants au processus qui sont autorise´s, sont identiﬁe´es et de´crits dans une de´ﬁni-
tion de processus et le processus re´sultant de l’orchestration est lui-meˆme repre´sente´ comme
un service (Figure :2.3.2 ).
Figure 2.5 Une orchestration repre´sente´e comme un service.(source : Oasis (2007))
Chore´graphie
“La chore´graphie de´crit la collaboration entre une collection de services dont le but est
d’atteindre un objectif donne´. L’accomplissement de ce but commun se fait alors par des
e´changes ordonne´s de messages”.
La chore´graphie de services de´peint les interactions dans lesquelles les services engage´s
participent aﬁn d’atteindre cet objectif, ainsi que les de´pendances entre les interactions telles
que le ﬂot de controˆle (ex. une interaction doit pre´ce´der une autre), le ﬂot de donne´es, les
corre´lations des messages, les contraintes de temps, les de´pendances transactionnelles, etc.
Un langage typique de spe´ciﬁcation de chore´graphie est WS-CDL Kavantzas N. (2004)
qui est une spe´ciﬁcation du W3C. C’est une spe´ciﬁcation qui vise a` organiser l’e´change
d’informations entre les multiples organisations (ou meˆme des applications multiples au sein
d’une meˆme organisation), en mettant l’accent sur la collaboration (Figure 2.6).
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Figure 2.6 Une chore´graphie permet la collaboration entre ses participants.
Une chore´graphie trace la se´quence de messages qui font intervenir des parties et des
sources multiples. Ceci est essentiellement associe´ avec les e´changes publics de messages qui
interviennent entre plusieurs Services Web plutoˆt qu’avec un seul processus me´tier spe´ciﬁque,
comme c’est le cas pour une orchestration.
Comparaison
Quoi qu’il en soit, il y a une diﬀe´rence importante entre les deux conceptions. Dans une
orchestration, le processus est toujours controˆle´ du point de vue de l’une des parties. Une
orchestration exprime une organisation de workﬂow spe´ciﬁque. Cela signiﬁe que l’organisa-
tion posse`de et controˆle la logique d’une orchestration, meˆme si cette logique implique une
interaction avec les partenaires commerciaux externes.
La chore´graphie est plus axe´e sur la collaboration : toutes les parties implique´es dans le
processus doivent de´crire comple`tement le roˆle qu’elles jouent dans le processus. Elle n’est pas
ne´cessairement la proprie´te´ d’une entite´ unique. Elle agit comme un mode`le communautaire
d’e´changes utilise´ a` des ﬁns de collaboration par les services de fournisseur de diﬀe´rentes
entite´s.
Une orchestration de Services Web est vue comme un orchestre, ou` un processus particulier
joue le roˆle de chef d’orchestre. Celui-ci coordonne l’exe´cution des autres services. Il s’agit
d’un point de vue individualiste : les services, a` l’exception de l’orchestrateur, n’ont pas
besoin de savoir qu’ils font partie d’une plus grande partie. Il y a un seul document de haut
niveau repre´sentant les e´tapes du processus et ce document est seulement connu et traite´ par
l’orchestrateur. Dans une chore´graphie, en revanche, les services sont vus comme des danseurs
qui savent exactement quoi faire et de quelle manie`re interagir avec les autres parties. Il s’agit
d’une approche collaborative et chacun des participants a besoin d’un document dans lequel
l’interaction est de´crite. Ces documents mettent l’accent sur l’e´change de message.
Pour re´pondre au nouveau style de programmation induit par les applications SOA, de
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nouveaux langages, commerciaux ou prototypes, ont e´te´ conc¸us. Pour une analyse de´taille´e
des extensions proprie´taires et les imple´mentations de WS-BPEL et pour une comparaison
taxonomique entre eux, voir Russell et al. (2006).
Dans ce travail, nous faisons re´fe´rence a` l’approche fonde´e sur l’orchestration et plus
particulie`rement sur WS-BPEL, que nous pre´sentons en de´tail dans la section suivante.
2.3.3 WS-BPEL
“L’inte´gration des syste`mes exige plus que la capacite´ de ge´rer des interactions simples
[comme permis par SOAP et WSDL] ... Le plein potentiel des Services Web comme une
plate-forme d’inte´gration ne sera re´alise´ que lorsque les applications et les processus me´tiers
seront en mesure d’inte´grer leurs interactions complexes en utilisant un mode`le standardise´.”
“WS-BPEL de´ﬁnit un mode`le et une grammaire pour de´crire le comportement d’un pro-
cessus me´tier base´ sur les interactions entre le processus et ses partenaires. L’interaction avec
chaque partenaire se fait par des interfaces de Service Web ... .”
(Les deux citations sont tire´es de la spe´ciﬁcation WS-BPEL, Introduction, p. 8-10, Oasis
(2007)) .
Concre`tement, WS-BPEL est une nouvelle couche au-dessus de WSDL. Un document
WSDL de´ﬁnit les types des messages et des port qui repre´sentent les ope´rations propose´es
par le service de´ﬁni et les modalite´s des diﬀe´rentes interaction ou` il peut intervenir. Ces
informations sont utilise´es par WS-BPEL pour spe´ciﬁer le ﬂot des actions a` exe´cuter. Un
document WS-BPEL est base´ sur XML et peut eˆtre exe´cute´ par un moteur d’orchestrations
qui agit comme un coordinateur central. Le moteur lit le document WS-BPEL et invoquera
les diﬀe´rents services dans l’ordre spe´ciﬁe´. Le service composite est lui meˆme pre´sente´ comme
un Service Web qui peut a` son tour eˆtre invoque´ de la meˆme manie`re.
La structure d’un processus WS-BPEL est de´crite dans un fragment de XML-Schema
W3C (2004b) tel que repre´sente´ par la Figure 2.7 . Notez que les attributs sont omis dans la
mesure ou` ils ne changent pas la signiﬁcation des e´le´ments qui nous inte´ressent pour notre
travail.
Un processus WS-BPEL (voir Figure 2.8) est constitue´ de :
1. Une liste de partenaires implique´s dans le processus composite et leurs diﬀe´rents roˆles,
2. Des me´canismes pour traiter
- les e´ve`nements (event Handlers),
- les terminaisons fautives (fault Handlers and compensation Handler),
- les terminaisons normales (termination Handler),
3. L’activite´ principale du processus qui est doit eˆtre exe´cute´e pour re´aliser les fonctions
du service.
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Figure 2.7 Description WS-Schema d’un processus WS-BPEL.
Figure 2.8 Structure usuelle d’une de´ﬁnition WS-BPEL.
Nous de´crivons dans la suite les e´le´ments essentiels pour la compre´hension du reste de
notre travail. Les activite´s, par essence, proposent des moyens pour le passage des messages
(activite´s de base) et pour spe´ciﬁer le paralle´lisme et la synchronisation (activite´s structure´es).
Le sche´ma de la Figure 2.9 fournit le fragment XML-Schema de´crivant les activite´s :
Les sections suivantes pre´sentent les descriptions des diﬀe´rentes activite´s et les diﬀe´rents
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Figure 2.9 Description WS-Schema d’une activite´ WS-BPEL.
gestionnaires (d’e´ve`nements, d’erreurs, de compensation et de terminaison). Le but n’e´tant
pas une e´tude de´taille´e du langage, nous faisons abstraction de nombreux de´tails syntaxiques.
Nous utilisons aussi une notation en BNF (Backus-Naur Form) plutoˆt qu’en XML-Schema
pour une meilleure compre´hensibilite´. Enﬁn, pour eˆtre complets, nous rappelons les sym-
boles d’ite´ration a` savoir ’el ?’ pour ze´ro ou une occurrence, ’el*’ pour ze´ro ou plusieurs
occurrences, et ’el+’ pour au moins une occurrence de l’e´le´ment el.
Variables et e´tats des Processus
Les processus me´tiers sont avec e´tat (stateful). Un e´tat est constitue´ par les messages
e´change´s, et les variables qui sont des donne´es interme´diaires dans la logique me´tier.
Ces variables sont de´clare´es avec un type qui peut eˆtre :
- soit un type message de WSDL,
- soit un type simple en XML Schema,
- soit un type e´le´ment (complexe) en XML Schema.
Les variables sont aﬀecte´es soit explicitement par l’e´le´ment <assign>, ou par des en-
tre´es/sorties par e´change de messages.
Exemple :
<variable name="i" type="xsd :int"/>
<variable name="j" type="xsd :int"/>
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<variable name="person" messageType="person" />
<variable name="personAddress" type="xsd :string" />
<assign>
<copy>
<to variable="i"/> <from expression="getVariableData(’i’)+1" />
</copy>
</assign>
<assign>
<copy>
<to variable="i"/> <from variable="j" />
</copy>
</assign>
<assign>
<copy>
<from variable="person" part="address"/>
<to variable="personAddress" />
</copy>
</assign>
Le type ”person” est de´ﬁni dans le ﬁchier WSDL associe´, de la manie`re suivante :
<message name="person">
<part name="name" type="xsd :string"/>
<part name="address" type="xsd :string"/>
</message>
Activite´s de base
Les activite´s du langage WS-BPEL peuvent eˆtre regroupe´es en 2 cate´gories ; de base et structu-
re´es. Nous pre´sentons ci-apre`s les activite´s de base, les activite´s structure´es e´tant pre´sente´es dans
la section suivante.
Invoke Cet e´le´ment permet d’invoquer un Service Web au travers d’un Partner Link qui doit eˆtre
pre´alablement de´ﬁni. Les activite´s Invoke prennent en entre´e une variable dont le type est de´ﬁni
dans le WSDL du Service Web associe´ et une variable de sortie si le processus appele´ est synchrone.
Cette activite´ est bloquante dans le cas ou` l’appel est synchrone. Cette invocation est soit synchrone
ou asynchrone selon les modalite´s du service invoque´. L’activite´ invoke est de´ﬁnie comme suit :
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<invoke partnerLink="ncname" portType="qname" operation="ncname"
inputVariable="ncname" ? outputVariable="ncname" ?
standard-attributes>
</invoke>
Les attributs partnerLink, portType and operation permettent de pre´ciser l’ope´ration four-
nie par le partenaire, le point d’acce`s de l’ope´ration invoque´e ainsi que le protocole de trans-
port utilise´ pour transmettre les requeˆtes SOAP (e.g., SMTP, HTTP, ...). inputVariable et
outputVariable sont les variables rec¸ues (si une re´ponse est attendue) ou envoye´es par le
service.
Receive Attend une requeˆte. L’activite´ receive doit spe´ciﬁer le partenaire en interaction
en pre´cisant son roˆle dans le processus, le type du port et l’ope´ration fournie. Le Partner
Link doit avoir e´te´ cre´e´ pre´alablement. Il s’agit de la premie`re activite´ que l’on retrouve dans
un ﬂux, a` la re´ception du message, une nouvelle instance du processus est de´clenche´e. La
se´mantique d’un processus ou` plusieurs receive sont associe´s au meˆme partenaire, portType
et ope´ration sont active´s simultane´ment n’est pas de´ﬁnie. La syntaxe de l’e´le´ment receive
est la suivante :
<receive partnerLink="ncname" portType="qname" operation="ncname"
variable="ncname" ? createInstance="yes|no" ?
standard-attributes>
standard-elements
</receive>
Exemple :
Re´ception d’une requeˆte et cre´ation d’une nouvelle instance (ce sera la “premie`re” activite´
dans le processus) :
<receive partnerLink="myPartner" portType="service"
operation="initialRequest" variable="request"
createInstance="yes" />
Attente d’une requeˆte sans cre´ation d’instance :
<receive partnerLink="myPartner" portType="service"
operation="secondRequest" variable="request"
createInstance="no" />
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Reply Cet e´le´ment est utilise´ pour re´pondre a` une invocation, ce qui impose que cet e´le´ment
doit obligatoirement suivre un receive pour le meˆme partenaire, type de port et ope´ration.
La syntaxe est :
<reply partnerLink="ncname" portType="qname" operation="ncname"
variable="ncname" ? faultName="qname" ?
standard-attributes>
standard-elements
</reply>
Exemple :
<receive partnerLink="client" portType="c :accountOpen"
operation="submitApplication" variable="request" />
...
<reply partnerLink="client" portType="c :accountOpen"
operation="submitApplication" variable="confirmationNumber" />
Throw Cet e´le´ment permet de signaler explicitement une erreur interne et de lancer une
exception au cours du ﬂux. Elle pourra eˆtre rattrape´e a` l’aide d’un bloc catch associe´ au scope
dans lequel l’exception a e´te´ lance´e. A priori, les exceptions a` lancer seront des exceptions
fonctionnelles, il sera donc ne´cessaire de de´ﬁnir ces exceptions au pre´alable. Toute erreur doit
avoir un nom unique qui doit eˆtre transmis ainsi que les variables contenant des informations
sur l’erreur lorsque un throw est invoque´. La syntaxe de cet e´le´ment est comme suit :
<throw faultName="qname" faultVariable="ncname" ?
standard-attributes>
standard-elements
</throw>
Les erreurs sont capture´es par les gestionnaires d’erreur (fault handlers). Ces e´le´ments
seront de´crits dans la section 12.
Exemple : Si le compte est de type che`que et qu’il a e´te´ clos pre´ce´demment, on lance une
erreur du type accountClosed. Si le nume´ro de compte est errone´, on lance une erreur du type
invalidAccount.
<switch>
<case condition="acctype=’checking’">
<switch>
<case condition="accstatus=’open’"> ... </case>
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<case condition="accstatus=’closed’">
<throw faultName="accountClosed"
</case>
</switch>
</case>
<case ...> ... </case>
<otherwise>
<throw faultName="invalidAccount" />
</otherwise>
</switch>
L’e´le´ment switch est de´crit dans la section suivante.
Compensate Cet e´le´ment est utilise´ pour invoquer le gestionnaire de compensation (com-
pensation handler). La syntaxe est comme suit :
<compensate scope="ncname" ? standard-attributes>
standard-elements
</compensate>
L’attribut scope permet d’indiquer la cible de l’activite´ encapsule´e dans l’e´le´ment
compensate.
Le gestionnaire de compensation ne peut eˆtre invoque´ que par les gestionnaires d’erreurs
et par les gestionnaires de compensation associe´s aux scopes externes. Le gestionnaire par
de´faut compense les scopes ﬁls au cas ou` aucun gestionnaire de compensation n’est spe´ciﬁe´.
<wait> Cette activite´ permet d’attendre un certain temps de´ﬁni comme attribut de l’e´le´-
ment <wait>, ou jusqu’a` l’expiration d’un de´lai (deadline).
<sequence>
<wait until=’2009-11-19T20 :30’/>
<invoke operation="releaseSlides" .../>
</sequence>
Empty Cet e´le´ment repre´sente une activite´ acheve´e et donc qui ne fait rien. Elle peut s’ave´rer
utile dans les gestionnaires (handlers).
<empty standard-attributes>
standard-elements
</empty>
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Activite´s structure´es
Les activite´s structure´es de´crivent la manie`re par laquelle un processus d’aﬀaires est cre´e´
en composant des activite´s de base en structures complexes qui permettent d’exprimer le
workﬂow, les structures de controˆle, le ﬂot de donne´es, la gestion des erreurs et des e´ve`nements
externes et la coordination des messages e´change´s entre les instances de processus implique´s
dans un protocole d’aﬀaires.
Les principales activite´s structure´es de WS-BPEL comprennent :
- la composition se´quentielle ou de branchement (sequence et switch),
- la composition paralle`le et de synchronisation (flow), et
- le choix non de´terministe (pick).
- les boucles (while, foreach et repeat until).
La description de ces les activite´s suit.
Sequence Cet e´le´ment permet la composition se´quentielle de plusieurs activite´s. Une ac-
tivite´ se´quentielle contient une ou plusieurs activite´s qui sont exe´cute´es dans l’ordre dans
lequel elles sont cite´es dans l’e´le´ment de se´quence. L’activite´ de se´quence se termine lorsque
la dernie`re activite´ dans la se´quence est termine´e.
<sequence standard-attributes>
standard-elementsactivity+
</sequence>
Exemple :
<sequence>
<invoke partnerLink="A" .../>
<invoke partnerLink="B" .../>
<invoke partnerLink="C" .../>
</sequence>
- L’invocation de A peut de´buter imme´diatement.
- L’activite´ ’invoke B’ est preˆte pour exe´cution quand ’invoke A’ est termine´e,
- L’activite´ ’invoke C’ pourra s’exe´cuter quand ’invoke B’ sera termine´e.
Switch L’activite´ switch consiste en une liste ordonne´e d’une ou plusieurs conditions de´-
ﬁnies par des e´le´ments de cas (case) et d’une autre option par de´faut (otherwise). Les
diﬀe´rents cas sont examine´s dans l’ordre dans lequel ils apparaissent. La premie`re branche
dont la condition est ve´riﬁe´e de´ﬁnit l’activite´ a` accomplir par le switch. La condition est
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exprime´e par une expression boole´enne. Si aucune condition n’est ve´riﬁe´e c’est l’activite´ par
de´faut qui est re´alise´e, si elle existe, sinon le switch s’arreˆte imme´diatement. L’activite´ se
termine quand l’activite´ se´lectionne´e est termine´e.
<switch standard-attributes>
standard-elements
<case condition="bool-expr">+
activity
</case>
<otherwise> ?
activity
</otherwise>
</switch>
Exemple :
<switch>
<case condition="getVariableData(’i’)=1">
<invoke partnerLink="A" .../>
</case>
<case condition="getVariableData(’i’)=2">
<invoke partnerLink="B" .../>
</case>
<otherwise>
<invoke partnerLink="C" .../>
</otherwise>
</switch>
Pick Cet e´le´ment permet d’eﬀectuer l’exe´cution non de´terministe de l’un des chemins en fonction
du de´clenchement d’un e´ve´nement exte´rieur. Le <pick> est constitue´ d’un ensemble de branches
de la forme e´ve`nement-activite´ ou` exactement une des branches sera se´lectionne´e. Une branche est
se´lectionne´e si l’e´ve´nement qui lui est associe´ se produit. Apre`s que l’activite´ <pick> ait accepte´ un
e´ve´nement, les autres e´ve´nements ne sont plus accepte´s. Les e´ve´nements possibles sont l’arrive´e d’un
message ou une alarme. Chaque activite´ <pick> doit inclure au moins un e´ve´nement onMessage.
La se´mantique d’un processus dans lequel deux ou plusieurs actions de re´ception pour le meˆme
partenaire, le meˆme portType et la meˆme ope´ration sont permises simultane´ment, est inde´ﬁnie.
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L’activite´ attend le de´clenchement de l’un des e´ve´nements de´ﬁnis et exe´cute l’activite´ associe´e. Si
plus d’un des e´ve´nements se produit alors la se´lection de´pend de l’ordre d’arrive´e. Si les e´ve´nements
se produisent presque simultane´ment, il y a introduction d’un temps de latence et l’exe´cution devient
de´pendante de l’imple´mentation. L’activite´ se termine lorsque l’une des branches est exe´cute´e apre`s
de´clenchement de l’e´ve´nement associe´. La syntaxe de l’e´le´ment <pick> est la suivante :
<pick createInstance="yes|no" ? standard-attributes>
standard-elements
<onMessage partnerLink="ncname" portType="qname"
operation="ncname" variable="ncname" ?>+
<correlations> ?
<correlation set="ncname" initiate="yes|no" ?>+
</correlations>
activity
</onMessage>
</pick>
Exemple :
<pick>
<onMessage
partnerLink="BuyerLink" portType="orderEntry"
operation="inputLineItem" variable="lineItem">
<sequence> ... </sequence>
</onMessage>
<onMessage
partnerLink="BuyerLink" portType="orderEntry"
operation="orderComplete" variable="completionDetail">
<sequence> ... </sequence>
</onMessage>
<onAlarm for="P3DT10H">
<sequence> ... </sequence>
</onAlarm>
</pick>
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Flow Cet e´le´ment repre´sente l’exe´cution paralle`le d’activite´s primitives ou compose´es. Il permet
de repre´senter la simultane´ite´ et la synchronisation. Le regroupement de plusieurs activite´s dans un
<flow> permet la mode´lisation de la concurrence. Un <flow> se termine lorsque toutes les activite´s
qu’il contient sont acheve´es. La syntaxe de l’e´le´ment <flow> est de´ﬁnie ainsi :
<flow standard-attributes>
standard-elements
<links> ?
<link name="ncname">+
</links>
activity+
</flow>
Liens (Links) En utilisant des liens, on peut spe´ciﬁer des de´pendances de synchronisation. Cette
caracte´ristique - un he´ritage laisse´ par WSFL - permet de mettre en place certaines contraintes
sur les e´le´ments d’un <flow>. Cette contrainte (link) permet de de´ﬁnir un ordonnancement de
l’exe´cution des activite´s paralle`les. Les liens permettent de voir le <flow> comme un graphe (ce fut
le paradigme WSFL de base). Les nœuds sont les activite´s et les areˆtes sont les liens exprimant les
interde´pendances entre les activite´s, c-a`-d l’ordre dans lequel ils doivent eˆtre exe´cute´s.
Abstraction faite de la syntaxe base´e sur XML, un lien et son nom repre´sentent une connexion
entre deux activite´s, une source et une cible du lien. La source et la cible de´ﬁnissent explicitement
leur roˆle dans la syntaxe. L’activite´ de la source peut e´galement indiquer une condition d’exe´cution
de la transition (la condition est vraie par de´faut). Un lien peut sortir des limites du domaine ou` il
est de´ﬁni. Par exemple, une cible peut eˆtre dans un <flow> alors que la cible ne l’est pas, cependant
un lien ne peut pas traverser un scope.
Exemple :
<flow>
<links> ... </links>
<invoke partnerLink="A" ... />
<invoke partnerLink="B" ... />
<invoke partnerLink="C" ... />
<invoke partnerLink="D" ... />
<invoke partnerLink="E" ... />
<invoke partnerLink="F" ... />
</flow>
- le lien de “invoke A” a` “invoke D” est une de´pendance de synchronisation ;
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- “invoke D” ne peut de´marrer tant que “invoke A” n’a pas ﬁni ;
- le lien de “invoke B” vers “invoke C” a une condition de transition ;
- “invoke C” a une condition de jointure ;
- “invoke C” pourra de´marrer quand “invoke A” et B auront termine´ et seulement si la condition
est e´value´e a` ’true’.
Le code WS-BPEL de l’exemple est le suivant :
<flow>
<links> <link name="AC"/> ... <link name="DF"/> </links>
<invoke partnerLink="A" ... >
<source linkName="AC" /> <source linkName="AD" />
</invoke>
<invoke partnerLink="B" ... >
<source linkName="BC" transitionCondition="getVariableData(’r’)=5"/>
<source linkName="BD" />
</invoke>
<invoke partnerLink="C"
joinCondition="getLinkStatus(’AC’) and getLinkStatus(’BC’)" ... >
<source linkName="CE" />
<target linkName="AC" />
<target linkName="BC" />
</invoke>
...
<invoke partnerLink="E" ... ><target linkName="CE" /></invoke>
<invoke partnerLink="F" ... ><target linkName="DF" /></invoke>
</flow>
Une synchronisation de de´pendance peut e´chouer :
- Si une condition de jointure est e´value´e a` “false”, alors une erreur joinFailure est capture´e.
L’e´limination des chemins morts (“Dead path elimination”) autorise a` ignorer ces erreurs.
- si <flow> a un attribut suppressJoinFailure=“yes”, une erreur n’est pas capture´e.
- L’activite´ n’est pas exe´cute´e et les liens sortants sont mis a` “false”.
Boucles
Une caracte´ristique importante de WS-BPEL est sa capacite´ a` exe´cuter des activite´s re´pe´titives
en utilisant des boucles. Depuis la version 2.0 de WS-BPEL, il existe 3 types de boucles qui sont :
while, foreach et repeatuntil dont la syntaxe est donne´e ci-apre`s :
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While L’activite´ while permet ite´rer l’activite´ imbrique´e aussi longtemps qu’une condition don-
ne´e est vraie. La condition est e´value´e au de´but de chaque ite´ration, ce qui signiﬁe que le corps de
la boucle pourrait ne pas eˆtre exe´cute´ (si la condition est fausse de`s le de´part).
Syntaxe :
<while >
<condition> bool-expr </condition>
activity
</while>
Exemple :
<while condition="getVariableData(’i’) != 5">
<sequence>
<invoke partnerLink="A" .../>
<assign>
<copy>
<from
expression="getVariableData(’i’)+1"/>
<to variable="i"/>
</copy>
</assign>
</sequence>
</while>
Repeat until En revanche, l’activite´ repeatUntil se diﬀe´rencie par le fait que le corps de la
boucle est exe´cute´ au moins une fois, puisque la condition est e´value´e a` la ﬁn de chaque ite´ration.
Syntaxe :
<repeatUntil standard-attributes>
activity
<condition >
bool-expr
</condition>
</repeatUntil>
Exemple :
<repeatUntil>
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<invoke name="increaseIterationCounter" ... />
<condition>
$ iterations & gt ; 3
</condition>
</repeatUntil>
Foreach Par de´faut, l’activite´ forEach ite`re se´quentiellement 푁 fois l’activite´ imbrique´e. Un cas
d’utilisation possible est le parcours d’un message de commande entrant qui se compose de 푁 articles
commande´s. Techniquement, l’e´le´ment <forEach> exe´cute l’activite´ qui y est imbrique´e exactement
푁 fois ou` 푁 est e´gal a` 푓푖푛푎푙퐶표푢푛푡푒푟푉 푎푙푢푒 − 푠푡푎푟푡퐶표푢푛푡푒푟푉 푎푙푢푒 + 1.
Syntaxe :
<forEach parallel="yes/no" countername="n">
<startCounterValue>
start
</startCounterValue>
<finalCounterValue>
end
</finalCounterValue>
<completionCondition>
<branches>
integer
</branches>
</completionCondition>
scope
</forEach>
Exemple :
<forEach parallel="no" counterName="N" ...>
<startCounterValue>1</startCounterValue>
<finalCounterValue>5</finalCounterValue>
<scope>
<documentation>check availability of each item ordered</documentation>
<invoke name="checkAvailability" ... />
</scope>
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</forEach>
Il existe deux variantes de l’activite´ foreach : se´quentielle et paralle`le qui sont spe´ciﬁe´es dans
l’attribut <parallel>.
L’exe´cution paralle`le du foreach est utile par exemple, dans le cas ou` plusieurs ensembles
de donne´es inde´pendantes sont traite´s, ou lors d’une communication inde´pendante avec diﬀe´rents
partenaires, traitements qui peuvent donc eˆtre re´alise´s en paralle`le. La principale diﬀe´rence avec
l’activite´ flow est que le nombre de branches en paralle`le n’est pas connu au moment de la mode´-
lisation. Ainsi, un forEach paralle`le se comporte comme flow avec des activite´s enfants identiques
non contraints par des liens.
Cependant, contrairement aux deux boucles pre´ce´dentes, une restriction s’applique a` l’activite´
foreach : l’activite´ imbrique´e doit eˆtre un scope.
Scopes
Un scope fournit un contexte de comportement pour chaque activite´ qu’il contient. Un scope
a obligatoirement une activite´ structure´e primaire qui de´ﬁnit son comportement normal et il est
partage´ par l’ensemble des activite´s qui y sont imbrique´es.
En plus des activite´s, un scope peut contenir des gestionnaires d’erreurs, de compensation,
d’e´ve´nements et de terminaison. Les variables de´ﬁnies dans un scope existent tant qu’il est actif.
Un scope devient actif lorsque ses activite´s peuvent eˆtre exe´cute´es et se termine lorsque toutes les
activite´s qu’il contient sont termine´es.
Il est important de souligner que les deux me´canismes pour traiter les situations anormales, le
gestionnaire d’erreurs et le gestionnaire de compensation, sont, en substance, concerne´s par toutes
les e´tapes de l’exe´cution.
Le gestionnaire d’erreurs re´agit aux e´ve´nements qui se produisent pendant l’exe´cution du corps
du scope, auquel cas, le corps du scope est bloque´ et le gestionnaire d’erreurs active´.
La compensation, au contraire, est installe´e lorsque le corps du scope se termine, elle reste
disponible pour permettre de de´faire des actions pre´ce´demment eﬀectue´es.
Un scope est de´ﬁni de la manie`re suivante :
<scope variableAccessSerializable="yes|no" standard-attributes>
standard-elements
<variables> ?
...
</variables>
<correlationSets> ?
...
</correlationSets>
<faultHandlers> ?
...
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</faultHandlers>
<compensationHandler> ?
...
</compensationHandler>
<eventHandler> ?
...
</eventHandler>
<terminationHandler> ?
...
</terminationHandler>
activity
</scope>
Un scope peut contenir des gestionnaire d’erreurs, de compensation, d’e´ve´nements et de termi-
naison dont nous donnons la description dans ce qui suit.
Gestionnaire de Compensation S’il est de´ﬁni, le gestionnaire de compensation contient
l’activite´ qui sera eﬀectue´e dans le cas ou` l’utilisateur de´sire compenser l’activite´ du scope. Le
gestionnaire de compensation est installe´ (c’est a` dire qu’il est autorise´ a` s’exe´cuter) lorsque le
scope se termine avec succe`s, c-a`-d lorsque qu’aucune erreur ne s’est produite pendant l’exe´cution
et toutes les activite´s ont e´te´ exe´cute´es. Les gestionnaires de compensation sont de´ﬁnis par la syntaxe
suivante :
<compensationHandler> ?
activity
</compensationHandler>
Exemple : Utilisation d’un gestionnaire de compensation :
<scope name="S1">
<faultHandlers>
<catchAll>
<compensateScope target="S2" />
</catchAll>
</faultHandlers>
<sequence>
<scope name="S2">
<compensationHandler>
< !- de´faire le travail ->
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</compensationHandler>
< !- faire une activite´ ->
</scope>
< !- faire d’autres activite´ ->
< !- une erreur est lance´e ; les re´sultats de S2 doivent eˆtre de´faits ->
</sequence>
</scope>
Gestionnaire d’erreurs L’e´le´ment <catch> permet de traiter une erreur spe´ciﬁe´e par son
nom. L’e´le´ment <catchAll>, au contraire, est capable de capturer toute les erreurs qui ne sont pas
explicitement spe´ciﬁe´es. Les erreurs sont signale´es par l’activite´ <throw> qui interrompt l’exe´cution
normale du scope et active le gestionnaire d’erreur correspondant, s’il est de´ﬁni, sinon un gestionnaire
par de´faut est exe´cute´.
Le gestionnaire par de´faut compense tous les scopes enfants et l’erreur en attente est alors
relance´e vers le scope parent (d’apre`s la spe´ciﬁcation, tout le processus WS-BPEL est conside´re´
comme un scope).
Par de´ﬁnition, le scope qui traite l’erreur signale´e ne peut pas avoir une terminaison normale et
par conse´quent son gestionnaire de compensation ne sera pas installe´. La syntaxe pour de´ﬁnir un
gestionnaire d’erreur est la suivante :
<faultHandlers> ?
< !- Il doit y avoir au moins un gestionnaire d’erreur ou par de´faut ->
<catch faultName="qname" ? faultVariable="ncname" ?>*
activity
</catch>
<catchAll> ?
activity
</catchAll>
</faultHandlers>
Exemple : Le gestionnaire d’erreurs est invoque´ dans 2 cas possibles : quand le nume´ro de compte
est invalide ou quand le compte a e´te´ clos ante´rieurement.
<scope>
<faultHandlers>
<catch faultName="invalidAccount">
...
</catch>
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<catch faultName="accountClosed">
...
</catch>
<catchAll>
...
</catchAll>
</faultHandlers>
...
</scope>
Gestionnaire d’e´ve´nements Un scope, ainsi que tout le processus me´tier, peuvent eˆtre as-
socie´s a` un gestionnaire d’e´ve´nements. Le cycle de vie de ce gestionnaire est le meˆme que celui du
scope associe´ (il se termine avec succe`s ou e´chec). Tout gestionnaire est associe´ a` un e´ve´nement
particulier (un message entrant ou un timeout) et de´ﬁnit les activite´s qui doivent eˆtre eﬀectue´es si
cet e´ve´nement se produit.
De plus, les messages qui sont capture´s par un gestionnaire d’e´ve´nements sont consomme´s de
la meˆme manie`re que pour l’activite´ de re´ception. Il n’est pas permis qu’un message envoye´ a`
partir d’une certaine ope´ration (PartnerLink et portType) soient consomme´s simultane´ment par
plus d’une re´ception ou un gestionnaire d’e´ve´nements. Le gestionnaire d’e´ve´nements ne peut avoir
comme activite´ une compensation. Quand un e´ve´nement se produit, le gestionnaire correspondant
est exe´cute´ en paralle`le avec l’activite´ principale. Les autres e´ve´nements seront e´galement traite´s
simultane´ment, meˆme dans le cas de deux occurrences identiques.
<eventHandlers> ?
< !- Il doit y avoir au moins un gestionnaire pour onMessage ou onAlarm ->
<onMessage partnerLink="ncname" portType="qname"
operation="ncname"
variable="ncname" ?>*
<correlations> ?
<correlation set="ncname" initiate="yes|no">+
</correlations>
activity
</onMessage>
<onAlarm for="duration-expr" ? until="deadline-expr" ?>*
activity
</onAlarm>
</eventHandlers>
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Exemple :
<scope>
<eventHandlers>
<onMessage partnerLink="Customer" operation="cancel"
variable="event" ...>
...
</onMessage>
<onAlarm for="P3DT10H">
...
</onAlarm>
</eventHandlers>
</scope>
On peut noter qu’il est possible de spe´ciﬁer des e´le´ments “fault handler” et “compensation
handler” pour toute activite´ invoke.
Gestionnaire de terminaison Les scopes peuvent inﬂuencer leur comportement de terminai-
son, en eﬀectuant par exemple des travaux de nettoyage ou en envoyant un message a` un partenaire
d’aﬀaires. Apre`s avoir termine´ l’activite´ principale du scope et toutes les instances du gestionnaire
d’e´ve´nements, le gestionnaire de terminaison est exe´cute´. Sa syntaxe est comme suit :
<scope>
<terminationHandler>
< !- re´cupe´ration des ressources ->
</terminationHandler>
</scope>
Corre´lations
Le proble`me de la corre´lation, que nous e´tudions en de´tail au chapitre 5 consiste a` identiﬁer
l’instance de processus a` laquelle un message est destine´.
Exemple : Chaˆıne d’approvisionnement (Supply-chain )
- un acheteur envoie un ordre d’achat a` un vendeur,
- les commandes sont envoye´es aux ports spe´ciﬁe´s dans le WSDL,
- le vendeur doit envoyer un accuse´ de re´ception,
- mais a` quelle instance du processus acheteur ?
L’exemple du point de vue du vendeur :
- initialiser l’ensemble de corre´lation :
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<receive operation="createOrder" createInstance="yes"
variable="request" ...>
<correlations>
<correlation set="OrderCorrSet" initiate="yes"/>
</correlations>
</receive>
- continuer la conversation en invoquant le partenaire :
<invoke operation="acknowledgeOrder" inputVariable="request" ...>
<correlations>
<correlation set="OrderCorrSet" initiate="no"/>
</correlations>
</receive>
- Produire une facture :
<invoke operation="invoiceOrder" variable="" ...>
<correlations>
<correlation set="OrderCorrSet" initiate="no"/>
</correlations>
</invoke>
L’ensemble de corre´lation OrderCorrSet qui est constitue´ de la seule proprie´te´ OrderID et est
de´ﬁni comme suit :
<property name="OrderID" type="xsd :int"/>
<proprtyAlias propertyName="OrderId" messageType="PurchaseOrder"
part="order" query="/PO/orderID"/>
<correlationSet name="OrderCorrSet" properties="OrderID"/>
Ainsi l’instance concerne´e est identiﬁe´e par la proprie´te´ porte´e par l’ensemble de corre´lation,
OrderID en l’occurrence, ici.
2.3.4 Les moteurs WS-BPEL
Il n’existe pas de standard pour l’architecture des moteurs WS-BPEL et les applications qui
existent sont le re´sultat d’une interpre´tation libre de la spe´ciﬁcation WS-BPEL faite par les dif-
fe´rents concepteurs. Une description de´taille´e de ces moteurs et une comparaison des diﬀe´rents
caracte´ristiques qu’ils fournissent, n’entre pas dans le cadre de cette the`se. Cependant nous ferons
une pre´sentation succinte des principaux moteur.
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La compatibilite´ entre les diﬀe´rents moteurs d’orchestration n’est donc pas garantie. Comme
nous aspirons a` produire automatiquement du code WS-BPEL, nous sommes naturellement inte´-
resse´s par les moteurs capables d’exe´cuter ce code. C’est pour cela que nous fournissons une courte
liste des principaux moteurs avec une bre`ve description de chacun d’eux et, en particulier, nous
voudrions mettre l’accent sur leur architecture. Il est a` noter que souvent la documentation sur ce
sujet n’est pas de´taille´e et meˆme rarement disponible.
Projets Open source :
- Active BPEL ActiveBPEL (2007). Ce produit imple´mente un moteur qui permet d’animer
des processus WS-BPEL qui suivent les spe´ciﬁcations. Il est e´crit en Java et il est e´galement
e´quipe´ d’une interface graphique pour une conception plus aise´e des processus WS-BPEL. Le
serveur d’applications inclus dans les outils ActiveBPEL est un serveur sous licence libre. Il est
agre´mente´ par des outils, de´veloppe´s par Active Endpoints, de conception et de de´veloppement
de services WS-BPEL qui eux sont payants. Il repose sur le serveur Tomcat d’Apache, libre
e´galement. L’ajout a` Tomcat du serveur ActiveBPEL est relativement simple. De plus, une
fois de´ploye´, il posse`de une interface d’administration entie`rement utilisable par une interface
Web, mais e´galement par des Services Web qui sont fournis avec le moteur. Cette interface
permet le de´ploiement et la gestion des services sur le serveur.
- Apache ODE Apache (2007). C’est un projet open source en Java qui imple´mente des
spe´ciﬁcations WS-BPEL. Il ne fournit pas de support visuel pour la conception des processus.
Produits commerciaux
- Oracle BPEL Process Manager Oracle (2007). C’est un produit proprie´taire de´veloppe´
par Oracle. Il fournit un environnement d’exe´cution pour le code WS-BPEL et un outil visuel
pour la conception graphique des processus.
- IBM WebSphere ibm (2008). Il s’agit d’une infrastructure comple`te pour l’inte´gration d’ap-
plicatifs base´s sur le Web. Il fournit e´galement un moteur d’exe´cution pour WS-BPEL.
Architecture de Active BPEL ActiveBPEL e´tant un produit open-source populaire, il nous
a semble´ inte´ressant de jeter un regard sur ses fonctionnalite´s et son architecture.
Dans ActiveBPEL (2007), une tre`s bre`ve description de l’architecture Active BPEL est fournie.
Voici un bref re´sume´ de ses principes de base :
- Un processus WS-BPEL actif est compose´ de diﬀe´rentes activite´s qui sont de´ﬁnies dans la
spe´ciﬁcation WS-BPEL.
- Ces activite´s peuvent eˆtre classe´es en :
– des activite´s de base (par exemple, <receive>, <reply>, <invoke>) ou
– activite´s structure´es (par exemple, <sequence>, <flow>, <pick>)
- Les activite´s sont relie´es par des liens et ont un e´tat qui leur est propre qui de´crit leur
comportement actuel (par exemple, inactif, preˆt-a`-exe´cuter, en exe´cution).
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- Chaque activite´ est de´ﬁnie dans un environnement (’scope’) qui contient les valeurs des va-
riables, le gestionnaire d’erreurs, des gestionnaires d’e´ve´nements, des gestionnaires de com-
pensation, etc. Conforme´ment a` la spe´ciﬁcation, chaque processus WS-BPEL a une porte´e
globale.
- Une activite´ est initialisante (’start activity’), si elle cre´e une nouvelle instance de processus
WS-BPEL lors de son invocation.
- Les activite´s en attente de message (en re´ception) sont mises en attente dans une ﬁle.
- La ﬁle d’attente contient e´galement les messages rec¸us provenant d’autres services qui n’ont
pas trouve´ de correspondance au moment de leur re´ception. Les messages restent en attente
pendant un temps ﬁni.
- Le moteur d’orchestration distribue les messages vers les instances des processus concerne´es
(corre´lation).
- S’il y a des donne´es pour la corre´lation, le moteur essaie de ﬁnir l’instance vise´e et qui
correspond a` ces donne´es. Dans le cas contraire, c-a`-d qu’il n’y a pas de donne´es de corre´lation
et que la requeˆte provient d’une activite´ initialisante, une nouvelle instance du processus est
cre´e´e.
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2.4 Le 휋-calcul
De nombreux langages, pre´sente´s comme des alge`bres de processus, ont e´te´ de´veloppe´s pour une
compre´hension formelle et la spe´ciﬁcation d’applications SOA. Dans notre travail, nous nous sommes
base´s sur le 휋-calcul, l’une des pierres angulaires de la recherche fondamentale sur les syste`mes
mobiles. La conception de nombreux langages d’orchestration tels que XLANG Thatte (2001),
Microsoft BizTalk Server 3 et WS-BPEL, est fortement inspire´e de la me´taphore de communication
inspire´e du 휋-calcul Milner et al. (1992) base´ sur l’e´change de messages dans un contexte distribue´.
Le 휋-calcul est un langage formel, de´veloppe´ pour raisonner sur les syste`mes distribue´s commu-
nicants et spe´ciﬁer le comportement de processus concurrents mobiles, c.a`.d. des syste`mes dont le
nombre de processus ainsi que les liens de communication entre processus peuvent varier dynami-
quement. C’est un mode`le alge´brique fonde´ sur la notion d’interaction et le me´canisme de nommage.
Ce calcul est souvent utilise´ pour e´tablir des preuves d’e´quivalence entre des mode`les de syste`mes
distribue´s. Ce langage est ade´quat pour l’analyse formelle des langages d’orchestration, eux-meˆmes
base´s sur les e´changes de messages. De plus sa prise en charge de la mobilite´ peut s’ave´rer utile dans
de nombreuses situations. La caracte´ristique principale du langage est la possible transmission d’un
lien de communication (nom) entre deux processus ; le destinataire peut alors utiliser ce nom pour
une nouvelle interaction avec d’autres parties.
2.4.1 De´ﬁnition
Soit 풩 un ensemble inﬁni de noms, que nous noterons 푥, 푦, 푧, . . . La syntaxe des processus (ou
termes) note´s 푃,푄,푅 est donne´e par la grammaire suivante :
푃 :: 0
∣∣ 훼.푃 ∣∣ 푃1∣푃2 ∣∣ 푃1 + 푃2 ∣∣ [푥 = 푦]푃 ∣∣ 퐴(푥1, . . . , 푥푛) ∣∣ (휈 푥)푃
Les actions pre´ﬁxes 훼 sont de´ﬁnis par la grammaire :
훼 :: 푥(푦)
∣∣ 푥¯ ⟨푦⟩ ∣∣ 휏
Les actions que les agents peuvent exe´cuter sont de´ﬁnies par :
휇 :: 푥(푦)
∣∣ 푥¯ ⟨푦⟩ ∣∣ 푥¯휈푧 ∣∣ 휏
ou` 푥 et 푦 sont des noms libres dans 휇, et 푧 un nom lie´ de 휇. La se´mantique ope´rationnelle (pre´coce)
est de´ﬁnie par les re`gles du Tableau 2.3.
Intuitivement, 푥¯ ⟨푦⟩ envoie le nom message 푦 sur le canal 푥, 푥(푦)푃 rec¸oit un nom sur le canal 푥
puis exe´cute le processus 푃 ou` 푦 repre´sente le nom rec¸u, 푃1∣푃2 est l’exe´cution des deux processus en
paralle`le, et (휈 푥)푃 restreint la porte´e de 푥 au processus 푃 (une autre interpre´tation est que le nom
푥 est fraˆıchement cre´e´ dans 푃 ). 휏 est l’action silencieuse. L’ope´rateur d’e´galite´ (matching) [푥 = 푦]푃
3. http ://www.microsoft.com/biztalk/en/us/default.aspx
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permet de tester l’e´galite´ syntaxique des noms, i.e si 푥 et 푦 sont identiques alors 푃 est exe´cute´. La
somme (+) et la composition paralle`le (∣) expriment le non-de´terminisme et la concurrence.
푃,푄, := ... ∣ 퐴(푦1, ..., 푦푛) est une de´ﬁnition parame´trique re´cursive qui permet de spe´ciﬁer un
comportement inﬁni (boucle). 퐴(푦1, ..., 푦푛) est un identiﬁcateur (ou appel, ou invocation) d’arite´
푛. Nous supposons que chaque identiﬁcateur a une de´ﬁnition unique, qui peut-eˆtre re´cursive
퐴(푥1, ..., 푥푛)
푑푒푓
= 푃 ou` les 푥푖 sont distincts deux a` deux. L’intuition est que 퐴(푦1, ..., 푦푛) se com-
porte comme son 푃 ou` chaque 푦푖 remplace 푥푖.
Il existe une autre manie`re de spe´ciﬁer des comportements inﬁnis base´e sur la re´plication en
utilisant l’ope´rateur (!). Nous n’aborderons pas cette technique ici, car cet ope´rateur n’a pas son
e´quivalent dans WS-BPEL qui supporte par contre les de´ﬁnitions re´cursives.
Les occurrences de 푦 dans 푥(푦).푃 et (휈푥).푃 sont lie´s. Les noms libres sont de´ﬁnis comme e´tant
des noms pouvant prendre n’importe valeur. On note 푓푛(푃 ) l’ensemble des noms libres de l’agent
푃 ; tandis que 푏푛(푃 ) repre´sente l’ensemble des noms lie´s dans 푃 et on a 푛(푃 )
def
= 푓푛(푃 ) ∪ 푏푛(푃 ).
Substitution : Une substitution de noms est note´e {푎/푥}푃 indiquant par-la` que le nom 푎 est
substitue´ a` 푥 dans le processus 푃 .
Voici quelques exemples d’exe´cution de processus :
Exemple :
- Communication :
푃 = 푎¯ ⟨푣⟩ .푏(푥).0 ∣ 푎(푦).(푐¯ ⟨푦⟩ .0 ∣ 푑¯ ⟨푦⟩ .0)
↓
푏(푥).0 ∣ 푐¯ ⟨푣⟩ .0∣푑¯ ⟨푣⟩ .0
- Non-de´terminisme (conﬂit de ressources) :
푄 = 푎(푥).푄1 ∣ 푎(푥).푄2 ∣ 푎¯ ⟨푣⟩ .0
↙ ↘
{푣/푥}푄1 ∣ 푎(푥).푄2 ∣ 0 푎(푥).푄1 ∣ {푣/푥}푄2 ∣ 0
- Restriction :
푇 = (휈 푎)(푎¯ ⟨푣⟩ ∣ 푎(푥).푄1) ∣ 푎(푦).푄2 ⇒ Pas de communication avec 푄2.
Le 휋-calcul polyadique permet le passage de tuples de noms :
푎¯ ⟨푢, 푣⟩ .푃 ∣ 푎(푥, 푦).푄→ 푃 ∣ {푢/푥, 푣/푦}푄
Cela permet aussi de repe´rer les erreurs de typage : 푎¯ ⟨푢, 푣, 푤⟩ .푃 ∣ 푎(푥, 푦).푄→??
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2.4.2 Se´mantique
Il est souvent utile de de´ﬁnir une congruence pour ve´riﬁer qu’une relation est pre´serve´e par tous
les contextes.
De´ﬁnition 2.4.1 : Une relation ℛ sur une alge`bre de termes est une congruence si :
- ℛ est une relation d’e´quivalence,
- ℛ pre´serve les ope´rations :
푡1ℛ푡′1, 푡2ℛ푡′2, ..., 푡푛ℛ푡′푛 ⇒ 푓(푡1, 푡2, ..., 푡푛)ℛ푓(푡′1, 푡′2, ..., 푡′푛)
La congruence structurelle du 휋-calcul note´e ≡ est la plus petite relation d’e´quivalence qui est
une congruence et qui satisfait les lois pre´sente´es dans le Tableau 2.2 :
Se´mantique ope´rationnelle La se´mantique ope´rationnelle est de´ﬁnie comme un syste`me tran-
sitionnel e´tiquete´ par des actions, sur l’ensemble des processus. Cette se´mantique est pre´sente´e dans
la Table 2.3. Nous identiﬁons les processus alpha-e´quivalents. De meˆme, les versions syme´triques
des re`gles (Sum, Par, Com et Rec) sont omises.
Exemple : Nous pre´sentons ci-apre`s un exemple de de´rivation :
Soit un processus 푃 de´ﬁni par : 푃 (푦) = (휈 푦)푥¯ ⟨푦⟩ .0 et 퐴푃 (푥) 푑푒푓= 푃 ∣ 퐴푃 (푥) sa de´ﬁnition
re´cursive. Alors,
푥(푧).푤¯ ⟨푧⟩ ∣ 퐴푃 (푥) ≡ 푥(푧).푤¯ ⟨푧⟩ ∣ 푃 (푦) ∣ 퐴푃 (푥) (de´pliage)
≡ (휈 푦)(푥(푧).푤¯ ⟨푧⟩ ∣ 푥¯ ⟨푦⟩) ∣ 퐴푃 (푥) (porte´e)
→ (휈 푦)(푤¯ ⟨푦⟩ ∣ 0) ∣ 퐴푃 (푥) (communication)
≡ 푤(푦) ∣ 퐴푃 (푥)
Tableau 2.2 Congruence structurelle du 휋-calcul.
푃 ∣0 ≡ 푃 푃 ∣푄 ≡ 푄∣푃 푃 ∣(푄∣푅) ≡ (푃 ∣푄)∣푅
푃 + 0 ≡ 푃 푃 +푄 ≡ 푄+ 푃 푃 + (푄+푅) ≡ (푃 +푄) +푅
(휈 푥)0 ≡ 0 (휈 푥)(휈 푦)푃 ≡ (휈 푦)(휈 푥)푃
(휈 푥)(푃 ∣푄) ≡ (휈 푥)푃 ∣푄푠푖푥 /∈ 푓푛(푄)
퐴(푦1, ..., 푦푛) ≡ 푃 [푦1, ..., 푦푛/푥1, ..., 푥푛] si 퐴(푥1, ..., 푥푛) 푑푒푓= 푃
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Tableau 2.3 Se´mantique ope´rationnelle “pre´coce” du 휋-calcul.
Out
푎푥.푃
푎푥−→푃
Tau
휏.푃
휏−→푃
In
푎(푥).푃
푎(푢)−→푃 [푢/푥]
Res 푃
휇−→푃 ′ 푥 ∕∈푛(휇)
(휈푥)푃
휇−→(휈푥)푃 ′
Open 푃
푎푢−→푃 ′ 푎∕=푢
(휈푢)푃
푎휈푢−→푃 ′
Close 푃
푎(푢)−→푃 ′ 푄푎⟨휈푢⟩−→ 푄′ 푢∕∈푓푛(푃 )
푃 ∣푄 휏−→(휈푢)푃 ′∣푄′
Sum
푃1
훼−→푃 ′1
푃1+푃2
훼−→푃 ′1
Par
푃1
훼−→푃 ′1 푏푛(훼)∩푓푛(푃2)=∅
푃1∣푃2 훼−→푃 ′1∣푃2
Com
푃1
푎(푥)−→푃 ′1 푃2
푎푥−→푃 ′2
푃1∣푃2 휏−→푃 ′1∣푃 ′2
Rec 푃 [푦/푥]
휇−→푃 ′ 퐾(푥)def=푃 ∈퐷
퐾(푦)
휇−→푃 ′
Match
푃
훼−→푃 ′ 푃2 푎푥−→푃 ′2
[푎=푎]푃
훼−→푃 ′
Donc : 푥(푧).푤¯ ⟨푧⟩ ∣ 퐴푃 (푥) → 푤(푦)∣퐴푃 (푥).
Extrusion L’extrusion de porte´e (en anglais “scope extrusion”) permet de mode´liser un re´seau
dont la topologie e´volue, comme dans l’exemple suivant, illustre´ par la ﬁgure 2.4 :
Supposons que 푐 est inconnu de 푅 dans (휈 푐)(푃 ∣푎¯ ⟨푐⟩ .푄)∣푎(푥).푅. Le syste`me e´volue comme
indique´ dans le tableau 2.4. Dans cet exemple, le lien qui n’existait pas entre 푅 et 푃 est cre´e´ dyna-
miquement.
Tableau 2.4 Extrusion de porte´e
(휈 푐)(푃 푎¯⟨푐⟩).푄∣푎(푥).푅
→ (휈 푐)(푃 ∣푄∣{푐/푥}푅)
≡ (휈 푐)(푃 ∣{푐/푥}푅∣푄
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2.5 Les e´quivalences du 휋-calcul.
Les relations d’e´quivalence permettent de distinguer deux processus en fonction de leurs re´ponses
aux interactions avec l’environnement.
Les bisimulations ont e´te´ introduites dans la the´orie des syste`mes distribue´s par Milner. Deux
processus 푝 et 푞 sont bisimilaires si chaque action de 푝 (respectivement 푞) peut eˆtre simule´e par 푞
(respectivement 푝), et les deux processus passent ensuite dans un e´tat ou` ils restent bisimilaires. Il
est possible de de´ﬁnir plusieurs notions de bisimulations.
2.5.1 Bisimulation pre´coce
De´ﬁnition 2.5.1 : Une relation 풮 sur l’ensemble des 휋-processus est une simulation forte
pre´coce si, de`s que 푃풮푄, nous avons :
Si 푃
훼→ 푃 ′ et 푓푛(푃,푄) ∩ 푏푛(훼) = ∅, alors il existe Q’ tel que 푄 훼→ 푄′ et 푃 ′풮푄′.
Une relation 풮 sur l’ensemble des 휋-processus est une bisimulation forte pre´coce si 풮 et 풮−1 sont
des simulations.
Deux processus 푃 et 푄 sont bisimilaires pre´coces note´ 푃
.∼푝 푄 s’il existe une bisimulation 풮 telle
que 푃풮풬 La relation .∼ def= ∪{ℛ : ℛ est une bisimulation} est appele´e bisimilarite´ forte pre´coce.
Exemple : Restriction :
(휈 푎)(푎(푥).푃 ) ∼푝 0
(휈 푥)(푥(푦).푃 ∣푤¯ ⟨푧⟩ .푄) ∼푝 푤¯ ⟨푧⟩ .(휈 푥)(푥(푦).푃 ∣푄) si 푥 ∕= 푤, 푥 ∕= 푧
(휈 푥)(푃 +푄) ∼ (휈 푥)푃 + (휈 푥)푄
Remarque : Cette bisimulation n’est pas une congruence. Pour s’en convaincre il suﬃt de suivre
l’exemple suivant :
푎 ∣ 푏 ∼푝 푎.푏+ 푏.푎
Mais,
푐(푏).(푎∣푏) ∕∼푝 푐(푏).(푎.푏+ 푏.푎)(푏← 푎...)
Il existe donc un contexte ou` la congruence n’est pas pre´serve´e (par re´ception).
D’autres variantes de la bisimulation sont possibles.
2.5.2 Bisimulation tardive
De´ﬁnition 2.5.2 : Une relation 푆 (syme´trique) est une simulation tardive ssi de`s que 푃 푆 푄
- si 푃
푎(푥)−→ 푃 ′ , il existe 푄′ tel que 푄 푎(푥)−→ 푄′ , et, pour tout nom 푏, {푏/푥}푃 ′ 푆 {푏/푥}푄′.
- si 푃
훼−→ 푃 ′ pour 훼 = 푎¯푏 ou 훼 = 휏 , alors il existe 푄′ tel que 푄 훼−→ 푄′ et 푃 ′ 푆 푄′,
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Une relation 풮 sur l’ensemble des 휋-processus est une bisimulation forte tardive si 풮 et 풮−1
sont des simulations tardives.
Deux processus 푃 et 푄 sont bisimilaires tardifs note´ 푃
.∼푡 푄 s’il existe une bisimulation 푆 telle que
푃풮풬.
La relation est dite tardive car le choix de la valeur 푦 qui permet de lier la variable 푥 est fait
plus tardivement que le choix du de´rivatif 푄′ ; tandis que dans le cas de la bisimulation pre´coce, cet
ordre est inverse´. On a :
∼푝⊇∼푡
Il suﬃt de comparer 푥(푧) + 푥(푧).푧 et 푥(푧) + 푥(푧).푧 + 푥(푧).[푧 = 푦]푧
Remarque : Cette relation n’est pas non plus une congruence.
La congruence est obtenue en utilisant l’instantiation de noms. Dans ce cas, deux processus 푃
et 푄 sont congruents tardifs (resp. congruents pre´coces), note´ ∼푡 (resp. ∼푝) si 푃휎 .∼푡 푄휎 (resp.
푃휎
.∼푝 푄휎) pour toute substitution 휎.
2.5.3 Bisimulation ouverte
Dans la bisimulation ouverte Sangiorgi (1996.), l’instantiation de noms est introduite dans la
de´ﬁnition de la bisimulation.
De´ﬁnition 2.5.3 : Une relation 푆 sur des 휋-processus est une simulation ouverte si 푃 푆 푄 implique
que pour chaque substitution 휎 :
- si 푃휎
훼−→ 푃 ′ , il existe 푄′ tel que 푄휎 훼−→ 푄′ et 푃 ′ 풮 풬′.
Une relation 풮 sur l’ensemble des 휋-processus est une bisimulation ouverte si 풮 et 풮−1 sont des
simulations ouvertes.
Deux processus 푃 et 푄 sont bisimilaires ouverts note´ 푃 ∼ 푄 s’il existe une bisimulation 푆 telle que
푃풮풬.
Il est prouve´ dans Milner et al. (1992) que les deux congruences tardives et pre´coces sont plus
ﬁnes que les bisimulations correspondantes. Les deux e´quivalences tardives sont plus ﬁnes que leurs
homologues pre´coces. Dans Sangiorgi (1996.) il est prouve´ que la bisimulation ouverte est plus ﬁne
que la bisimulation tardive. La ﬁgure 2.10 re´sume ces re´sultats ; chaque ﬂe`che repre´sente une stricte
inclusion.
2.5.4 Bisimulation faible
Les relations pre´ce´dentes sont dites fortes parce qu’elles donnent le meˆme poids a` l’action
silencieuse (휏) qu’aux actions visibles. En faisant abstraction des de´tails internes des processus,
on de´ﬁnit une version faible des e´quivalences.
De´ﬁnition 2.5.4 : Les transitions faibles sont de´ﬁnies comme suit :
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Figure 2.10 Hie´rarchie des bisimulations du 휋-calcul
- On note ⇒ la de´rivation →∗, i.e. la cloˆture re´ﬂexive et transitive de 휏→ ;
- On note
훼ˆ⇒ la de´rivation 휏⇒ si 훼 = 휏 et ⇒ 훼→⇒ si 훼 ∕= 휏 .
Pour de´ﬁnir une bisimulation ouverte faible, note´e ≈, il suﬃt de remplacer 푄휎 훼−→ 푄′ par
푄휎
훼ˆ⇒ 푄′.
Ce qui donne la de´ﬁnition suivante :
De´ﬁnition 2.5.5 : Une relation 푆 sur des 휋-processus est une simulation ouverte si 푃 푆 푄 implique
que pour chaque substitution 휎 :
- si 푃휎
훼−→ 푃 ′ , il existe 푄′ tel que 푄휎 훼ˆ⇒ 푄′ et 푃 ′ 풮 풬′.
Dans Sangiorgi (1996.) les re´sultats suivants concernant les proprie´te´s de la bisimulation ouverte
sont de´montre´s :
Proposition 2.5.1
- ∼ est la plus grande bisimulation close par substitution.
- ∼ est une congruence.
- Il existe une axiomatisation simple sur les termes ﬁnis.
Axiomatiser ∼, c’est la caracte´riser avec une the´orie e´quationnelle, c-a`-d donner un ensemble
de lois valides pour ∼, si possible ﬁni et complet. Cela passe par la de´ﬁnition de formes canoniques
pour les processus. Le lecteur inte´resse´ est invite´ a` consulter Sangiorgi (1996.) pour tous les de´tails.
2.5.5 Bisimulation barbele´e
Dans certains cas, il est suﬃsant de trouver une congruence qui soit incluse dans la bisimulation c-
a`-d qui discrimine moins, c’est a` dire qui ne prend en compte qu’une forme restreinte d’observabilite´.
Cela conduit a` la bisimulation barbele´e ou` l’observateur n’est limite´ qu’a` pouvoir de´tecter si une
action est activable ou non sur un canal donne´.
De´ﬁnition 2.5.6 : Un processus 푃 a une Barbe sur 푎 note´e 푃 ↓푎 (resp. 푃 ↓푎¯) si 푃 sait recevoir
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(resp. e´mettre)sur 푎.
Remarque : 푃 ↓푎 ⇔ 푃 ≡ (휈 푣˜)(푎(푥).푅+ 푆∣푇 )
De´ﬁnition 2.5.7 : Une relation 푅 est une bisimulation barbele´e ssi, de`s que 푃 푅 푄 :
- si 푃 −→ 푃 ′ , il existe 푄′ tel que 푄 −→ 푄′ , et,
- pour tout 휂 푃 ↓휂 ssi 푄 ↓휂.
Une bisimulation barbele´e de´crit donc une relation entre des processus qui peuvent faire les
meˆmes actions visibles, et si un des processus peut progresser silencieusement, l’autre le peut aussi,
en e´voluant vers un processus qui pre´serve la relation.
2.6 La 휋-logique
La 휋-logique permet de spe´ciﬁer le comportement d’un syste`me e´crit en 휋-calcul de manie`re
formelle et non ambigu¨e. Cette logique a e´te´ introduite dans Ferrari et al. (2003) pour exprimer les
proprie´te´s temporelles de 휋-processus. Un e´tude approfondie et en particulier son rapport avec les
e´quivalences (la bisimulation forte) du 휋-calcul est pre´sente´e dans Gnesi et Ristori (2000).
2.6.1 De´ﬁnition
La 휋-logique reprend les modalite´s de´ﬁnies par Milner Milner et al. (1993) en y ajoutant les
modalite´s 퐸퐹휙 and 퐸퐹{휒}휙 relatives au futur possible.
La syntaxe des 휋-formules se pre´sente comme suit :
휙 ::= 푡푟푢푒
∣∣ ∼ 휙 ∣∣ 휙 ∧ 휙′ ∣∣ 퐸푋{휇}휙 ∣∣ 퐸퐹휙 ∣∣ 퐸퐹{휒}휙
ou` 휇 est une action du 휋-calcul et 휒 pouvant eˆtre 휇, ∼ 휇, ou ⋁푖∈퐼 휇푖 et ou` 퐼 est un ensemble ﬁni.
La se´mantique des 휋-formules est donne´e par les re`gles suivantes :
- 푃 ∣= 푡푟푢푒 pour tout processus 푃 ;
- 푃 ∣=∼ 휙 ssi 푃 ∕∣= 휙 ;
- 푃 ∣= 휙 ∧ 휙′ ssi 푃 ∣= 휙 et 푃 ∣= 휙′ ;
- 푃 ∣= 퐸푋{휇}휙 ssi il existe 푃 ′ tel que 푃 휇−→ 푃 ′ et 푃 ′ ∣= 휙 (modalite´ forte pour le futur
proche) ;
- 푃 ∣= 퐸퐹휙 ssi il existe 푃0, ..., 푃푛 et 휇1, ..., 휇푛, avec 푛 ≥ 0, tel que 푃 = 푃0 휇1−→ 푃1... 휇푛−→ 푃푛 et
푃푛 ∣= 휙. La signiﬁcation de 퐸퐹휙 est que 휙 doit eˆtre vraie quelquefois dans un futur possible .
- 푃 ∣= 퐸퐹{휒}휙 ssi il existe 푃0, ..., 푃푛 et 휈1, ..., 휈푛 , avec 푛 ≥ 0, tel que 푃 = 푃0 휈1−→ 푃1... 휈푛−→ 푃푛
et 푃푛 ∣= 휙 avec :
– 휒 = 휇 pour tout 1 ≤ 푗 ≤ 푛, 휈푗 = 휇 표푟 휈푗 = 휏 ;
– 휒 =∼ 휇 pour tout 1 ≤ 푗 ≤ 푛, 휈푗 ∕= 휇 표푟 휈푗 = 휏 ;
– 휒 =
⋁
푖∈퐼 휇푖 : pour tout 1 ≤ 푗 ≤ 푛, 휈푗 = 휇푖 pour 푖 ∈ 퐼 표푟 휈푗 = 휏 .
La signiﬁcation de 퐸퐹{휒}휙 est que la ve´rite´ de 휙 doit eˆtre pre´ce´de´e de l’occurrence d’une
se´quence d’actions 휒.
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Comme d’habitude, des ope´rateurs duaux sont aussi de´ﬁnis :
- 휙 ∨ 휙′ =∼ (∼ 휙 ∧ ∼ 휙′), ET logique,
- 퐴푋{휇}휙 =∼ 퐸푋{휇} ∼ 휙, toujours dans le futur proche,
- ⟨휇⟩휙 = 퐸퐹{휏}퐸푋{휇} ∼ 휙 (weak next), modalite´ faible pour le futur proche,
- [휇]휙 =∼ ⟨휇⟩ ∼ 휙, dual pour le futur proche,
- 퐴퐺휙 =∼ 퐸퐹 ∼ 휙 et 퐴퐺{휒}휙 =∼ 퐸퐹{휒} ∼ 휙 (always) toujours dans le futur.
Notation pour l’ensemble des actions Dans une formule, nous pouvons e´crire :
- 훼1, ..., 훼푛 au lieu de {훼1, ..., 훼푛} : comme par exemple ⟨푡푖푐, 푡푎푐⟩푡푟푢푒 pour ⟨{푡푖푐, 푡푎푐}⟩푡푟푢푒,
- * pour l’ensemble des actions,
- −퐿 pour l’ensemble des actions non dans 퐿,
- −훼1, ..., 훼푛 pour l’ensemble des actions non dans 훼1, ..., 훼푛.
Les formules de la 휋-logique sont suﬃsamment expressives pour permettre d’exprimer et de
ve´riﬁer naturellement les proprie´te´s de vivacite´ (liveness) et de suˆrete´ (safety) et bien d’autres
proprie´te´s encore.
2.6.2 Exemples de proprie´te´s
- 푃 ∣= ⟨푡푖푐⟩푡푟푢푒 signiﬁe que 푃 peut faire 푡푖푐.
- 푃 ∣= ⟨푡푖푐⟩⟨푡푎푐⟩푡푟푢푒 : 푃 peut faire 푡푖푐 puis 푡푎푐.
- 푃 ∣= ⟨푡푖푐⟩푡푟푢푒 ∨ ⟨푡푎푐⟩푡푟푢푒 : 푃 peut faire 푡푖푐 ou 푡푎푐.
- 푃 ∣= [푡푖푐]푓푎푙푠푒 : 푃 ne peut pas faire 푡푖푐.
- 푃0 ∣= 퐴퐺{∗}푡푟푢푒 : Tous les processus accessibles a` partir de 푃0 peuvent exe´cuter une action.
- 푃0 ∣= 퐸퐹 [∗]푓푎푙푠푒 : Un processus est inexorablement atteint qui ne peut exe´cuter aucune
action. 푃0 est suˆr de terminer.
- 퐴퐺[푟푒푞푢푒푡푒]퐸퐹{⟨푠푎푡푖푠푓푎푖푡푒⟩푡푟푢푒∧[−푠푎푡푖푠푓푎푖푡푒]푓푎푙푠푒} : Toutes les requeˆtes seront satisfaites.
2.6.3 Ade´quation
Gnesi et Ristori Gnesi et Ristori (2000) reprenant un re´sultat de Milner et al. (1993), ont
de´montre´ l’ade´quation de la 휋-logique avec la bisimulation forte (
.∼) du 휋-calcul.
L’ade´quation est exprime´e en termes de cohe´rence (soundness) et de comple´tude.
Cohe´rence La cohe´rence atteste que si deux processus sont e´quivalents au sens de la bisimulation,
alors les proprie´te´s qu’ils ve´riﬁent sont pre´serve´es. Ce re´sultat est important puisqu’il permet de
ve´riﬁer uniquement l’e´quivalence pour s’assurer que les processus satisfont les meˆmes proprie´te´s
souhaitables pour le syste`me.
Comple´tion La comple´tion est la proprie´te´ re´ciproque : elle atteste que si deux processus ve´ri-
ﬁent le meˆme ensemble de proprie´te´s, alors ils sont bisimilaires.
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Ade´quation Ces deux de´ﬁnitions de la cohe´rence et de la comple´tude de la 휋-logique par rapport
a` la relation d’e´quivalence nous permettent de de´ﬁnir l’ade´quation.
De´ﬁnition 2.6.1 : Une logique ℒ est ade´quate par rapport a` une relation (ℛ) de´ﬁnie sur une
alge`bre de processus donne´e, si
(∀휙 ∈ ℒ, ∀푃,푄 ∈ 풫, 푃 ∣= 휙⇔ 푄 ∣= 휙) ⇔ 푃 ℛ 푄
Ce qui signiﬁe que 푃 ℛ 푄 si et seulement si 푃 et 푄 satisfont les meˆmes formules.
Pour chaque paire de processus 푃 et 푄, nous avons :
푃 ≡ℒ 푄 ssi 푃 ℛ 푄
.
Soit 푇ℎ(푃 ) = {휙 : 푃 ∣= 휙}, et ℛ une relation. Alors le requis pre´ce´dent est e´crit :
푃 ℛ 푄 ⇔ 푇ℎ(푃 ) = 푇ℎ(푄) ce qui est un requis fort ; tandis que l’ade´quation faible est de´ﬁ-
nie par : 푃 ℛ 푄 ⇒ 푇ℎ(푃 ) = 푇ℎ(푄)
Rapporte´ a` la bisimulation, cela signiﬁe que si deux agents du 휋-calcul sont fortement bisimi-
laires, alors ils ve´riﬁent les meˆmes proprie´te´s exprime´es dans la 휋-logique.
Ce re´sultat est important pour le processus de ve´riﬁcation/raﬃnement puisqu’il permet de
s’assurer que deux processus vont ve´riﬁer les meˆmes proprie´te´s temporelles tout simplement en
ve´riﬁant qu’ils sont e´quivalents. Des outils permettent de ve´riﬁer ces e´quivalences et donc permettent
par la meˆme occasion de valider le processus de raﬃnement.
Exemples de proprie´te´s Des exemples de proprie´te´s a` ve´riﬁer par un service sont :
1. Disponibilite´ : Le service acceptera toujours une requeˆte ;
2. Paralle´lisme : Apre`s avoir accepte´ une demande et avant de de´livrer une re´ponse, le service
peut accepter de nouvelles demandes ;
3. Se´quentialite´ : Apre`s avoir accepte´ une demande, le service ne peut pas accepter de nouvelles
demandes tant qu’il n’a pas de´livre´ une re´ponse ;
4. Unicite´ de la requeˆte : Apre`s avoir accepte´ une demande, le service ne peut pas accepter
de demandes supple´mentaires ;
5. Hors-Ligne : le service de´livre une re´ponse d’e´chec pour chaque demande rec¸ue ;
6. Re´siliabilite´ : avant qu’une re´ponse a e´te´ fournie, le service permet d’annuler la demande
correspondante ;
7. Re´vocabilite´ : apre`s qu’une re´ponse positive ait e´te´ fournie, le service permet d’annuler une
demande ;
8. Re´activite´ : le service garantit au moins une re´ponse a` chaque demande rec¸ue ;
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9. Unicite´ de la re´ponse : apre`s avoir accepte´ la demande, le service ne fournit pas plus d’une
re´ponse ;
10. Re´ponses multiples : apre`s acceptation d’une demande, le service fournit plus d’une re´-
ponse ;
11. Absence de re´ponse : le service ne re´pond a` aucune demande accepte´e ;
12. Fiabilite´ : il garantit une re´ponse eﬃcace a` chaque demande rec¸ue.
Quoique non exhaustive, la liste ci-dessus contient de nombreuses proprie´te´s souhaitables (voir, par
exemple, van der Aalst et al. (2003), Alonso et al. (2004)) du comportement des services, observable
a` partir de l’exte´rieur. Certaines d’entre elles seront illustre´es dans les exemples de la section 3.7 du
Chapitre 3 et 6.3 du Chapitre 6.
2.7 Re´sume´
Dans ce chapitre, nous avons pre´sente´ les Services Web ainsi que les technologies qui leur
sont aﬀe´rentes. Nous avons porte´ une attention particulie`re au langage WS-BPEL que nous avons
pre´sente´ en de´tail, e´tant donne´ que nous nous inte´ressons a` sa ve´riﬁcation formelle.
La formalisation, qui permet de ve´riﬁer des proprie´te´s souhaitables d’un syste`me sans se soucier
des de´tail de son imple´mentation, peut eˆtre re´alise´e graˆce a` de nombreux formalismes. Parmi ceux-ci,
le 휋-calcul s’ave`re tre`s adapte´ pour cette taˆche.
En 휋-calcul, les processus communiquent de manie`re synchrone, point a` point, a` travers des
canaux qui peuvent eˆtre prive´s. La topologie de communication est dynamique. Le calcul est muni
d’une se´mantique mathe´matique bien fonde´e. Il est tout a` la fois simple et tre`s expressif. Il permet
de coder le 휆-calcul et les structures de donne´es (les entiers, les boole´ens, etc.) et il a e´te´ utilise´ pour
prouver des proprie´te´s de correction des protocoles de te´le´communications ou de se´curite´ pour les
protocoles cryptographiques.
De nombreuses variantes de ce langage ont e´te´ propose´es et e´tudie´es : le 휋-calcul d’ordre supe´rieur
SANGIORGI (1992), le 휋-calcul asynchrone (BOUDOL (1992), Nicola et Hennessy (1991)), le join
calculus Fournet et Gonthier (1998), le 휋-calcul distribue´ HENNESSY et RIELY (1998), le fusion
calculus VICTOR (1998).
De nombreuses e´tudes (Lucchi et Mazzara (2007), Puhlmann (2006), Viroli (2007)) ont aussi
prouve´ son ade´quation pour analyser et spe´ciﬁer des compositions de Services Web, moyennant
l’adjonction de primitives et d’artefacts facilitant ces spe´ciﬁcations.
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CHAPITRE 3
Un formalisme pour WS-BPEL : Le BP-calcul
3.1 Introduction
BPEL est un langage puissant et expressif mais ne dispose toujours pas d’une se´mantique
formelle largement accepte´e par toute la communaute´ du workﬂow. Il est donc diﬃcile de valider
formellement l’exe´cution correcte d’imple´mentations de solutions exprime´es en WS-BPEL. Comme
nous l’avons illustre´ dans le chapitre pre´ce´dent, les alge`bres de processus et en particulier le 휋-calcul,
ont largement prouve´ qu’elles e´taient l’outil ide´al pour spe´ciﬁer formellement des orchestrations ou
des chore´graphies de Services Web.
Dans ce chapitre nous introduisons le BP-calcul, qui est notre re´ponse a` cette proble´matique.
Ce calcul est base´ sur le 휋-calcul, et nous l’avons conc¸u pour la ve´riﬁcation formelle, base´e sur le
model-checking, de spe´ciﬁcations WS-BPEL et pour faciliter la ge´ne´ration automatique de code
WS-BPEL que nous pourrons alors certiﬁer comme conforme a` sa spe´ciﬁcation formelle.
Une des lignes conductrices de ce projet est la volonte´ de cre´er un outil capable de ve´riﬁer des
spe´ciﬁcations e´crites en langage formel, le BP-calcul en l’occurrence et une fois celles-ci valide´es,
d’en de´duire automatiquement le code BPEL correspondant. Cependant ce code ne doit pas eˆtre
quelconque mais doit eˆtre optimise´ pour reﬂe´ter le plus ﬁde`lement possible les intentions de ses
concepteurs. C’est dans ce but que des annotations sont ajoute´es aux diﬀe´rentes actions du calcul
pour diﬀe´rencier, lors de la ge´ne´ration, entre, par exemple, une invocation et une re´ponse a` une
invocation pre´ce´dente, qui sont toutes les deux des e´missions de messages sur un canal, mais qui
ne se traduisent pas de la meˆme manie`re en WS-BPEL. Un autre exemple est celui de la ne´ces-
site´ d’introduire un ope´rateur de se´quence, non pre´sent de manie`re explicite dans le 휋-calcul, car
pouvant tre`s bien se formaliser graˆce a` l’ope´rateur de paralle´lisme. Cet ope´rateur de se´quence sera
naturellement traduit par une e´le´ment <se´quence> de WS-BPEL.
3.2 Contributions
Nous pre´sentons la syntaxe et la se´mantique du langage puis nous en analysons et discutons
les aspects the´oriques les plus importants. En particulier nous analysons en profondeur le concept
de composition se´quentielle dans le contexte de la ge´ne´ration spontane´e de processus qui sont deux
ope´rations fondamentales dans le monde du workﬂow. Dans ce sens, nous proposons des re`gles
se´mantiques spe´ciﬁques qui capturent le comportement complexe induit par la se´quentialite´ et la
ge´ne´ration spontane´e de processus.
Puis nous introduisons des e´quivalences comportementales pour ce langage qui nous permettrons
de mettre en œuvre le processus de raﬃnement utile dans la ve´riﬁcation et la ge´ne´ration de code.
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Nous de´ﬁnissons ainsi une bisimulation forte pre´coce qui s’ave`re ne pas eˆtre une congruence et qui
nous oblige a` introduire une relation de congruence que nous prouvons eˆtre la plus grande incluse
dans la bisimulation graˆce au The´ore`me 3.5.1.
Ensuite, nous e´tendons la 휋-logique, introduite pour ve´riﬁer les 휋-processus avec un pre´dicat
de terminaison qui nous permet de raisonner sur la relation entre la cre´ation de processus et la
se´quentialite´. Nous de´montrons graˆce aux The´ore`mes 3.6.2 et 3.6.2 l’ade´quation de la logique e´tendue
(BP-logique) avec la relation de congruence ce qui nous permet d’aﬃrmer que deux processus
e´quivalents (au sens de la congruence ) ve´riﬁent le meˆme ensemble de proprie´te´s comportementales.
Ce re´sultat est le fondement de notre approche pour la ve´riﬁcation et la ge´ne´ration de processus
WS-BPEL.
Le code ge´ne´re´ automatiquement doit eˆtre correct, notion qui se traduit de deux manie`res
diﬀe´rentes. D’une part nous voulons fournir la preuve formelle que le code ge´ne´re´ satisfait les
proprie´te´s de´sirables pour le syste`me. Cette ve´riﬁcation se fera sur sa spe´ciﬁcation formelle.D’autre
part et par souci de lisibilite´ du code WS-BPEL ge´ne´re´, nous avons besoin de choisir l’ope´rateur
le mieux a` meˆme de reﬂe´ter les intentions des concepteurs. A` cet eﬀet, le BP-calcul utilise des
annotations sur certains ope´rateurs.
Finalement, nous illustrons la pertinence de notre approche en pre´sentant la spe´ciﬁcation for-
melle d’un exemple base´ sur un sce´nario d’achat et de vente dans un marche´ d’actions. Nous spe´ci-
ﬁons en BP-logique les proprie´te´s que nous voulons pour notre mode`le et nous les ve´riﬁons avec un
outil existant, l’outil HAL-Toolkit Ferrari et al. (2003).
3.2.1 Organisation du chapitre
La Section 3.3 pre´sente la syntaxe se´mantique ope´rationnelle de notre langage. La composi-
tion se´quentielle et son rapport avec la cre´ation de processus sont e´tudie´s a` la Section 3.4 et les
e´quivalences pour le langage sont introduites a` la Section 3.5. Nous de´ﬁnissons aussi une logique ap-
proprie´e qui est pre´sente´e a` la Section 3.6. Finalement, et pour illustrer la pertinence de l’approche,
un exemple est pre´sente´ a` la Section 3.7.
3.3 Syntaxe et se´mantique du BP-calcul
Le 휋-calcul est suﬃsant pour raisonner sur les compositions de Services Web. Cependant, cela
peut s’ave´rer diﬃcile et assez de´routant. C’est pour cela que nous avons introduit des primitives
d’orchestration dans une variante du 휋-calcul que nous appelons le BP-calcul.
Les caracte´ristiques de ce calcul doivent eˆtre telles que :
- Le calcul doit permettre d’exprimer les habituels ope´rateurs de routage des langages de work-
ﬂow existants, en particulier WS-BPEL,
- Le calcul doit servir de base formelle the´orique qui permette de raisonner et non comme un
langage a` imple´menter en tant que tel.
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Compte tenu de ces conside´rations, il semble e´galement opportun de de´ﬁnir (section 3.3.2) des
gestionnaires, qui sont des conteneurs de services (essentiels aux langages de workﬂow). Ce sont des
instanciations de processus multi-contextes qui sont utiles aux concepts de scope.
La section suivante pre´sente en de´tail la syntaxe du BP-calcul et sa se´mantique.
3.3.1 La syntaxe du BP-calcul
Termes : L’ensemble des termes 풯 est compose´ de variables 풱, de noms 풩 et de valeurs (풰)
(entiers, boole´ens, chaˆınes de caracte`res, ...). Pour chaque terme 푡, 푓푣(푡) est l’ensemble de variables
dans 푡. Un message est un terme clos (i.e. ne contenant pas de variables). L’ensemble des messages
est note´ ℳ.
Les termes permettent, entre autres, la de´ﬁnition des corre´lations conside´re´es comme des com-
posantes de messages, contenant les donne´es de corre´lation (voir Chapitre 5).
Fonctions : Les fonctions mode´lisent des primitives qui manipulent des messages :
ℱ ⊆ [ℳ푘 →ℳ푛]
Voici quelques exemples de telles fonctions :
- target(M) et source(M) qui extraient du message 푀 le nom du processus destination et celui
de la source du message, respectivement.
- build(M) : [푥← 푏푢푖푙푑(푀1, ...,푀푛)] construit le n-tuple 푥 a` partir du 푀1, ...,푀푛
- termination(M) : Le processus source(M) signale au processus target(M) sa terminaison (qui
est imple´mente´e comme 푡푒푟푚 ⟨푀⟩).
D’autres fonctions seront introduites chaque fois que ce sera ne´cessaire (voir 3.3.2 par exemple).
La syntaxe du BP-calcul est de´ﬁnie par la grammaire de la Table 3.1 :
Dans cette grammaire, 푥˜ = (푥1, ..., 푥푛), (resp. 푎˜ = (푎1, ..., 푎푚), 푢˜ = (푢1, ..., 푢푚)) prennent leurs
valeurs dans l’ensemble inﬁni de n-tuples des identiﬁcateurs de variables (resp. noms, valeurs). On
note 푥˜← 푢˜ l’aﬀectation de valeurs 푢˜ aux variables 푥˜.
La de´ﬁnition des gestionnaires repose sur la notion de contexte que nous de´ﬁnissons ainsi :
De´ﬁnition 3.3.1 : Les contextes de processus, note´s 푊 [⋅], sont de´ﬁnis par la grammaire :
푊 [ ] ::= [⋅] ∣∣ {푢˜,푊 [⋅], ∅} ∣∣ 푊 [⋅]∣푃 ∣∣ 푃 ⊳푐(푀) 푊 [⋅]∣∣ ∑
푖∈퐼
푥푖(푢˜푖).푃푖 + 푥(푢˜).푊 [⋅]
∣∣ [풞 : 푊 [⋅]]푐(푥˜).퐴(푦˜)
De´ﬁnition 3.3.2 : Les multi-contextes sont de´ﬁnis par 푊 [⋅]1 ⋅ ⋅ ⋅ [⋅]푛 ou` chaque occurrence de [⋅]푗
est remplace´e par un processus 푃푗.
Nous conside´rons comme garanti que l’e´criture 푊 [푃 ] re´sulte en un processus bien forme´.
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Tableau 3.1 Syntaxe du BP-calcul
Termes
푡 : := 푥 (variables)
∣ 푎 (noms)
∣ 푢 (valeurs)
∣ (푡1, . . . 푡푘) (tuple)
Ens. de corre´lation
풞 : := 푛푢푙푙 ∣ 풞[푥˜← 푡]
Processus :
푃,푄 : := 퐼퐺 (garde d’entre´e)
∣ 푐푡⟨푀⟩.푃 (e´mission annote´e)
∣ 휏.푃 (action silencieuse)
∣ 푃 ∣푄 (composition paralle`le)
∣ 푃 ⊳푐(푀) 푄 (composition se´quentielle)
∣ 퐴(푥1, . . . , 푥푛) (de´ﬁnition de service )
∣ [풞 : 푃 ]푐(푥˜).퐴(푦˜) (cre´ation d’instance)
∣ 푆 (scope - porte´e)
Termes garde´s :
퐼퐺 : := 0 (processus vide)
∣ 푐(푢).푃 (re´ception)
∣ 퐼퐺+ 퐼퐺′ (choix garde´)
∣ 푖푓 푀 = 푁 푡ℎ푒푛 퐼퐺 푒푙푠푒 퐼퐺 (conditionnelle)
∣ [푥˜← 푓(푀1, ...,푀푛)]퐼퐺 (e´valuation de fonction)
Scopes :
푆 : := {푥˜, 푃, 퐻} (scope)
퐻 : :=
∏
푖푊푖(푃푖1 , ⋅ ⋅ ⋅ , 푃푖푛푖) (gestionnaires)
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Interpre´tation des re`gles syntaxiques L’interpre´tation intentionnelle des processus est
comme suit :
∙ 퐼퐺 est un processus garde´ par une re´ception et 퐼퐺 + 퐼퐺′ se comporte comme un choix garde´
et est destine´ a` eˆtre traduit par un e´le´ment <pick>.
Nous distinguons entre les termes guarde´s (퐼퐺) et non-garde´s ; les premiers de´butent par une
action avant de se terminer. La raison en est que c’est la seule forme de choix accepte´e par WS-
BPEL. Il apparaˆıt aussi qu’un large consensus s’e´tablit autour du fait que le choix garde´ suﬃt
dans les applications pratiques des calculs de processus. De plus, certaines parties de la the´orie
sont plus simples ; en particulier la bisimulation faible est une congruence Parrow (2001).
∙ 푎푡⟨푀⟩ (푡 ∈ {푖푛푣표푘푒, 푟푒푝푙푦, 푡ℎ푟표푤}) est la de´ﬁnition usuelle d’une e´mission. Cette e´mission peut
eˆtre une invocation, une re´ponse a` une pre´ce´dente sollicitation, ou le lancement d’une erreur. Elles
sont amene´es a` eˆtre traduites respectivement par les e´le´ments <invoke>, <reply> ou <throw>
de WS-BPEL. Les annotations sur les e´missions sont utilise´es pour faciliter leur traduction dans
l’e´le´ment approprie´ de WS-BPEL.
Dans une re´ception de la forme 푥(푦˜), ou une e´mission de la forme 푥⟨푦˜⟩, 푥 est le sujet de l’action
et 푦˜ en est l’objet.
∙ 휏 est l’action silencieuse qui est tre`s pratique pour mode´liser la communication. Bien que WS-
BPEL ne fournisse pas explicitement un e´le´ment qui lui corresponde, elle peut eˆtre aise´ment
spe´ciﬁe´e au moyen d’une se´quence et d’un processus vide.
∙ 푃 ∣푄 est la composition paralle`le des processus 푃 et 푄. Cependant, l’ope´rateur se´quentiel impose
que le processus 퐴 = 푃 ∣푄 se termine quand les deux processus 푃 et 푄 se terminent.
∙ 푃 ⊳푐(푀) 푄 exprime la composition se´quentielle du processus 푃 qui transmet le message 푀 a` 푄
(푄 ne peut exe´cuter des actions que quand 푃 a termine´). 푀 porte des informations de liaison
entre les processus 푃 et 푄, e´vitant ainsi la capture indue de variables. Cet ope´rateur permet de
mode´liser facilement l’e´le´ment <sequence> de WS-BPEL.
∙ Comme pour le 휋-calcul, nous utilisons une de´ﬁnition parame´trique re´cursive
푃,푄, := ... ∣ 퐴(푦1, ..., 푦푛)
pour spe´ciﬁer un comportement inﬁni. Ici, 퐴(푦1, ..., 푦푛) est un identiﬁcateur (ou appel, ou invo-
cation) d’arite´ 푛. Nous supposons qu’un tel identiﬁcateur a une de´ﬁnition re´cursive unique
퐴(푥1, ..., 푥푛)
푑푒푓
= 푃
ou` les 푥푖 sont deux a` deux distincts, l’intuition e´tant que 퐴(푦1, ..., 푦푛) se comporte comme le 푃
correspondant avec chaque 푦푖 remplac¸ant 푥푖.
∙ 푖푓 푡ℎ푒푛 푒푙푠푒 exprime le choix usuel base´ sur l’identite´ des messages et sera traduit par l’e´le´ment
<if then else> de WS-BPEL. Notez que le meˆme eﬀet peut eˆtre obtenu graˆce a` l’ope´rateur
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paralle`le :
푃 = 푎(푥)⊳ (푥 ∣ (푦.푄 ∣ 푧.푅))
a le meˆme comportement que :
if (푥 = 푦) then 푄 else if (푥 = 푧) then 푅
∙ 풞 est un ensemble de corre´lation, c-a`-d un ensemble de variables spe´ciﬁques a` l’inte´rieur d’un
scope et qui agissent comme des proprie´te´s qui sont transporte´es par des parties de´die´es d’un mes-
sage. Les valeurs une fois initialise´es peuvent eˆtre conside´re´es comme l’identiﬁant d’une instance
du processus. La cre´ation d’instance, [풞 : 푃 ]푐퐴(푥˜).퐴(푦˜), repre´sente un service d’orchestration
exe´cutant un processus de´ﬁni par 푐퐴(푥˜).퐴(푦˜). La re´ception d’un message 푀 sur le canal de´die´
푐퐴 provoque la cre´ation d’une nouvelle instance de´ﬁnie comme 퐴(푦˜). Le processus 푃 repre´sente
la composition paralle`le d’instances du service de´ja` cre´e´es. 풞 repre´sente l’ensemble de corre´lation
qui caracte´rise les instances et 푦˜ repre´sente la partie corre´lation de 푀 .
Les me´canismes de corre´lation seront de´taille´s dans le chapitre 5.
∙ [푥← 푓(푀1, ...,푀푛)]푃 aﬀecte la valeur 푓(푀1, ...,푀푛) a` la variable 푥 avant d’exe´cuter le processus
푃 . Par exemple, [푥 ← 푏푢푖푙푑(푀1, ...,푀푛)]푐⟨푥⟩ signiﬁe que le n-uplet 푥 est construit a` partir des
composantes 푀1, ...,푀푛 avant d’eˆtre envoye´ sur le canal 푐.
∙ Un scope est un conteneur pour des variables, une activite´ principale et des gestionnaires repre´-
sente´s par des contextes.
Remarque : Bien que nous pourrions traduire le terme “scope” par le mot “porte´e”, il nous
semble que cette traduction ne pre´serve pas la signiﬁcation pre´cise de ce concept, c’est pour cela
que nous continuerons tout au long de ce travail a` utiliser le terme “scope”.
Si 푆 ::= {푥˜, 푃, 퐻} est un scope, avec les gestionnaires 퐻 ::= ∏푖푊푖(푃푖1 , ⋅ ⋅ ⋅ , 푃푖푛푖) alors,
- 푥˜ sont les variables locales du scope, et 푃 son activite´ principale,
- 퐻 est l’environnement d’exe´cution du scope qui est mode´lise´ comme la composition paralle`le de
gestionnaires 푊푖. Chaque gestionnaire est a` son tour un conteneur pour un tuple de processus
푃ˆ = (푃1, . . . , 푃푛) qui correspondent aux activite´s que le gestionnaire doit exe´cuter quand il
sera invoque´. Tous les gestionnaires ne sont pas obligatoires.
- 푊푖(푃푖1, ⋅ ⋅ ⋅ , 푃푖푛푖) est le processus obtenu a` partir du contexte 푊푖[⋅]1 ⋅ ⋅ ⋅ [⋅]푛푖 en remplac¸ant
chaque occurrence de [⋅]푗 par 푃푖푗 .
- Il est a` noter que le cas ou` la variable 푥 est restreinte au processus 푃 et qu’il n’y a aucun
gestionnaire de´ﬁni dans le scope, correspond a` la restriction usuelle du 휋-calcul et sera parfois
note´e (휈푥)푃 ; c-a`-d que (휈푢˜)푃
푑푒푓
= {푢˜, 푃, 0}.
Dans ce cas, 푐⟨휈푛⟩ ou` 푐, 푛 sont des noms repre´sentera une action d’e´mission lie´e (bound output
action).
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Les gestionnaires sont une part essentielle de la spe´ciﬁcation WS-BPEL et me´ritent une atten-
tion particulie`re. Leur syntaxe est directement de´rive´e des ope´rateurs de base du BP-calcul, de´ja`
introduits. Cette syntaxe est pre´sente´e dans la section suivante.
3.3.2 Syntaxe des gestionnaires
WS-BPEL fournit de nombreux me´canismes pour traiter les situations anormales : exceptions,
gestion des e´ve`nements et de la compensation. La version 2.0 WS-BPEL a aussi introduit un
gestionnaire de terminaison.
Gestionnaire d’erreurs Les erreurs sont signale´es par l’e´le´ment <Throw> et capture´es par le
gestionnaire d’erreurs. L’e´le´ment <catch> permet de traiter une erreur spe´ciﬁe´e par un nom
d’erreur tandis que l’e´le´ment <catchAll> capture n’importe quelle erreur signale´e.
Gestionnaire d’e´ve`nements Ce gestionnaire de´ﬁnit les activite´s relatives a` des e´ve`nements tels
que un message entrant ou un timeout.
Gestionnaire de compensation S’il est de´ﬁni, le gestionnaire de compensation contient l’activite´
devant eˆtre exe´cute´e dans le cas ou` l’utilisateur de´sire compenser l’activite´ du scope ; c-a`-d
que cette dernie`re est interrompue et remplace´e par l’activite´ de compensation.
Gestionnaire de terminaison Ce gestionnaire est exe´cute´ apre`s que l’activite´ principale du scope
et toutes les instance du gestionnaire d’e´ve`nements en exe´cution se soient acheve´es.
Fonctions communes utilise´es par les gestionnaires
Ces fonctions sont de´ﬁnies dans le but de faciliter la mode´lisation formelle des gestionnaires.
- Enable(M) : active le gestionnaire target(M), et sera imple´mente´e par 푒푛 ⟨푀⟩.
- IsEnabled(M) : indique si un gestionnaire target(M) est active´,
- Disable(M) : de´sactive le gestionnaire target(M) et sera imple´mente´e comme 푑푖푠 ⟨푀⟩.
- IsDisabled(M) : indique si un gestionnaire target(M) est de´sactive´,
- 푡ℎ푟표푤(푀 ← (푡푎푟푔푒푡 = ”퐹퐻”, 푓푎푢푙푡 = ”푓”)) envoie le message 푀 portant le nom de l’erreur
푓 au gestionnaire d’erreurs, 퐹퐻, et levant l’exception 푓 .
Gestionnaire d’erreurs
Il y a de nombreuses sources d’erreurs dans WS-BPEL. Par exemple, une re´ponse errone´e a` une
activite´ <invoke> en est une, tandis qu’une activite´ <throw> en est une autre avec des noms et des
donne´es explicitement fournies.
WS-BPEL de´ﬁnit de nombreuses erreurs standard avec leurs noms et qui sont base´es sur les
de´ﬁnitions introduites dans les ope´rations de´ﬁnies dans le ﬁchier WSDL. D’autre erreurs lie´es a` la
plateforme d’exe´cution peuvent se produire ; des erreur de communication, par exemple.
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Les gestionnaires d’erreurs explicites relie´s a` un scope fournissent un moyen de de´ﬁnir un en-
semble d’activite´s personnalise´es de traitement des erreurs. Chaque activite´ ge`re un type spe´ciﬁque
d’erreurs intercepte´es, de´ﬁni par un nom d’erreur.
La se´mantique des gestionnaires qui suit est fortement inspire´e et adapte´e de Lucchi et Mazzara
(2007). Cependant nous y introduisons d’une part des constructions propres au BP-calcul, permet-
tant d’en simpliﬁer la syntaxe par l’utilisation de fonctions et d’autres part des annotations facilitant
la ge´ne´ration de code WS-BPEL.
Note : pour chacun des gestionnaires, 푡ℎ푟표푤, 푒푛푖, 푑푖푠푖 sont des noms lie´s pour tout le syste`me
et sont des canaux utilise´s pour la communication entre processus.
Un gestionnaire d’erreurs (de´note´ par target(M)) est active´ par la fonction Enable(M) et peut
eˆtre de´sactive´ par Disable() :
if not 푖푠퐸푛푎푏푙푒푑(푀) then [푀 ← 푏푢푖푙푑(푡푎푟푔푒푡← 퐹퐻)]퐸푛푎푏푙푒(푀)
Le gestionnaire d’erreurs utilise une somme garde´e pour exe´cuter une activite´ 푃푖, associe´e avec
l’erreur de´clenche´e (푥푖).
푥1(푦˜).푃1 + 푥2(푦˜).푃2
Apre`s l’exe´cution de l’activite´ associe´e, le gestionnaire signale sa terminaison au processus acti-
vateur (source(M)) en lui envoyant le message 푀1 :
[푀1 ← 푏푢푖푙푑(푎푐푡푖표푛← ”푡푒푟푚푖푛푎푡푒”, 푡푎푟푔푒푡← 푠표푢푟푐푒(푀))]푦푖푛푣⟨푀1⟩
Il signale aussi sa terminaison a` son scope en lui envoyant le message 푀2 :
[푀2 ← 푏푢푖푙푑
(
푎푐푡푖표푛← ”푡푒푟푚푖푛푎푡푒”, 푡푎푟푔푒푡← ”푠푐표푝푒”)]푟푖푛푣푓ℎ ⟨푀2⟩
Si ne´cessaire, le gestionnaire d’erreurs est de´sactive´ en utilisant la fonction Disable() qui utilise
le canal 푑푖푠푓ℎ.
Les erreurs internes sont signale´es par l’interme´diaire du canal 푡ℎ푟표푤.
Ceci est re´sume´ dans la de´ﬁnition suivante qui traite du cas de deux erreurs a` ge´rer :
E´tant donne´ un couple d’erreurs (푥1, 푥2) relatives a` deux processus (푃1, 푃2), la spe´ciﬁcation du
gestionnaire d’erreurs est :
푊퐹퐻(푃1, 푃2,푀) ::=
if not 푖푠퐸푛푎푏푙푒푑(푀) then [푀 ← 푏푢푖푙푑(푡푎푟푔푒푡← 퐹퐻)]퐸푛푎푏푙푒(푀) ⊳(
푥1(푦˜).푃1 ⊳
(
[푀1 ← 푏푢푖푙푑(푎푐푡푖표푛← ”푡푒푟푚푖푛푎푡푒”, 푡푎푟푔푒푡← 푠표푢푟푐푒(푀))]
푦푖푛푣⟨푀1⟩ ∣ [푀2 ← 푏푢푖푙푑
(
푎푐푡푖표푛← ”푡푒푟푚푖푛푎푡푒”, 푡푎푟푔푒푡← ”푠푐표푝푒”, )]푟푖푛푣푓ℎ ⟨푀2⟩)
+
푥2(푦˜).푃2 ⊳
((
[푀1 ← 푏푢푖푙푑(푎푐푡푖표푛← ”푡푒푟푚푖푛푎푡푒”, 푡푎푟푔푒푡← 푠표푢푟푐푒(푀))]푦푖푛푣⟨푀1⟩
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∣ [푀2 ← (푎푐푡푖표푛← ”푡푒푟푚푖푛푎푡푒”, 푡푎푟푔푒푡← ”푠푐표푝푒”)]푟푖푛푣푓ℎ ⟨푀2⟩
) ∣ 푡ℎ푟표푤())
+ 푀 ← 푏푢푖푙푑(푡푎푟푔푒푡← 퐹퐻)]퐷푖푠푎푏푙푒(푀)
)
Gestionnaire d’e´ve`nements
Il y a deux types d’e´ve`nements ge´re´s par le gestionnaire d’e´ve`nements dans un scope. Ces
e´ve`nements sont :
- les messages entrants qui correspondent a` une ope´ration WSDL.
- les alarmes, qui se de´clenchent apre`s le laps de temps de´ﬁni par l’utilisateur.
Les gestionnaires d’e´ve`nements font partie du comportement normal du scope.
Le gestionnaire d’e´ve`nements s’active graˆce a` la fonction Enable() :
if not 푖푠퐸푛푎푏푙푒푑(푀) then [푀 ← 푏푢푖푙푑(푡푎푟푔푒푡← 퐸퐻)]퐸푛푎푏푙푒(푀)
Il attend alors un ensemble d’e´ve`nements sur les canaux (푥˜) qui sont attache´s a` chacun des e´ve`ne-
ments. Il peut aussi eˆtre de´sactive´ graˆce a` la fonction Disable() :((
푥1(푦˜).푧1⟨푦˜⟩ ∣ 푥2(푦˜).푧2⟨푦˜⟩
)
+ [푀 ← 푏푢푖푙푑(푡푎푟푔푒푡← 퐸퐻)]퐷푖푠푎푏푙푒(푀)
)
Quand l’e´ve`nement se produit, l’activite´ 푃푖 qui lui est associe´e s’exe´cute. C’est un usage typique de
l’e´le´ment <pick> (
푧1(푢˜).푃1 ∣ 푧2(푢˜).푃2
)
Finalement, e´tant donne´s deux e´ve`nements (푥1, 푥2) associe´s aux processus 푃1 et 푃2, le gestionnaire
d’e´ve`nements se mode´lise comme suit :
푊퐸퐻 = {{푧1, 푧2}, 퐸(푃1, 푃2,푀), ∅} ou` les noms 푧1, 푧2 sont locaux au gestionnaire et
퐸(푃1, 푃2,푀) ::=
(
if not 푖푠퐸푛푎푏푙푒푑(푀) then
[푀 ← 푏푢푖푙푑(푡푎푟푔푒푡← 퐸퐻)]퐸푛푎푏푙푒(푀) ⊳
((
푥1(푦˜).푧1⟨푦˜⟩ ∣ 푥2(푦˜).푧2⟨푦˜⟩
)
+ [푀 ← 푏푢푖푙푑(푡푎푟푔푒푡← 퐸퐻)]퐷푖푠푎푏푙푒(푀)
)
∣ (푧1(푢˜).푃1 ∣ 푧2(푢˜).푃2))
Remarque : selon la spe´ciﬁcation WS-BPEL, l’activite´ contenue dans les e´le´ments <onEvent> et
<onAlarm>, qui sont donc dans notre cas 푃1 et 푃2, DOIVENT eˆtre des <scope>.
Gestionnaire de compensation
Une autre caracte´ristique essentielle de la gestion des erreurs controˆle´e par une application, dans
le langage WS-BPEL est la possibilite´ de de´clarer une logique de compensation. WS-BPEL permet
de spe´ciﬁer dans les scopes, graˆce au gestionnaire de compensation, la partie du comportement qui
est cense´e eˆtre re´versible.
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Soient 푃1 et 푃2 les activite´s du scope et de compensation.
푊퐶퐻 = {{푧}, 퐶(푃1, 푃2,푀), ∅} ou` le nom 푧 est local au gestionnaire et
퐶(푃1, 푃2,푀) ::= if not 푖푠퐸푛푎푏푙푒푑(푀) then
[푀 ← 푏푢푖푙푑(푡푎푟푔푒푡← 퐶퐻)]퐸푛푎푏푙푒(푀) ⊳ 퐼푛푠푡푎푙푙(푀)
⊳푃2 + 푧(푦˜).(퐶퐶(푃1, 푦˜) ∣ 푡ℎ푟표푤푖푛푣⟨⟩)
ou` :
퐶퐶(푃1, 푦˜) =
∏
푧∈푆푛(푃1) 푧
푖푛푣⟨푦˜⟩
compense les scopes enfants (a` travers les canaux dans 푆푛(푃1)) de l’activite´ 푃1.
Un gestionnaire de compensation associe´ avec un scope 푧 est d’abord installe´ au de´but du scope
en utilisant la fonction Install() ; il exe´cute ensuite son activite´ de compensation 푃2. Si le gestionnaire
de compensation est invoque´ mais non installe´, il signale la terminaison de l’activite´ du scope par
l’interme´diaire du canal 푡ℎ푟표푤 et exe´cute la compensation des scopes enfants (퐶퐶). Le gestionnaire
de compensation est invoque´ par l’interme´diaire de l’activite´ <compensate>.
Gestionnaire de terminaison
Le gestionnaire de terminaison est une nouveaute´ introduite dans la version 2.0 de WS-BPEL.
Selon la spe´ciﬁcation Oasis (2007), il est de´ﬁni comme suit :
“The forced termination of a scope begins by disabling the scope’s event handlers and
terminating its primary activity and all running event handler instances. Following this,
the custom <terminationHandler> for the scope, if present, is run. Otherwise, the de-
fault termination handler is run.”
Que nous traduisons ainsi :
La terminaison force´e d’un scope commence par de´sactiver les gestionnaires d’e´ve´nements du
scope et mettre ﬁn a` son activite´ principale et toutes les instances en cours d’exe´cution du ges-
tionnaire d’e´ve´nements. Par la suite, le gestionnaire de terminaison personnalise´ du scope, s’il est
pre´sent, est exe´cute´, sinon c’est le gestionnaire de terminaison par de´faut qui est exe´cute´.
푊푇퐻(푃 ) ::= 푡푒푟푚(푢˜).
(
푑푖푠
푖푛푣
푒ℎ ⟨⟩ ∣ 표푖푛푣⟨푦˜⟩ ∣ (푃 ∣ 푡ℎ푟표푤푖푛푣⟨⟩)
)
ou, en utilisant la fonction 퐷푖푠푎푏푙푒() :
푊푇퐻(푃 ) ::= 푡푒푟푚(푢˜).[푀 ← 푏푢푖푙푑(푡푎푟푔푒푡← 퐸퐻)]퐷푖푠푎푏푙푒(푀)
∣ 표푖푛푣⟨푦˜⟩ ∣ (푃 ∣ 푡ℎ푟표푤푖푛푣⟨⟩)
Un gestionnaire de terminaison est invoque´ par le scope qui se termine par l’interme´diaire du canal
푡푒푟푚. Il de´sactive le gestionnaire d’e´ve`nement (퐷푖푠푎푏푙푒()) et termine l’activite´ principale du scope
par le canal 표. Finalement, le processus de terminaison, personnalise´ ou par de´faut, 푃 est exe´cute´.
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3.3.3 Se´mantique ope´rationnelle.
Formellement, la se´mantique est donne´e en termes de congruence structurelle et d’une relation
de transitions e´tiquete´es. La congruence structurelle, note´ ≡, identiﬁe syntaxiquement diﬀe´rents
services qui repre´sentent intuitivement le meˆme service et assimile tous les agents que nous ne vou-
lons pas distinguer. Cette congruence est pre´sente´e comme une collection d’axiomes qui permettent
des manipulations sur la structure du processus. Cette relation est destine´e a` exprimer une certaine
signiﬁcation intrinse`que des ope´rateurs, par exemple le fait que l’ope´rateur paralle`le est commutatif.
La congruence est de´ﬁnie comme la plus petite relation d’e´quivalence ferme´e par les re`gles de la
Table 3.2. Toutes les re`gles sont directes.
Les trois premie`res re`gles sont les re`gles standard du 휋-calcul. Toutes les autres re`gles, sauf les
deux dernie`res portent sur la se´quentialite´ et les scopes.
Les deux dernie`res re`gles traitent le me´canisme de corre´lation. La premie`re re`gle est e´troitement
lie´e a` la se´mantique de mise a` jour des ensemble de corre´lation (re`gle C-SPF dans la table 3.3),
qui garantit l’unicite´ de chaque instance en cours d’exe´cution, par une recherche re´cursive dans
l’ensemble de corre´lation actuel et s’assure ainsi que les parame`tres de la nouvelle instance sont
conformes, en les comparant avec celles des instances en cours d’exe´cution, et ceci avant la mise a`
jour. En outre, cette re`gle garantit que l’ensemble de corre´lation 풞 et 푛푢푙푙, 풞 seront conside´re´s comme
e´gaux tout au long de ce processus re´cursif. L’autre re`gle indique comment un ope´rateur de cre´ation
d’instance se comporte en pre´sence d’un ope´rateur se´quentiel. La seconde e´tape dans la de´ﬁnition
de la se´mantique du langage est de de´ﬁnir la fac¸on dont les processus e´voluent de fac¸on dynamique
au moyen d’une se´mantique ope´rationnelle. De cette fac¸on, nous simpliﬁons l’e´tablissement de la
se´mantique close par rapport a` ≡, c-a`-d la fermeture par rapport a` l’ordre de manipulation des
processus induit par la congruence structurelle.
La se´mantique ope´rationnelle du BP-calcul est un syste`me de transitions e´tiquete´es ge´ne´re´ par
les re`gles d’infe´rence de la Table 3.3.
Les re`gles SCO, HAN et S-PAR de´ﬁnissent le comportement des scopes et des gestionnaires (hand-
lers). Ces e´le´ments sont construits comme des contextes multiples. Ils peuvent donc eˆtre de´rive´s des
re`gles pre´ce´dentes puisque les gestionnaires sont eux-meˆmes des processus.
Les re`gles IFT-M et IFF-M mode´lisent le comportement de la conditionnelle. La re`gle EVAL traite
de l’e´valuation des fonctions.
Les re`gles C-SP1, C-SPT et C-SPF traite du cas des me´canismes de corre´lation. A ce stade,
l’e´le´ment [풞 : 푃 ]푐(푥˜).퐴(푦˜) peut eˆtre vu comme une re´plication indexe´e.
Tandis que la re`gle C-SP1 permet a` un service cre´e´ 푃 de s’exe´cuter comme une service autonome,
la re`gle C-SPT traite le cas de la cre´ation initiale d’une instance et de l’initialisation d’un ensemble de
corre´lation suite a` une re´ception. La re`gle C-SPF ge`re la cas de la cre´ation d’une instance subse´quente.
L’ensemble de corre´lation 풞 est mis a` jour et une instance de 푃 est cre´e´e qui s’exe´cute en paralle`le
avec les instances de´ja` existantes.
Les autres re`gles sont les re`gles standard de la se´mantique du 휋-calcul (voir Section 2.4).
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Tableau 3.2 Congruence Structurelle.
푃 ∣ 0 ≡ 푃 푃 ∣ 푄 ≡ 푄 ∣ 푃 푃 ∣ (푄 ∣ 푅) ≡ (푃 ∣ 푄) ∣ 푅
{푢˜, {푣˜, 푃, ∅}, ∅} ≡ {푣˜, {푢˜, 푃, ∅}, ∅}
{푢˜, 푃, ∅} ∣ 푄 ≡ {푢˜, 푃 ∣ 푄, ∅} (∀ 푖 푢푖 ∕∈ 푓푛(푄))
{푥˜, 푃,퐻} ∣ {푥˜, 푄,퐻 ′} ≡ {푥˜, 푄,퐻 ′} ∣ {푥˜, 푃,퐻}
{푥˜, 푃,퐻} ∣ 0 ≡ {푥˜, 푃,퐻}
{푥˜, 푃,퐻} ∣ ({푥˜, 푄,퐻 ′} ∣ {푥˜, 푅,퐻 ′′}) ≡ ({푥˜, 푃,퐻} ∣ ({푥˜, 푄,퐻 ′}) ∣ {푥˜, 푅,퐻 ′′}
푃 ⊳푐(푀) 0 ≡ 푃 0 ⊳푐(푀) 푃 ≡ 푃
푃 ⊳푐(푀) (푄 ⊳푐(푀 ′) 푅) ≡ (푃 ⊳푐(푀) 푄) ⊳푐(푀 ′) 푅
(퐼퐺1 + 퐼퐺2)⊳푐(푀) 푃 ≡ 퐼퐺1 ⊳푐(푀) 푃 + 퐼퐺2 ⊳푐(푀) 푃
퐴(푦1, ..., 푦푛) ≡ 푃 [푦1, ..., 푦푛/푥1, ..., 푥푛]
si 퐴(푥1, ..., 푥푛)
푑푒푓
= 푃
[풞 : 푃 ]푐퐴(푥˜).퐴(푦˜) ≡ [푛푢푙푙, 풞 : 푃 ]푐퐴(푥˜).퐴(푦˜)
[풞 : 푃 ]푐퐴(푥˜).퐴(푦˜)⊳푐(푀) [풞 : 푄]푐퐵(푥˜).퐵(푦˜) ≡ [풞 : 푄]푐퐵(푥˜).퐵(푦˜)⊳푐(푀) [풞 : 푃 ]푐퐴(푥˜).퐴(푦˜)
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Tableau 3.3 Se´mantique ope´rationnelle du BP-calcul.
OPEN 푃
푎⟨푢⟩−→푃 ′ 푎∕=푢
{푢,푃,∅}푎⟨푢⟩−→푃 ′
CLOSE
푃
푎(푢)−→푃 ′ 푄푎⟨푢⟩−→푄′ 푢∕∈푓푛(푃 )
푃 ∣푄 휏−→{푢,푃 ′∣푄′,∅}
RES
푃
훼→푃 ′ 푛∕∈푓푛(훼)∪푏푛(훼)
{푛,푃,∅} 훼→{푛,푃 ′,∅} TAU 휏.푃 휏→푃
OUT
푐푡⟨푀⟩.푃 푐⟨푀⟩→ 푃
IN
푐(푥).푃
푐(푀)→ 푃{푀/푥}
PAR
푃
훼→푃 ′ 푏푛(훼)∩푓푛(푄)=∅
푃 ∣푄 훼→푃 ′∣푄 SYNC
푃
훼→푃 ′ 푄 훼→푄′
푃 ∣푄 휏→푃 ′∣푄′
STRUCT 푃≡푃
′ 푃 ′ 훼→푄′ 푄≡푄′
푃
훼→푄 CHOICE
퐼퐺푖
푐푖
푡⟨⟩→ 푃푖 푖∈{1,2}
퐼퐺1+퐼퐺2
훼→푃푖
DEF
푃{푦˜/푥˜} 훼→ 푃 ′ 퐴(푥˜)=푃
퐴(푥˜)
훼→ 푃 ′
SCO 푃
훼→푃 ′
{푥,푃,퐻} 훼→{푥,푃 ′,퐻} HAN
퐻
훼→퐻′
{푥,푃,퐻} 훼→{푥,푃,퐻′}
SPAR 푃
훼→푃 ′ 푄 훼→푄′
{푥1,푃,퐻1}∣{푥2,푄,퐻2} 휏→{푥1,푃 ′,퐻1}∣{푥2,푄′,퐻2}
IFT-M 푃
훼→푃 ′ 푀=푁
푖푓(푀=푁) 푡ℎ푒푛 푃 푒푙푠푒 푄
훼→푃 ′ IFF-M
푄
훼→푄′ 푀 ∕=푁
푖푓 (푀=푁) 푡ℎ푒푛 푃 푒푙푠푒 푄
훼→ 푄′
EVAL
푀˜=푓(푀1,...,푀푛) 푃{푀˜/푥˜} 훼→푃 ′
[푥˜←푓(푀1,...,푀푛)]푃 훼→푃 ′
C-SP1 푃
훼→푃 ′
[풞:푃 ]푐퐴(푥˜).퐴(푦˜) 훼→[풞:푃 ′]푐퐴(푥˜).퐴(푦˜)
C-SPT
푐푟푒푎푡푒퐼푛푠푡푎푛푐푒(푀)=푡푟푢푒 [푧˜←푢˜]=푐표푟푟푒푙푎푡푖표푛푃푎푟푡(푀)
[푛푢푙푙:0]푐퐴(푥˜).퐴(푦˜)
푐퐴(푀)→ [[푧˜←푢˜]:퐴(푢˜)]푐퐴(푥˜).퐴(푦˜)
C-SPF
푐푟푒푎푡푒퐼푛푠푡푎푛푐푒(푀)=푡푟푢푒 [푧˜←푢˜]=푐표푟푟푒푙푎푡푖표푛푃푎푟푡(푀) [푧˜←푢˜] ∕∈풞
[풞:푃 ]푐퐴(푥˜).퐴(푦˜)
푐퐴(푀)→ [풞,[푧˜←푢˜]:푃 ∣퐴(푢˜)]푐퐴(푥˜).퐴(푦˜)
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Le lecteur se reportera au chapitre 5 pour plus de de´tails sur les me´canismes de corre´lation.
3.4 Composition se´quentielle totale dans le BP-calcul
La cre´ation des processus est utilise´e en association avec l’ope´rateur (⊳) de composition se´quen-
tielle des processus (Section 3.3), qui est aussi une ge´ne´ralisation de l’ope´rateur pre´ﬁxe d’action,
utilise´ dans la plupart des alge`bres de processus. La combinaison de la communication et de la
composition se´quentielle introduit des questions non triviales sur l’e´tude des scopes et plus particu-
lie`rement des liaisons et des porte´es des variables.
La composition se´quentielle est d’un inte´reˆt particulier dans le processus de raﬃnement qui
permet la construction progressive de syste`mes complexes. Des actions simples de communication
ou des processus sont remplace´s par des termes de processus, qui de´crivent le comportement de ces
actions de fac¸on plus de´taille´e. La notion de raﬃnement d’action, dans son interpre´tation syntaxique
comme substitution dans des termes, fait appel a` la composition se´quentielle plutoˆt qu’au pre´ﬁxage
d’actions.
Par exemple, si dans un terme 푎.푏.0, l’action 푎 doit eˆtre aﬃne´e par un terme 푡, il n’existe
aucun moyen e´vident pour de´signer le comportement re´sultant 푡.푏.0 sans recourir a` la composition
se´quentielle.
Dans cette section, nous de´ﬁnissons une extension au BP-calcul de base, aﬁn de traiter la
composition se´quentielle comple`te qui est la composition se´quentielle dans le cadre de la cre´ation
de processus.
3.4.1 Syntaxe e´tendue
Pour prendre en conside´ration la proble´matique de l’association de la composition se´quentielle
et de la cre´ation de processus, nous introduisons l’ope´rateur de terminaison (✓).
Ce pre´dicat e´tend la notion usuelle de “processus termine´” de la manie`re suivante : un processus
termine´ peut aussi et en meˆme temps, encore exe´cuter une action, plus pre´cise´ment quand ce
processus est “instancie´” :
푃 se termine ⇔ 푃✓
La se´mantique de cet ope´rateur est donne´e par :
Si 푠✓ et 푠 훼→ 푠′ alors 푠′✓
La de´ﬁnition formelle du pre´dicat de terminaison peut s’exprimer comme suit :
푃✓ et 푃 훼→ 푄 ⇔ 푄✓
Ce qui est une proprie´te´ de congruence.
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3.4.2 Se´mantique Ope´rationnelle
L’ensemble des re`gles de la Table 3.2 de´ﬁnissant la congruence structurelle est e´tendu avec les
re`gles de la Table 3.4.
Pour de´ﬁnir la se´mantique ope´rationnelle de cette extension, nous utilisons la notion de syste`me
de ✓-transition e´tiquete´ qui est syste`me de transition e´tiquete´ e´tendu avec un pre´dicat pour de´signer
la terminaison correcte d’un e´tat.
De´ﬁnition 3.4.1 : Un syste`me de ✓-transition e´tiquete´ est n-uplet (Σ, 푆,→,✓) ou`
- Σ est un ensemble d’e´tiquettes (labels) ;
- 푆 est un ensemble d’e´tats ;
- →⊆ 푆 × Σ× 푆
- ✓ ⊆ 푆 est un pre´dicat de terminaison tel que 푠 ∈ ✓ et 푠 훼−→푠′ implique qu 푠′ ∈ ✓
La se´mantique ope´rationnelle du BP-calcul avec la composition se´quentielle comple`te est un
syste`me de ✓-transition e´tiquete´, ge´ne´re´ par les re`gles d’infe´rence de la Table 3.5.
Le pre´dicat de terminaison e´tend la notion usuelle de processus termine´ dans le sens suivant :
un processus termine´ peut e´galement, dans le meˆme temps, toujours eﬀectuer une action, a` savoir
si il est instancie´. Notez qu’il n’est pas ne´cessaire d’avoir une re`gle pour la terminaison du choix,
car on se restreint au choix garde´ et donc dans 푃 + 푄, ni 푃 ni 푄 peuvent eˆtre termine´s. Pour une
raison similaire, il n’est pas ne´cessaire d’avoir une re`gle pour la terminaison de la conditionnelle et
l’e´valuation de fonction. Cela simpliﬁe grandement la se´mantique ope´rationnelle. En fait, c’est la
raison de la restriction du choix, de la conditionnelle et de l’e´valuation de fonction aux re´ceptions
garde´es (voir le tableau (Voir la Table 3.1).
Pour ce qui est de l’ope´rateur se´quentiel, la re`gle SEQ1 de´ﬁnie dans la Table 3.2 est correcte,
alors que la seconde re`gle SEQ2 ne l’est pas, dans le cadre de la cre´ation de processus. Dans le cas
ou` le premier ope´rande de la re`gle est [풞 : 푃 ]푐(푥˜).퐴(푦˜) d’un processus 푃 , la composition se´quentielle
devrait se comporter comme une composition paralle`le standard. En fait, on devrait permettre la
communication entre [풞 : 푃 ]푐(푥˜).퐴(푦˜) et 푄. Ce comportement est de´crit par les re`gles SEQ1, SEQ2
et SEQ4 de la Table 3.5. La re`gle SEQ3 reﬂe`te encore la se´mantique WS-BPEL : quand 푃 se termine
et devient inactif, il transmet un signal de terminaison 푀 sur le canal de´die´ 푐 a` 푄. Dans cette
approche, la composition se´quentielle 푃 ⊳ 푄 est re´alise´e dans la re`gle C-SP1 pour la cre´ation de
processus et dans les trois re`gles SEQ1, SEQ2 et SEQ4 pour la composition se´quentielle. En particulier,
SEQ4 exprime la communication. Si 푃 se termine, mais peut aussi eﬀectuer une action 훼, il est clair
Tableau 3.4 Extension de la congruence structurelle du BP-calcul
푃✓ ⊳푐(푀) 0 ≡ 0
0 ⊳푐(푀) 푃✓ ≡ 0
푃✓ ⊳푐(푀) 푄 ≡ 푄
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qu’il doit contenir un terme de la forme [풞 : 푃 ]푐(푥˜).퐴(푦˜). Si 푄 est en mesure d’eﬀectuer l’action
comple´mentaire de 훼, la communication est possible, comme l’illustre l’exemple suivant :
Exemple :
Soit 퐴 = 푎 ⟨⟩ le processus a` instancier et [[1] : 0]푐퐴(푀).푎 ⟨⟩ l’instance cre´e´e.
En appliquant d’abord les re`gles C-SP1 et SEQ1 puis la re`gle SEQ2 au processus
[[1] : 0]푐퐴(푀).푎 ⟨⟩⊳ 푏 ⟨⟩, nous obtenons :
[[1] : 0]푐퐴(푀).푎 ⟨⟩⊳ 푏 ⟨⟩ 푎⟨⟩−→[[1] : 푎 ⟨⟩]푐퐴(푀).푎 ⟨⟩⊳ 푏 ⟨⟩ 푏⟨⟩−→[[1] : 푎 ⟨⟩]푐퐴(푀).푎 ⟨⟩⊳ 0.
En appliquant d’abord la re`gle SEQ2 puis les re`gles C-SP1 et SEQ1 :
[[1] : 0]푐퐴(푀).푎 ⟨⟩⊳ 푏 ⟨⟩ 푏⟨⟩−→[[1] : 0]푐퐴(푀).푎 ⟨⟩⊳ 0 푎⟨⟩−→[[1] : 푎 ⟨⟩]푐퐴(푀).푎 ⟨⟩⊳ 0
Cela nous conduit au re´sultat suivant :
Proposition 3.4.1 La se´mantique ope´rationnelle ge´ne`re un syste`me de ✓-transitions.
En particulier, la condition relative a` la persistance de terminaison est satisfaite.
3.5 E´quivalences pour le BP-calcul
Le but principal de notre travail est de ve´riﬁer si un processus satisfait des proprie´te´s fonc-
tionnelles souhaite´es. Dans le meˆme temps, pour mettre en œuvre le proce´de´ de raﬃnement, nous
devons aussi pouvoir ve´riﬁer l’interchangeabilite´ des processus.
C’est pourquoi nous introduisons dans cette section une se´mantique base´e sur la bisimulation
observationnelle qui permet de ve´riﬁer l’interchangeabilite´ des services et de leur conformite´ aux
spe´ciﬁcations.
Nous introduisons e´galement quelques de´ﬁnitions et re´sultats sur la logique que nous utiliserons
Tableau 3.5 Extension a` la se´mantique ope´rationnelle du BP-calcul.
TER1
0✓ TER2 ([풞:푃 ]푐(푥˜).퐴(푦˜))✓
TER3 푃✓ 푄✓
(푃⊳푐(푀)푄)✓
TER4 푃✓
({푛,푃,∅})✓
TER5 푃✓ 푄✓
(푃 ∣푄)✓
SEQ1 푃
훼→푃 ′
푃⊳푐(푀)푄
훼→푃 ′⊳푐(푀)푄
SEQ2 푄
훼→푄′ 푃✓
푃⊳푐(푀)푄
훼→푃⊳푐(푀)푄′
SEQ3 푃
푐⟨푀⟩→ 0 푄푐(푀)→ 푄′
푃⊳푐(푀)푄
휏→푄′ SEQ4
푃
훼→푃 ′ 푄 훼→푄′ 푃✓
푃⊳푐(푀)푄
휏→푃 ′⊳푐(푀)푄′
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ainsi que sur le model-checker ade´quat utilise´s pour exprimer et ve´riﬁer les proprie´te´s fonctionnelles
des services.
3.5.1 Bisimulation
La bisimulation est adapte´e au pre´dicat de terminaison de la manie`re suivante :
De´ﬁnition 3.5.1 : Une relation binaire ℛ sur l’ensemble des BP-processus est une simulation si,
chaque fois que 푃ℛ푄, nous avons :
- Si 푃
훼→ 푃 ′ et 푓푛(푃,푄) ∩ 푏푛(훼) = ∅, alors il existe 푄′ tel que 푄 훼→ 푄′ et 푃 ′ℛ푄′.
- Si 푃✓ alors 푄✓
De´ﬁnition 3.5.2 : Une relation ℛ sur l’ensemble des BP-processus est une bisimulation si ℛ et
ℛ−1 sont des simulations.
La condition (푓푛(푃,푄) ∩ 푏푛(훼) = ∅) reﬂe`te le fait e´le´mentaire qu’il est suﬃsant pour 푄 de
simuler des actions lie´es avec des objets lie´s, donc non libres dans 푄.
La condition sur la terminaison des processus est ajoute´e pour traiter le cas spe´ciﬁque de l’ope´-
rateur d’instanciation. En eﬀet, deux processus sont e´quivalents s’ils ont le meˆme comportement, et
en particulier s’ils se terminent. Le pre´dicat de terminaison (✓) induit une nouveau comportement
puisque des termes qui se terminent peuvent tout aussi bien continuer a` exe´cuter des actions s’ils
sont ge´ne´re´s comme des processus paralle`les, ainsi que le montre l’exemple suivant.
Exemple : Soit 퐴 = 푎 ⟨⟩ le processus a` instancier et [[1] : 0]푐퐴(푀).푎 ⟨⟩ la premie`re instance ge´ne´re´e.
Sans la condition sur le pre´dicat de terminaison, nous aurions
[[1] : 0]푐퐴(푀).푎 ⟨⟩ .∼ 푎 ⟨⟩
ou`
.∼ est la bisimilarite´ standard ; cependant ces termes ge´ne`rent un comportement diﬀe´rent dans
le contexte de la composition se´quentielle :
[[1] : 0]푐퐴(푀).푎 ⟨⟩⊳ 푏 ⟨⟩ 푏⟨⟩−→[[1] : 0]푐퐴(푀).푎 ⟨⟩⊳ 0 mais 푎 ⟨⟩⊳ 푏 ⟨⟩ ∕ 푏⟨⟩−→.
Nous obtenons facilement le re´sultat suivant :
Proposition 3.5.1 La relation
.∼퐵푃 def=
∪{ℛ : ℛ est une bisimulation} est une bisimulation, que
nous appelons bisimilarite´.
Le manque de congruence du pre´ﬁxage par rapport a` la bisimilarite´ standard
.∼ est bien connu
dans le 휋-calcul. Par exemple, 푥(푧).0 ∣ 푦 ⟨푧⟩ .0 .∼ 푥(푧).푦 ⟨푧⟩ .0 + 푦 ⟨푧⟩ .푥(푧).0 mais 푦(푧).0 ∣ 푦 ⟨푧⟩ .0 ∕ .∼
푦(푧).푦 ⟨푧⟩ .0 + 푦 ⟨푧⟩ .푦(푧).0, puisque les deux processus sont discrimine´s par une 휏 -de´rivation.
Nous avons donc 푤(푥). (푥(푧).0 ∣ 푦 ⟨푧⟩ .0) ∕ .∼ 푤(푥). (푥(푧).푦 ⟨푧⟩ .0 + 푦 ⟨푧⟩ .푥(푧).0) puisque le nom
푦 peut eˆtre rec¸u sur 푤. Cependant, il y a un contexte, 푤(푥).[⋅], qui ne pre´serve pas la bisimulation.
En conse´quence, la meˆme remarque s’applique a`
.∼퐵푃 .
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La bisimilarite´
.∼퐵푃 n’e´tant pas pre´serve´e par le pre´ﬁxage en re´ception nous devons de´ﬁnir la
plus grande congruence
.≃퐵푃 qui y est incluse. Cela motive la de´ﬁnition suivante :
De´ﬁnition 3.5.3 : Deux processus 푃 et 푄 sont congruents (note´ 푃 ∼퐵푃 푄) si pour toute sub-
stitution 휎 = [푦1/푥1, ...푦푛/푥푛] on a : 푃휎
.∼퐵푃 푄휎, ou` 푃휎 est 푃 avec 푦푖 = 휎(푥푖) substitue´ a 푥푖 pour
chaque 푥푖 ∈ 푓푛(푃 ).
Nous pouvons maintenant e´noncer le the´ore`me suivant qui aﬃrme la co¨ıncidence de la congruence
ainsi de´ﬁnie (∼퐵푃 ) avec la plus grande congruence ( .≃퐵푃 ) qui contient la bisimulation.
The´ore`me 3.5.1 ∼퐵푃= .≃퐵푃
Preuve: Nous devons prouver :
1. 푃 ∼퐵푃 푄 est une congruence incluse dans .∼퐵푃 ,
2. 푃 ∼퐵푃 푄 est la plus grande congruence incluse dans .∼퐵푃 et donc ∼퐵푃= .≃퐵푃 .
1. Par de´ﬁnition,
.∼퐵푃 est pre´serve´e par tous les ope´rateurs sauf le pre´ﬁxe de re´ception. C’est
donc aussi le cas pour ∼퐵푃 .
Dans le cas du pre´ﬁxe de re´ception conside´rons la relation suivante :
{(푎(푢).푃, 푎(푢).푃 ′) : 푃 ∼퐵푃 푃 ′} ∪ ∼퐵푃
C’est une bisimulation close par substitutions. En eﬀet, 푎(푢).푃
푎(푢)→ 푃 [푢/푥] est simule´e par
푎(푢).푃 ′
푎(푢)→ 푃 ′[푢/푥] et 푃 ∼퐵푃 푃 ′ puisque ∼퐵푃 est close par substitutions. Elle indique donc
que la congruence permet de de´ﬁnir une bisimulation et donc que ∼퐵푃 ⊆ .∼퐵푃 .
2. Soit maintenant une congruence ∼′ ⊆ .∼퐵푃 et montrons que ∼′ ⊆ ∼퐵푃 .
Soit 푃 ∼′ 푃 ′ et prouvons que 푃 ∼퐵푃 푃 ′. Plus pre´cise´ment nous devons prouver que
푃휎 ∼퐵푃 푃 ′휎 pour toute substitution 휎 = [푦1/푥1, ... , 푦푛/푥푛].
Soit 푎 /∈ 푓푛(푃,푄) et nous de´ﬁnissons le contexte 퐶[.] ainsi :
퐶[.]
푑푒푓
= 푎⟨푦1⟩. ... .푎⟨푦푛⟩ ∣ 푎(푥1). ... .푎(푥푛).[.]
Puisque 푃 ∼′ 푄 et ∼′ est une congruence et ∼′⊆ .∼퐵푃 , nous avons que
퐶[푃 ] ∼′ 퐶[푄] ⇒ 퐶[푃 ] ∼퐵푃 퐶[푄].
Nous pouvons re´duire 퐶[푃 ] a` 푃휎 en 푛 e´tapes, et la seule re´duction obtenue par l’exe´cution
de ces 푛 e´tapes sur 퐶[푄] est 푄휎. Le dual est aussi vrai. Nous pouvons donc aﬃrmer que
푃휎 ∼퐵푃 푃 ′휎.
3.6 La BP-logique
Nous introduisons dans cette section une logique formelle appele´e BP-logique. Cette logique
permet d’exprimer les proprie´te´s comportementales des processus du BP-calcul. Sa syntaxe est une
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le´ge`re variante de la 휋-logique (voir Chapitre 2, Section 2.6) et sa se´mantique est interpre´te´e sur un
syste`me de ✓-transition e´tiquete´.
La syntaxe de la BP-logique est donne´e par la grammaire :
휙 ::= 푡푟푢푒 ∣ ✓ ∣ ∼ 휙 ∣ 휙 & 휙′ ∣ 퐸푋{휇}휙 ∣ 퐸퐹휙 ∣ 퐸퐹{휒}휙
ou` 휇 est une action du BP-calcul et 휒 pouvant eˆtre 휇, ∼ 휇, ou ⋁푖∈퐼 휇푖 t ou` 퐼 est un ensemble ﬁni.
L’interpre´tation des formules de la logique de´ﬁnie par cette syntaxe est la meˆme que dans
le cas des 휋-formules mais e´tendue avec l’interpre´tation explicite du pre´dicat de terminaison ✓ :
푃 ∣= ✓ ssi 푃✓.
Les BP-formules 휙 induisent la de´ﬁnition d’une relation d’e´quivalence ≡퐵푃 sur les BP-processus :
푃 ≡퐵푃 푄 ssi pour toute BP-formule 휙, 푃 ∣= 휙⇔ 푄 ∣= 휙.
3.6.1 Ade´quation
L’ade´quation d’une logique ℒ par rapport a` une relation d’e´quivalenceℛ a e´te´ de´ﬁnie au Chapitre
2, Section 2.6.3. Elle garantit que deux processus e´quivalents au sens deℛ ve´riﬁent le meˆme ensemble
de proprie´te´s exprime´es dans la logique ℒ.
L’ade´quation se de´ﬁnit en termes de cohe´rence et de comple´tude. Dans les sections suivantes,
nous de´montrons ces deux proprie´te´s pour la BP-logique et la congruence du BP-calcul (∼퐵푃 ).
3.6.2 Cohe´rence
La cohe´rence (soundness) signiﬁe que deux BP-processus congruents satisfont le meˆme ensemble
de proprie´te´s.
The´ore`me 3.6.1 La BP-logique est cohe´rente par rapport a` ∼퐵푃 :
Si 푃 ∼퐵푃 푄 alors 푃 ≡퐵푃 푄
Preuve: La preuve est base´e en partie sur Gnesi et Ristori (2000) ou` sont adapte´s a` la 휋-logique
les re´sultats pre´sente´s dans Milner et al. (1993). Dans Gnesi et Ristori (2000) a e´te´ de´montre´e
l’ade´quation de la 휋-logique avec la bisimulation pre´coce forte du 휋-calcul. Cela signiﬁe que deux
processus du 휋-calcul qui sont bisimilaires, satisfont les meˆmes proprie´te´s exprime´es dans la 휋-
logique. Ce re´sultat est aussi valable pour la congruence (
.≃퐵푃 ) puisqu’elle est incluse dans la
bisimulation. en fait nous devons juste examiner le cas de trois ope´rateurs : l’ope´rateur de se´quence,
de cre´ation de processus et de terminaison.
Conside´rons d’abord le cas des ope´rateurs de se´quence et de cre´ation :
- Ope´rateur de se´quence : Soient 푃 et 푃 ′ tels que 푃 ∼퐵푃 푃 ′ et 푃 ∣= 휙. Alors 푃 ′ ∣= 휙 (par
induction).
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Or, 푃 ∼퐵푃 푃 ′ ⇒ 푃 ⊳푐(푀) 푄 ∼퐵푃 푃 ′ ⊳푐(푀) 푄 par de´ﬁnition de la congruence en appliquant
la re`gle SEQ1 de la se´mantique ope´rationnelle. Nous raisonnons ensuite sur chaque modalite´
de la 휋-logique.
– Par de´ﬁnition, 퐸푋{휇}휙, 푃⊳푐(푀)푄 ∣= 퐸푋{휇}휙, signiﬁe que ∃휇 tel que 푃⊳푐(푀)푄 휇→ 푃1⊳푐(푀)푄
et 푃1 ⊳푐(푀) 푄 ∣= 휙. Or, 푃 ⊳푐(푀) 푄 ∼퐵푃 푃 ′ ⊳푐(푀) 푄 implique que 푃 ′ ⊳푐(푀) 푄 휇→ 푃 ′1 ⊳푐(푀) 푄
et 푃1 ⊳푐(푀) 푄 ∼ 푃 ′1 ⊳푐(푀) 푄. Par hypothe`se d’induction on en de´duit que 푃 ′1 ⊳푐(푀) 푄 ∣= 휙.
Finalement : 푃 ′ ⊳푐(푀) 푄 ∣= 퐸푋{휇}휙.
– Par de´ﬁnition de 퐸퐹휙, un chemin 푃 ⊳푐(푀) 푄
훼1→ 푃1 ⊳푐(푀) 푄 훼2→ ... 훼푘→ 푃푘 ⊳푐(푀) 푄 de longueur
푘 ≥ 0 existe tel que 푃푘 ⊳푐(푀) 푄 ∣= 휙 .
Or 푃 ⊳푐(푀) 푄 ∼퐵푃 푃 ′ ⊳푐(푀) 푄 implique que 푃 ′ ⊳푐(푀) 푄 훼1→ 푃 ′1 ⊳푐(푀) 푄 훼2→ ...
훼푘→ 푃 ′푘 ⊳푐(푀) 푄 et
푃 ′푘 ⊳푐(푀) 푄 ∼퐵푃 푃 ′ ⊳푐(푀) 푄. Par hypothe`se d’induction on en de´duit que 푃 ′푘 ⊳푐(푀) 푄 ∣= 휙.
Donc, 푃 ′ ⊳푐(푀) 푄 ∣= 퐸퐹휙.
Finalement 푃 ′ ⊳푐(푀) 푄 ∣= 퐸퐹휙.
– Le meˆme raisonnement s’applique a` 푃 ∣= 퐸퐹{휒}휙.
La preuve est similaire pour le deuxie`me ope´rande : soit 푄 et 푄′ tels que 푄 ∼퐵푃 푄′ et 푄 ∣= 휙,
donc 푄′ ∣= 휙 par hypothe`se d’induction.
On suppose que 푃✓ et donc ne contient pas un terme de cre´ation de processus (ce cas est
traite´ dans la seconde partie de la preuve). Nous appliquons le re`gle SEQ2 de la se´mantique
ope´rationnelle et d’apre`s la de´ﬁnition de la congruence :
푃✓ et 푄 .≃퐵푃 푄′ ⇒ 푃 ⊳푐(푀) 푄 ∼퐵푃 푃 ⊳푐(푀) 푄′
D’ou`, 푄 ∼퐵푃 푄′et푃✓ et 푃 ⊳푐(푀) 푄 ∣= 휙 ⇒ 푃 ⊳푐(푀) 푄′ ∣= 휙. Finalement et pour les meˆmes
raisons que dans le cas pre´ce´dent :
푃✓ ∧ 푄 ∼ 푄′ ∧ 푃 ⊳푐(푀) 푄 ∣= 휙 ⇒ 푃 ⊳푐(푀) 푄′ ∣= 휙
- Cre´ation d’instance :
Soit 푃 = 푐퐴(푥˜).퐴(푦˜) et 푃 ∣= 휙 et 풞 un ensemble de corre´lation associe´ a` 푃 .
Si 풞 = ∅, alors [푛푢푙푙 : 0]푐퐴(푥˜).퐴(푦˜) 푐퐴(푀)→ [푧˜ ← 푢˜] : 퐴(푢˜)]푐퐴(푥˜).퐴(푦˜) (re`gle C-SPT de la
se´mantique ope´rationnelle). Dans ce cas, le processus re´sultant est 푃 , qui de toute e´vidence
satisfait 휙.
Si 풞 ∕= ∅ alors [풞 : 푃 ]푐퐴(푥˜).퐴(푦˜) 푐퐴(푀)→ [풞, [푧˜ ← 푢˜] : 푃 ∣퐴(푢˜)]푐퐴(푥˜).퐴(푦˜) (re`gle C-SPF de la
se´mantique ope´rationnelle). Dans ce cas, le processus re´sultant est 푃 ∣ 푃 ∣ ... ∣ 푃 , qui satisfait
휙 par hypothe`se d’induction (푃 ∣= 휙⇒ 푃 ∣푃 ∣= 휙).
Finalement :
푃 ∣= 휙 ∧ 풞 is a correlation set ⇒ [풞 : 푃 ]푐(푥˜).퐴(푦˜) ∣= 휙 .
La congruence
.≃퐵푃 contient une contrainte sur la terminaison des processus en question (les deux
processus congruents doivent se terminer). Ceci est une contrainte restrictive, et comme l’ade´quation
est valide pour tous les processus, elle l’est en particulier pour les processus qui se terminent.
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3.6.3 Comple´tude
La comple´tude signiﬁe que si deux BP-processus satisfont le meˆme ensemble de proprie´te´s, ils
sont congruents. Formellement :
The´ore`me 3.6.2 Comple´tude par rapport a` ∼퐵푃 :
Si 푃 ≡퐵푃 푄 alors 푃 ∼퐵푃 푄.
Preuve: Pour les meˆmes raisons que pour le The´ore`me 3.6.1, nous ne conside´rons que le cas
de l’ope´rateur de se´quence, de cre´ation d’instance et de terminaison. Comme la comple´tude a
e´te´ prouve´e pour la bisimulation du 휋-calcul, nous de´duisons par induction qu’elle est pre´serve´e
par passage au BP-calcul, puisque les ope´rateurs additionnels se de´duisent par construction des
ope´rateurs de base du 휋-calcul. Le case du pre´dicat de terminaison est tout aussi e´vident puisque
la terminaison d’un processus est une condition de la congruence.
Des deux the´ore`mes 3.6.1 et 3.6.2 nous de´duisons l’ade´quation de la BP-logique par rapport a`
la congruence.
Corollaire 3.6.2 La BP-logique est ade´quate par rapport a` ∼퐵푃 .
Preuve: Directement a` partir des the´ore`mes 3.6.1 et 3.6.2.
Pour illustrer la formalisation d’un cas d’e´tude au moyen du BP-calcul et sa ve´riﬁcation formelle
par le biais de la BP-logique, nous pre´sentons dans la section suivante un exemple de traitement
des ordres d’achat et de vente des actions par l’interme´diaire d’un courtier.
3.7 Un exemple : Traitement des ordres d’achat et de vente d’actions
L’exemple que nous pre´sentons dans cette section a pour but d’illustrer la pertinence de notre
approche. C’est un exemple signiﬁcatif qui est tre`s librement adapte´ de Rabhi et al. (2004).
3.7.1 Le service de vente et d’achat d’actions boursie`res.
Cet exemple est une illustration typique de l’utilisation de Services Web compose´s :
Un client demande a` un agent de la banque de vendre une quantite´ d’actions d’une socie´te´. La
soumission de cet ordre a` la plateforme de ne´gociation, pourrait avoir un impact sur le prix du
marche´ pour les actions de la socie´te´. L’agent doit de´cider par lui-meˆme de la fac¸on de re´partir
cet ordre en parts plus petites et du moment opportun pour placer ces ordres sur le marche´. Les
services ﬁnanciers spe´cialise´s utilise´s sont expose´s en tant que Services Web.
Un client passe un ordre de vente d’une quantite´ d’actions en communiquant avec un service
de courtage (le courtier). Celui-ci invoque d’autres services composites pour ve´riﬁer la faisabilite´ de
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l’ope´ration et pour l’exe´cuter. Ce sce´nario est bien adapte´ a` notre e´tude, car il implique plusieurs
services composites.
Voila` deux exemples de tels services Rabhi et al. (2004) :
- Service d’Analyse : Puisque de grosses commandes peuvent avoir un certain impact sur le
marche´, celles-ci sont ge´ne´ralement divise´es en petites commandes (plans de transactions) a`
placer sur le marche´. Dans notre cas, le service d’Analyse est charge´ de produire ces plans
de transactions pour des grosses ope´rations de sorte qu’ils peuvent eˆtre place´s sur le marche´,
sans impact signiﬁcatif. Lorsqu’il est invoque´, ce service rec¸oit un code de se´curite´ et un
volume d’actions, et produit une liste de blocs d’actions qui peuvent eˆtre place´s sur le marche´
a` intervalles re´guliers par l’interme´diaire du service nomme´ service de Change. Le service
d’Analyse est composite, car il ne´cessite un acce`s a` l’historique des transactions.
- Service de Courtage (Broker) : son roˆle est de prendre une grosse commande et de l’exe´cuter
comme une se´rie de petites commandes soumises au service de Change. Il s’agit d’un service
composite qui invoque les ope´rations du service d’Analyse et celles du service de Change.
Le sce´nario de cette e´tude de cas est de´crit comme suit :
- Le Client contacte le service composite de courtage avec l’intention de vendre les actions.
- Le Courtier appelle le service d’Analyse avec les parame`tres de la requeˆte.
- La tendance du marche´ est calcule´e et un plan de vente est ge´ne´re´ et retourne´ au Client par
le service d’Analyse, pour conﬁrmation.
- Le Client ve´riﬁe le plan et l’approuve ou le rejette.
- En cas d’approbation, le service de Courtage soumet la commande au service de Change, selon
le plan de vente e´tabli. Chaque commande qui est place´e aupre`s du service de Change ge´ne`re
un accuse´ de re´ception qui est renvoye´ au Client.
- Le service de Surveillance surveille chaque commande et les ope´rations re´alise´es aﬁn de de´tecter
d’e´ventuelles actions ille´gales telles que les de´lits d’initie´s.
La Figure 3.2 illustre les interactions entre les services, et montre les canaux utilise´s pour les
communications.
Roˆles :
- Le Client (Customer) : envoie un ordre de vente au courtier, attend un plan et envoie
ensuite une approbation ou un rejet du plan. Il rec¸oit les rec¸us de vente.
- Le Courtier (Broker) : rec¸oit des ordres de vente et les transmet au service d’Analyse. Une
fois le plan approuve´ par le Client, le Courtier l’envoie au service de Change pour le controˆle
et la vente.
- Le service d’Analyse (Analytics) : analyse la requeˆte et envoie un plan de vente au client.
- Le service de Change (Exchange) : est responsable de la vente des actions apre`s appro-
bation par le service de Surveillance.
- Le service de Surveillance (Surveillance) : controˆle la conformite´ le´gale des ope´rations.
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Figure 3.1 Diagramme de se´quence du marche´ d’actions.
Figure 3.2 Diagramme d’interaction du marche´ d’actions.
Description formelle sans gestionnaires
Dans cette section, nous mode´lisons en BP-calcul, le sce´nario de´crit dans la section 3.7.1. Notez
que nous n’utilisons pas le me´canisme de corre´lation dans cet exemple et, partant, le processus ne
contient pas la notion d’instanciation, introduite dans la version e´tendue du calcul. Mais l’exemple
est pertinent car il inclura, au ﬁnal, des gestionnaires.
Soit
푢˜ = (푎, 푏, 푑푒푐푖푠푖표푛, 표, 푝, 푞, 푟, 푠, 푡)
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. Le processus complet est de´crit comme suit :
퐶푎푝푖푡푎푙푀푎푟푘푒푡(푞푡푦, 푝푙푎푛, 푟푒푐푒푖푝푡, 표푘) := {푢˜, 퐶푀, ∅}
푤ℎ푒푟푒
퐶푀 := 퐶푢푠푡표푚푒푟(푠, 푝, 푞푡푦, 푎, 표푘, 푛표푘, 푟
∣ 퐵푟표푘푒푟(푠, 푝, 푝푙푎푛, 푞, 푞푡푦, 푎, 푟, 푟푒푐푒푖푝푡)
∣ 퐴푛푎푙푦푡푖푐(푞, 푝, 푝푙푎푛)
∣ 퐸푥푐ℎ푎푛푔푒(표, 푡, 푏, 표푘, 푟, 푟푒푐푒푖푝푡)
∣ 푆푢푟푣푒푖푙푙푎푛푐푒(푏, 푡, 푑푒푐푖푠푖표푛))
La de´ﬁnition de chaque processus est comme suit :
퐶푢푠푡표푚푒푟(푠, 푝, 푞푡푦, 푎, 표푘, 푛표푘, 푟) := 푠푖푛푣⟨푞푡푦⟩.푝(푝푙푎푛).(푎푖푛푣⟨표푘⟩.푟(푟푒푐푒푖푝푡) + 푎푖푛푣⟨푛표푘⟩)
⊳ 퐶푢푠푡표푚푒푟(푠, 푝, 푞푡푦, 푎, 표푘, 푟)
Le service du Client invoque le service de Courtage par l’envoi d’un ordre de vente et attend un
plan. Il envoie ensuite une approbation ou un rejet du plan et attend les rec¸us provenant du service
de Change.
퐵푟표푘푒푟(푠, 푝, 푝푙푎푛, 푞, 푞푡푦, 푎, 푟, 푟푒푐푒푖푝푡) := 푠(푞푡푦).푞푖푛푣⟨푞푡푦⟩.푎(푑푒푐푖푠푖표푛)
⊳ 푖푓(푑푒푐푖푠푖표푛 = 표푘)표푖푛푣⟨표푟푑푒푟⟩ 푒푙푠푒 0
⊳ 퐵푟표푘푒푟(푠, 푝, 푝푙푎푛, 푞, 푞푡푦, 푎, 푟, 푟푒푐푒푖푝푡)
Le service de Courtage attend les ordres de vente du Client, puis les transmet au service d’Analyse.
Une fois le plan approuve´ par le Client, le Courtier invoque le service de Change en envoyant les
ordres a` controˆler et a` vendre.
퐴푛푎푙푦푡푖푐(푞, 푝, 푝푙푎푛) := 푞(푞푡푦).푝푖푛푣⟨푝푙푎푛⟩ ⊳ 퐴푛푎푙푦푡푖푐(푞, 푝, 푝푙푎푛)
Le service d’Analyse rec¸oit une demande du Courtier, l’analyse, et envoie un plan au Client.
퐸푥푐ℎ푎푛푔푒(표, 푡, 푏, 표푘, 푟, 푟푒푐푒푖푝푡) := 표(표푟푑푒푟, 푝푙푎푛).푡
푖푛푣⟨표푟푑푒푟⟩.푏(푑푒푐푖푠푖표푛)
(푖푓(푑푒푐푖푠푖표푛 = 표푘) 푟푖푛푣⟨푟푒푐푒푖푝푡⟩ 푒푙푠푒 0) ⊳
퐸푥푐ℎ푎푛푔푒(표, 푡, 푏, 표푘, 푟, 푟푒푐푒푖푝푡)
Le service de Change rec¸oit les ordres du Courtier. Il appelle le service de Surveillance et attend
une re´ponse. Enﬁn, il envoie les rec¸us au Client.
푆푢푟푣푒푖푙푙푎푛푐푒(푏, 푡, 푑푒푐푖푠푖표푛) := 푡(표푟푑푒푟).푏
푟푒푝⟨푑푒푐푖푠푖표푛⟩ ⊳ 푆푢푟푣푒푖푙푙푎푛푐푒(푏, 푡, 푑푒푐푖푠푖표푛)
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Le service de Surveillance attend des ordres, les controˆle et envoie une re´ponse au service de Change.
Aﬁn de comple´ter cette spe´ciﬁcation, il faut ajouter des me´canismes pour ge´rer les e´ve´nements,
tels que les de´lais et les erreurs. A` cette ﬁn, nous y introduisons des gestionnaires d’e´ve´nement et
d’erreur.
Introduction d’un scope
Dans cette section, nous portons une attention particulie`re au service de Courtage et nous
y introduisons un scope. Ce scope est un conteneur pour les variables locales et les gestionnaires
d’e´ve´nement et d’erreurs. Le service de Courtage interagit avec le service Client, le service d’Analyse
et le service de Change.
Le gestionnaire d’e´ve´nements ge`re la survenance de de´lais d’attente (timeouts). Chaque service
dispose d’une pe´riode de temps de´termine´e pour fournir une re´ponse a` une demande. Si ce temps
est e´coule´, le service d’appel de´clenche un e´ve´nement de timeout qui sera capture´ par le gestionnaire
d’e´ve´nements.
Le gestionnaire d’erreurs ge`re les erreurs qui peuvent survenir lors de l’invocation du service de
Courtage. Nous conside´rons les trois erreurs suivantes pour ce service : le Courtier est occupe´ (푓푏푏),
le service d’Analyse est en panne ou occupe´ (푓푎푠푑), le service de Change est en panne ou occupe´
(푓푒푠푑).
Ce sce´nario est illustre´ par le diagramme de la Figure 3.3. Nous formalisons maintenant le service
de Courtage (Broker) et ses gestionnaires.
Soient 푢˜ = (푒푛푒ℎ, 푒푛푓ℎ, 푑푖푠푒ℎ, 푑푖푠푓ℎ, 푡, 푡푖푚푒표푢푡, 푝, 푟푒푐푒푖푝푡, 푓푏푏, 푓푒푠푑, 푓푎푠푑, 푦푒ℎ, 푦푓ℎ)
et 푤˜ = (푎, 표푘, 푠, 푞푡푦, 표푟푑푒푟, 푞, 표, 푝푙푎푛, 푒푛푒ℎ, 푒푛푓ℎ, 푑푖푠푒ℎ, 푑푖푠푓ℎ, 푟, 푥, 푏푏, 푒푠푑, 푎푠푑)
- Les noms de canaux 푒푛푥ℎ (resp. 푑푖푠푥ℎ) repre´sentent les canaux par les quels les gestionnaires
sont active´s (resp, de´sactive´s).
- Les noms de canaux 푓푥 repre´sentent les diﬀe´rents types d’erreurs.
- La signiﬁcations des autres noms est pre´sente´e dans la Figure 3.2.
Le Courtier est de´ﬁni par : 퐵푟표푘푒푟 := {푢˜, 퐵, 퐻}, ou` 퐵 est son activite´ principale et 퐻 la
composition paralle`le des gestionnaires d’e´ve´nement et d’erreurs :
퐵(푤˜) := 푠(푞푡푦).
(
푞푖푛푣⟨푞푡푦⟩⊳ 푎(푑푒푐푖푠푖표푛)⊳ 푖푓(푑푒푐푖푠푖표푛 = 표푘)표푖푛푣⟨표푟푑푒푟⟩
+ 푡푖푚푒표푢푡
푖푛푣⟨⟩+ 퐸푟푟표푟()
)
ou`
퐸푟푟표푟() := 푓푏푏
푡ℎ푟표푤⟨⟩ + 푓푒푠푑푡ℎ푟표푤⟨⟩ + 푓푎푠푑푡ℎ푟표푤⟨⟩
Lors de la re´ception de l’approbation d’un plan, le Courtier peut envoyer la commande au service de
Change, ou de´clencher un e´ve´nement de de´lai d’attente (timeout) ; Dans ce dernier cas, le gestion-
naire d’e´ve´nements exe´cute l’action de traitement du timeout (퐴푇 푖푚푒표푢푡). Enﬁn, il peut de´clencher
une erreur, et dans ce cas le gestionnaire d’erreur est invoque´ qui exe´cute l’action correspondante
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Figure 3.3 Diagramme d’interaction du scope pour le service Courtier.
(퐹푏푏, 퐹푎푠푑 ou 퐹푒푠푑).
퐻 = {퐸퐻(푒푒ℎ, 푦푒ℎ, 푑푒ℎ, 푡푖푚푒표푢푡, 푡), 퐹퐻(푓푏푏, 푓푒푠푑, 푓푎푠푑, 푒푓ℎ, 푦푓ℎ, 푏푏, 푒푠푑, 푎푠푑, 푟)}
Le gestionnaire d’e´ve´nements est mode´lise´ comme suit :
On pose 푥˜ = 푒푒ℎ, 푦푒ℎ, 푑푒ℎ, 푡푖푚푒표푢푡, 푡, alors :
퐸퐻(푥˜) :={푒푡, if not 푖푠퐸푛푎푏푙푒푑(푀) then
[푀 ← 푏푢푖푙푑(푡푎푟푔푒푡← 퐸퐻)]퐸푛푎푏푙푒(푀)
⊳
((
푡푖푚푒표푢푡().푒푡
푖푛푣⟨⟩ + 푑푖푠푎푏푙푒()⊳ 푦푒ℎ푖푛푣
)
∣ 푒푡().퐴푇 푖푚푒표푢푡
)
, ∅}
ou` 퐴푇 푖푚푒표푢푡 := 푝
푖푛푣⟨푡푖푚푒표푢푡⟩.
Le gestionnaire d’e´ve´nements est active´ par l’interme´diaire du canal 푒푛푒ℎ et attend un
e´ve`nement unique (le timeout) sur le canal 푒푡. Il exe´cute alors l’activite´ (퐴푇 푖푚푒표푢푡) associe´e a` cet
e´ve`nement. Il est de´sactive´ par le biais du canal 푑푖푠푒ℎ et 푦푒ℎ signale la de´sactivation du gestionnaire
d’e´ve´nements.
En posant 푥˜ = 푓푏푏, 푓푒푠푑, 푓푎푠푑, 푒푓ℎ, 푦푓ℎ, 푏푏, 푒푠푑, 푎푠푑, 푟, on peut alors mode´liser le gestionnaire
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d’erreurs par :
퐹퐻(푥˜) :=if not 푖푠퐸푛푎푏푙푒푑(푀) then
[푀 ← 푏푢푖푙푑(푡푎푟푔푒푡← 퐹퐻)]퐸푛푎푏푙푒(푀) ⊳(((
푓푏푏(푝, 푢˜).
(
푡ℎ푟표푤
푖푛푣⟨⟩ ∣ 퐹푏푏(푝)
))
+
(
푓푒푠푑(푝, 푢˜).
(
푡ℎ푟표푤
푖푛푣⟨⟩ ∣ 퐹푒푠푑(푝)
))
+
(
푓푎푠푑(푝, 푢˜).
(
푡ℎ푟표푤
푖푛푣⟨⟩ ∣ 퐹푎푠푑(푝)
)))
⊳
(
푟푖푛푣⟨⟩ ∣ 푦푖푛푣푓ℎ ⟨⟩
)
+ 푑푖푠푓ℎ()
)
ou` chacun des processus associe´ a` une erreur est exprime´ par :
퐹푏푏(푝, 푏푟표푘푒푟푏푢푠푦) :=푝⟨푏푟표푘푒푟푏푢푠푦⟩ (erreur : “service de courtage occupe´” )
퐹푒푠푑(푝, 푒푠푑) :=푝⟨푒푠푑⟩ (erreur : “Le service de change est en panne”)
퐹푎푠푑(푝, 푎푠푑) :=푝⟨푎푠푑⟩ (erreur : “Le service d’analyse est en panne”)
La gestionnaire d’erreurs traite de trois types d’erreurs : 푆푓 = {푓푏푏, 푓푒푠푑, 푓푎푠푑}, avec les
activite´s qui leur sont associe´es : 퐹 = {퐹푏푏, 퐹푒푠푑, 퐹푎푠푑}. Il est active´ en utilisant le canal 푒푓ℎ, puis
l’activite´ associe´e a` l’erreur qui a e´te´ de´clenche´e est traite´e. Enﬁn, il signale sa terminaison a` son
scope appelant et a` l’activite´ qui a lance´ l’erreur en utilisant le canal 푦푓ℎ et le canal de 푟. Enﬁn, il
est de´sactive´ en utilisant le canal 푑푖푠푓ℎ.
Le meˆme mode`le est applicable a` d’autres services composites qui peuvent e´galement contenir
des scopes.
3.8 Conclusion
Dans ce chapitre, nous avons pre´sente´ un cadre de ve´riﬁcation logique pour des proprie´te´s fonc-
tionnelles d’orchestrations de Services Web, formellement spe´ciﬁe´es dans le langage de spe´ciﬁcation
de services appele´ BP-calcul, une extension du 휋-calcul que nous avons de´ﬁni dans ce but. Ce calcul
permet la ve´riﬁcation et la ge´ne´ration automatique de code WS-BPEL lisible et facile a` maintenir. Le
code ge´ne´re´ inclut tous les types de gestionnaires supporte´s par WS-BPEL (d’erreurs, d’e´ve´nements,
de compensation et de terminaison).
Nous avons introduit dans le BP-calcul des ope´rateurs permettant de saisir les aspects parti-
culiers de la cre´ation d’instances de processus et de la composition se´quentielle dans WS-BPEL.
En outre, nous avons de´ﬁni une bisimulation sur les BP-processus, d’ou` nous avons de´duit une
congruence que nous avons de´montre´ eˆtre la plus grande incluse dans la bisimulation.
Nous avons, enﬁn, introduit une logique, la BP-logique, qui est ade´quate par rapport a` cette
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relation et qui est une le´ge`re extension de la 휋-logique.
Le BP-calcul nous a permis de mode´liser des aspects typiques des technologies des Services
Web, et en particulier ceux lie´s a` leur composition. Il est conc¸u pour permettre l’analyse des
diﬀe´rentes caracte´ristiques telles que les me´canismes de ge´ne´ration de code qui seront pre´sente´es
au Chapitre 4 ou de corre´lation de WS-BPEL qui seront de´taille´es au Chapitre 5. Comme une
preuve supple´mentaire de l’ade´quation du BP-calcul pour la mode´lisation des applications SOA,
nous pre´sentons et justiﬁons dans le prochain chapitre, une correspondance e´troite entre les activite´s
de WS-BPEL et les termes du BP-calcul.
3.8.1 Travaux relie´s
De nombreux travaux ont e´te´ consacre´s a` la spe´ciﬁcation formelle de langages pour les processus
me´tiers base´s sur les Services Web et plus spe´cialement a` WS-BPEL. Ces spe´ciﬁcations utilisent de
nombreux formalismes tels que les re´seaux de Petri van der Aalst et Lassen (2006), les machines
d’e´tats abstraites (ASM) Fahland et Reisig (2005) ou les machines a` e´tats ﬁnis(FSM) Fu et al.
(2004a).
De nombreuses autres approches pre´sentent des enrichissement a` des alge`bres de processus bien
connues, par des e´le´ments inspire´s de WS-BPEL. La plupart d’entre elles traitent des questions de
transactions sur le Web comme les processus interruptibles, les gestionnaires de pannes ou la prise
en compte du temps. C’est le cas, par exemple, de (Mazzara et Lanese (2006),Lucchi et Mazzara
(2007)) qui pre´sentent des extensions du 휋-calcul, appele´es web휋 et web휋∞ taille´es sur mesure pour
e´tudier une version simpliﬁe´e de la notion de scope dans WS-BPEL. Ce travail a beaucoup inspire´
cette pre´sente the`se.
D’autres approches reposent aussi sur les alge`bres de processus et de nombreux formalismes ont
e´te´ propose´s dans ce cadre : SOCK Guidi et al. (2006), COWS Lapadula et al. (2007a), chacun
traitant d’un aspect particulier du proble`me.
COWS Lapadula et al. (2007a), est la spe´ciﬁcation la plus proche de notre travail, car elle
conside`re l’orchestration de services et met l’accent sur la mode´lisation du comportement dynamique
des services. Toutefois, l’approche est plus abstraite que la noˆtre, puisque nous nous concentrons
sur WS-BPEL, et que nous avons de´veloppe´ un formalisme essentiellement base´ sur ce langage ; ce
qui n’est pas le cas des concepteurs de COWS.
Les travaux pre´sentant le formalisme plus proche de COWS est Lapadula et al. (2006), ou`
le WS-calculus est introduit pour formaliser la se´mantique de WS-BPEL. COWS repre´sente un
formalisme plus fondamental que WS-calculus en ce sens qu’il ne s’appuie pas sur des notions
explicites de localisation et d’e´tat, il est plus facile a` manipuler (il a, par exemple, une se´mantique
plus simple de fonctionnement) et, est au moins, tout aussi expressif. COWS permet d’ailleurs un
encodage de WS-calculus, entre autres formalismes (voir Lapadula et al. (2007a)). COWS posse`de
une extension temporelle Lapadula et al. (2007b) et un environnement de ve´riﬁcation de proprie´te´s
fonctionnelles de compositions de services Fantechi et al. (2008).
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SOCK : (A Calculus for Service Oriented Computing) Guidi et al. (2006) est une autre approche
base´e sur les alge`bres de processus. Les deux langages (COWS et SOCK) traitent la corre´lation
et contiennent des me´canismes pour de´ﬁnir des gestionnaires d’erreur et de compensation. Dans
COWS nous pouvons forcer la terminaison imme´diate (au moyen d’une activite´ kill) de processus
concurrents, programmer des gestionnaires d’erreur et de compensation personnalise´s et prote´ger
des activite´s sensibles. SOCK, de son coˆte´, permet d’associer des gestionnaires a` n’importe quelle
portion de code en utilisant l’e´le´ment scope, et qui peuvent eˆtre de´ﬁnis et mis a` jour dynamiquement.
L’environnement de ve´riﬁcation que nous pre´sentons dans cette the`se est lui aussi base´ sur les
alge`bres de processus et plus pre´cise´ment sur le 휋-calcul. Cependant, nous diﬀe´rons des approches
pre´ce´demment cite´es par le fait que nous adoptons une me´thodologie moins abstraite et plus proche
de WS-BPEL.
Notre approche repose sur une double transformation entre le BP-calcul et WS-BPEL, puis entre
ce dernier langage et le 휋-calcul. Une transformation similaire, bidirectionnelle, entre la langage
LOTOS Bolognesi et Brinksma (1987) et WS-BPEL est pre´sente´e dans Chirichiello et G. Salau¨n
(2007). Cependant cette transformation est limite´e aux e´le´ments de base du langage WS-BPEL ;
et une limitation plus importante encore de cette approche est l’absence de preuve formelle de sa
correction due, selon les auteurs, au manque de se´mantique formelle pour WS-BPEL. Manifestement,
les auteurs n’ont pas pris en conside´ration les travaux de Lucchi et Mazzara Lucchi et Mazzara
(2007), entre autres.
Enﬁn, les auteurs dans Gehrke et Rensink (1997) ont formule´ un calcul de processus qui traite de
la cre´ation de processus et la composition se´quentielle dans un contexte ou` la mobilite´ est obtenue
en communiquant les noms des canaux. Dans la Section 3.4 nous avons adapte´ certains de leur
re´sultats au BP-calcul.
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CHAPITRE 4
Une approche pour la ge´ne´ration de code WS-BPEL.
4.1 Introduction
Dans le chapitre pre´ce´dent, nous avons introduit le BP-calcul et la BP-logique et nous avons e´ta-
bli l’ade´quation de cette dernie`re avec la relation d’e´quivalence que nous utilisons lors du processus
de raﬃnement.
Dans le pre´sent chapitre, nous pre´sentons les transformations entre les processus WS-BPEL
et les deux langages de formalisations que sont le 휋-calcul et le BP-calcul. La transformation de
processus WS-BPEL vers le 휋-calcul permet de ve´riﬁer formellement leur comportement en utilisant
des models-checkers de´veloppe´s pour ce dernier. Tandis que la transformation de BP-processus en
processus WS-BPEL permet la ge´ne´ration automatique de code WS-BPEL pre´alablement ve´riﬁe´
sur les spe´ciﬁcations en BP-calcul.
Ce chapitre e´tablit de manie`re formelle des re´sultats the´oriques qui sont a` la base de notre
environnement de ve´riﬁcation.
Pour rappel, le but de notre de´marche est double :
- permettre d’une part la ve´riﬁcation de spe´ciﬁcations directement e´crites en langage formel qui
seront traduites en WS-BPEL par la suite,
- permettre la ve´riﬁcation de spe´ciﬁcations WS-BPEL de´ja` existantes. Pour cela une telle spe´-
ciﬁcation doit d’abord eˆtre traduite en BP-calcul, puis ve´riﬁe´e comme dans le cas pre´ce´dent.
4.1.1 Contributions
Les contributions de ce chapitre sont multiples :
- D’abord nous fournissons une se´mantique pour le BP-calcul base´e sur le langage WS-BPEL.
Cette se´mantique tient lieu de ge´ne´rateur de code WS-BPEL a` partir de spe´ciﬁcations formelles
en BP-calcul,
- Nous proposons ensuite une se´mantique pour le langage WS-BPEL, base´e sur le BP-calcul qui
comple`te celle de Lucchi et Mazzara (Lucchi et Mazzara (2007)) et qui permet la ve´riﬁcation
formelle de processus WS-BPEL,
- Ces deux transformations combine´es aboutissent a` une transformation du BP-calcul vers le
휋-calcul qui permet d’utiliser les model-checkers existants pour le 휋-calcul pour ve´riﬁer des
BP-processus,
- Ensuite, nous de´montrons la correction (exactitude et comple´tion) de ces transformations graˆce
aux the´ore`mes de la Section 4.5. Dans le the´ore`me 4.5.1 nous de´montrons la pre´servation des
proprie´te´s lors de la transformation entre le BP-calcul et le 휋-calcul et nous en de´duisons le
90
corollaire 4.5.1 qui atteste de l’abstraction totale des BP-processus dans le 휋-calcul. Ce dernier
re´sultat est la base the´orique qui nous permet de spe´ciﬁer des processus en BP-calcul et de
les ve´riﬁer en 휋-calcul, apre`s transformation. La ve´riﬁcation formelle, est re´alise´e graˆce aux
outils de model-checking de´ja` existants pour le 휋-calcul.
- Finalement, nous comple´tons l’exemple introduit a` la Section 3.7 du Chapitre 3 en e´nonc¸ant
certaines proprie´te´s souhaitables du syste`me que nous ve´riﬁons graˆce a` l’outil HAL, puis en
ge´ne´rant automatiquement son code WS-BPEL aﬁn d’illustrer la pertinence de notre approche.
4.1.2 Organisation du chapitre
L’approche de ve´riﬁcation/raﬃnement est pre´sente´e a` la Section 4.2. Une traduction du BP-
calcul vers le langage WS-BPEL est pre´sente´e a` la Section 4.3 suivie de la pre´sentation de la
transformation du langage WS-BPEL vers le BP-calcul, puis vers le 휋-calcul, a` la Section 4.4. La
correction des transformations est e´tablie a` la Section 4.5. Finalement, un exemple de ve´riﬁcation
de proprie´te´s et de ge´ne´ration automatique de code WS-BPEL est pre´sente´ a` la Section 4.6.
4.2 L’approche de ve´riﬁcation/raﬃnement
Le processus de ve´riﬁcation est illustre´ dans la Figure 4.1.
La spe´ciﬁcation formelle permet une premie`re approche descriptive et analytique. Elle permet de
clariﬁer le proble`me en portant notre attention sur ses aspects essentiels. Elle permet aussi d’utiliser
les outils de ve´riﬁcation pour valider le comportement souhaite´ des services spe´ciﬁe´s et de ve´riﬁer
des proprie´te´s pertinentes exprime´es en BP-logique. En outre, la meˆme approche est utilise´e pour
ve´riﬁer et corriger des spe´ciﬁcations WS-BPEL existantes par extraction de leur repre´sentation
abstraite.
Si 푃 est un processus du BP-calcul, nous notons J푃 K푏푝푒푙 sa traduction en WS-BPEL. Ce
processus de traduction est pre´sente´ et discute´ dans la Section 4.3.1. La correction de la ge´ne´ration
de code WS-BPEL est valide´e par les re´sultats fondamentaux de la Section 4.5 du pre´sent chapitre.
De meˆme J K푏푝 repre´sente l’encodage de processus WS-BPEL en BP-calcul et est pre´sente´ dans
la Section 4.4. La transformation J K푝푖 elle, repre´sente l’encodage du WS-BPEL en 휋-calcul. Elle est
obtenue par transformation syntaxique des BP-processus a` partir de J K푏푝.
L’approche de ve´riﬁcation/raﬃnement que nous de´veloppons est supporte´e par ces diﬀe´rentes
transformations. Elle permet d’une part de ve´riﬁer des processus WS-BPEL de´ja` existants par une
approche de re´-inge´nierie et dans ce cas elle ne´cessite la pre´servation des intentions des concepteurs
initiaux de ces spe´ciﬁcations. En eﬀet, il est ne´cessaire par exemple de diﬀe´rencier entre une re´ponse
a` une invocation pre´alable et une invocation proprement dite, bien que les deux actions se traduisent
par une e´mission de messages. Pour cela le BP-calcul utilise des annotations qui gardent une indica-
tion sur l’action souhaite´e. Ces annotations n’interviennent pas dans le processus de ve´riﬁcation, car
se´mantiquement, le comportement est identique. Lors de la traduction vers le 휋-calcul ces annota-
91
Figure 4.1 Un environnement pour la ve´riﬁcation formelle.
tions ne sont pas conserve´es (ou bien elles peuvent l’eˆtre, si ne´cessaire, sous la forme d’une variable
supple´mentaire associe´e a` l’action). De meˆme le BP-calcul permet de mettre en e´vidence la notion
de scope et de gestionnaires d’erreurs ou d’e´ve`nements, qui seront de`s lors aise´ment introduits dans
le code WS-BPEL.
La deuxie`me utilisation de ces transformations est de concevoir des spe´ciﬁcations formelles dans
le BP-calcul - ce dernier e´tant utilise´ pour l’enrichissement apporte´ par les annotations et la notion de
scope ou de gestionnaire - puis de les ve´riﬁer dans le model-checker de notre choix, apre`s traduction
vers le 휋-calcul.
En re´sume´ et pour eˆtre complets, nous devons fournir :
- une traduction de WS-BPEL vers le 휋-calcul, (J K푝푖 : ℙ푏푝푒푙 −→ ℙ휋 ), pour les besoins de la
ve´riﬁcation,
- une traduction du BP-calcul vers WS-BPEL, (J.K푏푝푒푙 : ℙ푏푝 −→ ℙ푏푝푒푙 ), pour les besoins de
la ge´ne´ration de code,
- une traduction du BP-calcul vers le 휋-calcul (J.K = J K푝푖 ∘ J K푏푝푒푙), obtenue automatiquement
par composition des deux pre´ce´dentes transformations.
Ou` ℙ푏푝,ℙ푏푝푒푙 et ℙ푝푖 sont respectivement, les ensembles de BP-processus, des processus WS-BPEL
et des 휋-processus.
Nous pre´sentons et analysons dans les prochaines sections, ces diﬀe´rentes transformations.
4.3 Une se´mantique pour le BP-calcul base´e sur WS-BPEL.
Dans le but de ge´ne´rer du code WS-BPEL correct, nous devons fournir une transformation qui
permet a` partir de processus spe´ciﬁe´s en BP-calcul, d’obtenir les processus WS-BPEL qui leur sont
e´quivalents (au sens qu’ils ve´riﬁent les meˆmes proprie´te´s).
Cependant des restrictions sur les processus s’imposent a` cause de la structure du langage cible.
Certaines restrictions comme la somme pre´ﬁxe´e, par exemple, sont incluses dans la syntaxe du
BP-calcul.
D’autres restrictions, cependant, doivent eˆtre exprime´es explicitement et qui sont pertinentes
pour les applications oriente´es services.
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C’est le cas par exemple de la relation entre la liaison des variables et leur localite´. En eﬀet une
variable cre´e´e dans (ou restreinte a`) un scope doit voir sa porte´e limite´e a` ce scope. Cette re`gle qui
s’impose dans les SOA peut-eˆtre enfreinte dans 휋-calcul et par conse´quent dans le BP-calcul suite
par exemple a` une substitution syntaxique ou a` une extrusion de porte´e.
Ceci conduit a` la de´ﬁnition de processus bien forme´s ainsi de´ﬁnis :
De´ﬁnition 4.3.1 : Un BP-processus est bien forme´ quand les conditions suivantes sont ve´riﬁe´es :
1. Mobilite´ des noms : WS-BPEL peut traiter de la mobilite´ des noms et par conse´quent les
BP-processus bien forme´s aussi.
2. Incapacite´ en entre´e : Les noms rec¸us ne peuvent eˆtre sujets d’entre´es ou d’entre´es re´plique´es,
dans le but d’e´viter des situations ou` diﬀe´rents Services Web acceptent la meˆme ope´ration.
3. Une variable est lie´e ou libre une seule fois dans son cycle de vie (elle ne peut eˆtre lie´e apre`s
avoir e´te´ libre).
4. Les variables lie´es dans une instanciation ou dans la de´ﬁnition d’un processus devraient eˆtre
limite´es a` ce scope. Cette condition garantit la localite´ de la liaison.
5. Une variable restreinte (a` un scope) ne peut exister en dehors de son scope.
Cette de´ﬁnition permet de restreindre le code ge´ne´re´ pour se conformer a` se´mantique du langage
WS-BPEL telle que de´ﬁnie par le document de re´fe´rence Oasis (2007).
4.3.1 Ge´ne´ration de code WS-BPEL
Le ge´ne´ration automatique de code WS-BPEL se fait a` partir de la spe´ciﬁcation en BP-calcul
et en utilisant les Tables 4.1, 4.2 et 4.3 qui pre´sentent pour chaque e´le´ment du langage source,
le BP-calcul, son e´quivalent dans le langage cible, WS-BPEL. Elle est repre´sente´e par la fonctionJ K푏푝푒푙.
Le langage BP-calcul a e´te´ expresse´ment introduit pour reﬂe´ter exactement le comportement
de´sire´ par les concepteurs du langage WS-BPEL. Ainsi des annotations ont e´te´ accole´es a` certains
e´le´ments dont le comportement est identique mais qui sont traduites diﬀe´remment selon le contexte.
De meˆme un ope´rateur explicite de se´quence est utilise´ pour permettre la ge´ne´ration de l’e´le´ment
<sequence> en WS-BPEL. Finalement, les scopes ainsi que les gestionnaires d’erreurs , d’e´ve`ne-
ments, de terminaison et de compensation qui y sont encapsule´s, sont explicitement de´crits graˆces
aux constructions ade´quates du langage.
L’utilisation de ces constructions, bien qu’elle rende la spe´ciﬁcation plus complexe, permettent de
conserver les intentions des concepteurs du workﬂow tout en permettant la ge´ne´ration automatique
de code WS-BPEL.
Cependant, le compilateur doit tenir compte des limitations sur le code ge´ne´re´ introduites par
la de´ﬁnition 4.3.1.
Ces limitations sont discute´es a` la Section 4.3.2.
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Tableau 4.1 Correspondance pour les ope´rateurs de base
BP-calcul WS-BPEL
J푥푠(˜푖).푃 K푏푝푒푙 <receive partner="푖1" operation="푥푠" re´ception
variable="푖2, .., 푖푛" /> J푃 K푏푝푒푙
J푥푠푖푛푣 ⟨˜푖⟩.푃 K푏푝푒푙 <invoke partner="푖1" operation="푥푠" e´mission
variable="푖2, .., 푖푛" /> J푃 K푏푝푒푙 asynchrone
J(푥푠푠푖푛푣⟨푟, 푖˜⟩ <invoke partner="푖1" operation="푥푠" e´mission
⊳ 푟(표˜)).푃 K푏푝푒푙 inputvariable="푖2, .., 푖푛" synchrone
outputvariable="표2, .., 표푛" /> J푃 K푏푝푒푙
J푥푠푟푒푝⟨표˜⟩.푃 K푏푝푒푙 <reply partner="표1" operation ="푥푠" re´ponse
variable="표2, .., 표푛"/> J푃 K푏푝푒푙
J푄1 ∣ 푄2K푏푝푒푙 <flow> J푄1K푏푝푒푙J푄2K푏푝푒푙 </flow> paralle`le
J푄1 ⊳푐(푀) 푄2K푏푝푒푙 <sequence> se´quence
J푄1K푏푝푒푙
<assign><copy>
<from variable="M" />
< to variable="v" />
< /copy></assign>
J푄2K푏푝푒푙
</sequence>
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Tableau 4.2 Correspondance pour les ope´rateurs de base (suite)
BP-calcul WS-BPEL
J푥1(˜푖).푄1 + 푥2(푗˜).푄2K푏푝푒푙 <pick> choix
<onMessage partnerLink="푖1"
operation="푥1"
variable="푖2, .., 푖푛" >
J푄1K푏푝푒푙
</onMessage>
<onMessage partnerLink="푗1"
operation="푥2"
variable="푗2, .., 푗푛" >
J푄2K푏푝푒푙
</onMessage>
</pick>
J푖푓 푐표푛푑 푡ℎ푒푛 푄1 <if name = "ConditionName"> Conditions
푒푙푠푒 푄2K푏푝푒푙 <condition >
getVariableProperty("VarName","x")=
getVariableProperty("VarName","y")
</condition>
J푄1K푏푝푒푙 <else> J푄2K푏푝푒푙</else>
</if>
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Tableau 4.3 Correspondance pour les scopes et l’instanciation
J{푥˜, 푃,퐻}K푏푝푒푙 ou` <scope> Scopes
퐻 = 푊퐹퐻 ∣푊퐸퐻 <variables>
∣푊퐶퐻 ∣푊푇퐻 <variable name="x"/>
</variables>
<faultHandlers> J푊퐹퐻(퐴ˆ푓ℎ)K푏푝푒푙
</faultHandlers>
<eventHandlers> J푊퐸퐻(퐴ˆ푒ℎ)K푏푝푒푙
</eventHandlers>
<compensationHandler>
J푊퐶퐻(퐴푐ℎ, 퐶)K푏푝푒푙
</compensationHandler>
<terminationHandlers> J푊푇퐻K푏푝푒푙
</terminationHandlers> J 푃 K푏푝푒푙
</scope>
J[풞 : 푃 ]푐(푥˜).퐴(푦˜)K푏푝푒푙 <correlationSets> Instanciation
<correlationSet name="풞"
properties="cor :푥2 cor :푥3"
</correlationSets> ...
<receive partnerLink="푥1"
initiate = ’yes’ />
operation="c" createInstance="yes">
</receive> J푃 K푏푝푒푙
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Proposition 4.3.1 L’encodage J K푏푝푒푙 est complet.
Preuve:
Tous les ope´rateurs du BP-calcul introduits a` la Section 3.3 ont leur e´quivalent dans le langage
WS-BPEL tel qu’indique´ par les Tables 4.1, 4.2 et 4.3.
4.3.2 Discussion
L’ope´ration de ge´ne´ration de code WS-BPEL doit veiller a` respecter les re`gles de la de´ﬁnition
4.3.1. C’est ainsi que lors de la ge´ne´ration d’un e´le´ment <receive>, le compilateur doit veiller a`
ce que le nom rec¸u ne serve pas pour re´aliser une re´ception et ce ci pour respecter la re`gle 2 de la
de´ﬁniion. Cependant, ils peuvent eˆtre sujets d’e´mission conforme´ment a` la re`gle 1.
De meˆme, lors de la ge´ne´ration de scopes, le compilateur doit veiller a` ce que les variables qui
y sont de´ﬁnies restent conﬁne´es a` l’inte´rieur de ce scope conforme´ment a` la re`gle 4 et 5.
4.4 Du WS-BPEL au 휋-calcul
Cette section e´tudie la traduction du WS-BPEL vers le 휋-calcul, note´e J K푝푖. Elle est base´e sur
les travaux de Lucchi et Mazarra (Lucchi et Mazzara (2007)). Cependant nous divergeons de cette
approche de la manie`re suivante :
- Nous ne conside´rons pas les aspects transactionnels,
- Nous introduisons les ope´rateurs et concepts non traite´s dans le travail cite´ :
– les gestionnaires de terminaison,
– les me´canismes de corre´lation.
– les boucles <while>, <foreach> et <repeat until> qui sont des e´le´ments fondamentaux
pour la construction des processus me´tiers et qui ont e´te´ occulte´es dans Lucchi et Mazzara
(2007).
- Nous utilisons le BP-calcul comme e´tape interme´diaire pour be´ne´ﬁcier de ses annotations et
de ses ope´rateurs spe´ciﬁques, qui faciliteront la ge´ne´ration de code WS-BPEL.
Il est important de noter que cette transformation se fait en deux e´tapes :
- d’abord par une traduction vers le BP-calcul, que nous notons J K푏푝 qui est pre´sente´e dans
cette section et qui repre´sente un encodage du WS-BPEL dans le BP-calcul,
- puis par l’application de la transformation J K pre´sente´e a` la section 4.4.2 et qui permet de
ge´ne´rer du 휋-calcul.
Cette approche peut eˆtre conside´re´e comme une tentative de fournir une se´mantique base´e sur
le BP-calcul, la plus comple`te possible au langage WS-BPEL. Cette se´mantique formelle, associe´e
aux outils de traduction (cf Chapitre 7) que nous imple´mentons et aux model-checkers existants,
permet la ve´riﬁcation formelle des syste`mes composites exprime´es en WS-BPEL.
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Pour faciliter la lecture de la traduction, nous utilisons la syntaxe abstraite suivante pour
repre´senter les diﬀe´rents e´le´ments du langage WS-BPEL.
퐴 := 푖푛푣표푘푒(푥, 푖˜, 표˜) (e´mission synchrone)
∣ 푖푛푣표푘푒(푥, 푖˜) (e´mission asynchrone)
∣ 푟푒푐푒푖푣푒(푥, 푖˜) (re´ception)
∣ 푟푒푝푙푦(푥, 표˜) (re´ponse)
∣ 푠푒푞푢푒푛푐푒(푃,푄,푀) (composition se´quentielle)
∣ 푓푙표푤(푃,푄) (composition paralle`le)()
∣ 퐶표푛푑푖푡푖표푛푎푙(푐표푛푑, 푃, 푄) (condition)
∣ 푝푖푐푘((푥1, 푖˜1, 푃 ), (푥2, 푖˜2, 푄)) (alternative)
∣ 푤ℎ푖푙푒(퐶표푛푑, 푃 ) (boucle while)
∣ 푟푒푝푒푎푡푢푛푡푖푙(퐶표푛푑, 푃 ) ((boucle repeat until)
∣ 푓표푟푒푎푐ℎ(푠푐표푝푒(푥˜, 푃,퐻), 푠푡푎푟푡, 푒푛푑) (boucle foreach)
∣ 푠푐표푝푒(푥˜, 푃,퐻)(scope)
∣ 푠푝푎푤푛(풞, 푃 ) (instanciation)
4.4.1 Du WS-BPEL vers le BP-calcul
Pour chaque primitive WS-BPEL nous fournissons dans ce qui suit sa traduction en BP-calcul.
Processus nul : L’e´le´ment <empty/> est exprime´ par l’interme´diaire du processus nil :
J푒푚푝푡푦K푏푝 = 0
Re´ception : La re´ception d’une information 푖 du partenaire 푟 est traduite par une re´ception sur
le canal 푥 qui repre´sente l’ope´ration WS-BPEL :
J푟푒푐푒푖푣푒(푥, 푟, 푖)K푏푝 = 푥(푦˜)
ou` 푦˜ inclut le canal de re´ponse 푟 et l’information rec¸ue 푖.
E´mission : Un e´le´ment <invoke> qui consiste en une e´mission de l’information repre´sente´e par
표 au partenaire 푟 est traduite par une e´mission sur le canal 푥 qui repre´sente l’ope´ration WS-BPEL
et qui est annote´ par le litte´ral ’inv’ qui permet de le diﬀe´rencier d’une re´ponse (<reply>)
J푖푛푣표푘푒(푥, 푟, 표)K푏푝 = 푥푖푛푣⟨푦˜⟩
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ou` 푦˜ inclut le canal de re´ponse 푟 et l’information transmise 표.
De la meˆme manie`re une re´ponse <reply> est traduite par une e´mission annote´e par le litte´ral ’rep’.
J푟푒푝푙푦(푥, 푟, 표)K푏푝 = 푥푟푒푝⟨푦˜⟩
Composition paralle`le : L’e´le´ment de composition paralle`le est ainsi spe´ciﬁe´ graˆce a` l’ope´ra-
teur ∣ : J푓푙표푤(퐴1, 퐴2)K푏푝 = J퐴1K푏푝 ∣ J퐴2K푏푝
Il est a` noter que WS-BPEL permet l’utilisation de liens (links) qui expriment des de´pendances de
synchronisation entre les activite´s. Cependant ces de´pendances peuvent eˆtre exprime´es en utilisant
uniquement les e´le´ments de base du BP-calcul. Le concepteur qui de´sire malgre´ cela utiliser ces liens
devra les inclure manuellement dans le code ge´ne´re´.
Composition se´quentielle : Des informations de synchronisation peuvent s’ave´rer ne´cessaires
pour re´aliser proprement une se´quence de deux processus. C’est le cas notamment des informations
concernant les variables lie´es dans le processus initial qui ne doivent pas eˆtre capture´es dans le
processus suivant. La traduction dans le 휋-calcul de l’e´le´ment <sequence> est base´e sur l’ope´rateur
de se´quence ⊳ introduit spe´cialement dans ce but. La traduction est donc :
J푠푒푞푢푒푛푐푒(퐴1, 퐴2)K푏푝 = J퐴1K푏푝 ⊳푀 J퐴2K푏푝)
Choix : L’e´le´ment <pick> se traduit aise´ment graˆce a` l’ope´rateur de choix du BP-calcul, comme
suit : J푝푖푐푘((푥1, 푖˜1, 푙1, 퐴1), (푥2, 푖˜2, 푙2, 퐴2))K푏푝 = 푥1(푗˜1)J퐴1K푏푝 + 푥2(2˜)J퐴2K푏푝
ou` 푗˜1(푟푒푠푝 푗˜2) contient 푙1 et 푖˜1 (resp 푙2 and 푖˜2).
Conditions : L’e´le´ment de condition du langage WS-BPEL s’exprime aise´ment graˆce a` son
e´quivalent dans le BP-calcul :
J푖푓(푥,퐴1, 퐴2, 퐴3)K푏푝 = 푖푓 (푥 = 푎1) J퐴1K푏푝
푒푙푠푒 푖푓 (푥 = 푎2) J퐴2K푏푝
푒푙푠푒 J퐴3K푏푝
WS-BPEL autorise l’usage des <if> imbrique´s graˆce a` l’e´le´ment <elseif>.
Scopes : Dans le langage WS-BPEL, les scopes sont utilise´s pour fournir un contexte d’exe´cution
a` chaque activite´. Un scope peut contenir diﬀe´rents gestionnaires : d’erreurs, d’e´ve`nements de
compensation ou de terminaison. Il contient aussi des variables, locales au scope et des ensembles
de corre´lation. Nous conside´rons le scope comme une enveloppe qui encapsule des processus et qui
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permet de traiter des e´ve`nements asynchrones et les pannes. La traduction d’un scope se fait de
manie`re hie´rarchique et commence par la traduction des chacune de ses composantes.
- Variables : Un scope qui ne contient que des variables se comporte comme l’ope´rateur de
restriction du 휋-calcul. Nous pouvons d’ailleurs utiliser la meˆme notation ((휈 푥)퐴) pour re-
pre´senter un tel scope qui ne contient pas de gestionnaires. Ainsi, si 퐴 est l’activite´ encapsule´e
dans le scope, J푠푐표푝푒(푥, 푦)K푏푝 = {{푥, 푦} 푄퐴, ∅}
peut eˆtre de´note´ par J푠푐표푝푒(푥, 푦)K푏푝 = (휈 푥)(휈 푦) 푄퐴
- Scopes : Un scope plus ge´ne´ral est spe´ciﬁe´ par :
J푠푐표푝푒(푥, 푦)K푏푝 = { {푥, 푦}, 푄퐴, 퐻}
ou` 퐻 = {푊퐹퐻(퐴퐹 ) ∣ 푊퐸퐻(퐴퐸) ∣ 푊퐶퐻(퐴퐶) ∣ 푊푇퐻}
Chaque processus de la forme 푊퐻(퐴) est une enveloppe pour un gestionnaire 퐻 et 퐴퐻
repre´sente la principale activite´ du scope 퐻.
Les spe´ciﬁcations de´taille´es de chaque gestionnaire ont e´te´ pre´sente´es a` la Section 3.3.2 du
Chapitre 3.
Nous pre´sentons maintenent les e´le´ments qui comple´tent la se´mantique du langage WS-BPEL :
Boucles : Les boucles sont formellement spe´ciﬁe´es en BP-calcul en utilisant la re´cursivite´. Nous
les formalisons dans ce qui suit :
- L’activite´ contenue dans un e´le´ment <while> s’exe´cute un nombre arbitraire de fois en fonction
de la condition spe´ciﬁe´e. La traduction d’un e´le´ment <while> est donne´e par l’utilisation d’une
de´ﬁnition parame´trique re´cursive :
J푤ℎ푖푙푒(퐶표푛푑, 푃 )K푏푝 = 퐴푃 (푥)
ou`
퐴푃 (푥) = if 퐶표푛푑 then J푃 ∣퐴푃 (푥)K푏푝 else 0
Exemple : Le processus WS-BPEL suivant :
<while
condition="getVariableData(’i’) != 5">
<sequence>
<invoke partnerLink="A" .../>
<assign>
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<copy>
<from
expression="getVariableData(’i’)+1"/>
<to variable="i"/>
</copy>
</assign>
</sequence>
</while>
se traduit ainsi :
푃 = if 푖 = 5 then 0 else 푥 ⟨퐴, 푖⟩ ⊳ 푃 푙푢푠1(푖) ∣ 푃
- Un e´le´ment <repeatuntil> est identique a` <while> a` la seule diﬀe´rence pre`s qu’il s’exe´cute
au moins une fois. Sa traduction est donne´e par la formule re´cursive suivante :
J푟푒푝푒푎푡푢푛푡푖푙(퐶표푛푑, 푃 )K푏푝 = {푣, (푃, 푣¯푖푛푣⟨ ⟩ ∣ 푣().퐴푃 (푥)).∅
ou`
퐴푃 (푥) = if 퐶표푛푑 then J푃 ∣퐴푃 (푥)K푏푝 else 0
- <foreach>
Un e´le´ment <foreach> se´quentiel ite`re se´quentiellement l’activite´ imbrique´e exactement
푛 + 1 fois. Chaque activite´ s’exe´cute quand celle qui la pre´ce`de se termine. En ce sens sa
se´mantique est similaire a` celle de l’e´le´ment <while>.
Un e´le´ment <foreach> paralle`le est plus complexe. Toutes les instances des interactions
sont exe´cute´es simultane´ment. De manie`re informelle, 푛 + 1 copies du scope imbrique´ sont
cre´e´es et s’exe´cutent en paralle`le.
Quand l’e´le´ment <completionCondition> n’est pas spe´ciﬁe´, l’activite´ <forEach> se termine
lorsque tous ses <scope> enfants sont termine´s. Si l’e´le´ment <completionCondition> est
spe´ciﬁe´ il force la terminaison anticipe´e de certains des enfants (dans le cas paralle`le).
La condition exprime´e dans l’e´le´ment <completionCondition> est e´value´e a` chaque fois
qu’une activite´ enfant se termine et si elle est a` true, l’activite´ <forEach> se termine de
la manie`re suivante :
– Dans le cas d’un <forEach> paralle`le, toutes les activite´s encore en cours d’exe´cution doivent
se terminer par un appel au gestionnaire de terminaison, donc.
– Dans le cas d’un <forEach> se´quentiel, aucun <scope> enfant ne doit plus eˆtre instancie´,
et l’activite´ <forEach> se termine.
– Cas se´quentiel : la formalisation de ce cas est base´e sur la re´cursion et s’exprime comme
suit : J푓표푟푒푎푐ℎ푠푒푞(퐴,푛)K푏푝 = [푐푝푡← 1].if (푐푝푡 = 푛) then 푐¯푖푛푣⟨⟩ else
if 퐶표푚푝푙푒푡푖표푛퐶표푛푑푖푡푖표푛 =′ 푡푟푢푒′ then 퐴푟푟푒푡(퐴, 푦˜) else [푐푝푡← 푐푝푡+ 1].J퐴K푏푝
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ou`
퐴푟푟푒푡(퐴, 푦˜) =
∏
푧∈푆푛(퐴)
푧⟨푦˜⟩
Le canal 푐 est utilise´ pour indiquer la terminaison du processus. La fonction 퐴푟푟푒푡() indique
a` toutes les instances encore en cours d’exe´cution repre´sente´es par 푆푛(퐴) qu’elles doivent
s’arreˆter.
– Cas paralle`le : Toutes les instances sont cre´e´es et s’exe´cutent en paralle`le. A chaque fois
qu’une instance se termine, la condition sur <CompletionCondition> est e´value´e. Si elle est
a` true, toutes les instances doivent s’arreˆter.
J푓표푟푒푎푐ℎ푝푎푟(퐴,푛)K푏푝 = ∏
푧∈푆푛(퐴)
([풞, 푃 ]푐퐴퐴.푅)
ou`
– 풞 est l’ensemble de corre´lation et 푃 les instances de´ja` existantes,
– 푅 = if 퐶표푚푝푙푒푡푖표푛퐶표푛푑푖푡푖표푛 =′ 푡푟푢푒′ then 퐴푟푟푒푡(퐴, 푦˜) ,
– 퐴푟푟푒푡(퐴, 푦˜) =
∏
푧∈푆푛(퐴) 푧
푖푛푣⟨푦˜⟩
Remarque : Les e´le´ments qui font appel au me´canisme de corre´lation, seront comple´te´s au
chapitre 5 pour tenir compte de ce concept. Il s’agit des e´le´ments : e´mission synchrone et asynchrone
(<invoke>), re´ception (<receive>), re´ponse (<reply>) et choix (<pick>).
4.4.2 Du BP-calcul au 휋-calcul
Dans l’environnement de ve´riﬁcation cette transformation est tout simplement syntaxique en ce
sens qu’elle adapte la syntaxe du BP-calcul a` celle du 휋-calcul telle qu’accepte´e par l’outil HAL.
En eﬀet, les annotations et les ope´rateurs (gestionnaires, se´quence, gestionnaires) qui diﬀe´ren-
cient le BP-calcul du 휋-calcul servent a` faciliter la ge´ne´ration de code WS-BPEL et n’interviennent
Il est a` noter cependant que les annotations ne sont pas prises en conside´ration lors du processus
de ve´riﬁcation car elles n’y sont pas signiﬁcatives - elles ne sont la` que pour faciliter le choix entre
diﬀe´rents e´le´ments de WS-BPEL qui ont une se´mantique similaire.
La transformation J K est donne´e par la table 4.4.
Notez e´galement que nous n’avons pas exprime´ directement les gestionnaires (handlers) dans la
mesure ou` la se´mantique de ces constructions peut-eˆtre exprime´e a` l’aide des e´le´ments de base du
langage.
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Tableau 4.4 De la syntaxe du BP-calcul a` celle de HAL.
syntaxe BP syntaxe HAL
푐푡⟨푀⟩.푃 푐!푀.푃 (e´mission annote´e)
푐(푢).푃 푐?(푢).푃 (re´ception)
푃 ∣푄 푃 ∣푄 (composition paralle`le)
푃 ⊳푐(푀) 푄 (푥)(푃.푥!푀 ∣ 푥?(푀).푄) (composition se´quentielle)
{푛, 푃, ∅} (푛) (restriction)
푖푓 푀 = 푁 푡ℎ푒푛 푃 푒푙푠푒 푄 [푀 = 푁 ]푃 ; [푀 ∕= 푁 ]푄 (condition)
[푥˜← 푓(푀1, ...,푀푛)]푃 (e´valuation de fonction )
퐴(푥1, . . . , 푥푛) 퐴(푥1, . . . , 푥푛) (de´ﬁnition de service )
[풞 : 푃 ]푐(푥˜).퐴(푦˜) 푃 ∣푐퐴?(푥1, . . . , 푥푛).퐴(푦1, . . . , 푦푛) (instanciation)
0 nil (processus vide)
푃 +푄 푃 +푄 (choix garde´)
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4.4.3 Du WS-BPEL au pi-calcul
A partir des transformations pre´ce´dentes, nous pouvons comple´ter la liste des transformations
en introduisant la transfomation J K푝푖 qui permet de traduire des BP-processus directement en 휋-
calcul. Elle est en partie fournie par la se´mantique de Lucchi et Mazzara puis comple´te´e par la
transformation J K ∘ J K푏푝.
4.5 Correction des transformations
Apre`s avoir introduit les diﬀe´rentes transformations qui permettent la ve´riﬁcation formelle,
nous devons e´noncer et de´montrer les the´ore`mes qui attestent de leur exactitude. Ceci revient a`
e´tablir la pertinence de leur utilisation pour d’une part ve´riﬁer des spe´ciﬁcations WS-BPEL a`
partir leur e´quivalents en BP-calcul et d’autre part a` garantir que le code automatiquement ge´ne´re´
correspond exactement a` sa spe´ciﬁcation formelle. C’est ce que nous appelons l’abstraction totale
(full abstraction) des processus WS-BPEL.
Cette section est consacre´e a` apporter la preuve formelle de l’abstraction totale.
4.5.1 Abstraction totale
Pour pouvoir utiliser des model-checkers existants pour le 휋-calcul nous devons prouver que pour
tout BP-processus qui ve´riﬁe une formule de la BP-logique, son imple´mentation dans le 휋-calcul
ve´riﬁera la meˆme formule dans la 휋-logique. Pour cela nous introduisons la notion de correction des
transformations.
La correction doit garantir que chaque re´duction dans le compilateur du BP-calcul (repre´sentantJ K푏푝푒푙 ) correspond a` une re´duction valide dans WS-BPEL. Il en va de meˆme pour chaque re´duction
dans le compilateur WS-BPEL vers le 휋-calcul (repre´sentant J K푝푖 ).
Finalement, nous pourrons en de´duire la correction de J K qui peut-eˆtre garantie en e´tablissant
qu’elle pre´serve a` la fois les proprie´te´s souhaitables du syste`me et la congruence.
Pre´servation des proprie´te´s
Nous de´montrons le The´ore`me suivant qui permet de certiﬁer que toute proprie´te´ exprime´e dans
la BP-logique, peut eˆtre ve´riﬁe´e dans la 휋-logique.
The´ore`me 4.5.1 Soient ℒ la 휋-logique, ℒ푏푝 la BP-logique,J K푏푝푒푙 la transformation du BP-calcul
vers WS-BPEL, J K푝푖 la transformation de WS-BPEL vers le 휋-calcul, et soit ﬁnalement, 푃 un
processus bien forme´ du BP-calcul. Alors :
∀ 휙 ∈ ℒ푏푝, 푃 ∣= 휙 ⇒ JJ푃 K푏푝푒푙K푝푖 ∣= 풯 (휙)
ou` 풯 (휙) est la transforme´e de la BP-formule 휙 dans la 휋-logique.
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Pour les besoins de la preuve, nous utilisons la syntaxe abstraite pour WS-BPEL de´ja` introduite
dans la section 4.4. Dans la suite, et pour simpliﬁer les notations, nous de´noterons par 푃푝푖 le
processus JJ푃 K푏푝푒푙K푝푖.
Preuve: La preuve s’appuie sur l’ade´quation de la BP-logique par rapport a` la congruence ∼퐵푃
(voir Section 3.6.1) et de la 휋-logique par rapport a` la bisimulation
.∼ (voir Section 2.6.3). Ceci
nous permet de nous limiter a` de´montrer que les processus sont e´quivalents dans leurs domaines
respectifs, pour certiﬁer qu’ils ve´riﬁent les meˆmes proprie´te´s.
La preuve de l’e´quivalence est obtenue par induction sur tous les termes du BP-calcul.
E´le´ments de base du calcul Nous commenc¸ons par traiter les cas des e´missions et des
re´ceptions.
- Re´ception : Soit 푃 = 푥(˜푖), alors J푃 K푏푝푒푙 est 푟푒푐푒푖푣푒(푥, 푖˜), et 푃푝푖 = 푥(˜푖). La bisimulation se
prouve aise´ment puisque si 푖˜ = {푖1, 푖2, ... , 푖푛}, alors 푖1 contient le nom du lien partenaire
(partner link) et l’information transmise est contenue dans 푖2, ... , 푖푛.
Notons cependant que les me´canismes de corre´lation ne sont pas pris en conside´ration dans
cette section, mais seront e´tudie´s spe´ciﬁquement lors de traitement du cas de l’ope´rateur de
cre´ation d’instance.
- E´mission : Le langage WS-BPEL fait la distinction entre les invocation asynchrones et syn-
chrones. Ces dernie`res ne´cessitant une re´ponse par l’interme´diaire de l’e´le´ment <reply>. Nous
tenons compte de cela dans le BP-calcul en introduisant des annotations sur l’ope´rateur d’e´mis-
sion.
– Invocation asynchrone :
Soit 푃 = 푥푖푛푣 ⟨표˜⟩, alors J푃 K푏푝푒푙 est 푖푛푣표푘푒(푥, 표˜), et 푃푝푖 = 푥 ⟨표˜⟩
Le nom du partnerLink est 푖1. Les autres informations telles que le roˆle du partenaire ou
les informations de corre´lation sont porte´es par 푖2, ... , 푖푛 et sont extraites par les fonctions
approprie´es (voir Abouzaid et Mullins (2008)).
– Invocation synchrone : Pour diﬀe´rencier cet e´le´ment de son homologue asynchrone, nous
pouvons lui accoler l’annotation 푠푖푛푣.
Soit 푃 = 푥푠푖푛푣
〈˜
푖, 표˜
〉
, J푃 K푏푝푒푙 est lors 푖푛푣표푘푒(푥, 푖˜, 표˜), et J푃 K푝푖 = 푥푠푖푛푣 〈˜푖, 표˜〉.
- Reply : Le comportement de cet e´le´ment est identique a` celui de l’invocation asynchrone.
- Composition paralle`le : Conside´rons le processus 푃 = 푄1∣푄2, J푃 K푏푝푒푙 est alors 푓푙표푤(푄1, 푄2),
et 푃푝푖 = 푄1∣푄2.
Notons que dans ce cas, 푃✓ ⇔ 푄1✓ et 푄2✓ ce qui est exactement le comportement souhaite´
pour l’e´le´ment <flow>.
- Composition Se´quentielle : Conside´rons le processus 푃 = 푄1 ⊳푐(푀) 푄2.J푃 K푏푝푒푙 est alors 푠푒푞푢푒푛푐푒(푄1, 푄2).
L’e´le´ment sequence du WS-BPEL (푠푒푞푢푒푛푐푒(푄1, 푄2,푀)) exprime le fait que 푄2 s’exe´cute
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apre`s que 푄1 soit termine´ et que 푄2 peut recevoir un message 푀 de 푄1 qui porte des infor-
mations de liaison pour les noms libres de 푄2. La se´mantique de cet e´le´ment est donne´e par
{푥, (푃.푥 ⟨푀⟩ ∣ 푥(푀).푄), ∅}. Les re`gle de congruence de la Table 3.2 nous permettent d’e´tablir
que son comportement est identique a` celui de ⊳푀 dans le BP-calcul.
- Traitement se´lectif des e´ve`nements (Choix) : soit 푃 = 푥1(˜푖1)푄1 + 푥2(˜푖2)푄2.J푃 K푏푝푒푙 est alors 푝푖푐푘((푥1, 푖˜1, 푄1), (푥2, 푖˜2, 푄2) et 푃푝푖 = 푥1(˜푖1)푄1 + 푥2(˜푖2)푄2.
L’ope´rateur de choix garde´ par des re´ceptions du BP-calcul a e´te´ introduit pour correspondre a`
l’e´le´ment <Pick> de WS-BPEL. Ils ont la meˆme se´mantique. Les e´ve`nements sont repre´sente´s
par des re´ceptions sur les canaux 푥푖.
- Conditionnelle : Les ope´rateurs de condition ( 푖푓(푥 = 푦) 푡ℎ푒푛 푃 푒푙푠푒 푄) du BP-calcul et du
휋-calcul sont identiques.
Cre´ation d’instances et scopes Ces deux ope´rateurs sont complexes et ne´cessitent plus
d’attention.
- Cre´ation d’instances : Soit 푃 = [풞 : 푃 ]푐(푥˜).퐴(푦˜). Alors, J푃 K푏푝푒푙 est une re´ception avec l’attribut
createInstance mis a` true. J푃 K푏푝푒푙 = 푟푒푐푒푖푣푒(푥, 푖˜) avec un parame`tre spe´ciﬁque, disons 푖2
mis a` ’yes’. Deux cas sont a` conside´rer lors de la re´ception d’une valeur sur le canal 푥 :
– L’ensemble de corre´lation 풞 n’est pas initialise´ et une instance doit eˆtre cre´e´e qui s’exe´cutera
en paralle`le avec le instances de´ja` existantes.
[풞 : 푃 ]푐(푥˜).퐴(푦˜) 푐(푥˜)→ [풞, [푧˜ ← 푢˜] : 푃 ∣퐴(푢˜)]푐(푥˜).퐴(푦˜)
Par construction, nous avons : 푃 = [풞 : 푃 ]푐(푥˜).퐴(푦˜) ∼퐵푃 JJ퐴K푏푝푒푙K푝푖 puisque
푃 ∼퐵푃 JJ푃 K푏푝푒푙K푝푖 pour tout processus bien forme´ 푃 qui n’inclut pas d’ope´rateur de
cre´ation d’instance. Ajouter une nouvelle instance de 퐴 aux instances existantes pre´serve
l’e´quivalence.
– L’ensemble de corre´lation 풞 est de´ja` initialise´ et dans ce cas aucune nouvelle instance n’est
cre´e´e. Seules les instances existantes qui ont e´te´ re´fe´rence´es re´pondront a` l’invocation. Donc
l’e´quivalence est trivialement ve´riﬁe´e.
- Scopes et restriction :
soit 푆 = {푥˜, 푃,퐻} un scope. Alors,
J푆K푏푝푒푙 = 푠푐표푝푒(푥˜, 푃,퐻)
et
푃푝푖 = {푥, (푃 ∣
∏
푖
푊푖(푃푖1 , ⋅ ⋅ ⋅ , 푃푖푛푖)), ∅}
La syntaxe de´taille´e de tous les gestionnaires a e´te´ pre´sente´e dans la Section 3.3.2 du Chapitre
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3. Nous supposons cependant que :
– Le gestionnaire d’erreurs est de´clenche´ par une re´ception sur les canaux spe´ciﬁques 푓푖, 푖 ∈ 퐼,
– Le gestionnaire d’e´ve`nements est de´clenche´ par une re´ception sur les canaux spe´ciﬁques
푒푖 푖 ∈ 퐽 ,
– Les canaux 푓푖 et 푒푖 sont respectivement restreints aux gestionnaires d’erreurs et d’e´ve`ne-
ments.
Nous prouvons que 푆 ∼퐵푃 JJ푆K푏푝푒푙K푝푖 par induction sur les termes du BP-calcul. 푆 est la
composition paralle`le de 푃 et de chacun des gestionnaires dans 퐻. Trois cas sont conside´re´s :
– aucune erreur ou e´ve`nement ne se produit (pas d’e´mission sur les canaux 푓푖 et 푒푖). Dans
ce cas, 푆 se comporte comme son activite´ principale, suivie du gestionnaire de terminaison
(푃 ⊳ 푇퐻). Si on suppose que ni 푃 ni 푃푝푖 ne contiennent de scope, on a 푃 ∼퐵푃 푃푝푖, par
induction, et donc 푆 ∼퐵푃 JJ푆K푏푝푒푙K푝푖.
– Une erreur se produit repre´sente´e par une re´ception sur le canal 푓푖. Dans ce cas, 푆 se
comporte comme l’activite´ associe´e a` cette erreur dans le gestionnaire d’erreurs 퐹퐻. Encore
une fois et par induction, 퐹퐻 ∼퐵푃 JJ퐹퐻K푏푝푒푙K푝푖 et donc 푆 ∼퐵푃 JJ푆K푏푝푒푙K푝푖.
– Un e´ve`nement se produit repre´sente´ par une re´ception sur le canal 푒푖, et dans ce cas, 푆 se
comporte comme l’activite´ associe´e a` l’e´ve`nement, suivie par le gestionnaire de terminaison
( 퐸퐻 ⊳ 푇퐻). On retombe dans les cas pre´ce´dents.
- Boucles : Les boucles ont e´te´ introduites dans la section 8 du chapitre 2. La preuve de la
correction de la transformation est comme suit :
– while : Soit 푃 = 푖푓 푐표푛푑 푡ℎ푒푛 푃 푒푙푠푒 0. Ceci est une de´ﬁnition re´cursive du processus 푃
qui boucle. Dans ce cas, J푃 K푏푝푒푙 = 푤ℎ푖푙푒(푐표푛푑, 푃 ) et JJ푃 K푏푝푒푙K푝푖 = if 푐표푛푑 then 푃 else 0.
– repeat until : Ce cas est similaire au pre´ce´dent. Si J푃 K푏푝푒푙 = 푟푒푝푒푎푡푢푛푡푖푙(푐표푛푑,퐴),
alors JJ푃 K푏푝푒푙K푝푖 = 푃 ⊳ if 푐표푛푑 then 푃 else 0.
– Traitement de branches multiples (foreach) : l’activite´ <forEach> exe´cute l’activite´ contenue
dans son <scope> exactement 푛+1 fois ou` 푛 est e´gal a` la diﬀe´rence entre deux entiers donne´s,
start et end repre´sentant le de´but et la ﬁn de l’ite´ration. L’activite´ contenue est un scope et
l’exe´cution de ses 푛+ 1 ite´rations est paralle`le ou se´quentielle de´pendamment de l’attribut
parallel. Cet e´le´ment a e´te´ formalise´ soit comme la composition paralle`le, soit comme la
composition se´quentielle de son scope. Le re´sultat recherche´ se de´duit par induction sur le
scope et les compositions.
Remarque : les re´sultats pre´ce´dents sont ve´riﬁe´s car les processus sont bien forme´s (au sens de la
de´ﬁnition 4.3.1), ce qui assure que les proble`mes de liaison sont restreints aux scopes.
Notamment, l’e´quivalence comportementale dans un scope est obtenue parce que les variables
sont restreintes a` leur scope conforme´ment aux re`gles 4 et 5 de la de´ﬁnition et ne peuvent induire
d’interfe´rence avec des processus externes.
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Pre´servation de la congruence
Une conse´quence du The´ore`me 4.5.1 concernant J K est son abstraction totale par rapport a`
∼퐵푃 . Ceci signiﬁe que si deux BP-processus sont congruents, alors leur transformations respectives
en 휋-calcul sont aussi congruentes.
Nous pouvons e´noncer maintenant le corollaire suivant qui atteste de l’abstraction totale de J K :
Corollaire 4.5.1
Soient 푃 et 푄 deux BP-processus, alors 푃 ∼퐵푃 푄 ssi J푃 K .∼ J푄K
En d’autres termes : J K푝푖 ∘ J K푏푝푒푙 pre´serve la congruence. Ce re´sultat est imme´diatement de´duit
du The´ore`me 4.5.1 et de l’ade´quation de la BP-logique et de la 휋-logique avec respectivement ∼퐵푃
() et
.∼.
Notons qu’il est aussi possible de de´montrer directement le meˆme re´sultat par induction sur les
ope´rateurs du BP-calcul en prouvant que la congruence est pre´serve´e par chacun des ope´rateurs.
Une conse´quence importante est que e´tant donne´ un BP-processus 푃 et une BP-formule 휙, J K푏푝푒푙
peut eˆtre utilise´e comme un ge´ne´rateur correct de code WS-BPEL. En eﬀet, le comportement du
processus WS-BPEL J푃 K푏푝푒푙 est JJ푃 K푏푝푒푙K푝푖 et par conse´quent :
푃 ∣= 휙 ssi JJ푃 K푏푝푒푙K푝푖 ∣= 풯 (휙).
4.5.2 Commutation
Le the´ore`me 4.5.1 et son corollaire 4.5.1 permettent de de´ﬁnir un cadre ade´quat pour la ge´ne´ra-
tion automatique de code WS-BPEL a` partir de spe´ciﬁcations en BP-calcul pre´alablement ve´riﬁe´es
de manie`re formelle. Le proble`me peut eˆtre ainsi formule´ :
On note ℙ푏푝,ℙ푏푝푒푙 et ℙ푝푖 les ensembles de BP-processus, des processus WS-BPEL et des 휋-
processus respectivement.
Dans les section pre´ce´dentes nous avons pre´sente´ un encodage J K푝푖 de WS-BPEL en 휋-calcul
qui reprend l’encodage introduit par Lucchi et Mazzara (2007) que nous avons comple´te´.
Nous avons aussi pre´sente´ un encodage J K푏푝푒푙 du BP-calcul vers WS-BPEL.
De ce fait, J K = J K푝푖 ∘ J K푏푝푒푙 de´ﬁnit un encodage du BP-calcul vers le 휋-calcul ce qui permet au
diagramme de la Figure 4.2 de commuter.
La conse´quence importante de ce re´sultat est la possibilite´ d’utiliser les outils existants de model-
checking pour ve´riﬁer des spe´ciﬁcations en BP-calcul, ou de reprendre des spe´ciﬁcations WS-BPEL
de´ja` existantes qui pourront auparavant eˆtre traduites en BP-calcul.
Une fois la correction des spe´ciﬁcations e´tablie, via la ve´riﬁcation des proprie´te´s souhaite´es,
l’encodage J K푏푝푒푙 permettra de ge´ne´rer du code WS-BPEL certiﬁe´.
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Figure 4.2 Diagramme de Commutation.
Ce re´sultat e´tant e´tabli, une conse´quence importante est que nous pouvons aﬃrmer que la ve´ri-
ﬁcation des proprie´te´s d’un syste`me sur sa spe´ciﬁcation formelle permet de garantir qu’elles seront
e´galement ve´riﬁe´es sur la spe´ciﬁcation dans le langage WS-BPEL qui sera ge´ne´re´e automatiquement
a` partir du syste`me formel initial.
Nous pouvons donc, et dans le but de comple´ter l’exemple de la section 3.7 du chapitre 3 concer-
nant les ordres d’achat d’actions, proce´der a` l’e´nonce´ et a` la ve´riﬁcation des proprie´te´s souhaitables
pour ce syste`me, puis a` la ge´ne´ration du code WS-BPEL qui lui correspond.
4.6 Ve´riﬁcation et de ge´ne´ration de code pour le service d’actions
Apre`s avoir introduit les diﬀe´rentes transformations qui permettent de ve´riﬁer des BP-processus
en utilisant l’outil HAL, nous sommes en mesure d’e´noncer quelques exemples de proprie´te´s souhai-
tables pour l’exemple du Chapitre 3, Section 3.7 puis de ge´ne´rer son code WS-BPEL.
4.6.1 Spe´ciﬁcation des requis
Comme illustration de l’utilisation de la BP-logique, nous pre´sentons dans cette section la
spe´ciﬁcation formelle de quelques proprie´te´s temporelles de´sirables pour notre exemple. Cependant,
pour re´aliser cette ve´riﬁcation sur l’outil HAL, il est ne´cessaire de traduire les proprie´te´s exprime´es
dans la BP-logique en une syntaxe adapte´e a` l’outil HAL (voir Chapitre 7, Section 7.4 pour plus de
de´tails).
Nous avons soumis toutes les proprie´te´s au model-checker HAL, et nous en avons tire´ les conclu-
sions qui sont e´nume´re´es ci-apre`s au fur et a` mesure du de´ploiement des proprie´te´s.
Re´activite´ (responsiveness) La proprie´te´ indiquant que chaque fois que le Client envoie un
ordre de vente, il obtiendra un plan de vente apre`s un temps ﬁni, et chaque fois qu’un client
accepte un plan de vente, et l’ordre est approuve´ par le service de Surveillance, il recevra un accuse´
de re´ception, est une proprie´te´ de re´activite´. Cette proprie´te´ peut eˆtre formalise´e par la formule
suivante :
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휙1 & 휙2 ou :
휙1 = 퐴퐺({푠(푞푡푦)}퐸퐹 ({푝¯⟨푝푙푎푛⟩}푡푟푢푒))
휙2 = 퐴퐺(({푎(표푘){푏(표푘)})퐸퐹 ({푟¯⟨푟푒푐푒푖푝푡⟩}푡푟푢푒))
Exprime´e dans la syntaxe HAL 1, cela donne :
define response1 = AG([s ?qty]EF([p !plan]true))
define response2 = AG([a ?ok]EF([r !receipt]true))
define response3 = AG([b ?ok]EF([r !receipt]true))
La proprie´te´ a e´te´ valide´e sur le mode`le par l’outil HAL.
Disponibilite´ La proprie´te´ indiquant que dans chaque e´tat le service de Courtage (Broker) peut
accepter une demande est une proprie´te´ de disponibilite´. Cela peut eˆtre exprime´ par la formule
suivante :
퐴퐺({푠(푞푡푦)}푡푟푢푒)
Cette proprie´te´ se traduit ainsi dans la syntaxe HAL :
define available = AG([s ?qty]true)
La proprie´te´ a e´te´ valide´e sur le mode`le par l’outil HAL.
Cependant une autre formulation est possible qui utilise le pre´dicat de terminaison :
퐴퐺({퐵푟표푘푒푟✓}푓푎푙푠푒)
qui signiﬁe que le service du Broker ne se termine jamais.
Fiabilite´ La proprie´te´ indiquant que la re´ception d’une livraison est garantie a` chaque fois qu’un
plan de vente a e´te´ envoye´ est une proprie´te´ de la ﬁabilite´. Cela peut eˆtre exprime´ par la formule
suivante :
퐴퐺({푠(푞푡푦)}퐸퐹{푝¯⟨푝푙푎푛⟩}푡푟푢푒)
Cette proprie´te´ a e´galement e´te´ valide´e sur le mode`le par l’outil HAL.
E´quite´ La proprie´te´ indiquant que si un client envoie un nombre inﬁni d’ordres de vente, il recevra
un nombre inﬁni de plans de vente et des rec¸us, est une proprie´te´ d’e´quite´. Cela peut eˆtre exprime´
par la formule suivante :
휙1 ∨ 퐴퐺(휓1 & 휓2) ou :
1. voir annexe B pour le de´tail de la syntaxe
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휙1 = ∼ 퐴퐺(퐸퐹{푠()}푡푟푢푒)
휓2 = 퐸퐹 ({푟¯⟨푟푒푐푒푖푝푡⟩}푡푟푢푒
휓2 = 퐸퐹 ({푝¯⟨푝푙푎푛⟩}푡푟푢푒
Sa syntaxe HAL est :
define fairness1 = AG(EF[s ?*]true) | (AG( EF<r !receipt>true & EF <p !plan>true )
)
Cette proprie´te´ a e´galement e´te´ valide´e sur le mode`le par l’outil HAL.
Se´curite´ (Safety) Voici deux exemples de proprie´te´s de se´curite´ applicables au cas du marche´
des capitaux.
Par exemple, la proprie´te´ qui indique qu’un rec¸u ne doit jamais eˆtre envoye´ avant qu’il n’ait e´te´
approuve´ par le service de Surveillance est une proprie´te´ de se´curite´. Cela peut eˆtre exprime´ par la
formule suivante :
∼ 퐸퐹 (∼ 퐸퐹 ({푏¯⟨표푘⟩}푡푟푢푒 & {푟()}푡푟푢푒)
La syntaxe HAL de cette proprie´te´ est donc :
define safety1 = EF( <b !ok>true & [r ?*]true)
Cette proprie´te´ a e´te´ invalide´e ; ce qui est acceptable, car un accuse´ de re´ception est envoye´
uniquement si la de´cision est favorable.
Le deuxie`me exemple indique qu’une approbation ne doit jamais eˆtre envoye´e au client avant
qu’il n’ait rec¸u un plan de vente. Cela peut eˆtre exprime´ par la formule suivante :
∼ 퐸퐹 ({푝¯⟨푝푙푎푛⟩} ∼ 푡푟푢푒 & {푎(표푘)}푡푟푢푒)
Cette proprie´te´ se traduit ainsi dans la syntaxe HAL :
define safety2 = EF(<p !plan>false & [a ?ok]true)
Cette proprie´te´ a e´galement e´te´ valide´e sur le mode`le par l’outil HAL.
Vivacite´ Un exemple d’une proprie´te´ de vivacite´ pertinente au cas d’utilisation du marche´ d’ac-
tion est le suivant : le syste`me exe´cutera l’action 푡⟨표푟푑푒푟⟩ (ve´riﬁcation de l’ordre d’achat) chaque
fois qu’il aura exe´cute´ l’action 푎⟨표푘⟩ (approbation). Cela peut eˆtre exprime´ par la formule suivante :
퐴퐺({푎¯⟨표푘⟩})퐸퐹 ({푡¯⟨표푟푑푒푟⟩}푡푟푢푒)
Cette proprie´te´ a e´galement e´te´ valide´e sur le mode`le par l’outil HAL.
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Proprie´te´s de tole´rance aux pannes
Les pannes sont mode´lise´es directement par les actions des processus eux-meˆmes. Pour chaque
action de panne, le mode de de´faillance relative est e´galement spe´ciﬁe´. Par exemple, une de´faillance
dans un e´tat du processus e´tend le comportement du syste`me en permettant a` cette de´faillance de
se produire dans cet e´tat. Plus pre´cise´ment, une erreur est lance´e sur le canal 푡ℎ푟표푤 et capture´e par
le gestionnaire d’erreurs. La survenance d’erreurs est incluse dans la spe´ciﬁcation du processus
en de´ﬁnissant les hypothe`se pertinentes pour cette erreur. Cela permet d’e´tudier le comportement
du syste`me tole´rant au pannes sous diﬀe´rents sce´narios d’erreurs. Voila` ci-apre`s, quelques exemples
de proprie´te´s pertinentes pour le comportement du syste`me de marche´ des actions :
1. Le courtier apre`s avoir e´mis un signal d’erreurs sur le canal 푓푖, 푖 ∈ {푏푏, 푒푑, 푎푠푑}, invoquera
le gestionnaire d’erreurs et sera averti sur le canal 푟 que le gestionnaire a ﬁni :
퐴퐺({푓¯푏푏⟨⟩} ∼ 푡푟푢푒 & { ¯푓푒푠푑⟨⟩} ∼ 푡푟푢푒 & { ¯푓푎푠푑⟨⟩} ∼ 푡푟푢푒 ∨ 퐸퐹{푟¯⟨⟩} ∼ 푡푟푢푒)
2. Apre`s avoir e´te´ active´ par l’interme´diaire du canal 푒푓ℎ le gestionnaire d’erreurs sera ine´vita-
blement de´sactive´ par l’interme´diaire du canal 푑푖푠푓ℎ :
퐴퐺({푒푛ℎ()} ∼ 푡푟푢푒 ∣ 퐸퐹{푑푒ℎ()}푡푟푢푒)
La spe´ciﬁcation du cas d’e´tude a e´te´ re´alise´e en tirant partie de toutes les facilite´s oﬀertes par le
BP-calcul. Elle a ensuite e´te´ ve´riﬁe´e en commenc¸ant d’abord par une spe´ciﬁcation en BP-logique des
proprie´te´s de´sirables, puis leur ve´riﬁcation dans l’outil HAL. L’introduction d’un scope au mode`le
a implique´ une plus grande complexite´. La ge´ne´ration de l’automate par HAL pour le mode`le sans
scope a e´te´ re´alise´e en moins d’une demi-seconde et a abouti a` un automate de six e´tats. Alors
que le mode`le du courtier avec un scope, qui n’est qu’une partie de l’ensemble du mode`le, a ge´ne´re´
un automate avec plus de 1000 e´tats en plus de 600 secondes. Ceci illustre le fait que le langage
WS-BPEL est tre`s puissant mais sa ve´riﬁcation formelle n’est pas une taˆche facile quand elle est
applique´e a` des cas lourds.
4.6.2 Ge´ne´ration de code WS-BPEL de l’exemple
Apre`s avoir formellement spe´ciﬁe´ l’exemple, nous avons prouve´ que certaines proprie´te´s de´si-
rables sont ve´riﬁe´es et donc que le mode`le est acceptable.
Nous pouvons donc proce´der a` la ge´ne´ration de code WS-BPEL pour le service de Courtage, ce
qui constituera une illustration de l’utilisation de la transformation
De la de´ﬁnition : 퐵푟표푘푒푟 := {푢˜, 퐵, 퐻} nous de´duisons la structure suivante pour le scope :
<process name="Broker">
<scope>
<faultHandlers/>
<eventHandlers/>
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<sequence> Activity </sequence>
</scope></process>
Le code ge´ne´re´ pour le gestionnaire d’erreurs est comme suit :
<faultHandlers>
<catch faultName="BrokerBusy"
faultVariable="Fault">
<sequence> <assign> <copy>
<from exp="string(’BrokerBusy’)"/>
<to variable="Fault" part="error"/>
</copy></assign>
<invoke partnerLink="Market"
operation="SellingFault"
inputVariable="Fault"/>
</sequence>
</catch>
<catch faultName="ExchangeServiceDown"> ....
<catch faultName="AnalyticServiceDown"> .....
<faultHandlers>
De la meˆme manie`re, le code pour le gestionnaire d’e´ve`nements est :
<eventHandlers>
<onAlarm for="Timeout"
<throw faultName="Timeout" faultVariable="Fault" />
</onAlarm>
</eventHandlers>
Finalement, un squelette pour le code de l’activite´ principale du scope s’obtient comme suit :
<sequence>
<receive partner="Customer" operation ="s"
variable = "qty" />
<invoke partner="AS" operation ="q"
InputVariable = "qty" />
<if><condition decision = "ok" />
<invoke partner="ES" operation ="o" InputVariable = "order" />
</if>
</sequence>
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4.7 Conclusion
Nous avons pre´sente´ dans ce chapitre les diﬀe´rentes transformations qui sont a` la base la plate-
forme de ve´riﬁcation que nous nous proposons de construire et qui est de´taille´e au Chapitre 7. Ces
transformations permettent de ge´ne´rer une spe´ciﬁcation en 휋-calcul a` partir de processus e´crits dans
le langage WS-BPEL dans le but d’en ve´riﬁer certaines proprie´te´s souhaitables. Elles permettent
aussi de ge´ne´rer du code WS-BPEL a` partir de spe´ciﬁcations e´crites en BP-calcul et ve´riﬁe´es dans
la BP-logique.
Nous avons aussi e´tabli les fondements the´oriques de ces transformations. C’est ainsi que nous
avons prouve´ que la transformation du BP-calcul vers WS-BPEL (J K푏푝푒푙) et de celle de WS-BPEL
vers le 휋-calcul (J K푝푖) sont correctes et comple`tes. Nous en de´duisons que leur composition note´e J K
pre´serve l’e´quivalence base´e sur la 휋-logique et fournit donc le fondement the´orique de la ve´riﬁcation
des spe´ciﬁcations e´crites en BP-calcul, permettant ainsi d’utiliser les model-checkers existants pour
le 휋-calcul.
De meˆme, la transformation J K푏푝푒푙 est utilise´e comme ge´ne´rateur de code WS-BPEL correct,
au sens qu’il ve´riﬁe les meˆmes proprie´te´s souhaitables que celles exprime´es pour sa spe´ciﬁcation
formelle. Nous nous sommes eﬀorce´s de rendre ces transformations les plus comple`tes possibles en
traitant tous les aspects des diﬀe´rents langages concerne´s.
4.7.1 Travaux relie´s
La plupart des travaux qui ont pour de fournir une se´mantique formelle au langage WS-BPEL
fournissent une transformation de processus WS-BPEL vers le formalisme choisi, mais rares sont
ceux qui e´voquent la possibilite´ de faire le chemin inverse en vue de ge´ne´rer du code WS-BPEL
correct.
Le premier travail, a` notre connaissance, qui invoque un double-mapping entre WS-BPEL et une
alge`bre de processus (en l’occurrence LOTOS) est Ferrara (2004). Cependant l’approche de l’auteur
est tre`s incomple`te et ne fournit pas de me´thodologie pour une ge´ne´ration comple`te de processus WS-
BPEL a` partir de LOTOS. De meˆme aucune preuve de la correction des transformations propose´es
n’est fournie.
Un travail plus approfondi est pre´sente´ dans Verbeek et van der Aalst (2005) et van der Aalst
et Lassen (2006) base´ sur les re´seaux de Petri. Ce travail a donne´ lieu au de´veloppement d’un outil
de ve´riﬁcation et de ge´ne´ration de processus WS-BPEL, l’outil WorkflowNet2BPEL4WS. Cependant
a` cause des diﬃculte´s inhe´rentes a` la mode´lisation par les re´seaux de Petri et notamment l’absence
de compositionnalite´, l’algorithme utilise´ est complexe, alors que l’algorithme de transformation
que nous pre´sentons a` la section 4.3.1 est assez simple. Ceci a e´te´ rendu possible graˆce a` l’utilisa-
tion des alge`bres de processus et parce que la transformation est supporte´e par la grammaire du
BP-calcul. Ainsi pour re´aliser la meˆme transformation, les auteurs dans van der Aalst et Lassen
(2006) sont contraints de de´velopper un algorithme complexe de reconnaissance des e´le´ments pour
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la transformation de re´seaux de Petri pour le Workﬂow (WF-nets) vers le langage WS-BPEL. Cet
algorithme doit reconnaˆıtre se´pare´ment chaque e´le´ment du re´seau, puis l’annoter et enﬁn le traduire
dans son e´quivalent WS-BPEL. Cette de´marche est beaucoup plus complexe que celle base´e sur
les alge`bres de processus. Ceci fait que tous les e´le´ments du langage ne sont pas pris en compte et
notamment les gestionnaires et la corre´lation. C’est une importante limitation de l’outil Workflow-
Net2BPEL4WS, e´tant donne´ l’importance de ces me´canismes pour le langage WS-BPEL. De plus,
aucune preuve the´orique de la correction des transformations n’est e´tablie car il ne disposent pas
d’une se´mantique ’ge´rable’ du langage WS-BPEL. Cependant cet outil a permis l’imple´mentation
de nombreuses e´tudes de cas.
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CHAPITRE 5
Me´canismes de corre´lation
5.1 Introduction
Les me´canismes de corre´lation sont un concept fondamental pour les langages d’orchestration
des Services Web. Ils expriment le moyen par lequel plusieurs instances du meˆme service peuvent
s’exe´cuter simultane´ment. Ils garantissent l’unicite´ des instances de services en e´vitant que deux
instances diﬀe´rentes rec¸oivent un message contenant les meˆmes informations de corre´lation.
Dans ce chapitre nous e´tudions en de´tail l’ope´rateur de cre´ation de processus introduit au
chapitre pre´ce´dent et qui est a` la base de la gestion de la corre´lation.
5.1.1 Contributions
Dans ce chapitre nous apportons les contributions suivantes a` l’e´tude du me´canisme de corre´la-
tion.
- Nous comple´tons la de´ﬁnition de la se´mantique en 휋-calcul pour les ope´rateurs dont le traite-
ment induit l’usage de la corre´lation, c’est a` dire les activite´s <invoke>, <receive>, <reply>,
<pick> et le gestionnaire d’e´ve`nements.
- Puis nous e´tudions certaines proprie´te´s de ce mode`le. C’est ainsi que nous de´ﬁnissons la
notion d’instances bien forme´es qui permettent le bon de´roulement, sans blocage notamment,
des activite´s corre´le´es. La proposition 5.3.1 permet d’aﬃrmer que toute transition pre´serve le
caracte`re bien forme´ d’une instance. La proposition 5.3.2 permet de garantir qu’une mise a`
jour d’un processus reste locale a` son scope. Finalement, la proposition 5.3.3 permet d’aﬃrmer
que seule une aﬀectation errone´e d’une corre´lation peut conduire a` un blocage du syste`me.
- Nous e´tendons ensuite l’exemple de la Section 3.7 du chapitre 3 sur le marche´ d’actions par
l’introduction des me´canismes de corre´lation,
- Dans la deuxie`me partie de ce chapitre, nous pre´sentons la manie`re dont le BP-calcul permet
d’exprimer de nombreux de patrons (patterns) de corre´lation dont certains sont supporte´s
par WS-BPEL, et d’autres qui ne le sont pas et sont autant de suggestions d’ame´liorations
au langage. Ces patrons sont aussi utiles pour une meilleure compre´hension du concept de
corre´lation.
5.1.2 Organisation du chapitre
Le traitement des me´canismes de corre´lation par WS-BPEL est pre´sente´ a` la Section 5.2. Dans
la Section 5.3 nous pre´sentons la se´mantique des e´le´ments du langage WS-BPEL qui font appel a` la
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corre´lation et nous e´tudions les proprie´te´s du mode`le propose´. Finalement, la Section 5.4 pre´sente
et discute de diﬀe´rents patrons pour ces me´canismes.
5.2 Les me´canismes de corre´lation et BPEL
L’une des exigences fondamentales pour l’e´change d’informations via des Services Web est la
capacite´ a` assurer la persistance du contexte et l’e´tat a` travers la de´livrance de plusieurs messages.
Un environnement (framework) oriente´ services et de´die´ a` la communication est fondamentalement
faiblement couple´. De ce fait, il n’existe aucun me´canisme intrinse`que qui permet d’associer, entre
eux, les messages e´change´s dans un contexte commun ou dans le cadre d’une activite´ commune.
Meˆme l’exe´cution d’un simple e´change base´ sur le mode`le requeˆte-re´ponse ne fournit pas de moyen
inte´gre´ pour associer automatiquement le message de re´ponse a` la demande initiale. Or, un aspect
cle´ des processus me´tiers, est que leur taˆche globale est divise´e en diﬀe´rentes sessions (appele´es
instances de service), chacune e´tant responsable de l’exploitation d’un service distinct ou travaille
pour chacun des clients. Par conse´quent, les instances de service doivent eˆtre capables de garder
l’e´tat (stateful).
La corre´lation permet de re´soudre ce proble`me en imposant que les messages corre´le´s contiennent
une valeur commune que les services puissent identiﬁer aﬁn d’e´tablir leur relation mutuelle, ou avec
la taˆche commune a` laquelle ils participent. Les spe´ciﬁcations qui permettent la re´alisation de ce
concept simple, fournissent diﬀe´rentes manie`res de l’imple´menter. Dans la section suivante nous
expliquons ce qu’est la corre´lation et nous pre´sentons la manie`re dont WS-BPEL la met en œuvre.
5.2.1 De´ﬁnir la corre´lation en WS-BPEL.
Dans WS-BPEL, une activite´ de re´ception (<receive>) peut eˆtre de´ﬁnie de telle sorte que la
re´ception d’un message cre´e une nouvelle instance du processus recevant. Des re`gles de corre´lation
peuvent eˆtre de´ﬁnies aﬁn de corre´ler les messages avec l’instance ade´quate d’un processus. Les
donne´es de corre´lation sont alors un ensemble de donne´es d’entre´e qui permettent au service de
corre´ler une invocation spe´ciﬁque a` un e´tat spe´ciﬁque du service de´ﬁnissant ainsi un ensemble de
corre´lation. Ceux-ci sont alors utilise´s pour identiﬁer les interactions qui sont pertinentes a` une
instance de processus donne´ ; chaque ensemble de corre´lation est un ensemble de proprie´te´s, qui
sont des alias pour des parties de messages. Les ensembles de corre´lation sont instancie´s lors de
l’initialisation du scope contenant le processus.
Quand un message est envoye´, un champ lie´ a` une proprie´te´ est automatiquement cre´e´ pour
associer la valeur la proprie´te´. Ainsi, un message n’est rec¸u par une instance de processus que si le
champ lie´ a` une proprie´te´ contient la valeur qui lui est associe´e. Ce me´canisme garantit que tous
les messages envoye´s et rec¸us par une instance de processus seront lie´s par la valeur initialement
attribue´e a` la proprie´te´.
Dans un environnement BPEL, par nature peer-to-peer, il est essentiel d’avoir une corre´lation
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des messages. Que se passe-t-il quand un processus A envoie un message asynchrone a` un processus
B et que B re´pond a` A, plus tard, toujours de manie`re asynchrone ? Il n’y a aucune garantie que B
s’adresse a` l’instance d’origine sur A. En fait, la re´ponse peut eˆtre rec¸ue par une instance non vise´e
de A.
Par exemple, prenons le cas d’une agence de voyage qui demande le nom et le pre´nom d’un client
aﬁn de re´cupe´rer ses informations de re´servation. Chaque fois que le client veut avoir acce`s a` ses
donne´es, il doit fournir son nom et son pre´nom. Dans ce cas, le concepteur doit eˆtre conscient de la
corre´lation des donne´es et il doit de´cider quelles donne´es doivent eˆtre exploite´es pour la corre´lation.
Dans WS-BPEL la corre´lation utilise des champs de donne´es (cle´s) qui permettent d’identiﬁer
de manie`re unique la paire conversation/instance. Les spe´ciﬁcations des ensembles de corre´lations
sont utilise´es dans les activite´s <invoke>, <receive>, et <reply> ; dans les branches <onMessage>
de l’activite´ <pick> et dans l’e´le´ment <onEvent> de <eventHandlers>.
“Le seul moyen d’instancier un processus me´tier dans WS-BPEL est d’annoter
une activite´ <receive> (ou <pick>) avec l’attribut createInstance mis a` yes. Oa-
sis (2007) 1”
Le processus de conception des corre´lations dans WS-BPEL est illustre´ par le sce´nario suivant :
1. Nous de´ﬁnissons d’abord une proprie´te´ (nom et type de donne´es) dans le ﬁchier WSDL, qui
sera utilise´e par l’ensemble de corre´lation. Le nom de la proprie´te´ est de´ﬁni se´pare´ment parce
que la proprie´te´ peut eˆtre utilise´e par plusieurs messages :
<bpws:property name="CustomerID" type="xsd:string" />
<bpws:property name="OrderID" type="xsd:string" />
<bpws:property name="BrokerID" type="xsd:string" />
2. Nous de´ﬁnissons ensuite une propertyAlias pour chacune des donne´es de corre´lation, qui
indique quelle partie du message repre´sente la proprie´te´. Le nom de la proprie´te´ peut eˆtre
identique pour plusieurs alias :
<bpws:propertyAlias messageType="TradeMarket:SellRequest"
part="ClientAccountNumber" propertyName="CustomerID"/>
<bpws:propertyAlias messageType="SellRequest"
part="OrderNumber" propertyName="OrderID"/>
<bpws:propertyAlias messageType="BrokerResponse"
part="BrokerAccountNumber" propertyName="BrokerID"/>
3. Ensuite, nous de´ﬁnissons l’e´le´ment <Correlation set> dans le processus WS-BPEL associe´,
avant d’introduire les activite´s. Un e´le´ment <correlationSet> peut eˆtre de´clare´ dans un
processus ou a` l’inte´rieur d’un scope.
1. Traduit par nos soins
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<correlationSets>
<correlationSet name="CustomerCS"
properties="CustomerID OrderID"/>
<correlationSet name="BrokerSellOrder"
properties="BrokerID"/>
</correlationSets>
4. Finalement, nous re´fe´renc¸ons l’ensemble de corre´lation de´ﬁni dans le ﬁchier WS-BPEL. Il faut
mettre l’attribut createInstance a` "yes" dans l’e´le´ment <receive>. Le moteur WS-BPEL
cre´era une instance de l’ensemble de corre´lation pour chaque conversation.
<receive name="CustomerRequest"
partnerLink="Customer" portType="CustomerPortType"
operation="SellRequest" variable="CustomerRequest"
createInstance="yes">
<correlations>
<correlation initiate="yes" set="CustomerSellOrder"/>
</correlations>
</receive>
.......
<receive name="BrokerNotice"
partnerLink="Broker" portType="BrokerPortType"
operation="OrderNotice" variable="BrokerRequest">
<correlations>
<correlation set="AgentSellOrder"/>
</correlations>
</receive>
......
A la re´ception d’un message, le moteur WS-BPEL analyse les donne´es de corre´lation. Si une
instance de l’ensemble de corre´lation qui correspond peut eˆtre trouve´e, il exe´cutera le message
rec¸u. Les donne´es de corre´lation doivent eˆtre envoye´es a` tout service qui est susceptible d’interagir
avec un processus WS-BPEL qui re´clame des donne´es de corre´lation. Elles doivent e´galement eˆtre
envoye´es aux services qui appellent indirectement un processus WS-BPEL ayant besoin des donne´es
de corre´lation. Le WSDL des autres services ne doit pas eˆtre modiﬁe´ pour permettre la corre´lation,
mais le WSDL du service WS-BPEL qui doit eˆtre consomme´, doit avoir une disposition a` recevoir
ces donne´es de corre´lation. Ceci est carate´ristique importante car elle impose de diﬀuser les donne´es
a` toutes les instances (processus) et d’utiliser une instruction conditionnelle pour de´terminer si
l’instance est concerne´e ou non par ces donne´es.
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5.3 Se´mantique des e´le´ments WS-BPEL qui font appel a` la corre´lation
Dans ce qui suit, nous utilisons l’extension au BP-calcul pre´sente´e dans la section 3.3 du
Chapitre 3 pour comple´ter la se´mantique de certaines activite´s de base du langage WS-BPEL
qui tienne compte des me´canismes de corre´lation. La traduction est repre´sente´e par la fonctionJ K푏푝 : WS-BPEL −→ BP-calcul qui associe les e´le´ments WS-BPEL aux ope´rateurs du BP-calcul
et de´ja` pre´sente´e au Chapitre 4.
- correlation : Un e´le´ment <correlation> peut eˆtre utilise´ pour toute activite´ qui rec¸oit ou
envoie des messages(<receive>, <reply>, <onMessage>, <onEvent>, et <invoke>). La syntaxe
de cet e´le´ment est comme suit :
<correlations>
<correlation set="CS" initiate="yes|join|no"? />
</correlations>
Contrainte d’initialisation :
“L’attribut initiate d’un e´le´ment <correlation> est utilise´ pour indiquer si l’en-
semble de corre´lation doit eˆtre initialise´ ou non. Lorsque l’attribut initiate est
ﬁxe´ a` “yes”, l’activite´ associe´e doit tenter d’initialiser l’ensemble de corre´lation.
Lorsque l’attribut initiate est ﬁxe´ a` “join”, l’activite´ associe´e doit tenter d’initia-
liser l’ensemble de corre´lation, si cet ensemble ne l’est pas de´ja`” Oasis (2007).
En supposant que le re´sultat de la fonction initiatePart(M) est l’attribut initiate de l’e´le´ment
<correlation>, on peut formaliser l’e´le´ment <correlation> comme suit :
J푐표푟푟푒푙푎푡푒(푀)K푏푝 := 푖푓(푖푛푖푡푖푎푡푒푃푎푟푡(푀) = “푦푒푠”) 푡ℎ푒푛
푖푛푖푡푖푎푡푒⟨푐표푟푟푒푙푎푡푖표푛푃푎푟푡(푀)⟩ ∣ [푥← 푏푢푖푙푑(푓푎푢푙푡← “푐푉 푖표푙푎푡푖표푛”)].푡ℎ푟표푤 ⟨푥⟩
푒푙푠푒 푖푓(푖푛푖푡푖푎푡푒푃푎푟푡(푀) = “푗표푖푛”) 푡ℎ푒푛 푖푛푖푡푖푎푡푒⟨푐표푟푟푒푙푎푡푖표푛푃푎푟푡(푀)⟩
푒푙푠푒 [푥← 푏푢푖푙푑(푓푎푢푙푡← “푐푉 푖표푙푎푡푖표푛”)].푡ℎ푟표푤 ⟨푥⟩
푖푛푖푡푖푎푡푒⟨푐표푟푟푒푙푎푡푖표푛푃푎푟푡(푀)⟩ provoque l’initialisation de l’ensemble de corre´lation, i.e l’aﬀec-
tation de valeurs initiales a` l’ensemble de corre´lation 풞 = 푐표푟푟푒푙푎푡푖표푛푃푎푟푡(푀).
Dans le cas ou 푖푛푖푡푖푎푡푒푃푎푟푡(푀) = “푦푒푠′′ et que l’initialisation e´choue, (i.e 풞 est de´ja` ini-
tialise´), une exception “correlationViolation” (note´e 푐푉 푖표푙푎푡푖표푛) est lance´e. D’autre part, si
푖푛푖푡푖푎푡푒푃푎푟푡(푀) = “푗표푖푛′′ , aucune exception n’est lance´e et un ensemble de corre´lation
est initialise´ si ne´cessaire. Si 푖푛푖푡푖푎푡푒푃푎푟푡(푀) = “푛표” et l’ensemble de corre´lation n’est pas
initialise´, une exception “correlationViolation” est lance´e.
- Invocation synchrone : L’invocation d’un service peut eˆtre synchrone ou asynchrone selon
qu’une re´ponse est attendue ou non. L’activite´ <invoke> est de´ﬁnie ainsi :
<invoke partnerLink=l operation="x"
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inputVariable="i" outputVariable="o" >
<correlations>
<correlation set="CS" initiate="yes|join|no"
pattern="request|response|request-response"? />+
</correlations>
</invoke>
L’attribut pattern de l’e´le´ment <correlation> est utilise´ pour indiquer si la corre´lation s’ap-
plique aux messages sortants, entrants, ou les deux.
Les e´le´ments <correlationSets> qui s’appliquent a` chaque message doivent eˆtre conside´re´s
se´pare´ment, puisqu’ils peuvent eˆtre diﬀe´rents. L’e´le´ment <invoke> spe´ciﬁe´ formellement de la
manie`re suivante :
J 푖푛푣표푘푒(푐,푀) K푏푝 := J푐표푟푟푒푙푎푡푒(푀)K푏푝 ∣ (푖푛푖푡푖푎푡푒(푐푠)
⊳ [푀 ← 푏푢푖푙푑(푐푠← {퐶푆푖, 퐶푆표}, 푖푛푖푡푖푎푡푒푃푎푟푡푖 ← ”푦푒푠/푛표”,
푖푛푖푡푖푎푡푒푃푎푟푡표 ← ”푦푒푠/푛표”, 푙푖푛푘 ← 푙, 푖푛푝푢푡← 푖, 표푢푡푝푢푡← 표)]
⊳ 푐푖푛푣 ⟨푀⟩)
Dans cette formulation, il y a 2 ensembles corre´le´s : 퐶푆푖 pour les entre´es et 퐶푆표 pour les
sorties. La fonction de mise a` jour re´alise les ope´rations suivantes :
– elle aﬀecte aux parties corre´lation du message 푀 correspondant a` 퐶푆푖 et a` 퐶푆표 des valeurs
qui identiﬁent l’instance cible´e,
– elle met l’e´le´ment <initiate> a` vrai ou faux,
– elle pre´cise la cible en donnant une valeur a` 푙, qui repre´sente le lien du partenaire destinataire,
– et elle initialise les variables d’entre´e et de sortie a` 푖 et 표.
Apre`s l’aﬀectation de ces diﬀe´rentes valeurs au message, celui-ci est envoye´ vers sa destination
et les corre´lations sont mises a` jour.
- Invocation asynchrone :
Ce comportement est similaire a` l’invocation synchrone, sauf qu’il n’y a pas de variable d’entre´e
et donc pas d’ensemble de corre´lation 퐶푆푖, car il n’y aura aucune re´ponse a` attendre sur ce
canal. Sa formalisation est comme suit :
J 푖푛푣표푘푒(푐,푀) K푏푝 := J푐표푟푟푒푙푎푡푒(푀)K푏푝 ∣ (푖푛푖푡푖푎푡푒(푐푠)
⊳ [푀 ← 푏푢푖푙푑(푐푠← 퐶푆표, 푖푛푖푡푖푎푡푒푃푎푟푡표 ← ”푦푒푠/푛표”,
푙푖푛푘 ← 푙, 표푢푡푝푢푡← 표)]
⊳ 푐푖푛푣 ⟨푀⟩)
- Receive : L’e´le´ment <receive> repre´sente´ par 푟푒푐푒푖푣푒(푐퐴, 퐴(푥˜), 풞, 푃 ) attend une requeˆte
sur le canal 푐퐴 avant d’exe´cuter l’activite´ 퐴 en paralle`le avec les instances de´ja` existantes 푃
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et corre´le´es par l’ensemble 풞.
<receive partnerLink="l" operation="x" variable="i"
createInstance="yes|no">
<correlations>
<correlation set="CS" initiate="yes|join|no"? />
</correlations>
</receive>
On le formalise comme suit :
J 푟푒푐푒푖푣푒(푐퐴, 퐴(푥˜), 풞, 푃 ) K푏푝 ::= 푐퐴(푀) ⊳ 푖푓 (푡푎푟푔푒푡(푀) = 푠푒푙푓()) 푡ℎ푒푛
푐표푟푟푒푙푎푡푒(푀) ∣ (푖푛푖푡푖푎푡푒(푐푠)
⊳ 푖푓 (푐푟푒푎푡푒퐼푛푠푡푎푛푐푒(푀) = 푦푒푠) 푡ℎ푒푛
[푐표푟푟푒푙푎푡푖표푛푃푎푟푡(푀) : 푃 ∣퐴(푐표푟푟푒푙푎푡푒(푀))]푐퐴(푦˜).퐴(푧˜)
푒푙푠푒 [푐표푟푟푒푙푎푡푖표푛푃푎푟푡(푀) : 푃 ]푐퐴(푦˜).퐴(푧˜))
Si l’instance re´ceptrice (identiﬁe´e par la fonction self()) est la cible du message et
createInstance est mis a` ‘yes’, alors une nouvelle instance du processus 푃 est cre´e´e, ce qui
donne une nouvelle instance de 푃 qui s’exe´cute en paralle`le avec les instances de´ja` existantes
푄푖, 푖 ∈ 퐼.
- Reply : Un e´le´ment <reply> doit eˆtre pre´ce´de´ par un e´le´ment <receive> pour lequel il
fournit une re´ponse :
<reply partnerLink="l" operation="x" variable="o" >
<correlations>
<correlation set="NCName" initiate="yes|join|no"? />
</correlations>
</reply>
Son comportement est spe´ciﬁe´ de manie`re similaire a` l’activite´ d’invocation asynchrone :
J 푟푒푝푙푦(푐,푀) K푏푝 := 푐표푟푟푒푙푎푡푒(푀) ∣ (푖푛푖푡푖푎푡푒(푐푠)
⊳ [푀 ← 푏푢푖푙푑(푐푠← 퐶푆표, 푖푛푖푡푖푎푡푒푃푎푟푡표 = ”푦푒푠/푛표”,
푙푖푛푘 ← 푙, 표푢푡푝푢푡← 표)])
∣ 푖푛푖푡푖푎푡푒(푐푠) ⊳ (푐푟푒푝 ⟨푖푛푖푡푖푎푡푒푃푎푟푡표(푀)⟩)
- Pick :
C’est l’exe´cution non-de´terministe d’une activite´ parmi plusieurs activite´s, de´pendamment
d’un e´ve´nement externe. Une seule branche de l’e´le´ment sera choisie en fonction de l’e´ve´nement
qui survient ; les autres e´ve´nements ne seront plus accepte´s par cet e´le´ment <pick>. La syntaxe
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est :
<pick createInstance="yes|no"? >
<onMessage partnerLink="l1" operation="x1"
variable="M1">
<correlations>
<correlation set="CS1" initiate="yes|no">
</correlations>
activity
</onMessage>
<onMessage partnerLink="l2" operation="x2"
variable="M2">
</onMessage>
</pick>
L’e´le´ment <onMessage> se comporte comme une activite´ <receive>. Une nouvelle instance
du processus me´tier doit eˆtre cre´e´e quand l’attribut createInstance est mis a` “yes”. Sa spe´-
ciﬁcation formelle est comme suit :
J 푝푖푐푘({푐1, 퐴1,푀1, 푃1}, {푐2, 퐴2,푀2, 푃2}) K푏푝 :=
푐1(푀1) ⊳ 푖푓 (푡푎푟푔푒푡(푀1) = 푠푒푙푓())
then J푐표푟푟푒푙푎푡푒(푀1)K푏푝 ∣ (푖푛푖푡푖푎푡푒(푀1)⊳
if (푐푟푒푎푡푒퐼푛푠푡푎푛푐푒(푀1) = 푦푒푠)
then J[푐표푟푟푒푙푎푡푖표푛푃푎푟푡(푀1) : 푃1]푐1(푀1).퐴1(푧˜)K푏푝 else J푃1K)
+ 푥(푀2)⊳ if (푡푎푟푔푒푡(푀2) = 푠푒푙푓())
then J푐표푟푟푒푙푎푡푒(푀2)K푏푝 ∣ (푖푛푖푡푖푎푡푒(푀2) ⊳
if (푐푟푒푎푡푒퐼푛푠푡푎푛푐푒(푀2) = 푦푒푠) thenJ[푐표푟푟푒푙푎푡푖표푛푃푎푟푡(푀2) : 푃2]푐2(푀2).퐴2(푧˜)K푏푝 else J푃2K푏푝)
5.3.1 Proprie´te´s du mode`le
La spe´ciﬁcation WS-BPEL Oasis (2007) de´ﬁnit la contrainte suivante dite “contrainte de consis-
tance” (correlation consistency) :
“Apre`s qu’un ensemble de corre´lation est initialise´, les valeurs des proprie´te´s pour
un ensemble de corre´lation doivent eˆtre identiques pour tous les messages dans toutes
les ope´rations relatives a` cet ensemble et se produisent dans le scope correspondant jus-
qu’a` sa terminaison .[...] Un e´le´ment <correlationSet> ressemble a` une constante
de liaison qu’a` une variable. [...]. Un e´le´ment <correlationSet> ne peut eˆtre utilise´
qu’une seule fois pendant la dure´e de vie du scope auquel il appartient. Une fois initia-
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lise´, l’e´le´ment <correlationSet> doit conserver ses valeurs, inde´pendamment de toute
mise a` jour de variable”2.
Cela nous ame`ne a` e´tudier certaines proprie´te´s du mode`le, qui garantissent l’exe´cution correcte
de constructions complexes. En eﬀet, nous avons besoin de prouver que tout processus construit
selon la se´mantique propose´e, ne conduit pas a` des comportements inde´sirables (blocage ou autre).
A` cet eﬀet, nous de´ﬁnissons la notion de “processus bien forme´” et nous introduisons quelques
propositions utiles dans ce contexte.
De´ﬁnition 5.3.1 : E´tant donne´ un processus 푃 et un ensemble de corre´lation 풞 = {푝푖}, une
instance ℐ = [푝˜ ← 푢˜]푃 est bien forme´e, note´e ℐ ∣= 표푘, quand elle initialise toute proprie´te´ 푝푖 une
seule fois et n’aﬀecte que les proprie´te´s initialise´es.
Cette de´ﬁnition est introduite pour e´viter les erreurs a` l’exe´cution. Par extension, nous appelle-
rons dans la suite de ce chapitre un processus bien forme´, un processus dont les instances sont bien
forme´es.
De´ﬁnition 5.3.2 : L’ensemble des instances bien forme´es est donne´ par l’ensemble d’axiomes et
de re`gles de la Table 5.1.
La re`gle R2 traite du cas des e´valuations imbrique´es des corre´lations.
Les re`gles R3 et R4 (푝2 =⊥ signiﬁe que 푝2 n’est pas de´ﬁnie) garantissent que la proprie´te´ “bien
forme´e” est pre´serve´e pendant l’initialisation ou l’aﬀectation d’une valeur a` une proprie´te´.
La re`gle R3 autorise uniquement l’aﬀectation de proprie´te´s pre´-de´ﬁnies, tandis que la re`gle R4
permet l’initialisation uniquement des proprie´te´s nouvellement ajoute´es a` l’ensemble de corre´lation
set.
Les autres re`gles (R5, R6, R7, R8) garantissent la fermeture de la proprie´te´ “bien forme´e” avec
les ope´rateurs du langage. Notez que la re`gle R8 peut eˆtre de´duite de la re`gle R5 puisqu’une choix
ne peut se faire qu’entre des processus garde´s par une entre´e (input guarded processes).
Proposition 5.3.1 Le caracte`re bien forme´ des instances est clos par les transitions du BP-calcul.
Formellement :
[푝˜← 푥˜]푃 ∣= 표푘 et 푃 훼→ 푄 ⇒ [푝˜′ ← 푥˜′]푄 ∣= 표푘
Preuve: Soit 푃 un processus dont les instances sont bien forme´es, c-a`-d
[푝˜← 푥˜]푃 ∣= ok and 푃 훼→ 푄
- 훼 est 푐 ⟨푤˜⟩ : puisqu’aucune mise a` jour de variable n’a eu lieu. L’ensemble de corre´lation reste
le meˆme et 푄 est bien-forme´ (re`gle R5).
- 훼 est 푐(푤˜). Soit 푝˜ = (푝1, ..., 푝푛), 푥˜ = (푥1, ..., 푥푛), 푉 = {푝푖 ∕=⊥} et 푉 ′ = {푝푖 =⊥}
2. Traduite par nos soins.
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Tableau 5.1 Re`gles pour les instances bien forme´es.
R1
0 ∣= 표푘
R2
[푝˜1←푢˜1]푃 ∣= 표푘 [푝˜2←푢˜2]푅 ∣= 표푘 푃 훼→푅
[푝˜1←푢˜1;푝˜2←푢˜2]푅 ∣= 표푘
R3
[푝1←푢1;푝2←푛푢푙푙]푃 ∣= 표푘
[푝1←푢1;푝2←푢2]푃 ∣= 표푘
R4
[푝1←푢1;푝2=⊥]푃 ∣= 표푘
[푝1←푢1;푝2←푛푢푙푙]푃 ∣= 표푘
R5
[푝˜←푢˜]푃 ∣= 표푘
[푝˜←푢˜]푐⟨푝푖⟩푃 ∣= 표푘
R6
[푝˜←푢˜]푃 ∣= 표푘
[푝˜←푢˜]푐(푝푖)푃 ∣= 표푘
R7
[푝˜1←푢˜1]푃 ∣= 표푘 [푝˜2←푢˜2]푅 ∣= 표푘
[푝˜1←푢˜1]푃 ∣[푝˜2←푢˜2]푅 ∣= 표푘
R8
[푝˜1←푢˜1]퐼퐺1 ∣= 표푘 [푝˜2←푢˜2]퐼퐺2 ∣= 표푘
[푝˜1←푢˜1]퐼퐺1+[푝˜2←푢˜2]퐼퐺2 ∣= 표푘
– 푝푖 ∈ 푉 et 푥푖 ∕= 푛푢푙푙 (aﬀectation)
Dans ce cas la re`gle c-SPF assure que 푄 est bien-forme´ puisque seule une proprie´te´ de´ja`
de´ﬁnie est mise a` jour.
– 푝푖 ∈ 푉 ′ et 푥푖 = 푛푢푙푙 (initialisation)
Dans ce cas la re`gle c-SPT assure que 푝푖 est 푛푢푙푙 et ne peut qu’eˆtre initialise´ et 푄 est
bien-forme´. Soit 푊 = {푝푖/푝푖 est dans 푤˜ et 푥푖 = 푛푢푙푙}, alors 푉 = 푉 ∪푊
Nous e´tudions e´galement la relation entre la corre´lation et les scopes. La proposition suivante
aﬃrme la “localite´ des transitions”.
Proposition 5.3.2 La mise a` jour d’un processus est locale a` son scope. Formellement :
[푥˜← 푀˜ ]훼.푃 훼→ {푀˜/푥˜}푃
푆 = {푥˜, 훼.푃, 퐻} 훼→ 푆′ = {푀˜, 푃, 퐻}
La construction d’un scope comme un processus multi-contexte permet de prouver la proposition
par induction sur la nature de la transition.
”The usage of <correlation> is exactly the same as for <receive> activities, with
the following addition : it is possible, from an event handler’s inbound message opera-
tion, to use correlation sets that are declared within the associated scope” Oasis (2007).
Preuve: Par construction et graˆce a` la re`gle [SCO], la mise a` jour d’une proprie´te´ reste a` l’inte´rieur
du scope ou` elle a e´te´ de´ﬁnie.
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- 훼 est 푐(푤˜) nous appliquons la re`gle R6 et [SCO] de la Table 3.3.
- 훼 est 푐 ⟨푤˜⟩ : la proprie´te´ est assure´e par la re`gle [SCO] de la Table 3.3.
- Si la transition est une composition paralle`le : nous appliquons la re`gle [S-PAR].
- Si la transition est une composition se´quentielle : re`gle [S-SEQ].
- Si la transition est une somme : re`gle [S-CHOICE].
Regardons maintenant ce qui se passe pour le syste`me tout entier quand une instance rec¸oit un
message qui lui a e´te´ envoye´ par erreur. La proposition suivante de´ﬁnit le cadre de la progression
des processus bien forme´s.
Proposition 5.3.3 Seule une aﬀectation errone´e d’une proprie´te´ peut causer le blocage d’une
instance bien-forme´e.
Preuve:
Soit 푅 une instance bien forme´e non nulle et bloque´e. Formellement,
푅 ∕= 0 et 푅 ∣= 표푘 et 푅→/
Soit 푆
훼→ 푅, alors 푆 ∣= 표푘 .
- 훼 est 푐 ⟨푤˜⟩. Dans ce cas la re`gle R5 assure qu’aucun blocage ne peut avoir lieu.
- 훼 is 푐(푤˜). Soit 푆 = [(푝1, 푝2)← (푥1, 푥2)]푆′ et supposons 푝1 ∕=⊥.
– Si 푝2 = 푛푢푙푙 et 푥2 ∕= 푛푢푙푙 l’aﬀectation est licite et 푅 n’est pas bloque´ (re`gle R3).
– Si 푝2 =⊥ (non de´ﬁnie) et 푥2 = 푛푢푙푙 l’aﬀectation est licite et 푅 n’est pas bloque´ (re`gle R4).
– Si 푝2 =⊥ et 푥2 ∕= 푛푢푙푙 l’aﬀectation est est ille´gale, aucune re`gle n’est applicable et 푅 ne
peut e´voluer, donc 푅 est bloque´.
– Si 푝2 ∕=⊥ et 푥2 = 푛푢푙푙 l’aﬀectation est est ille´gale, aucune re`gle n’est applicable et 푅 ne
peut e´voluer, donc 푅 est bloque´.
Conclusion, le seul cas ou` 푅 est bloque´ se produit quand l’aﬀectation est errone´e.
Exemple :
5.3.2 Exemple
Pour illustrer l’application de ces concepts, nous comple´tons ici l’exemple du Chapitre 3, Section
3.7 et relatif au traitement des ordres d’achat d’actions, en y introduisant les corre´lations. En eﬀet,
quand un Courtier rec¸oit un ordre de vente (ou d’achat), il cre´e une instance qui sera en charge de
la gestion de cet ordre. Le service Controˆleur en fera de meˆme, ainsi que le service d’Analyse. Nous
nous contentons de spe´ciﬁer ici le service du Courtier.
On pose 푢˜ = (푒푛푒ℎ, 푒푛푓ℎ, 푑푖푠푒ℎ, 푑푖푠푓ℎ, 푡, 푡푖푚푒표푢푡, 푝, 푟푒푐푒푖푝푡, 푓푏푏, 푓푒푠푑, 푓푎푠푑, 푦푒ℎ, 푦푓ℎ)
et 푤˜ = (푎, 표푘, 푠, 푞푡푦, 표푟푑푒푟, 푞, 표, 푝푙푎푛, 푒푛푒ℎ, 푒푛푓ℎ, 푑푖푠푒ℎ, 푑푖푠푓ℎ, 푟, 푥, 푏푏, 푒푠푑, 푎푠푑)
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Tableau 5.2 Exemple d’une aﬀectation errone´e.
푆 = [푛푢푙푙 : 0]푅
푐푎(1001,5)→ [ [푃퐼퐷 ← 1001; 푣 ← 5] : 푐푏(푃퐼퐷, 푣).푆 ′]푅
푐푎(2007,3)→ [ [푃퐼퐷 ← 1001; 푣 ← 5] : 푐푏(푃퐼퐷, 푣).푆 ′
∣ [푃퐼퐷 ← 2007; 푣 ← 3] : 푐푏(푃퐼퐷, 푣).푆 ′
]
푅
푐푏(405,3)→ blocage !
Pour la signiﬁcation des diﬀe´rents noms de canaux et la syntaxe des gestionnaires, voir la Section
3.7.1 du Chapitre 3.
Le Courtier est de´ﬁni par : 퐵푟표푘푒푟 := {푢˜, 퐵, 퐻}, ou` 퐵 est son activite´ principale et 퐻 la
composition paralle`le des gestionnaires d’e´ve´nement et d’erreurs de´ja` de´ﬁnis dans la section pre´cite´e.
Le sce´nario de l’activite´ principale 퐵 est comme suit : Le Courtier rec¸oit un ordre du Client sur
le canal 푠 et cette re´ception cre´e une instance identiﬁe´e par 푖푑 du service de courtage pour traiter cet
ordre. Il attend ensuite sur le canal 푎 l’approbation du plan par le client. Cette seconde re´ception
s’adresse a` une instance de´ja` existante.
La premie`re re´ception se traduit par : [{푖푑} : 푃 ∣퐵]푠(푞푡푦, 푖푑).퐵, tandis que la seconde se traduit
par :푎(푑푒푐푖푠표푛, 푖푑).if (푖푑 = 푠푒푙푓()) then 푐표푟푟푒푙푎푡푒(푖푑).
Finalement le processus correspondant a` l’activite´ principale du courtier est :
퐵(푤˜) := [{푖푑} : 푃 ∣퐵]푠(푞푡푦, 푖푑).퐵 ⊳
(
푞푖푛푣⟨푞푡푦⟩⊳
푎(푑푒푐푖푠표푛, 푖푑).if (푖푑 = 푠푒푙푓()) then 푐표푟푟푒푙푎푡푒(푖푑)⊳
if (푑푒푐푖푠푖표푛 = 표푘) then 표푖푛푣⟨표푟푑푒푟⟩
+ 푡푖푚푒표푢푡
푖푛푣⟨⟩+ 퐸푟푟표푟()
)
ou`
퐸푟푟표푟() := 푓푏푏
푡ℎ푟표푤⟨⟩ + 푓푒푠푑푡ℎ푟표푤⟨⟩ + 푓푎푠푑푡ℎ푟표푤⟨⟩
repre´sente les appels e´ventuels au gestionnaire d’erreurs, alors que 푡푖푚푒표푢푡
푖푛푣⟨⟩ constitue l’appel
au gestionnaire d’e´ve`nements.
Nous allons conside´rer maintenant a` un aspect inte´ressant des me´canismes de corre´lation et qui
s’ave`re utile pour ame´liorer leur perception. Il s’agit de pre´senter un certain nombre de patrons de
corre´lation, l’inte´reˆt e´tant d’explorer des voies pour de nouvelles propositions pour les langages de
composition de services.
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5.4 Patrons pour la corre´lation.
Nous avons pre´sente´ dans les chapitres pre´ce´dents un langage de spe´ciﬁcation qui prend en
conside´ration tous les aspects des langages d’orchestration, y compris les gestionnaires et qui accorde
une attention particulie`re a` WS-BPEL. Nous comple´tons cette partie de notre travail en pre´sentant
de nouveaux moyens pour une analyse et une spe´ciﬁcation rigoureuses des me´canismes de corre´lation.
La complexite´ de ces me´canismes est e´tablie par la de´claration suivante : “Les e´changes corre´le´s
peuvent s’imbriquer et se chevaucher, et les messages peuvent transporter plusieurs ensemble de
jetons de corre´lation” Oasis (2007).
Cela indique que les langages d’orchestration permettent bien plus que la corre´lation de base
pre´sente´e dans la section 5.2 et que des mode`les plus complexes peuvent eˆtre re´alise´s. Nous montrons
dans les sections suivantes que nous pouvons re´aliser tous ces mode`les complexes en utilisant les
e´le´ments du BP-calcul.
Tandis que l’auteur dans Viroli (2007) fournit quelques exemples de mode`les de corre´lation les
plus communs, les auteurs dans Barros et al. (2007) en fournissent une analyse plus comple`te, dont
nous nous inspirons pour traiter le cas du BP-calcul.
La section suivante pre´sente quelques exemples qui de´montrent la puissance du formalisme
pre´sente´ dans la Section 3.3 dans la formalisation de ces patrons de corre´lation. Nous montrons
meˆme que le BP-calcul est assez puissant pour repre´senter certains de ces mode`les qui ne peuvent
pas l’eˆtre dans WS-BPEL.
5.4.1 Patrons communs
Correlation Simple Le premier mode`le que nous examinons traite le cas d’un identiﬁant de
session : un processus rec¸oit un message qui contient un identiﬁant de session, c’est a` dire un ID
d’un achat dans un marche´ virtuel. Cet ID doit eˆtre attribue´ a` une instance spe´ciﬁque du service
d’orchestration, en charge de la gestion de toutes les interactions ulte´rieures relatives a` cet achat et
qui portent le meˆme ID.
Conside´rons le processus suivant :
푅 = 푐푎(푃퐼퐷, 푣).푐푏(푃퐼퐷, 푣).푆
′
ou` 푐푎 est utilise´ pour initialiser une instance et 푐푏 est utilise´ pour son invocation, avant d’exe´cuter
푆′. Ce processus e´volue comme montre´ dans la premie`re partie de la Table 5.3.
Durant la cre´ation de ces nouvelles instances de service, certains messages peuvent eˆtre rec¸us
par le canal 푐푏, qui doivent eˆtre achemine´s a` la bonne instance de service. La deuxie`me partie de la
Table 5.3 montre comment cela est re´alise´.
Seule l’instance avec le bon ensemble de corre´lation est aﬀecte´e, (2007,2) dans ce cas. De la
meˆme manie`re une ope´ration telle que 푐푏(1987, 2) provoquera le lancement d’une erreur, e´tant
structurellement empeˆche´e et ne correspondant a` aucune instance existante.
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Tableau 5.3 Patron d’identiﬁant de session
푆 = [푛푢푙푙 : 0]푅
푐푎(1001,5)→ [ [푃퐼퐷 ← 1001; 푣 ← 5] : 푐푏(푃퐼퐷, 푣).푆 ′]푅
푐푎(2007,3)→ [ [푃퐼퐷 ← 1001; 푣 ← 5] : 푐푏(푃퐼퐷, 푣).푆 ′
∣ [푃퐼퐷 ← 2007; 푣 ← 3] : 푐푏(푃퐼퐷, 푣).푆 ′
]
푅
푐푎(504,3)→ [ [푃퐼퐷 ← 1001; 푣 ← 5] : 푐푏(푃퐼퐷, 푣).푆 ′
∣ [푃퐼퐷 ← 2007; 푣 ← 3] : 푐푏(푃퐼퐷, 푣).푆 ′
∣ [푃퐼퐷 ← 504; 푣 ← 3] : 푐푏(푃퐼퐷, 푣).푆 ′
]
푅[
[푃퐼퐷 ← 1001; 푣 ← 5] : 푐푏(푃퐼퐷, 푣).푆 ′
∣ [푃퐼퐷 ← 2007; 푣 ← 3] : 푐푏(푃퐼퐷, 푣).푆 ′
∣ [푃퐼퐷 ← 504; 푣 ← 3] : 푐푏(푃퐼퐷, 푣).푆 ′
]
푅
푐푏(2007,2)→ [ [푃퐼퐷 ← 1001; 푣 ← 5] : 푐푏(푃퐼퐷, 푣).푆 ′
∣ [푃퐼퐷 ← 2007; 푣 ← 3] : 푆 ′
∣ [푃퐼퐷 ← 504; 푣 ← 3] : 푐푏(푃퐼퐷, 푣).푆 ′
]
푅
Ce me´canisme porte a` la fois sur l’identiﬁcation d’une instance et le routage des messages et est
au cœur de la notion de corre´lation pour les langages d’orchestrations.
Plus encore, le re`gle C-SPF garantit que l’identite´ des instances de service est unique, puisque
ce me´canisme ve´riﬁe de manie`re re´cursive l’unicite´ avant d’exe´cuter la transition. Dans l’exemple
ci-dessus, la re´ception d’un message (1001,5) sur le canal 푐푎 entraˆınera la leve´e d’une exception, car
une instance avec le PID = 1001 existe de´ja`.
Ensembles de corre´lation Dans ce cas, plusieurs parties d’un message vont eˆtre utilise´es pour
corre´ler des ope´rations et constituent donc des ensembles de corre´lation.
soit 푅 le processus :
푅 = 푐푎(푝1, 푝2, 푣1).푐푏(푝1, 푝2, 푣2).푆
′
Les proprie´te´s 푝1 et 푝2 caracte´risent l’identite´ de chacune des instances du service. Dans WS-BPEL,
ceci est re´alise´ graˆce a` un ensemble de corre´lation {푝1, 푝2}, dans lequel chaque proprie´te´ est un alias
pour la partie correspondante du message rec¸u sur 푐푎 et 푐푏.
Conside´rons maintenant l’exe´cution montre´e dans la Table 5.4.
Dans cet exemple les proprie´te´s sont la premie`re et la deuxie`me partie du message rec¸u. Les deux
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Tableau 5.4 Patron pour les ensembles de corre´lation
푆 = [푛푢푙푙 : 0]푅
푐푎(1001,5,789)→ [ [푝1 ← 1001; 푝2 ← 5; 푣1 ← 789] : 푐푏(푝1, 푝2, 푣2).푆 ′]푅
푐푎(1001,7,987)→ [ [푝1 ← 1001; 푝2 ← 5; 푣1 ← 789] : 푐푏(푝1, 푝2, 푣2).푆 ′
∣ [푝1 ← 1001; 푝2 ← 7; 푣1 ← 987] : 푐푏(푝1, 푝2, 푣2).푆 ′
]
푅
푐푏(1001,7,672)→ [ [푝1 ← 1001; 푝2 ← 5; 푣1 ← 789] : 푐푏(푝1, 푝2, 푣2).푆 ′
∣ [푝1 ← 1001; 푝2 ← 7; 푣2 ← 672] : 푆 ′
]
푅
messages contenant (1001,5, 789) et (1001, 7, 987) ne sont pas corre´le´s, mais ceux qui contiennent
(1001, 7, 987) et (1001, 7, 672) le sont.
Activite´s de cre´ation multiples Un processus peut avoir plusieurs activite´s qui cre´ent des
instances. La spe´ciﬁcation WS-BPEL appelle cela, ’activite´s de cre´ation multiples’ (multiple start
activities). Une illustration de l’utilisation de ce cas de ﬁgure est la mode´lisation de l’exemple d’un
processus me´tier repre´sentant une vente aux enche`res. Dans ce cas, le processus d’orchestration est
constitue´ de deux sous-processus paralle`les, un pour la re´ception des informations du vendeur et un
pour la re´ception des informations de l’acheteur, qui doivent eˆtre corre´le´es par l’ID de la vente aux
enche`res.
En particulier, chacun des deux sous-processus rec¸oit d’abord un message portant l’ID : de`s que
le premier ID est rec¸u, l’instance de service doit eˆtre cre´e´e et attendre les autres messages.
Nous pouvons formaliser cela comme suit. Soit 푝1 l’ID de la vente aux enche`res et 푅 le processus :
푅 = 푐푎(푝1, 푣1) ∣ 푐푏(푝1, 푣2)
Dans ce processus, les paires de messages en provenance de 푐푎 et 푐푏, respectivement, sont corre´le´es
par 푝1 et achemine´s vers la meˆme instance de service. Le syste`me e´volue comme montre´ dans la
Table 5.5.
Corre´lation imbrique´es WS-BPEL permet d’utiliser des e´le´ments imbrique´s qui peuvent cre´er
des instances. Une instance de service peut traiter un message avec un identiﬁant 퐼퐷1, comme l’ID
d’un achat par exemple, puis cre´er une nouvelle instance avec un identiﬁant 퐼퐷2 repre´sentant le
nume´ro de l’expe´dition, pour expe´dier le produit achete´.
Ce mode`le, que nous appelons patron de corre´lation imbrique´e est applique´ lorsque, par exemple,
deux e´le´ments de cre´ation d’instances sont imbrique´s. Il est supporte´ par notre mode`le.
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Tableau 5.5 Patron pour les activite´s de cre´ation multiples
푆 = [푛푢푙푙 : 0]푅
푐푎(1001,5)→ [ [푝1 ← 1001; 푣1 ← 5; 푣2 ← 푛푢푙푙] : 푐푏(푝1, 푣2)]푅
푐푎(2007,3)→ [ [푝1 ← 1001; 푣1 ← 5; 푣2 ← 푛푢푙푙] : 푐푏(푝1, 푣2)
∣ [푝1 ← 2007; 푣1 ← 3; 푣2 ← 푛푢푙푙] : 푐푏(푝1, 푣2)
]
푅
푐푏(504,1)→ [ [푝1 ← 1001; 푣1 ← 5; 푣2 ← 푛푢푙푙] : 푐푏(푝1, 푣2)
∣ [푝1 ← 2007; 푣1 ← 3; 푣2 ← 푛푢푙푙] : 푐푏(푝1, 푣2)
∣ [푝1 ← 504; 푣1 ← 푛푢푙푙; 푣2 ← 1] : 푐푎(푝1, 푣1)
]
푅
푐푏(1001,7)→ [ [푝1 ← 1001; 푣1 ← 5; 푣2 ← 7] : 0
∣ [푝1 ← 2007; 푣1 ← 3; 푣2 ← 푛푢푙푙] : 푐푏(푝1, 푣2)
∣ [푝1 ← 504; 푣1 ← 푛푢푙푙; 푣2 ← 1] : 푐푎(푝1, 푣1)
]
푅
≡ [푝1 ← 2007; 푣1 ← 3; 푣2 ← 푛푢푙푙] : 푐푏(푝1, 푣2)
∣ [푝1 ← 504; 푣1 ← 푛푢푙푙; 푣2 ← 1] : 푐푎(푝1, 푣1)
]
푅
Soit 푅 le processus
푅 = 푐푎(푝1, 푣1).푐푏 ⟨푝1, 푝2, 푣2⟩ .푇
Le syste`me peut e´voluer comme montre´ dans la Table 5.6.
Tableau 5.6 Patron pour la correlation imbrique´e.
푆 = [푛푢푙푙 : 0]푅
푐푎(1001,5)→ [ [푝1 ← 1001; 푣1 ← 5] : 푐푏(푝1, 푝2, 푣2).푇 ]푅
푐푎(2007,3)→ [ [푝1 ← 1001; 푣1 ← 5] : 푐푏(푝1, 푝2, 푣2).푇
∣ [푝1 ← 2007; 푣1 ← 3] : 푐푏(푝1, 푝2, 푣2).푇
]
푅
푐푏(2007,7,18)→ [ [푝1 ← 1001; 푣1 ← 5] : 푐푏(푝1, 푝2, 푣2).푇
∣ [푝1 ← 2007; 푣1 ← 3] : [푝1 ← 2007; 푝2 ← 7; 푣2 ← 18]푇
]
푅
Dans cette exe´cution, les deux instances de premier niveau sont cre´e´es par les messages
푐푎(1001, 5) et 푐푎(2007, 3).
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Dans ce cas, l’e´mission 푐푏(2007, 7, 18) achemine le message a` la deuxie`me instance, et aboutit a`
la cre´ation de l’instance de deuxie`me niveau caracte´rise´e par les proprie´te´s 푝1 = 2007 et 푝2 = 18.
5.4.2 Autres patrons
Dans cette section, nous explorons la capacite´ du BP-calcul a` formaliser certains patrons im-
portants parmi ceux pre´sente´s dans Barros et al. (2007).
Selon la classiﬁcation de Barros & al, nous pouvons distinguer trois types de patrons de corre´la-
tion : la corre´lation base´e sur les fonctions, les patrons de conversation et le mode`le mixte repre´sente´
par les patrons qui mettent en relation les deux mode`les pre´ce´dents.
Correlation base´e sur les fonctions Dans ce type de mode`le, une fonction attribue une
e´tiquette a` chaque e´ve´nement et ces e´ve´nements sont regroupe´s par e´tiquettes. Dans notre termino-
logie, les e´ve´nements repre´sentent les proprie´te´s de l’ensemble de corre´lation et les e´tiquettes sont les
valeurs attribue´es a` chaque proprie´te´. La fonction d’aﬀectation est repre´sente´e par les re`gles C-SPT
et C-SPF de la se´mantique du BP-calcul pre´sente´e dans la (Table 3.3).
- Corre´lation base´e sur une cle´ :
La cle´ dans ce cas est constitue´e d’un ensemble de proprie´te´s. Donc, ce mode`le correspond
exactement au patron des ensembles de corre´lation et a de´ja` e´te´ discute´ dans la Section 5.4.1.
- Correlation base´e sur les proprie´te´s :
Dans ce mode`le, la fonction qui relie les instances corre´le´es non seulement l’e´galite´, mais
aussi tous les ope´rateurs logiques. Par exemple, tous les e´ve´nements impliquant les clients
re´sidant a` moins de 50km du centre ville sont regroupe´s. Les nouvelles re`gles c-SPT et c-SPF
de la se´mantique du BP-calcul peut eˆtre adapte´es pour tenir compte de tous les ope´rateurs
logiques.
Les nouvelles re`gles C-SPT-FB et c-SPF-FB de la Table 5.7 traitent du cas des corre´lations
base´es sur des fonctions. Il est a` noter que WS-BPEL ne permet pas ce genre de sche´ma, car
seule l’e´galite´ conduit a` la corre´lation.
- Corre´lation base´e sur un intervalle de temps :
Il s’agit d’un type particulier de corre´lation base´ sur les proprie´te´s. Dans ce cas, une estampille
est attache´e a` un e´ve´nement et une e´tiquette qui lui correspond est attribue´e a` l’e´ve´nement si
celui-ci est survenu dans un intervalle donne´. On peut donc le mode´liser en utilisant les re`gles
c-SPF-FB et c-SPT-FB de la Table 5.7.
Patrons de Conversation Alors que les mode`les pre´ce´dents de´crivent des sce´narios dans une
conversation, cette cate´gorie de mode`les met l’accent sur la relation entre plusieurs conversations.
- Imbrication de conversations : Plusieurs ensembles de corre´lations sont en action dont
certains sont initialise´s et d’autres utilise´s pour la comparaison, peuvent apparaˆıtre dans un
action d’e´mission/re´ception simple. Cette fonctionnalite´ est supporte´e par BPEL.
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Tableau 5.7 Nouvelles re`gles pour la se´mantique ope´rationnelle.
c-SPT-FB :
푐푟푒푎푡푒퐼푛푠푡푎푛푐푒(푀)=푡푟푢푒 [푧˜←푢˜] 푂푃 푐표푟푟푒푙푎푡푖표푛푃푎푟푡(푀); 푂푃 푖푠 푖푛{=, <, >, <=, >=}
[푛푢푙푙:0]푐퐴(푥˜).퐴(푦˜)
푐퐴(푀)→ [[푧˜←푢˜]:퐴(푢˜)]푐퐴(푥˜).퐴(푦˜)
c-SPF-FB :
푐푟푒푎푡푒퐼푛푠푡푎푛푐푒(푀)=푡푟푢푒 [푧˜←푢˜] 푂푃 푐표푟푟푒푙푎푡푖표푛푃푎푟푡(푀) [푧˜←푢˜]∕∈풞
[풞:푃 ]푐퐴(푥˜).퐴(푦˜)
푐퐴(푀)→ [풞,[푧˜←푢˜]:푃 ∣퐴(푢˜)]푐퐴(푥˜).퐴(푦˜)
c-SPT-CO :
푐푟푒푎푡푒퐼푛푠푡푎푛푐푒(푀)=푡푟푢푒;
푛∏
푖=1
[푧˜푖 ← 푢˜푖] 푂푃 푐표푟푟푒푙푎푡푖표푛푃푎푟푡푖(푀)
[푛푢푙푙:0]푐퐴(푥˜).퐴(푦˜)
푐퐴(푀)→ [[푧˜1←푢˜]...[푧˜푛←푢˜푛]:퐴(푢˜)]푐퐴(푥˜).퐴(푦˜)
c-SPF-CO :
푐푟푒푎푡푒퐼푛푠푡푎푛푐푒(푀)=푡푟푢푒;
푛∏
푖=1
[푧˜푖 ← 푢˜푖] 푂푃 푐표푟푟푒푙푎푡푖표푛푃푎푟푡푖(푀); [푧˜푖 ← 푢˜푖] ∕∈ 풞푖
[풞푖:푃 ]푐퐴(푥˜).퐴(푦˜)
푐퐴(푀)→ [풞푖,[푧˜푖←푢˜푖]:푃 ∣퐴(푢˜푖)]푐퐴(푥˜).퐴(푦˜) 푖=1,푛
Pour mode´liser ce patron, nous ge´ne´ralisons les re`gles c-SPF-FB et c-SPT-FB pour les trans-
former en c-SPF-CO et c-SPT-CO qui permettront ainsi de traiter des ensembles de correlation
multiple, comme le montre la Table 5.7.
Comme exemple, prenons le cas du processus 푅 ainsi de´ﬁni
푅 = 푐푎(푝1, 푝2, 푣1).푐푏(푝2, 푝3, 푣2).푇
Notons que deux ensembles de correlation sont implique´s et contiennent des e´le´ments communs
. Le syste`me e´volue comme indique´ dans la Table 5.4.2.
- Autres types de conversations : Les types de mode`les conside´re´s (Hie´rarchique, branche
(fork), fusion et re´utilisation (refactor)) sont similaires du point de vue de la mode´lisation dans
la mesure ou` ils peuvent eˆtre mode´lise´s en utilisant le patron d’imbrication des corre´lations
introduit a` la Section 5.4.1.
- Hie´rarchique A l’exe´cution, plusieurs conversations, chacune ayant ses propres corre´lations
pourraient eˆtre regroupe´es dans une conversation unique. Ce mode`le est totalement
supporte´ par BPEL 2.0 car similaire au mode`le des corre´lations imbrique´es.
- Partage de conversation (fork) Une conversation est subdivise´e en plusieurs conversa-
tions et n’est plus fusionne´e. Par exemple, un ordre de vente d’actions est subdivise´ en
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Tableau 5.8 Patron pour l’imbrication des conversations (ensembles de corre´lation mul-
tiples.)
푆 = [푛푢푙푙 : 0][푛푢푙푙 : 0]푅
푐푎(1001,495,5)→ [ [푝1 ← 1001; 푝2 ← 495; 푣1 ← 5][푛푢푙푙 : 0] : 푐푏(푝2, 푝3, 푣2).푇 ]푅
푐푎(2007,594,3)→ [ [푝1 ← 1001; 푝2 ← 495; 푣1 ← 5][푛푢푙푙 : 0] : 푐푏(푝2, 푝3, 푣2).푇
∣ [푝1 ← 2007; 푝2 ← 594; 푣1 ← 3][푛푢푙푙 : 0] : 푐푏(푝2, 푝3, 푣2).푇
]
푅
푐푏(594,7,18)→ [ [푝1 ← 1001; 푝2 ← 495; 푣1 ← 5][푛푢푙푙 : 0] : 푐푏(푝2, 푝3, 푣2).푇
∣ [푝1 ← 2007; 푝2 ← 594; 푣1 ← 3][푝2 ← 594; 푝3 ← 7; 푣2 ← 18].푇
]
푅
푐푏(495,9,8)→ [ [푝1 ← 1001; 푝2 ← 495; 푣1 ← 5][푝2 ← 495; 푝3 ← 9; 푣2 ← 8].푇
∣ [푝1 ← 2007; 푝2 ← 594; 푣1 ← 3][푝2 ← 594; 푝3 ← 7; 푣2 ← 18].푇
]
푅
plusieurs ordres plus petits qui sont exe´cute´s en paralle`le (voir exemple de la section 3.7).
Ce mode`le est totalement supporte´ par BPEL 2.0. L’e´le´ment scope peut eˆtre utilise´
pour exe´cuter en paralle`le plusieurs activite´s avec leurs propres variables et ensembles
de corre´lation. Il s’agit d’une utilisation typique du mode`le de corre´lation imbrique´es
(section 5.4.1).
- Fusion de conversations Plusieurs conversations qui ne proviennent pas de la meˆme
branche sont fusionne´es en une seule conversation. Par exemple, plusieurs notiﬁcations de
courtiers lie´s a` un meˆme ordre de vente sont fusionne´s en une seule notiﬁcation envoye´e
par l’agent au client. Ce mode`le est totalement supporte´ par WS-BPEL 2.0.
- Re´utilisation Des ensembles de corre´lations peuvent eˆtre reconstruits a` partir d’autres
ensembles. C’est le cas, par exemple, lorsque les commandes de plusieurs clients doivent
eˆtre expe´die´es a` de multiples fournisseurs.
Ce mode`le est une ge´ne´ralisation des mode`les “fusion” et “partage” et se mode´lise donc
de la meˆme manie`re.
Mode`le mixte Alors que dans les cas pre´ce´dents nous avons conside´re´ que les conversations et
les instances de processus e´taient inde´pendants et pouvaient eˆtre mode´lise´s se´pare´ment, ce n’est pas
le cas normalement.
Dans cette section, nous conside´rons que les instances de processus et les conversations ne sont
pas inde´pendantes. Notez que tous ces mode`les sont pris en charge par WS-BPEL.
- Une Instance de Processus - Une Conversation Une instance de processus est implique´e
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dans exactement une conversation et il n’y a pas d’autre instances de processus qui participent
a` cette meˆme conversation et exe´cute´e par le meˆme agent. Ce mode`le est semblable au mode`le
de la corre´lation simple vu a` la Section 5.4.1. Par exemple, une commande est traite´e dans
une instance de processus.
- Plusieurs Instances de Processus - Une Conversation Plusieurs instances de processus
sont exe´cute´es par le meˆme agent et sont implique´es dans la meˆme conversation. Par exemple,
un ordre de vente est remis par l’agent a` plusieurs courtiers, chaque courtier dispose de ses
propres instances de processus pour ge´rer son ordre. Ceci est un autre usage typique du mode`le
de corre´lation simple.
Par exemple, une re´clamation d’assurance est remise par le service de gestion des demandes
a` la direction ﬁnancie`re. Les diﬀe´rents de´partements ont leurs propres instances de processus
pour traiter ce cas.
- Une Instance de Processus - Plusieurs Conversations Une instance de processus est im-
plique´e dans plusieurs conversations, par exemple, un vendeur ne´gocie avec diﬀe´rents transpor-
teurs sur les conditions d’expe´dition pour certains produits. L’expe´diteur oﬀrant les meilleures
conditions est se´lectionne´ pour re´aliser l’expe´dition.
5.5 Conclusion
En re´alite´, les SOA e´tant faiblement couple´es, elles ne fournissent pas de me´canismes intrinse`ques
permettant de mettre en relation des actions qui seront exe´cute´es comme faisant partie de la meˆme
interaction. Les standards e´mergents tels que WS-BPEL ou WS-CDL ont avance´ la possibilite´ que
les messages e´change´s entre ces actions doivent contenir l’information ne´cessaire pour e´tablir cette
corre´lation et identiﬁer les diﬀe´rents partenaires. Cette information peut eˆtre incluse implicitement
dans le protocole sous-jacent, comme c’est le cas notamment pour WS-Adressing. Cependant, cette
approche oﬀre moins de souplesse pour le programmeur. En revanche l’approche utilise´e par WS-
BPEL laisse le soin au programmeur de de´ﬁnir explicitement l’information a` transmettre. C’est
cette approche que nous avons privile´gie´e aussi dans le BP-calcul.
Nous avons donc pre´sente´ dans ce chapitre un mode`le complet base´ sur WS-BPEL et qui met
en relief encore plus la complexite´ de ce langage et donc la diﬃculte´ de le formaliser correctement.
Cependant, l’usage d’outils ade´quats tels que les techniques issues du 휋-calcul applique´ Abadi et
Fournet (2001) et les patrons de conception pour la corre´lation Barros et al. (2007) en facilitent
l’analyse formelle.
Nous avons montre´ que le BP-calcul permet une de´ﬁnition formelle des concepts de corre´lation
pour les langages d’orchestrations et WS-BPEL. Nous avons formalise´ graˆce a` ce langage des patrons
(patterns) simples mais aussi complexes en de´montrant ainsi l’expressivite´. En conse´quence, nous
sommes en mesure de produire des spe´ciﬁcations plus comple`tes plus proches de celles que nous
pouvons trouver dans le monde re´el. Cette spe´ciﬁcation formelle permet de ve´riﬁer des proprie´te´s
souhaitables du mode`le, avant de ge´ne´rer automatiquement du code WS-BPEL complet car il prend
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en conside´ration non seulement les gestionnaires (cf Chapitre 4) mais aussi les me´canismes de
corre´lation.
5.5.1 Travaux relie´s
Nous avons de´ja` cite´ de nombreux travaux qui ont e´te´ de´die´s a` la spe´ciﬁcation formelle de
processus me´tiers exprime´s surtout dans le langage WS-BPEL et base´e sur les alge`bres de processus
notamment. A notre connaissance, Viroli Viroli (2007) a e´te´ le premier a` proposer un cadre pour
e´tudier la formalisation des me´canismes de corre´lation pour les langages d’orchestration. L’approche
incre´mentale de Viroli (2007) a pour re´sultat un langage qui focalise sur les aspects ne´cessaires a`
l’analyse des proprie´te´s de base de la corre´lation en s’abstrayant des autres aspects, tels que les
gestionnaires, par exemple. Alors que Viroli fournit une approche abstraite, du proble`me, nous
sommes plus inte´resse´s par une mise en œuvre concre`te de ces me´canismes. La principale diﬀe´rence
avec l’approche de Viroli, est la manie`re dont nous mode´lisons la corre´lation en nous appuyant sur
une alge`bre de message expressive et la construction re´cursive d’une extension du 휋-calcul, conc¸ue
pour exprimer les orchestrations de processus me´tier.
Par ailleurs, les auteurs dans Barros et al. (2007) ont identiﬁe´ et e´tudie´ plusieurs cate´gories de
patrons de corre´lation complexes. Aﬁn de saisir tous les types de corre´lation identiﬁe´s, ils ont classe´
les corre´lations en deux cate´gories : celles base´es sur des fonctions et les corre´lations chaˆıne´es. Dans
une corre´lation base´e sur les fonctions, un identiﬁcateur ou un ensemble d’identiﬁcateurs uniques
sont associe´s a` un e´ve´nement et tous les e´ve´nements ayant au moins un identiﬁcateur commun
sont regroupe´s ensemble, c-a`-d qu’un identiﬁcateur d’une instance de processus est attache´ a` un
e´ve´nement. Dans WS-BPEL ces constructions sont exprime´es a` l’aide d’ensembles de corre´lation
qui sont imple´mente´s dans des champs particuliers dans une spe´ciﬁcation WSDL. Ce sont des
exemples d’identiﬁants composites. L’ide´e de base de la corre´lation chaˆıne´e est qu’il est possible
d’identiﬁer les relations entre deux e´ve´nements qui doivent eˆtre corre´le´s. Cette relation pourrait eˆtre
exprime´e explicitement dans les attributs d’un e´ve´nement ou pourrait eˆtre indirectement re´cupe´re´e
en comparant les valeurs des attributs des deux e´ve´nements. A partir de ces relations binaires, il
est possible de construire la chaˆıne des e´ve´nements qui appartiennent au meˆme groupe.
Les patrons e´tudie´s dans Barros et al. (2007) et que nous avons adapte´ au BP-calcul, sont tre`s
utiles pour mieux comprendre les me´canismes de corre´lations. Ils peuvent ainsi eˆtre utilise´s pour
ame´liorer les fonctionnalite´s oﬀertes par les langages de composition de services. Cependant, ils
restent a` un niveau abstrait, sans imple´mentation dans un langage donne´. Nous pouvons conside´rer
le travail pre´sente´ dans le pre´sent chapitre comme un “pont” entre les contributions de Viroli et
celles de Barros et al. Notre approche inte`gre le me´canisme abstrait de corre´lation de Viroli (2007)
avec le cadre plus concret de Lucchi et Mazzara Lucchi et Mazzara (2007) aﬁn de fournir un cadre
formel et suﬃsamment expressif.
De son coˆte´, le langage COWS (Lapadula et al. (2007a)) traite a` sa manie`re les corre´lations.
COWS ne permet pas de mode´liser explicitement les sessions d’interaction entre services, mais
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permet de les identiﬁer en trac¸ant tous les messages e´change´s qui sont relie´s par un contenu commun.
En d’autres termes les me´canismes de corre´lation ne sont pas explicitement implante´s dans COWS,
mais celui-ci permet de les simuler.
Les me´canismes de corre´lation, utilise´s par WS-BPEL et qui sont base´s sur des ensembles dits de
corre´lation, que nous avons e´tudie´s dans ce chapitre, exploitent les donne´es me´tiers et les en-teˆtes des
protocoles de communication pour interelier les processus a` diﬀe´rentes instances. Ces me´canismes
sont plus robustes et s’adaptent plus aise´ment au monde des services Web a` couplage faible. Ils sont
donc bien meilleurs que les me´canismes fonde´s sur re´fe´rences de session explicites (un canal explicite
est cre´e´ entre deux processus corre´le´s et qui repre´sente la session) et qui est une autre approche
utilise´e en particulier dans CSC (Service Centered Calculus Boreale et al. (2006)).
Un autre approche est utilise´e par SOCK Guidi et al. (2006) qui est sans e´tat et base la correlation
sur les variables. Comme pour le BP-calcul, l’information de corre´lation peut changer pendant
l’e´xecution et un processus peut changer dynamiquement de partenaires (ce que ne permet pas
COWS). Finalement, SOCK associe un nouveau processus avec son e´tat, alors que COWS fait
s’e´xecuter l’instance en paralle`le avec les autres processus, comme dans le BP-calcul.
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CHAPITRE 6
E´tudes de cas : Gestion de cre´dit
6.1 Introduction
Nous avons de´ja` pre´sente´ au chapitre 3 un exemple de spe´ciﬁcation formelle en langage BP-calcul
que nous avons fait e´voluer au fur et a` mesure de l’introduction des diﬀe´rentes notions aborde´es
dans les chapitres suivants.
Dans ce chapitre nous pre´sentons un exemple plus conse´quent et qui concerne une gestion d’octroi
de cre´dits par un service ﬁnancier. Dans un premier temps, nous pre´sentons en de´tail notre exemple.
Nous le spe´ciﬁons ensuite en BP-calcul de la manie`re la plus comple`te possible ; puis nous de´ﬁnissons
quelques proprie´te´s qu’il nous semble inte´ressant de ve´riﬁer sur le syste`me. La ve´riﬁcation formelle
sera ensuite re´alise´e graˆce a` l’outil HAL.
6.1.1 Organisation du chapitre
Apre`s avoir introduit le contexte ge´ne´ral de l’exemple a` la Section 6.2, nous le formalisons
formellement en BP-calcul a` la Section 6.3. Dans la Section 6.4 nous exprimons les proprie´te´s
souhaitables pour le mode`le et ﬁnalement a` la Section 6.5 nous montrons la ge´ne´ration automatique
de code WS-BPEL.
6.2 Pre´sentation de l’exemple : Une e´tude de cas ﬁnancie`re
L’e´nonce´ de cet exemple est tire´ de la the`se de PHD de Francesco Tiezzi Tiezzi (2009). La
spe´ciﬁcation formelle et l’e´nonce´ des proprie´te´s ainsi que la ve´riﬁcation sont un eﬀort personnel.
6.2.1 Spe´ciﬁcation informelle
Nous pre´sentons d’abord une spe´ciﬁcation informelle du sce´nario avant de fournir une formula-
tion plus de´taille´e base´e sur UML.
Le service en question est un portail web de gestion de cre´dits qui propose aux clients la possibilite´
de demander un cre´dit a` une banque et qui de`s lors “orchestre” les diﬀe´rentes e´tapes ne´cessaires
pour traiter la demande de cre´dit. Ces diﬀe´rentes e´tapes sont : une e´valuation pre´liminaire par un
employe´, suivie d’une e´valuation par un superviseur avant de proposer au client un contrat de cre´dit,
si son dossier est accepte´.
Au de´but du processus, le client se connecte au portail en entrant son nom et son mot de
passe et choisit l’option “Demande de cre´dit”. Il est invite´ ensuite a` fournir le montant de cre´dit
de´sire´, les garanties et son solde. Le service ve´riﬁe le solde par le biais d’un service de validation
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et, au cas ou` le solde n’est pas valide´, lui demande de le fournir a` nouveau. Lorsque la demande
est entie`rement remplie par le client, le service range la demande dans la liste des taˆches que les
employe´s de banque doivent accomplir. Puis, un employe´ retire la demande de la liste des taˆches et
en eﬀectue l’e´valuation. L’e´valuation se compose de deux parties : une partie prive´e (a` usage exclusif
de la banque) et une partie publique mise a` la disposition du client.
L’e´valuation prive´e contient une notation (rating) attribue´e au client et autres informations
utiles. L’e´valuation publique est constitue´e de la de´cision concernant la demande et, selon le cas,
l’oﬀre de la banque ou la motivation du refus. La de´cision peut-eˆtre de rejeter la demande, de
l’accepter ou de demander au client de reformuler la demande.
Selon la de´cision, le traitement des requeˆtes se fait de trois manie`res diﬀe´rentes :
- Si la demande est rejete´e, le client rec¸oit un message contenant la re´ponse et ses motivations,
puis le processus se termine.
- Si une mise a` jour est demande´e, un message est envoye´ au client contenant la demande de
mise a` jour et ses motivations. Le client peut alors de´cider de mettre a` jour les garanties et/ou
du montant du cre´dit ou de refuser la mise a` jour. En cas de refus, le processus se termine ;
sinon apre`s la mise a` jour de la demande, celle-ci est traite´e a` nouveau.
- Si la demande est accepte´e, le contrat (a` savoir la demande et son e´valuation) est mis dans la
ﬁle d’attente des taˆches que les superviseurs doivent accomplir. Puis, un superviseur retire le
contrat de la liste des taˆches, le met a` jour avec sa propre de´cision d’e´valuation. Encore une
fois, la de´cision peut-eˆtre une demande de mise a` jour, le rejet ou l’acceptation.
En cas d’acceptation, le client rec¸oit l’oﬀre et peut y re´pondre positivement ou ne´gativement.
Si la re´ponse est positive, le processus se termine positivement et le contrat est envoye´ a` un
service externe traitant des contrats et agre´e´ par le client et la banque.
A tout moment le client peut demander d’arreˆter le processus. Dans ce cas, le processus se
termine et la demande est retire´e de listes de taˆches. Cette dernie`re fonctionnalite´ met en œuvre
l’exe´cution d’activite´s de compensation pour annuler les ope´rations de´ja` engage´es, c’est-a`-dire
la suppression de la demande de toutes les ﬁles d’attente, ce qui e´vite a` un employe´ ou un
superviseur d’examiner une demande de´ja` annule´e.
6.2.2 Diagrammes d’activite´s
Nous pre´sentons dans cette section la spe´ciﬁcation UML du sce´nario et de ses ﬂux. Les ac-
tions spe´ciﬁques aux interactions entre services sont : envoyer un message, recevoir un message et
envoyer/recevoir qui est une communication synchrone, ou` un message est envoye´ pour lequel le
service attend une re´ponse.
Nous e´nume´rons ci-apre`s les diﬀe´rents services qui constituent ce sce´nario, les interactions entre
ces services et la nature des messages e´change´s.
Le client initie la connexion au portail en rentrant son identiﬁant (nom et mot de passe).
L’identite´ du client est authentiﬁe´e. Pour chaque connexion re´ussie, le portail ge´ne`re un identiﬁant
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de session (sessionID) qui identiﬁe de manie`re unique une session. Ce sessionID est utilise´ par tous les
acteurs pour e´changer des messages apre`s la connexion du client. Le sessionID est partie inte´grante
de chaque message permettant ainsi de distinguer les messages correspondants a` diﬀe´rentes requeˆtes
de cre´dit et constitue ainsi une information de corre´lation.
Le portail envoie ensuite les identiﬁants de requeˆtes (requestID), a` savoir le couple (sessionID,
nom du client), au service de re´colte des informations, qui initie une conversation avec le client aﬁn
de comple´ter la demande. Le solde du client est ensuite valide´ par le service de validation.
Puis, la demande comple´te´e est envoye´e au service de traitement des demandes qui utilise les
services de gestion des listes d’attente de traitement des employe´s et des superviseurs (abre´ge´s
en empTaskList et supTaskList, respectivement) pour garder la demande. Celle-ci sera re´cupe´re´e
successivement par un employe´ puis un superviseur, qui remplissent chacun une e´valuation et la
transmettent au service de traitement des demandes.
Une e´valuation a deux parties, l’une publique et l’autre prive´e. La partie publique est un tuple
contenant l’oﬀre faite au client, la motivation (de rejet ou de demande d’une mise a` jour) et la
de´cision, qui est l’une des valeurs ’accepter’, ’rejeter’ ou ’AskToUpdate’. La partie prive´e est un
tuple contenant la cote du client et les informations additionnelles. Un contrat est constitue´ de la
demande et de son formulaire d’e´valuation. Si l’employe´ ou le superviseur demande une mise a` jour
de la demande, le contrat est envoye´ au service de mise a` jour de l’information , qui demande au
client s’il veut mettre a` jour la demande et, dans ce cas, envoie a` nouveau la demande mise a` jour
au service de traitement des demandes. Finalement, si un accord entre la banque et le client est
e´tabli, le contrat connexe est transmis a` un service de traitement des contrats.
Le diagramme ge´ne´ral des interactions est repre´sente´ par la Figure 6.1. Chaque service sera
de´taille´ dans la suite du texte et son diagramme d’activite´ repre´sente´.
interaction Client/Portail L’identiﬁcateur du Client est envoye´ au Portail qui initie un scope
de connexion. Le Portail envoie le clientID au service d’authentiﬁcation qui lui retourne, de manie`re
synchrone, le boole´en valid. Si valid = False, le service envoie au client un message signalant
l’e´chec de la connexion, puis lance l’exception failedLogin qui met ﬁn au processus.
Si valid = True, le service ge´ne`re un nouveau sessionID (par l’action create) et le renvoie
au client. Le Portail rec¸oit alors, le nom du service choisi par le client (ici on ne conside`re que le
service ’Demande de cre´dit’) et invoque le service de re´colte des informations (InfoUpload) en lui
envoyant un message contenant requestID. De`s lors, le client communique avec InfoUpload.
Le diagramme d’activite´ du portail est repre´sente´ dans la Figure 6.2.
Apre`s la connexion, le service InfoUpload (voir Figure 6.3) initie une conversation avec le client
dont le but est de produire une demande. Le service se compose de deux branches paralle`les, l’une
charge´e de collecter les donne´es de la demande, tandis que l’autre attend un message e´ventuel
d’annulation du client, ce qui signiﬁe que le client veut arreˆter le processus. Dans ce dernier cas,
une exception d’abandon est lance´e et le processus se termine.
La branche charge´e de la collecte des donne´es de la premie`re demande rec¸oit du client le montant
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Figure 6.1 Diagramme des interactions
Figure 6.2 Diagramme d’activite´ du portail
de´sire´. Apre`s cela, le client peut choisir d’envoyer le solde et les garanties. Le service est donc compose´
de deux branches paralle`les qui attendent de recevoir les messages avec ces deux donne´es. En outre,
la branche responsable de la re´ception du solde, l’envoie au service de validation qui re´pond avec un
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Figure 6.3 Diagramme d’activite´ de InfoUpload
message contenant le boole´en valid. Si valid = True, le processus se poursuit, sinon, un message
est envoye´ au client, lui demandant d’envoyer a` nouveau le solde et le service se met en attente
d’un nouveau message. Apre`s la terminaison des deux branches, le service InfoUpload se termine
par l’invocation du service de traitement des demandes (reqProcessing) auquel la demande est
envoye´e.
Le service de mise a` jour des informations (InfoUpdate) est similaire au pre´ce´dent service (voir
Figure 6.4) sauf qu’il de´bute par la re´ception d’un contrat contenant la demande et la motivation
de la mise a` jour qui sont envoye´es au client et sa mise en attente de la re´ponse.
Si la re´ponse est ne´gative, le processus se termine. Dans le cas contraire il se divise en deux
branches paralle`les.
Dans l’une des branches, le service demande au client, s’il veut mettre a` jour les garanties : si la
re´ponse est positive, le service attend de recevoir les nouvelles garanties et atteint alors un point de
jonction avec l’autre branche, sinon il va directement au point de jonction. L’autre branche re´alise
la meˆme chose mais cette fois avec le montant demande´. Au point de jonction, le service se termine
en envoyant la mise a` jour de demande au service reqProcessing.
En paralle`le avec la branche de´crite, le service de´marre une autre branche paralle`le qui attend
une e´ventuelle annulation de la part du client, exactement comme dans le cas de InfoUpload.
InfoUpload et InfoUpdate envoient une demande a` reqProcessing (voir Figure 6.5).
Le service se de´compose alors en deux branches, l’une charge´e des interactions principales,
et l’autre attend de recevoir un message d’annulation du client pour e´ventuellement de´clencher
une exception d’abandon. Dans la branche principale, la demande rec¸ue est envoye´e au service
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Figure 6.4 Diagramme d’activite´ de InfoUpdate
Figure 6.5 Diagramme d’activite´ de reqProcessing
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empTaskList qui la met en ﬁle d’attente. Il est possible que le client de´cide d’annuler la demande
apre`s cette e´tape. Dans ce cas, la demande doit eˆtre supprime´e de la liste des taˆches, aﬁn d’e´viter
qu’un employe´ examine une demande de´ja` annule´e. Par conse´quent, l’action de l’envoi de la demande
doit eˆtre compense´e par une action de suppression aﬁn de la retirer de la liste des taˆches ; ceci sera
re´alise´ graˆce a` un “gestionnaire de compensation” qui consiste a` envoyer le message Supprimer au
service empTaskList. Notez que reqProcessing peut ne pas supprimer directement une demande
e´manant d’une liste de taˆches, puisque les listes de taˆches sont ge´re´es par les services empTaskList
et supTasklist qui sont inde´pendantes de reqProcessing.
Apre`s l’envoi de la demande, reqProcessing attend son e´valuation par un employe´. Le service
aura alors trois alternatives selon la de´cision de l’e´valuation (Decision). Si Decision = Rejeter,
le service envoie l’e´valuation publique (pubEvaluation), contenant la de´cision et sa motivation,
au client et se termine. Si Decision=AskToUpdate, le service se termine par l’envoi du Contrat,
contenant la de´cision, sa motivation et de la requeˆte pour InfoUpdate.
Finalement, si Decision = Accepter la deuxie`me e´tape de l’e´valuation, similaire a` celle de´ja`
de´crite, commence. Le contrat est envoye´ a` supTaskList et le gestionnaire de compensation cor-
respondant, demandant la suppression du contrat a` partir de la liste des taˆches du superviseur, est
installe´. Le service attend ensuite pubEvaluation de la part d’un superviseur. Si la de´cision est le
rejet ou une demande de mise a` jour, le service eﬀectue les meˆmes actions de´crites ci-dessus. Si la
Decision = Accepter, le service envoie pubEvaluation avec la de´cision et l’oﬀre de la banque au
client et attend sa re´ponse. Si la re´ponse est ’Non’, le processus se termine, sinon le service envoie
le contrat a` un service de traitement des contrats et le processus se termine avec succe`s.
Il reste a` examiner le cas ou` un client demande d’annuler la demande alors que reqProcessing
est en cours d’exe´cution. Dans ce cas, le message d’annulation est rec¸u par une branche secondaire
du processus qui s’exe´cute en paralle`le avec la branche principale, puis une exception d’abandon est
leve´e qui conduit ﬁnalement a` traiter la terminaison du processus.
Cependant, avant de ﬁnir le processus, certaines activite´s de compensation sont ne´cessaires.
L’action Compensate All est exe´cute´e, signiﬁant l’exe´cution de toutes les compensations installe´es.
Par conse´quent, si aucune compensation n’a encore e´te´ installe´e, l’activite´ de compensation est vide.
Si une demande de suppression de la liste des taˆches des employe´s (et, e´ventuellement, a` la liste des
taˆches des superviseurs) a e´te´ installe´e, la compensation est exe´cute´e qui consistera justement en
cette suppression.
6.3 Formalisation en BP-calcul
La repre´sentation en BP-calcul du syste`me de´crit dans la section pre´ce´dente est comme suit :
푆푒푟푣푖푐푒퐶푟푒푑푖푡 = {푘푒푦, 퐶푙푖푒푛푡 ∣ 푂푟푔푎푛푖푠푚푒퐷푒퐶푟푒푑푖푡,퐻} ∣
(푉 푎푙푖푑푎푡푖표푛 ∣ 퐸푚푝푙표푦푒 ∣ 푆푢푝푒푟푣푖푠푒푢푟)
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C’est donc la composition paralle`le de tous les services en jeu a` savoir un scope contenant le client et
l’organisme de cre´dit en paralle`le, mis lui-meˆme en paralle`le avec le service de validation, les employe´s
et les superviseurs. La variable 푘푒푦, repre´sentant la cle´ de session, est partage´e uniquement par le
client et l’organisme de cre´dit. 퐻 repre´sente les gestionnaires (handlers) associe´s a` ce scope et qui
seront de´ﬁnis ulte´rieurement.
Remarquez que les employe´s et les superviseurs, bien que pouvant eˆtre nombreux sont repre´sente´s
chacun par un seul processus, dont chaque employe´ (ou superviseur) sera une instance identiﬁe´e de
manie`re unique, cre´e´e lors de l’invocation du service en question avec le parame`tre de cre´ation
d’instance a` ’oui’. Ceci sera mis en œuvre graˆce au me´canisme de corre´lation.
De meˆme, 푂푟푔푎푛푖푠푚푒퐷푒퐶푟푒푑푖푡 est de´ﬁni comme un scope ayant 퐻1 comme ensemble de ges-
tionnaires et incluant lui-meˆme un autre scope note´ 퐴 ayant 퐻2 comme ensemble de gestionnaires :
푂푟푔푎푛푖푠푚푒퐷푒퐶푟푒푑푖푡 = {푥˜, 퐴 ∣ 퐼푛푓표푈푝푙표푎푑 ∣ 퐼푛푓표푟푚푎푡푖표푛푈푝푑푎푡푒
∣ 푅푒푞푢푒푠푡푃푟표푐푒푠푠푖푛푔 ∣ 퐶표푛푡푟푎푐푡푃푟표푐푒푠푠푖푛푔
∣ 퐸푚푝푙표푦푒푒푇푎푠푘퐿푖푠푡 ∣ 푆푢푝푒푟푣푖푠표푟푇푎푠푘퐿푖푠푡
,퐻2}
ou` 푥˜ est l’ensemble de variables partage´es par tous les processus de´ﬁnissant l’organisme de cre´dit,
c’est-a`-dire :
푥˜ = {푐푟푒푎푡푒퐼푛푠푡, 푟푒푞푃푟표푐푒푠푠푖푛푔, 푟푒푞푈푝푑푎푡푒, 푐표푛푡푟푎푐푡푃푟표푐푒푠푠푖푛푔}
et
퐴 = {푦˜, 푃표푟푡푎푙 ∣ 퐴푢푡ℎ푒푛푡푖푐푎푡푖표푛,퐻1}
ou` 푦˜ est l’ensemble de variables qui sont partage´es uniquement par 푃표푟푡푎푙 et 퐴푢푡ℎ푒푛푡푖푐푎푡푖표푛 :
푦˜ = {푎푢푡ℎ푒푛푡푖푐푎푡푖표푛, 푎푢푡표푟푖푠푎푡푖표푛}
Notez que la de´ﬁnition du scope 퐴 garantit que les services externes ne peuvent pas interfe´rer avec
le Portail (푃표푟푡푎푙) au cours de la connexion et les phases d’instanciation.
6.3.1 Formalisation du Portail
La formalisation du Portail fait appel au me´canisme de corre´lation, car a` chaque fois que le
processus est invoque´ par un client, il cre´e une instance qui prend en charge cette requeˆte. De ce
fait, sa formalisation se fait en deux e´tapes :
- la re´ception de la demande et la cre´ation de l’instance, qui s’exe´cutera en paralle`le avec les
instances de´ja` cre´e´es,
- la de´ﬁnition formelle de l’instance.
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Ainsi le code correspondant correspondant a` la re´ception de la requeˆte est comme suit :
푃표푟푡푎푙 = {{푥푢푠푒푟, 푥푝푤푑, 푥푐푢푠푡},
(푙표푔푖푛(푙푖푛푠푡, 푥푢푠푒푟, 푥푝푤푑, 푥푐푢푠푡)⊳
if (푙푖푛푠푡 = 푠푒푙푓()) then
푐표푟푟푒푙푎푡푒(푙푖푛푠푡, 푥푢푠푒푟, 푥푝푤푑, 푥푐푢푠푡)⊳
[푙푖푛푠푡 : 푃 ∣ 퐴]푙표푔푖푛(푙푖푛푠푡, 푥푢푠푒푟, 푥푝푤푑, 푥푐푢푠푡).퐴
),
퐻푝2}
푙푖푛푠푡 est le nume´ro de l’instance de login qui prend en charge cette connexion (c’est l’information de
correlation),
푃 est l’ensemble des processus de login de´ja` en cours d’exe´cution,
et 퐴 est l’instance, qui est alors formalise´e ainsi :
퐴 = 푎푢푡ℎ푒푛푡푖푐푎푡푖표푛
푖푛푣 ⟨푥푢푠푒푟, 푥푝푤푑⟩
∣
(푎푢푡표푟푖푠푎푡푖표푛(푥푢푠푒푟, 푟푒푝표푛푠푒)⊳
if (푟푒푝표푛푠푒 = “푛표푛′′) then 푡ℎ푟표푤⟨푓푓푎푖푙푒푑퐿표푔푖푛⟩)
else
({ {푠푒푠푠푖표푛퐼퐷},
푙표푔푔푒푑 ⟨푘푒푦, 푠푒푠푠푖표푛퐼퐷⟩
∣ 푐푟푒푑푖푡푅푒푞푢푒푠푡(푠푒푠푠푖표푛퐼퐷) ⊳ 푐푟푒푎푡푒퐼푛푠푡 ⟨푠푒푠푠푖표푛퐼퐷⟩
+... autres services fournis par le portail de cre´dit ...),
퐻푝1}
퐻푝1 et 퐻푝2 sont les ensembles de gestionnaires pour les deux scopes qui constituent ce processus.
Ils seront explicite´s plus loin dans ce paragraphe.
Chaque interaction avec le Portail de´bute par une re´ception sur le canal 푙표푔푖푛 qui consiste a` re-
cevoir une requeˆte (푥푢푠푒푟, 푥푝푤푑) e´mise par un client 푥푐푢푠푡 (par l’ope´ration 푙표푔푖푛(푥푢푠푒푟, 푥푝푤푑, 푥푐푢푠푡)).
Chaque fois qu’il est invoque´ par un client, 푃표푟푡푎푙 cre´e une instance pour servir cette demande
spe´ciﬁque tout en restant dispose´ a` re´pondre en paralle`le a` d’autres demandes. Chaque instance
transmet la demande au service d’authentiﬁcation (mode´lise´ au paragraphe 6.3.7), graˆce a` l’ope´ra-
tion 푎푢푡ℎ푒푛푡푖푐푎푡푖표푛 ⟨푥푢푠푒푟, 푥푝푤푑⟩ et attend une re´ponse sur le canal 푎푢푡표푟푖푠푎푡푖표푛.
Dans le cas d’une re´ponse positive (푟푒푝표푛푠푒 = “표푘′′), un identiﬁcateur de session est cre´e´ et
transmis en re´ponse au client dont le nom est porte´ par la variable 푥푐푢푠푡. De plus graˆce a` l’ope´rateur
de choix, le client est invite´ a` choisir parmi plusieurs services disponibles dont seul le service cre´dit
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est mode´lise´ ici. Si la re´ponse est ne´gative, le gestionnaire d’erreurs est invoque´.
Notez qu’une autre formalisation est possible. Plutoˆt que de recevoir la de´cision sur un seul canal
(푎푢푡표푟푖푠푎푡푖표푛(푥푢푠푒푟, 푟푒푝표푛푠푒)) et de recourir a` un 푖푓 푡ℎ푒푛 푒푙푠푒, on aurait pu recevoir une re´ponse
positive sur un canal 푎푢푡표푟푖푠푒 par exemple, et une re´ponse ne´gative sur un autre canal 푛표푛푎푢푡표푟푖푠푒,
les deux ope´rations e´tant relie´es par un ope´rateur de choix (+). La solution que nous avons adopte´e
est plus conforme a` la philosophie du langage WS-BPEL. Cette remarque est aussi valable pour
toutes les fois ou` par la suite nous aurons a` faire un choix sur la re´ponse d’un processus.
Gestionnaires 퐻푝1 (resp. 퐻푝2) est l’ensemble des gestionnaires du scope qui ge`rent la cre´ation
d’une session (resp. du scope principal).
퐻푝2 contient dans ce cas seulement un gestionnaire d’erreurs. Comme le processus ne se termine
pas, il n’y a pas lieu d’avoir un gestionnaire de terminaison. Le gestionnaire d’erreurs est invoque´ par
l’interme´diaire de l’ope´ration 푡ℎ푟표푤⟨푓퐸푐ℎ푒푐퐿표푔푖푛⟩ par laquelle il rec¸oit le type de l’erreur 푓퐸푐ℎ푒푐퐿표푔푖푛.
On peut formaliser ceci comme suit :
퐻푝2 = 퐹퐻(푓푓푎푖푙푒푑퐿표푔푖푛, 푃 )
Le code du gestionnaire est le code standard introduit a` la Section 3.3.2 du chapitre 3. Ainsi,
퐹퐻(푓푓푎푖푙푒푑퐿표푔푖푛, 푃 ) est conside´re´ comme un appel a` une primitive, le gestionnaire d’erreur, qui a
comme parame`tres le type d’erreur et le processus associe´ a` son traitement, a` savoir 푃 dont il suﬃra
de fournir le code pour comple´ter la spe´ciﬁcation.
Le gestionnaire d’erreurs, consiste tout simplement a` avertir le client de l’e´chec de la connexion
et lui permettre ainsi d’initier une nouvelle session. L’ope´ration se re´sume a` : 푃 = ⟨푥푐푢푠푡, 푓푎푖푙⟩. Ici,
푥푐푢푠푡 sert pour la corre´lation avec la bonne instance du processus client. 퐻푝1 quant a` lui ne ge`re
rien de particulier et est donc re´duit a` la plus simple expression d’un processus vide.
6.3.2 Formalisation du service InfoUpload
Chaque fois que le client choisit ce service, 퐼푛푓표푈푝푙표푎푑 est instancie´ par l’invocation de l’ope´-
ration prive´e 푔푒푡퐶푟푒푑푖푡푅푒푞푢푒푠푡. Notamment, l’identiﬁcateur 푥푖푑 est passe´ a` la fois au client et a`
l’instance de 퐼푛푓표푈푝푙표푎푑, pour leur permettre de communiquer en toute se´curite´. En fait, dans
chaque interaction entre le client et les instances des sous-services de l’organisme de cre´dit, l’iden-
tiﬁcateur est utilise´ comme une donne´e de corre´lation ce qui permet de de´livrer les donne´es aux
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instances identiﬁe´es dans les messages. Ainsi, 퐼푛푓표푈푝푙표푎푑 est de´ﬁni de la manie`re suivante :
퐼푛푓표푈푝푙표푎푑 = 푔푒푡퐶푟푒푑푖푡푅푒푞푢푒푠푡(푥푖푑, 푥푐푢푠푡퐷푎푡푎, 푥푚표푛푡푎푛푡, 푥푐푢푠푡) ⊳
{ {푥푖푑, 푥푐푢푠푡퐷푎푡푎, 푥푔푎푟푎푛푡푖푒퐷푎푡푎, 푥푠표푙푑푒푓푖푛푎푙, 푥푚표푛푡푎푛푡, 푥푐푢푠푡, 푓푎푏푎푛푑표푛, 푎푏푎푛푑표푛},
(푔푒푡퐶푙푖푒푛푡퐼푛푓표푠(푥푖푑, 푥푚표푛푡푎푛푡, 푥푔푎푟푎푛푡푖푒퐷푎푡푎) ⊳
푆푢푝푙표푎푑)
∣ 푎푏푎푛푑표푛() ⊳ 푡ℎ푟표푤⟨푓푎푏푎푛푑표푛⟩,
퐻} ⊳
푟푒푞푃푟표푐푒푠푠푖푛푔⟨푥푖푑, 푥푐푢푠푡퐷푎푡푎, 푥푠푒푐퐷푎푡푎, 푥푠표푙푑푒푓푖푛푎푙, 푥푚표푛푡푎푛푡, 푥푐푢푠푡⟩
퐼푛푓표푈푝푙표푎푑 rec¸oit la demande de cre´dit par l’ope´ration 푔푒푡퐶푟푒푑푖푡푅푒푞푢푒푠푡 et instancie un premier
scope qui rec¸oit les informations de la requeˆte ( ou son abandon) et invoque ensuite un scope
푆푢푝푙표푎푑 = { {푥푠표푙푑푒}, 푃푢푝푙표푎푑, 퐻푢푝푙표푎푑} qui valide le solde. Le processus 푃푢푝푙표푎푑 qui constitue le pro-
cessus principal de 푆푢푝푙표푎푑 consiste a` valider le solde du client. S’il est valide on peut passer au
traitement de la demande (appel a` 푟푒푞푃푟표푐푒푠푠푖푛푔), sinon on invoque le client pour lui demander
de nouvelles informations et le processus 푃1 est a` nouveau invoque´.
Le code du processus 푃푢푝푙표푎푑 est comme suit :
푃푢푝푙표푎푑 = 푔푒푡푆표푙푑푒퐶푙푖푒푛푡(푠표푙푑푒) ⊳
푣푎푙푖푑푒푟푆표푙푑푒⟨푠표푙푑푒, 푥푐푢푠푡⟩⊳ 푔푒푡푉 푎푙푖푑푖푡푒푆표푙푑푒(푠표푙푑푒푉 푎푙푖푑푒, 푥푐푢푠푡)⊳
if 푠표푙푑푒푉 푎푙푖푑푒 = “푛표푛“ then 푠푒푛푑푆표푙푑푒(푥푐푢푠푡, 푠표푙푑푒푉 푎푙푖푑푒, 푠표푙푑푒).푃1
else 0
L’ensemble des handlers 퐻푢푝푙표푎푑 du scope 푆푢푝푙표푎푑 est constitue´ d’un gestionnaire de terminaison
푇퐻푢푝푙표푎푑. Quant au gestionnaire d’erreur 퐹퐻 du scope principal, il ge`re l’abandon par le client de
la requeˆte et toute autre erreur inattendue. Ces deux scopes se formalisent comme suit :
퐹퐻 = 푓푎푏푎푛푑표푛() + 푓푎푢푡푟푒푠
푇퐻푢푝푙표푎푑 = 푡푒푟푚푖푛푎푖푠표푛(푢푛푖푛푠푡푎푙푙(퐹퐻))
Chaque instance de 퐼푛푓표푈푝푙표푎푑 est cre´e´e pour re´pondre a` la requeˆte d’un client identiﬁe´ par son
sessionID (푥푖푑). L’instance cre´e´e est active´e par l’invocation de 푔푒푡퐶푟푒푑푖푡푅푒푞푢푒푠푡 et la transmission
des donne´es de la demande de cre´dit (nom, adresse, montant, ...). Deux activite´s sont alors lance´es
en paralle`le :
(1) Des donne´es supple´mentaires de se´curite´ sont rec¸ues,
(2) Les informations sur le solde sont rec¸ues et redirige´es vers le service de validation pour controˆle ;
si le controˆle e´choue (푠표푙푑푒푉 푎푙푖푑푒 = 푛표푛) le client est averti et (2) est re´pe´te´e.
Quand (1) et (2) terminent avec succe`s, 푅푒푞푢푒푠푡푃푟표푐푒푠푠푖푛푔 est instancie´e par l’invocation de
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l’ope´ration 푟푒푞푃푟표푐푒푠푠푖푛푔 et l’ initialisation de l’instance cre´e´e (aﬀectation des valeurs de la de-
mande : donne´es du client, montant, donne´es de se´curite´ et solde). Cependant, le client, a` tout
moment apre`s connexion, peut demander l’annulation du processus. Il utilise alors son identi-
ﬁant pour invoquer l’ope´ration 푎푏푎푛푑표푛. Ceci force la terminaison de toutes les ope´rations pa-
ralle`les en de´clenchant l’exe´cution du gestionnaire de terminaison, et l’e´mission d’un signal d’erreur
(푡ℎ푟표푤⟨푎푏푎푛푑표푛 ⟩) qui enclenche le gestionnaire d’erreurs associe´ a` l’instance. Si l’instance se ter-
mine avec succe`s, le gestionnaire d’erreurs est de´sinstalle´.
6.3.3 Formalisation du service InformationUpdate
Le service 퐼푛푓표푈푝푑푎푡푒 est de´ﬁni ainsi :
퐼푛푓표푈푝푑푎푡푒 = 푔푒푡푈푝푑푎푡푒(푟푒푞푢푒푠푡퐼퐷) ⊳
{ {푥푖푑, 푥푐푢푠푡퐷푎푡푎, 푥푔푎푟푎푛푡푖푒퐷푎푡푎, 푥푠표푙푑푒푓푖푛푎푙, 푥푚표푛푡푎푛푡, 푥푐푢푠푡, 푓푎푏푎푛푑표푛, 푎푏푎푛푑표푛},
푃푢푝푑푎푡푒 ∣ 푡ℎ푟표푤⟨푓푎푏푎푛푑표푛⟩, 퐻} ⊳
푟푒푞푃푟표푐푒푠푠⟨푥푖푑, 푥푐푢푠푡퐷푎푡푎, 푥푠푒푐퐷푎푡푎, 푥푠표푙푑푒푓푖푛푎푙, 푥푚표푛푡푎푛푡, 푥푐푢푠푡⟩
ou` 푃푢푝푑푎푡푒 est le processus de´ﬁni par :
푃푢푝푑푎푡푒 = 푠푒푛푑푀푎푗⟨푥푖푑, 푥푐푢푠푡,푚표푡푖푣푎푡푖표푛푠⟩ ⊳
푔푒푡푅푒푝표푛푠푒(푒푚푝푙표푦푒, 푒푣푎푙푢푎푡푖표푛, 푟푒푝표푛푠푒) ⊳
if 푟푒푝표푛푠푒 = “표푢푖“ then(
(푠푒푛푑푀푎푗푀표푛푡푎푛푡⟨푥푖푑, 푥푐푢푠푡,푚표푛푡푎푛푡⟩ ⊳
푔푒푡푅푒푝표푛푠푒푀표푛푡푎푛푡(푐푙푖푒푛푡, 푟푒푝표푛푠푒) ⊳
if 푟푒푝표푛푠푒 = “표푢푖“ then 푔푒푡푀표푛푡푎푛푡(푐푙푖푒푛푡, 푛표푢푣푒푎푢푀표푛푡푎푛푡)
else 0)
∣
(푠푒푛푑푀푎푗퐺푎푟푎푛푡푖푒푠⟨푥푖푑, 푥푐푢푠푡, 푔푎푟푎푛푡푖푒푠⟩ ⊳
푔푒푡푅푒푝표푛푠푒퐺푎푟푎푛푡푖푒푠(푐푙푖푒푛푡, 푟푒푝표푛푠푒) ⊳
if 푟푒푝표푛푠푒 = “표푢푖“ then 푔푒푡퐺푎푟푎푛푡푖푒푠(푐푙푖푒푛푡, 푛표푢푣푒푙푙푒푠퐺푎푟푎푛푡푖푒푠)
else 0))
else 푡ℎ푟표푤⟨푓푎푏푎푛푑표푛⟩
퐼푛푓표푈푝푑푎푡푒 rec¸oit le contrat par l’ope´ration 푔푒푡퐶표푛푡푟푎푡 et instancie un scope qui va demander au
client de mettre a` jour le montant du preˆt et des garanties. Le client peut accepter ou non la demande
de mise a` jour. En cas de refus, la demande est annule´e et le gestionnaire d’erreurs est alors invoque´
(ope´ration 푡ℎ푟표푤). Il peut aussi refuser (ou accepter) de mettre a` jour se´pare´ment le montant et les
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garanties. Dans ce cas, le processus se termine par l’invocation du service 푅푒푞푃푟표푐푒푠푠푖푛푔.
Gestionnaires L’ensemble des gestionnaires se compose des gestionnaires d’erreurs et de com-
pensation (퐻 = {퐹퐻,퐶퐻}). Les gestionnaire de compensation est invoque´ quand une demande
d’annulation a lieu alors qu’une demande de mise a` jour a e´te´ formule´e. Le gestionnaire de compen-
sation consiste a` enlever la taˆche d’identiﬁant 푥푖푑 de la liste des employe´s et de celle des superviseurs.
Ces deux gestionnaires se formalisent comme suit :
퐹퐻 = 푓푎푏푎푛푑표푛() + 푓푎푢푡푟푒푠
퐶퐻 = 퐿푠푡퐸푚푝(“푒푛푙푒푣푒푟′′, 푥푖푑) ∣ 퐿푠푡푆푢푝(“푒푛푙푒푣푒푟′′, 푥푖푑)
6.3.4 Formalisation du service de traitement de la requeˆte (ReqProcessing)
C’est le service de traitement de la demande par un employe´ et un superviseur. Ce service
(푟푒푞푃푟표푐푒푠푠푖푛푔) rec¸oit la requeˆte du service 푖푛푓표푈푝푙표푎푑 et initie un scope. Le scope ge`re la demande
et la possible annulation de celle-ci par le client. Si la demande est accepte´e par les deux et que
le client ne l’annule pas, elle est dirige´e vers le service de traitement des contrats. Le service
푅푒푞푃푟표푐푒푠푠푖푛푔 est mode´lise´ ainsi :
푟푒푞푃푟표푐푒푠푠푖푛푔 = 푟푒푞푃푟표푐푒푠푠(푥푖푑, 푥푐푢푠푡퐷푎푡푎, 푥푚표푛푡푎푛푡, 푥푐푢푠푡) ⊳
{ {푥푖푑, 푥푐푢푠푡퐷푎푡푎, 푥푔푎푟푎푛푡푖푒퐷푎푡푎, 푥푠표푙푑푒푓푖푛푎푙, 푥푚표푛푡푎푛푡, 푥푐푢푠푡,
푒푣푎푙푢푎푡푖표푛, 푓푎푏푎푛푑표푛, 푎푏푎푛푑표푛},
푇푅퐴퐼푇퐸푀퐸푁푇 (푥푖푑, 푒푣푎푙푢푎푡푖표푛))
∣ 푎푏푎푛푑표푛() ⊳ 푡ℎ푟표푤⟨푓푎푏푎푛푑표푛⟩,
퐻} ⊳
푟푒푞푃푟표푐푒푠푠푖푛푔⟨푥푖푑, 푥푐푢푠푡퐷푎푡푎, 푥푠푒푐퐷푎푡푎, 푥푠표푙푑푒푓푖푛푎푙, 푥푚표푛푡푎푛푡, 푥푐푢푠푡⟩
Le traitement de la demande par l’employe´, puis par le superviseur est mode´lise´ par le processus
푇푅퐴퐼푇퐸푀퐸푁푇 comme suit :
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푇푅퐴퐼푇퐸푀퐸푁푇 (푟푒푞푢푒푠푡푖푑, 푑푒푐푖푠푖표푛) =
{푝푢푡퐸푚푝푇푎푠푘퐿푖푠푡, 푔푒푡퐸푚푝퐸푣푎푙푢푎푡푖표푛, }
(푝푢푡퐸푚푝푇푎푠푘퐿푖푠푡⟨푒푚푝푇푎푠푘퐿푖푠푡, 푟푒푞푢푒푠푡푖푑⟩ ⊳
푎푏푎푛푑표푛()⊳ 푡ℎ푟표푤⟨푓푎푏푎푛푑표푛⟩)
∣ 푔푒푡퐸푚푝퐸푣푎푙푢푎푡푖표푛(푒푚푝푙표푦푒, 푑푒푐푖푠푖표푛) ⊳
if 푑푒푐푖푠푖표푛 =′ 푎푐푐푒푝푡푒′ then 푡푡푆푢푝푒푟푣푖푠푒푢푟⟨푟푒푞푢푒푠푡푖푑, 푑푒푐푖푠푖표푛⟩
else
if 푑푒푐푖푠푖표푛 =′ 푟푒푗푒푡′ then 푟푒푝표푛푠푒⟨푥푐푢푠푡, 푑푒푐푖푠푖표푛⟩ ∣ 푡ℎ푟표푤⟨푓푎푟푟푒푡⟨⟩
else 푔푒푡푈푝푑푎푡푒⟨푟푒푞푢푒푠푡푖푑⟩
Quand une instance de 푅푒푞푢푒푠푡푃푟표푐푒푠푠푖푛푔 est cre´e´e, toutes les donne´es pertinentes pour
calculer la cote du client sont inse´re´es dans 퐸푚푝푙표푦푒푇푎푠푘퐿푖푠푡 par l’invocation de l’ope´ration
푝푢푡퐸푚푝푇푎푠푘퐿푖푠푡⟨⟩. A la re´ception d’un accuse´ de 퐸푚푝푙표푦푒푒푇푎푠푘퐿푖푠푡, l’instance est bloque´e en at-
tente de l’e´valuation de l’employe´ (푔푒푡푒푚푝퐸푣푎푙푢푎푡푖표푛(푒푚푝푙표푦푒, 푑푒푐푖푠푖표푛)). La compensation est ac-
tive´e par le corps du gestionnaire d’erreurs, qui envoie deux signaux de compensation a` 푒푚푝푇푎푠푘퐿푖푠푡
et a` 푠푢푝푇푎푠푘퐿푖푠푡 (correspondant a` l’action <Compensate All>). Quand la de´cision de l’employe´
arrive, selon la de´cision, celle-ci est aiguille´e vers le client, en cas de refus, ou vers le service de
mise a` jour si ne´cessaire (푔푒푡푈푝푑푎푡푒⟨푟푒푞푢푒푠푡푖푑⟩) ou transmise a` la liste des taˆches des supervi-
seurs (푡푡푆푢푝푒푟푣푖푠푒푢푟⟨⟩). Le traitement par le superviseur est presque identique au pre´ce´dent et est
mode´lise´ comme suit :
푠푢푝푒푟푣푖푠푒푢푟() = 푡푡푆푢푝푒푟푣푖푠푒푢푟(푟푒푞푢푒푠푡푖푑, 푑푒푐푖푠푖표푛) ⊳
푝푢푡푆푢푝푇푎푠푘퐿푖푠푡⟨푠푢푝푇푎푠푘퐿푖푠푡, 푟푒푞푢푒푠푡푖푑⟩ ⊳
푎푏푎푛푑표푛()⊳ 푡ℎ푟표푤⟨푓푎푏푎푛푑표푛⟩
∣ 푔푒푡푆푢푝퐸푣푎푙푢푎푡푖표푛(푠푢푝푒푟푣푖푠푒푢푟, 푑푒푐푖푠푖표푛) ⊳
if 푑푒푐푖푠푖표푛 =′ 푎푐푐푒푝푡푒′ then 푡푡퐶표푛푡푟푎푡⟨푐표푛푡푟푎푡⟩
else
if 푑푒푐푖푠푖표푛 =′ 푟푒푗푒푡′ then 푟푒푝표푛푠푒⟨푥푐푢푠푡, 푑푒푐푖푠푖표푛⟩ ∣ 푡ℎ푟표푤⟨푓푎푟푟푒푡⟨⟩
else 푔푒푡푈푝푑푎푡푒⟨푟푒푞푢푒푠푡푖푑⟩
Gestionnaires L’ensemble des gestionnaires se compose des gestionnaires d’erreurs et de com-
pensation (퐻 = {퐹퐻,퐶퐻}). Les gestionnaire de compensation est invoque´ quand une demande
d’annulation a lieu alors qu’une taˆche est dans une des liste de traitement (employe´ ou supervi-
seur).
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Ces deux gestionnaires se formalisent comme suit :
퐹퐻 = 푓푎푏푎푛푑표푛() + 푓푎푢푡푟푒푠
퐶퐻 = 퐿푠푡퐸푚푝(“푒푛푙푒푣푒푟′′, 푥푖푑) + 퐿푠푡푆푢푝(“푒푛푙푒푣푒푟′′, 푥푖푑)
Le gestionnaire de compensation consiste a` enlever la taˆche d’identiﬁant 푥푖푑 soit de la liste des
employe´s ou des superviseurs selon le cas.
6.3.5 Formalisation du service d’e´valuation par l’employe´
Le terme 퐸푚푝푙표푦푒푒퐸푣푎푙 est de´ﬁni ainsi :
퐸푚푝푙표푦푒푒퐸푣푎푙 = (푥푟푎푡푖푛푔, 푥푖푛푓표, 푥푑푒푐푖푠푖표푛)
푒푚푝퐸푣푎푙푢푎푡푖표푛(푥푖푑, 푥푟푎푡푖푛푔, 푥푖푛푓표, 푥푑푒푐푖푠푖표푛) ⊳
(푐표푛푑, 푐ℎ표푖푐푒)(푐ℎ표푖푐푒⟨푥푑푒푐푖푠푖표푛⟩
∣ 푐ℎ표푖푐푒(푛표)⊳ (푡ℎ푟표푤푡ℎ푟표푤⟨⟩ ∣ 푛푒푔푎푡푖푣푒푅푒푠푝⟨푥푐푢푠푡, 푥)푖푑, 푥푖푛푓표⟩)
+ 푐ℎ표푖푐푒(푢푝푑푎푡푒) ⊳
(푡ℎ푟표푤
푡ℎ푟표푤⟨⟩ ∣ 푟푒푞푈푝푑푎푡푒⟨푥푖푑, 푥푐푢푠푡퐷푎푡푎, 푥푠푒푐퐷푎푡푎, 푥푏푎푙푎푛푐푒, 푥푚표푛푡푎푛푡, 푥푐푢푠푡, 푥푖푛푓표⟩)
+ 푐ℎ표푖푐푒(푦푒푠) ⊳
(푎푑푑푇표푆푇퐿⟨푥푖푑, 푥푠푒푐퐷푎푡푎, 푥푏푎푙푎푛푐푒, 푥푚표푛푡푎푛푡, 푥푖푛푓표⟩
∣ 푡푎푠푘퐴푑푑푒푑푇표푆푇퐿(푥푖푑) ⊳
(푢푛푑표(푠푢푝푇푎푠푘퐿푖푠푡) ⊳ 푟푒푚표푣푒푇푎푠푘푆푇퐿⟨푥푖푑⟩
∣ 푆푢푝푒푟푣푖푠표푟퐸푣푎푙))
퐸푚푝푙표푦푒푒퐸푣푎푙 rec¸oit l’e´valuation de l’employe´ et re´alise un choix sur la base de la valeur stocke´e
dans la variable 푥푑푒푐푖푠푖표푛 , qui peut eˆtre soit le rejet (valeur = ’non’), ou la demande de mise a` jour
de la quantite´ souhaite´e et/ou des donne´es de se´curite´, ou acceptation (valeur =’oui’). Le choix
conditionnel est mode´lise´ d’une manie`re naturelle par un choix entre trois re´ceptions sur le canal
푐ℎ표푖푥. Dans les cas “rejet” et “mise a` jour”, l’instance est interrompue.
En cas d’acceptation, les donne´es de la demande sont inse´re´es dans la liste des taˆches des
superviseurs, le gestionnaire de compensation est installe´, et l’instance est bloque´e en attente de
l’e´valuation du superviseur (terme 푆푢푝푒푟푣푖푠표푟퐸푣푎푙).
6.3.6 Formalisation du service SupervisorEval
Le terme 푆푢푝푒푟푣푖푠표푟퐸푣푎푙 est de´ﬁni ainsi :
푆푢푝푒푟푣푖푠표푟퐸푣푎푙 =
푆푢푝퐸푣푎푙푎푡푖표푛(푥푖푑, 푥푟푎푡푖푛푔, 푥푖푛푓표, 푥푑푒푐푖푠푖표푛) ⊳
{푐표푛푑, 푐ℎ표푖푐푒}(푐ℎ표푖푐푒⟨푥푑푒푐푖푠푖표푛⟩
∣ 푐ℎ표푖푐푒(푛표)⊳ (푡ℎ푟표푤푡ℎ푟표푤⟨ ∣ 푛푒푔푎푡푖푣푒푅푒푠푝⟨푥푐푢푠푡, 푥)푖푑, 푥푖푛푓표⟩)
+ 푐ℎ표푖푐푒(푢푝푑푎푡푒) ⊳
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(푡ℎ푟표푤
푡ℎ푟표푤⟨푟푒푗푒푡⟩ ∣ 푟푒푞푈푝푑푎푡푒⟨푥푖푑, 푥푐푢푠푡퐷푎푡푎, 푥푠푒푐퐷푎푡푎, 푥푏푎푙푎푛푐푒, 푥푚표푛푡푎푛푡, 푥푐푢푠푡, 푥푖푛푓표⟩)
+ 푐ℎ표푖푐푒(푦푒푠) ⊳
(표푓푓푒푟⟨푥푖푑, 푥표푓푓푒푟, 푥푚표푡푖푣푎푡푖표푛⟩
∣ 푎푛푠푤푒푟(푥푖푑, 푦푒푠)(푡ℎ푟표푤푡ℎ푟표푤⟨푟푒푗푒푡⟩ ∣ 푐표푛푡푟푎푐푡푃푟표푐푒푠푠푖푛푔⟨푥푖푑, 푥푐푢푠푡퐷푎푡푎, 푥푠푒푐퐷푎푡푎,
푥푏푎푙푎푛푐푒, 푥푚표푛푡푎푛푡, 푥푐푢푠푡, 푥푟푎푡푖푛푔푥푖푛푓표, 푥표푓푓푒푟, 푥푚표푡푖푣푎푡푖표푛⟩)
+ 푎푛푠푤푒푟(푥푖푑, 푛표)⊳ 푡ℎ푟표푤
푡ℎ푟표푤⟨푟푒푓푢푠⟩)
Ce service se comporte comme 퐸푚푝푙표푦푒푒퐸푣푎푙 sauf que dans le cas d’une e´valuation positive il
envoie une oﬀre au client et, en cas d’acceptation, transmet toutes les informations a` 푇푟푎푖푡푒퐶표푛푡푟푎푡.
6.3.7 Formalisation des autres services
Nous donnons dans cette section la formalisation des services connexes.
Authentiﬁcation Le terme 퐴푢푡ℎ푒푛푡푖푐푎푡푖표푛 est de´ﬁni ainsi :
퐴푢푡ℎ푒푛푡푖푐푎푡푖표푛(푎푢푡ℎ푒푛푡푖푐푎푡푖표푛, 푎푢푡표푟푖푠푎푡푖표푛) =
{ {푢푠푒푟, 푝푤푑},
푎푢푡ℎ푒푛푡푖푐푎푡푖표푛(푢푠푒푟, 푝푤푑) ⊳
(푎푢푡표푟푖푠푎푡푖표푛
푟푒푝⟨푢푠푒푟, “푛표푛′′⟩
+
푎푢푡표푟푖푠푎푡푖표푛
푟푒푝⟨푢푠푒푟, “표푢푖′′⟩),
퐻푎푢푡ℎ
}⊳퐴푢푡ℎ푒푛푡푖푐푎푡푖표푛(푎푢푡ℎ푒푛푡푖푐푎푡푖표푛, 푎푢푡표푟푖푠푎푡푖표푛)
Le service d’authentiﬁcation rec¸oit le nom d’utilisateur et le mot de passe et re´pond sur le canal
푎푢푡표푟푖푠푎푡푖표푛 en mettant la re´ponse a` oui ou non selon que la connexion est autorise´e ou non. Le
service tourne en boucle (graˆce a` la re´cursivite´), en attente d‘eˆtre sollicite´.
Traitement des Contrats Soit 푐표푛푡푟푎푡푖푛푓표 = {푖푑, 푐푢푠푡푑푎푡푎, 푠푒푐푑푎푡푎, 푏푎푙푎푛푐푒, 푎푚표푢푛푡, 푐푢푠푡푟푎푡푖푛푔,
푎푑푑푖푡푖표푛푎푙푖푛푓표, 표푓푓푒푟,푚표푡푖푣푎푡푖표푛푠}. Le service de traitement des contrats (푇푟푎푖푡푒퐶표푛푡푟푎푡) est de´-
ﬁni ainsi :
푇푟푎푖푡푒퐶표푛푡푟푎푡(푐표푛푡푟푎푐푡푃푟표푐푒푠푠푖푛푔) = 푐표푛푡푟푎푐푡푃푟표푐푒푠푠푖푛푔(푐표푛푡푟푎푡푖푛푓표) ⊳
−− ...푡푟푎푖푡푒푚푒푛푡푑푒푠푐표푛푡푟푎푡푠...
⊳ 푇푟푎푖푡푒퐶표푛푡푟푎푡(푐표푛푡푟푎푐푡푃푟표푐푒푠푠푖푛푔)}
Le service de traitement des contrats rec¸oit sur le canal 푐표푛푡푟푎푐푡푃푟표푐푒푠푠푖푛푔 les informations
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suivantes pour ses ope´rations : id du client, donne´es sur le client, garanties, solde, montant du cre´dit,
notation du client, oﬀre de la banque et motivations de la demande de mise a` jour des informations.
Service de Validation Le service de validation des garanties (푉 푎푙푖푑푎푡푖표푛푆푒푟푣푖푐푒) est comme
suit :
푉 푎푙푖푑푎푡푖표푛푆푒푟푣푖푐푒(푖푑, 푏푎푛푘, 푏푎푙푎푛푐푒) = 푣푎푙푖푑푎푡푒퐵푎푙푎푛푐푒(푖푑, 푏푎푛푘, 푏푎푙푎푛푐푒) ⊳
(푣푎푙푖푑푎푡푒퐵푎푙푎푛푐푒
푟푒푝⟨퐼퐷, “푦푒푠′′⟩
+푣푎푙푖푑푎푡푒퐵푎푙푎푛푐푒
푟푒푝⟨퐼퐷, “푛표′′⟩)
⊳ 푉 푎푙푖푑푎푡푖표푛푆푒푟푣푖푐푒(푖푑, 푏푎푛푘, 푏푎푙푎푛푐푒),
Le service de validation rec¸oit les garanties a` valider et re´pond, selon le cas par oui ou par non.
Service de gestion de la liste des taˆches des employe´s Finalement, Le terme
퐸푚푝푙표푦푒푒푇푎푠푘퐿푖푠푡 est de´ﬁni ainsi :
퐸푚푝푙표푦푒푒푇푎푠푘퐿푖푠푡 = {{퐼퐷, 푠푒푐푑푎푡푎, 푏푎푙푎푛푐푒,푚표푛푡푎푛푡, 푒푚푝}
푎푑푑푇표퐸푇퐿(푖푑, 푠푒푐푑푎푡푎, 푏푎푙푎푛푐푒,푚표푛푡푎푛푡)⊳
(푡푎푠푘퐴푑푑푒푑푇표퐸푇퐿
푖푛푣⟨퐼퐷⟩
∣(푎푠푘푇푎푠푘퐸푇퐿(퐸푀푃 ).푔푒푡푇푎푠푘퐸푇퐿⟨푖푑, 푠푒푐푑푎푡푎, 푏푎푙푎푛푐푒,푚표푛푡푎푛푡⟩
+ 푟푒푚표푣푒푇푎푠푘퐸푇퐿(퐼퐷) ))
ou` le canal 푎푑푑푇표퐸푇퐿 permet de recevoir la taˆche d’identiﬁcateur 퐼퐷 pour invoquer ensuite
l’ope´ration 푡푎푠푘퐴푑푑푒푑푇표퐸푇퐿 qui consiste a` inse´rer la demande dans la liste des taˆches a` re´aliser
par l’employe´ ou l’ope´ration 푟푒푚표푣푒푇푎푠푘퐸푇퐿 qui consiste a` retirer de cette liste la taˆche. Le choix
entre ces deux ope´rations est mate´rialise´ par l’ope´rateur ’+’.
La meˆme formalisation s’applique a` la liste des taˆches re´serve´es aux superviseurs et sera omise
ici.
6.4 Ve´riﬁcation formelle
A cette e´tape du processus, nous allons de´ﬁnir un certain nombre de proprie´te´s comporte-
mentales souhaitables pour notre syste`me. Des exemples de proprie´te´s souhaitables ge´ne´rales on e´te´
introduites a` la Section 2.6.2 du Chapitre 2. Nous en avons retenu quelques-unes qui nous paraissent
pertinentes pour notre mode`le.
Notez que nous utilisons directement la syntaxe HAL pour de´ﬁnir ces proprie´te´s.
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- Disponibilite´ : Le portail de cre´dit est toujours preˆt pour accepter une demande de cre´dit.
Cette proprie´te´ se formalise comme suit :
퐴퐺([푙표푔푖푛?푥푢푠푒푟]푡푟푢푒)
- Re´activite´ : Chaque fois que le client requiert une e´valuation de sa demande de cre´dit, il
obtiendra toujours une re´ponse, a` moins qu’il annule sa propre demande.
- Pertinence de la corre´lation : Le client rec¸oit toujours une re´ponse qui correspond a` sa
demande de cre´dit. Ainsi, il ne doit pas arriver que le service lui envoie une e´valuation lie´e a`
une autre demande de cre´dit ou qu’il y ait un me´lange des donne´es lie´es a` des demandes de
cre´dit diﬀe´rentes.
Les deux pre´ce´dentes proprie´te´s peuvent s’exprimer graˆce a` la meˆme formule :
퐴퐺([푔푒푡퐶푟푒푑푖푡푅푒푞푢푒푠푡?(푥푖푑, 푥푚표푛푡푎푛푡, 푥푐푢푠푡)]푡푟푢푒)
퐸퐹 ([푟푒푞푃푟표푐푒푠푠푖푛푔!(푥푖푑, , 푥푚표푛푡푎푛푡, 푥푐푢푠푡)]푡푟푢푒 ∨ [푎푏푎푛푑표푛?∗]푡푟푢푒)
A la re´ception d’une requeˆte identiﬁe´e par 푥푖푑, le syste`me re´pond au client identiﬁe´ par 푥푐푢푠푡
avec le meˆme identiﬁant 푥푖푑 sur le port 푟푒푞푃푟표푐푒푠푠푖푛푔, a` moins de recevoir une demande
d’annulation sur le port 푎푏푎푛푑표푛.
- Interruptibilite´ : Le client peut exiger l’annulation du processus de demande de cre´dit apre`s
avoir choisi ce service.
퐴퐺([푔푒푡퐶푟푒푑푖푡푅푒푞푢푒푠푡?(푥푖푑, 푥푚표푛푡푎푛푡, 푥푐푢푠푡)]푡푟푢푒)퐸퐹 ([푎푏푎푛푑표푛?∗])푡푟푢푒
D’autres proprie´te´s comportementales plus spe´ciﬁques a` ce cas peuvent eˆtre exprime´es :
- Le client peut recevoir une oﬀre seulement apre`s que sa demande de cre´dit ait e´te´ e´value´e avec
succe`s par un superviseur :
퐴퐺([푔푒푡퐶푟푒푑푖푡푅푒푞푢푒푠푡?(푥푖푑, 푥푚표푛푡푎푛푡, 푥푐푢푠푡)]푡푟푢푒)
∼ 퐸퐹 ([푟푒푞푃푟표푐푒푠푠푖푛푔!(푥푖푑, , 푥푚표푛푡푎푛푡, 푥푐푢푠푡)]푡푟푢푒 ∧ [푎푛푠푤푒푟!∗]푡푟푢푒)
- Si une demande de cre´dit est accepte´e pour e´valuation, (c’est a` dire qu’elle est ajoute´e a` une
des deux listes de taˆches) et que le client demande son annulation, alors le gestionnaire de
compensation doit eˆtre active´, c’est a` dire la taˆche doit eˆtre retire´e de la liste.
퐴퐺([푔푒푡퐶푟푒푑푖푡푅푒푞푢푒푠푡?(푥푖푑, 푥푚표푛푡푎푛푡, 푥푐푢푠푡)]푡푟푢푒)퐸퐹 [푎푏푎푛푑표푛!∗]
퐴퐹 [퐿푠푡퐸푚푝? ∗ ∨퐿푠푡푆푢푝?∗]푡푟푢푒
- Si une demande de cre´dit exige une mise a` jour, le client doit eˆtre notiﬁe´ ou une annulation
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peut avoir lieu.
퐴퐺([푔푒푡퐸푚푝퐸푣푎푙푢푎푡푖표푛!′푚푎푗′]푡푟푢푒 ∨ [푔푒푡푆푢푝퐸푣푎푙푢푎푡푖표푛!′푚푎푗′]푡푟푢푒)
퐸퐹 ([푔푒푡푈푝푑푎푡푒!∗]푡푟푢푒 ∨ [푎푏푎푛푑표푛!∗]푡푟푢푒)
- Avant le traitement d’une demande de cre´dit, le client doit introduire dans le syste`me les
informations de se´curite´ et les donne´es sur son solde.
퐴퐺([푔푒푡퐶푟푒푑푖푡푅푒푞푢푒푠푡?(푥푖푑, 푥푚표푛푡푎푛푡, 푥푐푢푠푡)]푡푟푢푒)
∼ 퐸퐹 ([푝푢푡퐸푚푝푇푎푠푘퐿푠푡?∗]푡푟푢푒 ∧ [푔푒푡퐶푙푖푒푛푡퐼푛푓표!∗])푓푎푙푠푒)
- Une demande de cre´dit doit toujours re´ussir.
퐴퐺([푔푒푡퐶푟푒푑푖푡푅푒푞푢푒푠푡?(푥푖푑, 푥푚표푛푡푎푛푡, 푥푐푢푠푡)]푡푟푢푒)
퐸퐹 ([푡푡퐶표푛푡푟푎푡!∗]푡푟푢푒 ∨ [푎푏푎푛푑표푛!∗]푓푎푙푠푒)
- Un superviseur peut toujours eˆtre requis pour e´valuer une demande de cre´dit.
퐴퐺([푔푒푡퐶푟푒푑푖푡푅푒푞푢푒푠푡?(푥푖푑, 푥푚표푛푡푎푛푡, 푥푐푢푠푡)]푡푟푢푒)
퐸퐹 ([푡푡푆푢푝푒푟푣푖푠푒푢푟!∗]푡푟푢푒 ∨ [푎푏푎푛푑표푛!∗]푓푎푙푠푒)
Cette proprie´te´ ne doit pas eˆtre ve´riﬁe´e par le syste`me car un employe´ peut rejeter une demande
avant qu’elle n’arrive au superviseur.
6.5 Ge´ne´ration de code WS-BPEL
La ge´ne´ration (semi)-automatique de code WS-BPEL repose sur les transformations du chapitre
4. Nous indiquons la me´thode pour le processus 푝표푟푡푎푙 dont nous donnons ici le code ge´ne´re´.
Le processus 푝표푟푡푎푙 se pre´sente comme un scope :
{{푥푢푠푒푟, 푥푝푤푑, 푥푐푢푠푡}, 푃,퐻푝}
ou` 푃 est le processus principal du scope, et 퐻 les gestionnaires (re´duits dans ce cas, au seul
gestionnaire d’erreurs).
Le gestionnaire d’erreurs se contente d’avertir le client de l’e´chec de la connexion. Son BP-code
est : 퐻푝 = 퐹퐻(푓퐸푐ℎ푒푐퐿표푔푖푛).
Nous pouvons ainsi ge´ne´rer le code WS-BPEL suivant :
<process name="Portal">
<scope>
<variables>
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<variable name="XUSER" messageType="string" />
<variable name="XPWD" messageType="string" />
<variable name="XCUST" messageType="string" />
</variables>
<faultHandlers>
<!-- Code du fault handler H1 -->
<invoke>
partnerLink="client"
operation="auth"
variable="EchecLogin"
</invoke>
</faultHandlers>
<!-- Code du processus principal -->
</scope>
</process>
Le processus principal est :
푃 = 푙표푔푖푛(푥푢푠푒푟, 푥푝푤푑, 푥푐푢푠푡) ⊳
푎푢푡ℎ푒푛푡푖푐푎푡푖표푛
푖푛푣 ⟨푥푢푠푒푟, 푥푝푤푑⟩
∣
((푎푢푡표푟푖푠푎푡푖표푛(푥푢푠푒푟, 푟푒푝표푛푠푒)⊳
if (푟푒푝표푛푠푒 = “푛표푛′′) then 푡ℎ푟표푤⟨푓푓푎푖푙푒푑퐿표푔푖푛⟩)
else
푆1
)
Il contient lui-meˆme un scope 푆1 dont le mode`le formel est :
푆1 = {{푠푒푠푠푖표푛퐼퐷},
푙표푔푔푒푑 ⟨푘푒푦, 푠푒푠푠푖표푛퐼퐷⟩
∣ 푐푟푒푑푖푡푅푒푞푢푒푠푡(푠푒푠푠푖표푛퐼퐷) ⊳ 푐푟푒푎푡푒퐼푛푠푡 ⟨푠푒푠푠푖표푛퐼퐷⟩
+... autres services fournis par le portail de credit ...),
퐻푝1}
Donc 푃 se traduit comme suit :
<sequence>
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<receive name="ReceiveChoix"
partnerLink="Client"
operation="login"
variable="XUSER"
variable="XPWD"
variable="XCUST"
createInstance="no" />
<flow>
<invoke>
partnerLink="authentication"
operation="auth"
variable="XUSER"
variable="XPWD"
</invoke>
<pick>
<onMessage partnerLink="authentication"
operation="autorized"
variable="XUSER">
<throw faultName="tns:EchecLogin" />
</onMessage>
<onMessage partnerLink="authentication"
operation="autorized"
variable="XUSER">
<!-- code du scope S1 -->
</onMessage>
</pick>
</flow>
</sequence>
Finalement, le code ge´ne´re´ pour le scope 푆1 est comme suit :
<scope name="S1">
<variables>
<variable name="SESSIONID" messageType="string" />
<variable name="KEY" messageType="string" />
</variables>
<faultHandlers>
<!-- Code du fault handler -->
</faultHandlers>
<flow>
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<invoke>
partnerLink="authentication"
operation="auth"
variable="KEY"
variable="SESSIONID"
</invoke>
<pick>
<onMessage partnerLink="??"
operation="creditRequest"
variable="SESSIONID">
<invoke>
partnerLink="??"
operation="createInstance"
variable="SESSIONID"
</onMessage>
<onMessage
<!-- Autres services -->
</onMessage>
</pick>
</flow>
</scope>
Dans ce code ge´ne´re´ automatiquement a` l’aide des transformations du Chapitre 4, les re´fe´rences
aux diﬀe´rents espaces de noms est manquant. Elles sont donc ajoute´es manuellement.
Le code des autres services est ge´ne´re´ exactement de la meˆme manie`re.
6.6 Conclusion
Dans ce chapitre, nous avons montre´ sur une e´tude de cas signiﬁcative traitant de la gestion d’une
demande cre´dit dans un organisme bancaire, l’applicabilite´ du BP-calcul que nous avons introduit
au Chapitre 3. Apre`s avoir donne´ une description informelle du proble`me, nous l’avons formalise´
puis e´tabli un certain nombre de proprie´te´s souhaitables du mode`le exprime´es dans la BP-logique.
La formalisation est comple`te en ce sens qu’elle tient compte des diﬀe´rents gestionnaires ne´ces-
saires a` l’application, ainsi que des me´canismes de corre´lation. En utilisant un processus ite´ratif,
nous pouvons ve´riﬁer l’exactitude du syste`me et proce´der ensuite a` la ge´ne´ration semi-automatique
du code WS-BPEL.
La principale contribution est d’avoir montre´ que le BP-calcul est suﬃsamment expressif et
que, conjugue´ aux techniques inspire´es du 휋-calcul applique´, il permet de formaliser relativement
aise´ment des cas d’e´tudes complexes proches de ceux que l’on rencontre dans la vie re´elle.
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De meˆme, nous avons montre´ que la 휋-logique, et son extension pour le BP-calcul, permettaient
d’exprimer des proprie´te´s de´pendantes du syste`me e´tudie´, mais qui peuvent aussi en eˆtre inde´pen-
dantes. Plus encore, ces logiques permettent l’expression de tous types de proprie´te´s et notamment
des proprie´te´s qui impliquent l’usage de la corre´lation.
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CHAPITRE 7
Imple´mentation
7.1 Introduction
Ce chapitre pre´sente les aspects et les choix technologiques lie´s a` l’imple´mentation des techniques
pre´sente´es dans les chapitres pre´ce´dents, en se plac¸ant dans le cadre de la re´alisation d’un ensemble
d’outils permettant la ve´riﬁcation et la ge´ne´ration automatique de spe´ciﬁcations de Services Web
composites exprime´es en WS-BPEL.
L’objectif de la plateforme est de permettre soit de ve´riﬁer des spe´ciﬁcations de processus me´tier
en WS-BPEL de´ja` existantes, en passant par leur e´quivalent dans le langage formel BP-calcul, soit
de ve´riﬁer des spe´ciﬁcations directement e´crites en BP-calcul avant de les traduire en WS-BPEL.
Dans les deux cas l’e´tape ﬁnale est de ge´ne´rer du code WS-BPEL ve´riﬁe´ et correct.
Les caracte´ristiques du code ge´ne´re´ sont multiples :
- Le code doit eˆtre lisible et correct au sens ou` il doit reﬂe´ter les intentions de ses concepteurs,
surtout en ce qui concerne la se´quentialite´ et les diﬀe´rents gestionnaires. Il doit aussi eˆtre en
mesure de ge´rer le concept de corre´lation.
- Le code doit eˆtre le plus complet possible pour minimiser l’intervention humaine pour le
comple´ter,
- Comme le standard WS-BPEL est amene´ a` e´voluer, l’e´criture de l’outil doit eˆtre la plus
ge´ne´rique et modulaire possible aﬁn de s’adapter a` l’e´volution rapide de ces technologies ;
- Comme nous avons pu le constater dans la bibliographie, le concept de client pour la ge´ne´ration
automatique de code WS-BPEL formellement ve´riﬁe´ est peu pre´sent (voir absent) dans la
litte´rature, ce qui souligne l’inte´reˆt de notre re´alisation.
L’aboutissement des re´sultats pre´sente´s dans les chapitres pre´ce´dents est le de´veloppement d’un
plateforme pour la ve´riﬁcation formelle et la ge´ne´ration automatique de spe´ciﬁcations WS-BPEL. La
ge´ne´ration de spe´ciﬁcations WS-BPEL dans notre plate-forme se fait en deux ou trois e´tapes, selon
que l’on part de spe´ciﬁcations de´ja` existantes ou non. Dans le premier cas, la spe´ciﬁcation existante
en WS-BPEL est traduite dans le BP-calcul selon ce qui a e´te´ pre´sente´ au chapitre 3 et suivants
pour en obtenir un mode`le formel. Dans le second cas, la premie`re e´tape consiste a` construire le
mode`le formel de la spe´ciﬁcation. Dans les deux cas, l’e´tape suivante consiste a` raﬃner le mode`le et
a` le valider. Finalement, la troisie`me e´tape consiste a` ge´ne´rer automatiquement le code WS-BPEL
et a` le comple´ter manuellement pour le rendre ope´rationnel et exe´cutable sur un moteur WS-BPEL.
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7.1.1 Organisation du chapitre
La section 7.2 est de´die´e a` la pre´sentation des outils de ve´riﬁcation existants, parmi lesquels
nous de´taillons en particulier l’outil HAL que nous pre´sentons a` la Section 7.4. Le prototype de
notre outil BP-Verif est pre´sente´ a` la Section 7.5.
7.2 Aperc¸u de quelques outils existants
Les outils recense´s ici sont de deux types : oriente´s vers la ve´riﬁcations formelle de services, ou
imple´mentant diﬀe´rents type de calculs formels.
Concernant la premie`re cate´gorie, de nombreux outils base´s sur la se´mantique formelle de WS-
BPEL ont e´te´ de´veloppe´s dans le but de fournir une certaine forme d’analyse formelle et de ve´riﬁ-
cation. Les plus importants sont :
- WofBPEL Ouyang et al. (2005) utilise une transformation de´taille´e de WS-BPEL vers des
re´seaux de Petri et contrairement a` de nombreuses autres approches, celle-ci concerne toutes
les caracte´ristiques du langage.
- WSAT (Web Service Analysis Tool) Fu et al. (2004b) : C’est un outil de spe´ciﬁcation, ve´riﬁca-
tion et d’analyse de compositions de Services Web base´e sur les automates garde´s qui peuvent
eˆtre ve´riﬁe´s graˆce a` l’outil SPIN (Holzmann (2003)).
- LTSA-WS/BPEL4WS Foster et al. (2003) transforme des spe´ciﬁcations WS-BPEL en des
syste`mes de transitions e´tiquete´es.
Un trait commun a` tous ces outils, est qu’aucun d’entre eux ne vise a` la ge´ne´ration de code
WS-BPEL ve´riﬁe´, c’est a` dire, qu’ils sont tous unidirectionnels en traduisant WS-BPEL vers
les autres formalismes et jamais l’inverse.
- L’approche utilise´e dans l’outil WorkflowNet2BPEL4WS van der Aalst et Lassen (2006) se
rapproche plus de nos centres d’inte´reˆt. C’est un outil pour transformer automatiquement
un mode`le de workﬂow exprime´ en termes de re´seaux de workﬂow (Workﬂow Nets - WF-
NET), un sous-ensemble des re´seaux de Petri, en processus WS-BPEL. Toutefois, a` cause
de l’absence de compositionnalite´ dans les re´seaux de Petri, l’algorithme utilise´ dans cet
outil est plus complexe que celui base´ sur les alge`bres de processus que nous utilisons. En
outre, la traduction est semi-automatique et seules les plus simples e´le´ments peuvent eˆtre
automatiquement traduits.
Dans la seconde cate´gorie, oriente´e vers l’imple´mentation de calculs apparente´s avec le 휋-calcul
et oriente´s services, nous pouvons citer :
- JOLIE Montesi et al. (2007) qui est un interpre´teur e´crit en Java pour un langage de program-
mation conc¸u pour l’orchestration des Services Web et base´ sur SOCK Guidi et al. (2006).
- PiDuce Brown et al. (2005) est un environnement d’exe´cution distribue´ conc¸u pour expe´ri-
menter les technologies des Services Web et qui imple´mente une variante du 휋-calcul e´tendue
avec des valeurs XML en mode natif, des types et des motifs (patterns).
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7.3 Une infrastructure pour la ve´riﬁcation de compositions de SW
Le principal avantage de notre me´thode est de permettre l’approche combine´e de ve´riﬁcation
et de raﬃnement pour la conception de Services Web composites corrects. Un concepteur peut
commencer par fournir une spe´ciﬁcation formelle qui est ve´riﬁe´e en utilisant les outils existants
tels que HAL Ferrari et al. (2003) que nous pre´sentons en de´tail dans la suite, ou MWB Victor et
Moller (1994), par exemple. Selon le re´sultat de la ve´riﬁcation, le concepteur peut choisir d’aﬃner
la spe´ciﬁcation et la soumettre a` nouveau a` l’outil de ve´riﬁcation. Il peut e´galement conside´rer que
la spe´ciﬁcation est correcte et la soumettre au ge´ne´rateur de code WS-BPEL. La ﬁgure 7.1 illustre
ce processus.
Comme nous l’avons de´ja` montre´, notre approche repose sur les deux traductions : J K푏푝푒푙, du BP-
calcul vers WS-BPEL et J K푝푖, de WS-BPEL vers le 휋-calcul, que nous avons longuement pre´sente´es
et e´tudie´es au Chapitre 4.
Ces traductions ont e´te´ conc¸ues pour ge´ne´rer le meilleur code possible. Par exemple, il est
important d’identiﬁer une se´quence de processus, meˆme si elle est repre´sente´e par un ope´rateur
paralle`le et de la traduire naturellement par un e´le´ment <sequence> de WS-BPEL, plutoˆt par
un e´le´ment <flow> ; c’est le roˆle de l’ope´rateur se´quentiel (⊳). Par conse´quent, les concepteurs de
spe´ciﬁcations en BP-calcul doivent faire attention a` instancier tous les processus en les repre´sentant
d’une manie`re ade´quate qui en facilitera la traduction vers du code WS-BPEL lisible et maintenable.
Cas particuliers
Notre environnement doit oﬀrir des mode`les (templates) qui facilitent la conception de certains
cas particuliers et particulie`rement des gestionnaires. Ces cas particuliers concernent les e´le´ments :
<Throw>, <compensate>, les liens et les gestionnaires d’erreurs d’e´ve´nements et de compensation.
Lancer une exception consiste a` e´mettre un message sur un canal spe´ciﬁque (canal d’erreur)
et signaler au scope au’il doit se terminer. De meˆme, une ope´ration de compensation consiste a`
invoquer le gestionnaire de compensation et a` lui fournir le nom de l’erreur.
Les liens permettent d’exprimer les de´pendances de synchronisation entre les activite´s. Un lien
est une connexion entre deux activite´s : la source et la cible. Ces deux activite´s doivent de´ﬁnir
explicitement leur roˆle dans la syntaxe.
La de´ﬁnition d’un gestionnaire d’e´ve´nements se compose de deux processus paralle`les : un pour
capturer les e´ve´nements et l’autre pour les traiter. L’encodage d’un gestionnaire d’erreur est assez
semblable a` celui du gestionnaire d’e´ve´nements sauf que, quand une faute est leve´e, la principale
activite´ du scope doit eˆtre acheve´e.
La seule fac¸on de ge´ne´rer spe´ciﬁquement ces activite´s WS-BPEL est d’utiliser une forme d’an-
notations sur le nom du processus. Nous pouvons utiliser des noms spe´ciﬁques que le ge´ne´rateur
reconnaˆıtra comme e´tant ceux de ces activite´s.
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Figure 7.1 Un environnement pour le Raﬃnement et la Traduction
7.4 L’outil HAL
HAL est un acronyme pour HD-Automata Laboratory. C’est un outil inte´gre´ construit pour
la spe´ciﬁcation, la ve´riﬁcation et l’analyse des syste`mes concurrents. La boˆıte a` outils HAL est la
composante de JACK qui fournit les moyens de traiter le 휋-calcul, en exploitant les automates
HD (history dependent). L’objectif de HAL est de ve´riﬁer les proprie´te´s des syste`mes mobiles
spe´ciﬁe´s en 휋-calcul. Ces spe´ciﬁcations sont d’abord traduites en HD-automates, puis en automates
ordinaires. Par conse´quent, le model-checker de la bisimulation JACK, peut eˆtre utilise´ pour ve´riﬁer
la bisimilarite´ forte et faible.
La minimisation des automates, au regard de la bisimulation faible est e´galement possible.
HAL supporte la ve´riﬁcation des formules logiques exprimant les proprie´te´s du comportement des
spe´ciﬁcations en 휋-calcul. L’environnement JACK fournit un model-checker (ACTL) qui permet
de ve´riﬁer les proprie´te´s des spe´ciﬁcations en 휋-calcul, apre`s traduction des 휋-formules exprimant
les proprie´te´s souhaitables en formules ACTL. La complexite´ de l’algorithme de model-checking
de´pend de la construction de l’espace d’e´tat du 휋-processus a` ve´riﬁer, qui est, dans le pire des cas,
exponentiel en fonction de la taille syntaxique du processus.
Lors de la ve´riﬁcation de l’exemple de la Section 3.7 du Chapitre 3 nous avons pu constater
qu’eﬀectivement le temps de ve´riﬁcation augmentait tre`s vite en fonction de la complexite´ du
processus a` ve´riﬁer.
7.4.1 Syntaxe HAL pour le pi-calcul
Grammaire
La syntaxe formelle des 휋-agents est donne´e en annexe (A).
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Exemple dans la syntaxe HAL
La spe´ciﬁcation en 휋-calcul pour l’outil HAL de l’exemple du Chapitre 3, Section 3.7 est ainsi
de´ﬁnie :
define S(qty, plan, receipt, ok) =(a)(b)(decision)(o)(p)(q)(r)(s)(t)(order)
(Customer (s,p, qty, a , ok, r )
| Broker (s, p, plan, q, qty, a, ok, o, order, r, receipt)
| Analytic(q, p, plan) | Exchange(o,t,b,r,ok,receipt)
| Surveillance(b,t, decision))
define Customer (s,p, qty , a , ok, r) = s!qty . p?(plan). a!ok . r?(receipt).
Customer (s,p, qty, a , ok, r )
define Broker (s, p, plan, q, qty, a, ok, o, order, r, receipt) =
s?(qty).q!qty.a?(decision).
[decision=ok]o!order.Broker(s, p, plan, q, qty, a, ok, o,order, r, receipt)
define Analytic(q, p, plan) = q?(qty).p!plan.Analytic(q, p, plan)
define Exchange(o,t,b,r,ok, receipt) =
o?(order).o?(plan).t!order. b?(decision).
[decision = ok] r!receipt.Exchange(o,t,b,r,ok,receipt)
define Surveillance(b,t, decision) =
t?(order).b!decision.Surveillance(b,t, decision)
build S
7.4.2 Aperc¸u du syste`me HAL
Dans l’imple´mentation actuelle, l’environnement HAL est essentiellement constitue´ de cinq mo-
dules (voir la Figure 7.2) :
- trois premiers modules pour eﬀectuer les traductions
– des 휋-processus en HD-agents (pi-to-HD),
– des HD-automates vers les automates a` e´tats ﬁnis (hd-to-aut), et
– des 휋-formules vers les formules ACTL (pl-to-ACTL).
- Le quatrie`me module (hd-reduce) fournit des primitives de manipulation des HD-automates.
- Le cinquie`me module est essentiellement l’environnement JACK qui manipule les automates
a` e´tats ﬁnis sur lesquels il exe´cute les ope´rations standard (ve´riﬁcation du comportement et
model checking).
7.4.3 Une syntaxe pour la pi-logique
La syntaxe des formules de la 휋-LOGIC est donne´e par la grammaire de l’annexe B. Dans cette
syntaxe, les formules logiques ve´riﬁe´es pour la spe´ciﬁcation de la Section 7.4.1 sont les suivantes :
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Figure 7.2 Architecture Logique de l’outil HAL
define tolerance2 = AG([enh?*]false | EF[deh?*]true)
define tolerance1 = AG( ([fbb!x]false &
[fesd!x]false & [asd!x]false) | EF[r!x]true)
define response1 = AG([s?qty]EF([p!plan]true))
define response2 = AG([a?ok]EF([r!receipt]true))
define response3 = AG([b?ok]EF([r!receipt]true))
define available = AG([s?qty]true)
define fairness1 = ˜AG(EF[s?*]true)
| (AG( EF<r!receipt>true & EF <p!plan>true ) )
define reliability = AG([s?qty]EF<p!plan>true)
define liveness = AG(<a!ok>EF<t!order>true)
define safety1 = ˜EF(˜<b!ok>true & [r?*]true)
define safety2 = ˜EF(<p!plan>false & [a?ok]true)
7.4.4 Le processus de ve´riﬁcation/raﬃnement.
Le model checker HAL est utilise´ pour ve´riﬁer et aﬃner une spe´ciﬁcation e´crite en BP-calcul.
Les processus WS-BPEL sont automatiquement traduits en BP-processus ou directement spe´ciﬁe´s
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dans ce langage. Nous avons e´galement spe´ciﬁe´ les proprie´te´s souhaitables dans la 휋-logique. Nous
ve´riﬁons ensuite si les formules sont valides pour les processus de´ﬁnis. Si elles ont e´te´ invalide´es par
l’outil, nous corrigeons les processus et/ou les formules et nous re´pe´tons le processus de ve´riﬁcation
jusqu’a` ce que le syste`me soit valide´. A ce moment, une version de´ﬁnitive du processus WS-BPEL
peut-eˆtre ge´ne´re´e automatiquement. L’exactitude du code ge´ne´re´ WS-BPEL est atteste´e par le
the´ore`me 4.5.1.
Nous pouvons aussi avoir besoin de minimiser la spe´ciﬁcation formelle. Nous pouvons dans ce
cas, utiliser le ve´riﬁcateur de la bisimulation inte´gre´ dans HAL pour ve´riﬁer la correction de cette
re´duction.
Notons qu’il est e´galement possible d’utiliser le model-checker pour ve´riﬁer l’e´quivalence entre
les spe´ciﬁcations initiales et ﬁnales.
7.5 Prototype
A de´faut de pre´senter une imple´mentation comple`te de l’outil de ve´riﬁcation BP-Verif, nous
pre´sentons dans cette section des exemples de ve´riﬁcation des spe´ciﬁcations de l’exemple de la
Section 3.7 du chapitre 3 dans l’outil HAL et une premie`re e´bauche de l’architecture de notre outil.
7.5.1 Exemple d’utilisation de l’outil HAL
Nous avons utilise´ l’outil HAL pour ve´riﬁer les proprie´te´s souhaitables e´nonce´es au Chapitre 3
a` la Section 4.6.1 pour l’exemple du traitement des ordres d’achat et de ventes d’action (Chapitre
3, Section 3.7).
Ainsi la Figure 7.3 montre la ge´ne´ration de l’automate HD du service du courtier (Broker).
On y voit que l’automate ge´ne´re´ contient 10700 e´tats ge´ne´re´s en environ 600 sec. Ceci est duˆ a` la
complexite´ induite par l’introduction des gestionnaires dans le mode`le.
La ve´riﬁcation de la proprie´te´ de disponibilite´ de´crite au paragraphe 7.4.3 est montre´e dans la
Figure 7.4 tandis que la ve´riﬁcation de la proprie´te´ de tole´rance est montre´e dans la Figure 7.5. On
y voit que les deux proprie´te´s sont ve´riﬁe´es pour notre mode`le.
7.5.2 Architecture de l’outil de ve´riﬁcation BP-Verif
BP-Verif est un outil inte´gre´ de ve´riﬁcation de spe´ciﬁcations WS-BPEL ou directement e´crites
en BP-calcul qui re´alise les fonctionnalite´s suivantes :
- Saisie des spe´ciﬁcations WS-BPEL,
- Saisie des spe´ciﬁcation BP-calcul,
- Traduction des spe´ciﬁcations BP-calcul de manie`re a` les rendre compatibles avec la syntaxe
de HAL Toolkit,
- Traduction des spe´ciﬁcations WS-BPEL en BP-calcul,
- Saisie des proprie´te´s a` ve´riﬁer,
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Figure 7.3 Ge´ne´ration de l’automate HD
Figure 7.4 Proprie´te´ de disponibilite´
- Ve´riﬁcation des proprie´te´s et aﬃchage des re´sultats.
L’outil BP-Verif se compose de 3 modules comme indique´ dans la ﬁgure 7.6.
- Module 1 : Ve´riﬁcation de spe´ciﬁcations en BP-calcul. Ce module prend en entre´e un ﬁchier
de description en BP-calcul des processus a` ve´riﬁer et un ﬁchier de BP-formules. Il invoque
ensuite les diﬀe´rents modules de l’outil HAL dans cet ordre :
1. Ge´ne´ration de l’automate HD,
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Figure 7.5 Proprie´te´ de tole´rance
2. Re´duction de l’automate,
3. Ge´ne´ration de l’AFD,
4. Invocation de l’outil JACK pour la ve´riﬁcation des formules.
En cas d’e´chec de la ve´riﬁcation on proce`de au raﬃnement des processus puis on re´ite`re le
processus de ve´riﬁcation. En cas de succe`s on proce`de a` la ge´ne´ration du code (Module 3).
- Module 2 : Traduction de spe´ciﬁcations WS-BPEL en 휋-calcul, Ce module permet le re´-
engineering de spe´ciﬁcations WS-BPEL existantes. Celles-ci sont traduites en 휋-calcul graˆce
a` la transformation J K푝푖 de la Section 4.4 du Chapitre 4. Les spe´ciﬁcations sont ensuite
annote´es (manuellement) pour optimiser le code produit avant d’eˆtre transmises au module
de ve´riﬁcation (Module 1).
- Module 3 : Ge´ne´ration de code WS-BPEL. Ce module est base´ sur la transformation J K푏푝푒푙
de la Section 4.3 du Chapitre 4. Il prend en entre´e des spe´ciﬁcations annote´es du BP-calcul
et ge´ne`re du code certiﬁe´ re´pondant aux requis de comportement souhaitable spe´ciﬁe´ dans les
BP-formules.
7.6 Discussion et e´volutions futures
L’objectif du de´veloppement du prototype est double. D’abord il s’agit d’instancier l’approche
d’analyse et la me´thodologie pre´sente´es dans ce travail. Les premiers re´sultats sont encourageants et
ont de´montre´ la justesse de l’approche. Ils ont permis de de´celer de raﬃner certains concepts dans
le mode`le formel.
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Figure 7.6 Architecture de BP-Verif
Le deuxie`me objectif est d’e´valuer l’eﬃcacite´ et la re´sistance a` la monte´e en charge des techniques
pre´sente´es. Ce second volet du travail est encore en friche et ouvre la perspective de nouvelles voies
de recherche. En eﬀet il reste a` e´tudier et si possible re´soudre des proble`mes majeurs tels que
l’adaptation de techniques de conﬁnement de l’explosion combinatoire due a` la complexite´ des
mode`les ou encore le proble`me de l’atteignabilite´.
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CHAPITRE 8
CONCLUSION
Le BP-calcul
Peu d’outils conceptuels pour l’analyse, le raisonnement ou la ve´riﬁcation des logiciels composites
base´s sur le langage WS-BPEL ont e´te´ fournis jusqu’ici. L’objectif de cette the`se est donc de
fournir un support formel pour la mode´lisation de processus et de de´montrer la pertinence et la
praticabilite´ des concepts mathe´matiques sous-jacents. Pour cela nous avons propose´ un formalisme
appele´ BP-calcul. Ce langage est une extension du 휋-calcul Milner (1999) qui permet non seulement
la ve´riﬁcation de spe´ciﬁcations e´crites en WS-BPEL, mais aussi la ge´ne´ration de tels processus. Ceci
est possible graˆce d’une part a` des annotations associe´es a` certains ope´rateurs du langage tels que les
re´ceptions ou les e´missions, et d’autre part graˆce a` l’introduction d’ope´rateurs spe´ciﬁques tels que
l’ope´rateur de se´quence et l’ope´rateur de cre´ation d’instance qui permet de spe´ciﬁer la corre´lation.
De plus le BP-calcul fournit une repre´sentation syntaxique de tous les gestionnaires du WS-BPEL
utilise´s pour prendre en charge les erreurs ou certains e´ve`nements spe´ciﬁques d’un syste`me tels que
la terminaison ou le timeout. Ceci permet de mode´liser des applications de commerce e´lectronique
complexes et re´alistes, plus proches de celles que l’on trouve dans le monde re´el.
L’ope´rateur de se´quence et la cre´ation d’instances. L’association de l’ope´rateur de se´quence
avec cre´ation d’instances dans le BP-calcul a introduit une nouvelle proble´matique : en eﬀet, un
processus peut se terminer tout en cre´ant une instance et donc ceci induit un comportement parti-
culier quand il est associe´ avec l’ope´rateur de se´quence. L’introduction d’un pre´dicat de terminaison
nous a permis de de´ﬁnir pre´cise´ment la se´mantique comportementale de ce cas de ﬁgure.
La BP-logique et les e´quivalences. Pour comple´ter la de´ﬁnition du BP-calcul, nous avons, d’une
part, introduit la BP-logique comme une extension de la 휋-logique Milner et al. (1993) avec la prise
en charge du pre´dicat de terminaison. Cette logique permet la ve´riﬁcation formelle des BP-processus
avec ope´reateurs de se´quence, cre´ation d’instances et diﬀe´rents gestionnaires.
D’autre part, nous avons de´ﬁni une e´quivalence comportementale qui inclut le pre´dicat de
terminaison. Nous avons montre´ que cette bisimulation n’e´tait pas une congruence, et nous avons
donc e´te´ amene´s a` de´ﬁnir la plus grande congruence incluse dans la bisimulation. Nous avons
ﬁnalement de´montre´ que ces deux relations coincidaient et qu’elles e´taient ade´quates avec la BP-
logique.
Les transformations
Pour permettre la ve´riﬁcation formelle de spe´ciﬁcations e´crites en WS-BPEL, nous avons de´ﬁni
une transformation qui traduit des processus WS-BPEL vers le BP-calcul fournissant ainsi une
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se´mantique formelle pour WS-BPEL. nous avons aussi de´ﬁni une transformation du BP-calcul
vers le 휋-calcul qui nous permet d’utiliser un model-checker de´ja` existant tel que le HAL Toolkit
Ferrari et al. (1998). De meˆme pour ge´ne´rer du code WS-BPEL formellement ve´riﬁe´ a` partir de
sa spe´ciﬁcation en BP-calcul, nous avons de´ﬁni une transformation de ce dernier langage vers WS-
BPEL. Nous avons ﬁnalement de´montre´ que ce cycle complet de transformations est correct au sens
ou` il pre´serve la se´mantique comportementale des processus.
Les me´canismes de corre´lation
Le me´canisme de corre´lation est important dans les langages de composition de services tels que
WS-BPEL. C’est la raison pour laquelle nous lui avons accorde´ un inte´reˆt particulier. C’est ainsi
que nous avons montre´ que le BP-calcul et plus pre´cise´ment l’ope´rateur de cre´ation d’instances
permet de spe´ciﬁer formellement la corre´lation. Nous avons donc de´ﬁni la se´mantique des e´le´ments
de WS-BPEL qui utilisent ce me´canisme. Puis nous avons e´tabli des re´sultats attestant du bon
comportement des instances, lors de la re´alisation d’une corre´lation dans notre mode`le.
Nous avons exploite´ un exemple que nous avons comple´te´ au fur et a` mesure de notre expose´
et une grande e´tude de cas dans le domaine ﬁnancier pour illustrer la pertinence de l’approche
base´e sur le BP-calcul pour la spe´ciﬁcation et l’analyse des applications SOA. La faisabilite´ de cette
approche est illustre´e par le prototype d’un environnement de ve´riﬁcation base´ sur le BP-calcul
et la BP-logique dont nous avons pre´sente´ l’architecture base´e sur l’exploitation du model-checker
HAL-Toolkit.
Travaux en cours
Dans le cadre d’une collaboration avec le “Dependability group” de l’universite´ de NewCastle 1,
des travaux sont en cours pour la formalisation des syste`mes ﬁables dans le cadre d’un changement
dynamique de conﬁguration Ellis et al. (1995).
Comme les syste`mes modernes ﬁables doivent eˆtre plus ﬂexibles, disponibles et ﬁables que leurs
pre´de´cesseurs, la reconﬁguration dynamique est un moyen d’atteindre ces exigences. Il y a donc un
besoin pour un formalisme pour la mode´lisation des syste`mes dont les modes de fonctionnement
peuvent se chevaucher. Le formalisme doit permettre de ve´riﬁer que le syste`me re´pond aux exigences
d’exactitude sur l’intervalle ou` a lieu la reconﬁguration. Le 휋-calcul peut fournir un cadre ade´quat
pour la ve´riﬁcation et le langage WS-BPEL peut servir pour l’imple´mentation. Ainsi, notre approche
pour la ve´riﬁcation et la ge´ne´ration automatique de code WS-BPEL se trouve au cœur de la
proble´matique et peut lui apporter une solution satisfaisante.
Une premie`re e´tape de ce travail a de´ja` e´te´ re´alise´e dans Mazzara et Bhattacharyya (2010).
L’objectif de notre travail conjoint est d’e´valuer diﬀe´rents formalismes pour de´terminer les forces et
1. http ://www.cs.ncl.ac.uk/research/groups/dependability
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les faiblesses de chacun en se basant sur certains requis tels que des requis de mode´lisation (possibi-
lite´s de reconﬁgurer des composants et des connecteurs, possibilite´ d’exprimer le comportement de
l’application, et de ses interfe´rences avec l’environnement d’exe´cution, ...). Nous devons aussi e´tablir
des requis d’analyse base´s sur une hie´rarchie de crite`res pour la correction du syste`me (bisimulation,
e´quivalence, ...).
Le BP-calcul, dans la mesure ou` il permet d’exprimer la notion de gestion des e´ve`nements et des
pannes se preˆte parfaitement a` ces exigences. Cependant une e´tude plus approfondie est ne´cessaire
pour identiﬁer et exprimer les conditions de l’application de ce formalisme dans le contexte de la
reconﬁguration dynamique.
Travaux futurs
D’autres travaux futurs peuvent s’orienter dans de nombreuses et diﬀe´rentes directions tant pour
des aspects pratiques que the´oriques.
- Une premie`re perspective est d’inte´grer les aspects transactionnels du langage WS-BPEL de´ja`
aborde´s par Lucchi et Mazzarra Lucchi et Mazzara (2007) qui introduisent un ope´rateur de´die´
a` cet eﬀet. Cet aspect est important dans le domaine des Services Web, car les transactions
y sont de longue dure´e et que l’approche classique base´e sur les proprie´te´s ACID (Atomicity,
Consistency, Isolation, Durability) sont inope´rantes : l’utilisation de verrous locaux et l’isola-
tion ne peuvent eˆtre maintenus pendant de longues pe´riodes. Le BP-calcul peut eˆtre e´tendu
par un ope´rateur similaire ce qui ne´cessiterait d’e´tendre la se´mantique ope´rationnelle du lan-
gage et d’e´tudier de manie`re approfondie l’interaction d’un tel ope´rateur avec le mcanisme de
cre´ation d’instances.
- Le temps joue un roˆle fondamental dans les architectures oriente´es services et de ce fait
me´rite une attention toute particulie`re. Les proprie´te´s temporelles aﬀectent le comportement
de la composition des services et changent les proprie´te´s qualitative du syste`me. Cela est
particulie`rement important dans le contexte d’activite´s de longue dure´e dans lesquelles la
capacite´ de fournir la fonctionnalite´ requise est e´troitement de´pendant du temps et du type de
relations qui relient les activite´s entre elles. Dans Mazzara (2005), l’auteur propose l’inclusion
du temps dans le 휋-calcul et ceci dans le contexte des Services Web. De meˆme les auteurs dans
Lapadula et al. (2007b) pre´sentent une extension temporise´e du langage COWS qui est e´tendu
avec une activite´ wait qui spe´ciﬁe l’intervalle de temps. Ainsi l’e´le´ment wait de WS-BPEL
peut-eˆtre mode´lise´. Nous pouvons en faire de meˆme pour le BP-calcul qui peut de ce fait eˆtre
e´tendu pour inte´grer une dimension temporelle. Cela implique de nouveau d’en e´tendre la
se´mantique ope´rationnelle.
- Suivant l’exemple de JOLIE Montesi et al. (2007) qui est un interpre´teur e´crit en Java pour un
langage de´die´ aux orchestrations de Services Web et base´ sur SOCK Guidi et al. (2006) nous
devons transformer le prototype du Chapitre 7 en outil eﬃcace de ve´riﬁcation de spe´ciﬁcations
e´crites en BP-calcul. Cet outil sera ensuite e´tendu pour traiter, outre WS-BPEL, des langages
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tels que WS-CDL Kavantzas N. (2004), BPMN S.A. White (2004) ou UML. Cela permettra
de consolider les bases pratiques et meˆme the´oriques du BP-calcul.
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ANNEXE A
HAL : Syntaxe Formelle des 휋-agents
commands
: /* empty */
| command commands
;
command
: "define" IDENT "(" param ")" "=" pi_term
| "build" IDENT
| "write_hd" IDENT
| "const" IDENT
;
pi_term
: "nil"
| IDENT "?" "(" IDENT ")" "." pi_term
| IDENT "!" IDENT "." pi_term
| "tau" "." pi_term
| pi_term "|" pi_term
| "|" "(" pi_term_list ")"
| pi_term "+" pi_term
| "+" "(" pi_term_list ")"
| "(" IDENT ")" pi_term %prec "."
| "[" IDENT "=" IDENT "]" pi_term %prec "."
| IDENT "(" param ")"
| "(" pi_term ")"
;
param : /*empty*/
| param_aus
;
param_aus
: IDENT
| param_aus "," IDENT
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;
pi_term_list
: pi_term
| pi_term_list "," pi_term
;
Preﬁxes (input, output, tau, restriction et matching) sont prioritaires sur la composition non-
de´terministe , qui a´ son tour est prioritaire sur la composition paralle`le.
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ANNEXE B
HAL : Syntaxe de la 휋-logique
La syntaxe des formules de la 휋-LOGIC est donne´e par la grammaire suivante :
De´ﬁnitions des le´xe`mes :
letters [A-Z][a-z]
SYMBOLS , . / ; ’ < > \ ? : ˜ [ ] { } - _ = + ! ˆ | @ ( )
IDENT letters{letters} | SYMBOLS
STRING SYMBOLS | letters{letters}* | "{any ascii char}*"
CONSTANT SYMBOLS | letters{letters}*
INFIX SYMBOLS | letters{letters}*
UNARY SYMBOLS | letters{letters}
PREFIX SYMBOLS | letters{letters}
PI-LOGIC Formulae Syntax:
<estate> :=
true
| false
| "˜" <estate> NOT
| <estate> "&" <estate> AND
| <estate> "|" <estate> OR
| <estate> "->" <estate>
| "A" <epath> FOR ALL PATH START FROM A STATE
| "E" <epath> FOR ANY PATH START FROM A STATE
| "[" <afor> "]" <estate>
| "<" <afor> ">" <estate>
| "E""X" "{" <afor> "}" <estate>
| "A""X" "{" <afor> "}" <estate>
| "E""F" "{" <afor> "}" <estate>
| "A""G" "{" <afor> "}" <estate>
;
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<afor> :=
true
| false
| <afor> "&" <afor> AND
| <afor> "|" <afor> OR
| <exp> ACTION
;
<exp> :=
STRING
| CONSTANT
| UNARY <exp>
| <exp> INFIX <exp>
| PREFIX "(" <exp> ")"
;
