ANALISIS SENTIMEN PADA DOKUMEN BERBAHASA INDONESIA DENGAN PENDEKATAN SUPPORT VECTOR MACHINE by YUSUF NUR SUMARNO PUTRO, MUHAMAD
 
 
viii 
 
ABSTRACT 
The objective of this research is to classify Bahasa based documents into positive 
or negative sentiment. The methodology is started from data collection process, 
feature selection and extractions, and classification process.  Data corpus used in 
this research is obtained by crawling into social networking site Twitter. Based on 
features called unigram, every single word in the documents is extracted using 
Bahasa based Lexicon - Kamus Besar Bahasa Indonesia (KBBI). Feature 
weightings such as Term Presence (TP), Term Frequency (TF) and Term 
Frequency Invert Document Frequency (TF-IDF) are also applied prior to 
classification process. In this research, a strong classifier called Support Vector 
Machine with various kernel functions is employed and classification results are 
validated using 3-fold cross validation. Classification based on root words with 
TP weighting gives maximum result by 74.46% accuracy while using original 
words with TF-IDF gives minimum result with only 71.57% accuracy. On 
average, it can be concluded that classifying accuracy on Bahasa based documents 
using SVM approach is about 73.07% which is higher than Naïve Bayes classifier 
which can only give 66.32% accuracy. (YS) 
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ABSTRAK 
Penelitian analisis sentiment ini dilakukan dengan maksud untuk mengklasifikasi 
dokumen berbasis teks berbahasa Indonesia ke dalam kelas sentimen positif atau 
negatif. Dimulai dari proses pengumpulan data, pemilihan fitur dan ekstraksinya, 
serta proses klasifikasi itu sendiri. Data korpus yang digunakan berasal dari situs 
jejaring sosial twitter. Dengan menggunakan fitur unigram, maka setiap kata 
dalam dokumen merupakan sebuah fitur, dan diekstrak berdasarkan Kamus Besar 
Bahasa Indonesia (KBBI). Pembobotan fitur menggunakan tiga macam 
perhitungan, yaitu Term Presence (TP), Term Frequency (TF) dan Term 
Frequency Invert Document Frequency (TF-IDF). Sedangkan metode 
klasifikasinya menggunakan pendekatan SVM dengan berbagai kernel. Sebagai 
validasi digunakan metode 3-fold cross validation. Hasil penelitian menunjukkan 
bahwa dengan menggunakan metode SVM, rata-rata prosentase kebenaran yang 
didapatkan sebesar 73.07%, lebih besar daripada menggunakan Naive Bayes 
sebesar 66.32%. Sementara itu klasifikasi berbasis fitur kata dasar dengan bobot 
Term Presence memiliki hasil terbaik sebesar 74.46%, dan  yang terendah adalah 
fitur kata asli dengan bobot TFIDF sebesar 71.57%. (YS) 
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