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Abstract 
Engine manufactures are currently seeking to develop spark ignition engines that are more fuel 
efficient, more refmed and produce lower amounts of polluting emissions. To achieve these 
objectives an improved understanding of the factors governing the combustion process is 
required. Engine in-cylinder fluid motion is known to fundamentally affect fuel-air mixture 
preparation and flame propagation. Therefore, characterisation and quantification of the in-
cylinder flow is an important step in the process of achieving the conditions necessary for 
optimal combustion. 
This thesis reports the application of two-colour Particle Image Velocimetry (PIV) to measure 
extended velocity fields within the combustion chamber of a firing production geometry optical 
engine. Two-colour PIV was used to obtain high spatial resolution fluid velocity maps for a 
range of crank angles and engine conditions. PIV measurements were obtained in the unbumed 
gas ahead of the propagating flame and a combustible seeding material was used to clearly 
defme the burned gas region. Data is presented for both the normal 2-valve running conditions 
and with one inlet port deactivated for both open-valve and closed-valve fuel injection timing. 
A significant tmnble motion was observed under normal running conditions with both inlet ports 
operating. In contrast, a skewed tmnble and a significant axial swirl component was observed 
under port-deactivated conditions. Inlet port deactivation was also found to modify the large-
scale in-cylinder flow structure such that the mean flow velocity was approximately 50% higher. 
The spatial velocity derivatives strain rate and vorticity were calculated and found to be typically 
50 % higher under port-deactivated . conditions indiCatitig a higher level of small-scale 
. . ·, • J.·•' 
turbulence. Cylinder pressure development indicated'ia:''f~ter bum rate for port-deactivated 
conditions resulting in a shorter 5. -: 95o/.ci .mass buni!duratio~ of approximately 15 crank angle 
. 
degrees. This was attributed to :increased flame wrinkling' by the higher level of small-scale 
velocity gradients. FinaJiy, a digital PIV system was used. to obtain large data sets for the two 
engine conditions and were used. to . study the eycle-to-cycle variations in the flow field. 
Significant cycle-to-cycle variations in the form of the fumble vortex centre location, strength 
. . . . ,. , .. ~ 
and spatial scale existed in the flow field for both operating conditions. 
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Chapter 1 - SI Engine Fluid Motion and Combustion 
1. 1 Introduction 
Manufacturers of internal combustion engines are constantly striving for improvements in design 
and operation to satisfy more stringent government legislation and consumer demand. 
Legislation is demanding ever decreasing levels of polluting emissions such as the oxides of 
nitrogen and sulphur, carbon monoxide and unbumed hydrocarbons. Competition among 
manufacturers however, requires that improvements in engine efficiency, performance and 
refmement are made despite compromises enforced by legislative restrictions. 
Demands on engine design stimulate the need for better understanding and control of many 
aspects of spark ignition engine operation. Measurement and simulation are fundamental to 
advancing knowledge of engine processes and thus stimulate advances in measurement and 
analysis methods. For some time it has been known that the charge motion fundamentally 
affects many aspects of the combustion process including the spatial and temporal fuel and 
charge temperature distributions within the combustion chamber, the ignition and the 
combustion processes. It is therefore essential that the charge motion is optimised in order to 
achieve favourable engine characteristics. 
The fundamental relationship between the in-cylinder fluid motion and its interaction with the 
propagating flame has been the subject of much study, not only in IC engines. This chapter 
discusses premixed turbulent combustion and its interaction with the charge motion. It also 
reviews methods of characterising turbulent fluid motion within spark ignition engines and 
strategies employed to optimise in-cylinder fluid motion to achieve optimal combustion. 
1.2 Thesis Outline 
Recent work on the application of optical diagnostic techniques used to investigate turbulent 
fluid motion and combustion in spark ignition engines is reviewed In Chapters 1 and 2 of this 
thesis. The fundamental relationship between the combustion process and the charge properties 
through which it propagates is discussed with emphasis placed on the premixed turbulent 
9 
combustion regime found in spark ignition engines. A particularly important factor governing 
flame propagation is charge motion because it influences many aspects of combustion. The 
effects of turbulent fluid motion on combustion are reviewed together with in-cylinder flow 
structure. Emphasis is placed on flow structures employed in SI engine and how they can be 
used to promote the combustion characteristics required in modem SI engines. Parameters used 
to describe the highly turbulent flows that result from the evolution of the large scale flow 
created during induction are defrned and the roles these characteristics play in the combustion 
process are discussed. Chapter 2 reviews some of the most common techniques used to measure 
fluid properties and gain insights into the flow and combustion processes. Particle Image 
Velocimetry (PIV) is reviewed in depth because it is the technique being developed in this 
present study. 
In Chapter 3 the implementation of two-colour cross-correlation PIV to the measurement of in-
cylinder flows in a firing production geometry SI engine is described. Practical solutions to 
problems encountered in making high quality routine measurements within the harsh in-cylinder 
enviromnent during the combustion event are detailed. A digital PIV system used in this study is 
also described. 
A selection of velocity data obtained with the high resolution, high accuracy film PIV technique 
is presented in Chapter 4. Insights into the large scale flow structure generated in four valve per 
cylinder pent-roof combustion chamber engines are presented. The PIV data is used to compare 
the flow structures obtained during two valve and one valve operation of the same engine. Inlet 
valve deactivation is a strategy which can be employed to improve flow characteristics at low 
engine speeds. The PIV technique is used to measure differences in flow structure between the 
two engine operating modes. 
Results presented in Chapter 5 show that there are significant differences in small scale flow 
structure between the normal running and port deactivated conditions. The differences are 
indicated by parameters calculated from spatial derivatives of the velocity field which are used to 
characterise the small scale turbulent motion. In-cylinder pressure traces indicate more 
favourable combustion characteristics under port deactivated conditions and the changes in both 
bulk flow and small scale structure are used to explain the trends observed. 
In chapter 6, results obtained with a digital PIV system are presented. The digital system 
enabled larger data sets to be rapidly obtained but compromised the field of view and reduced 
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the measurement accuracy. The trends observed in the DPIV data agree with those displayed by 
the film PIV data and are also used to study cycle to cycle variations in the flow structure and the 
cylinder pressure development. Finally, in Chapter 7 conclusions drawn from this study are 
made together with recommendations for further work. 
1.3 Contributions from this Work 
Achieving the understanding and control of in-cylinder fluid motion required to promote optimal 
combustion is a complex task. The motion of the burned and unburned gasses influence every 
aspect of the combustion event from mixture preparation to flame extinction. It is because of the 
fundamental relationship between charge motion and the combustion event that measurement 
techniques are increasingly being applied to in-cylinder flows. 
A major achievement of this project has been the development of an optical engine facility which 
enables the routine acquisition of in-cylinder fluid velocity fields while firing an engine 
representative of current production geometry under realistic operating conditions. Particle 
Image Velocimetry (PlV) is an important tool for the measurement of fluid velocity because it 
provides visualisation and quantification of planar regions of the flow field. This thesis details 
the development of both two-colour and digital PIV systems for quantification of the flow field 
within a single cylinder fuing production geometry four valve per cylinder engine. 
Measurements of the unburned charge motion have been made and are used to characterise the 
bulk flow structure generated by 2-inlet-valve and 1-inlet-valve engine operation during the 
combustion event. The velocity fields also contain information on the small scale flow structure 
associated with the bulk flow. Characterising the small scale flow structure has enabled 
differences between the engine operating conditions to be identified which are used to explain 
differences observed in the combustion event. 
1.4 Turbulent Premixed Combustion in Spark Ignition Engines 
One fundamental factor affecting engine power output is the amount of air available for 
combustion. In addition to manifold tuning, an increase in the size and number of valves per 
11 
cylinder can produce improvements in volumetric efficiency at high engine speeds and thus 
improved power; consequently multi-valve engines are now the norm. A development in the last 
20 years has been the introduction of electronically controlled fuel injection which have 
superseded carburettors. This is primarily because fuel injection enables more accurate fuel 
metering allows precise control of the equivalence ratio to help provide optimal conditions for 
combustion. 
Products of combustion contain pollutants and their generation is directly linked to the 
combustion process. Exhaust after-treatment is a strategy for reducing emissions of carbon 
monoxide, oxides of nitrogen (NOx) and hydrocarbons, although it does not tackle the problem 
at source. In order to reduce in-cylinder pollutant formation, the combustion must be optimised 
by controlling the properties of the reactants and products throughout the whole combustion 
process. Factors affecting combustion include the overall air/fuel ratio as well as the local 
distribution of the fuel within the fresh charge and the charge motion within the combustion 
chamber. The charge motion not only governs mixture preparation and fuel distribution, but also 
fundamentally affects the combustion process by controlling the behaviour of the propagating 
flame. 
1.4.1 Spark Ignition 
Combustion in SI engines is initiated with an electrical discharge between two electrodes 
producing a flame kernel of approximately I mm in diameter. The ability of the flame kernel to 
develop into a self-sustaining flame depends on the local mixture composition, heat losses from 
the flame kernel and the local strain field. Heat loss from the flame kernel and the local strain 
field are affected primarily by the fluid motion in the vicinity of the electrodes at the time of 
ignition and it is known [1.1,1.2] that variations in the evolution of the flame kernel cause cycle-
to-cycle variations in the subsequent in-cylinder pressure development. 
Heat losses from the flame kernel to the spark plug electrodes have been studied by Pischinger 
and Heywood [1.3]. Cycle to cycle variations in the early flame growth rate were attributed to 
variations in the local flow field that changed the flame kernel and spark plug electrode contact 
area. The contact area governs heat losses from the kernel and when the heat loss is comparable 
to the rate of energy released by combustion the flame growth rate is significantly reduced. Heat 
balance within the early flame kernel is thus important to successful combustion initiation and 
repeatability. Another mechanism by which the fluid flow influences ignition is by modifying 
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the electrical discharge. A high flow velocity stretches the electrical discharge path, increasing 
the voltage drop between the electrodes and thus the electrical energy released. This can reduce 
heat losses to the spark electrodes from the flame kernel and reduce misfire by creating a flame 
kernel which contains more energy. The effects of flow velocity on the energy required to ignite 
mixtures is illustrated in Figure 1.1. 
Figure 1.1 
~r-----------------· 
Velocity. m/5 
15 
Equivalence ratio 
B 
Effect of Flow Velocity on Minimum Ignition Energy [1.4) 
Johansson [1.5] has used laser doppler velocimetry (LDV) to measure the flow velocity close to 
the spark plug and study the influence of different spatial scales of fluid motion on the early 
flame development. Time and frequency domain filtering techniques were used to analyse the 
velocity data, both producing similar results. The high frequency motion was found to correlate 
most closely with the duration of the early flame development; in the engine used operating at 
700 rpm the highest correlation was at 4-6 kHz and using Taylor's hypothesis this was 
equivalent to eddy sizes of0.5- 1.5 mm. 
There has also been some conflicting data published with regard to the effects of fluid motion on 
the development of flame kernels. Blanco et a! [1.6} used a spark plug equipped with 8 
concentric optical fibres to measure the flame arrival time by detecting the visible light emitted 
by the flame front. A correlation was observed between the direction in which the flame kernel 
was convected and the 10 - 90 % burn duration. Flames moving towards the combustion 
chamber wall had longer burn durations than those which moved towards the centre of the 
combustion chamber. This effect was not observed by Witze et a! [1.7] who found no 
correlation between the convection velocity and the burn duration. This is attributed to the 
differing proximity of the combustion chamber walls to the spark location and the large scale 
flow structure. The convection of the flame in its early stages is an important factor governing 
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the speed and repeatability of the in-cylinder pressure development. The proximity of the flame 
to the combustion chamber wall increase the heat transfer rate and reduce the flame area, both of 
which decrease engine efficiency. 
Eichenberger and Roberts (1.8] have performed experiments specifically designed to enable the 
study of stretch on flame kernel development. In the experiments laser induced fluorescence 
(LIF) and Mie scattering techniques were used to study the interaction of a single vortex with a 
flame kernel in the early stages of development. The weakest strength vortices (i.e. those with 
the lowest rotational speeds) were seen to modify the shape of the growing kernel with only 
limited quenching or extinction. As the vortex strength (and thus the local strain rate) was 
increased, the effects on the flame kernel became more pronounced and local quenching and 
extinction were observed. The most interesting observation, however, was that although the 
smaller vortices were less efficient at flame quenching they were able to quench and extinguish 
more developed flames than larger vortices. 
1.4.2 SI Engine Flame Structure 
The structure of flames are determined by the unburned charge properties. The Damk<ihler 
number, Da, is a dimensionless parameter commonly used with the Reynolds number (Re) to 
describe the combustion regime. It is the ratio of the characteristic flow time scale to the 
characteristic chemical time scale. For the combustion found in SI engines the Damk<ihler 
number is greater than unity because the rate of the combustion reactions are greater than 
variations in the local velocity field. This signifies that the chemical reactions of combustion 
occur in thin sheets (-<l.l mm (1.4]), termed the wrinkled laminar flame regime as shown in 
Figure 1.2. SI engine combustion occurs in the reaction sheet regime because the combustion 
reactious occur before the local flow field has a major impact on the structure of the reacting 
fluid. Evidence for the operation of SI engines in this regime include the schlieren photography 
of Witze (1.9] and Namazian et al (1.10] in which highly wrinkled thin regions signifying the 
flame front were observed. 
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Figure 1.2 Plot of Turbulent Flame Regimes [1.4] 
1.4.3 Flame Wrinkling 
It is well known that burning rates in engines far exceed burning rates of identical mixtures 
under quiescent conditions. This is because the turbulent motion of the charge wrinkles the 
flame front thereby increasing the flame surface area. Convection of the flame occurs when the 
scale of motion is much greater than the flame size causing the flame to move as a whole rather 
than displacing elements of reacting fluid relative to each other. Conversely, when the scale of 
motion is smaller than the flame thickness the fluid motion has no effect on the flame geometry 
but is limited to modifying the local molecular transport properties. There is, however, a range 
of scales of charge motion from approximately the flame thickness to the flame size that 
influence the flame geometry and make it fractal in nature. A fractal geometry is one that 
displays self similarity over a range of scales. Flame geometries in IC engines have been 
considered to be fractal in nature because of the range of motion scales that exist within engine 
cylinders which affect the flame geometry. The fractal nature of the flame geometry is not 
discussed here but the reader is referred to references [1.11 to 1.14] as examples of investigations 
into the fractal geometry of turbulent flames. In this section, discussion is limited to the effects 
of flame wrinkling caused by local gradients in the velocity field. 
Flame propagation in an optical engine has been investigated by Beretta et a! [ 1.15] using high 
speed flame imaging and synchronised cylinder pressure measurements. Thermodynamic 
analysis of the pressure data was coupled with estimation of the enflamed volume within the 
two-valve per cylinder wedge shaped combustion chamber at 1100 rpm. The initial flame 
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propagation speed was close to the laminar flame speed for an identical charge composition and 
rose to almost ten times the laminar burning velocity. Thermodynamic analysis also indicated 
entraimnent of unbumed gas behind the flame front caused by local straining and extinction of 
the flame front to leave pockets of charge that bum behind the flame front. 
Sinibaldi et a! [1.16] have used PIV and high speed shadowgraphy to study an axisymmetric 
propagating flame modified by a torroidal vortex. At atmospheric pressure the lean propane and 
ethane flames were seen to propagate at up to five times the laminar flame speed when wrinkled 
by the fluid motion. During the early stages of the interaction of the vortex with the flame front 
the local flame curvature was observed to determine the local flame speed. As the interaction 
progressed, the influence of the local strain rate increased. The relationship between the local 
flame geometry and the reactant flow field has also been investigated by Renou et al. [1.17]. 
Time resolved PIV at 9 kHz was used to measure the velocity field in the unbumed gas with 
combustible seeding particles used to define the flame front as it propagated through a weakly 
turbulent flow generated by a grid. A linear dependence of the local flame curvature on the 
tangential strain was observed for low stretch conditions, but the relationship became non-linear 
in regions of high curvature. 
For laminar flames the mass bum rate, dm, is related to the unbumed charge density, P., the 
dt 
flame surface area, Ar , and laminar flame speed, Su by the expression 
(1.1) 
From this relationship it can be seen that increasing the flame area increases the mass burning 
rate. It has been known for some time that absolute bum durations scale inversely with engine 
speed, or as Figure 1.3 illustrates, the duration in crank angle degrees only increases slowly with 
engine speed. When experimental evidence is interpreted in relation to Equation 1.1 an 
approximately linear relationship between flame wrinkling and engine speed is indicated. 
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Figure 1.3 Example of Combustion Duration Varying with Engine Speed [1.4] 
1.4.4 Flame Straining 
Fluid strain and shear rates (see section 1.5.6) are parameters calculated from the velocity 
distribution which can be used to describe turbulent flow fields. It is useful to describe flows in 
terms of strain parameters because it has been shown that the strain field local to the flame front 
profoundly affects the flame and its propagation through the unbumed charge. Strain local to the 
flame controls propagation through the processes of surface production and flame quenching. 
Mueller et al [1.18] used PIV to investigate the effects of stretch on a highly-repeatable, 
axisymmetric propagating flame interacting with a torroidal vortex. Measurements were 
obtained in the burned and unbumed flow field allowing calculation of the local dilation rate of 
the flow field as well as the stretch. The peak dilation rate was used to indicate the flame front 
location because dilation was due to the rapid release of heat by combustion causing the gas to 
expand. The local peak dilation rate was also used to indicate the flame strength because of its 
dependence on the rate of heat release. The study revealed interesting differences between the 
effects of positive (tensile) and negative (compressive) stretch. In regions where positive stretch 
was up to ten times the level required to extinguish the flame, the flame strength remained above 
90% of the unstretched level for 1.2 laminar flame times (defmed as the laminar flame thickness 
divided by the laminar flame speed). After this the period, the flame strength was seen to drop 
quickly as the flame was extinguished but the observed delay indicated a non-linear response of 
the flame to the flow field. In regions of negative stretch a time Jag was not observed, but the 
flame strength rose to more than 200% of the unstretched value within one laminar flame time. 
1.4.5 Flame Extinction 
Turbulent charge motion is responsible for wrinkling and straining the flame front and is 
essential for the fast bum desired in IC engines. There is, however, a limit to the level of 
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turbulence and strain that is beneficial to combustion because if the local strain rate is too high 
flame extinction occurs [1.19,1.8]. This is indicated in Figure 1.4 in which the turbulent burning 
velocity normalised by the laminar burning velocity is plotted against the turbulence intensity 
normalised by the laminar burning velocity. Yoshida et a! [1.20] have conducted counterflow 
double flame experiments to study the extinction limits of premixed propane-air mixtures. A hot 
wire anemometer was used to characterise the grid generated turbulence characteristics of the 
steady flow in which the flames propagated. A strong dependence of the strain rate required for 
extinction on the equivalence ratio was observed with the highest extinction limit observed for 
slightly lean mixtures. The strain rate required for extinction was the sum of the bulk stretch and 
turbulence imposed stretch, in addition to a contribution by the local flame curvature. This result 
is expected because local extinction occurs when the reacting species and the heat released by 
combustion are dissipated to a level that is insufficient to initiate combustion in the upstream 
charge and is insensitive to the cause of the dissipation. 
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Turbulence [1.21) 
1.4.6 SI Engine Efficiency 
The combustion rate and ignition timing affect the amount of work transferred to the piston and 
thus engine efficiency. Increasing the burn rate so that a greater proportion of heat is released at 
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TDC results in a higher peak pressure and a greater proportion of burned gas undergoing the full 
expansion process, maximising the work transfer to the piston. Ignition timing also affects 
engine efficiency; an over-advanced ignition timing produces a higher peak pressure but 
increases the work required to compress the gases before TDC and if combustion occurs too late 
in the cycle the peak cylinder pressure and therefore work transferred to the piston is decreased. 
Both of these effects can reduce the net amount of work extracted from the burned gas and 
therefore optimum ignition timing minimises these effects. This is illustrated in Figure 1.5. 
Figure 1.5 
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Effect oflgnition Timing on Cylinder Pressure Development [1.4) 
The optimum spark timing produces the maximum torque and minimises fuel consumption and 
is termed maximum brake torque (MBT) timing and is illustrated in Figure 1.6. 
f 
'0.9 
I MBT 
Figure 1.6 Illustration of MBT Ignition Timing [1.4] 
19 
In addition to flame wrinkling there are many factors which influence the burn rates in SI 
engines. Two important factors are the unburned charge temperature and the amount of charge 
dilution. Raising the charge temperature increases the burn rate but has detrimental effects on 
engine volumetric efficiency by reducing the charge density and more importantly, it promotes 
autoignition or knock in the end gas region. Charge dilution, however, can be advantageous by 
reducing NOx and increasing engine efficiency despite reducing the flame speed and hence burn 
rate. The two common diluents used are excess air (lean mixtures) and exhaust gasses piped 
from the exhaust manifold into the inlet manifold which is termed exhaust gas recirculation 
(EGR). The effect of operating with lean mixtures on engine efficiency is illustrated in Figure 
1. 7. in which the engine efficiency is characterised by the brake specific fuel consumption 
(bsfc). 
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Figure 1.7 Effects of A/F on bsfc (1.4) 
Charge dilution produces benefits in engine efficiency because lowering the burned gas 
temperature reduces heat lost to the combustion chamber and increases the thermal efficiency of 
the engine. Heat loss lowers the temperature and therefore pressure of the burned gasses thereby 
reducing the amount of work transferred to the piston. Lean mixtures also raise the index of 
expansion closer to that of air which improves engine thermal efficiency. 
1.4.7 SI Engine Pollutant Emissions 
In addition to fuel economy, charge dilution can also offer benefits in NOx control. The NOx 
formation reactions are sensitive to the burned gas temperature (see Figure 1.8) and thus 
diluents, whether excess air or burned gasses, reduce the production NOx by absorbing a 
proportion of the heat released by combustion. This lowers the burned gas temperature and 
reduces the rate at which NO is produced. An advantage of using burned gasses to dilute the 
charge is that the AIF can be maintained near stoichiometric to maximise the conversion 
efficiency of three-way catalysts. 
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Effect of Burned Gas Temperature on Rate of NOx Formation [1.4] 
The other main polluting compounds formed during combustion are carbon monoxide (CO) and 
hydrocarbons (HC) from unbumed fuel. Figure 1.9 indicates that CO production is strongly 
dependent on AIF and is controlled by operating lean of stoichiometric. Hydrocarbons are 
emitted when combustion is incomplete. The causes of incomplete combustion include slow 
bum rates and flame extinction by excessive straining, both of which can cause unbumed charge 
to be exhausted. Hydrocarbon emissions can also originate from the crevice volume and 
lubricating oil but this process is beyond the scope of this review. 
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1.5 SI Engine Fluid Motion 
The charge motion created during induction and its subsequent break down determines the fluid 
properties at the point of ignition. The flow structure and properties of the fresh charge created 
during induction must be optimised so that the evolution of the charge motion creates optimal 
conditions for combustion. Creating fluid motion which maximises flame wrinkling can 
compensate for the reduced flame speeds of diluted mixtures and maximise the burn rate. The 
next section describes some examples of large scale fluid motion strategies employed in spark 
ignition engines to improve performance. 
1.5.1 Fluid Motion Strategies- Tumble Motion 
Modem four valve per cylinder engines generate a barrel swirl or 'tumbling' fluid motion during 
induction and compression processes. This is a large scale rotational motion about an axis 
perpendicular to the bore centre line as illustrated in Figure 1.1 0. Tumble is generated during 
induction by the majority of flow entering over the top of the inlet valves, and it is the port 
geometry that governs the flow distribution into the combustion chamber and thus the strength of 
the tumble flow generated. The inlet jet flow is deflected towards the piston by the bore and 
subsequently by the piston. It is the imbalance in angular momentum created by uneven 
distribution of flow around the valves which creates a net rotational motion. During the 
compression stroke the rotational motion is deformed by the rising piston causing the large scale 
structure to break -down to smaller and smaller scales. This effect can be used to generate highly 
turbulent conditions at the point of ignition. 
The strength of the tumble motion can be characterised using the tumble ratio. The tumble ratio 
can be calculated in many ways depending on the measurement technique, however, in all 
methods it is defined as the ratio of the angular velocity of the large scale flow to the engine 
speed. 
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Figure 1.10 Schematic of Tumble Motion 
Benjamin [1.22] reported that tumble motion could be exploited to achieve more stable 
combustion under conditions of high charge dilution. As a result of the tumble flow, a four valve 
per cylinder pent-roof chamber engine demonstrated lower NOx emissions in comparison to 
other combustion chamber designs such as a high swirl chamber and a disc chamber. 
Improvements in fuel economy also resulted from a more retarded MBT ignition timing and 
faster burn rates. The tumble flow regime was also investigated by Kiyota et al [1.23] using two 
identical combustion chamber geometries but different inlet port geometries to produce different 
tumble strengths when characterised using LDV. The stronger tumble produced higher levels of 
in-cylinder turbulence in the identically shaped combustion chamber. In addition, by injecting 
fuel into only one inlet port charge stratification was achieved and the tumble flow structure 
maintained the uneven fuel distribution during the compression stroke. In a later publication by 
the same group [1.24] the results of a 'tumble control piston' were compared to those from a 
similar geometry engine with a flat piston top. The ramp shaped piston top increased distortion 
of the tumble flow and enhanced breakdown of the tumble structure. This had the effects of 
suppressing misfrre by reducing the bulk flow past the spark plug around the time of ignition. 
The ramped piston produced faster burn rates, higher peak pressures and less variations in these 
parameters. 
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Tumble strength was also studied by Hu [1.19) in an optical four valve per cylinder pent roof SI 
engine. Two cylinder heads were used which differed in their inlet port geometries and 
produced the barrel swirl ratios of0.4 and 1.7 when evaluated with LDV velocity measurements 
obtained in the symmetry plane. The results showed the stronger tumble ratio produced higher 
turbulence levels during the compression stroke which reached a maximum at 45° BTDC. The 
higher tumble ratio cylinder head was reported to produce a reduction in specific fuel 
consumption and an increase in the burn rate. The increase in the burn rate was responsible for a 
reduction in cycle-to-cycle variations in cylinder pressure and a corresponding extension of the 
lean operating limit. Also, an increase in the hydrocarbon emissions was reported for the high 
tumble head indicating the enhancement of burn rates by turbulence was limited because 
excessive levels caused flame extinction and incomplete combustion. 
LDV has also been used to study tumble motion by Kang et a! [1.25]. The tumble strength was 
varied by altering the angle of the inlet ports; a shallower angle generated higher tumble by 
increasing the proportion of charge entering over the top of the valves. The stronger tumble was 
observed to persist longer into the compression stroke and generated higher levels of turbulence, 
again indicated by a higher RMS. of the velocity fluctuation; a trend also observed by Hu [1.19). 
The stronger tumble produced a reduction in the burn duration and a decrease in the cyclic 
variation of cylinder pressure, both attributed to the higher turbulence levels. 
Reeves et al. [1.26] studied tumble in a four valve pent roof production geometry optical engine 
using Particle Image Velocimetry (PIV). Measurement planes were oriented parallel to the 
cylinder axis, one containing an inlet and an exhaust valve axis and another parallel to this 
through the bore centre line. The measurements were used to characterise the tumble vortex and 
quantify the spatial flow distribution, an example of which is shown in Figure 1.11. The tumble 
strength was increased from the nominal level of 1.2 to 1.8 using a gasket at the inlet port face 
which restricted flow in the bottom of the port. Tumble was observed to exist from BDC up to 
around the point of ignition in both cases, but in the high tumble case, the tumble persisted for 
longer. 
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Figure 1.11 Tumble Flow for a) 1.2 and b) 1.8 Tumble Ratios at 60° BTDC [1.26) 
Fujikawa et a! [1.27) have used laser induced fluorescence (LIF) to study fuel spray distribution 
in a tumble generating four valve per cylinder pent-roof SI engine. The technique was used to 
investigate the mixture preparation within the combustion chamber when fuel was injected into 
both ports and just a single port. A horizontal measurement plane located just below the spark 
plug revealed near uniform fuel distribution by 30° BTDC when injecting into both ports. In 
comparison, when injecting into a single port, the tumble flow preserved the uneven fuel 
distribution to 30° BTDC with the rich side corresponding to the port in which the fuel was 
injected. This result demonstrates how a large scale flow structure can be used to maintain 
charge stratification to allow local near stoichiometric combustion in an overall lean mixture. 
1.5.2 Fluid Motion Strategies - Axial Swirl 
Axial swirl is a large scale rotational motion about the cylinder axis and is illustrated in Figure 
1.12. It is generated by helical or directed inlet ports that impart rotation motion to the flow as it 
enters through the inlet valve or valves. The deformation imposed by the rising piston 
experienced by swirl is comparatively less than that experienced by tumble because the direction 
of the deformation is parallel to the axis of rotation, and not perpendicular as in the case of 
tumble. The lower deformation rate imposes less strain on the flow field causing less kinetic 
energy to be dissipated. For this reason the break-down of swirl motion is reduced and it tends 
to persist for longer in comparison to tumble in a similar geometry combustion chamber. 
In a similar way to tumble, the strength of swirl can be characterised using the swirl ratio which 
is defined as the ratio of the angular velocity of the large scale flow and the engine speed. 
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Figure 1.12 Schematic of Swirl Motion 
Swirl is more commonly used in diesel engines to aid fuel spray mixing. It can be generated 
using helical port geometries which typically produce lower flow capacities which can be better 
accommodated in Cl engines where engine speeds are lower. Strong swirl promotes mixing of 
the diesel fuel spray which burns in the non-premixed combustion regime. Stronger swirl is used 
in comparison to SI engines because instead of extinguishing the premixed flame it promotes 
rapid mixing and increases the burn rate of the non-premixed flame. 
An example of swirl is that studied by Sweetland and Reitz [1.28] who used PIV to study the 
swirling flow field generated in a single cylinder version of a production geometry direct 
injection diesel engine. Optical access to the combustion chamber was gained through one of the 
exhaust valves and the fuel injector port so that the engine geometry remained largely 
unchanged, although a mirror was located on the centre of the piston to create the light sheet. 
The limited optical access restricted the area of study to a fraction of the cylinder cross section, 
the area being determined by the size and position of the exhaust valve. PIV was used to obtain 
measurements in a plane perpendicular to the cylinder axis in the piston bowl but significant out 
of plane motion limited the number of vectors obtained within the measurement area. The 
results showed evidence of swirl and an outwardly directed flow at the bottom of the bowl 
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indicating a torroidal vertex flow structure. An example of part of the swirling flow is shown in 
Figure 1.13. 
Figure 1.13 Swirl Flow in a Cl Engine [1.28] 
1.5.3 Valve and Port Deactivation 
In the previous section the large scale in-cylinder flow structures have been discussed. It is the 
subsequent evolution and break down of these structures during the compression stroke that 
determines the charge motion properties, in particular the turbulence characteristics, at the point 
of ignition. The tumble strength, or amount of angular momentum, can be varied by changing 
the inlet port geometry. The optimum tumble strength at high speeds and loads is not 
appropriate, however, for low speed and load because the decay of the large scale motion occurs 
too quickly to achieve the optimum amount of turbulence at the point of ignition. Thus the 
tumble strength used is a compromise between the two extremes of the engine operating range. 
A recent strategy aimed at achieving the desired large scale, and thus small scale, fluid motion 
over the entire engine operating range has been to restrict flow through one inlet valve at low 
engine speeds and loads. Restricting the flow through one inlet valve generates an asymmetric 
swirling motion and enables both swirl and tumble to be generated by the same four valve per 
cylinder engine geometry. This means that the tumble strength can be optimised for the high 
power output conditions and the swirl motion can be optimised for the low power conditions. 
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This can be done without a detrimental effect on engine breathing because the requirements are 
low at part load, and it has a positive effect by modifying the large scale flow structure generated 
during induction. 
The reason why swirl can be beneficial at low speed and load has already been discussed, i.e. in 
comparison to tumble, the large scale motion persists for longer. Preserving the large scale 
motion conserves the fluid kinetic energy for longer and can offset the dissipative processes to 
maintain greater turbulence production for longer into the engine cycle. Swirl can thus be used 
to effectively increase the level of turbulence at ignition in comparison to equal strength tumble 
in the same combustion chamber geometry. Employing valve or port deactivation to produce a 
swirl flow is thus a strategy to achieve optimal levels of turbulence at ignition over an extended 
engine operating range. 
Inlet valve disablement have been studied by Stone et al [1.29]. In the study the valve was not 
completely disabled but 1 mm of lift was used to prevent fuel collecting in the port of the 
deactivated valve. A steady flow rig was used to assess changes in flow structure caused by 
deactivating the valve. Engine tests with identical cylinder head geometries have also been 
conducted to compare engine performance between 1 and 2 valved operation. The steady flow 
tests indicated that valve deactivation increased the strength of both swirl and tumble. Tumble 
increased from 0.5 to 0.8 because a higher flow velocity through the valve resulted from the 
reduction in total valve curtain area with only one operational valve. With both valves operating 
the level of swirl was negligible, but under valve deactivated conditions swirl ratios of 1.2 and 
1.4 were measured depending on which of the valves was deactivated. These changes in flow 
structure resulted in changes in combustion parameters measured during engine tests. In-
cylinder pressure data indicated a consistently shorter 0-10% and 0-90% bum duration and 
consequently a less advanced maximum brake torque (MBT) ignition timing, with the trends 
most pronounced at the lower engine speeds studied. The faster bum resulted in a significant 
reduction in the coefficient of variation in the indicated mean effective pressure (imep) and 
consequently more stable engine operation. 
An investigation involving port deactivation and port throttling in four valve per cylinder engine 
has also been conducted by Baker and Nightingale [1.30]. This study also used a steady flow rig 
to characterise the tumble flow strength and engine tests were also conducted on a four cylinder 
engine equipped with a 'port throttle block' for correlation with the steady flow data. The port 
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throttle block was an inlet manifold in which the feed for each cylinder divided and a throttle 
was incorporated into one feed of each cylinder as illustrated in Figure 1.14. Port throttling close 
to the valves was found to disrupt the tumble flow and decrease the level of tumble. However, it 
was found to be beneficial in limiting back-flow of burned gasses into the inlet manifold during 
the valve overlap period. This result is particularly important for high performance engines with 
long valve overlap period when excessive charge dilution at low load can result in high cyclic 
variability. In the study by Baker and Nightingale the cyclic variations indicated by the 
coefficient of variation of the indicated mean effective pressure (imep) was used as the limiting 
factor for the useable amount of external EGR. The tolerable level of external EGR with port 
deactivation was higher than that for the normal running conditions due to the reduction of 
charge dilution by back-flow of burned gasses into the inlet ports. While not exceeding the limit 
imposed on cyclic variations the total tolerable amount of charge dilution (the sum of the 
external EGR and burned gas back-flow) was higher for the valve deactivated engine. This is 
attributed to the more favourable turbulence levels created by the modified bulk flow structure. 
This increased tolerance to EGR of the valve deactivated engine was found to produce 
significant reductions in pollutant emissions and improvements in fuel economy. 
Figure 1.14 Port Throttle Block used by Baker and Nightingale [1.30) 
The use of inlet valve deactivation at low engine speeds in a tumble generating four valve per 
cylinder SI engine has also been reported by Horie and Nishizawa [1.31]. The engine generated 
tumble with both valves operating and swirl when an inlet valve was deactivated. The 
combustion chamber shape was optimised to generate a turbulent squish flow which, when 
combined with turbulence generated by the swirl breakdown, increased the levels of turbulence 
and extended the lean operating limit to an AJF ratio of 22. At low load the inlet valve was 
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deactivated and the fuel injection timing was late in the induction stroke to produce an axially 
stratified charge with a fuel rich region at the top of the combustion chamber near the spark plug. 
Deactivating the valve reduced the cyclic variations under lean conditions and improved fuel 
consumption while reducing NOx emissions. At high load, both valves were operated to 
maximise volumetric efficiency and hence power output. With both valves operating the engine 
functioned as a conventional four valve per cylinder engine generating a tumble flow with 
homogeneous fuel distribution. The benefits in engine performance produced by valve 
deactivation are responsible for the success of the Honda VTEC engine described which is 
currently in mass production. 
1.5.4 Turbulence In IC Engines 
In-cylinder flows are highly turbulent. Turbulence is random, and consists of a range of high 
frequency fluctuations that fundamentally affect the combustion process. In spark ignition 
engines it plays an important role not only to the combustion process in terms of flame wrinkling 
and small scale molecular transport, but also because of the fundamental role it plays in mixture 
preparation. As such, it has been the subject of much study and understanding turbulent 
processes and its effects is vital to the improvement and optimisation of combustion engines. To 
improve understanding and enable comparisons it is necessary to characterise and quantifY the 
turbulent motion. 
In order to describe turbulent in-cylinder charge motion it is useful to break down the 
instantaneous fluid velocity, U(a,j), at crank angle a and cycle j into two components. These 
are the time-average velocity U(a,j) and the fluctuating velocity component u(a,j). 
U(a,j) = U(a)+u(a,J) (1.2) 
This fll'St step is not strictly true for in-cylinder flows because the bulk flow itself fluctuates and 
variations exist in the large scale flow from cycle to cycle. This cycle to cycle velocity 
fluctuation, U cv (a, j) , is the difference between the large scale velocity distribution of a cycle 
and the ensemble average of many large scale velocity distributions, 
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Ucv(a,j) = U(a,J)- UEA (a) (1.3) 
and thus including this term in Equation 1.2 gives 
- --U(a,j) = U(a) + Ucv(a,j)+u(a,J) (1.4) 
Equation 1.4 is illustrated in Figure 1.15. 
Figure 1.15 Illustration of decomposition of Flow Time History [1.4) 
The magnitude of the turbulent fluctuations is commonly described by the parameter termed 
turbulence intensity, u'(a), which is the root mean square (RMS) of the velocity fluctuation; 
I 
u'(a) =(.!.. Ju(a,jiJ2 
n ..... oo 
(1.5) 
It is also useful to describe the spatial scales of the turbulent fluctuations to enable 
characterisation and comparison of flow fields To achieve this the spatial auto-correlation 
coefficient of the velocity distribution, R,, is required in terms of the fluctuating velocity at a 
reference point, u0 , and values at a distance x from it, u • . 
+«> 
Ju 0 (4)u, (.; + x)d.; 
R = -"''""'"--------
• 
(1.6) 
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The integral length scale, 1., is illustrated as the shaded area in Figure 1.16. It is the integral of 
the auto-correlation coefficient of the spatially fluctuating velocity and is defmed by, 
(1.7) 
It is a measure of the largest scale or lowest frequency energy containing eddies. These large 
eddies contain the majority of kinetic energy and are responsible for the diffusion of the 
turbulent kinetic energy. During the compression stroke in IC engines the integral length scale 
decreases as the large scale structure breaks down to smaller scale motion and turbulent kinetic 
energy is dissipated. 
Rx 
X 
Figure 1.16 Autocorrelation of Spatial Velocity Distribution 
Another scale of turbulence which is of interest is the Taylor microscale, A., defmed in Equation 
1.8 and illustrated in Figure 1.17. The Taylor microscale is a measure of the mean eddy size and 
is defmed by the intercept with the abscissa of the parabola coinciding in level and curvature 
with the spatial auto-correlation function at the reference point, i.e. 
(1.8) 
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Figure 1.17 Illustration ofTaylor Microscale 
The Kolmogorov microscale, t], is related to the rate of turbulence dissipation and is defmed by 
Equation 1.9 below. It is an indication of the size of the smallest scale eddies that are associated 
with the energy dissipation process. 
-(v3)i TJ--
& 
(1.9) 
where v is the kinematic viscosity and & is the dissipation rate, 
8 = v(au• au.) 
Ox! Ox! 
for ij = 1,2,3 (1.10) 
These scales are represented in Figure 1.18 
Figure 1.18 Representation of Turbulent Length Scales, adapted from [1.4] 
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Equations l. 7 to 1.9 are expressions for spatial parameters. It is also possible to characterise 
turbulent processes in terms of temporal scales and the three spatial parameters above have 
corresponding temporal parameters calculated from temporal velocity distributions obtained at a 
point. These are the integral time scale, l,, the micro time scale, A, , and the Kolmogorov time 
scale, 1]1 defmed in equations 1.11, 1.12 and 1.13 respectively. 
(1.11) 
(1.12) 
(1.13) 
1.5.5 Turbulence Intensity and Length Scales In IC Engines 
Attempts have been made to calculate the turbulence intensity defmed in Equation 1.5, for 
example in references [1.31-1.38], using Laser Doppler Velocimetry (LDV). The LDV 
measurement technique (discussed in more detail in section 2.2.1) is an optical teclmique that 
generates time resolved fluid velocities at a point of interest. Lui et a! [1.31] used LDV to 
measure the fluid velocity within the wedge shaped combustion chamber of a ftring production 
geometry engine at 1000 rpm. An ensemble average of velocities measured within a fmite crank 
angle window for a group of cycles was calculated to determine the large scale mean flow fteld 
for that group and was used to estimate the fluctuating component of the individual cycle 
velocity distributions. An average for the complete data set and conditionally sampled averages 
for four groups of cycles were calculated. The four groups were determined according to the 
timing of the peak in-cylinder pressure and the conditional velocity averages were calculated 
from corresponding sets of engine cycles. Turbulence intensity was then calculated from the 
fluctuating velocity component evaluated using the mean flow fteld calculated for the cycle 
group. This approach revealed a correlation between the mean flow fteld (typically 5 to 10 m/s) 
and the timing of the peak cylinder pressure. Also, the turbulence intensity calculated from the 
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conditional average, typically I-8 rn!s, was observed to correlate with the timing of the peak 
cylinder pressure. 
An alternative approach to averaging ofLDV velocity data has been used [1.34-1.38] in which 
an average velocity is calculated by low-pass filtering of the velocity distribution by ensemble 
averaging data points within a fmite crank angle window for a particular cycle. Cycle resolved 
fluctuation velocities are then calculated and used to estimate the turbulence intensity. This is 
the method used by Fraser and Bracco [1.35] in an IC engine with a pancake combustion 
chamber operating at 600 rpm. The influence of the large scale cut-off frequency was assessed 
and the calculated turbulence intensity (typically I-3 rn!s for the 50 CAD prior to TDC on the 
compression stroke) was seen to increase as expected when the cut off frequency was decreased 
from 450Hz to ISO Hz. 
The two approaches to velocity averaging indicate the difficulties involved in defming a mean or 
large scale flow field. The ensemble average approach does not take into account variations in 
the large scale flow field leading to exaggerated estimates of the fluctuating velocity component 
and consequently the turbulence intensity. The cycle resolved smoothing approach requires an 
arbitrary cut-off frequency that defmes the large scale, low frequency velocity field. 
Several attempts have been made to characterise the length scales found in IC engines. The most 
common approach has been to use velocity data from LDV measurements. Attempts have also 
been to calculate length scale parameters based on correlating time histories of the measured 
flow velocity components. Fraser and Bracco [1.35,1.36] estimated lateral integral length scales 
from simultaneous two point LDV measurements. Two length scales were estimated by 
correlating the turbulence intensities at two measurement locations. The length scales differed 
because two methods were used to calculate the average velocity from which the turbulence 
intensity was derived. A research engine with a pancake combustion chamber was used in the 
study and flow data was obtained at three compression ratios of 5. 7, 7.6 and I1.4. An ensemble 
average approach to defming the mean flow produced a length scale in the range of 2-5 mm and 
the cycle resolved method generated scales of approximately I mm. 
Two methods of estimating length scales in an IC engine have been reported by Corcione and 
Valentine [1.34]. An integral length scale was determined indirectly by auto-correlating the 
i 
fluctuating velocity obtained at a single point. A two point measurement approach similar to that 
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used by Fraser and Bracco (1.35,1.36] was also described in which the length scale was 
estimated by cross correlation of the fluctuating velocity calculated for the two measurement 
points. The engine was a motored diesel engine generating a large scale swirling flow. A 
comparison of length scales observed with the two methods was made for two piston bowl 
geometries. The two engine configurations exhibited some differences in the length scales 
observed and were both in the range of up to 12 mm for the single point measurement technique 
and 1-2 mm for the two point measurement technique for the 50 CAD prior to TDC on the 
compression stroke. 
Another example of the application ofLDV to IC engine in-cylinder flow measurement is that of 
Dimopoulos and Boulouchos (1.39] in which LDV was used to measure three velocity 
components. A two valve per cylinder engine was used in which a shrouded inlet valve was 
used to modify the strength of the axially swirling in-cylinder flow field. The authors reported 
that, in comparison to weak swirl, strong swirl resulted in an increase in the high frequency 
range of the fluctuating velocity and the fluctuation intensity was observed to scale linearly with 
engine speed. The velocity time histories were also used to calculate integral length and time 
scales. For the engine used, the integral length scale was observed to be independent of engine 
speed and decrease during compression to a minimum at TDC ofless than 10 mm. The integral 
time scales were observed to scale inversely with engine speed and to be approximately constant 
during the compression stroke at 5 ms. 
1.5.6 Velocity Field Derivatives 
In the sections 1.2.3 and 1.2.4 defmitions of parameters used to characterise turbulence and 
published measurements of scales found in IC engines were described. Turbulence has been 
characterised as a wide range of randomly distributed coherent structures that are superimposed 
on a large scale flow. These coherent structures are regions of velocity gradients and the 
manifestation of the turbulence is a spatially and temporally fluctuating velocity distribution 
intimately linked with the large scale flow field. It is possible to study the spatial velocity 
fluctuations using spatial derivatives of the velocity field to calculate parameters such as strain 
rates, shear rates and vorticity. In this section equations for the strain and shear rates and 
vorticity are reviewed together with published measurements. 
36 
The local deformation rate of a fluid can be described by calculating the strain rate tensor for a 
small element of isotropic fluid. The strain rate tensor is defmed as 
e .. =.!_(i'Ju1 + au1) 
u 2 axj OX; 
where the spatial co-ordinate and velocity components are 
(x1,x2,x3) ++ (x,y,z) 
(u1,u2,u3) ++ (u, v, w) 
This represents the elongating or strain components 
au 
e =-
"" ax 
av 
e =-
YY ay 
aw 
e =-
"" az 
and six shear components 
e =e =.!.(au + av) 
xy yx 2 ay ax 
e =e =.!.(i'Ju + aw) 
xz zx 2 az ax 
e =e =.!.(i'Jv + aw) 
yx zy 2 az ay 
(l.14) 
(l.15a) 
(l.15b) 
(l.15c) 
(l.16a) 
(l.16b) 
(l.16c) 
The strain rate components are useful parameters to characterise turbulent flows because strain 
and shear rates have been identified as playing an important role in flame propagation and 
extinction. The influence of straining and shearing on the flame front was discussed in section 
1.4.4. In addition to the strain components the vorticity can also be evaluated from the velocity 
distributions. Vorticity is used to characterise small scale rotational motion of fluid elements 
caused to rotate by unbalanced shear stresses. Vorticity, ro, is defmed by 
m=Vxu (1.17) 
Fluid vorticity is used in the characterisation of turbulent flows and is an important parameter 
when studying the effects of fluid motion on combustion. Small scale rotational motion local to 
the flame front distorts and wrinkles the flame front thereby increasing the flame area. 
Distortion of the flame front is responsible for increasing mass burning rates in IC engines to 
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levels significantly greater than those of laminar flames burning through similar composition 
charge. 
Strain and shear rates and vorticity are evaluated from spatial velocity distributions. Particle 
Image Velocimetry (PIV) is a technique that measures instantaneous spatial velocity 
distributions over planar regions and can thus be used to calculate strain and shear components in 
the measurement plane. Examples of this are [1.41,1.42,1.43] in which a ftrSt order differencing 
scheme was used to evaluate velocity gradients. The calculation method was the same as that 
used in this study and is detailed in section 5.3.1. Strain rates calculated from PIV data obtained 
in a pancake combustion chamber with a strong swirling flow were in the range ±1000 s'1 and 
vorticity was in the range ±2000 s'1 for the three similar geometry engines operated at 800 rpm. 
1.5.7 Turbulence Characterisation 
The three methods of characterising the turbulent fluctuations described in this chapter, while not 
directly related, are used to describe the nature of turbulent flows. While the link between the 
parameters is complex in highly turbulent flows where the defmition of the mean flow is itself 
highly complex, the relationship can be explored with reference to the simplified flow illustrated 
in Figure 1.19. 
-
u 
Q p 
Figure 1.19 Illustration of Turbulent Eddy Structure in Bulk Flow 
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The eddy structure can be considered as superimposed on the bulk flow of velocity u. The eddy 
is rotating with strength (angular velocity) ro and is considered as having a scale of 2r. If point P 
is considered the fluid velocity of an infmitesimally small element has a velocity equal to: 
(1.18) 
If the cyclic variations found in engines are neglected, according to Equation 1.2 the fluctuating 
velocity component is: 
u = (U +I"(J))- U (1.19) 
and thus the turbulence intensity at point P is: 
u'= r!rol (1.20) 
The eddy structure generates velocity gradients, and considering the change in velocity between 
points P and Q for example the horizontal strain rate: 
(1.21) 
It is thus apparent that the in spatial scale, turbulence intensity and velocity gradients are 
different approaches to characterising the fluctuation in mean flow by the eddy structure. 
1.6 Summary 
In this chapter turbulent fluid motion in spark ignition engine combustion chambers has been 
reviewed. Some of the parameters used to describe the turbulent flows that result from the 
breakdown of the large scale flow have been defmed. The complexity of accurately and 
completely describing the periodic turbulent flows is matched by that encountered in defining a 
mean large scale flow field, a parameter that is fundamental to the defmition of the turbulent 
component of the flow. Spark ignited combustion and the effects of the unbumed gas flow on 
the propagating flame have also been reviewed. The next chapter reviews the techniques which 
have been introduced in this chapter and are used to measure fluid properties and gain insights 
into the flow and combustion processes described in this chapter. 
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Chapter 2 -IC Engine Applications of Fluid Measurement Techniques 
2.1 Introduction 
The field of non-intrusive measurement techniques is continually advancing as engineers require 
more and more detailed data to understand and solve complex fluid flow and combustion 
problems. In this chapter three optical measurement techniques are reviewed. These are Laser 
Doppler Velocimetry (LDV), Laser Induced fluorescence (LIF) and Particle Image Velocimetry 
(PIV) which are currently the most common optical techniques used to study IC engine flows. 
Their application to IC engines is driven by the need for better engines, and engine designers 
require better understanding and control of the processes which ultimately determine engine 
operation and performance. PIV is the focus of the chapter because it is the technique used in 
this study. An extensive review ofPIV data obtained in IC engines has been made to provide an 
indication of the complexities involved and the insights that can be gained from using the 
technique. 
2.2 Fluid Measurement Techniques 
2.2.1 Laser Doppler Velocimetry 
Laser Doppler Velocimetry (LDV) [2.1], also called Laser Doppler Anemometry (LDA), is an 
optical measurement technique used to obtain time resolved velocity measurements at a point of 
interest. The motion of the fluid under investigation is inferred from particles which are 
introduced to faithfully follow and provide light scattering objects from which the fluid velocity 
is calculated. The optical arrangement of the measurement system varies and can be in either 
backward or forward scattering configuration as illustrated in Figure 2.1. 
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The system uses a measurement volume formed by the intersection of two coherent laser beams 
that interfere to fonn a fringe pattern in the measurement volume as shown in Figure 2.2. As a 
particle passes through the fringe pattern it scatters a Doppler burst, the frequency of which is 
proportional to the speed of the particle. The measured speed is the component of the particle 
velocity perpendicular to the line bisecting the angle made by the two beams (indicated by u in 
Figure 2.2). Multiple systems can be used simultaneously to obtain multi-component 
measurements at a single point or measurements at multiple points. The LDV technique 
generates valuable temporal velocity data but suffers from signal dropout when there are no 
particles passing through the measurement volume. Examples of LDV measurements obtained 
in IC engines have already been discussed in Section 1.5.5. 
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Figure 2.2 LDV Measurement Volume 
2.2.2 Laser Induced Fluorescence 
Laser Induced Fluorescence (LIF) is a technique used to measure the spatial distribution of a 
species concentration over a planar region. A single pulsed UV laser is used, the wavelength of 
which is tuned to correspond to a particular electron transition of the molecular species under 
investigation. The laser light is absorbed by the molecules and causes the electrons to jump to 
more energetic states. These states are unstable and as the electrons return to the ground state 
the excess energy is released as fluorescent light. The fluorescence image is recorded using a 
CCD camera coupled to a gated image intensifier which is synchronised to the laser and a 
narrow band pass filter to minimise recording of ambient or combustion emitted light. With 
relatively low powered laser intensities the LIF signal is linearly proportional to both the laser 
power and the number density of the scattering species [2.2]. This enables the spatial 
distribution of the species concentration to be calculated from the light intensity recorded by the 
camera. The species measured can either be present naturally in the combustion process such as 
the OH and CH radicals or can be introduced as a tracer such as ketones and aldehydes which are 
added to the fuel. 
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A limitation of the technique however is that the fluorescence intensity of some species is 
pressure and temperature dependent which may cause significant inaccuracies. In a number of 
cases inaccuracies make the measurements essentially qualitative. There are a variety of tracers 
suitable for use with the LIF technique, and it is the application and environment which 
determine the choice of tracer. These substances suitable for doping gasoline are acetone, 3-
pentanone and toluene which enable measurement of the in-cylinder fuel distribution. An 
investigation into the behaviour of the three tracers when excited at wavelenghts of266 and 248 
nm was conducted by Fujikawa et a! [2.3]. Acetone, when excited with 266 nm light, was found 
to exhibit more favourable properties because the LIF intensity showed the least dependence on 
temperature and pressure. Minimal variation of the LIF signal with temperature and pressure is 
required to simplify calibration and to reduce experimental uncertainty in quantitative 
measurements. 
2.3 Particle Image Velocimetry 
Particle Image Velocimetry (PIV) [2.4] is a technique which measures spatial velocity 
distributions over a planar region. Seeding particles are used to follow the flow and provide 
points of reference within the fluid. The positions of the seeding particles are recorded twice, 
either digitally or using photographic film, separated by a small time interval. An interrogation 
procedure is then performed to measure the displacement of the particles in a small region of the 
flow. The measured displacement is divided by the time between the recording of the images to 
calculate the average velocity of particles within the region. This is done for a discrete number 
of regions throughout the image to obtain whole field velocity distributions. The PIV technique 
is illustrated in Figure 2.3. 
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2.3.1 Motivation for using PIV 
The primary reason for using the PIV technique for in-cylinder flow measurements is that it is a 
full field technique that enables high spatial resolution measurement of fluid velocity over a 
planar region. The data obtained can be used to study large scale flow structures such as swirl 
and tumble together with smaller scale turbulent structures within the combustion chamber and 
other areas of interest such as around valves or through ports. The full field velocity 
measurements, in addition to facilitating the study of the flow structure, can be used to provide 
data to aid validation and development of computational fluid dynamic (CFD) models and 
provide data for use as the initial and boundary conditions required in numerical sirnulations 
(2.5,2.6]. It should be noted that PIV provides instantaneous velocity measurements and CFD 
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predicts ensemble average velocities and thus direct comparisons must be interpreted with care. 
However, digital PIV is now providing much larger data sets which are more statistically valid 
and hence more useful for CFD validation. To-date the majority of the PIV systems are limited 
to low temporal resolution of at most one measurement per engine cycle. Developments in laser 
technology and high speed cameras, however, are making time resolved PIV measurements at 
tens of kHz a realistic prospect. 
2.3.2 PIV Flow Seeding For IC Engine Applications 
The choice and control of the seeding particles is an important parameter in obtaining accurate 
PIV measurements because the fluid velocity is inferred from the particle motion. The number 
density of the seed particles must be appropriate for the imaging and interrogation system 
requirements without overloading the fluid on a mass or volume basis so that the fluid properties 
are significantly changed. Also, a suitable seed particle should not readily attach to or damage 
the optical components, must scatter enough light to be recorded and must follow the flow with 
small temporal error relative to the flow being investigated. Further discussion and 
comprehensive mathematical treatment of the flow following characteristics of particles is 
discussed in References 2.7 to 2.8. 
The motion of particles in an oscillating flow field can be analysed by considering the force on a 
particle caused by the viscous drag from the relative motion of the particle and fluid . The 
response of the particle is determined by the relative strengths of the drag force and the particle 
inertia. According to Stokes Law the viscous force on the particle, 
dv 
Fp = m __ P = 67r77a(u - v ) 
p dt p (2.1) 
Where u is the fluid velocity surrounding the particle, vp is the particle velocity, a is the particle 
radius, TJ is the fluid viscosity and mp is the mass of the particle . 
For constant fluid velocity, u, the solution of Equation 2.1 is 
(2.2) 
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where vp(t) is the particle velocity at time t. After a change in u, the particle velocity approaches 
u with a time constant 'tp given by: 
m 2pP a 2 
r =--P- =-~-
P 6tr77a 977 
(2.3) 
where Pp is the particle density. To quantify the frequency response of the particle consider its 
motion when variation of the velocity field is sinusoidal, with amplitude u0 and frequency fu. 
The equation of motion becomes: 
(2.4) 
where u is the mean velocity of the fluid. The steady state solution of Equation 2 .4 is: 
() 
_ - U0 cos(2trfut-,1) 
vPt-u+ 1/ 
(1 +4tr2 r: f~)12 
(2.5) 
where the phase lag, 4> 1 is given by tan 4> 1=27tfu'tp. 
A commonly chosen response fidelity criterion is that the amplitude variation of Vp is equal to 
that of u within 1% of the maximum fluctuation. The condition for this is derived from 
equations 2.4 and 2.5 is: 
(2.6) 
Substituting values for the silicone oil droplets used in this study of 1.4 IJ.m diameter (a = 0.7 x 
1 0-6 m), specific gravity = 1. 068 and taking the viscosity of air at 20 bar and 600K, 1-1 = 36.2 x 
10-6 kg m-1 sec-1 and re-arranging equation 2.6 produces the solution: 
fu < 0 .1-{l- = 6917 Hz :=:: 7 kHz. 
a Pp 
The particles used in this study are predicted to follow fluctuations below 7 kHz with an error of 
less than 1% of the fluctuation amplitude. 
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Seeding particles used for PlY studies of in-cylinder flows can be separated into two main 
groups, namely solid particles and liquid droplets. The most commonly used solid material is 
titanium dioxide (Ti02) Micron sized particles of Ti02 have been used successfully by Reuss et 
al [2.1 0], Lee and Farrel [2.11] and Sweetland and Reitz [2.12] in IC engine studies. During 
later frred experiments by Reuss et al [2.13] boron nitride particles from a dry particle seeder 
with a diameter of 0.3-0.7 J..l.m were used. These particles were reported to be more effective 
light scatterers and retained their scattering properties after passing through the flame front. 
Nino et al used sub-micron sized boron nitride particles in their motored [2.14] and fired [2.15] 
experiments and reported that similar sized Zirconia particles were also used and gave similar 
image quality. 
A suitable liquid should have a viscosity which produces droplets of the required size and must 
also have a vapour pressure low enough to minimise evaporation. Olive oil droplets of 0.5-2.0 
J..l.m diameter have been used by Reeves et al. [2.16-2.19]. The olive oil was later replaced with 
silicone fluid to reduce droplet evaporation under the motored engine conditions. Silicone oil 
has also been used by Towers and Buckberry [2.20], Reuss et al [2.21] and Rouland et al [2.22]. 
Water/glycerine droplets of mean diameter 3 J..l.ffi generated by an ultrasonic nebuliser have also 
been used by Stolz et al. [2.23]. 
In applications where abrasion is critical, for instance when the piston rings rub on a glass 
cylinder, liquid droplets are preferable because they are non-abrasive and can aid lubrication. 
For applications without this restriction solid particles are preferred because they tend to scatter 
light more effectively than similar sized liquid droplets. The particle size is also an important 
issue because the scattering effectiveness is a strong function of particle diameter. Increasing the 
particle size can significantly reduce the required illuminating power which can benefit image 
quality by reducing flare. Whether solid or liquids are used the density must also be considered 
because particle mass directly affects the flow following response. 
2.3.3 PIV Image Recording 
The PlY images can be recorded either using photographic film [2.1 0, 2.13-2.21] or digitally 
using a CCD camera [2.22,2.24,2.26]. Photographic film is available with a resolution up to 
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several thousand line pairs per mm but generally film with lower resolution (- 200 line pairs per 
mm) is used since it has better light sensitivity. This resolution cannot be matched by current 
CCD cameras whilst viewing an equal sized area. The film provides a permanent record which 
can be processed and interrogated later, but wet film processing and subsequent digitisation is 
time consuming and generating large data sets for reliable statistical analysis is very time 
consummg. 
CCD cameras can be used to form digital PIV systems (DPIV). DPIV eliminates the wet 
processing stage required by photographic film and allows parameters such as the seeding 
particle density and laser power to be optimised whilst the experiment is in progress. The main 
restriction of DPIV at present is the array size of the camera chips available for use which is 
generally up to 2000 x 2000 pixels which limits the field of view that can be imaged while 
adequate resolution is maintained. Developments of bigger camera arrays mean that DPIV is an 
attractive approach that can reduce experimental set-up time, increase the image capture rate and 
shorten the image analysis time. These factors make sizeable data sets for reliable statistical 
analysis a realistic proposition. Improvements in computing processing power and speed will 
also facilitate fully automated DPIV systems that allow images to be recorded and processed in 
approaching real time with reduced operator input. The size of data sets possible with DPIV 
precludes manual post processing and requires the development of robust automated post 
processing to reliably remove spurious vectors. 
2.3.4 PIV Image Analysis 
Once the particle images have been recorded, they must be analysed to extract the velocity data. 
The full field images are divided into a uniform grid of interrogation regions typically of the 
order of 1 mm2 in the flow, and then each interrogation region is analysed to evaluate the 
average displacement of particles within that region. Two types of correlation are used to 
calculate the particle displacement; these are auto correlation and cross correlation. Auto 
correlation uses an interrogation region containing particle images generated by both the first and 
second light pulses, and the image is correlated with itself. Cross correlation is performed on 
two separate images for each interrogation region. The images can be labelled to allow particles 
images from each pulse to be identified and separated, or can be separated in space if image 
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shifting is used. Image separation to facilitate cross correlation can be achieved at the 
interrogation stage by image labelling or at the recording stage as in DPIV by recording images 
on successive frames. If image shifting is used the two interrogation regions are taken from 
different parts of the image and contain particle images from both pulses, with the regions 
separated by the image shift imposed between light pulses [2.23]. 
There are two commonly used methods of separating the particle images recorded by the first 
and second pulses. These are recording the images using different coloured light or recording on 
two separate frames. Two-colour PIV has been successfully applied to in-cylinder flows by 
Nino et al. [2.14,2.15] and Towers and Buckberry [2.20]. In both cases two Nd:YAG lasers 
were used, one pumping a dye laser, to generate a green sheet (532 nm) and a red sheet (650 nm 
[2.14,2.15] , 610 nrn [2.20]) with images recorded by colour photographic film. There were 
slight differences between the digitising arrangements in that Nino et al. used only one CCD 
camera and illuminated alternately with filtered red and green light to obtain the separated 
images. Towers and Buckberry illuminated the film images with white light and used appropriate 
filters between the film and two CCD cameras to obtain separated images. 
Image separation has been achieved by recording two separate single exposed particle images 
digitally with a CCD camera by Rouland et aJ [2.22), Gindele and Spicher [2.26] and Reeves et 
aJ [2.24]. 
2.3.4.1 Auto Correlation 
Auto correlation is used when the particle images recorded by the first laser pulse are 
indistinguishable from those recorded by the second pulse. Auto correlation experiments are 
thus convenient because no image separation is required. The transmissivity of a single exposure 
particle image distribution transparency recorded at time t by illuminating with the first light 
sheet of intensity Ioo(x) can be described by 
(2.7a) 
where to1 is the transmissivity of a particle image and Xi(t) is the location of the ith particle in the 
flow at time t and X is the spatial co-ordinate. During interrogation a region is illuminated 
uniformly by light of intensity Io so that the spatial distribution of transmitted light is 
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(2.8a) 
Similarly, for the second exposure of the particle seeded flow the transparency transmissivity 
and transmitted light distribution respectively are 
r 2 (X)= ~)02 (xJr02 (X-Mxi (t+At)) (2.7b) 
i 
and (2.8b) 
where 'to2 is the transmissivity of a particle image recorded with the second light pulse, Xi(t+At) 
is the location of the ith particle in the flow at time t+At and I1 is the same unifonn interrogation 
light intensity. The light intensity distribution transmitted during interrogation (h) is thus 
described by the sum of the intensity distributions recorded with the two pulses such that 
(2.9) 
The image containing particles recorded by both pulses is correlated with itself so that the 
expression for the auto-correlation is 
(2. 10) 
A typical auto correlation function is shown in Figure 2.4. 
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With auto-correlation the tallest peak is produced by the correlation of each particle with itself 
and is located over the origin, corresponding to zero displacement. Two smaller peaks also exist 
which are up to half the height of the central self correlation peak [2.28] and are located 
symmetrically about it, as shown in Figure 2.4. These are the correlation of the first particle 
images with the second and visa versa. The particle displacement is obtained from the position 
of the correlation signal peak relative to the origin in the correlation function. A 180° directional 
ambiguity in the velocity arises from the symmetry of the two peaks in the auto correlation 
function, which are both equal in magnitude. 
2.3.4.2 Cross Correlation 
Mathematical treatment of cross correlation analysis as it is implemented in this study is now 
given. The reader is also referred to references [2.27] and [2.28] where the theory of cross 
correlation analysis has been comprehensively covered. 
The transmissivity of a single exposure particle image distribution transparency recorded at time 
t by illuminating with the first (green) light sheet of intensity (loG(x)) is described by 
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(2.11a) 
where 'too is the transmissivity of a green particle image, Xi(t) is the location of the ith particle in 
the flow at time t and X is the spatial co-ordinate. During interrogation a region is illuminated 
by green light of uniformly distributed intensity l 1o(X) the transmitted light is 
(2. 12a) 
Similarly, for the second (red) exposure of the particle seeded flow the transparency 
transmissivity and transmitted light distribution respectively are 
(2.1lb) 
and (2.12b) 
where 'toR is the transmissivity of a red particle image, Xi(t+~t) is the location of the ith particle 
in the flow at time t+~t and IrR is the uniform red interrogation light intensity. The light intensity 
distributions transmitted during interrogation are thus described by 
10 (X)= 110 ~)00 (x;}r0 (X- Mxi (t)) (2.13a) 
i 
and (2.13b) 
for the green and red particle image distributions respectively. 
The particle displacement is found by calculating the two dimensional spatial correlation of la 
and lR with relative displacement vector s, 
(2. 14) 
The estimator in equation (2.14), R(s), is the cross correlation of the intensity distributions Io and 
lR; a typical correlation function is shown in Figure 2.5. With cross correlation each particle 
appears only once in each interrogation region (assuming the method of separation eliminates 
cross talk between images) and thus there is no central self correlation peak and only one 
correlation peak. There is therefore no directional ambiguity with cross correlation. 
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R(s) approximates a true spatial cross correlation because the area integral corresponds to the 
ensemble average of I a(X)J R(X + s). It is important to note that since R(s) is evaluated as an 
integral function which is weighted by both the size and intensity of the particle images within 
the interrogation region. Correlation of both bigger and brighter particle images make greater 
contributions to the signal R(s) than those made by smaller and dimmer particle images. The 
location of the correlation peak is thus biased towards the displacement of the bigger and 
brighter particles. Further discussion and mathematical treatment of the effects of these 
parameters is given in [2.28]. The biasing effects can be reduced by narrowing the range of 
particle sizes, using even illumination over the interrogation region at both the recording and 
interrogation stages and achieving optimal focusing over the entire width of the light sheet. 
Velocity gradients also bias the correlation peak position and geometry and introduce errors 
which will be discussed in Section 3.8. 
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The cross correlation estimator, R(s), is composed of three components (2.28]. These are the 
correlation of the mean background intensities, a fluctuating noise component and the 
displacement coefficient. The displacement coefficient is a peak in the correlation function, the 
position of which indicates the mean particle displacement. The height of this peak relative to 
the background noise is the signal to noise ratio and determines not only the delectability of the 
signal peak but is also an indication of the probability that it represents the true particle 
displacement. 
The peaks of both auto and cross correlation functions are broadened and possibly splintered by 
velocity gradients within the interrogation region, and ideally the variation in particle 
displacement over the interrogation region should be less than the particle image diameter [2.29]. 
Cross-correlation offers several significant advantages over auto correlation including the 
unambiguous determination of the direction of the velocity vector, a higher signal to noise ratio 
and a greater dynamic range. The dynamic range is improved because there is no self correlation 
peak from which the signal peak must be resolved so that the minimum measurable displacement 
is limited solely by the accuracy to which the location of the correlation peak can be determined. 
Cross correlation also produces a higher signal to noise ratio if the images contain particles 
recorded by only one pulse. There is, therefore, no correlation of particles recorded by the same 
pulse and thus a lower background noise level. 
Cross-correlation data is usually of higher quality than auto-correlation data because it is less 
susceptible to data dropout and spurious vectors calculated from noise peaks. Spurious vectors 
arise when the true signal peak is not distinguishable from the background noise because the 
height of the signal peak is reduced by decorrelation of particle image pairs within an 
interrogation region. There are three main factors which contribute to particle pair decorrelation; 
particle motion into an adjacent interrogation region, out of plane motion and velocity gradients. 
The effects of all three of these factors are reduced by shortening the time between laser pulses. 
The lack of a central self correlation peak from the cross-correlation function enables a shorter 
pulse separation to be used while an acceptable dynamic range is maintained. The signal to 
noise ratio is thus maximised and data quality is improved. There are of course still limitations 
to the out of plane velocity and range of velocity gradients that can be accommodated in cross 
correlation analysis because fundamentally it relies on pairs of particle images being present 
within interrogation regions. 
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2.3.4.2 Advanced Correlation Algorithms 
The method of interrogation affects the quality of data obtained and as such has been the subject 
of much study. Examples include Mao et al . [2.30] who have developed a fast system for use 
with optical correlation. The system uses scanning optics to scan through the PIV transparencies 
and to locate the correlation peak, allowing determination of approximately 500 auto correlations 
per second. Jambunathan et al. [2.31] have proposed a cross correlation technique to increase 
the accuracy when using video recorded PlY images. They propose that errors due to velocity 
gradients within the interrogation regions can be reduced by reconstructing the second image 
based on the velocity gradients within the interrogation regions. Hind and Christy [2.32] have 
aJso proposed a method to increase the signal to noise ratio by correcting for velocity gradients 
in PIV images when using digital auto correlation which is also applicable to cross correlation. 
This system retrieves the velocity data twice, initially using regularly shaped interrogation 
regions from which velocity gradients are calculated, and then again using interrogation regions 
whose shapes have been deformed to reflect the velocity gradients. The two latter techniques 
result in an increased processing time as well as the reported increases in measurement accuracy. 
A promising approach to improving the quality of data extracted from PIV images has also been 
proposed recently by Hart [2.33]. The technique is applicable to both cross and auto correlation 
analysis. Correlation functions for two adjacent regions are multiplied together on an element by 
element basis to generate a third correlation function , the peak of which signifies the average 
particle displacement for a region, the centre of which is located midway between the two initial 
interrogation region centres. The advantage of this method is that randomly located peaks from 
correlation of non-paired particles tend to be multiplied with areas of low noise, thus producing a 
small signal. Provided the variation in the true signal peak location between the two regions is 
small the true signal peaks are multiplied to produce a large signal peak, and in this way the 
signal to noise ratio is enhanced and thus the signal peak is more readily detectable. 
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2.4 IC Engine Applications of PIV 
2.4.1 Planar measurements 
The main area in which PIV has been used in engine studies is the measurement of charge 
motion within the combustion chamber. One advantage ofPIV in this area of study is that it can 
yield full field data in both motored and fired engines and allows study of both small and large 
scale flow structures. 
Reuss et al. [2.1 0], in the first application of PIV to engines, used the instantaneous spatial 
velocity data obtained to study the vorticity and strain distributions. In order to incorporate the 
optical components the single cylinder research engine used was modified to the extent that it 
was not representative of typical engine geometries. Engine breathing was accomplished with a 
single poppet valve and port with a rotary valve to separate the intake and exhaust flows and the 
spark plug was introduced though the cylinder liner. Optical access was gained via two quartz 
windows mounted in a spacer block between the cylinder liner and head for the introduction of 
the light sheet and a viewing window in the cylinder head covering almost half of the piston 
area. The measurement area was 32 x 12 mm with the light sheet parallel the cylinder head and 
valid data was obtained to within 500 lliT1 of the cylinder wall. A strong swirl flow persisted 
through the compression stroke to provide a well defmed, predominantly two dimensional flow 
for measurement. High pass spatial filtering of the velocity field revealed eddy-like structures on 
a scale of 1-5 mm and the small scale structure corresponded well to features in plots ofvorticity 
and strain rates. The study demonstrated the applicability of PIV to in-cylinder fluid velocity 
measurement. 
This was followed with further work by Reuss et al. [2.13] using a fired engine, again some way 
from being representative of typical modern production geometry. The engine was a two-stroke 
propane fuelled single cylinder engine generating a strong axially swirling flow. The spark plug 
was located at the centre of the piston and was fired once every twenty cycles. The major 
problems encountered were attaining appropriate seeding density and window fouling. Velocity 
measurements in the unburned gas were obtained to within 1 mm of the flame front with the 
results again being used to study the vorticity and strain rate. Velocity measurements were not 
obtained in the burned gases because the number density of the particles was too low due to 
expansion of the gas. The data also showed maximum velocities up to 15 m/s which agreed well 
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with previous LDV measurements and suggested that the strong residual swirl in the unburned 
gas was disrupted by the gas expansion through the flame. Comparison between the results 
published by Reuss [2.1 0 and 2.13] indicated that the magnitude of the vorticity was 
significantly hlgher under fired conditions and that the magnitude was greatest near the flame. 
The spatially-averaged RMS. shear-strain-rate distributions were also higher under fired 
conditions. These two papers were the first published results obtained using PIV and 
demonstrated PIV to be a viable technique for obtaining whole field in-cylinder velocity 
measurements. Another interesting aspect of this work was the hlgh pass filtering of the velocity 
distributions, performed in the spatial frequency domain using a fast fourier transform which 
revealed eddie structures of the order of2 mm. 
Nino et al. [2.14,2.15] have published the first details of a two-colour cross correlation PIV 
system applied to an in-cylinder flow. The experiments used a ported single cylinder cup-in-head 
engine generating a strong swirling flow. The engine comprised of a quartz ring and disk 
clamped with an aluminium cylinder head and the spark plug located in the centre of the piston. 
The light sheet was introduced through the quartz ring, oriented parallel to the piston crown and 
imaged through the quartz disc in the top of the combustion chamber. The frrst paper detailed the 
two-colour system and its operation in a motored engine [2.14], the second its operation in the 
same engine but with the engine skip frred [2.15]. The ftring necessitated the use of filters to 
eliminate the light from combustion, but the technique was effectively the same for both 
conditions. The measurements were used to study the cyclic variability of both the instantaneous 
centre of rotation and the flame propagation. Similarly to Reuss et al.(2.13] no velocity vectors 
were obtained behind the flame front because the seeding particle number density was too low 
due the expansion of the burned gas. The work also demonstrated the suitability of the two 
colour system for enabling cross correlation and highlighted the advantages of cross correlation 
in complex flows. 
Flow through valves has been studied by Lee and Farrell [2.12] using a simulated engine with a 
diesel cylinder head, an acrylic liner and a cam shaft driven by a motor. The light sheet was 
oriented perpendicularly to the cylinder axis and contained an exhaust and inlet valve axis. The 
area imaged was limited to the inlet valve curtain which meant that auto correlation could be 
used and the directions of the velocity vectors were resolved logically because of the dominant 
flow through the valve. Results revealed a well organised and strongly directed annular intake 
jet with entrainment of the surrounding air. In a comparison of results obtained with stationary 
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and moving valves it was found that the static flows demonstrated a higher jet velocity than 
those generated with moving valves. Also, the jet velocity as the valve was closing was higher 
than that at equal lift with the valve opening. The flows observed with moving valves showed 
some cyclic variation but the main jet behaved repeatedly with flow separation at the valve seat. 
Reeves et al [2.16-2.19] have used PIV to obtain data over extended regions within the 
combustion chamber of a production geometry SI engine. Much of their work involved 
developing refmements to the PIV technique to allow it to be used routinely as a research and 
design tool. These include a laser strobe technique to correct for the time delay between the 
laser trigger signal and the emergence of the laser beam. When recording vertical light sheets 
(i.e. planes parallel to the cylinder axis) the images were highly astigmatised by the glass 
cylinder liner. A corrective optical system was developed to allow high quality images to be 
recorded to within 6 mm of the thick glass cylinder wall for light sheets oriented through the 
bore centre line. This allowed velocity fields in vertical planes within the cylindrical bore to be 
obtained for the first time. A technique first described by Hocker and Kompenhans (2.24] was 
used to optimise the camera orientation relative to the light sheet and achieve optimal focusing 
over the whole field of view. This involved using a CCD camera and microscope objective to 
greatly magnify a small region of the film camera image plane to achieve accurate focusing and 
good quality particle images. The seed particle concentration was monitored using a 
photodetector mounted onto the camera viewfmder. The photodetector voltage output was found 
to be proportional to the illuminating laser power and the number density of the seeding particles 
allowing on-line monitoring of the seed particle number density. 
Towers and Buckberry [2.20] used an identical production geometry Rover optical engine to 
Reeves [2.16-2.19] and many of the refmements mentioned above to study the in-cylinder 
motion. A two-colour PIV system previously described in section [2.3.4] was used to allow 
cross correlation for the extraction of the velocity vectors. The study involved an analysis of the 
particle light scattering and the theoretical investigation of experimental parameters. The paper 
confirmed the findings of Nino et al [2.14,2.15], demonstrating the suitability and advantages of 
two-colour cross correlation systems applied to complex in-cylinder flows. 
A conventional 2-D PIV system has also been used to generate a 3-D flow map in an engine 
cylinder by Faure et al. [2.35]. Average velocity maps, albeit an average of only five full field 
measurements per sheet location, were obtained in three perpendicular and parallel sets. The 
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average 2-D vector maps were then used to calculate a 3-D vector map within the combustion 
chamber by combination of results from perpendicular sheets at the same point. The 3-D 
velocity vectors were used to calculate three dimensional tumble ratios based on the mean 
vorticity or the angular momentum. In order to study the bulk flow in more detail and cyclic 
variations the number of light sheets and hence measurement runs need to be significantly 
increased, highlighting the need for low experiment set up time and reliable operation of PIV 
systems. The system used an ensemble average of five velocity maps which removed some 
cyclic variation and turbulent fluctuations which limited the study to the large scale or bulk flow. 
However, larger data sets are needed to provide a more reliable average and also allow the cyclic 
fluctuations to be quantified. 
Rouland et al. (2.24] used a digital PIV system to study a strong tumble flow generated by a four 
valve pent roof cylinder head and a baffle to enhance the tumble motion. The images were 
recorded on half frames of a standard 768 x 512 pixel camera and were obtained in both 
horizontal and vertical measurement planes. The field of view was approximately 60 mm by 60 
mm so that one pixel corresponded to approximately 100 j.lm in the flow. This suggests that the 
particle images were significantly smaller than the pixel size which has serious implications for 
the measurement accuracy, a topic which was not covered in the paper. The limited accuracy 
and the interrogation region size corresponding to an area of 3 x 3 mm in the flow limited the 
study to characterisation of the large scale flow. A tumble vortex was observed to form under 
the inlet valves during the early stage of the induction stroke. This was enJarged through the 
induction stroke and persisted to the end of the compression stroke. An ensemble average 
velocity field was also computed and it was found that individual cycles, while exhibiting the 
large scale tumble flow structure, differed significantly from the average flow field, particularly 
in the position of the centre of rotation. 
Rottenkolber et al. (2.36] used both flow visualisation and PIV to study the fuel injection process 
within the inlet port. The particles used in the PlY measurements were the droplets of the fuel 
spray. The measurements were made using a high resolution (1280 x 1024 pixels) double 
shuttered digital CCD camera capable of capturing pairs of images with a separation down to 
200 ns. The fuel droplets were observed to impact on the port wall with speeds of approximately 
20 rn/s and smaller droplets, generated during the impact, were observed leaving the wall at a 
similar angle and at approximately 13 rn/s. Facilitated by the digital camera sizeable data sets 
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were obtained and used to compare the fuel spray distribution generated by different injection 
angles and flow velocities. 
A digital PIV system has also been used by Gindele and Spicher [2.26] in a four valve per 
cylinder pent-roof single cylinder engine. The most interesting aspect of this work was the use 
of an endoscopic imaging system with the aim of minimising the modifications required for 
optical access. Imaging through the endoscope created distorted images due to a variation in 
image magnification with distance off the optical axis. The distortion introduced a spatially 
varying error in the position of the particle images and two methods to correct for the distortion 
were presented, one correcting the raw images before analysis and one correcting the velocity 
field. 
PIV data obtained in a two valve per cylinder research engine with a pancake shaped combustion 
chamber has been reported by Reuss and Rosalik [2.25]. A shrouded inlet valve was used to 
generate a strong swirling flow and the engine was fuelled with propane and skip fired. The 
seeding survived passing through the flame front and allowed measurements to be obtained 
simultaneously in the burned and unburned gases with careful control of the seeding particle 
number density. The unbumed gas was over-seeded to achieve an adequate amount of seeding 
in the burned gas region after the five-fold volumetric expansion across the flame front. The 
flame front was identified as the boundary between the densely seeded bright regions and the 
sparsely seeded darker regions. The flame was observed to decrease the magnitude of the 
swirling flow in comparison to motored data and the high pass filtered velocity field revealed 
small scale structures, some of which were seen to correspond to flame wrinkles. 
Gajdeczko and Bracco [2.37] have used two-colour PIV in a firing, production, three cylinder 
two-stroke direct injection engine. The cylinder head was modified to incorporate two 
removable windows in one cylinder to provide limited optical access while leaving the engine 
geometry largely unchanged. The film camera used was equipped with a motor drive for 
winding on to the film and allowed images to be recorded at approximately 3 Hz to minimise the 
engine run time. In addition to the seeding particles added to the flow, the authors also 
attempted to use the fuel spray droplets as tracer particles for the PIV measurements. However, 
the droplet number density of the fuel spray was too high and it was not possible to resolve 
individual droplets and therefore analyse the images. Measurement sets were obtained during 
the compression stroke before the injection event and after the fuel droplets had evaporated and 
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displayed significant cycle to cycle variation in the bulk flow both before and after injection. 
The data also indicated that after injection the average speed of the flow increased because of 
kinetic energy added to the flow by the fuel spray. 
2.4.2 Holographic PIV 
One of the limitations of conventional PIV is that it measures two dimensional velocity vectors 
over a planar region. A holographic PIV system (HPIV) has been developed by Chan et al [2.38] 
capable of measuring the three components of velocity over a volume. A high numerical 
aperture reflection hologram was used to record particle positions at two instants in time. A 
holographic optical element was used in forming the reference beams to produce an image shjft 
between the pulses to remove directional ambiguity. The velocity data was extracted by 
reconstructing the hologram through a surrogate cylinder and optical correlation of the complex 
amplitude distribution. The measurement resolution of the three dimensional particle 
displacements was reported to be less than the wavelength of the illuminating light. Preliminary 
results obtarned within the production geometry single cylinder engine used in this study have 
been made and demonstrate the suitability of this approach to measuring in-cylinder flows. This 
technique offers the prospect of large amounts of instantaneous three dimensional velocity data 
over extended volumes within the combustion chamber, but similarly to film PIV the substantial 
time required for velocity vector extraction precludes the generation of data sets containing large 
numbers of cycles. 
2.4.3 Time Resolved PIV 
Stolz et al. [2.23) used a PIV movie technique to study in cylinder flows in a motored engine. 
The idealised engine was square in cross section with the cylinder liner made of fused silica 
sheets to allow undistorted optical access to the entire combustion chamber. The images were 
recorded on a rotating drum camera and the drum rotation was used to apply an image shift 
between light pulses to remove the directional ambiguity from the data extracted with auto-
correlation. The system employed allowed the recording of up to seventy double pulsed images 
per engines cycle on each ftlm . Images obtained showed recirculation zones during induction 
and a weak tumble motion during the compression stroke characterised by a downward flow as 
the piston rises. Although the engine used was far from production geometry, the PIV movie 
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technique demonstrated the ability to obtain many full field results per engine cycle. This 
technique offers excellent prospects for the study of flow development during a single cycle. 
A digital time resolved PIV system has been developed by Reeves et al [2.24] in the study of in-
cylinder flows in a realistic geometry four valve per cylinder SI engine. The system was based 
on a high speed digital camera typically running at 9000 frames per second. A synchronised 
copper vapour laser was used to achieve high repetition rates necessary to provide one laser 
pulse per camera frame. The speed and storage capacity of the camera enabled capture of 
several consecutive engine cycles with a velocity distribution calculated every 1-2 crank and 
degrees at engine speeds of 1500 rpm. The velocity distribution consisted of a 16 x 16 grid of 
overlapping vectors calculated by cross correlating two consecutive 128 x 128 pixel images. It is 
currently only possible to achieve this data capture rate at the expense of measurement resolution 
(- 5mm) and accuracy (±10%). However, the time resolution and the ability to quickly obtain 
large amounts of data make this method especially suitable for characterising the large scale 
unsteady fluid motion such as that found in IC engine combustion chambers. 
2.5 Summary 
The flow measurement techniques most used to study in-cylinder flows, in particular PIV, have 
been reviewed in this chapter. The variety of approaches used to implement PIV indicates the 
difficulties involved firstly in gaining optical access to the combustion chamber whilst 
maintaining representative geometry and then obtaining meaningful and reliable data. The 
approach adopted can often be limited by the equipment available; film PIV offers maximum 
resolution and accuracy over large areas while the speed of digital systems is required to build 
large data sets. In the next chapter the PIV techniques developed in this study are described. 
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Chapter 3 - Experimental 
3. 1 Introduction 
Over recent years Particle Image Velocimetry (PIV) has emerged as an important tool in the 
measurement and understanding of complex fluid flows. The primary reason for this is the 
ability to measure instantaneous spatial velocity distributions with high accuracy and high spatial 
resolution. This chapter describes the successful application of two-colour PIV to the 
measurement of in-cylinder flows in a firing SI engine. The PIV technique and the engine test 
facility are both described in detail. 
A schematic of the experimental equipment is shown in Figure 3.1. The equipment can be 
divided into a number of individual component systems. The production geometry optical 
engine and its drive motor, fuel and water systems provide the flow for investigation. An 
electronic timing and synchronisation system controls the fuel injection and ignition and 
provides a trigger signal to ftre the lasers. A pulsed Nd:YAG laser and dye laser provide 
collimated beams that are combined and formed into a thin sheet to illuminate the flow. An 
aerosol of oil droplets was used to seed the flow and images were recorded with a film camera. 
When viewing through the barrel a novel corrective optic [3 .1] was used to minimise the 
djstortion encountered. The coloured images were separated and digitised with an interrogation 
system and cross correlation was used to calculate the particle displacement. These systems are 
now described in detail. 
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3.2 The Optical Engine 
3.2.1 Overview 
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The engine used in the experiments was a single cylinder optical version of the Rover 'K' series 
engine, designed and built by the Advanced Power Train Technology Department of the Rover 
Group. The engine used a Ricardo ' Hydra' crankcase, a cut-down production cylinder head 
equipped with production cams and valves, a full length fused silica barrel and an extended 
piston with the upper ring pack running on the glass barrel. Incorporated into the piston crown 
was a fused silica window and the piston was extended to allow location of a stationary 45° 
mirror beneath the piston crown. Basic engine details are summarised below in Table 3.1 and a 
schematic and picture of the engine are shown in Figures 3.2 and 3.3 below. Fuel was injected 
into the inlet ports using a production fuel injector, pump and injector rail. !so-octane was the 
fuel used to skip-fire the engine for five firing cycles followed by at least twenty motored cycles 
with all measurements recorded on the fifth ftring cycle. During experiments the water supply to 
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the cylinder bead was heated to 90°C to help reproduce real engine running conditions and to 
improve mixture preparation within the inlet ports. A plenum chamber was located upstream of 
the inlet manifold to improve mixing of the unseeded air with the air carrying the seeding 
droplets. The unseeded air flow was controlled with a needle valve which acted as a throttle to 
control the inlet manifold pressure. 
Bore 80 mm 
Stroke 89mm 
Nominal Compression Ratio 10:1 
Engine Speed 1000 rpm 
Ignition Timing 25° BTDC 
Peak Cam Lift (Inlet/Exhaust) 70° BBDC/70° ABDC 
Pent Angle 45° 
Inlet Valve Seat Diameter 24mm 
Exhaust Valve Seat Diameter 19.6 mm 
Table 3.1 Engine Details 
Figure 3.2 Optical Engine Schematic Figure 3.3 Optical Engine Picture 
The optical components limit the engine to five consecutive firing cycles followed by twenty 
motored cycles. The engine was fuelled only on the firing cycles and thus the liquid fuel film 
within the inlet manifold was transient during the firing cycles. In a flow visualisation study by 
Shin et al [3.2) back-flow from the combustion chamber to the inlet ports during induction was 
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identified as an important process governing the fuel film build up and atomisation and thus the 
in-cylinder AIF ratio obtained. The optical engine was operated at low load was advantageous in 
obtaining repeatable conditions on or before cycle five because back-flow is greatest under low 
load conditions, and will thus increase the speed of the transient response of the fuel film. 
Sampson and Heywood [3.3] reported that in a cold engine, cranking from rest and initially 
atmospheric inlet manifold pressure, the combustion stabilised during the first five to ten cycles. 
It was also reported by Fox et al [3.4] that during the ftrSt five cycles in a cold engine the amount 
of fuel entering the combustion chamber rose rapidly to 50% of that injected into the port. The 
AIF ratio and combustion then stabilised during cycles five to ten, the actual time was dependent 
on the ambient temperature. A study by Li et al [3.54] has also identified the cylinder head 
temperature as important in determining the speed of fuel film stabilisation; higher temperatures 
promoted faster response and stabilisation. This suggests that for each set of five consecutive 
frring cycles the fuel film is transient, but the fifth cycle is at the end of the transient period and 
the beginning of the stable fuel ftlm and in-cylinder AIF ratio operating regime. There is also 
evidence for this in the cylinder pressure histories recorded in the optical engine. The fust fl!ing 
cycle usually misses because the AIF ratio is too weak to support combustion, the second and 
third cycles frre erratically and produce low peak pressures and the peak pressure obtained on the 
fourth and fifth frring cycles are typically similar to within 0.5 bar. 
3.2.2 The Optical Cylinder Head 
The optical engine described in the previous section allowed illumination and imaging of the 
majority of the combustion chamber. Access to the region up in the pent roof, however, was not 
available. This region is important because it contained the spark plug electrode and thus the 
region where the flame kernel develops. It was for this reason that a new cylinder head was 
designed and built for use with the existing engine that allowed optical access to the area around 
the spark electrode. 
The design of the new cylinder head was such that it was fully interchangeable with the existing 
cylinder head and retained the basic production engine geometry while allowing maximum 
optical access. The approach adopted was to use a glass barrel that was 15 mm longer than the 
existing one and machine out an annulus of material from the cylinder bead gasket face to allow 
the barrel to protrude into the cylinder head. The barrel fitted around the valves and material 
was removed from the ends of the pent roof to allow unrestricted access to the spark electrode 
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area. The main advantage of this approach was that sealing was the same as for the existing 
cylinder head and the optical access was uninterrupted from the bottom of the stroke up to the 
top of the combustion chamber. The main disadvantage was that the combustion chamber 
geometry was slightly modified because the material removed from the ends of the pent reduced 
the compression ratio to 9.9:1 from the nominal 10:1. A schematic and picture of the optical 
cylinder head are shown below in Figures 3.4 and 3.5. 
Figure 3.4 Optical Cylinder Head 
Schematic 
3.3 Instrumentation and Control 
Figure 3.5 
3.3. 1 Engine Timing and Synchronisation 
Optical Cylinder Head 
The engine was equipped with encoders on both the crank and cam shafts. The crankshaft 
encoder generated 360 pulses per revolution and the cam shaft encoder generated a single pulse 
per revolution. Both the rising and falling edges of the crank encoder signal were used by a 
timing box to give a resolution of half a crank angle degree and the cam encoder signal provided 
a datum. The function of the timing box was to generate a triggering signal to fire the lasers, a 
trigger signal to fire the spark and also to control the fuel injector. A PC was used to program 
the timing box with codes to independently activate the laser trigger, spark and fuel injector for 
up to 256 consecutive engine cycles. Timing of each operation was set externally on the timing 
box and was constant for each sequence of engine cycles. The timing box is pictured in Figure 
3.6 below. 
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Encoder Output Signals 
Figure 3.6 Programmable Timing Box 
3.3.2 Cylinder Pressure Logging 
The timing box was also part of the data logging system to record the cylinder pressure in which 
the crank encoder signal was used as an external clock signal for a twelve bit analogue to digital 
converter that recorded a voltage proportional to the cylinder pressure at half crank angle degree 
intervals. An output from the timing box provided a signal for the analogue to digital converter 
so that measurements were only recorded during the cycles on which the spark fired. Inputs to 
two digital channels were also recorded at each crank angle. One input was the cam signal to 
provide a reference for the pressure data and the other was the laser trigger signal so that the 
cycle and crank angle at which the PIV images were recorded were unambiguously marked. A 
data file containing the pressure voltage and the digital inputs was then stored on the PC. The 
cylinder pressure was measured using a Kistler spark plug incorporating a piezo-electric pressure 
transducer. 
77 
3.4 PIV Image Recording 
3.4.1 Flow Illumination 
The light source used to illuminate the flow was a frequency doubled twin oscillator, twin 
amplifier Spectron Nd:YAG laser with oscillator cavity optics optimised for a pulse rate of 1 Hz 
to allow single shot laser firing with good pulse energy and beam pointing stability. Laser pulse 
durations were 8 ns and pulse energies were up to 300 mJ per pulse at 532nm with the separation 
between laser pulses set using a Spectron delay generator and chosen to be in the range of 10 -
20 J.l.S. One of the 532 nm beams pumped a tuneable Spectron twin amplifier dye laser using 
Rhodamine 640 dye which generated red light at 610 nm. Pulse energies used were typically 60 
rnJ for the green light and 80 mJ for the red when recording PIV images in the horizontal plane 
and reduced to 25 mJ and 35 mJ respectively when recording vertical plane images to reduce 
flare . A fast photodiode and oscilloscope were used to monitor the time between the laser trigger 
signal and the laser pulses and allowed the internal delay within the two laser channels to be 
measured and Q switch delays to be adjusted to eliminate any offset in pulse separation. 
The reduction in laser power when recording vertical sheet PIV images was to minimise flare 
which proved problematic. When the light sheet terminated on the underside of the cylinder 
head two trapezoidal regions of flare were generated on the image just below the fire face and 
covered approximately 50% of the imaged region during the measurement range of TDC ± 30 
CAD. These regions were out of focus images of the light sheet terminating on the fire face 
reflected off the back of the bore. The level of background light recorded in these regions was 
sufficient to virtually obscure the particle images. To minimise this the back of the top section 
of the bore was painted black. The rough black surface increased diffusion of the scattered light 
and slightly exaggerated the area of flare but the intensity was reduced to a tolerable level. This 
increased level of flare necessitated a slightly different approach to digitisation during image 
interrogation and is discussed later in section 3.6.3. 
3.4.2 Light Sheet Formation 
The light sheet was formed using a negative spherical lens (focal length 150 mm) and a positive 
cylindrical lens (focal length 300 mm). The beams were combined with a helium-neon mirror 
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acting as a dichroic mirror reflecting the red beam and transmitting the green beam. A telescope 
was used in the red beam path before the beams were combined to compensate for the difference 
in beam sizes and focal distances. This method of light sheet formation was found to generate 
the most even sheet and was easiest to align because both beams passed through the same sheet 
forming optics. A sheet forming lens separation of approximately 230 mm located the focal 
plane of the light sheet approximately 1.8 m from the cylindrical lens. Light sheet thickness and 
quality was assessed by directly imaging the light sheet with a CCD camera through neutral 
density filters to prevent damage to the camera chjp. 
3.4.3 Flow Seeding 
The flow seeding chosen was silicone oil droplets with a mean diameter of 1.4 f..liD measured 
using a Phase Doppler Anemometer (PDA) system. The flow following fidelity of the droplets 
was calculated to be up to 7kHz with 99% accuracy (see Section 2.3.2). Dow Coming 550 high 
temperature Silicone fluid was used because a low vapour pressure and high dissociation 
temperature minimised evaporation at the temperatures estimated within the combustion 
chamber under throttled conditions. An aerosol of the oil droplets was generated with a Laskin 
atomiser in which pressurised air was forced through a series of 1 mm holes immersed in the oil. 
As the bubbles burst on the oil surface droplets were generated and the larger droplets were 
removed before the aerosol was introduced into the engine plenum chamber for mixing. The 
number of droplets generated was controlled by variation of the pressure drop across the 
atomiser. 
The resulting droplets have been previously reported to survive through the entire four-stroke 
cycle by Armstrong [3.5] and Reeves [3.6-3.9]. During this study the silicone oil droplets were 
observed to survive in the unbumed gases during the combustion process with minimal 
evaporation, indicated by a negligible reduction in scattering efficiency and thus particle 
diameter. The atomiser was the same as that used by Reeves [3.6-3 .9] and is pictured below in 
Figure 3.7. The droplets were burned in the flame front, clearly defining the burned gas region 
on the PIV transparency as a dark region containing no particle images. 
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Figure 3.7 Laskin Atomiser (Left) and Separator (Right) 
3.4.4 Photographic Image Recording 
The PIV images were recorded on medjum format film using a Mamiya 645 camera with a 
Mamiya MACRO f4 120 mm focal length lens operated at an f# of 5.6. The camera shutter was 
held open on the 'B ' setting for the four firing cycles previous to the measurement cycle and thus 
the combustion light of five cycles was recorded on the film. This amount of combustion light 
proved to be problematic by partially obscuring particle images. However, the AIF ratio was 
lean during the five consecutive firing cycles so that the combustion light was predominantly 
blue. This allowed a long pass fi lter (cut off frequency 515 nm) incorporated in the front of the 
camera lens to minimise recording of the blue combustion light, although on some unages 
streaks of orange combustion Light from fuel rich areas were recorded. 
To achieve accurate camera focusing a technique described by Hocker and Kompenhans [3.10] 
was used. A microscope was mounted on to translation stages and was used to image a small 
region of the camera image plane onto a colour CCD array as shown below in Figures 3.8 and 
3.9. This allowed a highly magnified image to be displayed on a monitor to achieve accurate 
camera focusing and alignment and optimisation of the particle images. Both the film camera 
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and CCD microscope were mounted on a fme traverse to allow accurate focusing on the 
measurement plane at fixed magnification. 
Microscope Objective Colour CCD Camera 
Figure 3.8 Camera and CCD Camera Microscope Assembly 
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Figure 3.9 CCD Microscope lmaging Film Plane 
3.4.5 Corrective Optic 
When viewing through the glass cylinder a corrective optic was used to minimise aberrations 
encountered while imaging through the thick cylinder. This was essential to record high quality 
particle images and also to minimise local magnification effects and hence positional errors of 
the particle images within the cylinder. The corrective optic was a positive cylindrical meniscus 
lens, the power of which was chosen to compensate for the negative cylindrical tensing effect of 
the cylinder. This was required to make the foci of the horizontal and vertical image planes to 
coincide. The corrective optic was developed by Reeves [3 .1] who reports a comprehensive 
mathematical treatment of the lens system. 
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3.4.6 Alignment Procedure 
Accurate alignment was achieved by focusing onto a USAF resolution target to ensure that the 
position of the object plane within the combustion chamber was known. When recording images 
in a horizontal plane the resolution target was raised 2 mm above the piston on spacers and when 
recording images in the vertical plane the resolution target was positioned as shown in Figure 3.9 
below. With the camera accurately focused, the resolution target was removed and some seeding 
particles were introduced into the engine cylinder and the first light sheet was aligned to produce 
well focused particle images on the monitor. The pulse separation was set to zero and the second 
sheet was aligned to generate the maximum number of overlapping particle images while making 
small adjustments to maintain optimal focusing of both coloured particle images. 
Glass 
Barrel 
Figure 3.10 Resolution Target and Locating Mount 
Typical PIV transparencies containing both red and green particles image are shown in Figure 
3.11. The inlet valves are on the right side of the image and the field of view is 60 mm across . 
The dark regions in the centre are the burned gas; it is dark because the particles have burned and 
thus there is no light scattered from the burned gas. 
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Figure 3.11 Typical PIV Transparencies 
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3. 5 Experimental Procedure 
The nature of wet film PIV experiments is such that the experimental set up time and the image 
analysis time are large in comparison to the actual image recording and engine run time. Also, 
the useful engine run time is limited by seeding build up on the windows and heat build up 
within the barrel and piston rings. These factors necessitated a systematic and careful approach 
to the recording of the PIV images to maximise the number of high quality images and minimise 
the number of engine runs required to generate an adequate size data set. The procedure 
developed for recording a sequence of PIV images is detailed below. The recording of one roll 
of film (fifteen images) was accomplished in two engine runs lasting less than a minute each 
with the focusing checked with the CCD microscope between runs. 
• Dismantle engine and clean optical components. 
• Locate resolution target in the required position. 
• Align and focus camera and optimise the corrective optic. 
• Align light sheets and set pulse energy. 
• Check particle images for quality and overlap at zero pulse separation using the CCD 
camera. 
• Rebuild engine and reconnect electrical, fuel and water systems. 
• Program laser trigger, ignition timing and fuel injection pulse timing and duration. 
• Download program to timing unit and start pressure data logger. 
• Start exhaust extractor fan. 
• Check seed particle images with CCD camera by hand cranking engine to introduce seed 
particles. 
• Remove CCD camera and replace with film cassette. 
• Run engine up to speed and check/adjust inlet manifold and seeding supply pressures. 
• Power up fuel pump, ignition coil and fuel injector. 
• Arm timing system. 
• Open the camera shutter using the 'B • setting. 
• Trigger timing system to fire engine and trigger laser. 
• Wait for laser pulses and close shutter. 
• Wind on film for next image. 
• Change laser trigger timing if required. 
• Complete image set and run down engine. 
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• Leave extractor fan running for 1 0 - 15 minutes to purge exhaust system. 
3. 6 PIV Image Interrogation 
3.6.1 Transparency Scanning System 
The PIV interrogation system was PC based and used software provided by The Rover Group 
Applied Optics Laboratory. The interrogation system is shown in Figure 3.12 below and 
consisted of a monochrome CCD camera and frame grabber card, XY translation stages carrying 
the PIV transparency, a white light source and a rotary solenoid carrying two bandpass filters . 
The monochrome CCD camera was coupled to a microscope objective and was used to digitise 
small regions of the PIV transparency. A 50150 beamsplitter cube incorporated between the 
monochrome CCD camera and microscope lens allowed a colour CCD camera to image the 
same region as the monochrome camera. When required a second white light source and mirror 
was used to allow both red and green particle images to be viewed simultaneously. The colour 
camera was used to assess the particle image quality and to aid setting of the monochrome 
camera gain and threshold. 
The PIV transparency was mounted on the XY stage and moved to the required position. The 
first image was grabbed with the monochrome CCD microscope with the red filter in place 
between the white light source and the transparency and stored on to the PC hard disk. The 
rotary solenoid then moved the green filter into position and the second image, also recorded 
with the monochrome CCD microscope, was stored on disk before the stages moved the 
transparency into position for digitisation of the next region. To scan a transparency equivalent 
to the 60 mm diameter field of view through the piston on a grid of 60 x 60 regions took 
approximately three hours. 
The monochrome CCD camera used was 512 x 512 pixels and each image was squished to a 256 
x 256 pixel image before it was saved. This was done to reduce the storage capacity required 
and increase the speed of the image correlation. After the squish process particle images were 
defrned by at least four (2 x 2) pixels to maintain the measurement accuracy. The software was 
written in such a way that although one CCD camera was used it effectively functioned as two 
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separate cameras, one for each colour. This was done to enable the gain and offset used for 
recording each coloured image to be independently varied and thus optimised for each colour. 
The coloured filters were located between the light source and the transparency to eliminate the 
possibility of an artificial image shift being imposed by any filter misalignment and defocusing 
of an image caused by the difference in filter thickness. 
Light Source 
Figure 3.12 Transparency Scanning System 
3.6.2 Image Separation 
Beamsplitter 
Monochrome 
CCD Camera 
Colour CCD Camera 
In order to achieve effective colour separation careful selection of the bandpass filters was 
essential. An investigation to determine the colours or wavelengths of light at which the particle 
images were recorded was performed using a spectrometer. Images of particles illuminated with 
green (532 run) and red (610 run) laser light were recorded on separate frames. The 
transparencies were illuminated using the same white light source as that used with the 
interrogation system and the light passing through the transparency was collected and focused 
down into an optical fibre. The fibre was used to deliver the transmitted light to the spectrometer 
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and was imaged with an intensified CCD camera. This allowed the wavelengths of light 
transmitted by the particle images and hence the film transmissivity distributions for the red and 
green particle images to be determined. 
When recording green particles using 532 run light the particle images were recorded over a 
range of wavelengths. The lower end of this range began at 500 to 510 run and the intensity 
tapered off at approximately 600 nm to end by 650 nm. There was also another range of 
wavelength light passing through the negative, beginning at 720 nm and continuing up into the 
infra red region. The frames recording red particle images transmitted a range of wavelength 
light beginning with a sharp ' cut on' at 61 0 run and also continued up into the infra red region. 
This is illustrated in Figure 3.13 below. It was also found that the range of wavelength light 
transmitted by the film was dependent upon the intensity of the light used to record the particle 
images; greater recording intensity led to a broader transmitted range. This was important for 
the elimination of cross talk between red and green particle images and required minimisation of 
the laser power to maintain narrow bands of transmitted light and thus minimal overlap. 
4 0 500 550 600 650 
Wavelength (nm) 
700 750 800 
Red 
- Green 
Figure 3.13 Illustration of Transmitted Light Intensity for Green and Red Particle 
Images 
From the information obtained using the spectrometer it was possible to select appropriate 
interference filters to obtain good separation of red and green particle images and eliminate 
image cross-talk. To illuminate the green images the filter allowed light in the 500 to 580 run 
range to pass. The red filter had a transmitting range centred on 670 nm with a full width half 
maximum (FWHM) range of 40 nm. The red pass filter did allow a small amount of light from 
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green particle images to pass. This was limited to light from the very brightest green particle 
images, usually less than one per interrogation region, in areas where the light sheet was most 
intense. The effect of this was reduced by minimising the 532 nm laser power and eliminated by 
suitable choice of the camera offset when digitising the red image. 
3.6.3 Correlation Analysis 
The cross correlation analysis described in chapter 2 was implemented using fast Fourier 
transforms performed digitally on a PC using software written at The Rover Group Applied 
Optics Laboratory. Each pair of images stored by the transparency scanning system constituted 
an interrogation region from which one velocity vector was calculated. When recording PIV 
images in a horizontal plane the level of background noise or flare was sufficiently low to al low 
cross correlation of the raw images; there was no thresholding or image processing. 
Thresholding was effectively achieved at the digitisation stage by setting the camera offset just 
above the background noise level and the camera gain was set to a moderately high value to 
achieve high contrast low noise images. Before correlation each of the images were assessed to 
determine if particle images were present. The assessment was based on a mean pixel intensity 
and thus the dark regions of burned gas were not assigned a velocity vector. 
When PIV images were recorded in the vertical plane the level of flare proved problematic. 
When digitising vertical sheet images, thresholding was employed to reduce background noise 
and both the camera gain and offset were increased to improve contrast between particle images 
and the background noise level. The cross correlation analysis yielded data of lower quality 
(lower signal to noise ratio) than that obtained for horizontal sheet data and more post processing 
was required. 
3.6.4 Post Processing 
Post processing of the horizontal sheet velocity distributions presented in Chapter 4 was limited 
to manual replacement of vectors showing gross discontinuity from its neighbours. The 
replacement vector was calculated from one of four higher order correlation peaks stored by the 
software. If no suitable replacement was available then no velocity was assigned to that region. 
The velocity distributions typically contained at least 90% of the velocities calculated from first 
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order correlation peaks. Vector dropout was due to obscuration of particle images by flare. The 
flare originated from the valves and spark plug when viewing through the piston. Areas where 
spurious vectors were replaced by higher order peaks generally corresponded to the edges of 
flare regions and regions containing streaks of orange light from rich combustion. The 
horizontal sheet velocity distributions presented in Chapter 4 contain no interpolated vectors and 
have not been smoothed. 
To combat flare encountered when digitising the vertical sheet images the CCD camera gain and 
the white light power were increased. This led to a faint image of the filament being recorded in 
some areas and resulted in the primary peak corresponding to zero displacement because of the 
self correlation of the lamp filament image. In these areas the primary peak velocity was 
replaced by lower order peak velocities by a semi-automated post processing routine. This 
involved removal of small(< 0.5 m/s) velocities and those showing significant deviation from its 
neighbours and replaced with vectors calculated from higher order correlation peaks. The 
replacement vectors were selected on a continuity and signal to noise basis, initially by a semi-
automatic process similar to that used for vector removal, and then also manually in regions 
where the semi-automated routine failed. The semi-automatic process was multi-stage; the 
tolerance on acceptable limits of maximum variation from point to point and minimum signal to 
noise ratio being relaxed in stages from 50 to 100% and 2.0 to 1.2 respectively. At each stage 
multiple iterations were performed to effectively build out from regions with high continuity and 
signal to noise ratio. 
3. 7 Digital Particle Image Velocimetry 
In addition to the film PIV technique used in this study, a digital PIV system (DPIV) was also 
used because it was capable of recording large numbers of image pairs, albeit at lower resolution 
than the ftlm PIV system. The particle images were recorded using a Kodak Megaplus ES 1.0 
camera with an array of 1000 x 1 000 pixels. The camera was suitable for DPIV because it was 
capable of recording a pair of frames with a separation of down to 1 ~sat repetition rates of up to 
15 Hz. The light source used was the same Nd:YAG laser used for the film PIV which was 
modified to combine the two 532 nm beams internally. The pulse energy used was 20 mJ and 
the dye laser was not used. A narrow bandpass filter with FWHM of 40 nm centred on 532 nm 
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was incorporated in front of the camera lens to minimise recording of ambient and combustion 
light. The laser timing was synchronised to the camera to position the ftrst pulse at the end of 
the ftrst frame and the second pulse at the beginning of the second frame; the pulse separation 
used was typically 10 J..I.S. A sequence of up to 200 image pairs were captured in the computer 
system memory and stored to the hard disk for interrogation after the capture sequence was 
complete. Velocity vector extraction was performed using the ' Visiflow' commercial software. 
Interrogation regions were 32 x 32 pixels which corresponded to 1.2 mm in the flow and particle 
images were typically defined by at least four (2 x 2) pixels. A typical single pulse image which 
has been inverted for clarity is shown below in Figure 3.14 in which the field of view width was 
26 mm. 
Figure 3.14 A Typical D PIV Image 
In the same way as the film PIV experiments the DPIV images were recorded on the fifth 
consecutive firing cycle and typically 50 image pairs were recorded in a single engine run before 
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seeding particles fouled the window to the extent that correlation analysis produced significant 
sized areas of unreliable data. 
3.8 PIV Measurement Accuracy 
The accuracy of the film PIV system used in this study has been assessed using a method 
described by Keane and Adrian [3 .13] and Law son [3 .14 ], and although the calculations were 
described with reference to auto~correlation analysis the approach is equally valid for cross 
correlation. The error associated with the measurement system was divided into two 
components; random and systematic errors. Random error is caused by the random positioning 
of the particle pairs within the interrogation regions in the presence of velocity gradients. In the 
case of severe velocity gradients the correlation peak will actually ' splinter' (small images 
relative to the interrogation region size exacerbate this effect) rather then simply broaden. Other 
contributors to the random error are the number of unpaired particle images in the region, fi lm 
noise and inadequate resolution at the transparency digitisation stage: 
The systematic error is a vector error and is caused primarily as a result of faster particles being 
more likely to leave the interrogation region rather than slower ones. Inherently the correlation 
of image pairs is 'weighted' towards slower moving particles when a velocity gradient exists 
across the region. The displacement measurement is thus biased towards smaller displacements. 
Systematic error can also result at very small displacements due to the presence of a 'd.c' peak in 
cross correlation processing caused by camera noise. 
The full mathematical derivation of the random and systematic error expressions is not given 
here since Lawson [3 .14] has comprehensively covered the topic. His analysis yielded equations 
(3.5) and (3.6) for the random and systematic errors respective ly. 
(3.5) 
and 
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(3.6) 
where L is the interrogation region size within the flow, W is the light sheet thickness and N is 
the number of particle pairs within the interrogation region which was taken to be I 0 in the 
calculations. The three velocity components located at the centre of the interrogation region are 
d d th l . d. tb f th . . . au au au uo, vo an wo an eve oc1ty gra 1ents at e centre o e mterrogat10n reg10n are -,-,-
fJvfJvfJv 
and---
ax ' &y'az · 
ax&yaz 
With reference to Figure 3.15 the velocity gradient components in the u and v directions are 
evaluated from the velocities of neighbouring regions such that 
au; ui+l - ui- l 
- = 
ax 2s 
(3.7a) 
(3.7b) 
(3.7c) 
(3.7d) 
where s is the interrogation region grid separation and (ij) is the interrogation region. 
ol 
0 0 0 
(i-l j+l) (ij + l) (i+ l j +l) 
0 0 0 
(i-l j) (ij) (i+IJ) 
ol 
u 
0 0 0 
(i-IJ-1) (ij- 1) (i+ IJ-1 ) 
Figure 3.15 Illustration ofPIV Grid used to Calculate Velocity Gradients 
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Expression (3.6) includes the out of plane velocity component, wo, that is not available from the 
PIV measurements. The continuity equation is used to estimate w0, which yields 
ow =-..!_(au + av)_.!. ap 
oz 2 ax oz pat (3.8) 
where pis the fluid density. This second term in equation (3 .8) contains the term ap, the rate of 
at 
change in fluid density during the which was small (~lOO s·') during the early stages of 
combustion before TDC) in comparison to the velocity gradient terms and equation (3 .8) 
simplifies to 
ow = _..!_(~+ av) 
oz 2 OX oz 
The equivalent expression to (3.7) for ow is 
oz 
owl wi+l -wi-1 
-- =___;..:...:......._~
oz w 
(3.9) 
(3.1 0) 
which can be further simplified to obtain co0 if the proximity of the piston is assumed to restrict 
flow through the measurement plane. Flow into the measurement plane from below is zero such 
that w1_ 1 ~ 0 and thus flow into and out of the measurement plane is only from above the 
measurement plane and thusw i+l ~ w 0 • Using these assumptions and combining equations (3.9) 
and (3.10) yields 
W o =- W(au + av) 
2 8x az (3.11) 
Using these assumptions the estimated CtJ velocity components were examined and found to be of 
similar magnitude to the w velocity components measured in the vertical plane in the range of ±2 
m!s. 
Equations (3.5) and (3.6) also contain the terms ou and o v that cannot be evaluated from the 
az az 
PIV measurements. In the following analysis a range of estimates were used, each being held 
constant throughout the calculation of the error distributions. The estimates were made with 
reference to velocity gradient quantities calculated from PIV data measured in the vertical plane 
at th.e measurement plane location and from RMS. values that are presented in Chapter 5. 
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An error analysis is performed on the velocity distribution shown in Figure 4.3a because it was 
found to have comparatively high velocity gradients and would therefore generate higher than 
average error quantities. Figure 3.16 shows plots of the random error distributions calculated 
using values of 0, 1000 and 2000 s-1• In the expression used to calculate the random error the 
velocity gradient terms are squared and thus the distributions are independent of the sign of the 
l · d. · c a u d a v) A d · · th · d two ve oc1ty gra 1ent component est1mates - an - . s expecte , mcreasmg e est1mate 
az az 
quantities shifts the distribution away from the origin and increases theRMS error. For all the 
velocity gradient estimates used 75% of the values calculated were less than 5 %. 
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Figure 3.16 A Typical Random Error Distribution 
Systematic error distributions are shown in Figure 3.17 and, unlike the random error calculation, 
the sign of the velocity gradient estimate affects the calculated values. The distributions indicate 
that the sign of the estimate has a small effect on the distributions, but for values between -2000 
and 2000 s-1 the errors are smaller than the random errors with the 95% of values below 2%. It is 
worth noting that some of the higher error values seen in the distributions may be caused by a 
small number of spurious vectors within the velocity distributions. This is due to the 
differencing scheme used to calculate the in-plane velocity gradients because one spurious vector 
could account for high errors being calculated for the four adjacent regions. 
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Figure 3.17 A Typical Systematic Error distribution 
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A total error distribution was obtained by the addition of the random and systematic errors for 
each interrogation region. The distribution of these errors is shown in Figure 3.18 in which the 
shape is like that of the random error distribution because of the significantly higher random 
errors in comparison to the systematic error. If digital PIV is used and an average velocity field 
is calculated from many velocity distributions the random error is reduced so that systematic 
error may become the most dominant contribution to the total error. 
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Figure 3.19 shows r.m.s. values of the error components and the total error for the range of 
estimated velocity gradients. It is seen that the effect of the estimated velocity gradients is 
relatively small. This is because the estimated out of plane velocity gradient components are 
multiplied by W and u in the random and systematic error expressions respectively, which both 
tend to have va lues smaller than the corresponding parameters that the in-plane velocity 
gradients are multiplied by. The error analysis indicates that the average total measurement error 
is approximately 5%. 
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Figure 3.19 RMS Error for Velocities up to 12 m/s with Estimated Out-of-Plane Velocity 
Gradients 
3.9 Experimental Limitations 
The engine used in this study provided complete optical access through the cylinder barrel and 
the piston window aJJowed imaging of up to 75% of the bore diameter. Any increase in the area 
accessible through the crown would be beneficial, not only for imaging through the piston crown 
but also when introducing the light sheet through the piston. The main limitation encountered 
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with the engine was that of skip firing. Th.is introduced unsteady wall wetting effects within the 
inlet ports and meant that the engine was effectively 'cold starting' for each set of firing cycles. 
Steps were taken to minimise this effect but benefits would be gained from an optical engine 
capable of continuous firing operation for at least several minutes. This would allow similar 
instrumentation and control to that found on conventional engine test cells such as lambda 
sensors, torque and power output measurement and exhaust gas analysers to be used in 
conjunction with the PIV technique. 
One limitation encountered with the PIV technique was that of flare. Flare is minimised by 
reduction of the illuminating light and any steps to accomplish this are beneficial. This could be 
achieved by using larger seeding particles that have higher Mie scattering coefficients and also 
by improved termination of the light sheets on solid surfaces. The most significant limitation, 
however, was the time involved in recording and processing the PIV transparencies. Tbis limits 
the size of data sets that can be generated and will realistically only be overcome by the use of 
digital recording media. However, an alternative digitising arrangement to that described 
previously using a '3 chip' colour CCD camera and illuminating with two separate wavelength 
ranges produced by two filtered white light sources. Image separation would be achieved 
without using any moving parts and the transparency scanning time will be significantly reduced. 
3.10 Summary 
The successful application of two-colour cross-correlation PIV to the measurement of in-cylinder 
flows in a ftring production geometry SI engine has been described. In addition, practical 
solutions to problems encountered in making high quality routine measurements in planes 
parallel and perpendicular to the piston surface have been detailed. In the next chapter PIV data 
are presented and discussed. 
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Chapter 4- Velocity Data 
4.1 Introduction 
Chapter 3 described the film-based PIV technique used in this study. In this chapter velocity 
data are presented for both the normal running (both ports operating) and inlet port deactivated 
conditions for closed valve injection timing. The main focus of this chapter is the structure of 
the large scale in-cylinder flow generated during the combustion event. Data was also obtained 
for both engine operating conditions with open valve injection timing and is presented in 
Appendix 1. The open valve injection data is not given here because the flow structure observed 
was similar to that for closed valve injection and displays no changes in structure discernible 
from the cycle to cycle variations observed. 
4.2 Measurement Conditions 
The engine was operated at 1000 rpm with an inlet manifold pressure of 400 m bar absolute and a 
nominal AIF ratio of 16:1. Ignition timing was 25° BTDC and the start of injection was 370 
CAD, 10 o A TDC. The measurement plane locations are shown in Figure 4.1 . Data obtained in 
the horizontal measurement plane for both normal running and port deactivated conditions was 
recorded at a camera magnification of 0.55. PIV transparencies were analysed on a regular grid 
of 60 x 60 interrogation regions and each interrogation region corresponded to an area of 1280 x 
1280 f..Lm in the flow. Interrogation regions were positioned to overlap by 25% with 
neighbouring regions to increase the measurement spatial resolution. 
Vertical measurement plane data were obtained under both normal running and port deactivated 
conditions. They were recorded with a camera magnification of 0.46 typically using a laser 
pulse separation was 1 0 f..LS . PIV transparencies were analysed on a regular grid of up to 90 x 30 
interrogation regions, with each interrogation region corresponding to an area of 1158 x 1158 
f..LID in the flow and also positioned to overlap with neighbouring regions. 
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Each interrogation region was digitised with a 512 x 512 pixel CCD array. Digitised images of 
interrogation regions were then squished to 256 x 256 pixels by averaging the intensities of four 
pixels. This reduced both the bard disk storage space and the vector extraction time by a factor 
of approximately four. After the squish process each pixel corresponded to 5 ~ in the flow, 
maintaining definition of the particle images by at least four (2 x 2) pixels. In general the pulse 
separation was kept to a minimum of 10 J!S to reduce the loss of particle image pairs by out of 
plane motion. 
Horizontal 
Measurement Plane 
Glass 
Cylinder 
Plane 
Figure 4.1 PIV Measurement Plane Locations 
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4.3 Velocity Data 
Rotational structures, tenned eddies, are three dimensional volumes of fluid displaying an 
organised rotational motion. Eddies exist over a range of scales and interact searnlessly with the 
surrounding volume of fluid, making accurate defmition of a physical dimension difficult. The 
dimension used to characterise spatial scale is referred to as size and the angular velocity of the 
structure (termed here as its 'strength'). 
In this chapter planar data obtained in the horizontal measurement plane are used to infer the 
existence of three dimensional motion, only some of which are evident in the velocity 
distributions recorded in the vertical measurement plane. This was achieved by assuming that if 
the measurement plane is close to the piston surface flow into and out of the measurement plane 
is restricted. When viewing the velocity distributions, mass flow into the measurement plane is 
directed towards the piston (into the page) and out of the measurement plane is away from the 
piston. The fluid is completely enclosed within the combustion chamber and thus mass 
conservation requires that there is an out of plane motion associated with regions of high 
momentum. Mass flow is directed into the measurement plane where the region begins and out 
of the measurement plane where the region ends as illustrated in Figure 4.2. Using these 
assumptions, the existence of eddie structures rotating in vertical planes are inferred from data 
and qualitative assessment is made of their size and strength. 
Figure 4.2 Illustration of 3-D Motion Inferred From Planar Data 
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If, as in Figure 4.2, the size of the eddy approaches the dimension of the combustion chamber the 
eddy represents the large scale motion of that volume of fluid. However, it is smaller scale 
eddies that are associated with turbulence characteristics. The extent and intensity of the 
velocity gradients associated with the eddie structures determine the nature of the large scale 
flow and the associated spatial and temporal fluctuations. The instantaneous nature of PIV 
means that in this study the focus is on spatial velocity gradients although qualitative discussion 
of the temporal evolution of flow field over the measurement range can be made. A quantitative 
assessment of the spatial velocity gradients associated with the smaller scale turbulent motion is 
made in Chapter 5. 
In Figures 4.3 and 4.4 the inlet valves are located on the right of the plan view and the right hand 
side of the section view as illustrated in Figure 4.1. The flame location, marked by the solid blue 
line, was obtained from prints of the PIV transparencies which were scanned and traced 
manually. In some figures vectors appear to exist within the burned gas region; this is because in 
the analysis software vectors were always assigned to the centre of the interrogation region. This 
meant that vectors spanning the flame front were calculated from unevenly distributed particle 
image pairs but the vector location was still located at the interrogation region centre. 
Interrogation regions spanning the flame front contained less than the desired ten particle image 
pairs, but vectors were still deemed valid if they satisfied the continuity and signal-to-noise ratio 
criteria in order to maximise the data in close proximity to the flame front. 
It is a feature of the analysis software that in the horizontal measurement plane data the x axis is 
scaled negatively which was caused by rotating the velocity field to orientate it with the vertical 
sheet data and maintain the inlet valves on the right hand side. In the following discussion this 
will be used to distinguish between co-ordinate references to the horizontal and vertical 
measurement planes; those references with negative x co-ordinates indicate data recorded in the 
horizontal measurement plane and those with positive x co-ordinates indicate the vertical 
measurement plane. 
4.3.1 Normal Running Condition 
This section contains data obtained under normal running conditions with closed valve injection 
timing. 
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4.3.2 Port Deactivated Condition 
In this section data obtained with inlet port deactivation and closed valve injection timing is 
presented. 
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4.4 Discussion 
4.4. 1 Large Scale Motion 
For the normal (two inlet valve) running condition (Figure 4.3) there is evidence of the large 
scale tumble motion persisting through the compression stoke and into the early part of the 
expansion stroke. This is evident in the vertical measurement plane results with the strong eddy 
like structures (for example 4.3a (25,4) and 4.3b (33,2)) and is also indicated in the horizontal 
measurement plane data by the large areas of flow directed towards the inlet valves, examples of 
which are Figure 4.3a (-10,25) and 4.3c (-10,30). The vertical plane data in Figure 4.4 indicates 
that under port deactivated conditions tumble motion still exists and indeed the vertical plane 
data in Figures 4.3 and 4.4 appear alike and contain similar large scale rotational structures (e.g. 
Figure 4.4a (30,6)). It is in the horizontal sheet data in Figure 4.3 (also evident in the open valve 
injection data) that differences in the large scale flow structure between the two engine 
conditions are apparent. There are large areas of high speed flow that indicate large scale 
rotational motion, similar to those in Figure 4.3, but which are directed at 45° to the vertical 
measurement plane, for example Figures 4.4a (-40,40) and 4.4c (-40,35). This indicates that the 
tumble motion is directed diagonally across the combustion chamber as illustrated in Figure 4.5. 
and is termed ' skewed tumble' . 
Figure 4.5 
Skew 
Angle 
Axis of 
~...L---"7'111-- Rotation 
Illustration of (a) Tumble and (b) Skewed Tumble 
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The difference in structure can be explained by considering the flow through the inlet valves 
during the induction stroke. With both inlet valves operating the majority of flow enters over the 
top of the inlet valves and is directed towards the exhaust valves as illustrated in Figure 4.6(a). 
Flow across the combustion chamber (vertically in Figure 4 .6) is restricted by the corresponding 
symmetrical flow from the other inlet valve. Under port deactivated conditions the main flow 
path is different because there is no restriction caused by the flow through the other inlet valve 
and the valve jet flow velocity observed confirms this. A larger proportion of flow enters 
towards the inactive valve and thus the main flow direction is rotated as illustrated in Figure 4.6 
(b). This creates tumble motion with an axis of rotation orientated diagonally from the 
deactivated valve through the bore centre, or skewed, as illustrated in Figure 4.5(b ). 
(a) 
Figure 4.6 
(b) 
Schematic of Valve Jet Flow for: (a) Normal Running and (b) Valve 
Deactivated Conditions. 
Under normal running conditions the horizontal measurement plane data indicates the presence 
of tumble motion by the region of fast moving flow directed towards the inlet valves. Data in 
Figure 4.2 also indicates the consistent existence of two high momentum regions (E.g. Figure 
4.3a (-30,5) and (-25,45), Figure 4.3c (-4,10) and (-40,40)) of flow that are directed towards each 
other in the direction of the tumble axis. In the same way that the high momentum region 
directed towards the inlet valves provided evidence of tumble motion, the two high momentum 
regions suggest the existence of two counter rotating structures whose axes of rotation are nearly 
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perpendicular to the tumble axis. These structures are attributed to the flow entering over the 
side of the valves forming rotational structures by the same process that flow entering over the 
top of the valves generates tumble. Flow entering past the valves towards the bore centre is 
restricted by the corresponding flow from the adjacent valve and also by the piston. Charge 
entering around the side of the valve is deflected downwards by the bore and around by the 
piston. The direction of rotation indicated by the velocity data shows that the flow directed 
down at the edge of the combustion chamber dominates and causes two eddies to counter rotate 
about two axes perpendicular to the tumble plane as shown in Figure 4.7 It is suggested that 
these eddy structures are extensions of eddies formed beneath the valves during induction which 
are associated with recirculation of the inlet jet flow . 
Figure 4.7 Counter Rotating structures 
These structures are seen to persist for longer than the tumble motion in both Figure 4.3 and 
Appendix 1. This is attributed to the smaller cross section of the rotational motion, 
approximately half the diameter of the tumble motion. The smaller eddies experience 
comparatively less deformation imposed by the piston which imposes reduced shear stresses. 
Viscous shear stresses are responsible for damping and dissipation of kinetic energy and so there 
is less energy dissipation and breakdown of the rotational structures. 
In addition to the skewed tumble motion, the data obtained in the horizontal measurement plane 
for port deactivated operation also typically contain four regions of high momentum located in 
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Figure 4.4b (-30,3), (-55,25), (-35,50) and (- 5,25) for example. This is attributed to the 
deforming motion of the piston on the compression stroke acting on the skew tumble vortex, 
compressing it perpendicularly to the axis of rotation and causing it to expand laterally at the 
extremities of the combustion chamber where the deformation is greatest. This occurs in regions 
furthest from the tumble axis and results in the four high momentum regions directed 
approximately at 45° to the tumble axis. Significant swirl motion is not generated if adjacent 
pairs of regions contain equal amounts of momentum, but swirl is created when either the 
clockwise or anti-clockwise directed regions dominate as in Figures 4.4c and 4.3d. Swirl motion 
tends to be generated in the clockwise sense when viewed from above the combustion chamber. 
This is because an additional swirl component is generated when the flow entering past the valve 
is deflected by the cylinder which imparts additional rotational motion into the flow. 
Under port deactivated conditions, the direction of the tumble motion observed during 
combustion is also governed by the evolution of the swirl flow component during the 
compression stroke. As the flow evolves during the compression stroke, the large scale tumble 
motion is itself rotated about the cylinder axis so that at the time when the images were recorded, 
the tumble was skewed approximately 45° in relation to the tumble axis under normal running 
conditions. 
Another notable difference between the two engme operating conditions is the maximum 
velocities seen in Figures 4.3 and 4.4. For normal running conditions the maximum is 
approximately 8-9 m/s and for port deactivated conditions it is 12-13 m/s. To make a 
quantitative comparison the root mean square of the velocities in each distribution was 
calculated. Equation 4.1 was the expression used to calculate the RMS velocities (URMs )shown 
in Figure 4.8 and appendix 1. 
(4.1) 
where x and y are the dimensions of the field of view and a is the measurement crank angle. 
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Figure 4.8 indicates that the RMS velocities were up to 100% higher under port deactivated 
conditions. In the legend (H) and (V) indicate lines plotted from quantities calculated from 
horizontal and vertical measurement planes respectively. The difference in large scale flow 
structure undoubtedly accounts in some way for the higher RMS velocities but another 
contribution is the reduction in valve curtain area through which the fresh charge is inducted. 
Since the engine was operated at low speed, the pressure drop across the valves was similar for 
both conditions and the mass flow rate into the cylinder was comparable for both normal running 
and port deactivated operation and led to approximately a doubling of the inlet jet velocity. This 
is illustrated by Equation 4.2 proposed by Asmus [ 4.1] which can be used to calculate a pseudo 
valve jet flow velocity during induction. 
1 dV 
u =--
ps Am dO 
(4.2) 
where dV is the change in cylinder volume with respect to crank angle, Am is the valve flow 
dO 
area and Ups is the pseudo jet flow velocity. The expression contains an inverse relationship 
between the jet velocity and the flow area suggesting that port deactivation will double the jet 
flow velocity. Faster in-cylinder fluid velocities during induction produce eddies with higher 
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angular velocities which continue through the compression stroke and velocity distributions 
shown in Figures 4.3 and 4.4. 
4.4.2 Cycle to Cycle Variation 
Data presented in this chapter and in Appendix 1 illustrate that there are variations in the velocity 
distributions over the range of crank angles studied. This is expected not least because the data 
were recorded on different engine cycles, and because of the random nature of turbulent fluid 
flows making every cycle unique. Throughout each data set similar large scale structures were 
present in the velocity distributions. Typically the structures, indicated by high momentum 
regions, were present over the range of crank angles, but their position, size and intensity vary. 
Variations in data recorded at the same crank angle on different engine cycles were also 
observed. These variations are attributed to the interaction of turbulent structures with the large 
scale flow. Turbulent structures were randomly distributed in both time and space, and the 
coincidence of the turbulent structures with the bulk flow account for the variations in large scale 
flow by a process analogous to constructive and destructive interference. The superposition of a 
turbulent structure whose direction of rotation coincides with the bulk motion would tend to 
increase the size and intensity of the bulk flow in that region. If the rotational motion of the 
turbulent structure has the opposite sense to the bulk flow the effect will be to reduce the size 
and intensity of the large scale flow in that region. A similar idea can be applied to non-
rotational motion by considering volumes of high momentum. The coincidence and orientation 
of high momentum regions of bulk flow and high momentum regions of turbulent origin will 
reinforce, disrupt and modify the position the bulk flow structures. The data is this chapter 
indicate that variations in large scale flow are present. The effects on combustion of cycle to 
cycle variations in the flow field are discussed further in Chapter 6. 
4.4.3 Small Scale Motion 
In addition to the large scale flow structure the unfiltered velocity distributions also provide 
information on the small scale flow structure. In some areas eddy structures are visible, such as 
in Figure 4.3b (-25,40) and Figure 4.3c (-25,20), which are of the order of 10 mm. In other areas 
there exist flow structures that appear to be incomplete eddies, such as at Figure 4.3a ( -40, I 0) 
and Figure 4.3c ( -20,40) in which there is not 360° of well defined rotational motion. This may 
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be because the eddy is not aligned with the measurement plane. It may also be evidence of eddy 
structures that were either in the early or late stages of their lifetime when the images were 
recorded, and were therefore in the process of forming or bad dissipated their energy and were 
decaying. The number of eddy structures seen is relatively low because no spatial filtering was 
employed. Therefore for an eddy structure to be visible the velocity magnitudes within the 
structure must be of similar magnitude to the bulk flow around it. It is likely that if spatial 
filtering was applied to the velocity fields smaller structures would be revealed, and it is possible 
that the positions of these eddies correlate with the local flame geometry. However, in this study 
spatial filtering is not applied because, as will be explained in Chapter 5, emphasis is placed on 
characterising the small scale flow structure in terms that can be related to the cylinder pressure 
development. 
4.4.3 Flame Convection 
It can be seen from Figures 4.3 and 4.4 that the flame position and development varies from 
cycle to cycle. There is however, consistent evidence of flame convection by the charge motion. 
For the normal running conditions, particularly in the 20 CA o before TDC, convection of the 
flame towards the exhaust valves by the tumble motion was evident in both the horizontal and 
vertical measurement planes. Under port deactivated conditions the convection occurs more at 
45° to the vertical measurement plane which is expected because the tumble motion was seen to 
be skewed in this direction. If the locations of the flames are compared for the two engine 
conditions it can also be seen that the flame has been convected further around the combustion 
chamber (c.f. Figures 4.3c and 4.4c) under port deactivated conditions. This was also expected 
because the flow velocities were measured to be higher for port deactivated engine operation. 
4.4.4 Flame Geometry 
In the experiments presented here there is only limited scope to use the data to correlate the 
observed flame geometry with the measured flow field . There are two main reasons for this, the 
first being the instantaneous nature of the measurements. The flame geometry recorded at the 
measurement time is the product of the effects of the flow field from ignition to that moment, 
and because of the lack of temporal measurement resolution, the past flow field is unknown and 
thus its effects on the developing flame are unquantifiable. This shortcoming may be minimised 
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by recording data during the early stages of combustion when the past influence of the flow on 
the flame geometry will have been relatively small, and the observed flow field will be more 
indicative of that previously experienced by the flame. Under these conditions, however, the 
spatial resolution of the PIV technique may restrict the direct correlation of the local flow field 
and flame geometry. An additional problem is that of out-of-plane motion and velocity 
gradients, which cannot be quantified with conventional 2-D PIV, affect the observed flame 
geometry. Despite these lirnitations there are instances when it appears that the flame geometry 
does correlate with the local flow structure such as in Figure 4.3 (c) (-25,20) where the flame 
front appears to have been convected by the strong eddy structure. In the next Chapter 
differences in flame geometry between the two engine operating conditions are investigated. A 
more wrinkJed flame front increases the surface area thus the burn rates which are assessed using 
the cylinder pressure development. As reviewed in Chapter 1 the flow field directly affects the 
flame geometry and this relationship is investigated further in the next chapter. 
4.5 Summary 
In this chapter a selection of velocity data obtained with the high resolution, high accuracy film 
PIV technique have been presented. Insights into the large scale flow structure generated by four 
valve per cylinder pent-roof combustion chamber geometry engines have been presented. In 
particular, the PIV data show evidence of the tumble motion, but there is also evidence of 
rotational structures whose axes are perpendicular to the tumble axis. Changes in large scale 
flow structure created by inlet port deactivation have also been described. These include the 
continued existence of tumble, but skewed diagonally across the combustion chamber coupled 
with the generation of swirl and an increase in the average flow velocity. In Chapter 5 the small 
scale flow structure and the combustion event are discussed. 
4. 6 Reference 
4.1 T.W. Asmus, "Valve Events and Engine Operation", SAE Paper 820749, 1982. 
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Chapter 5 - Velocity Field Spatial Derivatives 
5. 1 Introduction 
This chapter mainly concerns the characterisation of the small scale flow and the effects it has on 
combustion rates. This is achieved by reference to the velocity field spatial derivatives which 
are calculated from experimental results. A model has also been used to analyse the pressure 
data measured in-cylinder. Results consisting of the vorticity and strain and shear rates are 
presented with mass fraction burning times calculated from the in-cylinder pressure. This data, 
in addition to the velocity data described in Chapter 4, is used to build up a more detailed 
understanding of the in-cylinder flow processes and their effects on combustion. Discussion 
focuses on the differences in the parameters calculated for the two engine conditions and the 
relationship between them. The modification to the large scale flow structure caused by 
deactivating an inlet port is seen to alter the small scale motion and consequently engine burn 
rates. 
5.2 Calculation Methods 
As discussed before the in-cylinder flow is highly turbulent and consists of a range of turbulence 
scales. There is no defmitive quantitative defmition of the 'large scale' or bulk flow and thus in 
a sense it is indistinguishable from the 'small scale' flow. The range of motion scales vary both 
temporally and spatially. At any instant in time, however, the flow can be defined by a spatial 
velocity distribution which consists of all the scales of motion at that instant. The nature of the 
flow can be characterised in terms of the spatial velocity distribution which results from the 
summation of the entire range of motion scales. As reviewed in Chapter 1, it is primarily the 
velocity gradients that affect the combustion process and they can be quantified using several 
parameters such as the strain rate tensor and the vorticity which characterises small scale 
rotational motion. These parameters are useful because they represent the local flow conditions 
and enable characterisation of the small scale flow. 
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In the discussion so far, eddies have been used to represent both large and small scale motion. 
There are also other structures that have been identified [5.1 , 5.2] and are associated with 
turbulent motion. These include streams, sources and sinks, all of which are regions of coherent 
fluid flow. Within the 2-D PIV data areas unidirectional motion flowing faster than the spatial 
average are termed 'streams' and regions of divergence and convergence are called sources and 
sinks respectively. The observed 2-D flow patterns are part of structures which are three 
dimensional in nature, all of which are evident in the velocity distributions presented in Chapter 
4. Whatever defmition of the large scale or bulk flow is used the common feature of these 
structures is that they are volumes of fluid displaying organised flow and coherent velocity 
gradients over a range of scales. Small scale turbulent structures interact with the surrounding 
fluid and cause local perturbations in the bulk flow field. It is the strength and spatial scale of 
these structures that determines the magnitude of the turbulent fluctuations characterised by the 
velocity gradients and turbulence intensity. 
5.2.1 Strain Rate Calculation 
In-plane strain rate components were calculated using the method first described by Reuss et al 
[5.1 , 5.3]. The calculation used regularly spaced PIV data, illustrated in Figure 5.1, and 
calculations were only performed when all the necessary neighbouring regions had velocity 
vectors assigned without adding interpolated vectors. Interrogation regions without velocities 
for all the necessary neighbouring regions were not assigned strain rate or vorticity values or 
included in the RMS calculations. These regions are assigned zero values in the distributions 
shown in Figures 5.4, 5.7 an 5.9. 
125 
ot 
0 0 0 
(i-lj+ l} (ij+1) (i+l j + 1) 
0 0 0 
(i-1j) (ij) (i+lj) 
ot 
0 0 0 
(i-1j-1) (ij-1 ) (i+lj-1) 
Figure 5.1 Illustration of the PIV Grid used in Strain Rate Tensor Calculations 
The strain rate tensor, introduced in section 1.5.6 is: 
eu = _!_(oui + ou i J 
2 o xj oxj (5.1) 
It is only possible to calculate the components e11 , e22 and e12 because of the planar nature of the 
PlY data; i.e. e11 and e22 are the in-plane strain rates and e12 is the in-plane shear rate. 
_ 1 (a u ou J _ ou _ ui+t,i- u i- t,i 
e11(ij)-- --+-- ---- _....:.:....__~ 
2 ox ox ox 281 
281 
(5.2) 
(5.3) 
(5.4) 
where 81 is the interrogation region grid spacing. The distributions calculated are shown in 
Figures 5.4 and 5.7. The method is a linear approximation of the velocity gradients over twice 
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the interrogation region grid separation and thus velocity gradients with higher spatial 
frequencies can not be detected. 
5.2.2 Vorticity 
The vorticity is defined by: 
ro =curl u (5.5) 
where u is the velocity. Using Stokes' Theorem to evaluate the vorticity of region A bounded by 
s, 
JJro.dA = fu.ds 
A A 
Assuming ro is constant over the small area A 
fu.ds 
lroi=.:..:....A-
A 
(5.6) 
(5 .7) 
In this study ro is parallel to the region A because of the planar nature ofthe data. In terms of the 
PlY velocity data on a regular grid in whjch area A is bounded by PQRS: 
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Figure 5.2 Illustration of PIV Grid Used in Vorticity Calculation 
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fu.dl = Ju.dx + Jv.dx + Ju.dx + Jv.dx 
A PQ QR RS SP 
1 1 
= - (ui-lj-1 + Uij-1 ) Bx +- (Uij-1 + Ui+lj-1 ) Bx 
2 2 
1 1 
+2(vi+J j-1 + Ui+lj ) By +2 (vi+lj + Vi+lj+l ) By 
1 1 
- - (ui+lj+l + Uij+l ) Bx - - (uij+l + Ui-lj+l ) Bx 2 2 
1 1 
- - (vi- lj+l + Vi-lj) By +- (vi-lj + Vi-l j-1 ) By 
2 2 
where Bx = By = B1, is the interrogation region size and simplifies to: 
fu.dl = Bl { Uij-1 + _!_ (ui-lj-1 + Ui+lj-1) 
A 2 
+Vi+lj + _!_ (Vi+lj-1 + Vi+lj+l ) 
2 
I 
-Uij+l - 2 (lli+lj+l + Ui-l j+l ) 
1 
-Vi-lj - - (Vi-lj+l + Vi-lj-1 ) } 
2 
(5.8) 
(5.9) 
(5.1 0) 
Equation 5.10 is the expression for the flux over region PQRS, and dividing by the area ofPQRS 
leads to Equation 5.11 , the vorticity, 
ro = 
lJl 1 
----=-2 { Uij-1 + - (Ui-lj-1 + Ui+lj-1) (21Jl) 2 
1 
+ Vi+lj + - (Vi+lj-1 + Vi+lj+l ) 
2 
1 
- Ujj+l -- (Ui+lj+l + Ui-lj+l ) 
2 
1 
- Vi-lj -- (vi-lj+l + Vi-lj-1 ) } 
2 
(5.11) 
The spacing of the PIV grid is an important parameter to be taken into account when interpreting 
data derived from velocity field spatial derivatives. The spatial velocity field derivatives 
calculated are spatial averages and thus according to the Nyquist criteria, structures less than 
twice the grid spacing were not resolved, which in the case of the PIV data used here is 2.6 mm. 
128 
This imposes an upper limit on the spatial frequencies of fluctuations that can be observed and 
although spatial fluctuations higher than the cut-off frequency undoubtedly exist, they are 
undetectable. This means that the parameters calculated may be more accurately termed ' large 
scale vorticity' and ' large scale strain rate', although in the discussion the ' large scale' is not 
used here. The strain and shear rates and vorticity represent the local flow condition and in this 
study are used to characterise the ' small scale' motion. In the context employed in this 
discussion 'small scale' motion refers to flow structures that are small in comparison to the bulk 
flow structure, but which may actually be considerably larger than the smallest scale of motion 
within the flow in this study. 
The method by which the strain and vorticity are calculated involves differentiation ofthe spatial 
velocity field . The differentiation process increases the noise component of the signal by an 
order of magnitude. It is for this reason that one may argue it advantageous to employ low pass 
spatial filtering before differentiating the velocity field . However, spatial filtering was not used 
in this study primarily because it requires selection of an arbitrary low frequency cut-off to 
defme the mean flow, the choice of which profoundly affects the results produced. 
The vorticity calculation method inherently applies a low pass spatial filter to the vorticity field . 
According to the Nyquist criteria the smallest scale or highest spatial frequency fluctuations 
which can be resolved is limited by twice the PIV grid separation. In this work the spatial 
derivatives are used to characterise the small scale high spatial frequency motion. To increase 
the cut-off frequency overlapping interrogation regions were used to increase the spatial 
resolution of the velocity data and therefore enables higher frequency fluctuations to be included. 
Overlapping the interrogation regions provides a higher spatial resolution for the spatial 
derivatives. This reduces biasing of the RMS parameters by spurious vectors. 
5.2.3 Mass Fraction Burned 
In-cylinder pressure data was used to calculate the mass faction burned based on heat released 
analysis and the burn durations were used to characterise the combustion event. The method 
chosen to calculate the mass fraction burned is a simplified version of the well established 
technique proposed by Rassweiler and Withrow [5.4]. More detailed models incorporating heat 
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transfer, blow-by and the changing gas properties such as those described by Ball et al [5.5] were 
not used because the data is used to compare data obtained in the same engine under similar 
conditions in which heat loss and blow-by are comparable. The method assumes that the 
measured pressure rise is made up of two components; a pressure rise due to the change in 
volume and a pressure rise due to the heat released by combustion. 
(5.12) 
where ~ Pv is the change in pressure due to volume change, ~Pc is the pressure change due to 
combustion and ~Pm is the measured pressure change (pj - Pi), which in the experiments was 
obtained at 0.5°CA intervals. In the absence of combustion and assuming a polytropic process, 
(5. 13 ) 
and thus the pressure change due to compression is given by 
(5.14) 
and thus 
(5.15) 
where n is taken as 1.3 for iso-octane air mixtures. It is assumed that the pressure rise due to 
combustion is proportional to the mass of charge burned 
m b(i) _ L ~~Pc 
m b(T01at) - L ~~ Pc 
where the mass fraction burned, xb = mb(i) 
m b(Total) 
(5.16) 
(5.17} 
To check the validity of the model, analysis was performed on motored engine cycles and the 
calculated pressure trace was compared to the measured engine trace. It was found that the 
calculated pressures were higher than the measured values. There are several reasons for this 
which include the accuracy of the compression ratio, heat lost from the charge to the combustion 
chamber and blow-by past the piston rings. With the optical engine used in this study, the 
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amount of blow-by was high because of the PTFE piston rings used. The motored peak pressure 
was approximately 6.5 bar, somewhat less than the 8 bar suggested by polytropic compression of 
charge initially at 400 mbar. Overestimating the volume-pressure change resulted in 
underestimation of the combustion pressure change and introduced inaccuracies in the 
combustion pressure change calculated and thus the bum duration. To overcome this a 
correction factor C was incorporated in Equation 5.14 so that the expression used was 
(5. 18) 
The values of the compression ratio and the constant C were found iteratively by comparing the 
calculated pressure trace to the actual motored pressure trace. The constant C represents the 
apparent pressure loss which is caused by blow-by and charge cooling. Within the model the 
values of the compression ratio and the value ofC that produced the least error were 9.9 and 0.97 
respectively. This produced pressure values to within 0.5% of the motored pressure trace for the 
period from ignition to 430 CAD as shown in Figure 5.3 . The mass fraction burned calculation 
involved subtracting two pressure values of similar magnitude which caused the noise level to 
increase by an order of magnitude. The main source of noise is believed to be electronic despite 
employing shielding and grounding to minimise noise pickup. Inaccuracies were most 
significant shortly after ignition and during the late stages of the expansion stroke where the 
pressure rise from combustion was least. For this reason only the mass fraction burned data from 
5 - 90% was used in the analysis. 
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Cycle 
5.3 Results 
In this section velocity field derivatives and mass fraction bum durations are presented. Also, 
velocity field derivative spatial distributions are shown as examples and root mean square (RMS) 
values have been calculated for each distribution and compared to the cylinder pressure 
development. 
5.3.1 Strain Rate 
Using the method described in Section 5.2.1 , strain rate maps were calculated from the velocity 
distributions presented in Chapter 4. Typical examples are shown in Figure 5.4 which 
correspond to the velocity distribution shown in Figures 4.3c and 4.4c. The directions of the 
strain rate components referred to as X and Y correspond to Equations 5.2 and 5.3 respectively. 
The directions are aligned to the axes in the velocity distributions shown in Figures 4.3 and 4.4 
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and were used to compare strain rate quantities orientated orthogonally within the measurement 
plane. 
a)i 
Figure 5.4 
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(a) X and (b) Y Strain Rate Distributions fori) Normal Running and ii) Port 
Deactivated Conditions at TDC 
In Figure 5.4 higher values are indicated by darker colours. Qualitative analysis of the images 
indicates generally higher values for the port deactivated condition, a trend which is continued 
throughout the distributions. In the legends of Figures 5.5, 5.6 and subsequent RMS data the 
letters H and V in parentheses indicate quantities calculated from velocity data recorded in the 
horizontal and vertical measurement planes respectively. Equations 5.19 and 5.20 were used to 
evaluate the spatial RMS values shown in Figures 5.5 and 5.6. In the equations below a. is the 
measurement crank angle and x and y are the dimensions of the field of view. 
I 
[ 
1 2 ]
2 
e11rms(a)= - ffe11 (a) dydx 
xy X y 
(5.19) 
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and 
I 
[ 1 2 ]
2 
e22 nns (a)= - JJe22 (a) dydx 
xy X)' 
(5.20) 
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5.3.2 Shear Rate 
Shear rate distributions obtained using the method described in section 5 .2.1 are shown below. 
Similarly to Figure 5.4 the strain rate maps correspond to the velocity fields shown in Figures 
4.2c and 4.3c. 
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Figure 5.7 Shear Rate Distribution for Two Engine Conditions at 360 CAD 
The RMS shear rates were calculated using Equation 5 .21 . 
(5.21) 
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5.3.5 \lortici~ 
In Figure 5.9 the sign convention adopted is that positive values of vorticity correspond to 
clockwise rotation. The distributions were evaluated according to the method described 10 
Section 5.2.2 and again correspond to the velocity distributions shown in Figures 4.2c and 4.3c. 
Figure 5.9 
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The graph shown in Figure 5.10 plots spatial RMS vorticity values calculated using Equation 
5.22. 
1 
cunns (a)= [+- J J (a)2 dydx]2 
y X y 
(5.22) 
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Large fluctuations seen in the RMS strain rates and vorticity distributions calculated from the 
vertical measurement plane are attributed to two factors, the first being the number of vectors 
defming the tumble vortex. If there is significant data drop-out where the velocity gradients are 
highest, the RMS value calculated is artificially low. This can be seen in Figure 4.2d in which 
the tumble vortex which appears to be located at (30,5) is poorly defined due to data dropout. 
Also, the fluctuations tend to be greatest at the later measurement crank angles because the RMS 
parameters are calculated from a smaller number of vectors. The same reasoning is also 
applicable to the strain and shear rates, although the RMS strain and shear rates appear to 
fluctuate less. 
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5.3.4 Mass Fraction Burned Data 
In Figure 5.11 a selection of mass fraction burned data is plotted to illustrate the degree of cyclic 
variation in the calculated bum duration. The figure shows that variations in the combustion 
event from cycle-to-cycle are considerable and would almost certainly be deemed unacceptable 
in a production engine because in addition to variations caused by the fluid motion there are 
contributions from other sources. One such source is the repeatability of the amount of fuel 
injected which, in combination with the transient nature of the fuel film in the inlet port, 
produced variations in the in-cylinder AIF ratio despite the steps described in Chapter 3 taken to 
minimise the effects. To provide a reliable average for analysis the size of the data set was 
maximised by combining data recorded from both film and digital PIV experiments because all 
tests were conducted under identical conditions. 
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The parameters shown in Figures 5.12 and 5.13 were calculated from data collected on over 100 
cycles. The figures show that under port deactivated operation the bum durations tend to be 
shorter and that there is less variation from cycle-to-cycle. 
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In Figure 5.14 the average peak pressure generated and the variation of the peak pressure is 
plotted. It is seen that under port deactivated conditions the peak pressure is on average 1.5 bar 
higher than that developed under normal running conditions and there is less fluctuation in the 
peak pressure. 
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5.4 Discussion 
It is apparent from Figure 5.4 that the majority of fluid within the measurement plane was 
experiencing negative or compressive strain, a trend that is continued throughout all the data 
presented in both Chapter 4 and Appendix 1. This is because the data were obtained at the end 
of the compression stroke and, more significantly, during combustion, which means that the 
unbumed charge in which the velocity data was obtained was being compressed by the action of 
the piston and the expansion of the burned gases and produces the predominantly negative strain 
rates being calculated. 
It can be also seen from Figures 5.4 to 5.10 that deactivating an inlet port produces velocity 
spatial derivatives approximately 50 % higher than those under normal running conditions. This 
indicates that in the period TDC ± 30 CAD there is a higher level of turbulence, i.e. turbulent 
eddies are more numerous, bigger and/or more intense. The reasons for this increase are 
deduced from the velocity data presented in Chapter 4. Tumble motion is present in both 
operating modes but an element of swirl is also present under port deactivated conditions which 
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maintains fluid kinetic energy for longer. In addition, halving the inlet flow area results in 
higher inlet jet velocities which, even after the dissipative processes that take place during the 
induction and compression strokes, generates higher velocities during the combustion phase. 
Faster inlet jet velocities also result in a higher tumble vortex angular velocity and more kinetic 
energy contained in the flow. In both operating modes, the kinetic energy is distributed over the 
range of motion scales and so the faster tumble motion results in more turbulent kinetic energy 
contained at all scales. The tumble vortices under both conditions experience deformation which 
causes the break-up of the larger motion scales, but because there is more kinetic energy 
contained at the largest scales, more turbulence is generated at the lesser scales. Similar 
observations have also been made in the studies reviewed in Section 1.5.3 where faster tumble 
motion generated higher levels of turbulence. 
The increasing levels of turbulence under port deactivated conditions are responsible for the 
trends seen in Figures 5.12 to 5.14. The bum durations under port deactivated conditions were 
consistently shorter; the 5 - 10% duration was 1° CA shorter, the 10 - 50% duration was 1° CA 
shorter and most significantly the 50 - 90 % duration was 9° CA shorter. The reason for this can 
be derived from Equation 1.1 in which relates the mass burn rate to the flame area. The higher 
level of turbulence causes more wrinkling of the flame front as it propagates through the charge. 
Flame wrinkling increases the flame surface area which in turn produces higher mass burning 
rates and therefore shorter bum durations as seen in Figure 5 .12. This effect was also observed 
in the studies reviewed in Section 1.5.3, and by Kerbyson (5.6] in a similar geometry 4 cylinder 
Rover 'K' series engine in which port deactivation by throttling produced a reduction i.n 5 - 50% 
of5 CAD. 
Faster bum rates also result in the patterns seen in Figures 5.13 and 5.14 which indicate that the 
variations in bum duration are less under port deactivated conditions. This is because the flame 
exists for less time and is liable to be influenced by the charge motion for shorter periods. 
Increasing the intensity of the scales of turbulence that cause flame wrinkling also results in the 
higher peak pressures and smaller variation in the peak pressure under port deactivated 
conditions show.n in Figure 5.14. In addition to a higher peak pressure, improvements in engine 
efficiency result because more fuel is burned closer to TDC, therefore less work is done on the 
piston during the compression stroke and more of the hot burned gasses undergo the full 
expansion process. This maximises the amount of work extracted on the expansion stroke which 
improves both the thermal efficiency and power output of the engine. 
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Reducing variations m the burn duration and peak pressure can also indirectly result in 
improvements in engine efficiency and reductions in pollutant formation. One major factor in 
engine design is the amount of variation in pressure development from cycle to cycle under low 
speed and load. Engine efficiency can be improved by lean operation but cycle to cycle variation 
increases because burn rates are lower. Increasing in-cylinder turbulence levels can offset this 
by increasing the bum rate which produces more repeatable pressure development while the 
engine operates under leaner, more efficient conditions. 
5.5 Summary 
The results presented in this chapter indicate that there are significant differences in small scale 
flow structure between the normal running and port deactivated conditions. The differences are 
indicated by the spatial velocity distribution derivatives which are typically 50% higher for port 
deactivate conditions. The increased velocity field spatial derivatives are indicative of higher 
turbulence levels which increase flame wrinkling and the measured increase in burn rates 
measured under port deactivated conditions. Faster burn rates are desirable because cycle to 
cycle variations in cylinder pressure development are reduced and promote more efficient engine 
operation. 
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Chapter 6 - Digital PIV Data 
6. 1 Introduction 
In this chapter data obtained using the digital PIV system described in Chapter 3 are presented. 
The DPIV system was used because it enabled the acquisition of velocity data on a much greater 
number of cycles than possible with the fLlm PIV technique, but at the cost of measurement 
accuracy and spatial resolution while a comparable field of view was maintained. DPIV is thus 
particularly suitable for statistical analysis of bulk flow structures created by different engine 
conditions. In these experiments it was possible to run the engine for approximately two minutes 
before seed build-up began to significantly degrade image clarity and hence data quality, and 
within the two minute envelope it was possible to record approximately 50 usable pairs of 
exposures of particle image distributions at a particular crank angle. Large data sets enable more 
reliable statistical analysis to be performed on the velocity data, examples of which are given in 
this chapter. Data sets for the two engine conditions containing over 100 velocity distributions 
obtained at the same crank angle (on separate cycles) are analysed using similar methods to those 
applied to the film PIV data in Chapters 3 and 4. Velocity fields and their spatial derivatives for 
the two engine conditions are presented and differences are discussed. 
6. 2 Velocity Data 
Images were recorded at the ignition point (25° B TDC) with the engine operated under the same 
conditions as those used for the film PIV experiments, and with the measurement plane oriented 
vertically as illustrated in Figure 6. 1. Analysis was performed with interrogation regions 
corresponding to 1.2 mm within the flow and overlapping by 50%. The number of velocity 
distributions recorded precluded manual post processing because of the time required. Post-
processing was therefore entirely automatic, initially removing vectors above a velocity 
threshold of 10 m!s and then removing vectors that demonstrated discontinuity from the 
surrounding vectors. The majority of spurious vectors tended to have large magnitudes and were 
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thus removed by the thresholding process, and then the continuity validation was applied. The 
fit radius for continuity encompassed three interrogation regions and a deviation limit of 100 % 
was chosen. This value was chosen as a compromise between removing every vector that was 
suspect and removing considerable amounts of data that was judged to be reliable by the 
operator. In both routines vectors calculated from higher order peaks were substituted if they 
satisfied the same validation criteria. The scalar calculations were performed using the same 
methods as those used for the film PIV data. 
Glass 
Cylinder 
/ 
Measurement 
Plane 
Piston Window 
Figure 6.1 DPIV Measurement Plane Location 
Digital PI V data quality was better than that of the film PIV data in the sense that there was less 
data drop-out. A comparison of the film and digital PIV images, Figure 3.11 and Figure 3.14 
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respectively, indicate that this was due to the considerably lower amount of background light 
recorded with the particle image exposures. There were several reasons for this. Firstly, the 
laser power used for recording the digital PlY exposures was less and so the amount of flare was 
greatly reduced. It was possible to illuminate with less light because the transmissivity of the 
band-pass filter used in front of the digital camera was higher than the transmissivity of the ' long 
pass' filter used in the film PIV experiments at the illuminating wavelengths. The recording 
efficiency of the scattered light was thus higher for the DPIV experiments. Recording of 
combustion emitted light was also less because the narrow 'band-pass' filter reduced the range of 
wavelengths recorded by the digital camera in comparison to the 'long pass' used in the film PIV 
experiments. In addition, the total image exposure durations of the digital camera (including the 
10 ns laser pulse) were 266 JlS and 33 ms for the first and second exposures respectively. In the 
film PIV experiments the camera shutter was operated manually and was open for approximately 
0.5 seconds allowing combustion light from five firing cycles to be recorded with the two laser 
pulses. The intensity of combustion light recorded by the digital camera was thus greatly 
reduced compared to the film PTV transparencies. The combined effect of these factors was to 
significantly reduce the amount of background light and flare recorded and almost eliminate 
vector dropout caused by lack of contrast between the particle images and background noise. 
6.2.1 Instantaneous Velocity Distributions 
Figures 6.2 and 6.3 are typical instantaneous velocity distributions calculated from pairs of 
images obtained at the time of ignition under normal running and port deactivated conditions 
respectively. Each velocity field was obtained on the last cycle of a group of five consecutive 
firing cycles. The cyclic variations present in the velocity distributions are typical of those 
observed throughout the data sets. 
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Figure 6.2 Instantaneous Velocity Distributions (Normal Running) at 25° BTDC 
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Figure 6.3 Instantaneous Velocity Distributions (Port Deactivated) at 25° BTDC 
6.3.2 Ensemble Average Spatial Velocity Distributions 
The size of the data sets obtained enabled reliable average quantities to be calculated. In Figure 
6.4 the spatial ensemble average velocity distributions at the same crank angle described by 
Equation 6.1 are plotted for the two engine conditions. The average is of more than 100 engine 
cycles obtained in two separate engin.e runs, given by 
- 1 f U EA (x, y,a) =- u(x,y,a)dn 
n 
(6.1) 
where a. is the measurement crank angle, n is the number of cycles and x and y are the spatial co-
ordinates. 
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Figure 6.4 Ensemble Average Velocity Distributions for a) Normal Running and b) Port 
Deactivated at 25° BTDC 
It can be in Figure 6.4 that both ensemble average velocity distributions exhibit well defmed 
tumble motion. 
6.4 Velocity Field Spatial Derivatives 
6.4.1 Ensemble Average RMS Parameters 
Figures 6.5 to 6.7 show ensemble average of total RMS parameters for the two engine conditions 
defmed by Equation 6.2 to 6.6. The values were obtained by calculating the RMS of a spatial 
distribution, which in Equation 6.2 is velocity. The ensemble average and standard deviation of 
the spatial RMS values in each data set were then calculated. The ensemble average RMS 
indicates the magnitude of the parameter in that data set and the standard deviation indicates the 
amount of cycle-to-cycle variation within the data set. Each data set consisted of over l 00 
individual velocity distribution recorded on the fifth firing cycle of a group and each group being 
separated by approximately twenty motored cycles. 
I 
Unns (a) = _!_ L~[-1 J Ju(a)2 dydx]2 
n xy x Y 
(6.2) 
where Unns (a) is the ensemble average ofthe spatial RMS velocity evaluated over n cycles. 
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Figure 6.5 Ensemble Average RMS Velocity and Standard Deviation for Two Engine 
Conditions at 25° BTDC 
Equations 6.3 to 6.6 are the equivalent expressions to Equation 6.2 and deftne the RMS strain 
rates, shear rate and vorticity respectively. 
- [ l "D 1 JJ 2 ]~ e11rms(x,y, a ) = - .L..t- e11 (x,y,a) dydx 
n xy x Y 
(6.3) 
- [1 D l ff 2 ]~ e12rms(x,y,a) = - I .- e12(x,y,a ) dydx 
n xy x Y 
(6.4) 
- [1 D 1 JJ ] ~ e22nns (x, y,a) = ~I.- e 22 (x,y,a)2 dydx 
xy X y 
(6.5) 
in which a. is the measurement crank angle, x and y are the dimensions of the fteld of view and n 
is the number of cycles on which data was recorded. The RMS vorticity and strain rate are 
typically higher when calculated from DPIV data compared to film PIV data. This is attributed 
to the lower accuracy of the DPIV system because the positions of particle images are not as 
accurately defmed as those recorded in the film experiments. The error in the velocity vectors 
are magnified when calculating the spatial velocity field derivatives and produce the higher 
vorticity and strain rates calculated from DPIV velocity data. 
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The expression for the ensemble average RMS vorticity is: 
I 
mnns (x, y,a) = [_!_ I~-1 J Jm(x, y,a)2 dydx] 2 
n xy x Y 
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Figure 6.7 Ensemble Average and Standard Deviation ofRMS Vorticity for Two 
Engine Conditions at 25° BTDC 
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6.4.2 Fluctuating Velocity Field 
The ensemble average spatial velocity distributions shown in Figure 6.4 were also used to 
estimate the fluctuating components of the individual velocity distributions. This was achieved 
by subtracting the ensemble average velocity for each region from the instantaneous velocity 
fields interrogation region by interrogation region to produce a spatial distribution of the 
fluctuating velocity component. The fluctuating velocity component defmed by Equation 6.7 
represents the sum of the cyclic variation and turbulent components for that cycle. Examples of 
the fluctuating velocity fields generated are shown in Figure 6.8 which correspond to the velocity 
fields shown in Figure 6.2. 
u FL (x, y,a) = u(x, y,a)- UEA (x, y,a) (6.7) 
Figure 6.8 Fluctuating Velocity Distributions for Normal Running at 25° BTDC 
The RMS fluctuating velocity component for each region is a value whjch in this discussion is be 
termed the fluctuation intensity, u~ (a). It is called the fluctuation intensity because it is the 
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RMS of the sum of the turbulent fluctuations and the cycle to cycle variation in the flow field as 
shown in Equation 6.8. It is the spatial equivalent of what has in the past been called the 
turbulence intensity which is calculated using ensemble average LDV velocity data (see Section 
1.5.5). 
I 
' - 1 "D 2 2 u FL ( x, y, a) - (-L.J, u FL ( x, y, a) ) 
n 
(6.8) 
Spatial distributions of the fluctuation intensity for the two engine conditions are shown in 
Figure 6.9 from which the spatial average fluctuation intensities were calculated as 2.3 and 3 .8. 
ms-
1 for the normal running and valve deactivated conditions respectively. 
Figure 6.9 
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Fluctuation Intensity Distributions (rnls) for a) Normal Running and b) Port 
Deactivated Conditions 
6.4.3 Bum Rate Correlation 
In the previous chapter a correlation of the combustion duration with the turbulence level 
indicated by the velocity field spatial derivatives was presented. In order to investigate this on a 
cycle by cycle basis RMS parameters were plotted against burn durations for the corresponding 
cycles. Examples of this are shown in Figures 6.10 and 6.11 in which the whole field RMS 
vorticity is plotted against the 5-90 % bum duration and the RMS vorticity in the vicinity of the 
spark plug is plotted against the 5-l 0 % burn duration. Combinations of other scalar parameters 
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with burn durations were also investigated and produced similar patterns to those shown in 
Figures 6.1 0 and 6.11 . 
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Figure 6.10 Graph of Whole Field RMS Vorticity plotted against 5-90% Burn Duration 
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6.5 Discussion 
6.5. 1 Large Scale Flow Structure 
Ensemble average spatial velocity distributions were used to defme the large scale flow fields 
because the averaging process removed the cycle to cycle variations. Both of the ensemble 
average velocity distributions for the two engine conditions shown in Figure 6.4 exhibit a well 
defmed tumble motion. The tumble vortex is centred beneath the spark plug at approximately 
half the clearance height and extends over virtually the whole field of view, although it must be 
remembered that the field of view is less than the bore diameter. The velocities which comprise 
the tumble vortex indicate that the angular velocity is higher for port deactivated conditions and 
confLrms the fmdings reported in Chapter 4. The average RMS velocities shown in F igure 6.5 
are therefore higher under port deactivated conditions and are in good agreement with the values 
obtained from the film PIV data. 
A common feature of the normal running velocity distributions, and not only those shown in 
Figure 6.2, is the strong up-flow usually located centrally at the bottom ofthe field of view. This 
feature is not present in the port deactivated data. It is attributed to the two counter rotating 
structures orthogonal to the measurement plane which were described in Section 4.4.1 and 
observed in the horizontal measurement plane fi lm PIV data. 
6.5.2 Cycle to Cycle Variation 
The instantaneous velocity fields in Figures 6.2 and 6.3 indicate that cycle to cycle variations 
exist in both the position of the centre of rotation and the speed of rotation of the tumble vortex. 
Variations in the centre of rotation are apparent, and in some cases a single centre of rotation was 
not clearly defined. Figures 6.2(c) and (d) display a well defined eddy structure located in the 
centre of the field of view. In Figure 6.2a, however, there are two eddy like structures in close 
proximity which are located towards the left side of the field of view. In Figure 6.2(b) there are 
again two eddy structures, but they are located on opposite sides of the measurement plane. 
Comparison of the spatial distributions of the fluctuating velocity component such as the 
examples shown in Figure 6.8 indicate the amount of variation in flow field from cycle to cycle. 
Variations in the speed of the tumble vortex rotation are illustrated by a tumble vortex like 
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rotational structure in the fluctuating velocity distributions in which the direction of rotation 
indicates whether the tumble was either stronger or weaker than the mean. This is illustrated by 
Figure 6.8c in which the large scale rotation is anticlockwise, the same direction as the tumble 
vortex, and indicates that on that cycle the tumble vortex was rotating faster than average. In 
Figure 6.8a the large scale rotational motion is directed in the opposite direction to the tumble 
motion indicating a weaker tumble vortex. An indication of the magnitude of these cycle-to-
cycle variations is the standard deviation of the nns velocities shown in Figure 6.5 which are 
0.46 and 0.48 ms·1 for normal running and port deactivated conditions respectively. These 
values indicate that the cycle-to-cycle variations are approximately equal in magnitude for both 
engine conditions and therefore comparatively less in relation to the mean flow velocity for the 
port deactivated condition. 
Variations of the flow field from cycle to cycle are inevitable because of its interaction with 
turbulence which is random in nature. The smaller scale turbulence is generated by the 
breakdown of the larger eddy structures seen in Figures 6.2 and 6.3, and thus the spatial 
distribution of the small scale structures is dependent on the positions of the large scale 
structures. In section 4.4.2 however, it was suggested that the size and position of the larger 
scale structures was affected by interactions with smaller scale structures, and thus the intimately 
linked existence of structures on a range of scales is indicated. Reducing variations in the large 
scale structures leads to a reduction in the variation of smaller scale structures. Any increase in 
repeatability is, however, limited by the relative significance of the random variations, the origin 
ofwhich is the chaotic nature of motion in turbulent mixing. 
6.5.3 Velocity Field Spatial Derivatives 
Ensemble averaged RMS scalar quantities for the two engine conditions shown in Figures 6.6 
and 6.7 display the same characteristic as those values calculated from film PIV velocity data. 
The data indicate that under port deactivated conditions the velocity, strain and shear rates and 
vorticity were approximately 50 % higher than those for normal running conditions. However, 
the values presented in Figures 6.6 and 6.7 are almost twice those of Chapter 5. This difference 
is attributed to the reduced accuracy of the DPIV system, and the presence of a higher percentage 
of spurious vectors remaining within the velocity distributions after the automated post 
processing routine. 
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6.5.4 Fluctuation Intensity 
The fluctuation intensity plotted in Figure 6.9 is considerably higher under port deactivated 
conditions. Spatial averages were calculated as 2.31 and 3.80 ms·' for normal running and port 
deactivated conditions respectively with each spatial distribution approximately uniform across 
the field of view. The higher value is attributed to the higher turbulence level which was also 
indicated by the velocity field derivatives. 
6.5.5 Bum Rate Co"elation 
RMS scalar parameters were plotted against the burn durations to further investigate the 
correlation between the scalar parameters used to characterise the small scale flow structure and 
the burn duration. This was carried out on a cycle by cycle basis such as the example given in 
Figure 6.8. Such plots provided inconclusive evidence because there appeared to be little 
apparent correlation between the flow parameters and the burn durations. 
To investigate the influence of the local flow on the early development the RMS velocity field 
derivatives in a smaller (14xl4 mm) region surrounding the spark plug were plotted against burn 
durations. This also failed to reveal an obvious correlation. There are several possible reasons 
why the burn duration is not seen to correlate with these flow parameters. One reason is that the 
volume of fluid measured was a small fraction of the total charge, and the measurements were 
obtained at the point of ignition and do not incorporate any effects of the evolution of the flow 
field. Also, it is possible that in the skip ftred optical engine used for this study, the instabilities 
in the fuelling and fuel film build-up were responsible for a much greater proportion of the 
cycle-to-cycle variations in burn duration than that caused by variation of the fluid flow and thus 
any fluid flow - burn time correlation was effectively obscured. In addition, flame development 
is influenced by the many factors reviewed in Chapter l such as the bulk flow in the region of 
the spark plug, flame straining and flame wrinkling. All these factors vary independently from 
cycle to cycle and the cumulative effect may be to preclude a direct correlation of any one 
parameter under these conditions. 
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6.6 Summary 
In this chapter two sets of DPIV data of over I 00 cycles have been presented. This illustrates the 
value of DPIV which is that data can be obtained on considerably more engine cycles with much 
less set-up and processing time compared to film PIV. Similar bulk flow structures were 
observed by both film PIV and DPIV since in the latter case the lower resolution offered was of 
no significance. Variations in the large scaJe flow structure from cycle-to-cycle were present 
within both data sets and were indicated by fluctuations of both the size and position of the 
tumble vortex. Similarly to the film PIV velocity field derivatives the velocity field derivatives 
calculated from DPIV data are 50% higher for port deactivated conditions compared to normal 
running conditions. The values are typically twice as high for DPIV because of the lower 
accuracy of the technique. 
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Chapter 7 - Conclusions and Future Work 
7. 1 Conclusions 
The objectives of this work were to develop Particle Image Velocimetry (PlY) techniques to 
enable them to be used routinely in firing SI engines and to provide new insights into in-cylinder 
flow and combustion. These objectives have been met. 
Both a robust film PIV technique and a firing production geometry single cylinder optical engine 
facility have been developed to obtain whole field velocity data routinely within the combustion 
chamber. Also, a cylinder head was further developed to provide uninterrupted optical access 
into the pent roof combustion chamber, which required only minimal alteration to the engine 
geometry. The optical engine facility was used with a high spatial resolution, full field two-
colour PlY technique to obtain velocity data in the unbumed charge within the engine cylinder 
over a range of crank angles during the combustion event. Sizeable data sets were obtained in 
two perpendicular measurement planes for both normal running and port deactivated conditions. 
The accuracy of the film PIV technique was estimated to be less than 5%. A digital PIV system 
was also used to obtain data for a large number of engine cycles. The main fmdings of this study 
are summarised as follows:-
1. The PlY data obtained indicated significant differences in large scale flow structure between 
the two engine operating modes. The bulk flow structures were tumble and skewed tumble 
motion for normal running and port deactivated conditions respectively, with both structures 
exhibiting highly three-dimensional motion. The tumble and skewed tumble were evident 
throughout the combustion event. An interesting aspect of the conventional tumble motion is 
that it was seen to co-exist with two counter-rotating eddies oriented perpendicular to the 
tumble plane. These structures were seen to persist for longer than the tumble vortex and are 
believed to be remnants of the strong annular valve jet flows which exist during induction. 
2. Cyclic variations were observed in both of the large scale flow structures during the event. 
Variations existed in the size and positions of elements of the bulk flow which result from 
the large scale flow interacting with the smaller scale turbulent flow. 
159 
3. Spatial velocity field derivatives calculated from the PIV data have been used to characterise 
the small scale flow structure and indicate the turbulence level. Using this metric there is 
approximately 50% more small scale motion under port deactivated operation. 
4. A digital PlY system (DPIV) has also been used to obtain velocity data on large numbers of 
engine cycles for both engine conditions. It illustrated the value of fully digital systems 
which can yield large amounts of data in considerably shorter times and with greatly reduced 
set-up and image analysis time. Due to the camera technology available, however, the ease 
of set-up and high data rate are obtained at the expense of measurement accuracy and spatial 
resolution. However, the quantity of data generated is well suited to the calculation of 
ensemble average flow fields for reliable statistical analysis and validation of numerical 
simulations. 
5. Tumble and skewed tumble were observed for both engine conditions and two counter 
rotating eddies also appeared to be present for normal engine operation. The velocity fields 
also demonstrated cyclic-to-cycle variations which consisted of variations in the centre of 
rotation, and in some cases multiple centres of rotation, together with variations in the 
angular velocity of the tumble vortex 
6. Ensemble average velocity fields were calculated from the DPIV data sets and exhibit well 
defined tumble structures. The ensemble average velocity fields were used to obtain 
estimates of the fluctuation intensity (the sum of cyclic and turbulent fluctuations) and was 
calculated to be almost twice as high under port deactivated conditions. Also, the velocity 
field derivatives were approximately 50% higher for the port deactivated condition. 
7. Mass fraction burned was calculated from the cylinder pressure developments for each data 
set of over 100 cycles. Shorter average 5-10%, l 0-50% and 50-90% mass fraction burned 
durations were measured for port deactivated operation. This was attributed to increased 
flame wrinkling by the higher level of small scale motion. 
8. The faster burn rates under port deactivated operation increased the peak cylinder pressure 
and reduced cycle-to-cycle variations in the pressure development. This trend is directly 
relevant to engine designers as a useful strategy in improving engine emissions, fuel 
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economy and refmement. The higher levels of turbulence would help increase the bum rates 
under conditions of high charge dilution and lead to faster burn rates which improve engine 
efficiency and reduce cycle-to-cycle variations in the pressure development. 
7.2 Future Work 
The complexity of the combustion process in SI engines means that there is still a great deal of 
work that can be done to help improve our understanding. This study has demonstrated that PIV 
is a valuable technique for studying in-cylinder charge motion and the fluid flow/flame 
interaction. Further work using PIV should be divided into two broad categories. Film PIV 
should be used to obtain high resolution velocity data to study the detailed structure of the 
turbulent charge motion and its interaction with the propagating flame. Digital PIV is more 
suited to characterising large scale structures created by different engine geometries and 
providing data suitable for the validation of numerical models. Further work is required to 
increase the size and number of data sets, and also the ways in which data is analysed, 
interpreted and used. 
Film PIV can be used to characterise the flame front geometry in terms of parameters such as the 
local curvature and fractal number. Maximising the spatial resolution of the technique applied to 
regions ahead of the flame will enable the flame geometry to be related to the velocity, vorticity 
and strain fields. Focusing on the region around the spark plug during the early stages of 
combustion will minimise the influence of the flow field up to that time and thus maximise the 
correlation of the flow field and flame geometry. When coupled with sensitive pressure 
development measurements, the technique would allow detailed study of the relationship 
between flow parameters and the combustion event. Data analysis and processing can also be 
extended to include spatial filtering to enable the study of different spatial frequencies of motion 
and their relationship with the local flame geometry. 
Digital PTV systems are currently limited to lower spatial resolutions than film PIV systems for 
viewing large areas, but their speed make them more suited to rapidly building up data sets of 
large numbers of cycles. The data can be used to compare bulk flow fields created by different 
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inlet port and combustion chamber geometries and can be coupled with other more traditional IC 
engine related measurement techniques such as in-cylinder pressure measurement and exhaust 
gas analysis. Together, the measurement of in-cylinder flow data and engine-out characteristi.cs 
can be used to perform in-depth analysis of different combustion systems to optimise engine 
performance. 
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Appendix 1 -Open Valve Injection Timing Data 
The following data for both normal running and port deactivated operation was recorded under 
the same conditions as the data presented in Chapter 4 but with open inlet valve fuel injection 
timing. The data shown in Figures Al .l and A 1.2 exhibit similar bulk structures to those in 
Chapter 4 and while some differences in the realisations can be seen it is not possible to 
differentiate between variations caused by the injection timing and cycle-to-cycle variations. 
This is primarily because it the quantitative defmition of a reliable bulk flow structure is not 
possible with the number of cycles recorded. 
A 1. 1 Normal Running 
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A 1. 2 Port Deactivated Condition 
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Figure A1.2a Port Deactivated Condition 20 CAD BTDC 
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Figure A1.2b Port Deactivated Condition 10 CAD BTDC 
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Figure A1.2c Port Deactivated Condition TDC 
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Figure A2.2d Port Deactivated condition 10 CAD ATDC 
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Figure A1.2e Port Deactivated Condition 20 CAD ATDC 
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A 1.3 Velocity Field Derivatives 
r---
-~ 
E 
-~ 
'(j 
0 
"i 
> 
fiJ 
e 
5 ~-------------------------------, 
4 
3 
2 
1 
330 340 350 360 370 380 390 
Crank Angle (CAD) 
..._Normal Running (H) 1 
- Normal Running (v) 
--.- Port Disabled (H) 
---- Port Disabled (v) _j 
Figure A1.3 Plot of rms velocity Distributions for Two Engine Conditions 
The RMS velocity data in Figure Al.3 indicates velocities of similar magnitude to those 
calculated for closed valve injection timing. This indicates that the momentum of the fuel spay 
is small in comparison to the momentum of the air inducted. Also, the effect of any increase in 
charge momentum caused by the injection event will have decreased proportionately during the 
compression stroke as the kinetic energy of the charge is dissipated. 
TheRMS velocity field derivatives shown in Figures Al.4 to Al.7 have been calculated using 
Equations 5.19 to 5.22. 
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Figure A1.4 Plot of RMS X Strain Rate Distributions for Two Engine Conditions 
2000 -
1800 
-
1600 
-~ . . 1400 . ..... . 
-
. 
__.,_ Normal Running (H) 
.! . 1200 
"' 
. 
· · • ·· Normal Running (v) ... ... . 
c::: 1000 -~ ... ~--· . __.,_ Port Disabled (H)  . 
.. ... . . ~ . " 
.... 800 •· .. . . •·· .... ..  .. . · · • · ·Port Disabled (v) U) 
- ~ ........ 
U) 600 ... :E 
0:: 400 .... 
-- ~ --200 . 
0 
330 340 350 360 370 380 390 
Crank Angle (CAD) 
Figure A1.5 Plot of RMS Y Strain Rate Distributions for Two Engine Conditions 
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Figure A1.6 Plot of RMS Sbear Rate Distributions for Two Engine Conditions 
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Figure A1.7 Plot ofRMS Vorticity Distributions for Two Engine Conditions 
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TheRMS parameters shown in Figures Al.4 to Al.7 are in good agreement with those presented 
in Chapter 5 calculated for open valve injection timing. This again indicates that the timing of 
the injection event has little effect on the charge properties during. Whi le differences in mixture 
preparation may have resulted, it was not possible to verify this with mass faction burned data 
because data sets of up to twenty cycles were not deemed sufficiently reliable. 
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