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ON MAXIMUM-PRINCIPLE FUNCTIONS FOR FLOWS BY
POWERS OF THE GAUSS CURVATURE
MARTIN FRANZEN
Abstract. We consider flows with normal velocities equal to powers strictly
larger than one of the Gauss curvature. Under such flows closed strictly convex
surfaces converge to points. In his work on |A|2, Schnu¨rer proposes criteria
for selecting quantities that are suitable for proving convergence to a round
point. Such monotone quantities exist for many normal velocities, including
the Gauss curvature, some powers larger than one of the mean curvature, and
some powers larger than one of the norm of the second fundamental form. In
this paper, we show that no such quantity exists for any powers larger than
one of the Gauss curvature.
1. Introduction
We consider closed strictly convex surfaces Mt in R
3 that contract with normal
velocities equal to the positive powers of the Gauss curvature,
(1.1)
d
dt
X = −Kσν.
For all σ > 0, this is a parabolic flow equation. We have a solution on a maximal
time interval [0, T ), 0 < T < ∞. Chow [5] proves that the surfaces converge to a
point as t→ T .
For σ = 1, this is the Gauss curvature flow. It was introduced by Firey as a
model for the shape of wearing stones on beaches [6]. Firey conjectured that, after
appropriate rescaling, the surfaces converge to spheres. This is also referred to as
convergence to a “round point”. The conjecture was confirmed by Andrews in [2].
Andrews and Chen [4] extended this result to all powers 12 ≤ σ ≤ 1. The crucial
step in their proof, Theorem 2.2, is to show that the quantity
(1.2) max
Mt
(λ1 − λ2)
2
λ21λ
2
2
·K2σ
is non-increasing in time. λ1, λ2 denote the principal curvatures of the surfacesMt.
We give a more detailed introduction to the standard notation in Section 2.
For many other normal velocities F monotone quantities w like (1.2) are known,
which are monotone during the corresponding flows and vanish precisely for spheres.
For F = |A|2 Schnu¨rer [8] obtains
w =
(λ1 − λ2)
2
λ1λ2
·H
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and for F = Hσ, 1 ≤ σ ≤ σ∗, σ∗ ≈ 5.17, Schulze and Schnu¨rer [11] use
w =
(λ1 − λ2)
2
λ21λ
2
2
·H2σ.
For F = trAσ, 1 ≤ σ <∞, Andrews and Chen [4] get
w =
(λ1 − λ2)
2
λ21λ
2
2
· (trAσ)
2
.
This is the first example where flows of an arbitrarily high degree of homogeneity
converge surfaces to round points.
In [8], Schnu¨rer proposes criteria for selecting monotone quantities like (1.2).
To the author’s knowledge, to date, all known quantities which fulfill these criteria
can be used to prove convergence to a round point. This is why we work with
these criteria as a definition in this paper. Our question is whether such monotone
quantities exist for equation (1.1) if σ > 1. Their monotonicity is proven using the
maximum-principle so we name these quantities maximum-principle functions.
Definition 1.1. (Maximum-principle function) Let w be a symmetric rational
function of the principal curvatures,
w =
p (λ1, λ2)
q (λ1, λ2)
.(1.3)
Here, p 6≡ 0 and q 6≡ 0 are homogeneous polynomials. w is called a maximum-
principle function for a normal velcocity F , if
(1) (a) p(λ1, λ2) ≥ 0, q(λ1, λ2) > 0 for all 0 < λ1, λ2,
(b) p(λ1, λ2) = 0 for λ1 = λ2 > 0.
(2) deg p > deg q.
(3) ∂w(ρ,1)∂ρ < 0 for all 0 < ρ < 1 and
∂w(ρ,1)
∂ρ > 0 for all ρ > 1.
(4) L (w) := ddtw − F
ijw; ij ≤ 0 for all 0 < λ1, λ2.
We achieve this by assuming
(a) terms without derivatives of (hij) are nonpositive, and
(b) terms involving derivatives of (hij) at a critical point of w, i.e. w;i = 0
for all i = 1, 2, are nonpositive.
As in [8, 9], we motivate conditions (1) to (4). For all flow equations considered,
spheres contract to round points. So we can only find monotone quantities if deg p ≤
deg q or p (λ, λ) = 0 for all λ > 0.
If deg p < deg q, we obtain that w is non-increasing on any self-similarly con-
tracting surface. So this does not imply convergence to a round point.
Condition (3) ensures that the quantity decreases, if the ratio of the principal
curvatures λ1/λ2 approaches one.
By condition (4) we check that we can apply the maximum-principle to prove
monotonicity.
The linear operator L (w), which corresponds to the general flow equation
d
dt
X = −Fν,
fulfills an identity of the form
L (w) = Cw (λ1, λ2) +Gw (λ1, λ2)h
2
11;1 +Gw (λ2, λ1)h
2
22;2,
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at a critical point of w. This is Lemma 4.14. We name the rational function
Cw (λ1, λ2) the constant terms and the rational function Gw (λ1, λ2) the gradi-
ent terms of the evolution equation. To fulfill condition (4) the constant terms
Cw (λ1, λ2) and the gradient terms Gw (λ1, λ2) simultaneously have to be nonposi-
tive for all 0 < λ1, λ2. Here, we obtain a contradiction for F = K
σ if σ > 1.
Our main theorem is
Theorem 1.2. For a family of smooth closed strictly convex surfaces Mt in R
3
flowing according to
d
dt
X = −Kσν, σ > 1,
there exist no maximum-principle functions.
Despite this fact, it remains an open question whether for any powers σ > 1,
closed strictly convex surfaces converge to round points. Due to Andrews we al-
ready know that this does not necessarily happen for all powers 14 ≤ σ ≤
1
2 . For
σ = 14 , they converge to ellipsoids [1]. For all powers
1
4 < σ ≤
1
2 , surfaces contract
homothetically in the limit [3].
In Section 3 we explain the proof strategy. In Section 4 and 5 we outline the
proof of our main Theorem 1.2.
2. Notation
For this paper, we adopt the chapter on standard notation from [8].
The linear operator L corresponding to the general flow equation
(2.1)
d
dt
X = −Fν
is defined by
(2.2) L (w) :=
d
dt
w − F ijw;ij .
We use X = X(x, t) to denote the embedding vector of a manifold Mt into R
3
and ddtX = X˙ for its total time derivative. It is convenient to identify Mt and its
embedding in R3. The normal velocity F is a homogeneous symmetric function
of the principal curvatures. We choose ν to be the outer unit normal vector to
Mt. The embedding induces a metric gij := 〈X,i, X,j〉 and the second fundamental
form hij := −〈X,ij, ν〉 for all i, j = 1, 2. We write indices preceded by commas
to indicate differentiation with respect to space components, e. g. X,k =
∂X
∂xk
for all
k = 1, 2.
We use the Einstein summation notation. When an index variable appears twice
in a single term it implies summation of that term over all the values of the index.
Indices are raised and lowered with respect to the metric or its inverse
(
gij
)
, e. g.
hijh
ij = hijg
ikhklg
lj = hkjh
j
k.
The principal curvatures λ1, λ2 are the eigenvalues of the second fundamental
form (hij) with respect to the induced metric (gij). A surface is called strictly con-
vex, if all principal curvatures are strictly positive. We will assume this throughout
the paper. Therefore, we may define the inverse of the second fundamental form
denoted by
(
h˜ij
)
.
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Symmetric functions of the principal curvatures are well-defined, we will use
the mean curvature H = gijhij = λ1 + λ2, the square of the norm of the second
fundamental form |A|2 = hijhij = λ
2
1 + λ
2
2, the trace of powers of the second
fundamental form trAσ = tr
(
hij
)σ
= λσ1 + λ
σ
2 , and the Gauss curvature K =
dethij
det gij
= λ1λ2. We write indices preceded by semi-colons to indicate covariant
differentiation with respect to the induced metric, e. g. hij; k = hij,k − Γ
l
ikhlj −
Γljkhil, where Γ
k
ij =
1
2g
kl (gil,j + gjl,i − gij,l). It is often convenient to choose normal
coordinates, i. e. coordinate systems such that at a point the metric tensor equals the
Kronecker delta, gij = δij , and (hij) is diagonal, (hij) = diag(λ1, λ2). Whenever
we use this notation, we will also assume that we have fixed such a coordinate
system. We will only use Euclidean coordinate systems for R3 so that the indices
of hij; k commute according to the Codazzi-Mainardi equations.
A normal velocity F can be considered as a function of (λ1, λ2) or (hij , gij). We
set F ij = ∂F∂hij , F
ij, kl = ∂
2F
∂hij∂hkl
. Note that in coordinate systems with diagonal
hij and gij = δij as mentioned above, F
ij is diagonal. For F = Kσ, we have
F ij = σKσh˜ij .
3. Proof strategy
To prove our main Thoreom 1.2, we use an elementary fact about polynomi-
als in one variable. If a polynomial in one variable ρ, which is not constantly
zero, is nonpositive for all ρ > 0, then the coefficient of its leading term has
to be negative. As mentioned before, we focus on condition (4) in the Defin-
tion 1.1 of the maximum-principle functions. We use an indirect proof and as-
sume the existence of a maximum-principle function. We calculate the constant
terms Cw (λ1, λ2) and the gradient terms Gw (λ1, λ2) for general homogeneous
symmetric polynomials p (λ1, λ2) and q (λ1, λ2). We state them in the algebraic
basis {H,K}, where H is the mean curvature and K is the Gauss curvature, i. e.
p(H,K) :=
∑⌊g/2⌋
i=0 ci+1H
g−2iKi. Using the identity q2L (p/q) = q L (p)−pL (q) at
a critical point of p/q, where we also choose normal coordinates, we easily see that
Cw (λ1, λ2) and Gw (λ1, λ2) differ from a polynomial only by a nonnegative factor.
Dividing by this nonnegative factor, we transform Cw (λ1, λ2) and Gw (λ1, λ2) into
polynomial versions of the constant terms and the gradient terms. The next step
is to dehomogenize the polynomial version of Cw (λ1, λ2) and Gw (λ1, λ2) by set-
ting λ1 = ρ, λ2 = 1 and vice versa. Since the polynomial version of the constant
terms is symmetric and the polynomial version of the gradient terms is asymmetric,
we obtain only three instead of four polynomials in one variable C (ρ), G1 (ρ) and
G2 (ρ). Due to the property of a maximum-principle function, all three polynomials
in ρ have to be nonpositive for all ρ ≥ 0.
Now we calculate the leading terms of all three polynomials in one variable.
Here, for technical reasons we have to distinguish nine cases. However, each case
results in a contradiction. As it turns out, the coefficients of the leading terms of
C (ρ), G1 (ρ) and G2 (ρ) never can be simultaneously negative. This concludes the
proof of our main Theorem 1.2.
4. Evolution equations, constant terms and gradient terms
4.1. Evolution equations. In the first part of Section 4, we do some preliminary
work. We calculate the covariant derivatives of the mean curvatureH and the Gauss
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curvature K. Furthermore, we present the evolution equations, corresponding to
the general flow equation (2.1) of the following geometric quantities
• induced metric gij ,
• inverse of the induced metric gij ,
• second fundamental form hij ,
• mean curvature H ,
• Gauss curvature K,
• and general function w (H,K) depending on H and K.
Lemma 4.1. The covariant derivative of the mean curvature H is given by
(4.1) H;k = g
ijhij;k.
Proof. Direct calculations yield
H;k =
(
gijhij
)
;k
=
(
gij
)
;k︸ ︷︷ ︸
=0
hij + g
ijhij;k
= gijhij;k. 
Lemma 4.2. The covariant derivative of the Gauss curvature K is given by
(4.2) K;k = Kh˜
ijhij;k.
Proof. Direct calculations yield
K;k =
(
dethij
det gij
)
;k
=
1
(det gij)
2
(
(dethij);k (det gij)− (dethij) (det gij);k
)
=
1
(det gij)
2
((
∂
∂hij
dethij
)
(hij;k) (det gij)− (dethij)
(
∂
∂gij
det gij
)
(gij;k)︸ ︷︷ ︸
=0
)
=
1
det gij
(det hij) h˜
jihij;k
=Kh˜ijhij;k. 
Lemma 4.3. The metric gij evolves according to
(4.3)
d
dt
gij = −2Fhij.
Proof. We refer to [10]. 
Corollary 4.4. The inverse metric gij evolves according to
(4.4)
d
dt
gij = 2Fhij.
Proof. Direct calculations yield
d
dt
gij = − gikgls
d
dt
gkl︸ ︷︷ ︸
see (4.3)
=2Fgikhklg
lj
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=2Fhij . 
Lemma 4.5. The second fundamental form hij evolves according to
L (hij) =F
klhakhal · hij − F
klhkl · h
a
i haj
− Fhki hkj + F
kl, rshkl; ihrs; j .
(4.5)
Proof. We refer to [10]. 
Lemma 4.6. The mean curvature H evolves according to
L (H) =F klhakhal ·H +
(
F − F klhkl
)
|A|2 + gijF kl,rshkl;ihrs;j .(4.6)
Proof. This is a straightforward calculation.
L (H)
=
d
dt
H − F klH;kl (see (2.2))
=
d
dt
(
gijhij
)
− F kl
(
H;k︸︷︷︸
see (4.1)
)
;l
=
(
d
dt
gij
)
︸ ︷︷ ︸
see (4.4)
hij + g
ij
(
d
dt
hij
)
− F kl
(
gijhij;k
)
;l
=2Fhijhij + g
ij
(
d
dt
hij
)
− F kl
((
gij
)
;l︸ ︷︷ ︸
=0
hij;k + g
ijhij;kl
)
=2F |A|2 + gij L (hij)︸ ︷︷ ︸
see (4.5)
=2F |A|2
+ gij
(
F klhakhal · hij − F
klhkl · h
a
i haj − Fh
k
i hkj + F
kl, rshkl; ihrs; j
)
=2F |A|2
+ F klhakhal · g
ijhij − F
klhkl · h
a
i g
ijhaj − Fh
k
i g
ijhkj + g
ijF kl,rshkl;ihrs;j
=2F |A|2
+ F klhakhal ·H − F
klhkl · |A|
2 − F |A|2 + gijF kl,rshkl;ihrs;j
=F klhakhal ·H +
(
F − F klhkl
)
|A|2 + gijF kl,rshkl;ihrs;j. 
Lemma 4.7. The Gauss curvature K evolves according to
L (K)
=K
(
F klhakhal · h˜
ijhij −
(
F klhkl + F
)
h˜ijhai haj
+2FH +
(
h˜ijF kl,rs + F ij
(
h˜krh˜ls − h˜klh˜rs
))
hkl;ihrs;j
)
.
(4.7)
Proof. This is a straightforward calculation.
L (K)
=
d
dt
K − F klK;kl (see (2.2))
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=
d
dt
(
dethij
det gij
)
− F kl
(
K;k︸︷︷︸
see (4.2)
)
;l
=
1
(det gij)
2
((
d
dt
dethij
)
(det gij)− (dethij)
(
d
dt
det gij
))
− F kl
(
Kh˜ijhij;k
)
;l
=
1
(det gij)
2
((
∂
∂hij
det hij
)(
d
dt
hij
)
(det gij)
− (dethij)
(
∂
∂gij
det gij
)(
d
dt
gij︸ ︷︷ ︸
see (4.3)
))
− F kl
(
K;lh˜
ijhij;k +K
(
h˜ij
)
;l
hij;k +Kh˜
ijhij;kl
)
=K
((
h˜ij
)( d
dt
hij
)
−
(
gij
)
(−2Fhij)
)
− F kl
(
Kh˜rshrs;lh˜
ijhij;k +K
(
−h˜irh˜sjhrs;l
)
hij;k +Kh˜
ijhij;kl
)
=K
(
h˜ijL (hij) + 2Fg
ijhij − F
klh˜ij h˜rshij;khrs;l + F
klh˜irh˜sjhij;khrs;l
)
=K
(
h˜ij L (hij)︸ ︷︷ ︸
see (4.5)
+2FH + F ij
(
h˜krh˜ls − h˜klh˜rs
)
hkl;ihrs;j
)
=K
(
h˜ij
(
F klhakhal · hij − F
klhkl · h
a
i haj − Fh
k
i hkj + F
kl,rshkl;ihrs;j
)
+ 2FH + F ij
(
h˜kr h˜ls − h˜klh˜rs
)
hkl;ihrs;j
)
=K
(
F klhakhal · h˜
ijhij − F
klhkl · h˜
ijhai haj − F h˜
ijhki hkj + h˜
ijF kl,rshkl;ihrs;j
+ 2FH + F ij
(
h˜kr h˜ls − h˜klh˜rs
)
hkl;ihrs;j
)
=K
(
F klhakhal · h˜
ijhij −
(
F klhkl + F
)
h˜ijhai haj
+ 2FH +
(
h˜ijF kl,rs + F ij
(
h˜rsh˜ls − h˜klh˜rs
))
hkl;ihrs;j
)
. 
Lemma 4.8. The function w (H,K) evolves according to
L
(
w (H,K)
)
=L (H) wH + L (K) wK
− F ij
(
H;iH;j wHH + (H;iK;j +K;iH;j) wHK +K;iK;j wKK
)
,
(4.8)
where H is the mean curvature and K is the Gauss curvature. H and K form an
algebraic basis of the symmetric homogeneous polynomials in two variables.
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Here, the w-terms are defined as
wH :=
∂w
∂H
, wK :=
∂w
∂K
,
wHH :=
∂2w
∂H2
, wHK :=
∂2w
∂H∂K
, wKK :=
∂2w
∂K2
.
Proof. We use the chain rule.
L
(
w (H,K)
)
=
d
dt
w (H,K)− F ijw (H,K);ij
=
d
dt
H wH +
d
dt
K wK − F
ij (H;iwH +K;iwK);j
=
d
dt
H wH +
d
dt
K wK − F
ij (H;ij wH +K;ij wK)
− F ij
(
H;iH;j wHH +H;iK;j wHK +H;jK;iwHK +K;iK;j wKK
)
=L (H) wH + L (K) wK
− F ij
(
H;iH;j wHH + (H;iK;j +H;jK;i) wHK +K;iK;j wKK
)
. 
4.2. Evolution equations at a critical point, where we also choose normal
coordinates. In the second part of Section 4, we calculate the evolution equations
of the following geometric quantities at a critical point of the general function
w (H,K), where we also choose normal coordinates,
• mean curvature H ,
• Gauss curvature K,
• and general function w (H,K) depending on H and K.
Lemma 4.9. The covariant derivatives of the second fundamental form hij fulfill
these identitities at a critical point of w (H,K) (CP), i.e. w (H,K);i = 0 for
i = 1, 2, where we also choose normal coordinates (NC), i.e. the metric tensor
equals the Kronecker delta, gij = δij , and (hij) is diagonal, (hij) = diag (λ1, λ2),
(4.9) h22;1 = −
wH + λ2wK
wH + λ1wK
· h11;1 ≡ a1 · h11;1,
(4.10) h11;2 = −
wH + λ1wK
wH + λ2wK
· h22;2 ≡ a2 · h22;2.
Proof. Let i = 1.
w (H,K);1
= H;1︸︷︷︸
see (4.1)
wH + K;1︸︷︷︸
see (4.2)
wK
=
(
gijhij;1
)
wH +
(
Kh˜ijhij;1
)
wK
= (h11;1 + h22;1)wH +K
(
1
λ1
h11;1 +
1
λ2
h22;1
)
wK (NC)
= (wH + λ2wK)h11;1 + (wH + λ1wK)h22;1
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=0 (CP).
This implies
h22;1 = −
wH + λ2wK
wH + λ1wK
· h11;1 ≡ a1 · h11;1.
Let i = 2.
w (H,K);2
= H;2︸︷︷︸
see (4.1)
wH + K;2︸︷︷︸
see (4.2)
wK
=
(
gijhij;2
)
wH +
(
Kh˜ijhij;2
)
wK
= (h11;2 + h22;2)wH +K
(
1
λ1
h11;2 +
1
λ2
h22;2
)
wK (NC)
= (wH + λ2wK)h11;2 + (wH + λ1wK)h22;2
=0 (CP).
This implies
h11;2 = −
wH + λ1wK
wH + λ2wK
· h22;2 ≡ a2 · h22;2.

Lemma 4.10. The covariant derivatives of the mean curvature H (4.1) fulfill these
identities at a critical point of w (H,K), where we also choose normal coordinates,
(4.11) H;1 = (1 + a1) h11;1,
(4.12) H;2 = (1 + a2) h22;2.
Proof.
H;1 = g
ijhij;1 (see (4.1))
=h11;1 + h22;1 (NC)
= (1 + a1) h11;1 (CP),
H;2 = g
ijhij;2 (see (4.1))
=h11;2 + h22;2 (NC)
= (1 + a2) h22;2 (CP).

Lemma 4.11. The covariant derivatives of the Gauss curvatureK (4.2) fulfill these
identities at a critical point of w (H,K), where we also choose normal coordinates,
(4.13) K;1 = (λ2 + λ1a1)h11;1,
(4.14) K;2 = (λ1 + λ2a2)h22;2.
Proof.
K;1 =Kh˜
ijhij;1 (see (4.2))
=K
(
1
λ1
h11;1 +
1
λ2
h22;1
)
(NC)
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=λ2h11;1 + λ1h22;1
= (λ2 + λ1a1)h11;1 (CP),
K;2 =Kh˜
ijhij;2 (see (4.2))
=K
(
1
λ1
h11;2 +
1
λ2
h22;2
)
(NC)
=λ2h11;2 + λ1h22;2
= (λ1 + λ2a2)h22;2 (CP).

Lemma 4.12. The evolution equation of the mean curvature H (4.6) fulfills this
identity at a critical point of w (H,K), where we also choose normal coordinates,
(4.15) L (H) = CH (λ1, λ2) +GH (λ1, λ2)h
2
11;1 +GH (λ2, λ1)h
2
22;2,
where
CH (λ1, λ2) =F
(
λ21 + λ
2
2
)
+
(
∂F
∂λ1
−
∂F
∂λ2
)
(λ1 − λ2)λ1λ2, and(4.16)
GH (λ1, λ2) =
∂2F
∂λ21
+ 2
∂2F
∂λ1∂λ2
a1 +
∂2F
∂λ22
a21 + 2
∂F
∂λ1
− ∂F∂λ2
λ1 − λ2
a21.(4.17)
Proof.
L (H)
=F klhakhal ·H +
(
F − F klhkl
)
|A|2 + gijF kl,rshkl;ihrs;j (see (4.6))
=
(
∂F
∂λ1
λ21 +
∂F
∂λ22
λ22
)
(λ1 + λ2)
+
(
F −
∂F
∂λ1
λ1 −
∂F
∂λ2
λ2
)(
λ21 + λ
2
2
)
+

 2∑
i,j=1
∂2F
∂λi∂λj
hii;1hjj;1 +
2∑
i,j=1
i6=j
∂F
∂λi
− ∂F∂λj
λi − λj
h2ij;1


+

 2∑
i,j=1
∂2F
∂λi∂λj
hii;2hjj;2 +
2∑
i,j=1
i6=j
∂F
∂λi
− ∂F∂λj
λi − λj
h2ij;2

 (NC)
=
(
∂F
∂λ1
λ21 +
∂F
∂λ22
λ22
)
(λ1 + λ2)
+
(
F −
∂F
∂λ1
λ1 −
∂F
∂λ2
λ2
)(
λ21 + λ
2
2
)
+
(
∂2F
∂λ21
h211;1 + 2
∂2F
∂λ1∂λ2
h11;1h22;1 +
∂2F
∂λ22
h222;1 + 2
∂F
∂λ1
− ∂F∂λ2
λ1 − λ2
h212;1
)
+
(
∂2F
∂λ21
h211;2 + 2
∂2F
∂λ1∂λ2
h11;2h22;2 +
∂2F
∂λ22
h222;2 + 2
∂F
∂λ1
− ∂F∂λ2
λ1 − λ2
h212;2
)
.
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According to [7], the terms
F ij, klηijηkl =
2∑
i,j=1
∂2F
∂λi∂λj
ηiiηjj +
2∑
i,j=1
i6=j
∂F
∂λi
− ∂F∂λj
λi − λj
(ηij)
2
are well-defined for symmetric matrices (ηij) and λ1 6= λ2 or λ1 = λ2, when we
interpret the last term as a limit.
We get the constant terms
CH (λ1, λ2) =F
(
λ21 + λ
2
2
)
+
(
∂F
∂λ1
−
∂F
∂λ2
)
(λ1 − λ2)λ1λ2,
and at a critical point of w (H,K) (CP), using identities (4.9) and (4.10), we get
the gradient terms
GH (λ1, λ2) =
∂2F
∂λ21
+ 2
∂2F
∂λ1∂λ2
a1 +
∂2F
∂λ22
a21 + 2
∂F
∂λ1
− ∂F∂λ2
λ1 − λ2
a21.

Lemma 4.13. The evolution equation of the Gauss curvature K (4.7) fulfills this
identity at a critical point of w (H,K), where we also choose normal coordinates,
(4.18) L (K) = CK (λ1, λ2) +GK (λ1, λ2) h
2
11;1 +GK (λ2, λ1)h
2
22;2,
where
(4.19) CK (λ1, λ2) =
(
F (λ1 + λ2) +
(
∂F
∂λ1
λ1 −
∂F
∂λ2
λ2
)
(λ1 − λ2)
)
λ1λ2,
GK (λ1, λ2) = 2
(
−
∂F
∂λ1
a1 +
∂F
∂λ2
a21
)
+
(
∂2F
∂λ21
+ 2
∂2F
∂λ1∂λ2
a1 +
∂2F
∂λ22
a21
)
λ2 + 2
∂F
∂λ1
− ∂F∂λ2
λ1 − λ2
a21λ1.
(4.20)
Proof.
L (K)
=K
(
F klhakhal · h˜
ijhij −
(
F klhkl + F
)
h˜ijhai haj + 2FH
+
(
h˜ijF kl,rs + F ij
(
h˜krh˜ls − h˜klh˜rs
))
hkl;ihrs;j
)
see (4.7)
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=λ1λ2
(
2
(
∂F
∂λ1
λ21 +
∂F
∂λ2
λ22
)
+
(
F −
∂F
∂λ1
λ1 −
∂F
∂λ2
λ2
)
(λ1 + λ2)
+
1
λ1

 2∑
i,j=1
∂2F
∂λi∂λj
hii;1hjj;1 +
2∑
i,j=1
i6=j
∂F
∂λi
− ∂F∂λj
λi − λj
h2ij;1


+
1
λ2

 2∑
i,j=1
∂2F
∂λi∂λj
hii;2hjj;2 +
2∑
i,j=1
i6=j
∂F
∂λi
− ∂F∂λj
λi − λj
h2ij;2


+
∂F
∂λ1
(
2
1
λ1λ2
h211;2
)
−
∂F
∂λ1
(
2
1
λ1λ2
h11;1h22;1
)
+
∂F
∂λ2
(
2
1
λ1λ2
h222;1
)
−
∂F
∂λ2
(
2
1
λ1λ2
h11;2h22;2
))
(NC)
=λ1λ2
(
F (λ1 + λ2) +
(
∂F
∂λ1
λ1 +
∂F
∂λ2
λ2
)
(λ1 − λ2)
+
1
λ1
(
∂2F
∂λ21
h211;1 + 2
∂2F
∂λ1∂λ2
h11;1h22;1 +
∂2F
∂λ22
h222;1 +
∂F
∂λ1
− ∂F∂λ2
λ1 − λ2
h212;1
)
+
1
λ2
(
∂2F
∂λ21
h211;2 + 2
∂2F
∂λ1∂λ2
h11;2h22;2 +
∂2F
∂λ22
h222;2 +
∂F
∂λ1
− ∂F∂λ2
λ1 − λ2
h212;2
)
+ 2
1
λ1λ2
(
∂F
∂λ1
(
h211;2 − h11;1h22;1
)
+
∂F
∂λ2
(
h222;1 − h11;2h22;2
)))
.
According to [7], the terms
F ij, klηijηkl =
2∑
i,j=1
∂2F
∂λi∂λj
ηiiηjj +
2∑
i,j=1
i6=j
∂F
∂λi
− ∂F∂λj
λi − λj
(ηij)
2
are well-defined for symmetric matrices (ηij) and λ1 6= λ2 or λ1 = λ2, when we
interpret the last term as a limit.
We get the constant terms
CK (λ1, λ2) =
(
F (λ1 + λ2) +
(
∂F
∂λ1
λ1 −
∂F
∂λ2
λ2
)
(λ1 − λ2)
)
λ1λ2,
and at a critical point of w (H,K) (CP), using identities (4.9) and (4.10), we get
the gradient terms
GK (λ1, λ2) = 2
(
−
∂F
∂λ1
a1 +
∂F
∂λ2
a21
)
+
(
∂2F
∂λ21
+ 2
∂2F
∂λ1∂λ2
a1 +
∂2F
∂λ22
a21
)
λ2 + 2
∂F
∂λ1
− ∂F∂λ2
λ1 − λ2
a21λ1.

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Lemma 4.14. The evolution equation of the function w (H,K) (4.8) fulfills this
identity at a critical point of w (H,K), where we also choose normal coordinates,
(4.21) L
(
w (H,K)
)
= Cw (λ1, λ2) +Gw (λ1, λ2)h
2
11;1 +Gw (λ1, λ2)h
2
22;2,
where
Cw (λ1, λ2) =CH (λ1, λ2)wH + CK (λ1, λ2)wK
=
(
F
(
λ21 + λ
2
2
)
+
(
∂F
∂λ1
−
∂F
∂λ2
)
(λ1 − λ2)λ1λ2
)
wH
+
(
F (λ1 + λ2) +
(
∂F
∂λ1
λ1 −
∂F
∂λ2
λ2
)
(λ1 − λ2)
)
λ1λ2wK ,
(4.22)
Gw (λ1, λ2)
=GH (λ1, λ2)wH +GK (λ1, λ2)wK
−
∂F
∂λ1
(
(1 + a1)
2
wHH + 2 (1 + a1) (λ2 + λ1a1)wHK + (λ2 + λ1a1)
2
wKK
)
=
((
∂2F
∂λ21
+ 2
∂2F
∂λ1∂λ2
a1 +
∂2F
∂λ22
a21
)
+ 2
∂F
∂λ1
− ∂F∂λ2
λ1 − λ2
a21
)
wH
+
(
2
(
−
∂F
∂λ1
a1 +
∂F
∂λ2
a21
)
+
(
∂2F
∂λ21
+ 2
∂2F
∂λ1∂λ2
a1 +
∂2F
∂λ22
a21
)
λ2 + 2
∂F
∂λ1
− ∂F∂λ2
λ1 − λ2
a21λ1
)
wK
−
∂F
∂λ1
(
(1 + a1)
2
wHH + 2 (1 + a1) (λ2 + λ1a1)wHK + (λ2 + λ1a1)
2
wKK
)
.
(4.23)
Here, the w-terms are defined as
wH :=
∂w
∂H
, wK :=
∂w
∂K
,
wHH :=
∂2w
∂H2
, wHK :=
∂2w
∂H∂K
, wKK :=
∂2w
∂K2
.
Proof.
L (w (H,K))
=L (H)wH + L (K)wK
− F ij (H;iH;jwHH + (H;iK;j +K;iH;j)wHK +K;iK;jwKK) (see (4.8))
=L (H)wH + L (K)wK
−
∂F
∂λ1
(
H2;1wHH + 2H;1K;1wHK +K
2
;1wKK
)
−
∂F
∂λ2
(
H2;2wHH + 2H;2K;2wHK +K
2
;2wKK
)
(NC)
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=
(
CH (λ1, λ2) +GH (λ1, λ2)h
2
11;1 +GH (λ1, λ2) h
2
22;2
)
wH
+
(
CK (λ1, λ2) +GK (λ1, λ2)h
2
11;1 +GK (λ1, λ2)h
2
22;2
)
wK
−
∂F
∂λ1
(
(1 + a1)
2
wHH + 2 (1 + a1) (λ2 + λ1a1)wHK + (λ2 + λ1a1)
2
wKK
)
h211;1
−
∂F
∂λ2
(
(1 + a2)
2
wHH + 2 (1 + a2) (λ1 + λ2a2)wHK + (λ1 + λ2a2)
2
wKK
)
h222;2
(see (4.11), (4.12), (4.13), (4.14), (4.15), (4.18)).
We get the constant terms
Cw (λ1, λ2) =CH (λ1, λ2)wH + CK (λ1, λ2)wK
=
(
F
(
λ21 + λ
2
2
)
+
(
∂F
∂λ1
−
∂F
∂λ2
)
(λ1 − λ2)λ1λ2
)
wH
+
(
F (λ1 + λ2) +
(
∂F
∂λ1
λ1 −
∂F
∂λ2
λ2
)
(λ1 − λ2)
)
λ1λ2wK
(see (4.16), (4.19)),
and at a critical point of w (H,K) (CP), we get the gradient terms
Gw (λ1, λ2)
=GH (λ1, λ2)wH +GK (λ1, λ2)wK
−
∂F
∂λ1
(
(1 + a1)
2 wHH + 2 (1 + a1) (λ2 + λ1a1)wHK + (λ2 + λ1a1)
2 wKK
)
=
((
∂2F
∂λ21
+ 2
∂2F
∂λ1∂λ2
a1 +
∂2F
∂λ22
a21
)
+ 2
∂F
∂λ1
− ∂F∂λ2
λ1 − λ2
a21
)
wH
+
(
2
(
−
∂F
∂λ1
a1 +
∂F
∂λ2
a21
)
+
(
∂2F
∂λ21
+ 2
∂2F
∂λ1∂λ2
a1 +
∂2F
∂λ22
a21
)
λ2 + 2
∂F
∂λ1
− ∂F∂λ2
λ1 − λ2
a21λ1
)
wK
−
∂F
∂λ1
(
(1 + a1)
2
wHH + 2 (1 + a1) (λ2 + λ1a1)wHK + (λ2 + λ1a1)
2
wKK
)
(see (4.17), (4.20)).

4.3. Constant terms and gradient terms at a critical point, where we also
choose normal coordinates. The normal velocity is equal to powers of
the Gauss curvature. In the third and last part of Section 4, we calcuate the
constant terms Cw (λ1, λ2) and the gradient terms Gw (λ1, λ2) from Definition 1.1 of
the maximum-principle functions. As before, we calculate these terms at a critical
point of the general function w (H,K), where we also choose normal coordinates.
Furthermore, we set the normal velocity to powers of the Gauss curvature, F = Kσ.
So far, the constant terms and the gradient terms are rational functions. Now
we divide each of them by some nonnegative factor in order to turn them into
polynomials in two variables. For the constant terms we get a symmetric polynomial
and for the gradient terms an asymmetric polynomial. Finally, we dehomogenize
both polynomials by setting λ1 = ρ and λ2 = 1 and vice versa. We obtain for the
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constant terms a polynomial in one variable C (ρ) and for the gradient terms two
polynomials in one variable G1 (ρ) and G2 (ρ).
Lemma 4.15. Calculating the evolution equation of the quotient of two functions,
w = pq , we obtain the following identity
q2 L
(
p
q
)
= q L(p)− p L(q)(4.24)
at a critical point of w, i.e. w;i = 0 for i = 1, 2.
Proof.
L
(
p
q
)
=
d
dt
(
p
q
)
− F ij
(
p
q
)
;ij
=
p˙q − pq˙
q2
− F ij
1
q4
(
(piq − pqi);j q
2 − (piq − pqi)︸ ︷︷ ︸
=0 (CP)
(
q2
)
;j
)
=
1
q2
(
p˙q − pq˙ − F ij
(
p;ij q + piqj − pjqi︸ ︷︷ ︸
=0
−p q;ij
))
=
1
q2
(
q L(p)− pL(q)
)
.

Lemma 4.16. We calculate the following constant terms at a critical point, where
we also choose normal coordinates. The normal velocity is equal to powers of the
Gauss curvature, F = Kσ.
First we calculate the constant terms for the mean curvature H
CH (λ1, λ2) =K
σ
(
λ21 + λ
2
2 − σ (λ1 − λ2)
2
)
,(4.25)
and the constant terms for the Gauss curvature K
CK (λ1, λ2) =K
σ+1 (λ1 + λ2) .(4.26)
Then we calculate the constant terms for a rational function w = pq
q2C p
q
(λ1, λ2) =CH (λ1, λ2) rH + CK (λ1, λ2) rK
=Kσ
(((
λ21 + λ
2
2
)
− σ (λ1 − λ2)
2
)
rH +K (λ1 + λ2) rK
)
.
(4.27)
Now we divide the previous constant terms by a nonnegative factor and get a
polynomial in two variables
Cr (λ1, λ2) :=
q2
Kσ
C p
q
(λ1, λ2) .(4.28)
We dehomogenize the previous polynomial setting λ1 = ρ, λ2 = 1 and get a
polynomial in one variable
C (ρ) :=Cr (ρ, 1) =
(
(1− σ) ρ2 + 2σρ+ (1− σ)
)
rH + ρ (ρ+ 1) rK .(4.29)
Here, the r-terms are defined as
rH := q
∂p
∂H
− p
∂q
∂H
,
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rK := q
∂p
∂K
− p
∂q
∂K
.
Proof. We calculate the constant terms CH (λ1, λ2) for F = K
σ.
CH (λ1, λ2)
=F
(
λ21 + λ
2
2
)
+
(
∂F
∂λ1
−
∂F
∂λ2
)
(λ1 − λ2)λ1λ2 (see (4.16))
=Kσ
(
λ21 + λ
2
2
)
+
(
σKσ−1λ2 − σK
σ−1λ1
)
(λ1 − λ2)λ1λ2
=Kσ
(
λ21 + λ
2
2 − σ (λ1 − λ2)
2
)
.
We calculate the constant terms CK (λ1, λ2) for F = K
σ.
CK (λ1, λ2)
=
(
F (λ1 + λ2) +
(
∂F
∂λ1
λ1 −
∂F
∂λ2
λ2
)
(λ1 − λ2)
)
λ1λ2 (see (4.19))
=
(
Kσ (λ1 + λ2) +
(
σKσ−1λ1λ2 − σK
σ−1λ1λ2
)
(λ1 − λ2)
)
λ1λ2
=Kσ+1 (λ1 + λ2)λ1λ2.
Using the identity q2L
(
p
q
)
= q L (p)−pL (q) (4.24) we calculate the constant terms
C p
q
(λ1, λ2).
q2C p
q
(λ1, λ2)
=CH (λ1, λ2) rH + CK (λ1, λ2) rK (see (4.24), (4.22))
=Kσ
((
λ21 + λ
2
2 − σ (λ1 − λ2)
2
)
rH +K (λ1 + λ2) rK
)
.
Dividing by the nonnegative factor K
σ
q2 we get the polynomial in two variables
Cr (λ1, λ2).
Cr (λ1, λ2) =
q2
Kσ
C p
q
(λ1, λ2)
=
(
λ21 + λ
2
2 − σ (λ1 − λ2)
2
)
rH +K (λ1 + λ2) rK .
Now we dehomogenize the previous polynomial setting λ1 = ρ, λ2 = 1. We get the
polynomial in one veriable C (ρ).
C (ρ) :=Cr (ρ, 1)
=
(
ρ2 + 1− σ (ρ− 1)
2
)
rH + ρ (ρ+ 1) rK
=
(
(1− σ) ρ2 + 2σρ+ (1− σ)
)
rH + ρ (ρ+ 1) rK .

Lemma 4.17. We calculate the following gradient terms at a critical point, where
we also choose normal coordinates. The normal velocity is equal to powers of the
Gauss curvature, F = Kσ.
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First we calculate the gradient terms for the mean curvature H
GH (λ1, λ2) =
σKσ−2
(wH + λ1wK)
2
((
− (λ1 + λ2)
2
+ σ (λ1 − λ2)
2
)
w2H
− 2 (λ1 + 3λ2)KwHwK − 2 (λ1 + λ2)λ2Kw
2
K
)
,
(4.30)
the gradient terms for the Gauss curvature K
GK (λ1, λ2) =
σKσ−2
(wH + λ1wK)
2 (σ − 1) (λ1 − λ2)
2
λ2w
2
H ,(4.31)
and the mixed terms (compare (4.23))
−
∂F
∂λ1
(
(1 + a1)
2 wHH + 2 (1 + a1) (λ2 + λ1a1)wHK + (λ2 + λ1a1)
2 wKK
)
=
σKσ−2
(wH + λ1wK)
2λ1 (λ1 − λ2)
2
λ22
(
−w2KwHH + 2wHwKwHK − w
2
HwKK
)
.
(4.32)
Then we calculate the gradient terms for a rational function w = pq
q2G p
q
(λ1, λ2)
=GH (λ1, λ2) rH +GK (λ1, λ2) rK
−
∂F
∂λ1
(
(1 + a1)
2
wHH + 2 (1 + a1) (λ2 + λ1a1)wHK + (λ2 + λ1a1)
2
wKK
)
=
σKσ−2
(rH + λ1rK)
2
((
(σ − 1)λ21 − 2 (σ + 1)λ1λ2 + (σ − 1)λ
2
2
)
r3H
(
(σ − 3)λ21 − 2 (σ + 2)λ1λ2 + (σ − 1)λ
2
2
)
λ2rHr
2
K
− 2λ1 (λ1 + λ2)λ
2
2rHr
2
K
− λ1 (λ1 − λ2)
2
λ22r
2
KrHH
+ 2λ1 (λ1 − λ2)
2
λ22rHrKrHK
− λ1 (λ1 − λ2)
2
λ22r
2
HrKK
)
.
(4.33)
Now we divide the previous gradient terms by a nonnegative factor and get a
polynomial in two variables
Gr (λ1, λ2) :=
q2 (wH + λ1wK)
2
σKσ−2
G p
q
(λ1, λ2) .(4.34)
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We dehomogenize the previous polynomial setting λ1 = ρ, λ2 = 1 and λ1 =
1, λ2 = ρ, respectively. We get two polynomials in one variable
G1 (ρ) :=Gr (ρ, 1)
=
(
(σ − 1) ρ2 − 2 (σ + 1) ρ+ (σ − 1)
)
r3H
+
(
(σ − 3)ρ2 − 2 (σ + 2)ρ+ (σ − 1)
)
r2HrK
− 2ρ (ρ+ 1) rHr
2
K
− ρ (ρ− 1)
2
r2KrHH
+ 2ρ (ρ− 1)
2
rHrKrHK
− ρ (ρ− 1)
2
r2HrKK ,
(4.35)
G2 (ρ) :=Gr (1, ρ)
=
(
(σ − 1)ρ2 − 2 (σ + 1)ρ+ (σ − 1)
)
r3H
+ ρ
(
(σ − 1) ρ2 − 2 (σ + 2) ρ+ (σ − 3)
)
r2HrK
− 2ρ2 (ρ+ 1) rHr
2
K
− ρ2 (ρ− 1)2 r2KrHH
+ 2ρ2 (ρ− 1)
2
rHrKrHK
− ρ2 (ρ− 1)
2
r2HrKK .
(4.36)
Here, the r-terms are defined as
rH := q
∂p
∂H
− p
∂q
∂H
, rK := q
∂p
∂K
− p
∂q
∂K
,
rHH := q
∂2p
∂H2
− p
∂2q
∂H2
, rHK := q
∂2p
∂H∂K
− p
∂2q
∂H∂K
, rKK := q
∂2p
∂K2
− p
∂2q
∂K2
.
Proof. We calculate the gradient terms GH (λ1, λ2) for F = K
σ.
GH (λ1, λ2)
=
∂2F
∂λ21
+ 2
∂2F
∂λ1∂λ2
a1 +
∂2F
∂λ22
a21 +
∂F
∂λ1
− ∂F∂λ2
λ1 − λ2
a21 (see (4.17))
=σ (σ − 1)Kσ−2λ22 + 2σ
2Kσ−1a1 + σ (σ − 1)K
σ−2λ21a
2
1
+ 2
σKσ−1λ2 − σK
σ−1λ1
λ1 − λ2
a21
=σKσ−2
(
(σ − 1)λ22 + 2σKa1 + (σ − 1)λ
2
1a
2
1 − 2Ka
2
1
)
=σKσ−2
(
(σ − 1)λ22 + 2σK
(
−
wH + λ2wK
wH + λ1wK
)
+
(
(σ − 1)λ21 − 2K
)(
−
wH + λ2wK
wH + λ1wK
)2)
(see (4.9))
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=
σKσ−2
(wH + λ1wK)
2
(
(σ − 1)λ22 (wH + λ1wK)
2
− 2σK (wH + λ2wK) (wH + λ1wK)
+
(
(σ − 1)λ21 − 2K
)
(wH + λ2wK)
2
)
=
σKσ−2
(wH + λ1wK)
2
(
(σ − 1)λ22
(
w2H + 2λ1wHwK + λ
2
1w
2
K
)
− 2σK
(
w2H + λ1wHwK + λ2wHwK +Kw
2
K
)
+
(
(σ − 1)λ21 − 2K
) (
w2H + 2λ2wHwK + λ
2
2w
2
K
) )
=
σKσ−2
(wH + λ1wK)
2
( (
−λ22 − λ
2
1 − 2K + σ
(
λ22 − 2K + λ
2
1
))
w2H
+
(
−2λ1λ
2
2 − 2λ
2
1λ2 − 4Kλ2 + σ
(
2λ1λ
2
2 − 2K (λ1 + λ2) + 2λ
2
1λ2
))
wHwK
+
(
−K2 −K2 − 2Kλ22 + σ
(
K2 − 2K2 +K2
))
w2K
)
=
σKσ−2
(wH + λ1wK)
2
((
− (λ1 + λ2)
2
+ σ (λ1 − λ2)
2
)
w2H
− 2 (λ1 + 3λ2)KwHwK − 2λ2 (λ1 + λ2)Kw
2
K
)
.
We calculate the gradient terms GK (λ1, λ2) for F = K
σ.
GK (λ1, λ2)
= 2
(
−
∂F
∂λ1
a1 +
∂F
∂λ2
a21
)
+
(
∂2F
∂λ21
+ 2
∂2F
∂λ1∂λ2
a1 +
∂2F
∂λ22
a21
)
λ2 + 2
∂F
∂λ1
− ∂F∂λ2
λ1 − λ2
λ1a
2
1
(see (4.20))
=2
(
−σKσ−1λ2a1 + σK
σ−1λ1a
2
1
)
+
(
σ (σ − 1)Kσ−2λ22 + 2σ
2Kσ−1a1 + σ (σ − 1)K
σ−2λ21a
2
1
)
λ2
+ 2
σKσ−1λ2 − σK
σ−1λ1
λ1 − λ2
λ1a
2
1
= σKσ−2
(
− 2Kλ2a1 + 2Kλ1a
2
1 +
(
(σ − 1)λ22 + 2σKa1 + (σ − 1)λ
2
1a
2
1
)
λ2
− 2Kλ1a
2
1
)
= σKσ−2
(
(σ − 1)λ32 + (−2Kλ2 + 2σKλ2) a1 + (σ − 1)λ
2
1λ2a
2
1
)
= σ (σ − 1)Kσ−2
(
λ32 + 2Kλ2a1 + λ
2
1λ2a
2
1
)
= σ (σ − 1)Kσ−2λ2
(
λ22 + 2Ka1 + λ
2
1a
2
1
)
= σ (σ − 1)Kσ−2λ2 (λ2 + λ1a1)
2
= σ (σ − 1)Kσ−2λ2
(
λ2 − λ1
wH + λ2wK
wH + λ1wK
)2
(see (4.9))
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=
σKσ−2
(wH + λ1wK)
2 (σ − 1)λ2
(
λ2 (wH + λ1wK)− λ1 (wH + λ2wK)
)2
=
σKσ−2
(wH + λ1wK)
2 (σ − 1)λ2
(
λ2wH +KwK − λ1wH −KwK
)2
=
σKσ−2
(wH + λ1wK)
2 (σ − 1) (λ1 − λ2)
2 λ2w
2
H .
We calculate the mixed terms (compare (4.23))
−
∂F
∂λ1
(
(1 + a1)
2 wHH + 2 (1 + a1) (λ2 + λ1a1)wHK + (λ2 + λ1a1)
2 wKK
)
for F = Kσ.
−
∂F
∂λ1
(
(1 + a1)
2 wHH + 2 (1 + a1) (λ2 + λ1a1)wHK + (λ2 + λ1a1)
2 wKK
)
= − σKσ−1λ2
((
1−
wH + λ2wK
wH + λ1wK
)2
wHH
+ 2
(
1−
wH + λ2wK
wH + λ1wK
)(
λ2 −
wH + λ2wK
wH + λ1wK
)
wHK
+
(
λ2 − λ1
wH + λ2wK
wH + λ1wK
)2
wKK
)
= −
σKσ−1λ2
(wH + λ1wK)
2
(
(wH + λ1wK − wH − λ2wK)
2
wHH
+ 2 (wH + λ1wK − wH − λ2wK) ·
· (λ2wH + λ1λ2wK − λ1wH − λ1λ2wK)wHK
+ (λ2wH + λ1λ2wK − λ1wH − λ1λ2wK)
2
w2HwKK
)
(see (4.9))
= −
σKσ−1λ2
(wH + λ1wK)
2
(
(λ1 − λ2)
2 w2KwHH − 2 (λ1 − λ2)
2 wHwKwHK
+ (λ1 − λ2)
2
w2HwKK
)
=
σKσ−2
(wH + λ1wK)
2λ1 (λ1 − λ2)
2
λ22
(
− w2KwHH + 2wHwKwKK − w
2
HwKK
)
.
Using q2L
(
p
q
)
= q L (p) − p L (q) (4.24) we calculate the gradient terms
G p
q
(λ1, λ2).
q2G p
q
(λ1, λ2)
=GH (λ1, λ2) rH +GK (λ1, λ2) rK
−
∂F
∂λ1
(
(1 + a1)
2
rHH + 2 (1 + a1) (λ2 + λ1a1) rHK + (λ2 + λ1a1)
2
rKK
)
(see (4.24), (4.21))
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=
σKσ−2
(rH + λ1rK)
2
((
− (λ1 + λ2)
2
+ σ (λ1 − λ2)
2
)
r3H
− 2 (λ1 + 3λ2)Kr
2
HrK − 2λ1 (λ1 + λ2)λ
2
2rHr
2
K
+ (σ − 1) (λ1 − λ2)
2
λ2r
2
HrK
− λ1 (λ1 − λ2)
2
λ22r
2
KrHH
+ 2λ1 (λ1 − λ2)
2
λ22rHrKrHK
− λ1 (λ1 − λ2)
2
λ22r
2
HrKK
)
(see (4.30), (4.31), (4.32))
=
σKσ−2
(rH + λ1rK)
2
((
(σ − 1)λ21 − 2 (σ + 1)λ1λ2 + (σ − 1)λ
2
2
)
r3H
+
(
(σ − 3)λ21 − 2 (σ + 2)λ1λ2 + (σ − 1)λ
2
2
)
λ2rHr
2
K
− 2λ1 (λ1 + λ2)λ
2
2rHr
2
K
− λ1 (λ1 − λ2)
2
λ22r
2
KrHH
+ 2λ1 (λ1 − λ2)
2
λ22rHrKrHK
− λ1 (λ1 − λ2)
2
λ22r
2
HrKK
)
.
Dividing by the nonnegative factor σK
σ−2
q2(rH+λ1rK)
2 we get the polynomial in two
variables Gr (λ1, λ2).
Gr (λ1, λ2) :=
q2 (rH + λ1rK)
2
σKσ−2
G p
q
(λ1, λ2)
=
(
(σ − 1)λ21 − 2 (σ + 1)λ1λ2 + (σ − 1)λ
2
2
)
r3H
+
(
(σ − 3)λ21 − 2 (σ + 2)λ1λ2 + (σ − 1)λ
2
2
)
λ2r
2
HrK
− 2λ1 (λ1 + λ2)λ
2
2rHr
2
K
− λ1 (λ1 − λ2)
2
λ22r
2
KrHH
+ 2λ1 (λ1 − λ2)
2
λ22rHrKrHK
− λ1 (λ1 − λ2)
2
λ22r
2
HrKK .
Now we dehomogenize the previous polynomial setting λ1 = ρ, λ2 = 1 and
λ1 = 1, λ2 = ρ, respectively. We get the two polynomials in one variable G1 (ρ)
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and G2 (ρ).
G1 (ρ) :=Gr (ρ, 1)
=
(
(σ − 1) ρ2 − 2 (σ + 1) ρ+ (σ − 1)
)
r3H
+
(
(σ − 3)ρ2 − 2 (σ + 2)ρ+ (σ − 1)
)
r2HrK
− 2ρ (ρ+ 1) rHr
2
K
− ρ (ρ− 1)2 r2KrHH
+ 2ρ (ρ− 1)
2
rHrKrHK
− ρ (ρ− 1)2 r2HrKK ,
G2 (ρ) :=Gr (1, ρ)
=
(
(σ − 1)ρ2 − 2 (σ + 1)ρ+ (σ − 1)
)
r3H
+ ρ
(
(σ − 1) ρ2 − 2 (σ + 2) ρ+ (σ − 3)
)
r2HrK
− 2ρ2 (ρ+ 1) rHr
2
K
− ρ2 (ρ− 1)2 r2KrHH
+ 2ρ2 (ρ− 1)
2
rHrKrHK
− ρ2 (ρ− 1)2 r2HrKK .

5. Dehomogenized polynomials, leading terms and nine cases
5.1. Dehomogenized polynomials, leading terms. In the first part of Section
5, we define homogeneous symmetric polynomials in the algebraic basis {H,K}. We
also state their first and second derivatives with respect to H and K. Furthermore,
we calculate their dehomogenized versions setting λ1 = ρ, λ2 = 1. So we obtain
several polynomials in one variable.
Then we define an operator  L that determines the leading terms of a given poly-
nomial in one variable. Now we present the leading terms of the above polynomials
in one veriable. Here, we have to distinguish three distinct cases.
Due to the form of the r-terms this means that we have nine different cases
to explore. In the second part of Section 5 we determine the leading terms of
the r-terms. In each case we continue with the calculation of the leading terms
of the polynomial constant terms C (ρ) and the calculation of the leading terms
of the polynomial gradient terms G1 (ρ) and G2 (ρ). All nine cases result in a
contradiction. This concludes the proof of our main Theorem 1.2.
Lemma 5.1. We define two homogeneous symmetric polynomials
p(H,K) :=
⌊g/2⌋∑
i=0
ci+1H
g−2iKi,(5.1)
q(H,K) :=
⌊h/2⌋∑
j=0
dj+1H
h−2jKj ,(5.2)
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where g is the degree of p (H,K), and h is the degree of q (H,K), respectively.
Furthermore, we have #{ci} = ⌊g/2 + 1⌋ and #{dj} = ⌊h/2 + 1⌋, respectively.
We calculate the derivatives of the polynomial p(H,K)
∂p
∂H
(H,K) :=
⌊g/2⌋∑
i=0
ci+1(g − 2i)H
g−2i−1Ki,
∂p
∂K
(H,K) :=
⌊g/2⌋∑
i=0
ci+1iH
g−2iKi−1,
∂2p
∂H2
(H,K) :=
⌊g/2⌋∑
i=0
ci+1(g − 2i)(g − 2i− 1)H
g−2i−2Ki,
∂2p
∂H∂K
(H,K) :=
⌊g/2⌋∑
i=0
ci+1(g − 2i)iH
g−2i−1Ki−1,
∂2p
∂K2
(H,K) :=
⌊g/2⌋∑
i=0
ci+1i(i− 1)(g − 2i)H
g−2iKi−2.
Lemma 5.2. We calculate the dehomogenized version of the polynomial p(H,K)
and its derivatives from Lemma 5.1 setting λ1 = 1, λ2 = ρ
p(ρ) :=
⌊g/2⌋∑
i=0
ci+1(ρ+ 1)
g−2iρi,
pH(ρ) :=
⌊g/2⌋∑
i=0
ci+1(g − 2i)(ρ+ 1)
g−2i−1ρi,
pK(ρ) :=
⌊g/2⌋∑
i=0
ci+1i(ρ+ 1)
g−2iρi−1,
pHH(ρ) :=
⌊g/2⌋∑
i=0
ci+1(g − 2i)(g − 2i− 1)(ρ+ 1)
g−2i−2ρi,
pHK(ρ) :=
⌊g/2⌋∑
i=0
ci+1(g − 2i)i(ρ+ 1)
g−2i−1ρi−1,
pKK(ρ) :=
⌊g/2⌋∑
i=0
ci+1i(i− 1)(g − 2i)(ρ+ 1)
g−2iρi−2.
Remark 5.3. To determine the leading term of a polynomial p ∈ R[ρ] we write
 L (p) = cgρ
g,(5.3)
if p = cgρ
g +
∑g
i=0 ciρ
i for some ci ∈ R. Note that cg = 0 is possible.
Furthermore, we set
(5.4) Pρ (g) := {q polynomial in ρ : degree of q ≤ g}.
Lemma 5.4. We apply the operator  L from Definition 5.3 to the polynomials in
Lemma 5.2 in all three distinct cases.
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Case A. c1 > 0
 L (p) = c1ρ
g,
 L (pH) = c1gρ
g−1,
 L (pK) = c2ρ
g−2,
 L (pHH) = c1g (g − 1) ρ
g−2,
 L (pHK) = c2 (g − 2)ρ
g−3,
 L (pKK) = c32ρ
g−4.
Terms with negative powers of ρ do not occur for g ≥ 4. If g ≤ 3 the terms with
negative powers of ρ are 0.
Case B. c1 = 0, c2 > 0
 L (p) = c2ρ
g−1,
 L (pH) = c2 (g − 2) ρ
g−2,
 L (pK) = c2ρ
g−2,
 L (pHH) = c2 (g − 2) (g − 3)ρ
g−3,
 L (pHK) = c2 (g − 2) ρ
g−3,
 L (pKK) = c32ρ
g−4.
Terms with negative powers of ρ do not occur for g ≥ 4. If g ≤ 3 the terms with
negative powers of ρ are 0.
Case C. c1 = 0, . . . , ck−1 = 0, ck > 0 for all k ≥ 3
 L (p) = ckρ
g−(k−1),
 L (pH) = ck (g − 2 (k − 1)) ρ
g−k,
 L (pK) = ck (k − 1) ρ
g−k,
 L (pHH) = ck (g − 2 (k − 1)) (g − 2k + 1) ρ
g−(k+1),
 L (pHK) = ck (g − 2 (k − 1)) (k − 1) ρ
g−(k+1),
 L (pKK) = ck (k − 2) (k − 1) ρ
g−(k+1).
Terms with negative powers of ρ do not occur. Since c1 = 0, . . . , ck−1 = 0, ck > 0
for all k ≥ 3, we have 3 ≤ k ≤ #{ci} = ⌊g/2 + 1⌋. Thus, 2 (k − 1) ≤ g. Therefore,
we get
g − (k + 1) ≥ 2 (k − 1)− (k + 1) = k − 3 ≥ 0.
Furthermore, we have g − k ≥ 1. We will use this implicitly in the second part of
Section 5.
5.2. Nine cases.
Remark 5.5. We recall from Lemma 4.17 that the r-terms are defined as
rH := q
∂p
∂H
− p
∂q
∂H
, rK := q
∂p
∂K
− p
∂q
∂K
,
rHH := q
∂2p
∂H2
− p
∂2q
∂H2
, rHK := q
∂2p
∂H∂K
− p
∂2q
∂H∂K
, rKK := q
∂2p
∂K2
− p
∂2q
∂K2
.
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Therefore, we have to distinguish these nine cases in order to calculate the leading
terms of the r-terms
• Case I: c1 > 0, d1 > 0,
• Case II: c1 > 0, d2 > 0,
• Case III: c1 > 0, dl > 0,
• Case IV: c2 > 0, d2 > 0,
• Case V: c2 > 0, dl > 0,
• Case VI: ck > 0, dl > 0,
• Case VII: c2 > 0, d1 > 0,
• Case VIII: ck > 0, d1 > 0,
• Case IX: ck > 0, d2 > 0,
for all k, l ≥ 3.
Remark 5.6. We recall the constant terms C (ρ) from Lemma 4.16
C (ρ) =
(
(1− σ) ρ2 + 2σρ+ (1− σ)
)
rH + ρ (ρ+ 1) rK ,(5.5)
the gradient terms G1 (ρ) from Lemma 4.17
G1 (ρ) =
(
(σ − 1)ρ2 − 2 (σ + 1) ρ+ (σ − 1)
)
r3H
+
(
(σ − 3) ρ2 − 2 (σ + 2) ρ+ (σ − 1)
)
r2HrK
− 2ρ (ρ+ 1) rHr
2
K
− ρ (ρ− 1)
2
r2KrHH
+ 2ρ (ρ− 1)
2
rHrKrHK
− ρ (ρ− 1)
2
r2HrKK ,
(5.6)
and the gradient terms G2 (ρ) from Lemma 4.17
G2 (ρ) =
(
(σ − 1) ρ2 − 2 (σ + 1) ρ+ (σ − 1)
)
r3H
+ ρ
(
(σ − 1)ρ2 − 2 (σ + 2) ρ+ (σ − 3)
)
r2HrK
− 2ρ2 (ρ+ 1) rHr
2
K
− ρ2 (ρ− 1)
2
r2KrHH
+ 2ρ2 (ρ− 1)2 rHrKrHK
− ρ2 (ρ− 1)
2
r2HrKK .
(5.7)
5.3. Case I. c1 > 0, d1 > 0
First we calculate the leading terms or the maximal order of the r-terms using
Lemma 5.4.
 L (rH) = c1d1 (g − h) ρ
g+h−1,
 L (rK) ∈ Pρ (g + h− 2) ,
 L (rHH) ∈ Pρ (g + h− 2) ,
 L (rHK) ∈ Pρ (g + h− 3) ,
 L (rKK) ∈ Pρ (g + h− 4) .
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Now we calculate the leading terms of G1 (ρ) using (5.6)
 L
(
G1 (ρ)
)
= c31d
3
1 (σ − 1) (g − h)
3 ρ3(g+h)−1.
For maximum-principle functions (1.1) we have g ≥ 2, g−h > 0 and  L
(
G1 (ρ)
)
≤ 0
for all ρ ≥ 0. Since σ − 1 > 0 Case I, results in a contradiction.
5.4. Case II. c1 > 0, d2 > 0
First we calculate the leading terms or the maximal order of the r-terms using
Lemma 5.4.
 L (rH) = c1d2 (g − h+ 2)ρ
g+h−2,
 L (rK) = −c1d2ρ
g+h−2,
 L (rHH) = c1d2 (g − h+ 2) (g + h− 3)ρ
g+h−3,
 L (rHK) = −c1d2 (h− 2) ρ
g+h−3,
 L (rKK) ∈ Pρ (g + h− 4) .
Now we calculate the leading terms of G1 (ρ) using (5.6)
 L
(
G1 (ρ)
)
= −c31d
3
2 (g − h+ 1) (g − h+ 2) ((g − h) (1− σ) + 1− 2σ) ρ
3(g+h)−4.
For maximum-principle functions (1.1) we have g ≥ 2, g−h > 0 and  L
(
G1 (ρ)
)
≤ 0
for all ρ ≥ 0. Since 2σ−1σ−2 > 2 for all σ > 1, we get g−h+
2σ−1
σ−1 > 0 which is equivalent
to (g − h) (1− σ) + 1− 2σ < 0. Therefore, Case II results in a contradiction.
5.5. Case III. c1 > 0, dl > 0 for all l ≥ 3
First we calculate the leading terms of the r-terms using Lemma 5.4.
 L (rH) = c1dl (g − h+ 2 (l − 1)) ρ
g+h−l,
 L (rK) = −c1dl (l − 1) ρ
g+h−l,
 L (rHH ) = c1dl (g − h+ 2 (l − 1)) (g + h− 2l+ 1) ρ
g+h−(l+1),
 L (rHK ) = −c1dl (h− 2 (l − 1)) (l − 1) ρ
g+h−(l+1),
 L (rKK) = −c1dl (l − 2) (l − 1)ρ
g+h−(l+1).
Now we calculate the leading terms of G1 (ρ) using (5.6)
 L
(
G1 (ρ)
)
= −c31d
3
l (g − h+ (l − 1)) (g − h+ 2 (l − 1)) ·
· ((g − h) (1− σ) + (l − 1) (1− 2σ)) ρ3(g+h−l)+2.
Formaximum-principle functions (1.1) we have h−l ≥ 1, g−h > 0 and  L
(
G1 (ρ)
)
≤
0 for all ρ ≥ 0. Since (l − 1) 2σ−1σ−1 > 4 for all l ≥ 3, σ > 1, we get g − h +
(l − 1) 2σ−1σ−1 > 0 which is equivalent to (g − h) (1− σ)+(l − 1) (1− 2σ) < 0. There-
fore, Case III results in a contradiction.
5.6. Case IV. c2 > 0, d2 > 0
First we calculate the leading terms or the maximal order of the r-terms using
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Lemma 5.4.
 L (rH) = c2d2 (g − h) ρ
g+h−3,
 L (rK) ∈ Pρ (g + h− 4) ,
 L (rHH) ∈ Pρ (g + h− 4) ,
 L (rHK) ∈ Pρ (g + h− 4) ,
 L (rKK) ∈ Pρ (g + h− 5) .
Now we calculate the leading terms of G1 (ρ) using (5.6)
 L
(
G1 (ρ)
)
= c32d
3
2 (σ − 1) (g − h)
3 ρ3(g+h)−7.
For maximum-principle functions (1.1) we have g ≥ 2, g−h > 0 and  L
(
G1 (ρ)
)
≤ 0
for all ρ ≥ 0. Due to d1 = 0, d2 > 0 we have h ≥ 2. Since σ − 1 > 0, Case IV
results in a contradiction.
5.7. Case V. c2 > 0, dl > 0 for all l ≥ 3
First we calculate the leading terms of the r-terms using Lemma 5.4.
 L (rH) = c2dl (g − h+ 2 (l − 2)) ρ
g+h−(l+1),
 L (rK) = −c2dl (l − 2)ρ
g+h−(l+1),
 L (rHH) = c2dl(g − h+ 2(l − 2))(g + h− (2l+ 1))ρ
g+h−(l+2),
 L (rHK) = c2dl ((g − 2)− (h− 2 (l − 1)) (l − 1)) ρ
g+h−(l+2),
 L (rKK) = −c2dl (l− 2) (l − 1) ρ
g+h−(l+2).
Now we calculate the leading terms of G1 (ρ) using (5.6)
 L
(
G1 (ρ)
)
= −c32d
3
l (g − h+ (l − 2))(g − h+ 2(l − 2))·
· ((g − h)(1− σ) + (l − 2)(1− 2σ))ρ3(g+h−l)−1.
Formaximum-principle functions (1.1) we have h−l ≥ 1, g−h > 0 and  L
(
G1 (ρ)
)
≤
0 for all ρ ≥ 0. Since (l − 2) 2σ−1σ−1 > 2 for all l ≥ 3, σ > 1, we get g − h +
(l − 2) 2σ−1σ−1 > 0 which is equivalent to (g − h) (1− σ)+(l − 2) (1− 2σ) < 0. There-
fore, Case V results in a contradiction.
5.8. Case VI. ck > 0, dl > 0 for all k, l ≥ 3
First we calculate the leading terms of the r-terms using Lemma 5.4.
 L (rH) = ckdl ((g − h)− 2 (k − l)) ρ
g+h−(k+l−1),
 L (rK) = ckdl (k − l)ρ
g+h−(k+l−1),
 L (rHH ) = ckdl(g + h+ 3− 2(k + l))(g + h− 2(k − l))ρ
g+h−(k+l),
 L (rHK ) = ckdl ((g − 2 (k − 1)) (k − 1)− (h− 2 (l − 1)) (l− 1)) ρ
g+h−(k+l),
 L (rKK) = ckdl ((k − 2) (k − 1)− (l− 2) (l − 1)) ρ
g+h−(k+l).
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Now we calculate the leading terms of C (ρ) , G1 (ρ) , G2 (ρ) using (5.5), (5.6), (5.7)
 L
(
C(ρ)
)
= ckdl ((g − h)(1− σ) + (l − k)(1− 2σ)) ρ
g+h−(k+l)+3,
 L
(
G1(ρ)
)
= −c3kd
3
l (g − h+ (l − k))(g − h+ 2(l − k))·
· ((g − h)(1 − σ) + (l − k)(1− 2σ))ρ3(g+h−(k+l))+5,
 L
(
G2(ρ)
)
= −c3kd
3
l (l − k)(g − h+ 2(l − k))·
· ((l − k) + (g − h+ 2(l − k))σ)ρ3(g+h−(k+l))+6.
For maximum-principle functions (1.1) we have g− k ≥ 1, h− l ≥ 1, g− h > 0 and
 L
(
C (ρ)
)
≤ 0,  L
(
G1 (ρ)
)
≤ 0,  L
(
G2 (ρ)
)
≤ 0 for all ρ ≥ 0.
We assume (g − h)(1− σ) + (l− k)(1− 2σ) = 0 which is equivalent to the identity
g − h = (k − l) 2σ−1σ−1 . Since
2σ−1
σ−1 > 2, we get k − l > 0. Using this identity we get
 L
(
G2(ρ)
)
= c3kd
3
l (k − l)
3
(
1
σ − 1
)2
ρ3(g+h−(k+l))+6
which results in a contradiction. So we have (g − h)(1 − σ) + (l − k)(1 − 2σ) < 0
which is equivalent to g − h+ (l − k) 2σ−1σ−1 > 0. Furthermore, we assume k − l > 0
which implies
g − h > (k − l)
2σ − 1
σ − 1
> 2(k − l) > k − l and
g − h+ (l − k) > g − h+ 2(l− k) > 0.
Thus, the condition  L
(
G1(ρ)
)
≤ 0 for all ρ ≥ 0 results in a contradiction. For
l − k ≥ 0 the same condition also results in a contradiction. Therefore, Case VI
results in a contradiction.
5.9. Case VII. c2 > 0, d1 > 0
First we calculate the leading terms of the r-terms using Lemma 5.4.
 L (rH) = c2d1 (g − h− 2)ρ
g+h−2,
 L (rK) = c2d1ρ
g+h−2,
 L (rHH) = c2d1 (g − h− 2) (g + h− 3)ρ
g+h−3,
 L (rHK) = c2d1 (g − 2) ρ
g+h−3,
 L (rKK) ∈ Pρ (g + h− 4) .
Now we calculate the leading terms of C (ρ) , G1 (ρ) , G2 (ρ) using (5.5), (5.6), (5.7)
 L
(
C (ρ)
)
= c2d1 ((g − h) (1− σ)− 1 + 2σ) ρ
g+h,
 L
(
G1 (ρ)
)
= −c32d
3
1 (g − h− 2) (g − h− 1) ((g − h) (1− σ)− 1 + 2σ) ρ
3(g+h)−4,
 L
(
G2 (ρ)
)
= c32d
3
1
(
− (g − h− 2)− (g − h− 2)
2
σ
)
ρ3(g+h)−3.
For maximum-principle functions (1.1) we have g ≥ 2, g−h > 0 and  L
(
C (ρ)
)
≤ 0,
 L
(
G1 (ρ)
)
≤ 0,  L
(
G2 (ρ)
)
≤ 0 for all ρ ≥ 0.
We assume (g − h) (1− σ)− 1+ 2σ = 0 which is equivalent to the identity g− h =
2σ−1
σ−1 . Using this identity we get
 L
(
G2 (ρ)
)
= c32d
3
1
(
1
σ − 1
)2
ρ3(g+h)−3
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which results in a contradiction. So we have (g − h) (1− σ)− 1 + 2σ < 0 which is
equivalent to g − h > 2σ−1σ−1 . This implies
g − h >
2σ − 1
σ − 1
> 2 > 1 and
g − h− 1 > g − h− 2 > 0.
Thus, the condition  L
(
G1 (ρ)
)
≤ 0 for all ρ ≥ 0 results in a contradiction. There-
fore, Case VII results in a contradiction.
5.10. Case VIII. ck > 0, d1 > 0 for all k ≥ 3
First we calculate the leading terms of the r-terms using Lemma 5.4.
 L (rH) = ckd1 (g − h− 2 (k − 1)) ρ
g+h−k,
 L (rK) = ckd1 (k − 1)ρ
g+h−k,
 L (rHH ) = ckd1 (g − h− 2 (k − 1)) (g + h− 2k + 1)ρ
g+h−(k+1),
 L (rHK ) = ckd1 (g − 2 (k − 1)) (k − 1)ρ
g+h−(k+1),
 L (rKK) = ckd1 (k − 2) (k − 1)ρ
g+h−(k+1).
Now we calculate the leading terms of C (ρ) , G1 (ρ) , G2 (ρ) using (5.5), (5.6), (5.7)
 L
(
C (ρ)
)
= ckd1 ((g − h) (1− σ) + (k − 1) (−1 + 2σ)) ρ
g+h−k+2,
 L
(
G1 (ρ)
)
= −c3kd
3
1 (g − h− 2 (k − 1)) (g − h− (k − 1)) ·
· ((g − h) (1− σ) + (k − 1) (−1 + 2σ)) ρ3(g+h−k)+2,
 L
(
G2 (ρ)
)
= c3kd
3
1 (g − h− 2 (k − 1)) (k − 1) ·
· (− (k − 1) + (g − h− 2 (k − 1))σ) ρ3(g+h−k)+3.
For maximum-principle functions (1.1) we have g−k ≥ 1, g−h > 0 and  L
(
C (ρ)
)
≤
0,  L
(
G1 (ρ)
)
≤ 0,  L
(
G2 (ρ)
)
≤ 0 for all ρ ≥ 0.
We assume (g − h) (1− σ) + (k − 1) (−1 + 2σ) = 0 which is equivalent to the iden-
tity g − h = (k − 1) 2σ−1σ−1 . Using this identity we get
 L
(
G2 (ρ)
)
= c3kd
3
1 (k − 1)
3
(
1
σ − 1
)2
ρ3(g+h−k)+3
which results in a contradiction. So we have (g − h) (1− σ)+(k − 1) (−1 + 2σ) < 0
which is equivalent to g − h > (k − 1) 2σ−1σ−1 . This implies
g − h > (k − 1)
2σ − 1
σ − 1
> 2 (k − 1) > k − 1 and
g − h− (k − 1) > g − h− 2 (k − 1) > 0.
Thus, the condition  L
(
G1 (ρ)
)
≤ 0 for all ρ ≥ 0 results in a contradiction. There-
fore, Case VIII results in a contradiction.
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5.11. Case IX. ck > 0, d2 > 0 for all k ≥ 3
First we calculate the leading terms of the r-terms using Lemma 5.4.
 L (rH) = ckd2 (g − h− 2 (k − 2)) ρ
g+h−(k+1),
 L (rK) = ckd2 (k − 2) ρ
g+h−(k+1),
 L (rHH) = ckd2 (g − h− 2 (k − 2)) (g + h− (2k + 1)) ρ
g+h−(k+2),
 L (rHK) = ckd2 ((g − 2 (k − 1)) (k − 1)− (h− 2)) ρ
g+h−(k+2),
 L (rKK) = ckd2 (k − 2) (k − 1) ρ
g+h−(k+2).
Now we calculate the leading terms of C (ρ) , G1 (ρ) , G2 (ρ) using (5.5), (5.6), (5.7)
 L
(
C (ρ)
)
= ckd1 ((g − h) (1− σ) + (k − 2) (−1 + 2σ)) ρ
g+h−(k−1),
 L
(
G1 (ρ)
)
= −c3kd
3
2 (g − h− 2 (k − 2)) (g − h− (k − 2)) ·
· ((g − h) (1− σ) + (k − 2) (−1 + 2σ)) ρ3(g+h−k)−1,
 L
(
G2 (ρ)
)
= c3kd
3
1 (g − h− 2 (k − 1)) (k − 1) ·
· (− (k − 1) + (g − h− 2 (k − 1))σ) ρ3(g+h−k).
For maximum-principle functions (1.1) we have g−k ≥ 1, g−h > 0 and  L
(
C (ρ)
)
≤
0,  L
(
G1 (ρ)
)
≤ 0,  L
(
G2 (ρ)
)
≤ 0 for all ρ ≥ 0.
We assume (g − h) (1− σ) + (k − 2) (−1 + 2σ) = 0 which is equivalent to the iden-
tity g − h = (k − 2) 2σ−1σ−1 . Using this identity we get
 L
(
G2 (ρ)
)
= c3kd
3
2 (k − 2)
3
(
1
σ − 1
)2
ρ3(g+h−k)
which results in a contradiction. So we have (g − h) (1− σ)+(k − 2) (−1 + 2σ) < 0
which is equivalent to g − h > (k − 2) 2σ−1σ−1 . This implies
g − h > (k − 2)
2σ − 1
σ − 1
> 2 (k − 2) > k − 2 and
g − h− (k − 2) > g − h− 2 (k − 2) > 0.
Thus, the condition  L
(
G1 (ρ)
)
≤ 0 for all ρ ≥ 0 results in a contradiction. There-
fore, Case IX results in a contradiction.
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