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ABSTRACT
FRONTIERS IN THEORETICAL HIGH ENERGY
PHYSICS: FROM PHYSICS BEYOND THE STANDARD
MODEL TO COSMOLOGY
SEPTEMBER 2010
MOHAMED M. ANBER
B.Sc., CAIRO UNIVERSITY
M.Sc., CAIRO UNIVERSITY
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Lorenzo Sorbo
This dissertation is focused on three lines of work. In the first part, we consider
aspects of holography and gauge/gravity duality in lower and higher dimensions. In
particular, we study the duality for exact solutions localized on the Randal-Sundrum
2-branes. We also test if some holographic principles in general relativity can be
generalized to include higher derivative theories of gravity; namely Lovelock gravity.
In the second part we consider the role of pseudo Nambu-Goldstone bosons (pNGBs)
in inflationary cosmology. Specifically, we construct an inflationary model using string
theory axions, and use these pNGBs to produce the observed coherent magnetic
field in the Universe. The third part of the thesis is devoted to the study of the
phenomenology of emergent phenomena. we investigated whether one could test if
diffeomorphism invariance, the sacred symmetry of general relativity, is emergent. We
also construct a new minimal vectorial Standard Model, and argue that the absence
vi
of mirror particles predicted by this model can give us a hint about the fundamental
nature of space.
vii
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INTRODUCTION
The current state of elementary particles of matter is based on the quantum
theory of fields and governed by the Standard Model. Most of the predictions of
this model have been confirmed in the experimental tests conducted up to date. On
the other hand, the study of the Universe on a very large scale is governed by the
general theory of relativity. Astronomical observations suggest that our Universe is
homogeneous and isotropic. Moreover, general relativity predicts that the Universe
has expanded from a dense and hot ball of plasma in what is known as the Big-
Bang theory. Once more, cosmological data appear to be in a perfect agreement with
the Big-Bang theory. Despite the great success of the Standard Model and general
relativity in explaining and predicting various phenomena, many questions remain
unanswered on both theoretical and observational sides.
In this thesis we try to answer some of these open questions. The thesis discusses
three different topics and hence is divided into three parts. In the first part, we
consider aspects of holography and gauge/gravity duality in lower and higher dimen-
sions. In the second part we consider the role of pseudo Nambu-Goldstone bosons
(pNGBs) in inflationary cosmology, while the the third part is devoted to the study
of the phenomenology of emergent phenomena.
Part I: Aspects of holography and gauge/gravity duality in lower and
higher dimensions
In the seventies of the last century, a seminal work by Stephen Hawking [143]
showed that a black hole can actually radiate if we take into account the quantum
effects. Although Hawking’s calculations were perturbative in nature, it was a bold
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step toward the merge of the two great theories of the twentieth century. After more
than thirty years since Hawking’s discovery, it is still far from clear how to calculate
the quantum effects of a strongly coupled field, not to mention its backreaction on
the background spacetime.
A giant leap toward such an achievement could be made possible by the introduc-
tion to the holographic principle [32, 149, 248, 46], according to which the information
in a region of space is encoded on its boundary. The manifestation of this principle
was given in a seminal work by Juan Maldacena on the gauge/gravity duality [196].
This duality asserts that the quantum theory in the bulk of anti de Sitter (AdS) back-
ground in D dimensions is mathematically equivalent to an ordinary (not coupled to
gravity) Conformal Quantum Field Theory (CFT) in a spacetime of dimension D−1
(lives on the boundary of AdS). The famous example of this duality is the equivalence
between the quantum theory of gravity of a stack of N branes (membranes) in type
II-B string theory on AdS5×S5 background ( S5 stands for the five-sphere ) and the
quantum theory of N = 4 ( where N = 4 is the number of supersymmetries) SU(N)
super Yang Mills (which is a conformal theory) that lives on the boundary of AdS5
(4-dimensional Minkowskian space). When the gravitational side of this duality is
strongly coupled, the ordinary side becomes weakly coupled and vise versa. Specifi-
cally, in the limit of large N one can obtain information about the strongly coupled
CFT by studying the classical gravity of the bulk.
The other important step toward a deep understanding of the nature of Hawking
radiation was achieved by Randall and Sundrum who introduced the braneworld
scenario [226, 227]. According to this model, our Universe is a 3-brane 1 that lives in
a 5-dimensional AdS background. All the Standard Model particles are attached to
this brane except for gravity that can also live in the bulk. Actually, there are two
1In this thesis, a p-brane is a co-dimensional one object, i.e. it is p + 1 dimensional object that
lives in p+ 2 bulk spacetime.
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models. The first, called RS1, has two branes. In the second, RS2, one of the brane
has sent to infinity, so that there is only one brane left in the model. In this thesis
we will cosider only the single brane model, RS2.
According to RS2 and the AdS/CFT conjecture, the construction of a black hole
localized on a brane corresponds to quantum corrected metrics in the presence of a
strongly interacting Conformal Field Theory (CFT).2 Since 4-dimensional black holes
radiate, finding a brane localized black hole will give us complete information about
the Hawking radiation of strongly coupled CFT as well as the backreaction of this
radiation on the background spacetime. Unfortunately, up to the time this thesis is
being written, no brane localized black hole in 3 + 1 dimensions has yet been found.
However, in the case of 2 + 1 dimensions brane localized black holes were found by
Emparan et al. [101, 102]. This was achieved by cutting the 3 + 1 dimensional bulk
described by the AdS C-metric 3 with AdS3, de Sitter dS3 or flat M3 2-branes.
In chapter 1, we explore the nature of the CFT that lives on the boundary of the
AdS-C metric by studying the shock wave solution obtained by boosting to the speed
of light the AdS3 brane black hole solution of Emparan et al while sending its mass
parameter to zero. We compare this solution to the one we obtain by directly solving
for the geometry of a particle moving on the AdS3 brane embedded in a AdS4 bulk.
Surprisingly, we find two different results. We discuss the origin of these two different
solutions both in the bulk and in the CFT picture.
In chapter 2, we generalize the work of Emaparan et al. by providing the most
general embedding of a purely tensional 2-brane in a 3+1 dimensional bulk described
by the AdS C-metric. We find two new classes of solutions, the first describes a
time dependent, rotationally symmetric metric, while the second describes accelerated
2This is called AdS/CFT+gravity conjecture, unlike the ordinary AdS/CFT where the CFT side
is decoupled from gravity.
3The C-metric solution describes an accelerated black hole (or a pair of black holes) by means of
a string in 3 + 1 background. See chapter 2 for more about the C-metrics.
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black holes on the brane. This is the first exact solution on the brane describing two
objects in interaction. Then, we briefly discuss the qualitative CFT interpretation of
these solutions.
In chapter 3, we study the quantum-mechanical corrections to two point particles
accelerated by a strut in a 2 + 1 dimensional flat background. Since the particles are
accelerating, we use finite temperature techniques to compute the Green’s function of
a conformally coupled scalar applying transparent and Dirichlet boundary conditions
at the location of the strut. Further, we study the backreaction of the CFT on
the background and find that the resulting metric is a constant φ section of the 4-
dimensional C-metric. This describes two black holes corrected by weakly coupled
CFT and accelerating in asymptotically flat spacetime. Interestingly enough, we find
the same form of the metric found in chapter 3. The presence of the CFT at finite
temperature gives us a unique opportunity to study the AdS/CFT+gravity conjecture
at finite temperatures. We calculate various thermodynamic parameters to shed light
on the nature of the strongly coupled CFT.
Most of the work in holography is concerned with Einstein gravity. However,
it is an interesting theoretical problem to see if the same principle holds also in
other kinds of gravity. An important class of higher curvature gravity theories is
known as Lovelock gravity [191]. These are the most general second order gravity
theories in higher dimensional spacetimes, which are ghost free when expanded on
flat background [279]. These theories have good boundary value problem, in the sense
that we can add surface terms such that the action can be extremized on space M
while keeping only the metric fixed on the boundary [205]. Lovelock gravity theories
share a number of important properties with Einstein gravity and have been studied
in many contexts over the years.
In chapters 4 and 5 we consider some aspects of holography in this kind of gravity.
In chapter 4 we study the attractor mechanism for extremal black hole solutions of
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D=5 Lovelock gravity (Gauss-Bonnet gravity) coupled to a system of gauge and scalar
fields. According to this mechanism, the entropy of the black hole is independent of
the value of the dilaton field at asymptotic infinity. As in Einstein gravity, we find
that the values of the scalar fields on the horizon must extremize a certain effective
potential that depends on the black hole charges. If the matrix of second derivatives
of the effective potential at this extremum has positive eigenvalues, we give evidence,
based on a near horizon perturbative expansion, that the attractor mechanism con-
tinues to hold in this general class of theories. We numerically construct solutions to
a particular simple single scalar field model that display the attractor mechanism over
a wide range of asymptotic values for the scalar field. We also numerically construct
non-extremal solutions and show that the attractor mechanism fails to hold away
from extremality.
In chapter 5, we present C-functions for static and spherically symmetric space-
times in Lovelock gravity theories. These are holographic duals of field theory C-
functions similar to those defined by Zamolodchikov [278] in two-dimensional field
theories. These functions are monotonically increasing functions of the outward ra-
dial coordinate and acquire their minima when evaluated on the horizon. Unlike the
case of Einstein gravity, where there is a single C-function, we find that this function
is non-unique in the case of Lovelock gravity. We define two C-functions, which agree
at the horizon giving the black hole entropy, and state the different energy conditions
that must hold in order for these functions to satisfy the monotonicity condition.
Part II: Pseudo Nambu-Goldstone Bosons in Cosmology
Despite the fact that the Big-Bang picture is consistent with many observations,
this theory requires very finely tuned initial conditions to explain the observed homo-
geneity and isotropy of our Universe. Such fine tunning along with other problems
can be overcome if we assume that the Universe did experience a period of rapid ex-
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pansion, inflation, before the onset of the the standard Big-Bang picture. Although
inflation provides a compelling mechanism to solve many puzzles, it is fair to say
that until now there is no known detailed particle physics model responsible for it.
In particular, the achievement of stability of the inflaton potential under radiative
corrections is often problematic. As usual, our best hope to find radiative stability
lies in symmetry: the required flatness of the inflaton potential can be protected
against dangerous radiative corrections if we rely on a (broken) shift symmetry. This
situation is realized in models of natural inflation [118], where the inflaton is a pseudo
Nambu-Goldstone boson (pNGB). As a unified theory of fields, string theory is a rich
place to search for a perfect candidate for inflation. Axion-like particles (pNGBs)
are abundant in string theory and at the same time they have a radiatively stable
potential. Unfortunately, axion potentials in string theory appear to be too steep to
drive inflation.
One solution to this problem is to consider N-copies of these axions to drive in-
flation. This mechanism is known in literature as N-flation [88]. In pNGBs models
of inflation, the inflaton is expected to be coupled to gauge fields, and will lead to
the generation of magnetic fields that can be of cosmological interest. In chapter 6
we study the production of such fields focusing on the model of N-flation. Because
the produced fields are maximally helical, inverse cascade processes in the primordial
plasma increase significantly their coherence length. We discuss under what condi-
tions inflation driven by pNGBs can account for the observed cosmological magnetic
fields. A constraint on the parameters of this class of inflationary scenarios is also
derived by requiring that the magnetic field does not backreact on the inflating back-
ground.
In chapter 7, we show that, even for a steep potential, natural inflation can occur
if the coupling between axion and gauge fields is taken into account. Due to this
coupling, quanta of the gauge field are produced by the rolling of the axion. If the
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coupling is large enough, such a dissipative effect slows down the axion, leading to
inflation even for a steep potential. The spectrum of perturbations is quasi-scale
invariant, but in the simplest construction its amplitude is larger than 10−5. We
discuss a possible way out of this problem.
Part III: Phenomenology of Emergent Phenomena
Symmetries of fundamental laws of nature have played a major role in theoretical
physics. However, in the last few years scientists have raised the possibility that
physical laws could be emergent. In this context, the symmetries of the Standard
Model and gravity would not be fundamental symmetries. They emerge at low energy
from a more basic underlying structure, in the same analogy water waves emerge from
the complex dynamics of liquid molecules.
In the last two chapters we put the possibility of the emergence of the diffeo-
morphism invariance to test. The first scenario is a direct one. In chapter 8, we
investigated whether one could test if diffeomorphism invariance, the sacred symme-
try of general relativity (GR), is emergent. In this case, it is natural to expect small
covariance-violating effects to survive at low energies. GR is built on a careful choice
of a combination of dimension-4 operators to preserve the general covariance, and
any small alteration of this combination breaks this symmetry. We study the grav-
itational consequence of perturbing GR by adding small non-covariant dimension-4
operators. We find that this scenario does not suffer from strong coupling or discon-
tinuity problems that are usually associated with similar kinds of gravity. We also
perform a complete post-Newtonian analysis and use experimental data to constrain
the coefficients of the covariance-violating terms, with a very strong bound that a
dimensionless parameter needs to be less than 10−20
In the second scenario we assume that the spacetime is fundamentally discrete,
which violates the diffeomorphism invariance. However, there is a serious difficulty
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of defining chiral gauge theories (our world appears to be chiral) on a lattice, our
best candidate for a full non-perturbative regularization of a field theory. Hence, one
can argue that vectorial gauge theories might be the only models consistent with a
discrete space. Although there are few models that are vectorial in nature, all these
models expect new gauge fields. In chapter 9, we consider a new (minimal) vectorial
gauge model whose low energy spectrum is chiral and in the same time does not
invoke any additional gauge fields. We study the phenomenology of this models that
predicts mirror particles, and we find tight constraints on its space parameters. Albeit
not being a direct test, the absence of mirror particles may give us a hint about the
fundamental nature of space.
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PART I: ASPECTS OF HOLOGRAPHY AND
GAUGE/GRAVITY DUALITY IN LOWER AND HIGHER
DIMENSIONS
CHAPTER 1
TWO GRAVITATIONAL SHOCK WAVES ON THE ADS3
BRANE
1.1 Introduction
The Randall-Sundrummodel [226, 227] offers a new way, alternative to the Kaluza-
Klein compactification, to achieve lower dimensional gravity at large distances. The
model is realized by cutting Anti-de Sitter (AdS) space with a codimension-one brane,
where gravity is localized. Depending on its tension, the brane can have the geometry
of Minkowski, de Sitter (dS) or Anti-de Sitter space. Of course, the phenomenologi-
cally most interesting case is that of a minkowskian 3-brane. However, other config-
urations have a profound theoretical interest. In this chapter we will be concerned
with AdS branes, and we will focus in particular on the case of a 2-brane in a 3 + 1
dimensional bulk.
The mechanism of gravity localization works in very different ways depending on
the brane tension. For a supercritical tension (leading to a dS brane), the brane is
accelerating in the AdS bulk, so that the AdS boundary is hidden behind a Rindler
horizon. A brane observer sees a spectrum of Kaluza-Klein gravitons that contains
a zero mode and a continuum of massive modes separated from the zero mode by
a mass gap. If we decrease the brane tension, the gap reduces and the spectrum
eventually collapses, for a Minkowski brane, to a continuum that still starts from a
zero mode. If we keep lowering the tension we obtain an AdS brane, and the brane
observer can now see the boundary of the bulk AdS space and its infinite volume. This
implies that the zero mode of the graviton is not normalizable and - strictly speaking
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- we do not expect to see localized gravity any more. By continuity, however, if the
brane AdS radius is large enough gravity should still appear localized at least in some
regime. This is precisely what happens in the locally localized gravity model of Karch
and Randall [163]. In this case brane gravity looks like usual massless gravity from
distances of the order of the bulk AdS radius all the way to distances much larger
than the brane AdS radius. At much larger scales, however, some deviation emerges,
showing that the graviton has actually an (ultrasmall) mass. For this reason, the
Karch-Randall is especially interesting: its low energy regime describes a consistent
model of massive gravity that starts with a generally covariant action.
The first exact solution for a localized source in the context of the Karch-Randall
model has been presented in [162]. This solution is a gravitational shock wave, the
gravitational field of a massless particle. The solution of [162] allowed to derive a
number of properties of the locally localized gravitational field, including the couplings
to matter of the Kaluza-Klein modes of the graviton.
In general a shock wave solution can be found in two different ways. A first
possibility is to solve directly Einstein’s equations for a null source. In this case,
the “cut and paste” trick of Dray and ’t Hooft [93] is especially useful. The second
option is to start from the gravitational field of a massive particle at rest, and then
boost the particle to the speed of light while sending its mass to zero, so that the
momentum of the particle remains finite. This technique was used in the original
work by Aichelburg and Sexl [3].
In the case of a AdS4 3-brane studied in [162] only the first technique could be used,
since no solution for a massive particle on the AdS4 brane is known
1. In the lower
dimensional case of a AdS3 brane, however, solutions associated to brane localized
1The only such solution explicitly known in this case is the bulk black string discussed e.g. in [61],
that however corresponds to a source that extends through the whole bulk.
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matter were found by Emparan et al. [101, 102]. These solutions are obtained by
cutting the AdS C-metric (that describes a particle in AdS4 space attached to a
string that accelerates it [217]) with an AdS3 brane.
For this reason, in this chapter we will study shock waves in the lower dimensional
case of a AdS3 2-brane embedded in a AdS4 bulk. This will allow us to use both of
the techniques described above. In section 3 we will derive the shock wave on the
AdS3 brane starting directly from a relativistic source and using Dray and ’t Hooft’s
technique. Then, in section 4, we derive the shock wave solution by boosting the AdS3
brane black hole of Emparan et al. [102]. In order to derive this result, we compute
the metric that corresponds to boosting to the speed of light the AdS C-metric in
a direction orthogonal to the string. To our knowledge, this is a new solution to
Einstein equations, not present in the existing literature.
Surprisingly enough, the two solutions of sections 3 and 4 do not agree with each
other. This is our main result, and we will discuss the origin of this discrepancy in
section 5.
One of the most interesting aspects of the Randall-Sundrum model is that it is
conjectured to enjoy a dual interpretation in terms of a conformal field theory (CFT)
coupled to gravity. According to this duality, the classical dynamics in the AdSd+1
bulk cut by a brane describes the quantum dynamics of the dual CFT, in the planar
limit of a large N expansion, coupled to classical gravity in d dimensions. This implies
that solutions of classical d + 1 dimensional Einstein equations can be mapped into
solutions of d-dimensional Einstein equations that include a CFT stress-energy tensor
considered at the quantum level in the planar limit.
The conjectured duality has passed several tests, such as those of [138, 95]. Some
of these tests concern the case of a AdS brane: in a series of papers [223, 222, 221, 96]
the generation of an ultralight mass for the graviton has been explained in the CFT
picture as a quantum effect of the coupling of the CFT to gravity, similarly to what
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happens in 1+1 dimensional Quantum Electrodynamics where a mass for the photon
is generated by quantum effects [231].
In section 5 we will discuss the CFT interpretation of the different solutions found
in sections 3 and 4. As we will see, the origin of these different solutions can be traced
back to the fact that, for a AdS brane, the CFT on the brane does not encode all
of the bulk degrees of freedom, but only part of them. The remaining part of bulk
degrees of freedom can be mapped onto a CFT that lives on the boundary of the
bulk AdS space. As we will see, the two different solutions of section 3 and 4 can be
argued to emerge from the fact that the CFT at the boundary of AdS4 are in different
states.
1.2 Shock wave on AdS3
Let us start by reviewing the shock wave geometry in AdS3. This metric has been
found by Sfetsos [234] by solving directly Einstein equations for a null source. More
recently Cai and Griffiths [53] have recovered this solution by boosting a conical
singularity in AdS3 while sending the mass to zero. Both methods give the same
result, that can be represented as follows. We start from four dimensional space with
coordinates Z0, Z1, Z2, Z3 and metric ds
2 = −dZ20 + dZ21 + dZ22 − dZ23 . Empty AdS3
(with AdS radius ℓ3) is the hyperboloid −Z20 +Z21 +Z22 −Z23 = −ℓ23. It is possible to
write the AdS3 metric in light cone coordinates u, v, χ as follows
Z0 =
v − u
1− uv/ℓ23
,
Z1 =
u+ v
1− uv/ℓ23
,
Z2 = ℓ3
1 + uv/ℓ23
1− uv/ℓ23
sinhχ ,
Z3 = ℓ3
1 + uv/ℓ23
1− uv/ℓ23
coshχ , (1.1)
so that the metric is
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ds2Empty AdS3 =
4 du dv
(1− uv/ℓ23)2
+ ℓ23
(
1 + uv/ℓ23
1− uv/ℓ23
)2
dχ2 . (1.2)
In terms of these coordinates, the shock wave associated to a particle with mo-
mentum p moving along the null trajectory u = 0 reads2 [234, 53]
ds2Shock AdS3 = ds
2
Empty AdS3
+ 2
p ℓ3
M3
e−|χ| δ (u) du2 . (1.3)
The shockwave in this case represents a deficit angle in the background space. Since
gravity in three dimensions is not dynamical, this solution has topological nature.
1.3 Shock wave on AdS3 brane embedded in AdS4 space
In this section we use the Dray and ’t Hooft technique [93] to derive the metric
describing a shock wave on a AdS3 brane (with AdS radius ℓ3) embedded in AdS4
space (radius ℓ4).
Our starting point is empty AdS4, that we describe as the hyperboloid −W 20 +
W 21 + W
2
2 + W
2
3 − W 24 = −ℓ24 embedded in a five-dimensional space with metric
ds2 = −dW 20 + dW 21 + dW 22 + dW 23 − dW 24 . A convenient choice of coordinates is the
following
W0 =
ℓ4/ℓ3
sin (z/ℓ3)
Z0 ,
W1 = ℓ4
cos (z/ℓ3)
sin (z/ℓ3)
,
W2 =
ℓ4/ℓ3
sin (z/ℓ3)
Z1 ,
W3 =
ℓ4/ℓ3
sin (z/ℓ3)
Z2 ,
W4 =
ℓ4/ℓ3
sin (z/ℓ3)
Z3 , (1.4)
2Our convention in the definition of the d-dimensional Planck mass is that Einstein equations
read Gµν = Tµν/M
d−2
d .
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where Z0, ..., Z3 are given in eq. (1.1).
In this coordinate system AdS4 is foliated into AdS3 slices
ds2AdS4 =
ℓ 24
ℓ 23 sin
2 (z/ℓ3)
[
ds2AdS3 + dz
2
]
, (1.5)
where ds2AdS3 is the same as in equation (1.2). Slices of constant z cut AdS3 spaces with
radius ℓ = ℓ4/ sin (z/ℓ3). In particular, we are interested in a brane with curvature ℓ3
so that we place it at z0, where z0 is defined by
sin (z0/ℓ3) = ℓ4/ℓ3 . (1.6)
The Karch-Randall construction requires the full metric to be Z2-symmetric across
the brane. This can be achieved by replacing z → |z| + z0 in the metric above, so
that (1.5) becomes [159]
ds2KR =
ℓ 24
ℓ 23 sin
2 [(|z|+ z0) /ℓ3]
[
ds2AdS3 + dz
2
]
. (1.7)
Now we introduce our source: the only nonvanishing component of the stress
energy tensor of a massless particle with momentum p moving along the line χ = 0,
u = 0, z = 0, reads
T particleuu =
2 p
ℓ3
δ(u)δ(z)δ(χ) . (1.8)
For such a source, and following Dray and ’t Hooft [93], we look for the shock wave
metric in the form (see also appendix A)
ds2Shock KR = ds
2
KR −
4 ℓ24
ℓ23 sin
2 [(|z|+ z0) /ℓ3]
f (z, χ) δ (u) du2 , (1.9)
where the equation for f (z, χ) reads
∂2zf −
2
ℓ3
cot [(|z|+ z0) /ℓ3] ∂|z|f + 1
ℓ23
(
∂2
∂χ2
− 1
)
f =
p
M24 ℓ3
δ(χ)δ(z) . (1.10)
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Defining the variable ζ ≡ z/ℓ3, and decomposing f(ζ, χ) =
∫∞
−∞ dq e
iqχ ψq(ζ) we get
∂2ζψq − 2 cot (|ζ|+ ζ0) ∂|ζ|ψq − (1 + q2)ψq =
p
2πM24
δ(ζ) . (1.11)
The solution of this equation [2, 103] is a linear combination of
cos (|ζ|+ ζ0) sinh [q (|ζ|+ ζ0)]− q sin (|ζ|+ ζ0) cosh [(q (|ζ|+ ζ0)] (1.12)
and
cos (|ζ|+ ζ0) cosh [q (|ζ|+ ζ0)]− q sin (|ζ|+ ζ0) sinh [(q (|ζ|+ ζ0)] . (1.13)
Next, we require our solution to be regular at the AdS4 boundary, and hence we
impose ψq(|ζ|+ ζ0 = π) = 0 to get
ψq (ζ) = Nq [cos (|ζ|+ ζ0) sinh [q (|ζ|+ ζ0 − π)]
− q sin (|ζ|+ ζ0) cosh [q(|ζ|+ ζ0 − π)]] . (1.14)
The normalization constant Nq can be found by integrating (1.11) on a small interval
around ζ = 0, so that the final expression for the shock wave reads
f (ζ, χ) = − p ℓ3
2πM24 ℓ4
∫ +∞
0
dq
cos qχ
(1 + q2) sinh [q (ζ0 − π)] ×
×{cos (|ζ|+ ζ0) sinh [q (|ζ|+ ζ0 − π)]
−q sin (|ζ|+ ζ0) cosh [q (|ζ|+ ζ0 − π)]} .
(1.15)
In particular, the function f on the brane takes the form
f(ζ = 0, χ) = − p
2πM24
∫ ∞
0
dq
cos(qχ)
1 + q2
[cot ζ0 + q coth [q(π − ζ0)]] . (1.16)
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Using the theorem of residues, we can show that for ζ0 6= 0, eq. (1.16) can also be
written as
f (ζ = 0, χ) = − pα
2
2πM24
∞∑
n=1
n
n2 α2 − 1 e
−nα|χ| , (1.17)
where we have defined the dimensionless quantity
α ≡ π
π − ζ0 . (1.18)
We can now check the validity of this result by considering some special limits
where the shock wave metric is already known.
1.3.1 Two limits: flat brane and no bulk
The limit of a flat brane (ℓ3 →∞) is obtained by sending ζ0 → 0. In this case we
find from (1.16)
f(ζ = 0, χ) = − p
4πM24
[
π e−|χ| cot ζ0|ζ0→0 − |χ| e−|χ| − 1
−2 cosh |χ| log(1− e−|χ|)]+O (ζ0) , (1.19)
where cot ζ0 =
√
ℓ 23 − ℓ 24 /ℓ4.
In order to deal with the divergent term cot ζ0|ζ0→0 we set χ = R/ℓ3 (where R is
the proper radial distance from the source) before sending ℓ3 → ∞ while keeping R
finite. In this limit the metric reads
f(ζ = 0, χ) =
p
4πℓ4M24
[
π |R|+ ℓ4 log(R/ℓ3)2
]
, (1.20)
plus a divergent term (∝ ℓ3) that is however independent of the coordinates and can
be set to zero by a coordinate transformation.
The first term in (1.20) is the contribution from 2 + 1 gravity and is associated
to the deficit angle generated by a mass in 2 + 1 dimensions [109, 31], while the
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second term has the same form as a 3 + 1 dimensional shock wave [3]. Eq. (1.20)
coincides with the result previously found in [99]. Comparing the above result (1.20)
with the known 2 + 1 dimensional Minkowski shockwave (f = p |R| /2M23 [109]), we
obtain the expression of the effective 2 + 1 dimensional Planck mass for a flat brane:
M ℓ3→∞3 = 2 ℓ4M
2
4 .
One more check can be made by taking the limit in which the bulk disappears.
This is achieved by sending ℓ4 → 0 (i.e. ζ0 → 0) and M 24 → ∞ while keeping the
product 2 ℓ4M
2
4 =M
ℓ4→0
3 finite. In this limit we find cot ζ0 ≃ ℓ3/ℓ4, and using (1.19)
we obtain
f(ζ = 0, χ) = − ℓ3 p
2M ℓ4→03
e−|χ|, (1.21)
which, as expected, matches (1.3) once we set M ℓ4→03 =M3.
1.3.2 Mass spectrum
Following a procedure analogous to that of [162], we can find the mass spectrum
for the graviton. In order to do this, we decompose the shock wave in Kaluza-Klein
modes by writing (1.11) as
∂2ζψq − 2 cot (|ζ|+ ζ0) ∂|ζ|ψq = −m2ℓ23 ψq , (1.22)
where m2ℓ23 = −1− q2. Here, the values of q are given by the poles in (1.16)
qn = i
π n
(π − ζ0) , n = 1, 2, 3, . . . . (1.23)
Thus our result is
m2n ℓ
2
3 = −1 +
π2 n2
(π − ζ0)2 . (1.24)
We see that, analogously to the Karch-Randall case [163] of a AdS4 brane in
AdS5 bulk, there is no zero mode of the graviton as long as ζ0 6= 0. Moreover, this
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technique allows us to prove that the mechanism that leads to an ultralight graviton
is at work also in the lower dimensional case. In the case of a AdS4 brane in a AdS5
bulk, indeed, the lightest mode of the graviton goes as
√
3/2 ℓ5/ℓ
2
4 (1 +O (ℓ5/ℓ4)) for
ℓ5 ≪ ℓ4 [163]. In our case of a AdS3-brane, for ζ0 ≪ 1, the mass of the ultralight
mode reads m2UL ≃ 2 ζ0/πℓ23, i.e.
mUL ≃
√
2 ℓ4
π ℓ3
1
ℓ3
(
1 +O
(
ℓ4
ℓ3
))
. (1.25)
The scaling mUL ∝ ℓ1/24 /ℓ3/23 is in agreement with expectations from AdS/CFT argu-
ments [223, 222, 221, 96]. Indeed, since the phenomenon of mass generation for the
graviton is associated to gravitational dynamics, we must have m2UL ∝ 1/M3. Since ℓ3
is the only other scale on the CFT side of the problem, then, m2UL ∝ 1/M3 ℓ33. Finally,
m2UL ∝ g∗ where g∗ ∝M24 ℓ24 is the number of degrees of freedom in the CFT. Putting
together these factors (and using M3 ∝M24 ℓ4) we readily recover the scaling (1.25).
Following an argument analogous to that of [162], we can also find the value of
the effective 2 + 1 dimensional Planck mass for finite ℓ3, defined as the coupling to
matter of the ultralight mode of the graviton. Comparing (1.17) to (1.3) we find
M3 (ℓ3) = 2M
2
4 ℓ3 ζ0
(
1− ζ0
2π
)
≃ 2M24 ℓ4
[
1− 1
2π
(
ℓ4
ℓ3
)
+O
((
ℓ4
ℓ3
)2)]
. (1.26)
1.3.3 The CFT energy momentum tensor
One of the main motivations for the study of the gravitational field of localized
sources in the Randall-Sundrum model is the dual interpretation of such solutions as
quantum-corrected metrics [250, 100]. Once the brane metric is given, it is straight-
forward to derive the 2 + 1 dimensional stress-energy tensor that supports it. Such
tensor contains two contributions: the first is just the stress energy tensor of the
original, classical sources. A second contribution is associated to gravitational back-
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reaction of the CFT modes that are excited by the gravitational field of the classical
source.
The general expression for the 2 + 1 energy momentum tensor is derived in ap-
pendix A, eq. (A.16). For the shock wave (1.16) we find that the expression for the
CFT tensor reads
TCFTuu = −
2M3
ℓ 23
δ(u)
[
1− ∂
2
∂χ2
]
f(χ) = −α
2
4π
M3
M24 ℓ
2
3
p
1
sinh2(αχ/2)
δ(u) (1.27)
where we see that, as a consequence of Lorentz contraction, the stress energy tensor
of the CFT is also localized on the null surface u = 0. At variance with the stress
energy tensor of the classical source, however, the CFT tensor has a nontrivial profile
along the χ coordinate.
The effect of the CFT in the solution (1.16) can also be interpreted as a running
of the effective Planck constant [162]. In this case, the expression (1.26) corresponds
to the infrared limit of the 2+1 dimensional Planck mass, and its running is induced
by the effect of the Kaluza-Klein modes in eq. (1.17).
1.4 Boosting the AdS C-metric
Let us now turn to the second way of getting a shock wave metric, i.e. by boosting
to the speed of light the gravitational field of a massive particle while sending to zero
the mass of the particle, so that the particle momentum stays finite.
1.4.1 The AdS C-metric
Our starting point is the AdS3-brane black hole solution given in [102]. In that
paper, a black hole solution is found by observing that a particle on the Randall-
Sundrum (or Karch-Randall) brane has to be accelerated with respect to the bulk.
In order to generate such an acceleration, it is necessary to attach the particle to a
string pulling it towards the AdS boundary (we sketch this construction in figure 1).
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Figure 1.1. The Karch-Randall black hole construction of [102]: we show here a
constant time slice of AdS4; the singularity at y → −∞ [see eq. (1.28)] corresponds
to the location of the particle, the dashed line describes the string that is pulling the
particle towards the AdS4 boundary. The shaded area corresponds to the region that
is suppressed by the cut-and-paste Randall Sundrum procedure.
The metric corresponding to this setup is known in four dimensional AdS space3 and
is called AdS C-metric [217]. In order to construct a brane black hole solution it is
then sufficient to cut the bulk AdS space with a brane at the location of the particle,
throwing away the part of space that contains the string, and gluing to the brane a
Z2-symmetric copy of the part of AdS space that has been retained.
To obtain the brane shock wave associated to the black hole solution of [102],
we will eventually boost the whole system of string+particle in a direction that is
transverse to that of the string, in such a way that the particle remains on the surface
of the brane, while sending the mass of the particle to zero.
Our starting point is the AdS C-metric, that can be written in the form
ds2 =
1
A2 (x− y)2
[
−H (y) dt2 + dy
2
H (y)
+
dx2
G (x)
+G (x) dφ2
]
,
H (y) = λ− k y2 + mA
4πM24
y3 , G (x) = 1 + k x2 − mA
4πM24
x3 , (1.28)
3For a study of analogous metrics in higher dimensions see [66].
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with λ > 0 and k = −1, 0, +1. Here m is interpreted (at least in the small m regime)
as the mass of the particle and A is its acceleration.
The brane is located at x = 0 [102], so that the brane induced metric reads (after
some simple coordinate redefinition, and setting λA2 ≡ 1/ℓ23)
ds2 = −
(
r2
ℓ23
− k + m
4πM24 r
)
dt2 +
(
r2
ℓ23
− k + m
4πM24 r
)−1
dr2 + r2 dφ2 (1.29)
where the periodicity of φ depends on m as described below. Our first task is to
choose the sign of k. To do this, we consider the fact we will eventually send the
parameter m to zero while boosting the source to the speed of light. In order for
the boost to be well defined, we need the background coordinate system to cover the
whole AdS3. This forces us to choose the branch with k = −1, since both branches
k = 0 and k = +1 have a horizon at r = ℓ3
√
k and do not cover all of AdS3.
So from now on we will set k = −1 in the metric (1.28). For a detailed interpreta-
tion of this metric see e.g. [85, 180, 218]. For the present chapter, all we need to know
is that −1/y is a radial coordinate from the particle (that is located at a singularity
at y → −∞) while x is roughly interpreted as cos θ in polar coordinates. The x coor-
dinate is bound to be larger than y, and the AdS4 boundary is the surface x = y. The
equation G (x) = 0 has three roots, out of which only one (for m > 0) is positive, let
us call it x2. The fact that x is interpreted as cos θ implies that x = x2 corresponds
to a polar axis. Since we will eventually introduce the Randall-Sundrum brane at
x = 0, cutting away the region x < 0, we only care about the region 0 < x < x2. In
order to avoid a conical singularity on the axis x = x2 then we impose that the angle
φ ranges between 0 and 4π/ |G′ (x2)| ≃ 2π [1−mA/4πM24 +O ((mA/M24 )2)].
For m = 0 the above metric (1.28) describes empty AdS4. To see this, we re-
mind that AdS4 can be embedded in five dimensional space with coordinatesW0, W1,
W2, W3, W4, as discussed in section 3. In terms of these coordinates, the metric (1.28)
with m = 0 is given by
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W0 =
1
A
√
λ
√
y2 + λ
x− y cos
(√
λ t
)
,
W1 =
1
A
√
λ+ 1
y + λx√
λ (y − x) ,
W2 =
1
A
√
1− x2
x− y cosφ ,
W3 =
1
A
√
1− x2
x− y sinφ ,
W4 =
1
A
√
λ
√
y2 + λ
x− y sin
(√
λ t
)
. (1.30)
The AdS4 radius is
ℓ4 =
1
A
√
λ+ 1
. (1.31)
For finite m, the metric has a singularity at y → −∞, that corresponds, in the
limit of small m, to a particle whose worldline follows
W¯0 = ℓ4
√
λ+ 1√
λ
cos
(√
λ t
)
,
W¯1 =
ℓ4√
λ
,
W¯2 = W¯3 = 0 ,
W¯4 = ℓ4
√
λ+ 1√
λ
sin
(√
λ t
)
. (1.32)
The AdS3 brane will eventually be located at x = 0 [102], corresponding to the
plane W brane1 = ℓ4/
√
λ. By comparing this with expression (1.4), or equivalently
by looking at (1.29), we find that the AdS3 curvature of the brane will be given by
1/ℓ3 = A
√
λ.
1.4.2 The boosted AdS C-metric
We now perform a boost along the (W0, W2) direction (so that theW1 coordinate,
and therefore the location of the brane, is left unchanged), by replacing
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W0 → γ (W0 − β W2) ,
W2 → γ (W2 − β W0) , (1.33)
with γ = 1/
√
1− β2. Finally, we take the limit β → 1, m→ 0 with mγ = p finite.
To find the boosted result we use the same procedure described in e.g. [151]: first,
we expand the metric at first order in m and we replace m → p/γ, then we send
γ →∞ while using the identity
lim
β→1
γ f (γ (W0 − β W2)) = δ(W0 −W2)
∫ ∞
−∞
f (w) dw , (1.34)
that can be easily proved by treating γ f (γ (W0 − β W2)) as a distribution [151].
In order to boost properly our metric, we have to take into account also the
deficit angle in φ. In the limit m → 0, we have indeed 0 < φ ≤ 2π (1−mA/4πM24 ),
so that before expanding at first order in m we have to perform the redefinition
φ→ φ/ (1−mA/4πM24 ). This way, φ ranges on its natural interval [0, 2π[.
The final result is
ds2 = ds2AdS4 +
pA
πM24
ℓ4 (λ+ 1) δ (W0 −W2) d (W0 −W2)2
×
[
−√λ+ 1 + W4
ℓ4
√
λ tanh−1
(√
λ ℓ4 +W1√
λ+ 1W4
)
− W3
ℓ4
tan−1
( √
λ+ 1W3
ℓ4 −
√
λW1
)]
.
(1.35)
This is one of the main results in this chapter: it represents the metric (in the
embedding coordinates W0, ..., W4) describing a null particle in AdS4 with radius ℓ4
subject to an acceleration A = 1/ℓ4
√
λ+ 1 transverse to the direction of motion of
the particle.
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We now obtain the shock wave metric on the AdS3 brane by using the coordinate
system (1.4), where we set z = z0 = ℓ3 ζ0 so that sin ζ0 = ℓ4/ℓ3, and then using for
the Z0, ..., Z3 coordinates the light cone system (1.1). The resulting metric is
ds2 = ds2Empty AdS3 −
p
πM24 cos
2 ζ0
×
×
[
π cot ζ0 sinh |χ|+
(
2− coshχ log coshχ+ 1
coshχ− 1
)]
δ(u)du2.
(1.36)
We can bring this result to a form that makes comparison with the pure AdS3 case
easier. Following [53], we write the metric (1.36) in terms of the embedding coordi-
nates (1.1), so that it reads
ds2 = −dU dV + dZ22 − dZ23 +
− p
2πM24 cos
2 ζ0
[
π cot ζ0
|Z2|
ℓ3
+
(
2− Z3
ℓ3
log
Z3 + ℓ3
Z3 − ℓ3
)]
δ(U) dU2 ,
(1.37)
with U = Z0 − Z1 and V = Z0 + Z1. We then perform the transformation
U → U ,
V → V − p
2M24
cot ζ0
cos2 ζ0
Z3
ℓ3
Θ(U)−
(
p
4M24
cot ζ0
cos2 ζ0
)2
U
ℓ23
Θ(U) ,
Z2 → Z2 ,
Z3 → Z3 + p
4M24
cot ζ0
cos2 ζ0
U
ℓ3
Θ(U) , (1.38)
where Θ is the Heaviside step function. This transformation has the effect of replacing
|Z2| with |Z2| − Z3 in equation (1.37), or equivalently to bring (1.36) to the form
ds2 = ds2AdS3 +
p
πM24 cos
2 ζ0
[
π cot ζ0 e
−|χ| −
(
2− coshχ log coshχ+ 1
coshχ− 1
)]
δ(u)du2 .
(1.39)
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This is the final expression for the brane metric obtained by boosting the solu-
tion (1.28). The first term in the above metric is the contribution from the deficit
angle. It corresponds to the term in e−|χ| in eq. (1.3). The second term has the
same form of the AdS shock wave in 3 + 1 dimensions [219]. Its presence reflects the
fact that the black hole solution of [102] contains one term that corresponds to the
classical AdS3 conical singularity and a ”quantum” term that resembles that of the
3 + 1 dimensional AdS black hole and dresses the conical singularity with a horizon.
As a check of the validity of the result above, it is straightforward to show that
the limits of a flat brane and of no bulk give the same resulting brane metric as that
shown in section 3.1.
1.4.3 The CFT energy momentum tensor
By using the procedure described in subsection 3.3, we can find the energy mo-
mentum tensor associated to the CFT
TCFTuu = −
1
π cos2 ζ0
M3
M24 ℓ
2
4
p
1
sinh2 χ
δ (u) . (1.40)
This expression can be found also by boosting the energy momentum tensor [100]
associated to the CFT around the brane-localized black hole of [102]
Tαβ ∝
1
r3
diag (1, 1, −2) . (1.41)
The expression (1.40) is different from the induced CFT stress energy tensor found
in section 3.3, but its form is extremely similar to it, the only difference being on the
dependence on χ rather than on αχ/2 (and indeed the two expressions coincide for
ζ0 = π/2, i.e. α = 2).
It is worth remarking that also for this solution one can interpret the effect of the
CFT as running of the effective Planck mass. In this case, the running of the Planck
scale appears to be different from that observed in section 3.
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1.5 Discussion: two shock waves on the AdS3 brane
We have constructed the metric associated to a null source on a AdS3 brane
embedded in a AdS4 bulk in two different ways.
In section 3 we have obtained this metric by directly solving Einstein equations
for a null source. The resulting brane shockwave is given in equation (1.17). In order
to obtain this result, we have effectively decomposed the shock wave in Kaluza-Klein
modes, imposing that the solution is regular at the AdS4 boundary of our bulk. This
allowed us to find the expression for the masses of the Kaluza-Klein graviton (1.24)
and to prove that, similarly to the case of a AdS4 brane in AdS5 bulk, there is no zero
mode of the graviton, even if there is an ultralight mode, whose Compton wavelength
is much larger than ℓ3. The reason for the absence of a zero mode was discussed
in [163]: an observer on the AdS3 brane can see all of the AdS4 bulk, including
its boundary. The ”would be” zero mode of the graviton is divergent (and non
normalizable) on the bulk AdS4 boundary, and therefore decouples from the brane
matter. The absence of a massless mode of the graviton is confirmed by the fact that
for large χ the shockwave goes as e−α|χ|, with α = π/ (π − ζ0) > 1 whereas for a
theory of massless gravity in AdS3 one expects f ∝ e−|χ|.
In section 4, then, we have obtained a shock wave by boosting to the speed of
light the AdS3 brane black hole of [102] while sending its mass to zero. The resulting
brane metric is given in (1.39). It is apparent that the expressions (1.17) and (1.39)
do not coincide! In particular, the boost of the brane black hole metric of [102] seems
to excite a massless graviton, since at large distances f ∝ e−|χ|.
Where does this different behavior come from? The answer lies in the different
behavior on the AdS4 boundary. In the case discussed in section 3, we have imposed
by hand that the function f goes to zero as ζ → π− ζ0. A section of the metric given
by (1.9) and (1.15) at ζ = π − ζ0 − ǫ (that in the absence of shock wave gives an
AdS3 space) gives an induced metric that is that of AdS3 with radius ℓ ≃ ℓ4/ǫ with
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a correction associated to the brane shockwave that is proportional to ǫ3:
ds2eqs (1.9,1.15) |ζ=π−ζ0−ǫ =
1
ǫ2
[
ds2EmptyAdS3 +O
(
ǫ3
)]
. (1.42)
On the other hand, the boosted metric (1.35), cut at a surface z = (π − ǫ) ℓ3
(equivalent to ζ = π − ζ0 − ǫ), reads, for ǫ≪ 1,
ds2eq (1.35) |ζ=π−ζ0−ǫ =
1
ǫ2
{
ds2EmptyAdS3 +
2 pA ℓ24
πM24 ℓ3
(λ+ 1) ×
×
[√
λ coshχ tanh−1
(
1√
λ+ 1 coshχ
)
+sinhχ tan−1
(√
λ+ 1 sinhχ√
λ
)]
δ (u) du2 +O (ǫ)
}
,
(1.43)
that contains a nontrivial term as ǫ → 0. It is possible to verify that eq. (1.35)
is actually a solution to the shock wave equation (1.10). However, such a solution
cannot be decomposed a` la Kaluza-Klein, since the individual modes that make this
solution are not square–summable close to the AdS4 boundary.
We conclude that both eqs. (1.9,1.15) and eq. (1.35) give a legitimate shock wave
on the brane, however they have radically different behavior at the bulk boundary.
We now turn to the CFT interpretation of this phenomenon.
1.5.1 The CFT interpretation
It is of course interesting to interpret the existence of these two different shock
wave solutions in terms of the CFT dual of the Karch-Randall model.
Subsequently to the paper [163], that first observed the absence of a zero mode for
the graviton in this setting, it has been shown [223, 222, 221, 96] that the ultralight
mass for the graviton can be generated by a CFT with appropriate (transparent)
boundary conditions on a AdS background. The shock wave of section 3 displays the
properties that we expect to find in massive gravity.
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On the other hand, the existence of a AdS black hole solution of [100] associated to
the AdS C-metric should also be explained by the existence of a CFT with transparent
boundary conditions on the boundary of AdS3. This has not been shown in a rigorous
way, since there is no explicit computation of the stress energy tensor of a CFT around
a conical singularity in AdS3. However, the k = −1 branch of eq. (1.29) (that we
have used to generate the shock wave of section 4) can be continuously deformed into
the branch with k = +1, that can be shown to correspond to a BTZ black hole [27]
corrected by a CFT with transparent boundary conditions [246, 189, 235].
So it seems that both the shock waves of section 3 and 4 are obtained by endowing
the same source (a null particle in AdS3) with the quantum corrections of a CFT
with the same (transparent) boundary conditions. Now: why the two solutions are
different? Here we argue that the difference between these solutions emerges from the
fact that the dual of the Karch-Randall model contains actually two CFTs. The two
different solutions corresponds to situations where the second CFT is in a different
state.
The CFT structure of the Karch-Randall model is more complicated than that of
a simple CFT in interaction with gravity. Indeed, the CFT “on the brane” does not
describe all of the bulk degrees of freedom, but only those degrees of freedom that
lie in the holographic domain of the brane, i.e. whose holographic projection lies on
the brane. As discussed in [47], for a brane located at z = 0 in the coordinates (1.7),
the holographic domain corresponds to the region 0 < z < πℓ3/2. The remaining
part of bulk is mapped into a CFT that lives on the boundary of AdS4. The two
CFTs communicate though the common boundary of the spaces where they live (the
equator of S2 ×ℜ of figure 1).
We can now associate the shock wave described in section 3 to the case where the
second CFT is in its ground state. Indeed, the metric (1.42) induced on the fictitious
brane at z = (π − ǫ) ℓ3 is pure AdS3 metric for ǫ → 0. This corresponds to putting
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the second CFT in its vacuum state. We stress that this is the situation where the
dynamical generation of a mass for the graviton is observed.
The metric (1.43), on the other hand, gives a nontrivial metric at the AdS4 bound-
ary, that corresponds to a deformation of the second CFT. It is interesting to notice
that in this case the long distance behavior of the shockwave corresponds to the one
associated to a massless graviton. A possible interpretation is that the deformation
of the boundary conditions leaves the second CFT in an excited state, effectively
changing the boundary conditions of our brane CFT. Since the boundary conditions
of the CFT living in the AdS3 space are crucial in determining whether the graviton
mass is generated (see e.g. [222]), it is natural to imagine that this different state
prevents the gravitational Higgs phenomenon from taking place.
At this point, it is also important to note that the original construction of [102]
contained two branes. The second brane was introduced to insure that the graviton
spectrum contains a zero mode (however, in the spirit of the Karch-Randall model,
the presence of this second brane is not necessary). Remarkably, the second brane was
located at z = πℓ3/2 in the coordinates (1.7), that is exactly at the boundary of the
holographic region found in [47]. This allows us to find a second CFT interpretation
of the brane black hole of [102] and of the shock wave found in section 4. In this
interpretation, the second CFT does not exist at all (since the corresponding part of
bulk has been thrown away), and the graviton remains massless.
These results show explicitly how different metrics can be obtained when we de-
form the second CFT. More in general, they show that the choice of boundary condi-
tions in the CFT can affect strongly the nature of the quantum corrected metrics of
localized objects. They also raise a natural question: what happens if we ”unboost”
the metric found in section 3? In other words, suppose that now we see the shock
wave geometry as the metric of an extremely light but not massless particle. In this
case one can go to the rest frame for this particle, and ask what the metric will look
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like. Since we have found two shock waves, it is natural to expect the existence of
two branches of solutions associated to finite mass, brane localized objects. It would
be very interesting to study the nature of the objects belonging to the second branch.
To sum up, in this chapter we have seen the power of gravitational shock waves in
the study of the properties of brane gravity, by showing that there are (at least) two
different solutions to Einstein equations for a null source moving along a AdS3 brane
embedded in a AdS4 bulk. From the bulk perspective, the origin of these two different
solutions is clearly explained by different conditions at the AdS4 boundary of the bulk.
In particular, one of the shock waves excites a profile of the bulk graviton that is not
normalizable from the three-dimensional point of view. The CFT interpretation of
these two solution is more subtle, and we argued that the two different solutions
correspond to putting the AdS4 boundary CFT in a different state.
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CHAPTER 2
NEW EXACT SOLUTIONS ON THE
RANDALL-SUNDRUM 2-BRANE: LUMPS OF DARK
RADIATION AND ACCELERATED BLACK HOLES
2.1 Introduction
Since the original formulation of the Randall-Sundrum model [226], intensive ac-
tivity has aimed at the construction of solutions associated to distributions of matter
localized on the brane (see e.g. [5, 18, 60, 62, 72, 80, 113, 121, 131, 134, 136, 181,
249, 251]). Despite these efforts, the existence of brane localized black holes still
represents in general an unsolved question. This problem is made especially interest-
ing by the conjecture [250, 100] that solutions on the Randall-Sundrum brane should
correspond to quantum corrected metrics in the presence of a strongly interacting
Conformal Field Theory (CFT). Such a conjecture has allowed [250, 100] to argue
why it has been impossible to find an asymptotically flat, regular and static black hole
localized on the 3-brane. In the dual picture, indeed, such a black hole should receive
the quantum corrections associated to the CFT degrees of freedom. Such corrections
would induce black hole evaporation, so that the solution cannot be static.
While in the case of a 3-brane embedded in a five-dimensional anti-de Sitter (AdS5)
bulk no well behaved black hole solution has been found, in the lower dimensional
case of a 2-brane embedded in AdS4 bulk a class of brane-localized black hole metrics
was discovered already in 1999 by Emparan, Horowitz and Myers (EHM) [101, 102].
The metrics found in [101, 102] have allowed to check the conjecture according to
which brane black holes should correspond to quantum corrected solutions. Indeed,
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in [250, 100] these solutions have been interpreted as quantum corrected conical sin-
gularities. More specifically, the fact that the EHM solutions are dressed by a horizon
while in 2+1-dimensional gravity we should get naked conical singularities has been
interpreted as the effect of a ”quantum cosmic censorship” [100] for conical singulari-
ties: in the presence of a conical singularity, the Casimir effect excites the CFT, that
in turn dresses the singularity with horizon.
The construction of EHM can be understood as follows. The Randall-Sundrum
brane does not follow a geodesic of the AdS bulk. On the contrary, it experiences
a constant acceleration [159]. The acceleration is determined by the brane tension,
i.e. by the effective cosmological constant felt by a brane observer. Therefore a way
of finding black hole solutions on the brane is to look for a metric describing an
accelerated black hole in the AdS bulk, to cut it with a brane and to impose that
the acceleration of the black hole coincides with that of the brane. Now, a metric
(called AdS C-metric [217]) describing accelerated black holes in four dimensional1
Anti-de Sitter space is known. By appropriately cutting the AdS C-metric with a
brane, EHM could find black hole solutions localized on the 2-brane.
The AdS C-metric depends on four parameters, associated (at least in some limit)
to the four dimensional Newton constant, the AdS4 radius, the mass of the black hole
and its acceleration. Once we take into account the brane tension, the whole system
is characterized by five parameters. In order to stick the black hole onto the brane,
EHM impose a relation between the acceleration of the black hole and the tension of
the brane, so that the induced metric depends on the four parameters, that can be
associated to the effective three dimensional Planck mass, the number of CFT degrees
of freedom, the value of the cosmological constant and the black hole mass.
1See [66] for a study of similar constructions in more than four dimensions.
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In this chapter we will explore the possibility of detuning the brane tension from
the bulk black hole acceleration. As we show in appendix B, all the possible brane
configurations - for a given bulk AdS C-metric – reduce to two classes.
The first class has time-dependent induced metrics, and its CFT dual generally
describes an evolving lump of radiation, possibly on the top of a conical geometry.
Depending on the parameters of the theory, the radiation energy density can stay
always finite or can become infinite. In special cases it is possible to find solutions
(already discussed in [259]) where the lump of radiation is static.
The second class of solutions is continuously connected to the black hole metric
of EHM and leads to static metrics. Such metrics describe in general a pair of EHM
black holes accelerated by a strut stretched between them (or by two strings pulling
them towards infinity). In the CFT picture, the energy per unit length of this strut
has both classical and quantum contributions. Indeed, while in pure 2+1 dimensional
gravity point particles do not interact, quantum effects [240] generate a force between
the particles. The tension of the strut takes into account both contributions. The
geometrical interpretation of this solution is quite straightforward, since it turns out
that the metric induced on the brane is just a section of the four dimensional C-
metric [217, 169]. This section includes the singularities of the four-dimensional C-
metric and therefore describes two accelerated black holes (the two black holes reduce
to a single one in the case of AdS background and small acceleration).
This chapter is organized as follows. In section 2 we introduce the bulk metric
we work with. In section 3 we present the first class of brane embeddings, where the
location of the brane in the bulk (as well as the induced metric) is time dependent.
In section 4 we present the class of time independent embeddings. In section 5 we
discuss our results - especially in relation to the conjecture of [250, 100] - and we
draw our conclusions. Appendix B contains the proof that the solutions described in
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this chapter represent the unique possible embeddings of a purely tensional brane in
a AdS C-metric bulk.
2.2 The setting
The AdS C-metric is given by
ds2 =
1
A2(x− y)2
[
−H(y) dt2 + dy
2
H(y)
+
dx2
G(x)
+G(x) dφ2
]
, (2.1)
where the functions H (y) and G (x) are
H(y) = λ− k y2 + 2G4mAy3 ,
G(x) = 1 + k x2 − 2G4mAx3 . (2.2)
In the expressions above, λ > −1 and k = −1 , 0 ,+1, while G4 denotes the four
dimensional Newton constant. This metric describes one or two accelerated black
holes on an Anti de Sitter background with radius ℓ4 = 1/A
√
λ+ 1. Zeros of the
function H (y) corresponds either to black hole or acceleration horizons. In particular,
for k = −1, G4mA < 1/3
√
3 and λ ≥ 0 (i.e. A ≤ 1/ℓ4), the metric (2.1) describes
a black hole of mass m, subject to acceleration A and with a horizon with spherical
topology. The black hole is accelerated by a string that pulls it towards the AdS
boundary. For k = −1, G4mA < 1/3
√
3 and −1 < λ < 0 the metric describes two
accelerated black holes in AdS space. A strut between the black holes prevents them
from coalescing (alternatively, the same effect is achieved by two strings that pull
the black holes towards the AdS boundary). This situation is qualitatively similar
to that of the usual C-metric on a Minkowskian background, that corresponds to
the case λ = −1. For k = 0 the metric describes an accelerated version of the AdS
planar black hole, whereas for k = +1 it describes an accelerated AdS black hole
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with hyperbolic horizon2. More detailed descriptions of the AdS C-metric can be
found in [218, 85, 180]. For the present work, all we need to know is that −1/y is a
radial coordinate from the particle (that is located at a singularity at y → −∞). The
coordinate x can be roughly interpreted (for k = −1 and G4mA ≤ 1/3
√
3) as cos θ
in polar coordinates. The x coordinate is bound to be larger than y (x > y), and the
surface x = y corresponds to the AdS4 boundary.
We now want to embed a brane with tension τ ≡ (1 + δ) / (2π G4ℓ4) in this bulk.
The quantity δ is defined in such a way that δ = 0 corresponds to a critical tension
brane, that in absence of bulk matter (m = 0) would lead to a Minkowskian brane
induced metric.
As we show in appendix B, the most general embedding of a purely tensional
Z2-symmetric 2-brane in such a bulk is given either
3 by y = ψ (t) or x = ξ (φ). In
the next section we will consider the first situation, while the case x = ξ (φ) will be
discussed in section 4.
2.3 Time dependent solutions
The first class of embeddings we consider are of the form y = ψ (t). The function
ψ (t) is determined by Israel’s junction condition, and obeys the differential equation
(
dψ
dt
)2
= H(ψ (t))2 − H(ψ (t))
3
α2
, (2.3)
where we have defined the quantity
2The majority of the literature on the AdS C-metric focuses on the case k = −1, G4mA < 1/3
√
3,
where the coordinate x behaves like cos θ in polar coordinates. If these conditions are not met, the
function G (x) vanishes only in one point, implying that x is now akin to a radial coordinate and
the horizon is noncompact. As a consequence, there is no conical singularity in the metric that can
be interpreted as a string pulling the black hole. Indeed, in this case the object that accelerates the
black hole is entirely hidden behind the horizon.
3The fact that possible embeddings come in pairs should not come as a surprise, given the
invariance of the metric (2.1) under the exchange t↔ i φ, x↔ y, H ↔ G.
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α ≡ (1 + δ) √1 + λ = 2π G4 τ/A , (2.4)
and α = 1 corresponds to the case studied by EHM. In addition to (2.3), the junction
conditions give the auxiliary equation
2H(ψ)
d2ψ
dt2
− 2H ′(ψ)(dψ
dt
)2 +H ′(ψ)H2(ψ) = 0 . (2.5)
Using equation (2.3), and using y rather than t as independent variable4, we find
the induced metric on the brane
ds2 =
1
A2 (x− y)2
[
− dy
2
α2 −H (y) +
dx2
G (x)
+G (x) dφ2
]
. (2.6)
The dynamics of this system can be made more transparent by performing the
change of variable y = −1/Ar and subsequently defining r = a (η) where a (η) obeys
the Friedmann-like equation
a′ (η)2
a (η)4
= A2
(
α2 − λ)+ k
a (η)2
+
2G4m
a (η)3
(2.7)
describing a 2+1 dimensional cosmology with closed, flat, or open slices (depend-
ing on the value of k) whose matter content is given by a cosmological constant
∝ A2 (α2 − λ) /G3 and radiation with temperature ∝ (G4m/G3)1/3 /a (η). In terms
of the variables η, x and φ the metric reads
ds2 =
a (η)2
(1 + Axa (η))2
[
−dη2 + dx
2
(1 + k x2 − 2G4mAx3)
+
(
1 + k x2 − 2G4mAx3
)
dφ2
]
. (2.8)
In these coordinates the limit A→ 0 is straightforward and the resulting geometry
describes a cosmological metric filled with (dark) radiation [177] - [48].
4This is possible as long as dψ/dt 6= 0. The special case ψ =constant was studied in [259].
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In general, the metric (2.8) describes a lump of radiation on a background with
cosmological constant A2 (α2 − λ− 1) = (2 δ + δ2) /ℓ24, as one can see by writing the
stress energy tensor that supports the metric (2.8)
T µν = − A
2
8πG3
(
α2 − λ− 1) diag (1, 1, 1) + G4m
8πG3 a (η)
3 (1 + Axa (η))
3 ×
×diag (−2, 1, 1) , (2.9)
where G3 is the three dimensional Newton constant. As we will see in detail in the
next subsections, the size of the lump of radiation, as well as the time-scale over which
it evolves, are of the order of A−1. Note that the cosmological constant that appears
in eq. (2.9) does not have the same value as the first term on the right hand side of
the ”Friedmann equation” (2.7).
In the following subsections we will discuss this metric for some representative
choices of parameters. We will focus on the case of a brane with critical tension
(δ = 0, α2 = 1 + λ), where the interpretation of the metric is the most transparent.
Before discussing these special cases, let us remark that by appropriately tuning
the parameters of this class of solutions it is possible to obtain static configurations.
These configurations can be obtained both for a subcritical and for a critical brane,
and describe static, self-gravitating lumps of radiation. A detailed description of these
specific cases can be found in [259].
2.3.1 Critical, closed slices (δ = 0, k = −1)
For k = −1 and mA < 1/3√3 the function G (x) has three zeros, that we denote
as x0, x1, x2 with x0 < x1 < 0 < x2. G is positive for x < x0 and for x1 < x < x2.
In the latter range, we interpret x roughly as cos θ in polar coordinates. x = x1 and
x = x2 then correspond to the polar axis. Since |G′ (x1)| 6= |G′ (x2)| there is a conical
singularity either at the north or at the south pole. We redefine φ so that the axis
x = x2 is regular, that corresponds to having a deficit angle along x = x1. Such a
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deficit angle is interpreted as due to a string responsible for the acceleration of the
black hole.
For δ = 0, k = −1, the brane induced metric (2.6) takes the form
ds2 =
1
A2 (x− y)2
[
− dy
2
1− y2 − 2G4mAy3 +
dx2
1− x2 − 2G4mAx3+
+
(
1− x2 − 2G4mAx3
)
dφ2
]
. (2.10)
In this section we will study the limit G4mA ≪ 1. To start with, we note that,
for m = 0, eq. (2.10) reduces to
ds2 =
1
A2 (x− y)2
[
− dy
2
1− y2 +
dx2
1− x2 +
(
1− x2) dφ2] , (2.11)
that is Minkowski space in disguise, since the transformation
x (t, r) =
A2t2 − A2r2 + 1√
4A2r2 + A4 (t2 − r2 + 1/A2)2
,
y (t, r) =
A2t2 − A2r2 − 1√
4A2r2 + A4 (t2 − r2 + 1/A2)2
, (2.12)
brings it to the form ds2 = −dt2 + dr2 + r2dφ2. This transformation helps to clarify
the evolution of the lump of radiation associated to the stress energy tensor (2.9).
At first order in G4mA, we get indeed that the energy distribution supporting our
solution is given, in terms of the coordinates t and r, by
ρ (t, r) = Ttt =
2G4m
πG3A3
r4 + (t2 + 1/A2)
2
+ r2 (4 t2 + 2/A2)[
4 r2/A2 + (t2 − r2 + 1/A2)2]5/2 +O
(
m2
)
. (2.13)
We plot the profile of ρ (r) at different times in figure 1. This shows that the
solution describes a circular shell of radiation that contracts for t < 0, reaches a
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Figure 2.1. The function ρ (t, r) for different values of t = 0, 1, 2, 3. Here
2G4m/πG3A
3 = A = 1. Each curve has a maximum at r = t.
maximal energy density at r = 0 when t = 0 and then bounces to infinity. When
t = 0, ρ (t = 0, r) ∝ (r2 + 1/A2)−3. To first order in G4mA, it is possible to compute
the total mass of the lump as 2π
∫
ρ (t, r) r dr = (G4mA/G3) (1 +O (G4mA)). Note
that this shell moves on the top of a conical geometry with deficit angle 4πG4mA×
×(1 +O (G4mA)), corresponding to a mass (G4mA/2G3) (1 +O (G4mA)) located at
the origin of the system [101].
At variance with the solution of EHM, the metric (2.10) does not display a horizon
on the brane. From the CFT point of view, the quantum cosmic censorship of conical
singularities seems not to be at work for this state. On the other hand it is also worth
noting that this is a time-dependent solution, whereas the censored solution of EHM
was static.
2.3.2 Critical, flat slices (δ = 0, k = 0)
In this case the induced metric reads
ds2 =
1
A2 (x− y)2
[
− dy
2
1− 2G4mAy3 +
dx2
1− 2G4mAx3 +
(
1− 2G4mAx3
)
dφ2
]
,
(2.14)
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and the variable x ranges between−∞ < x < (2G4mA)−1/3. x = xm ≡ (2G4mA)−1/3
corresponds to the origin of polar coordinates. We avoid a conical singularity by
giving the angle φ a periodicity 0 < φ < 4πxm/3. In the limit G4mA → 0, this
period diverges and φ becomes a linear coordinate.
This brane induced metric (2.14), like the one described in the previous subsec-
tion, describes an evolving lump of radiation. However, its properties are differ-
ent. Let us start by looking at the center of the distribution of radiation, x ≃ xm.
In this region it is convenient to use the ”cosmological” metric (2.8). We have
ρ (t¯) = G4mM3 (1 + Aa (t¯) xm)
3 /8πG3a (t¯)
3, where we have switched from the ”con-
formal time” η to ”physical time” t¯, i.e. dη = dt¯/a (t¯). The function a (t¯) is obtained
by solving the Friedmann-like equation a˙2/a2 = A2 + 2G4m/a
3. In the early time
regime a3 ≪ 2G4m/A2, the cosmology is radiation dominated, a (t¯) ∝ m1/3 t¯2/3. In
this case the center of our distribution experiences a ”big bang” with infinite energy
density as t¯ → 0 (i.e. y → −∞). This is different from the situation considered in
the previous subsection where the energy density was always finite.
In the opposite limit a (t¯) ≫ (2G4mA)1/3 /A = (Axm)−1, the metric (2.14) re-
duces, close to the origin x ≃ xm, to Minkowski metric modulo an overall scaling
of the coordinates (this can be seen most clearly by considering the metric in its
form (2.8)). In the same limit, the stress energy tensor for brane radiation goes to
the constant value T µν ≃ A2/(16πG3) diag (−2, 1, 1).
In order to understand the behavior of the system far from x = xm let us consider
the limitm→ 0, with x finite. In this limit the brane is actually flat, and φ becomes a
linear coordinate. This is shown explicitly by the fact that form = 0 the metric (2.14)
reduces to
ds2 =
1
A2 (x− y)2
(−dy2 + dx2 + dφ2) (2.15)
that is brought to the Minkowskian form ds2 = −dT 2 + dX2 + dY 2 by the transfor-
mation
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x− y = 1
A (T +X)
,
x+ y = A
[
(T −X)− Y
2
T +X
]
,
φ =
Y
T +X
. (2.16)
Since, for m = 0, φ is a linear coordinate, the limit of small m and finite x
will correspond to the regime where φ is ”almost” linear, i.e. far from the center of
our distribution. As a consequence, we can compute the energy density ρ (y, x, φ)
far from the center of the distribution of radiation by considering its expression at
first order in m. Making use of the rotational symmetry of the system, we can set
φ = Y = 0. Then, the energy density of our fluid is given for G4mA≪ 1 by
ρ (T, X, Y ) =
G4mA
3
8π G3
3A4 (X + T )4 + 2A2 (X + T )2 + 3
4A5 (T +X)5
+O ((G4mA)2) , (2.17)
that, for large T , decreases as T−1.
To sum up, in the case k = 0 our system describes a circular lump of radiation
that starts from infinite density at its center and relaxes down to Minkowski space at
large times.
Note that in this case the origin is regular provided we choose the right periodicity
for φ, that implies that – differently from the case considered in the previous section
– the matter content here is just that of the lump of (dark) radiation, and there is no
localized matter on the brane.
2.4 Time independent solutions
In the second class of solutions the brane embedding is given by x = ξ(φ). Using
the K11 component in Isreal junction conditions (B.5) we find that ξ(φ) satisfies the
differential equation (
dξ
dφ
)2
=
G(ξ(φ))3
α2
−G(ξ(φ))2 . (2.18)
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Also, from the K33 component of (B.5) we find the auxiliary equation
2G2(ξ)
d2ξ
dφ2
− 3G(ξ)G′(ξ)
(
dξ
dφ
)2
−G3(ξ)G′(ξ) = 0 . (2.19)
In this section we will consider only the case k = −1, that corresponds to the
situation most thoroughly studied in the literature. Since for k = −1 we have that
G (x) ≤ 1 in the interval x1 < x < x2, eq. (2.18) can be solved only if α2 < 1. We
will therefore assume α2 < 1 from now on.
Using x as independent variable5 we find the induced metric
ds2 =
1
A2(x− y)2
[
−H(y) dt2 + dy
2
H(y)
+
dx2
G(x)− α2
]
. (2.20)
To understand this metric we perform the following transformations
x′ =
x√
1− α2 , y
′ =
y√
1− α2 , t
′ =
√
1− α2 t
A′ = A
√
1− α2 , λ′ = λ
1− α2 , (2.21)
that yield
ds2 =
1
A′ 2(x′ − y′)2
[
−H(y′) dt′ 2 + dy
′ 2
H(y′)
+
dx′2
G(x′)
]
, (2.22)
where H(y′) = λ′ − k y′ 2 + 2G4mA′ y′ 3 and G(x′) = 1 + k x′ 2 − 2G4mA′ x′ 3. The
Ricci scalar of the metric (2.22) is a constant R = −6A′ 2(1 + λ′).
The metric (2.22) is a constant φ section of the C-metric [217] (on a Minkowski,
de Sitter, anti-de Sitter background, depending on the value of λ′). Therefore, it
describes accelerated black holes in 2+1 dimensions on the background of CFT matter
5The case x =constant (with x obtained by looking for zeros of G′ (x)) has been studied by EHM.
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and of a cosmological constant given by Λeff = −A′ 2(1+λ′), as can be seen by writing
the stress energy tensor induced on the brane
T ′µν =
A′ 2
8πG3
(1 + λ′) diag(1, 1, 1) +
G4mA
′ 3
8πG3
(x′ − y′)3 diag(1, 1,−2) . (2.23)
Figure 2.2. Schematic plot of the embedding of the brane defined by x = ξ (φ),
where the function ξ (φ) is a solution of eq. (2.18).
Let us now study the geometry of this system. The bulk black hole horizon has
spherical topology provided G4mA < 1/3
√
3. Using the transformation in (2.21) we
see immediately that this implies that G4mA
′ < 1/3
√
3 and, as we show below, the
brane x = ξ(φ) cuts the bulk such that the horizon in (2.22) has circular topology.
For G4mA > 1/3
√
3 the bulk black hole horizon has R2 topology (i.e. the black hole
horizon extends all the way to the boundary of AdS4). In this case, depending on α,
we have either G4mA
′ < 1/3
√
3 or G4mA
′ > 1/3
√
3 which corresponds to having a
brane black hole horizon with circular (S1) or R1 topology, respectively. This horizon
is located at the smallest zero of H(y′), and dresses a singularity at y = −∞.
For a critical brane with δ = 0 we have 1−α2 = −λ. This corresponds to λ′ = −1,
so that the effective cosmological constant on the brane vanishes. Hence the induced
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metric in (2.22) degenerates to a constant φ section of the C-metric which describes
a pair of black holes accelerating in asymptotically flat spacetime [169].
For a subcritical brane, −1 < δ < 0, we have 0 < λ < ∞, and therefore −1 <
λ′ < ∞. In this situation we obtain a negative cosmological constant on the brane,
and the metric (2.22) describes a constant φ section in the AdS4-C metric [217].
Finally, for a supercritical brane with δ > 0 we obtain −∞ < λ′ < −1 and hence
a positive cosmological constant on the brane. This metric is a constant φ section
in the dS4-C metric which describes an accelerated pair of black holes in dS4 space
[197, 220].
Now we turn to the discussion of the embedding of the brane in the bulk. We first
consider the case m = 0 which corresponds to a empty AdS4 bulk. In this case one
can readily integrate eq. (2.18) to obtain
ξm=0(φ) =
√
1− α2 sinφ√
α2 cos2 φ+ sin2 φ
. (2.24)
It is clear from the solution that the function ξm=0 (φ) is periodic and that its period
matches that of the angle φ of the bulk, i.e. ∆φbrane = ∆φbulk = 2π. The above
solution, obtained for m = 0, can be used to explain the topology of the constant-y
surfaces (and therefore of the horizon of induced black hole) for small values of m. To
this end consider a unit S2 sphere given by the embedding ξ = cos θ, Y = sin θ cosφ
and Z = sin θ sinφ. One can see immediately that the above equation (2.24) describes
the plane Z = αξ/
√
1− α2 intersecting the given sphere in a circle.
Let us then consider the case G4mA < 1/3
√
3, with nonvanishing m. In this case
G(x) vanishes at x = x1 , x2 where x1 < x2, these directions correspond to the axis
of rotation. To avoid a conical singularity at x = x2, we take φ to have the period
∆φbulk = 4π/|G′(x2)|. Since we have adjusted the period at x = x2, one can no longer
adjust the period at x = x1 and we encounter a conical singularity along this axis. For
m 6= 0 one can not find the solution of eq. (2.18) in a closed form. However, numerical
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Figure 2.3. Numerical solution of eq. (2.18) for the case k = −1 using a critical
brane δ = 0. We take λ = −0.2, and G4mA = 0.0 and 0.15 for the solid and dashed
lines respectively. The arrows on the figure indicate the periodicity of φ. In the
first case the period of ξ (φ) of the brane embedding coincides with that of the bulk:
∆φbulk = ∆φbrane = 2π. In the second case we see that the period of the brane
embedding is larger than the periodicity of φ.
integration shows that the solution is periodic and bounded, and the period of the
brane embedding is always larger than that of the bulk, i.e. ∆φbrane > ∆φbulk as
shown in figure 2.3. This discrepancy between the two periods indicates the existence
of a codimension-one object, an edge, on the brane 6. In figure 2.2 we provide a
schematic plot of the embedding of the brane in the bulk. The energy per unit length
of this edge is given by [144]
µ = − 1
4π G4
cos−1(nµ0n1µ) , (2.25)
where n0 and n1 are the unit normals on the two sides of the edge. Using eqs. (2.18)
and (B.2), and imposing the symmetry requirement ξ(−∆φbulk/2) = ξ(∆φbulk/2) and
ξ′(−∆φbulk/2) = −ξ′(∆φbulk/2) we obtain
6An exact solution describing a codimension-one object on the brane was first described in [133,
132], while its CFT interpretation was studied in [136]. Note that however in our case the defect is
bounded by two black holes, whereas the object considered in [133, 132, 136] has infinite extension.
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µ = − 1
4π G4
cos−1
[
2α2/G(∆φbulk/2)− 1
]
, (2.26)
where G(∆φbulk/2) = G(ξ(∆φbulk/2)). From eq. (2.26) we see that the maximum
value of the tension is |G4µmax| = 1/4.
One can also obtain an expression for the energy per unit length τ of the edge
from the point of view of an observer on the brane. To this end we write the Isreal
junction conditions for the brane-induced metric
Kµν − ℓµνK = −8πG3ℓµντ , (2.27)
where K and ℓ are respectively the extrinsic curvature and the induced metric on the
edge. Using the metric in (2.20), and remembering that the angular coordinate φ
ranges between −∆φbulk/2 and ∆φbulk/2, we obtain
τ = − A
4πG3
√
−α2 +G(∆φbulk/2) , (2.28)
where in general one does not expect to have µ = τ .
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Figure 2.4. The absolute value of the energy per unit length |µ| of the edge as a
function of G4mA. We take λ = −0.2 for the case of critical brane δ = 0.
In figure 2.4 we plot the absolute value of the energy per unit length for the
range G4mA
′ < 1/3
√
3. For small values of mA one can show by means of numerical
47
techniques that the tension of the edge to a first order in mA is given on the critical
brane by the expression
µ = mA′ +O(G4m2A′ 2) , (2.29)
where A′ = A
√
1− α2 is the acceleration of the brane-induced black hole. In addition,
we can express τ in terms of µ and use the relation G3 = G4/2ℓ4 to obtain for small
values of mA
τ = mA′ +O(G4m2A′ 2) . (2.30)
The first term in the above expression is classical in nature and appears due to
the fact that we accelerate massive objects. The second term is expected to be
different from the O (G4m2A′ 2) correction to µ in (2.29), and is associated to the CFT
correction. Although gravity is dynamically trivial in 2+1 dimensions, the quantum
effects generate a force between particles. The existence of O (G4) corrections to the
strut tension reflects the presence of such quantum effects.
2.5 Discussion
In this chapter we have studied the most general embeddings of a vacuum 2-brane
in a AdS C-metric background. Our solutions generalize those found by Emparan,
Horowitz and Myers in 1999 [101, 102], and can be divided into two classes. The
first class (studied in section 3) contains time dependent metrics, whose CFT dual
describes a rotationally invariant, time dependent lump of radiation. By studying
two specific cases we have seen that, depending on the choices of parameters, the
radiation can be either in the form of a collapsing and bouncing shell or in the form
of a lump that, starting from infinite density at its center, eventually relaxes to a
vacuum configuration. The second class of solutions that we have found describes
one (or two) accelerated black holes kept in a static configuration either by a strut or
by one (or two) strings.
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The class of brane metrics studied in section 4 can be reduced to constant φ
sections of the general C-metric (2.1). It is straightforward to see in the same way
that the solutions of section 3 can be obtained by taking constant t sections of the
C-metric (2.1). In this class of solutions the radial coordinate y turns into a time
coordinate in the regions inside the horizon of the full C-metric (2.1). Already EHM
had noticed that their 2+1 dimensional black hole was characterized by the same
metric as an equatorial section of a ordinary, 3+1 dimensional Schwarzschild black
hole (with a deficit angle). Therefore, all the brane induced metrics explicitly found
by cutting a AdS C-metric with a vacuum brane appear to be sections of a four
dimensional vacuum metric. One might wonder whether this behavior has any deep
origin or it is only accidental.
Let us discuss the CFT interpretation of our solutions. The interpretation of the
solutions of section 4 is rather straightforward. In pure 2+1 dimensional gravity two
particles do not interact, since lower dimensional gravity is non dynamical. However,
the solution of EHM shows that, when dressed with the effects of a CFT, a particle
in 2+1 dimensions generates an attractive field. Our solutions of section 4 describe a
pair of such particles accelerated by the presence of a strut (that in 2+1 dimensions
is a codimension-1 object). Since these dressed particles attract each other, we need
to correct the force of the strut to pull them away from each other: this is precisely
what is described by a constant φ section of a C-metric. In the next chapter, we
study the CFT counterpart of this solution by computing the quantum corrections to
a 2+1 dimensional geometry containing two accelerated conical singularities.
The interpretation of the solutions of section 3 is less straightforward. Clearly,
the solution contains an evolving lump of CFT. In the limit of vanishing acceleration
A → 0, the lump of CFT becomes homogeneous and isotropic, and the solution
converges to the (dark) radiation dominated cosmology studied for instance in [177]
- [48]. For nonvanishing values of A, on the other hand, homogeneity is lost and only
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isotropy is maintained. The case k = −1 is especially interesting, since in this case
the dark radiation evolves on the top of a conical geometry, implying that the dual
description of this solution contains both dark radiation and a (pointlike) particle. At
variance with the static solution of EHM, this conical singularity is naked, even if it is
surrounded by an evolving bath of radiation. Therefore it looks that in this case the
”quantum censorship of conical singularities” invoked in [100] is not at work. However,
contrary to the case studied by EHM, our solution is time dependent. It is natural
to ask whether the process of quantum censorship operates only if we impose that
the CFT be static. More explicitly, one might draw a parallel with the different ways
in which a 3+1 dimensional Schwarzschild black hole receives quantum corrections:
depending on the choice of boundary conditions, such quantum corrections can be
either regular at the horizon and at infinity (in the Unruh state), regular at infinity
and time-independent (in the Boulware state) or time-independent and regular at
the horizon (in the Hartle-Hawking state). It is tempting to see the dressed conical
singularity of EHM as the effect of the backreaction of the CFT in a Boulware-
like state (time independent, regular at infinity, singular at the center), whereas the
solution discussed in section 3 should be associated to a CFT in a Unruh-like state
(regular everywhere but time dependent).
Our solutions represent a generalization of the results of EHM, as they depend on
one more parameter. For the solutions discussed in section 4, this extra parameter is
associated to the acceleration of the brane black hole(s). In the case of the solution
of section 3, the extra parameter gives the typical length scale over which the lump of
radiation evolves. In general we see that for a given bulk metric we can find a variety
of brane induced metrics. We expect such a variety to be present also in the (definitely
more interesting and complicated) case of a 3-brane embedded in (4+1)-dimensional
bulk.
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CHAPTER 3
ADS4/CFT3+GRAVITY FOR ACCELERATING CONICAL
SINGULARITIES
3.1 Introduction
In the previous chapter we found two new classes of solutions on the 2-brane
[16]. The first class has time-dependent induced metrics and describes an evolving
lump of dark radiation, while the second is a constant φ-section of the original four-
dimensional C-metric and describes accelerated black holes by means of strings or
struts.
Moreover, it was conjectured in [100] that black hole solutions localized on a
brane in the AdSD+1 braneworld correspond to quantum-corrected black holes in D
dimensions. This conjuncture followed naturally from the AdS/CFT correspondence
in which classical dynamics in the AdSD+1 bulk encodes the quantum dynamics of the
dual D-dimensional conformal field theory (CFT). Thus, solving the classical D + 1
classical equations in the bulk is equivalent to solving Einstein equations Gµν =
8π GD 〈Tµν〉 on the brane, where GD is the D-dimensional Newton’s constant and
〈Tµν〉 is the energy-momentum tensor of a strongly coupled CFT with a cutoff in the
ultraviolet due to the presence of the brane. This conjecture was put to test in [100]
by comparing the brane-black hole solution found in [101] with the one obtained in
the dual 2 + 1 CFT coupled to gravity. This can be done by starting with a point
particle of mass M in 2 + 1 dimension which generates a deficit angle δ = 8π G3M ,
and computing the Casimir energy-momentum tensor [244]. Then, one can use this
energy-momentum tensor to calculate the backreaction on the conical spacetime [240].
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The agreement between the two sides is remarkable and gives a strong argument in
favor of the AdS/CFT duality in the context of braneworld scenario. Indeed, this
conjecture gives us a convenient way to learn about strong quantum effects in curved
backgrounds [19, 136, 225].
According to this conjecture, the accelerated black hole solution found in the
previous chapter [16] was interpreted as quantum corrected black hole(s) accelerating
on the brane. In the case of a critical brane, this solution describes a pair of black
holes accelerated by two strings (or a strut) pulling (pushing) them toward infinity.
In the CFT picture, the energy per unit length of this string (strut) has both classical
and quantum contributions. Indeed, while in pure 2 + 1 dimensional gravity point
particles do not interact, quantum effects generate a force between the particles.
Hence, the tension of the string (strut) takes into consideration both effects.
In this chapter, we calculate the quantum-mechanical backreaction on two point
particles attached to a strut and accelerating in 2+1 D flat background. In our setup,
we compute the Green’s function of a conformally coupled scalar. Since we work in
an accelerating frame moving with acceleration A, it is natural to use a quantum field
in equilibrium with a thermal bath at temperature T = A/2π, which is the Hawking-
Unruh temperature associated with the Rindler (acceleration) horizon. In calculating
the thermal Green’s function, we impose two different boundary conditions at the lo-
cation of the strut, namely, transparent and Dirichlet boundary conditions. We find
that the numerical coefficient of the induced energy-momentum tensor in the first
case is identical to the case of a point particle at rest in a 2 + 1 D background. On
the other hand, the energy-momentum tensor in the case of Dirichlet boundary con-
ditions is divergent at the position of the strut. This suggests that unless we impose
transparent boundary conditions, the location of the strut is susceptible to the forma-
tion of curvature singularity. Further, we use the resulting energy-momentum tensor
calculated in the case of transparent boundary conditions to find the gravitational
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backreaction on the spacetime. Interestingly enough, we find that the resulting quan-
tum corrected metric has the same form as the one obtained before in [16] by cutting
the AdS4 C-metric with a critical angular dependent brane. Although the former solu-
tion describes accelerating black hole dressed with weakly coupled CFT (WCFTBH),
the latter, according to AdS/CFT+gravity conjecture, describes accelerating black
hole dressed with strongly coupled CFT (SCFTBH). Moreover, the presence of the
CFT at finite temperature gives us a unique opportunity to study finite temperature
effects in strongly coupled system in curved background. Contrary to the case of the
static black hole constructed previusly in [101], where it was found that the black
hole mass can be as large as 1/4G3, the largest mass one can place in 2+1 D, we find
that the maximum mass in the present case is temperature dependent. Studying the
behavior of this maximum mass reveals a striking difference between the weakly and
strongly coupled theories. Although the mass in the former decreases monotonically
with temperature from 1/4G3 to zero, we find that in the second case it decreases
from 1/4G3 at low temperatures to a minimum value, and then it increases to 1/4G3
again at high temperatures. Further, the black hole horizon circumference diverges
in both cases as the mass reaches its maximum value. Beyond this mass, the horizon
disappears leaving behind a naked singularity. Actually, it was argued before that
quantum effects dresses conical singularities with regular horizon given that these
singularities are sufficiently massive. This is known as quantum cosmic censorship
[100]. Although this still applies in the case of accelerating conical singularities, su-
permassive singularities (exceeding the maximum allowed black hole mass at a given
temperature) violate this censorship.
We start our treatment using a classical background with a vanishing value of
the total mass of particles and strut mp + ms = 0. After computing the quantum-
mechanical backreaction on the spacetime, we find that the mass of the strut gets
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renormalized which in turn violates the above equality. The violation is minimal for
small values of the black hole mass, and becomes stronger for larger values.
This chapter is organized as follows. In section 2 we discuss the background
geometry used in the setup. Then, in sections 3 and 4 we calculate the thermal Green’s
function and the induced energy-momentum tensor for both transparent and Dirichlet
boundary conditions. The gravitational backreaction due to the weakly coupled CFT
is computed in section 5, while in section 6 we show that the same form of the metric
found in section 5 can be obtained by cutting the AdS C-metric in 4-D with an angular
dependent critical brane [16]. The latter describes accelerated black hole dressed with
strongly coupled CFT. In section 7 we compute various thermodynamic quantities of
the black hole and comment on the AdS/CFT+gravity interpretation of the strongly
coupled solution, and finally we conclude in section 8.
3.2 Background geometry
We start by considering the following metric which describes an accelerating frame
moving in a 2 + 1 D flat background with acceleration A
ds2 =
1
A2(w − v)2
[
−(v2 − 1)dt2 + dv
2
v2 − 1 +
dw2
1− w2
]
. (3.1)
In order for the metric to have Lorentz signature, we restrict w to lie in the range
−1 ≤ w ≤ 1. Also, we restrict v to satisfy v < w since the conformal factor (v − w)2
implies that the points v = w are infinitely far from those v 6= w. Moreover, there is a
Rindler horizon located at v = −1 which is a manifestation of the fact that the metric
(3.1) is written in accelerating coordinates. This can be shown using the following
set of transformations
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X =
√
v2 − 1
A(w − v) cosh t ,
Y =
√
v2 − 1
A(w − v) sinh t ,
Z =
√
1− w2
A(w − v) , (3.2)
which brings (3.1) to the flat metric ds2 = −dY 2+dX2+dZ2. In turn, this restricts v
to lie in the range v ≤ −1, and observers in this system can reach asymptotic infinity
at v = w = −1.
Since gravity is not dynamical in 2 + 1 D, the presence of a point mass does not
alter the geometry in (3.1). Instead, it affects the global topology of the spacetime.
This can be achieved by introducing a deficit parameter δ and demanding that w lies
in the new range −1 ≤ w ≤ 1− δ. The coordinate v is, roughly speaking, the inverse
radial direction measured from the location of the particle, and hence those values of δ
different from zero reflect the presence of a point mass located at v = −∞. Since this
point mass is accelerating, the acceleration has to be provided by a co-dimensional
1 object, a string or strut 1 , attached to it. From now on we choose to use a strut
located at w = 1−δ which extends from the location of the point mass to the Rindler
horizon v = −1. This choice renders the system well-behaved at asymptotic infinity.
Further, using the toroidal coordinates v = − cosh η and w = − cos θ, and the
Euclidean time it = φ, one can write the metric (3.1) in the form 2
ds2 =
1
A2(cosh η − cos θ)2
[
sinh2 η dφ2 + dη2 + dθ2
]
, (3.3)
1Although a co-dimensional 1 object is formally a brane, we continue to call it a string (strut) in
our setup. Strings correspond to positive tension objects, while struts correspond to negative ones.
Strings in 2 + 1 D were also studied in [83, 135].
2The coordinates θ, η and φ are known in the mathematical physics literature as toroidal or ring
coordinates. See e.g. [103, 215].
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Figure 3.1. (a) A sketch of the background geometry in (3.1). The strut is located
at w = 1− δ which corresponds to θ = π/p. The space is Z2 symmetric across θ = 0.
Notice also that the edges θ = π/p and θ = −π/p are identified. (b) The absolute
value of the mass |ms| and tension of the strut as functions of the deficit parameter
δ. The tension is a non monotonic function which peaks at δ = 1, while the strut
mass is monotonic in δ.
where η ≥ 0 and the range −1 ≤ w ≤ 1 − δ maps to 0 ≤ θ ≤ π/p. The parameter
p is defined via p = π/ cos−1(−1 + δ) where p ≥ 1, and p = 1 corresponds to having
empty space. Moreover, we can use the transformations cosh η = 1/Ar and φ = Aφ˜
that bring the metric (3.3) to the useful form
ds2 =
1
(1− Ar cos θ)2
[(
1− A2r2) d φ˜2 + dr2
1− A2r2 + r
2dθ2
]
, (3.4)
which is conformal to De Sitter space. In the limit A→ 0 we find ds2 = dφ˜2 + dr2 +
r2dθ2, and for empty space θ lies in the range −π ≤ θ ≤ π. Hence, in the presence of
the strut we restrict the angle θ in the range −π/p ≤ θ ≤ π/p, which can be covered
by gluing two copies of the region −1 ≤ w ≤ 1 − δ as sketched in figure(3.1). The
mass of the point particle attached to the strut is determined by reminding that in
2 + 1 D the mass is given by 2π −∆θ = 8πG3mp. Hence, we find
mp =
1
4G3
[
1− cos
−1 (−1 + δ)
π
]
. (3.5)
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On the other hand, one can obtain an expression for the energy per unit length,
or the force, τs of the strut. To this end, we write the Israel junction condition for
the metric (3.1)
∆Kµν − ℓµν∆K = −8π G3hµντs , (3.6)
where ∆Kµν = K+µν−K−µν and ℓµν are respectively the jump in the extrinsic curvature
and the induced metric at the position of the strut. Hence, we obtain after straight
forward calculations noticing the Z2 symmetry across the strut
τs = − A
4π G3
√
2δ − δ2 . (3.7)
This equation restricts the range of δ to be 0 ≤ δ ≤ 2. In figure (3.1b) we see that
there are two values of the deficit parameter δ that correspond to the same tension.
We also find that the minimum tension is τs = −A/4π G3 which occurs at δ = 1.
The mass of the strut is given by ms = τsℓs where ℓs is the proper length of the
strut. The latter can be calculated from (3.1)
ℓ =
1
A
∫ −1
−∞
dv
(1− δ − v)√v2 − 1 =
π − cos−1(−1 + δ)
A
√−δ2 + 2δ , (3.8)
and hence, we obtain
ms = − 1
4G3
[
1− cos
−1 (−1 + δ)
π
]
. (3.9)
Therefore, we find that the combined mass of the point particle and the strut adds
up to zero. We also provide another proof of this result in appendix C by working in
the XY Z coordinates given in (3.2). This result is particular to the way we chosed
to cut our space and may change upon using more general configurations.
The above construction covers only the half space X > 0. The other half describes
a particle located at v =∞ and accelerating in the opposite direction with accelera-
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tion horizon located at v = 1. This particle is attached to the strut that stretches to
the first particle through the horizons.
Finally, the identification of the Euclidean time coordinate φ in (3.3) with period
2π gives rise to background temperature T = A/2π. This is Hawking-Unruh temper-
ature (background temperature) as measured by a detector placed in the accelerating
background (3.1).
3.3 Scalar field quantization
We consider a massless scalar field Φ coupled to a three dimensional background.
The corresponding Lagrangian density reads
L = −1
2
(∇Φ)2 − ξ
2
R(x) Φ2 , (3.10)
where ξ is a numerical factor and R is the Ricci scalar. The values ξ = 0 and
ξ = 1/8 correspond to minimally and conformally coupled scalars respectively. Since
the Euclidean metric (3.3) is associated to a background temperature T = A/2π, it
is natural to quantize the field Φ incorporating the non-zero temperature techniques.
This can be achieved by going to the Euclidean time [35] as we show below.
The Lagrangian (3.10) leads to the following Euclidean action
SE(β) = −1
2
∫ 2π
0
dφ
∫
d2x
√
gE
[
gµνE ∇µΦ∇νΦ + ξR(x) Φ2
]
, (3.11)
where gE is the Euclidean metric (3.3). One defines a generating functional Z(j)
through
Z(j) =
∫
DΦExp
(
−SE(β) +
∫ 2π
0
dφ
∫
d2 x
√
gEj(x)Φ(x)
)
, (3.12)
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with j(x) being the external current. The thermal average of the time-ordered product
of the field operators (the thermal propagator) is given by
GF (x, x
′) =
1
Z
δ2Z(j)
δj(x)δj(x′)
|j=0 = U(φ− φ′) 〈Φ(x)Φ(x′)〉+ U(φ′ − φ) 〈Φ(x′)Φ(x)〉 ,
(3.13)
where U is the Heaviside step function, and the brackets 〈 〉 denote the thermal aver-
age. Finally, using the generating functional (3.12) one can show that the propagator
GF (x, x
′) satisfies the equation
[gµνE ∇µ∇ν − ξR(x)]GF (x, x′) = −
1√
gE(x)
δ(φ− φ′)δ2(x− x′) . (3.14)
Now, we are ready to find the normal-mode sum for the propagator GF (x, x
′)
in the background (3.3) 3 . Since this background is flat, the Ricci scalar R(x)
vanishes everywhere except at the location of the strut where it is given by R(x) =
8A2(w0 − v)(1 − w20)δ(w − w0) with w0 = 1 − δ. Moreover, one can show that eq.
(3.14) is separable upon using the ansatz
GF (x, x
′) =
√
(w − v)(w′ − v′)GF (x, x′) , (3.15)
where we have factored out the conformal factor in (3.1). Plugging the above ansatz
in eq. (3.14) we obtain in the case of a conformal theory, ξ = 1/8, a Dirac-delta
coefficient that cancels out the contribution from R(x). Hence, in terms of φ , θ , η
coordinates given in (3.3) eq.(3.14) reads
[
∂
sinh η ∂η
(
sinh η
∂
∂η
)
+
∂2
∂θ2
+
1
sinh2 η2
∂2
∂φ2
+
1
4
]
GF = −Aδ(φ−φ′)δ(θ−θ′)δ(η−η′) .
(3.16)
3For scalar field quantization on the BTZ black hole background [27] see [246, 189, 235].
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In the following, we consider different boundary conditions that one can impose on
the behavior of the two point function GF (x, x
′) at the location of the strut.
3.3.1 Transparent boundary conditions
In this case, we require the propagator to be continuous across the strut, i.e.
GF (θ = π/p) = GF (θ = −π/p). Further, by integrating eq. (3.16) over an interval
containing the strut we obtain ∂GF (θ = π/p)/∂θ = ∂GF (θ = −π/p)/∂θ. This means
that the strut is actually transparent to the quantum fluctuations of the conformal
theory. Therefore, we find that the normal modes are given by the expansion
GF (x, x′) = p
4π2
∞∑
n=0
∞∑
m=0
ǫnǫm cos pn(θ − θ′) cosm(φ− φ′)GˆF (η;n;m) , (3.17)
where ǫn = 2− δn,0. Substituting the above expansion in eq. (3.16) we obtain
(1− v2)∂
2GˆF
∂v2
− 2v∂GˆF
∂v
+
[
p2 n2 − 1
4
− m
2
1− v2
]
GˆF = Aδ(v − v′) , (3.18)
where v = − cosh η. This is associated Legendre equation with well-behaved solution
for the range −v ≥ 1 given by
GˆF (v, v
′) = AmnP−mpn−1/2(−v<)Q−mpn−1/2(−v>) , (3.19)
where −v< = min{−v,−v′} and −v> = max{−v,−v′}, and P−mpn−1/2 and Q−mpn−1/2 are
associated Legendre functions of the first and second kind respectively 4 [103, 2, 239].
To determine the arbitrary constants Amn, we integrate eq. (3.18) over an interval
4For a summary of some properties and relations of associated Legendre functions we use below,
see appendix D.
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containing v′ and use the Wronskian relation (D.3) to find Amn = A(−1)m Γ(1/2 +
m+ pn)/Γ(1/2−m+ pn). Further, using the addition theorem (D.4) we obtain
GF (x, x
′) =
pA
4π2
√
(cosh η − cos θ) (cosh η′ − cos θ′)
∞∑
n=0
ǫn cos pn(θ − θ′)Qpn−1/2(cosh γ) ,
where cosh γ = cosh η cosh η′ − sinh η sinh η′ cos(φ− φ′).
For the case of empty space, p = 1, we can use the identity (D.6) to find closed-
form expression of the propagator
G0F (x, x
′) =
A
4
√
2π
√
(cosh η − cos θ) (cosh η′ − cos θ′)√
cosh η cosh η′ − sinh η sinh η′ cos(φ− φ′)− cos(θ − θ′) .
(3.20)
One can see that 4πG0F (x, x
′) = 1/
√
(X −X ′)2 + (Y − Y ′)2 + (Z − Z ′)2 is the inverse
distance between the space points x and x′ given in the Euclideanized version of (3.2).
The two point function GF (x, x
′) is ultraviolet divergent in the coincidence limit
x → x′, and one needs to regularize it before proceeding to real calculations. Gen-
erally, this can be achieved using Schwinger-DeWitt expansion of the propagator in
powers of the geodesic distance between x and x′, and then subtracting the divergent
terms which result upon taking the coincidence limit [39]. Fortunately, one does not
need this tedious procedure here thanks to the absence of trace anomalies in odd
dimensions. Simply, the renormalization can be performed by subtracting out the
empty-space contribution G0F (x, x
′). Therefore after using the integral representation
of Qpn−1/2(z) given in (D.5), we find
GRTR(x, x
′) = GF (x, x′)−G0F (x, x′)
=
A
4
√
2π2
√
(cosh η − cos θ) (cosh η′ − cos θ′)×
×
∫ ∞
γ
du√
coshu− cosh γ
[
p sinh p u
cosh p u− cos p(θ − θ′) −
sinhu
cosh u− cos(θ − θ′)
]
.
(3.21)
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3.3.2 Dirichlet boundary conditions
In this case one requires that the field fluctuations vanish at the position of the
strut, i.e. GF (π/p) = GF (−π/p) = 0. These boundary conditions are satisfied by the
expansion (3.17) after replacing ǫn cos p n(θ− θ′)→ 2 cos p(n+1/2)θ cos p(n+1/2)θ′.
Hence, upon going through the same procedure above, we find
GRD(x, x
′) =
A
8
√
2π2
√
(cosh η − cos θ) (cosh η′ − cos θ′)×
×
∫ ∞
γ
du√
coshu− cosh γ
[
p cos p θav sinh(p u/2)
sinh2(p u/2) + sin2 p θav
− cos θav sinh(u/2)
sinh2(u/2) + sin2 θav
+
p cos(p∆θ/2) sinh(p u/2)
sinh2(p u/2) + sin2(p∆θ/2)
− cos(∆θ/2) sinh(u/2)
sinh2(u/2) + sin2(∆θ/2)
]
,
where ∆θ = θ − θ′, and θav = (θ + θ′)/2.
At this point we are in a position to calculate the renormalized expectation value
of the field fluctuations 〈Φ2(x)〉 as well as the energy-momentum tensor 〈T µν (x)〉.
3.4 Quantum stress tensor
We calculate the expectation value of the field fluctuations as the coincidence limit
of the renormalized propagator [39]
〈
Φ2(x)
〉
= limx→x′GR(x, x′) , (3.22)
which produces upon taking the limit in eq. (3.21)
GRTR(0) =
AI1(p)
4
√
2π2
(cosh η − cos θ) , (3.23)
where I1(p) is given in appendix E. Interestingly enough, we find that the numerical
coefficient in front of the overall factor A (cosh η − cos θ) is identical to the case of
a conical singularity with the same mass sitting at rest in 2 + 1 D [244]. Similarly,
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GR(0) diverges as η → ∞, the location of the point mass. On the other hand, the
above limit in the case of Dirichlet boundary conditions gives
GRD(0) =
A
8
√
2π2
(cosh η − cos θ)
∫ ∞
0
du√
coshu− 1 ×
×
[
p
sinh(p u/2)
− 1
sinh(u/2)
+
p cos p θ sinh(p u/2)
sinh2(p u/2) + sin2 p θ
− cos θ sinh(u/2)
sinh2(u/2) + sin2 θ
]
,
(3.24)
which is divergent at the position of the strut θ = π/p.
The expectation value of the energy-momentum tensor for conformally coupled
scalar in flat background is given by [39]
〈T µν (x)〉 = limx′→x
[
3
4
gµλ∂λ∂
′
ν −
1
4
gµν g
λβ∂β∂
′
λ −
1
4
gµλ∇λ∂ν
]
GR(x, x′) . (3.25)
Using the coincidence limit of the various derivatives calculated in appendix E we
obtain
〈T µν TR(x)〉 =
A3I2(p)
8
√
2π2
(cosh η − cos θ)3 diag(1, 1,−2) , (3.26)
where I2(p) is given in (E.2) (see figure (3.2)). Once more, the numerical factor in
front of A (cosh η − cos θ) is equal to that in the case of a conical singularity at rest.
This energy-momentum tensor is not of a thermal type ∝ diag(−2, 1, 1) although the
background used to derive the Green’s function (3.21) is in a thermal state. This
reflects the presence of a large Casimir component as we have 〈T00TR(x)〉 < 0, which
violates the strong energy condition.
Taking the coincidence limit (3.25) for the case of Dirichlet boundary conditions
we find
〈T µν D(x)〉 =
A3I(θ, p)
16
√
2π2
(cosh η − cos θ)3 diag(1, 1,−2) , (3.27)
where I(θ, p) is given by (E.5). The factor I(θ, p) is divergent at the location of the
strut θ = π/p which is a general property for the energy-momentum tensor with
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Dirichlet boundary conditions near a curved surface [39, 165]. Since for a conformal
energy-momentum tensor one has TµνT
µν ∝ RµνRµν , we find that this divergent
behavior indicates that the location of the strut is susceptible to the formation of a
curvature singularity unless we impose transparent boundary conditions.
In the following, we use 〈T µν (x)〉 attempting to find the gravitational backreac-
tion using the semi-classical approximation. We limit our analysis to the case of
transparent boundary conditions.
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Figure 3.2. The numerical coefficients of the energy-momentum tensor in the case
of transparent and Dirichlet boundary conditions, I2(p) and I(θ, p) respectively. On
the left, I2(p) is plotted as a function of p. On the right, I(θ, p = 2) is plotted as a
function of θ. This coefficient diverges at the position of the strut θ = π/p.
3.5 Gravitational backreaction
In this section, we use the regularized energy-momentum tensor derived in section
4 in the case of transparent boundary conditions to solve the semi-classical Einstein
equations
Gµν = 8π G3 〈Tµν(x)〉 . (3.28)
Since 〈T µν (x)〉 has the form (3.26), we find that the most general metric that respects
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Figure 3.3. A sketch of the parameter space of the black hole solution (3.31) with
µ < 1/3
√
3. The values of w lie in the range w2 ≤ w ≤ w4. There is a black hole
horizon at v = w1, and acceleration horizon at v = w2.
this symmetric form is given by
ds2 =
1
A2(cosh η − cos θ)2
[
−f(η) sinh2 η dt2 + dη
2
f(η)
+
dθ2
g(θ)
]
, (3.29)
where we have switched back to the Lorentzian time. Substituting the ansatz (3.29)
into (3.28), it is not difficult to show that the solution is given by
f(η) = 1− 2µ cosh
3 η
sinh2 η
,
g(θ) = 1 + 2µ
cos3 θ
sin2 θ
, (3.30)
where µ = G3AI2(p)/
√
2π. Using the coordinates v = − cosh η and w = − cos θ we
finally obtain
ds2 =
1
A2(w − v)2
[
−(−1 + v2 + 2µ v3) dt2 + dv
2
−1 + v2 + 2µ v3 +
dw2
1− w2 − 2µw3
]
.
(3.31)
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This solution is an equatorial section of the four dimensional C-metric [169], and it
describes quantum accelerated black holes, with mass given by (3.5), dressed with
weakly coupled CFT in asymptotically flat spacetime.
The function 1 − w2 − 2µw3 has three zeros w1 < w2 < 0 < w3, provided that
µ < 1/3
√
3. To have Lorentz signature, the range of w is restricted in the range
w2 ≤ w ≤ w4 where w4 < w3 is the location of the strut. Moreover, v has to satisfy
v < w , and hence we restrict v in the range −∞ < v < w. Therefore, observers in
the accelerating system can reach asymptotic infinity at w = v = w2. As in figure
(3.3), there is a curvature singularity at v = −∞ dressed by a black hole horizon
at w1. Also, there is acceleration horizon at v = w2. In section 7, we will see that
as one approaches µ → 1/3√3, the position of the strut w4 is pushed closer to the
zero w2, and in the same time the event horizon at w1 closes up with the acceleration
horizon at w2, until the range of v disappear when µ = 1/3
√
3. If µ > 1/3
√
3,
then 1 − w2 − 2µw3 has only one real zero. In this case, there is a naked curvature
singularity to all observers (see [105] for the C-metric in 3 + 1 D.) The situation
here is completely different from a static point particle sitting in 2 + 1 D, where it
was found that quantum corrections from a CFT dress the singularity with a regular
horizon. This is known as quantum cosmic censorship. The analysis above shows that
supermassive accelerating conical singularities in 2+1 D violate the quantum cosmic
censorship. More on this is in section 8.
The metric (3.31) was obtained before as a brane solution that results by cutting
the AdS C-metric with angular dependent critical brane [16]. In the next section, we
review this construction and then we use the AdS/CFT correspondence to shed some
light on the strongly coupled CFT.
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3.6 The AdS construction
In this section, we review the construction of the solution (3.31) using the braneworld
scenario as presented in the previous chapter (with a slightly different notation) [16].
We start with the AdS C-metric in 4 D written in the form [217]
ds2 =
1
A˜2(x− y)2
[
−H(y)dψ2 + dy
2
H(y)
+
dx2
G(x)
+G(x)dΦ2
]
, (3.32)
where the functions H(y) and G(x) are given by
H(y) = λ+ y2 + 2G4MA˜y
3 ,
G(x) = 1− x2 − 2G4MA˜x3 . (3.33)
In the above expression we take λ > −1, and G4 denotes the four dimensional New-
ton’s constant. This metric describes one or two accelerated black holes with massM
and acceleration A˜ on Anti-de Sitter (AdS) background with radius ℓ4 = 1/A˜
√
λ+ 1.
As explained in section 5, the function G(x) has three roots x1 < x2 < 0 < x3 pro-
vided that G4MA˜ < 1/3
√
3. The direction defined by x2 and x3 corresponds to the
axis of rotation. To avoid a conical singularity at x3, we take Φ to have the period
∆Φbulk = 4π/|G′(x3)|. This leaves a conical singularity at x2 which is interpreted in
this case as a cosmic string in the bulk that extends from the black hole out to the
AdS boundary.
Next, we look for a purely tensional and critical (asymptotically flat) Z2 symmetric
2-brane embedded in the above bulk. This brane is described by the surface x = ξ(Φ)
5 . The Israel junction conditions on this surface read
5The special case λ = 0 was studied previously in [101]. This corresponds to cutting the bulk
with the brane x = 0. The brane-induced metric was found to describe a 2 + 1 Schwarzschild-like
static black hole.
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Figure 3.4. The numerical solution of eq. (3.35) where we take λ = −0.2 and
G4MA˜ = 0.15. The solid and the dotted arrows indicate the period of the angular
variable Φ on the brane and in the bulk, respectively. The value w2 is the largest
negative zero of G(ξ/
√−λ)− λ− 1 or equivalently, by means of the transformations
(2.21), 1−w2−2G4MAw3. The strut is located at w4 where the range of Φ coincides
with the full period of the bulk.
∆Kab = −8π G4
[
Sab − 1
2
Shab
]
, (3.34)
where ∆Kab = K
+
ab−K−ab is the jump in the extrinsic curvature, and Sab is the energy-
momentum tensor localized on the brane. For purely tensional and critical brane we
have Sab = hab/2πG4ℓ4, where hab is the surface induced metric. Using Israel junction
conditions, we find that ξ(Φ) obeys the differential equation
(
dξ
dΦ
)2
=
G(ξ(Φ))3
1 + λ
−G(ξ(Φ))2 , (3.35)
as well as the auxiliary equation
2G(ξ)
d2ξ
dΦ2
− 3G′(ξ)
(
dξ
dΦ
)2
−G2(ξ)G′(ξ) = 0 . (3.36)
Although there is no closed-form solution of eq. (3.35), numerical integration shows
that ξ is periodic in Φ with period that is always larger than that of the bulk, i.e.
∆Φbrane > ∆Φbulk as shown in figure (3.4). This discrepancy between the two periods
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indicates the existence of a codimensional one object, a strut, on the brane. As was
shown in [16], the tension of this strut is given by
τ = − A˜
4πG3
√
−1− λ+G(ξ(∆Φbulk/2)) . (3.37)
Using x as independent variable in (3.32) we obtain the brane-induced metric
ds2 =
1
A˜2(x− y)2
[
−H(y)dψ2 + dy
2
H(y)
+
dx2
−1− λ+G(x)
]
. (3.38)
Finally, one can use the coordinate transformations
w =
x√−λ , v =
y√−λ , t =
√−λψ
A = A˜
√−λ , (3.39)
to bring the above metric to the form
ds2 =
1
A2(w − v)2
[
−(−1 + v2 + 2G4MAv3) dt2 + dv
2
−1 + v2 + 2G4MAv3
+
dw2
1− w2 − 2G4MAw3
]
, (3.40)
which is exactly (3.31) with µ being replaced by G4MA. However, contrary to
(3.31) which describes an accelerated black hole dressed with weakly coupled CFT
(WCFTBH), the solution (3.40), according to [100], should describe a black hole
dressed with strongly coupled CFT (SCFTBH). Finally, the full spacetime consists
of gluing two copies of the region ξ(Φ) ≤ x ≤ x3 along the surface x = ξ(Φ). In the
next section we proceed to shed more light on WCFTBH and SCFTBH solutions by
comparing various thermodynamic properties of the two spaces.
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3.7 Black hole thermodynamics and AdS/CFT+gravity in-
terpretation
In this section, we will elaborate more on comparing the behavior of the two
solutions (3.31) and (3.40). To this end, one needs to calculate the black hole mass
of the SCFTBH given in (3.40). Since the space in (3.40) is written in accelerating
coordinates, one can not define a mass in the usual way. Nevertheless, we may proceed
using the coordinate transformations
R = − 1
Av
, T =
t
A
, dΘ =
dw√
1− w2 − 2G4MAw3
,
that bring the metric in (3.40) to the form
ds2 =
1
(1 + ARw(Θ))2
[
−
(
1− A2R2 − 2G4M
R
)
dT 2 +
dR2
1− A2R2 − 2G4M
R
+R2dΘ2
]
,
(3.41)
which is conformal to Schwarzschild-De Sitter spacetime. Now, let us assume the
parameters A and G4M are chosen such that there is an intermediate region where
1 << AR and 1 << 2G4M/R. In this region the mass of the black hole in 2 + 1 D is
given by mBH = (2π −∆Θ)/8πG3 with
∆Θ = 2
∫ w4
w2
dw√
1− w2 − 2G4MAw3
, (3.42)
where as before w2 and w4 are the largest negative zero of 1 − w2 − 2G4Aw3 and
the position of the strut, respectively. This is our definition of the mass and we
will continue to use it for all values of A and G4M . Further, to make a connection
to WCFTBH, we define the deficit parameter δ that corresponds to mBH as δ =
1+cos(π/p) where p = 2π/∆Θ. One can also invert eq.(3.42) to solve for the position
of the strut in terms of Θ in the WCFTBH case after replacing G4MA with µ.
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Moreover, the proper circumference of the event horizon measured by an observer
localized on the brane is given by
C =
∫ w4
w2
dw
A(w − w1)
√
1− w2 − 2G4MAw3
. (3.43)
This observer would ascribe a black hole entropy of S3 = C/4G3. However, since
the black hole horizon extends off the brane, the 4 D entropy as measured by a bulk
observer can be calculated directly from (3.32)
S4 =
2
4G4A˜2
∫ Φ=∆Φbulk
Φ=0
dΦ
∫ x=x3
x=ξ(Φ)
dx
(x−√−λw1)2
, (3.44)
where we have included a factor of 2 as we glue two copies of the bulk along the brane.
The two expressions S3 and S4 should not agree in general. However, we expect, as
in the case of the static 2 + 1 D brane-black hole [101], S3 to yield the S4 result for
large horizons which occurs as G4MA→ 1/3
√
3, as we show below.
One can also use the Euclidean version of (3.41) to obtain the black hole and
acceleration temperatures by computing the Euclidean time periods required to avoid
conical singularities, in the T −R plane, at one of the horizons
TBH =
A(w2 − w1)(w3 − w1)
4π w1w2w3
,
TACC =
A(w2 − w1)(w3 − w2)
4π w1w2w3
. (3.45)
In the limit of small A, TACC can be approximated as
TACC ≈ T
(
1− 2G4MA+O
(
(G4MA)
2
))
(3.46)
where we have used the background temperature T = A/2π. This shows that the ac-
celeration temperature is almost a constant and equal to the background temperature
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for large range of G4MA. In the same limit we find that the black hole temperature
is given by
TBH ≈ 1
8πG4M
− 2MA
2G4
π
+O(G34M3A4) . (3.47)
The leading term is exactly the contribution from the static black hole [101], while
the second term is a finite temperature correction.
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Figure 3.5. On the left, the weakly and strongly coupled CFT parameters g∗µ and
G4MA respectively as functions of the black hole mass. On the right, the correspond-
ing proper circumference of the event horizon for both SCFTBH and WCFTBH. We
take λ = −0.2, g∗ ≈ 16, and λ = −0.9, g∗ ≈ 125 for the upper and lower graphs,
respectively.
According to AdS/CFT, the duality in the case of a 2-brane is between M-theory
on AdS4 × S7 and the CFT theory describing the world volume dynamics of a large
72
number, N , ofM2 branes [214]. In this case the effective number of degrees of freedom
of the CFT is given by g∗ ∼ N3/2 ∼ ℓ4/G3. Using the relations G3 = G4/2ℓ4 and
ℓ4 = 1/A˜
√
1 + λ we obtain
g∗ ∼ 2
G4A˜2(λ+ 1)
. (3.48)
g∗ is taken to be a large number in order to suppress the quantum corrections to the
supergravity approximation of M-theory, which results in a strongly coupled theory
on the CFT side. Further, to make a connection between the strongly and weakly
coupled solutions one has to consider the same number of degrees of freedom in both
theories. This can be done by taking g∗ times the energy-momentum tensor of the
weakly coupled CFT in (3.26).
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Figure 3.6. The maximum mass a black hole can attain versus λ for both SCFTBH
and WCFTBH. The region under each curve represents the allowed values of the
black hole mass.
Now, we can use eqs. (3.35), (3.42) and (3.48) as well as numerical techniques to
show that the functional dependence of G4MA and g∗µ is given by
G4MA = G4MA(λ,G3mBH) ,
g∗µ = g∗µ(λ,G3mBH) . (3.49)
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In Figure (3.5), we plot the strongly and weakly coupled CFT parameters G4MA and
g∗µ respectively versus the black hole mass for small and large values of λ, or equiv-
alently for low and high background temperatures reminding that T =
√−λA˜/2π.
In both cases G4MA and g∗µ are increasing functions of mBH. However, for small
λ we find that SCFTBH space closes up (the two zeros w1 and w2 coincides) at a
smaller value of mBH compared to that of WCFTBH. This happens when G4MA or
g∗µ approaches the critical value 1/3
√
3. In the same figure, we see that for small
values of λ SCFTBH has larger proper horizon circumference than WCFTBH. This
matches exactly what one would find in the case of the 2 + 1 D static black hole
constructed previously in [101] by cutting a AdS C-bulk having λ = 0 with a critical
brane. Once again, as one approaches the critical number 1/3
√
3, the two zeros w1
and w2 converge to the same value which results in divergent horizon circumference.
For λ ≈ −1, the weakly and strongly coupled solutions exchange their behavior to find
that the space of the former closes up and hence its horizon circumference diverges
at smaller values of mBH. The transition from small to large λ regime happens at
λ ≈ −0.6 (T ≈ 0.12A˜) as can be seen in figure (3.6) where we plot the maximum al-
lowed black hole mass, before a naked singularity is formed, versus λ. The maximum
possible mass for WCFTBH or SCFTBH can approach 1/4G3 at small values of the
background temperature. This result is expected since 1/4G3 is the maximum mass
a static black hole can have in 2 + 1 D. The maximum mass decreases monotonically
with the temperature in the case of WCFTBH until a black hole ceases to exist when
T → A˜/2π. In contrast, there is a minimum of mBH max ≈ 0.1/G3 at λ ≈ −0.25
(T ≈ 0.08A˜) in the case of SCFTBH. Beyond this temperature, the maximum mass
increases until it reaches 1/4G3 again at T = A˜/2π. This is a striking difference
between weakly and strongly coupled CFT.
In figure (3.7), we plot the absolute value of the classical tension τs, and quantum
corrected tension τ , given in (3.37), for both strongly and weakly coupled CFT black
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Figure 3.7. On the left, we plot the classical value of the strut tension τs, given
by (3.7), and the quantum corrected tension τ for weakly and strongly coupled CFT
black holes. The quantum corrected value of the strut mass as well as the mass
of the weakly and strongly coupled CFT black hole are plotted on the right. We
take λ = −0.2, g∗ ≈ 16, and λ = −0.9, g∗ ≈ 125 for the upper and lower graphs,
respectively.
holes. The behavior of τ is qualitatively similar to τs as we find that the absolute
value of the former increases with the black hole massmBH until it reaches a maximum
value of A/4πG3. Further increase of mBH results in moving the position of the strut
w4 closer to w2 and hence decreasing the value of τ until the space closes up when
w2 = w1. We also see that the absolute value of the quantum corrected tension is
larger than the classical one for small values of the black hole mass, which is more
evident in the case of strongly coupled CFT. This shows that the CFT is attractive
for small values of mBH: although gravity is not dynamical in 2 + 1 D, the quantum
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corrections generate attractive force that tries to decelerate the black hole. Hence,
one needs to increase the strut tension to compensate for the attractive force. The
picture is reversed for large values of mBH where we find that the CFT, instead,
generates repulsive force. This can be understood by computing the mass of the strut
as we show below.
The mass of the quantum corrected strut reads ms = τℓs, where ℓs is the strut
proper length
ℓs =
1
A
∫ w1
−∞
dv
(w4 − v)
√
1− v2 − 2G4MAv3
+
1
A
∫ w2
w1
dv
(w4 − v)
√−1 + v2 + 2G4MAv3
.
(3.50)
From figure (3.7) , we see that contrary to the classical case where |ms| = mp, the
quantum corrections renormalize the strut mass and hence violates this equality. Now,
for small values of mBH we have |ms| ≈ mp and the CFT keeps its attractive nature.
However, as we move to larger values of mBH we find |ms| > mp, and bearing in mind
the negative sign ofms, the CFT reverses its nature which explains the repulsive force
for large values of mBH.
3.8 Discussion
In this chapter, we have studied the CFT corrections to two accelerating masses
moving with acceleration A, by means of a strut connecting them, in a flat back-
ground. To achieve this, we first computed the thermal Green’s function for a confor-
mally coupled scalar. This function describes the quantum fluctuations of a quantum
field kept in equilibrium with a thermal bath at temperature T = A/2π, which is
the Hawking-Unruh temperature associated with the acceleration horizon. In cal-
culating the Green’s function, we used two different boundary conditions, namely,
transparent and Dirichlet boundary conditions. We have found that the induced
energy-momentum tensor diverges at the location of the strut in the case of Dirichlet
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boundary conditions, while the same quantity is regular for transparent boundary
conditions. Further, we proceeded using the regular form of the energy-momentum
tensor to calculate the gravitational backreaction on the spacetime. Interestingly
enough, we have shown that the backreaction of the CFT reproduces the same met-
ric found before in [16] which was constructed by cutting the AdS4 spacetime with
angular dependent critical brane. Although the former solution describes accelerated
black hole dressed with weakly coupled CFT (WCFTBH), the latter, according to
AdS/CFT+gravity, should describe a black hole dressed with strongly coupled CFT
(SCFTBH). This is the first use of the duality in a system containing two interact-
ing particles. Moreover, the presence of the CFT at finite temperature gave us an
opportunity to study the finite temperature effects in a strongly coupled system.
The existence of the brane implies that high energy states in the dual CFT theory
are integrated out, and hence the CFT has a UV cutoff scale µUV ∼ 1/ℓ4, or in
terms of the number of CFT degrees of freedom and the 3 D Newton’s constant
µUV ∼ 1/g∗G3. The solution given by (3.40) describes a genuine black hole if the
Compton’s wavelength λC = 1/mBH satisfies λC < r0, where r0 is the black hole
horizon, otherwise quantum effects would smear it over a volume larger than the
horizon radius. As was shown in [100], this requirement sets a new scale 1/
√
G4 ∼
1/
√
g∗G3 on the brane. In other words, a black hole solution is reliable if its mass
ranges in µUV < 1/
√
G4 < mBH < mBH max. The maximum black hole mass mBH max
is equal to the maximum mass 1/4G3 one can place in 2 + 1 D in the case of a
static black hole. However, we found that mBH max is temperature dependent, and
can be determined when the strongly or weakly coupled CFT parameters, G4MA
and g∗µ respectively, reaches the critical value 1/3
√
3. As was shown in figure (3.6),
this mass starts at 1/4G3 at low temperatures for both SCFTBH and WCFTBH,
and then decreases monotonically until a black hole ceases to exist as T → A˜/2π in
the case of WCFTBH. In contrast to this behavior, mBH max for SCFTBH develops
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a minimum and then increases until it reaches 1/4G3 again at T = A˜/2π. This
is a striking deference between strongly and weakly coupled CFT. Nevertheless, in
both cases as the black hole mass reaches the maximum allowed value, the proper
horizon circumference grows indefinitely. Beyond, mBH max the black hole horizon
disappears leaving behind undressed singularity in a clear violation of the quantum
cosmic censorship. In fact, it was shown in [16] that the time-dependent solutions
obtained there do not respect the quantum censorship, as well. Indeed, these results
may indicate that the censorship operates only for a static CFT.
The presence of a naked singularity may signal phase transition on the bulk side.
However, at this point, it is safe to say that a complete understanding of the nature
of this singularity is still an open question. Further study of SCFTBH may reveal
rich phenomena of finite temperature CFT coupled to gravity in 2 + 1 D.
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CHAPTER 4
THE ATTRACTOR MECHANISM IN GAUSS-BONNET
GRAVITY
4.1 Introduction
The attractor mechanism was originally discovered for BPS extremal black holes
in N = 2 supergravity theories [108, 247, 107]. Under the attractor mechanism,
the values of moduli scalars at a BPS extremal black hole horizon are fixed, inde-
pendently of their values at infinity, in terms of the electric and magnetic charges
carried by the black hole. More recently, begining with the work of references [233]
and [127], the attractor mechanism has been investigated for extremal black holes in
non-supersymmetric theories, as well as for non-BPS extremal solutions in N ≥ 1
supersymmetric theories.
The methods employed in references [233] and [127] are quite different and offer
complementary insights into the physics of the attractor mechanism. Reference [233]
focuses on the near horizon limit, which is assumed to have geometry AdS2×SD−2. An
“entropy function” is defined by taking the Legendre transform, with respect to the
electric charges, of the integral of the Lagrangian density over the SD−2. The constant
values of the moduli fields, which solve the equations of motion in the near horizon
region, can be shown to be those which extremize this entropy function. These are
the attractor values of the moduli fields. Further, the black hole entropy is given by
the value of the entropy function at its extremum. The approach of reference [233] is
quite general and by design includes the possibility of higher derivative gravitational
interactions. For instance, equality of the extremum value of the entropy function
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with the black hole entropy is demonstrated by showing that it reproduces Wald’s
formula [264, 156, 153, 154] which holds in higher derivative gravity theories.
In contrast, reference [127] focuses only on Einstein gravity, but obtains very
explicit results that illustrate the attractor mechanism in action. The authors use
a combination of analytic and numerical techniques to follow the radial evolution of
the moduli scalars from their attractor values, at an extremal black hole horizon,
out to independent values at infinity. Although this approach lacks the generality of
reference [233], one sees the operation of the attractor mechanism in a vivid way.
In this chapter, we will follow the approach of reference [127] and study the attrac-
tor mechanism with a simple higher derivative gravitational interaction, the Gauss-
Bonnet term, added to the action. We focus on D = 5, the smallest dimension in
which the Gauss-Bonnet interaction is non-trivial. This theory serves as the first ex-
ample, beyond Einstein gravity, of a Lovelock gravity theory [191]. Lovelock gravity
theories share a number of important properties with Einstein gravity [191] and have
been studied in many contexts over the years. In particular, vacuum and electrovac
black hole solutions have been well studied, begining with the work of [45, 270, 271].
One knows from the general results of [233] that the moduli scalars in Gauss-
Bonnet gravity must take values at an extremal black hole horizon that extremize the
entropy function for this theory1. Our results establish, at least within the particular
gauge and scalar field system we study, that these near horizon attractor values are
actually obtained at the horizon in asymptotically flat, extremal black hole solutions
with a range of different values for the scalars at infinity2.
1The entropy function for Lovelock gravity theories, which includes Gauss-Bonnet gravity, is
calculated explicitly in reference [6] (see also [224]).
2Non-supersymmetric, asymptotically flat extremal black hole solutions in a higher derivative
gravity theory have also been studied in reference [63]. The theory considered in this case is a general
R2 gravity theory in D = 4 with a moduli dependent coupling. Black hole solutions manifesting the
attractor phenomenon are implicitly constructed via a series expansion method.
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In section (4.2) we describe the D = 5 Gauss-Bonnet gravity theory coupled to a
system of gauge and scalar fields that we will be studying. In section (4.3) we present
a set of simple analytic black hole solutions in which the scalar fields take constant
values throughout the spacetime. The possible constant values are, as in reference
[127], the extremal points of a certain effective potential function that depends on the
charges carried by the black hole3. In section (4.4) we numerically construct extremal
solutions in a certain single scalar field model, in which the scalar fields vary between
fixed attractor values as the degenerate horizon and independent values at infinity.
These attractor values are again the extremal points of the effective potential, with
the provision that the eigenvalues for small fluctuations about the extremal point
must all be positive for the attractor mechanism to hold. We evaluate the ADM mass
of these spacetimes and show that it is minimized by the extremal solutions of section
(4.3) in which the scalars are constant at their attractor values. Finally, in section
(4.5) we numerically construct non-extremal black hole solutions with non-constant
values for the scalar field. We show that, as in the case of Einstein gravity [127, 24],
non-extremal black holes do not exhibit the attractor mechanism, i.e. the value of
the scalar field at the horizon depends on its value at infinity.
4.2 Gauss-Bonnet gravity
We consider Gauss-Bonnet gravity in five dimensions coupled to N Abelian gauge
fields Aaµ with a = 1, . . . , N and n massless scalar moduli fields φI , with I = 1, ..., n.
The moduli scalars have vanishing potential, but couple to the gauge field kinetic
terms through the matrix function fab(φ). The action is then given by
S =
1
κ2
∫
dx5
√−g [R + αL (GB) − 2∂µφI∂µφI − fab(φJ)F aµνF b µν] , (4.1)
3See also reference [106] for similar results in D = 5 Maxwell-Einstein supergravity.
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with the Gauss-Bonnet term in the Lagrangian given by
L (GB) = R2 − 4RγδRγδ +RγδλσRγδλσ , (4.2)
The coupling constant α has dimensions (length)2. The equations of motion and
further details of this theory are given in appendix F.
We are interested in extremal black hole solutions of this theory. We will therefore
assume a static, spherically symmetric form for the metric
ds2 = −a 2(r) dt2 + dr
2
a 2(r)
+ b 2(r)dΩ 23 , (4.3)
where dΩ2 = γijdx
idxj with i, j = 1, 2, 3 represents the round metric on the unit
3-sphere in a general set of coordinates. We will restrict our attention to black holes
that carry only electric charges for the gauge fields Aaµ. The equations of motion for
the gauge fields may then be solved by taking the field strengths to be of the form
F a =
fabQb
b3
dt ∧ dr. (4.4)
Here, the constants Qa are the electric charges and the field dependent tensor f
ab(φ)
is the inverse of the tensor coupling fab(φ) that appears in the Lagrangian. With
this form for the field strengths, the stress-energy tensor for the gauge fields can be
written in terms of the effective potential
V eff(φ) = f
cd(φ)QcQd. (4.5)
Furthermore, the effective potential acts as a potential in the equations of motion for
the moduli scalars, which are given by
∂r
(
b3 a2 ∂rφI
)
=
∂IV eff(φ)
2b 3
(4.6)
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It will be important to note that these equations of motion may be solved by constant
values φ¯I of the scalar fields, if these values represent a critical point of the effective
potential, i.e. they satisfy
(∂IV eff)|φ¯ = 0. (4.7)
As in reference [127], we will see below that the critical points φ¯I of the effective
potential represent possible attractor values for the moduli scalars, provided that the
matrix of second derivatives of the effective potential
MIJ = (∂I∂JV eff)|φ¯ (4.8)
has positive eigenvalues.
Given the form of the ansatz for the metric (4.3) and the gauge fields (4.4), the
gravitational equations of motion are given by
Grr = (∂rφI)(∂rφI)− V eff(φ)
a2 b 6
, Gtt = a4 (∂rφI)(∂rφI) + a
2 V eff(φ)
b 6
,
Gij =
(
−b 2a 2(∂rφI)(∂rφI) + V eff(φ)
b 4
)
γij , (4.9)
where the tensor Gµν = Gµν + αG (GB)µν combines the Einstein tensor Gµν and its
Gauss-Bonnet counterpart G
(GB)
µν which is given by equation (F.4) in the appendix F,
where we also give expressions for the nonzero components of Gµν and G
(GB)
µν in the
spherically symmetric ansatz.
One particular combination of the gravitational field equations will be especially
important in the analysis below. Given the gravitational field equations in (4.9) and
the explicit expressions for Gµν and G
(GB)
µν in the appendix F, one can compute the
quantity grrGrr − gttGtt in two ways. Setting these equal then gives the equation
−3a
2
b3
[
b2 + 4α
(
1− a 2b ′ 2)] b′′ = 2 a2 (∂rφI)∂rφI , (4.10)
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which implies that b′′ = 0 if the scalar fields are constant. Note that in the absence of
the Gauss-Bonnet term, i.e. with α = 0, equation (4.10) implies that b′′ ≤ 0, which
is an important ingredient in the ‘c-theorem’ of reference [128].
4.3 Double-extreme solutions
Extremal black hole solutions in which the scalar fields take constant values
are sometimes called double-extreme solutions. In this section, we investigate such
double-extreme solutions in the Gauss-Bonnet gravity theory of section (4.2). As
noted above, the constant values φ¯I for the scalar fields must be critical points of the
effective potential, in order that equation (4.6) be satisfied. A second observation is
that, with constant values of the scalar fields, equation (4.10) implies that b′′ = 0.
4.3.1 Robinson-Bertotti solutions
We first consider solutions of the Robinson-Bertotti form. The metric is taken to
be AdS2 × S3, which we write as
ds 2 = − x
2
R 2
dt 2 +
R 2
x 2
dx2 + b 2H dΩ
2
3 . (4.11)
where R and bH are constants. This will be the near horizon form of the metric,
both for the double-extreme black hole solutions which we study in this section, and
the solutions with non-constant scalars which we subsequently study via numerical
methods.
First note that since the metric function b(r) in the Robinson-Bertotti metric is
constant, we have b′′ = 0. Equation (4.10) then implies that the scalar fields φI must
be constant. The constant values φ¯I of the scalar fields must in turn satisfy equation
(4.7). Let V¯ be the constant value of the effective potential throughout the spacetime,
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V¯ ≡ V eff(φ¯). One can then show that the remaining field equations imply that the
S3 and AdS2 radii are given according to
b4H =
1
3
V¯ , R2 =
1
4
b2H + α (4.12)
This differs from the Einstein case only in the contribution of the Gauss-Bonnet
coupling constant α to the AdS2 radius.
4.3.2 Extremal black hole solutions
We now consider double extreme black hole solutions4. In order to satisfy b′′ = 0
with asymptotically flat boundary conditions, we may set b(r) = r without any loss
of generality. Plugging this into the second equation in (4.9) yields an equation for
a(r)
a ′
[
3 a r2 + 12 α a
(
1− a 2)]+ 3r a 2 = 3r − V¯
r3
. (4.13)
We can integrate this equation to obtain the general solution
a2 = 1 +
r2
4α
±
√(
1 +
r2
4α
)2
− 1
2αr2
(
r4 − 2Mr2 + V¯
3
)
, (4.14)
whereM is a constant of integration. One can check that the remaining gravitational
equations of motion are also with a(r) having this form.
This general solution describes both non-extremal and extremal black holes, as
well as naked singularities. Moreover, it is well known that Gauss-Bonnet gravity
generally has two distinct constant curvature solutions. If the cosmological constant
vanishes, as it does in the Lagrangian (4.1), then flat space is always one of these
solutions. For Gauss-Bonnet coupling α > 0 (α < 0) the second constant curvature
4Because the scalar fields are constant, the black hole solutions we find here are equivalent to
those of Gauss-Bonnet gravity coupled to a single U(1) gauge field given in references [275, 274],
with the effective electric charge Q 2 ∝ V¯ .
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solution has negative (positive) curvature. We need to sort through these various
possibilities to identify the asymptotically flat, extremal black hole solutions in (4.14).
Taking the large r limit, we see that for α > 0 the + branch of (4.14) is asymp-
totically anti-deSitter, while with α < 0 the − branch is asymptotically deSitter, in
accordance with the remarks above. For asymptotically flat solutions, we must then
take the − (+) branch of (4.14) for α > 0 (α < 0). Taking the large r limit in these
cases leads to
a2 ≃ 1− 2M + α
r2
+
V¯
3r4
+ . . . . (4.15)
Given the normalization of the Einstein term in the Lagrangian (4.1), the ADM mass
can be read off from the expansion gtt ≃ −1 +MADM/6π2r2 + . . . . Comparing with
equation (4.15) we see that the ADM mass of our solutions is given by MADM =
12π2(M + α).
We must now analyze the horizon structure of the asymptotically flat solutions.
For Gauss-Bonnet coupling α > 0, taking the + branch in (4.14), we see that a2 = 0
when the second term under the square root vanishes. Horizons then occur at the
roots of the polynomial r4 − 2Mr2 + V¯ /3. These roots are given by
r2± =M ±
√
M2 − V¯ /3 (4.16)
and we see in turn that the solutions represent black holes for M ≥
√
V¯ /3, with the
extremality condition being M =
√
V¯ /3. Keeping track of the signs carefully, one
finds that the horizon radii are the same for α < 0 with one proviso. In order for the
metric function a2 to vanish for α negative, the quantity 1 + r2/4α must be negative
at the horizon. For the extremal case of interest to us, this imposes a lower bound
on the Gauss-Bonnet coupling constant
α ≥ −1
4
√
V¯ /3. (4.17)
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Only for α satisfying this bound do we find double extremal black hole solutions. 5
4.3.3 Near horizon limit
Let us now take the near horizon limit of the double extreme solutions and check
that it coincides with the Robinson-Bertotti solutions found at the beginning of the
section. In the extremal limit we find that the outer horizon radius r+ in equation
(4.16) is given by r4+ = M
2 = V¯ /3. In terms of the parameter bH of the Robinson-
Bertotti solutions, we then have r+ = bH . The near horizon limit of the metric
function a2 in (4.14) in this case is found to be
a2 ≃ (r − bH)
2
α+ b2H/4
. (4.18)
Setting x = r − bH and R2 = α + b2H/4, we see that the near horizon limit of
the double extreme black hole solutions indeed coincides with the Robinson-Bertotti
metric (4.11).
4.4 Attractor mechanism
In the last section, we found extremal black hole solutions with constant scalars
in our theory. As in Einstein gravity [127], the constant values taken by the scalars
φ¯I must represent a critical point of the effective potential V eff. In this section we
will construct extremal black hole solutions with non-constant scalars. These will
have the same near horizon limit as the solutions of section (4.3). However, we will
see the asymptotic values of the scalar fields may be varied freely. The existence
of these solutions in Gauss-Bonnet gravity establishes the operation of the attractor
mechanism in this theory.
5Extremal black hole solutions in Gauss-Bonnet gravity are also discussed in references [207, 208].
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4.4.1 A specific model
In order to find extremal black hole solutions with non-constant scalars, we must
further specify the theory by choosing definite numbers of gauge and scalar fields and
the form of the couplings between them. Following reference [127], we consider a
simple example that consists of one scalar field φ coupled to two U(1) gauge fields
Aaµ with a = 1, 2. The couplings of the scalar field to the gauge fields is taken to be
fab(φ) = e
−αaφδab . (4.19)
It is then straightforward to compute the effective potential for this model, which is
given by
Veff(φ) = e
α1φQ21 + e
α2φQ22 . (4.20)
In order that a critical point of V eff should exist, the constants α1 and α2 must have
opposite signs. The critical value φ¯ of the scalar field is then given specified by
eφ¯ =
(−α2Q22
α1Q21
)1/(α1−α2)
. (4.21)
The matrix of second derivatives of the effective potential at the critical point (4.8)
is in the present case simply a number, and is given by M = −2α1α2. Given that α1
and α2 are assumed to have opposite signs, we see that M > 0.
4.4.2 Perturbative near horizon analysis
In their study of the attractor mechanism in Einstein gravity, the authors of [127]
were able to follow two routes towards finding solutions with non-constant scalars.
First, they analytically studied solutions that are perturbatively close to double ex-
treme solutions. In this way, solutions were found in which the asymptotic values of
the scalar fields differ by small amounts from their attractor values at the horizon.
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Reference [127] also constructs solutions to the exact equations of motion using nu-
merical techniques. These solutions display the attractor behavior over a wide range
of asymptotic values for the scalar field.
In the case of Gauss-Bonnet gravity, the linearized equations for the scalar field
in the background specified by the metric function (4.14) cannot be solved in closed
form6. Therefore, to demonstrate the attractor mechanism we will turn very shortly
to numerical techniques. However, in order to appropriately fix initial conditions
for the scalar field φ near the horizon in our numerical work, we first consider the
linearized equation for φ in this region, which does yield a simple closed form solution.
Although for our numerical work below we will specialize to the single scalar model
described above, this near horizon analysis may be carried through in the general case.
Let φ¯I be the critical point values of the scalar fields in a double extreme black hole
solution. We consider perturbations
φI(r) = φ¯I + ǫ φI 1(r) , (4.22)
with ǫ ≪ 1. In order to simplify the analysis, we assume that the fields φ¯I are
eigenvectors of the matrixMIJ with corresponding eigenvalues β
2
I . In the near horizon
regime, we have b(r) = bH and a(r)
2 = (r− bH)2/R2. Setting x = R− bH as in (4.11),
the linearized scalar field equations are given by
x2∂2xφI 1 + 2x∂xφI 1 −
β 2I R
2 φI 1
2 b6H
= 0 . (4.23)
The solutions of this equation are given by
φI 1 = CI
(
x
bH
)σ±
I
(4.24)
6Note that corrections to the metric functions would not enter until second order in perturbation
theory, because of the quadratic nature of the scalar kinetic term and the fact that we are expanding
about a critical point of V eff.
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where σ±I =
(
−1±√1 + 2β 2I R2/ b6H) /2 and the CI are arbitrary constants. At this
perturbative level, the attractor mechanism works for a given scalar field φI , only if
the perturbation φI 1 vanishes at the horizon x = 0. We see that this will be the case if
the exponent in (4.24) is postive [127]. The exponent σ−I is always negative and leads
to scalar perturbations that diverge at x = 0. If β 2I > 0, then the exponent γI ≡ σ+I
is positive and perturbations with this exponent exhibit the attractor mechanism.
However, if β 2I < 0 then no perturbations exhibiting the attractor behavior exist.
The case β2I = 0 is discussed in specific class of examples in reference [206]. In this
case, one must go to higher order in perturbation theory to determine the nature of
the scalar perturbations, and whether they exhibit the attractor behavior. We will
assume in the following that all the eigenvalues β2I of the matrix MIJ are positive.
In order to establish initial conditions for all the relevant degrees of freedom, we
also consider the perturbation equations for the metric functions a2 and b2 in the near
horizon regime. As noted above, these begin at second order in perturbation theory,
and hence we expand a(x) = a¯(r)+ ǫ2 a2(r) and b(x) = b¯(r)+ ǫ
2 b2(r). From equation
(4.10) we can then obtain the equation for b2(x)
∂2xb2 =
− b3H
∑
I (∂xφI 1)
2
6R 2
(4.25)
which after insertion of the solution (4.24) for the first order perturbations to the
scalar fields can be integrated to give
b2(x) = −
∑
I
C2I b
3
H (x/bH)
2 γI
12γI (2γI − 1)R 2 . (4.26)
We see that b2(x) vanishes at the horizon x = 0, and hence the metric function b
approaches its attractor value bH at the horizon.
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Now one can use the third equation in (4.9) to solve for the purturbation a2(x)
near the horizon and get
∂2x
(
a¯ a2 +
bH a¯
2
4R2
b2
)
= − b
2
H
4R2
[
a¯2 ∂2xb2
bH
+
4 b2 V¯
b7H
+
∑
I
(
a¯2(∂xφI 1)
2 +
β2Iφ
2
I 1
2 b6H
)]
.
(4.27)
The integration of this equation gives
a¯ a2 +
bH a¯
2
4R2
b2 = −
∑
I
b2H C
2
I
4R2(2γI + 1)(2γI + 2)b
2γI
H
×
×
[
(1− b
2
H
6R2
)
γ2I
R2
− V¯
3 b4H γI(2γI − 1)R2
+
β2I
2 b6H
]
x2γI+2 ,(4.28)
from which we see that the perturbation to a(r) also vanishes as x → 0, consistent
with the attractor phenomenon.
4.4.3 Numerical solutions
We now return to the single scalar field model and carry out a numerical analysis
of solutions to the full nonlinear field equations. From the ij components of the field
equations in (4.9) together with (4.10), we obtain the radial evolution equations
φ ′′(r) = −(3 b
′
b
+ 2
a ′
a
)φ ′ +
∂φVeff(φ)
2 a 2 b 6
b ′′(r) =
−2 b 3
3
φ ′2
b 2 + 4α(1− a2 b ′ 2)
a ′′(r) =
1
a [b 2 + 4α(1− a 2b ′ 2)]
[
1− a 2 b ′ 2 − b 2 a ′ 2 − 2 a b (2 a ′ b ′ + a b ′′)
− 4α a ′ 2 (1− 3 a 2b ′ 2)+ 8α a 3 a ′ b ′ b ′′ − b 2 a 2 (∂rφ) 2 + Veff(φ)
b 4
]
.(4.29)
We integrate these equations numerically using the Rung-Kutta method. As discussed
in [127], one cannot impose boundary conditions near r = ∞, because the growing
mode of the scalar field in (4.24) will lead to divergent results near the horizon.
Instead, we integrate outward in radius. We start the numerical integration at an
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initial point ri close to the horizon and use the perturbative near horizon results in
(4.24), (4.26) and (4.28) to fix initial conditions there. We denote the proximity to
the horizon by the parameter
δr =
ri − bH
ri
. (4.30)
With a single scalar field, the strength of the perturbation near the horizon is deter-
mined by the choice of the single constant C in equation (4.24).
As we integrate the system of equations, we check that the numerical solution
satisfies the constraint given by the rr component of the field equations (4.9) which
contains no second order radial derivatives
a ′(r) = a b 3
[
3
a 2 b 2
(
1− a 2 b ′ 2)+ (φ ′)2 − Veff(φ)
a 2 b 6
]
/3 b ′
[
b 2 + 4α (1− a2 b ′ 2)] .
(4.31)
We find that in all cases the constraint is indeed satisfied to appropriate numerical
accuracy.
As a further check, we have also numerically integrated the simpler lowest order
perturbative equations for φ1(r), a2(r) and b 2(r) expanded about the full, asymptot-
ically flat, double extreme black hole background. These perturbative results should
be accurate for sufficiently small values of the parameter C. We can then check
that our results for integrating the full nonlinear field equation match up with the
perturbative results for small C.
Our numerical results are displayed in figure (4.1). The vertical line in the plots
denotes the horizon radius bH . The plot of φ(r) clearly shows the attractor behavior.
By construction, the plots start near the horizon with small deviations determined by
the value of C from the attractor value φ¯, which is indicated by the horizontal line on
the plot. We see that for large radius, the scalar field φ approaches constant values
that can differ quite significantly from its attractor value near the horizon. The φ
plot also includes for comparison the results of integrating the first order perturbative
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equation for φ. We see that these results have the same qualitative features as the
results from the full noninear equations and that the two sets of results have good
quantitative agreement at the smallest value of C displayed.
The plot of the metric functions a(r) and b(r) have forms consistent with asymp-
totic flatness, with a(r) going to a constant and b(r) growing linearly at large radius.
We will see below that their detailed asymptotic behavior gives asymptotically flat
solutions with finite ADM mass.
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Figure 4.1. This figure displays the results of numerically integrating the field
equations with C = {5.0, 10, 15}. The parameters of the scalar field model are taken
to be α = 1.0, Q1 = 1/
√
2 and Q2 =
√
2 , α1 = −α2 = 2.0, which gives bH = 0.904
and φ¯ = 0.347. The numerical integrations are started at δr = 0.01. In the plot of
φ, the dark lines are the result of integrating the full nonlinear field equations, while
the lighter lines show the first order perturbative results. We see that these results
agree well at the smallest value of C displayed. The graphs for a and b show that the
exact solutions are singularity free and asymptotically flat.
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4.4.4 Black hole mass
In this section we evaluate the ADM mass for our numerical solutions. It is a basic
feature of the supersymmetric attractor mechanism that the ADM mass is minimized,
for fixed values of the electromagnetic charges carried by the black hole, when the
scalar fields take their attractor values throughout the spacetime [107]. It was shown
in [127] that this continues to be the case for nonsupersymmetric attractors in 4-
dimensional Einstein gravity. In the following we show that this behaviour persists,
at least in our 5-dimensional example, when the Gauss-Bonnet interaction term is
added to the gravitational Lagrangian.
As noted above, our numerical results show that at large radius b(r) increases
linearly with radius and a(r) approaches a constant value. If we assume that the
approach of a(r) to its asymptotic value near infinity is power law with some exponent,
then for large r we have
b(r) = f r , a 2(r) = a 2∞ −
MADM
6π 2 rn
, (4.32)
where f , a∞ and n are constants. For an asymptotically flat spacetime in 5-dimensions,
we should have n = 2, and MADM in (4.32) would then be the properly normalized
ADM mass. Rescaling the time coordinate so that gtt approaches −1 at infinity, the
asymptotic form of the metric is then
ds2 = −
(
1− MADM f
n
6π 2 a 2∞y n
)
dt2 +
d y 2
a2∞ f 2
(
1− MADM f n
6π 2 a 2∞y
n
) + y 2dΩ 23 . (4.33)
where y = fr. It is straightforward to check that the constants f and a∞ satisfy
the relation fa∞ = 1 in our numerical solutions. In order to check that n = 2 in
our solutions and to determine the value of MADM , we made a log vs. log plot of
−(a2 − a2∞) versus y. Via the relation
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log
(
a 2∞ − a 2
)
= log
(
MADM f
n
6π 2
)
− n log (y) , (4.34)
we see that for power law falloff of a(r) to its asymptotic value this plot should
approach a straightline with slope −n. In this manner, we determined that n = 2 in
our numerical solutions to good accuracy and obtained values of MADM over a range
of values of C.
Figure (4.4.4) shows plots ofMADM with varying asymptotic values for φ for α = 0
(i.e. pure Einstein gravity) and α = 1. We see that the results are qualitatively similar
for the two values of α and that in both cases the mass is minimized when the scalar
field takes its attractor value φ¯ throughout the spacetime.
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Figure 4.2. The black hole mass MADM versus the asymptotic value of the scalar
field φ∞ for α = 0 and α = 1.0. We chose charges Q1 = 1/
√
2 and Q2 =
√
2 ,
α1 = −α2 = 2.0 and δr = 0.01. Plots show that mass increases with φ∞. The
minimum value of mass is that of the double-extreme black hole obtained by setting
φ∞ equal to its critical value at the horizon.
4.5 Non-extremal black holes
Finally, we consider nonextremal black hole solutions. We saw in section (4.3) that
nonextremal solutions exist with the scaler fields fixed at a critical point of Veff(φ).
The metric functions are given by
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a 2(r) = 1 +
r 2
4α
−
√(
1 +
r 2
4α
)2
− (r
2 − r 2+) (r 2 − r 2−)
2α r2
, b(r) = r , (4.35)
where r± are the inner and outer horizon radii with
r2± =M ±
√
M 2 − Veff(φi0)
3
. (4.36)
We want to ask whether there exist nonextremal attractor solutions in which the
scalar fields vary between their attractor values at the outer horizon and independent
values at infinity? In the Einstein case [127, 24] such solutions do not exist, and we
expect to find similar results after adding the Gauss-Bonnet interaction. We address
this question both analytically, by lookiing at perturbations to the scalar field in the
near horizon region, and numerically by looking at solutions to the full nonlinear field
equations.
We give the perturbative results first. Near the outer horizon the leading order
behavior of the metric functions expanded in terms of r − r+ is given by
a 2(r) ≃ ρ(r+, r−)(r − r+) b(r) ≃ r+ (4.37)
where ρ(r+, r−) = 2(r 2+− r 2−)/(4α r++ r 3+). The first order perturbative equation for
the scalar field φ in the near horizon region is then given by
(r − r+)φi1 ′′ + φi1 ′ − β
2
2 r 6+ ρ
φi 1 = 0 , (4.38)
where β 2 = ∂i∂jVeff(φi0). The solutions for linearized perturbations of the scalar field
are then given by
φ1(r) = C I0
[
β
r 3+
√
2(r − r+)
ρ
]
+DK0
[
β
r 3+
√
2(r − r+)
ρ
]
, (4.39)
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where I0 and K0 are the modified Bessel’s functions of the first and second kind
respectively. Since K0 is singular at r = r+ we set D = 0. However, we also have
I0(x = 0) 6= 0. small perturbations to the scalar field therefore necessarily modify
its value at the horizon, and we see that the attractor mechanism no longer holds
for nonextremal black hole horizons. Figure (4.3) displays our numerical results for
nonextremal solutions to the full nonlinear field equations for different values of the
parameter C. The fact that the values for φ at the horizon differ from the attractor
values agrees with the result of the perturbative analysis and shows that the near
horizon results extend to nonextremal asymptotically flat solutions.
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Figure 4.3. The non-extremal black hole . We choose α = 1.0 M = 1.0, charges
Qe1 = 1/
√
2 and Qe2 =
√
2 , α1 = −α2 = 2.0 and δr = 0.01. Plot shows that the
non-extremal solution does not exhibit the attractor mechanism. The scalar field is
drawn to different values at the horizon for different values at infinity.
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CHAPTER 5
C-FUNCTIONS IN LOVELOCK GRAVITY
Since the remarkable discovery [33] that a black hole has entropy proportional to
the area of the horizon
S =
AH
4G4
, (5.1)
many approaches have been proposed to count the number of quantum mechanical
states that contribute to this entropy. Particularly intriguing are connections with
two dimensional conformal field theory. In this context Solodukhin [241] and Carlip
[59, 58] showed that if we consider the black hole horizon as a boundary condition
on the radial fluctuations of the metric then we obtain, in the vicinity of the horizon,
an infinite-dimensional group of conformal transformations in two dimensions with
corresponding Virasoro algebra that contains the Bekenstein-Hawking entropy as a
central charge. For quantum theories in two dimensions, Zamolodchikov [278] was
able to prove a set of properties satisfied by what is called the C-function under
renormalization group flow. This function was shown to be a function of the couplings
of the theory that is monotonically decreasing as one flows to lower energies. For
fixed points of the flow, corresponding to the extrema of this function, the C-function
reduces to the central charge of the Virasoro algebra. In [9] a holographic version of
Zamolodchikov’s C-theorem was proved by studying the renormalization group flow
along null geodesic congruences in asymptotically AdS spaces. Further, Sahakian
[229] proposed a covariant geometrical expression for the C-function for theories which
admit a dual gravitational description. In this description, the IR region is deep
interior and the flow outward in radius is toward the UV region in the QFT sense.
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Another possible interpretation of the holographic picture using the moduli flow, in
the context of the attractor mechanism, was given in [25].
It was shown by Goldstein et al [128] that in 4 dimensional Einstein gravity,
coupled to matter fields that satisfy the null energy condition, one can define a simple
C-function for static asymptotically flat solutions. This function is given by
C(r) =
A(r)
4G4
, (5.2)
where A(r) is the area of the two sphere as a function of the radial coordinate and
G4 is Newton’s constant in 4-D. It was proved in [128] that the equations of motion
imply that A(r) must decrease as one moves inwards from asymptotic infinity. Also,
C(r) coincides with the entropy at the horizon.
On the other hand the entropy in higher curvature gravity is given by the integral
of a particular local quantity on a spatial cross section Σ of the event horizon [264, 153]
S = −2π
∫
Σ
∂L
∂Rabcd
ǫabǫcd
√−h dΩ , (5.3)
where L is the Lagrangian, ǫab denotes the binormal to the horizon cross section and
√
h dΩ is the volume element induced on Σ.
The question of whether one can define analogous C-functions in higher curvature
gravity was raised in [73], where it was shown that a similar C-function can be ob-
tained by evaluating Wald’s expression for the entropy (5.3) on a general spacelike
surface instead of a spatial cross-section of the event horizon. Although the authors
in [73] pointed out the monotonicity of the C-function for f(R) gravity (this had
been established earlier in [155]), they were not able to draw a conclusion about the
monotonicity of such functions in a general theory of gravity.
An important class of higher curvature gravity theories is known as Lovelock
gravity [191]. These are the most general second order gravity theories in higher
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dimensional spacetimes. A general formula for the entropy of stationary black holes
in these theories was obtained by Jacobson and Myers [157]. It includes a sum of
intrinsic curvature invariants integrated over a cross section of the horizon. This
entropy coincides with the result one obtains using the Wald’s formula 1 (5.3). In
addition, similar calculations to [241] were performed for Lovelock gravity [79] and
it was shown, as in [241] for Einstein gravity, that the central charge of the Virasoro
algebra is proportional to Jacobson-Myers entropy.
One can ask whether a C-function similar to that of [128] exists for the static
spherically symmetric black holes in Lovelock gravity. In other words, one asks if a
monotonically increasing function of the outward radial coordinate may exist under
certain conditions, which reduces to the entropy when evaluated on the event horizon.
We address this question in the present chapter. We show not only that such a C-
function exists, but also that this function is non-unique. In fact we find two different
C-functions that we call C-functions of the first and second kind.These functions exist
provided that the matter content satisfies respectively the null, as in [128], and the
weak energy condition, and that the spacetime is asymptotically flat.
In the next section we review the construction of pure Lovelock gravity. Then
we review an argument proving the monotonicity of A(r), the area of concentric
spheres, in the spherically asymptotically flat spacetimes. In section 3 we introduce
the C-functions of the first and second kind of pure Lovelock gravity theories and
we prove the monotonic behavior of these functions. Then in section 4 we consider
the case of general Lovelock gravity and the behavior of the general C-functions in
this theory. The proof of the monotonicity for C-functions of the second kind in
general Lovelock gravity is cumbersome and requires thorough analysis for general
polynomials of arbitrary degree. We work out the proof for Gauss-Bonnet gravity
1The black hole entropy for Lovelock AdS gravity can also be obtained directly from a background-
independent regularization of the Euclidean action as was shown in [172, 171].
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and we present numerical results for the second and third order Lovelock theories.
These numerical results confirm our analytical results in the Gauss-Bonnet case and
indicate that the C-function of the second kind may be monotonic in a general third
order Lovelock gravity theory as well.
5.1 Lovelock gravity
The Lagrangian density for general Lovelock gravity in D dimesnions is L =∑[D/2]
m=0 αm Lm, where Lm is given by
Lm = 1
2m
√−g δa1b1...ambmc1d1...cmdm Ra1b1c1d1 .... Rambmcmdm , (5.4)
αm is them’th order coupling constant, [D/2] denotes the integer value ofD/2 and the
latin indices a,b,c and d go from 0 to D− 1. The δ symbol is a totally antisymmetric
product of 2m Kronecker deltas normalized to take the values of ±1. The term
L0 = √−g is the cosmological term, while L1 = √−g δa1b1c1d1 Ra1b1c1d1/2 is the Einstein
term. In general Lm is the Euler class of a 2m dimensional manifold.
As a special class of general Lovelock gravity, we take a theory with highest order
interaction Lm, m ≤ [(D−1)/2], and send the coefficients of all the lower order terms
to zero. We call these pure Lovelock gravity theories, with pure Einstein gravity as
the first non-trivial example [164]. There has been intensive effort to study black
holes as well as their thermodynamic properties in the context of Lovelock gravity (
see e.g. [45, 52, 54, 75, 207, 224, 270, 271, 274, 275]).
In the following we will be interested in static spherically symmetric spacetimes.
Hence, the metric can be assumed to take the form
ds2 = −a(r)2 dt2 + dr
2
a(r)2
+ b(r)2 dΩ2n , (5.5)
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where dΩ2n is the metric on the unit n = D − 2 sphere. The nonzero components of
the Riemann tensor for the above metric are given by
Rrt
rt = −(a′′ a+ a′ 2), Rrirj = −a2 (b
′′
b
+
a′ b′
a b
) δji , (5.6)
Rti
tj = −a a
′ b′
b
δji , Rij
kl =
1− a2 b′ 2
b2
δklij . (5.7)
The equations of motion following from the Lovelock Lagrangian (5.4) are given
by αm Gef (m) = −2m+1 T fe where
Gef (m) = δfa1b1...ambmec1d1...cmdm Ra1b1c1d1 .... Rambmcmdm , (5.8)
and T fe is the energy-momentum tensor. Using eqs. (5.6) and (5.7), and through
repeated application of the identity
δ
a1...ap
b1...bp
δbp−1bpap−1ap = 2(D − p+ 1)(D − p+ 2) δ
a1...ap−2
b1...bp−2
, (5.9)
we obtain
Gtt (m) = − 2
m+1mn!
(n− 2m+ 1)! a
2
(
b′′
b
+
a′ b′
a b
) (
1− a2 b′ 2
b2
)m−1
+
2m n!
(n− 2m)!
(
1− a2 b′ 2
b2
)m
,
Gr (m)r = −
2m+1mn!
(n− 2m+ 1)!
(
a a′ b′
b
) (
1− a2 b′ 2
b2
)m−1
+
2m n!
(n− 2m)!
(
1− a2 b′ 2
b2
)m
.
(5.10)
5.1.1 Monotonicity of b and C-function in Einstein gravity
As a warm up, we recall how the results of Goldstein et al [128] come about. For
m = 1 we obtain the special case of Einstein gravity in D dimensions for which eqs.
(5.10) take the simple form
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Gtt (1) = −4n a2
(
b′′
b
+
a′ b′
a b
)
+ 2n (n− 1)
(
1− a2 b′ 2
b2
)
,
Grr (1) = −4n
(
a a′ b′
b
)
+ 2n (n− 1)
(
1− a2 b′ 2
b2
)
. (5.11)
Now, consider the coupling of this theory to matter that satisfies the null energy
condition, i.e. the energy-momentum tensor satisfies the condition
Tab ξ
aξb ≥ 0 (5.12)
for all null vectors ξa. As a special case, one may take a perfect fluid with energy-
momentum tensor given by
Tab = (ρ+ p)UaUb + p gab , (5.13)
where ρ, p and Ua are respectively the fluid energy density, pressure and D-velocity.
In this case the condition (5.12) reads ρ + p ≥ 0. Goldstein et al [128] showed that
in this system b is a monotonically increasing function of r for any static, spherically
symmetric and asymptotically flat spacetime. To show this one takes a particular
linear combination of Gtt (1) and Grr (1)
Gtt (1) − Grr (1) = −64π GD
(
Tt
t − T rr
)
= 64π GD Tab ξ
aξb ≥ 0 , (5.14)
where ξa = (ξt, ξr) are components of a null vector, satisfying the relation, (ξt)
2
= −gtt
and (ξr)2 = grr, and we have used α1 = 1/16π GD and GD is Newton’s constant in
D dimensions. Using eqs. (5.11) one obtains
a2 b′′ = −16π GD
n
b Tab ξ
aξb . (5.15)
As long as we are outside the horizon, a2 > 0, we obtain b′′ < 0. Given that the
spacetime is asymptotically flat, Goldstein et al [128] were then able to show that
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b(r) is a monotonically increasing function of r. The additional steps required are
given below in the context of pure Lovelock gravity.
Using this fact, we see that a possible C-function for Einstein gravity takes the
simple form
CE = Ωn b
n/4GD = ASn/4GD , (5.16)
where Ωn is the volume of the unit n sphere. This expression coincides with the
entropy when evaluated on the horizon.
5.1.2 Monotonicity of b in pure Lovelock gravity
The null energy condition
Consider pure Lovelock gravity in D dimensions and of order m ≤ [(D − 1)/2]
coupled to matter that satisfies the null energy condition. We show that in such
a system b is a monotonically increasing function of r for any static, spherically
symmetric and asymptotically flat spacetime given the positivity of the coupling
constant, i.e. αm ≥ 0. As we did in the case of Einstein’s gravity, we take linear
combinations of Gtt (m) and Grr (m)
Gtt (m) − Grr (m) = −2
m+1
αm
(
Tt
t − T rr
)
=
2m+1
αm
Tab ξ
aξb ≥ 0 . (5.17)
Using eqs. (5.10) we obtain
b′′ = −(n− 2m+ 1)!
2m+1mn!
b
a2
(
b2
1− a2 b′ 2
)m−1(
2m+1
αm
Tab ξ
aξb
)
. (5.18)
Now, let us assume that the metric (5.5) describes a black hole. We assume cosmic
censorship, so that b(r) 6= 0 on, or outside the horizon. Without loss of generality, we
can then assume that b > 0 on the horizon. Asymptotic flatness is consistent with
b(r) ≈ ±r as r → ∞. However, the case b(r) ≈ −r depicted on the right in figure
(5.1) is ruled out by our assumption of cosmic censorship. The other two graphs in
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figure (5.1) make clear that for b(r) to then fail to be monotonic between the horizon
and infinity, it must have at least one minimum in this range. However, this is ruled
out by eq. (5.18). Assume b′ = 0 at some radius r0, since a2 > 0 outside the horizon,
it follows from eq. (5.18) that b′′(r0) < 0. Therefore, local minima are not allowed.
This proves the monotonicity of b for pure Lovelock gravity.
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Figure 5.1. Different possibilities for the function b(r).
The weak energy condition
The weak energy condition states that the energy density of any matter distribu-
tion, as measured by any observer in spacetime, must be nonnegative, i.e.
Tabχ
a χb ≥ 0 (5.19)
for any future-directed timelike vector χa. For our static, spherically symmetric
spacetimes, we can take χa to have only one non-vanishing component χt = 1. Hence,
using (5.19) we obtain Ttt = −a2 T tt = ρ ≥ 0. Moreover, using the energy-momentum
tensor of a perfect fluid (5.13) we find ρ + p ≥ 0. This shows that the null energy
condition (5.12) is a special case of the weak energy condition.
Adopting the weak energy condition, we can show below that b′′ < 0, not only at
the local extrema, but for all r where rH < r < ∞. To this end we rewrite the first
equation in (5.10) in the form
d
dr
(bnΓm,n) = −b′bnT tt , (5.20)
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where
Γm,n =
αm n!
2(n− 2m+ 1)!b
(
1− a2 b′ 2
b2
)m
. (5.21)
Integrating eq. (5.20) and using a2 T tt = −ρ we obtain
(
1− a2 b′ 2)m = ( rH
b(r)
)1+n−2m
+
2(n− 2m+ 1)!
αm n! b(r)1+n−2m
∫ r
rH
dη bn(η) b′(η)ρ(η)/a2(η) .
(5.22)
We have shown above that the null energy condition ensures that b(r) is a monotonic
function and hence b′(r) > 0 for rH < r < ∞, given that b(r) > 0. Moreover, using
the weak energy condition, ρ > 0, we see immediately that the l.h.s of eq. (5.22)
above is always greater than zero. It is trivial to see that the same result holds for
b(r) < 0. Finally using (5.18) proves that b′′(r) < 0 for all r, rH < r < ∞. This is
analogous to the result of pure Einstein gravity eq. (5.15) although in the latter case
one uses only the null energy condition.
5.2 Entropy of pure Lovelock black holes and C-functions
The C-functions we want to find should by definition reduce to the black hole en-
tropy when evaluated at the horizon. We begin this section by recalling the expression
for the entropy in Lovelock gravity.
A general formula for the entropy of stationary black holes in Lovelock gravity
was obtained by Jacobson and Myers [157] using Hamiltonian methods. They showed
that the entropy of a black hole in pure Lovelock gravity of order m is given by
S(m) = 4πmαm
∫
KH
dnx
√−hLm−1(h) , (5.23)
where h is the induced metric on the horizon, and the integration is evaluated on any
spacelike slice of the Killing horizon. Using the spherical components of the Riemann
tensor Rij
kl(h), calculated from the induced metric on the horizon, and the basic
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definition of the Lagrangian in eq. (5.4) along with the second eq. in (5.7) and the
identity (5.9), we obtain
S(m) =
4πmn!αmΩn
(n− 2m+ 2)! b
n−2m+2
H . (5.24)
Note that for m = 1 with α1 = 1/16π G4 we obtain S
1 = Ωn b
n/4G = A/4G4, where
A is the surface area of the horizon, which is the Bekenstein-Hawking expression for
the entropy of Einstein gravity.
One can also use Wald’s expression for the entropy (5.3) to obtain the same
result (5.24) above. To show this we start from the Lovelock Lagrangian Lm, where
Lm = √−gLm and Lm is given by (5.4), to obtain by direct calculations
∂L
∂Re1e2
f1f2
=
2m
2m
δ
a1b1...am−1bm−1e1e2
c1d1...cm−1dm−1f1f2
Ra1b1
c1d1(g) .... Ram−1bm−1
cm−1dm−1(g) . (5.25)
Using ǫrt = 1, the only nonvanishing component of the binormal to a spacial two-
surface concentric with the horizon, we find
∂L
∂Re1e2
f1f2
ǫe1e2ǫ
f1f2 = −2m
2m
δ
i1j1...im−1jm−1
k1l1...km−1lm−1
Ri1j1
k1l1(g) .... Rim−1jm−1
km−1lm−1(g) ,(5.26)
where Rij
kl(g) denotes the spherical components of Riemann tensor calculated from
the full metric. Using the last expression together with eq. (5.7) in Wald’s formula
we obtain
S(m) = 4πmαm
n!
(n− 2m+ 2)!
(
1− a2 b′ 2
b2
)m−1
H
bnHΩn , (5.27)
where b and the bracket are to be evaluated on the horizon, i.e. at a = 0, and hence
we reproduce the same result given by eq. (5.24).
A C-function should extend the entropy of spheres on a constant time slice away
from the horizon. We see that eqs. (5.24) and (5.27) suggest different ways of doing
this. This lead to two possibilities for C-functions. What we call the C-function of
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the first kind below is based on eq. (5.24), while the C-function of the second kind
is based on eq. (5.27). The difference is that eq. (5.24) involves only the intrinsic
curvature of the spheres, while eq. (5.27) includes the extrinsic curvature as well.
5.2.1 C-functions of the first kind
In [128] it was shown that one can take the C-function in Einstein gravity, for the
static, spherically symmetric and asymptotically flat spacetimes, to be
C(1)(r) = A(r)/4G4 = π b
2(r)/G4 , (5.28)
which coincides with the entropy at the horizon r = rH.
In searching for generalizations of the C-function in higher curvature gravity, we
continue to require that this function satisfies the usual properties [73], at least for
the static and spherically symmetric specetimes :
a) It can be evaluated on any spherical surface concentric with the horizon.
b) When evaluated on the horizon of a black hole it reduces to the entropy.
c) If certain physical (e.g. null or weak) and boundary (e.g. asymptotically flat
or AdS)
conditions are satisfied, then C is a non-decreasing function along the outward
radial direction.
Hence, let us take our proposed C-function of the pure Lovelock gravity of order
m to be equal to the expression (5.24) evaluated on any spherical surface concentric
with the horizon, i.e. we write
C(m)(r) =
4πmn!αmΩn
(n− 2m+ 2)! b
n−2m+2(r) . (5.29)
We have shown in the previous section that b is monotonically increasing function
of r in pure Lovelock gravity of order m as long as αm > 0 and the matter content
108
satisfies the null energy condition. Hence C(m) satisfies the above three conditions
and can serve as a candidate for a well defined C-function. We call these functions
C-functions of the first kind 2. However, in the next section we will show that this is
not the only C-function one can define and yet satisfy the conditions stated above.
5.2.2 C-functions of the second kind
In this section we show that another class of well defined C-functions exists. Our
proposed form is motivated by expression (5.27) after dropping out the subscript H
allowing the calculations of this quantity on any sphere concentric with the horizon.
Hence, our second C-function takes the form
C˜(m)(r) =
4πmn!αmΩn
(n− 2m+ 2)!
(
1− a2(r) b′ 2(r)
b2(r)
)m−1
bn(r) . (5.30)
Taking constant time slices of the metric (5.5), we notice that the term a2 b′ 2 is
proportional to the extrinsic curvature of constant r surfaces. Taking the normal to
be n = dr/a(r) we obtain
C(m) ∼ bn
(
Rˆ
)m−1
, (5.31)
and
C˜(m) ∼ bn
(
Rˆ−K2 +KijKij
)m−1
, (5.32)
where Rˆ and Kij = ∇inj are the intrinsic and extrinsic curvature of spheres.
Obviously, the function (5.30) also gives the correct form of the entropy when
evaluated on the horizon, a2 = 0. Now we turn to the question whether C˜(m) satisfies
condition (c) above. In the following we show that this function, indeed, increases
with radius provided that the matter content satisfies the weak energy condition.
2The C-function of the first kind was noted previously without proof in [6].
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To make the notation compact, let us drop out the preceding numerical coefficients
in (5.30) and consider instead the function
F (r) = κ bn−2m+2
(
1− a2 b′2)m−1 , (5.33)
where κ = αm n!/2(n− 2m+1)!. If this function were non-monotonic, then we could
find a radius r0 with rH < r0 < ∞ such that F ′(r0) = 0. We start by writing the
function F in the form F = b (bn Γm,n) / (1− a2 b′ 2), where Γm,n is given by eq. (5.21).
By direct calculations we find that
dF
dr
=
b′ bn Γm,n + b (bn Γm,n)
′
1− a2 b′ 2 +
2 bn+1 Γm,n (a a
′ b′ 2 + a2 b′ b′′)
(1− a2 b′ 2)2 . (5.34)
Further, we use eq. (5.20) and the t− t component of the equations of motion (5.10)
to substitute for the quantities (bn Γm,n)
′ and (a a′ b′ 2 + a2 b′ b′′), respectively which
yields
dF
dr
=
b′ bn
1− a2 b′ 2
(
n−m+ 1
m
Γm,n +
m− 1
m
bρ
)
. (5.35)
However, we have shown before that b′ > 0 ( b is monotonic), and the weak energy
condition was enough to prove Γm,n > 0. We conclude immediately that the r.h.s
of (5.35) is positive definite, and hence there is no solution to dF/dr = 0. This
proves that the functions C˜(m)(r) are C-functions for pure Lovelock gravity coupled
to matter that satisfies the weak energy condition.
5.2.3 Example: the C-functions in the vacuum solution of pure Lovelock
gravity
We can check our results by looking at Vacuum solutions of pure Lovelock gravity.
These solutions can be obtained from eq. (5.22) by putting ρ = 0 , i.e. the vacuum
solution is given by [75, 54]
a2(r) = 1−
(rH
r
)(n−2m+1)/m
, b(r) = r . (5.36)
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The C-functions of the first and second kind for these spacetimes are given by
C(m) =
4πmn!αmΩn
(n− 2m+ 2)!r
n−2m+2 ,
C˜(m) = C(m)
(rH
r
)(n−2m+2)(m−1)/m
,
=
4πmn!αmΩn
(n− 2m+ 2)!r
(n−2m+2)/mr(n−2m+2)(m−1)/mH . (5.37)
From the above equations we see that both C(m) and C˜(m) are monotonic functions of
the radial coordinate, and both reduce to the entropy when evaluated on the horizon.
We also see that C˜(m) < C(m) for all r > rH.
5.3 General Lovelock gravity, entropy and C-functions
Our results in section 3 were for pure Lovelock theories, with the coefficient of only
one of the Lovelock terms in the Lagrangian nonzero. Now we want to ask whether
these results hold in a general Lovelock gravity theory.
The Lagrangian for general Lovelock gravity is given by L =∑[D/2]m=1 αm Lm, where
Lm are given by eq. (5.4), and we drop the cosmological constant as we are interested
in asymptotically flat solutions. The equations of motion read
Gef =
[(D−1)/2]∑
m=1
αm Gef (m)/2m+1 = −Tef . (5.38)
Similarly the entropy is given by S =
∑[(D−1)/2]
m=1 S
(m), with S(m) given by eq. (5.24).
In the previous section we proved that b is a monotonic function of r in all pure
Lovelock theories. We can show that this result still holds for general Lovelock theo-
ries. As before, we take the combination
[(D−1)/2]∑
m=1
αm
(Gtt (m) − Grr (m)) /2m+1 = T rr − T tt = Tabξa ξb , (5.39)
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and using eq. (5.10) we obtain
a2 b′′/b2 = − Tabξ
aξb∑[(D−1)/2]
m=1
mn!αm
(n−2m+1)!
(
1−a2 b′ 2
b2
)m−1 . (5.40)
Assuming the positivity of the coupling constants αm for all orders, and using the
same reasoning as in pure Lovelock gravities, we conclude that b is also monotonic in
general Lovelock gravity coupled to matter that satisfies the null energy condition.
5.3.1 C-functions in general Lovelock gravity
For general Lovelock gravity, one can define either the general C-function of the
first or second kind. In the first case the C-function is given by
C =
[(D−1)/2]∑
m=1
C(m) = 4π n! Ωn b
n+2(r)
[(D−1)/2]∑
m=1
mαm b
−2m(r)
(n− 2m+ 2)! . (5.41)
Taking the derivative w.r.t r we obtain
C ′ ∝ b′ bn+1
∑
m=1
mαm b
−2m
(n− 2m+ 1)! . (5.42)
As we showed before b′ 6= 0 for rH < r <∞. Moreover, the positivity of the coupling
constants αm ensures that there is no solution to the polynomial under the sum. This
proves the monotonicity of the general C-functions of the first kind provided that the
matter content satisfies the null energy condition.
In the same way we define the general C-function of the second kind to be
C˜ =
[(D−1)/2]∑
m=1
C˜ (m) . (5.43)
However, testing the monotonicity of this function is generally complicated. In the
following we restrict our analysis to the case of Gauss-Bonnet gravity.
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5.3.2 C-function of the second kind in Gauss-Bonnet gravity
The C-function of the second kind in D = n+2 dimensional Gauss-Bonnet gravity
reads
C˜GB = 4πΩn
[
α1 b
n + 2n (n− 1)α2 bn−2
(
1− a2 b′ 2)] . (5.44)
To prove the monotonicity of this function we proceed as we did before. We define
the function
F (r) = bn + 2n (n− 1)α bn−2 (1− a2 b′ 2) , (5.45)
where α = α2/α1. We then ask whether it is possible to find solutions to dF/dr = 0
where
dF
dr
= n b′ bn−3
[
b2 + 2 (n− 1)α ((n− 2) (1− a2 b′ 2)− 2b (a2 b′ ′ + a a′ b′))] . (5.46)
Using the equations of motion (5.10) and (5.38), the relation a2 Trr+Ttt/a
2 = T abξaξb,
with ξa being a null vector, and the definition of F above we find
a2 b′′ + a a′ b′ =
[
b(F−bn)
4
+ (n−2)(n−3)(F−b
n)2
8n(n−1)bn−1 − n!α b
n+1 Ttt
a2
]
nα bn + (n− 2)α(F − bn) . (5.47)
Substituting this expression into eq.(5.46), we find the the solutions of F ′ = 0 are
given by the solutions of the equation
F 2 − 6 b
n
(n− 1)(n− 2)F +
[
(n+ 1)(n+ 2)
(n− 1)(n− 2) +
8nn!α
(n− 2)
Ttt
a2
]
b2n = 0 , (5.48)
from which we see immediately that there are no real solutions for n ≥ 3 if α > 0,
and Ttt = ρ ≥ 0, i.e. for matter content that satisfies the weak energy condition.
This proves the monotonicity of the C-function of the second kind in Gauss-Bonnet
gravity.
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Going to higher order Lovelock gravity, at least according to the present method,
requires thorough analysis of higher degree polynomials. We will not attempt to carry
this out here. Instead, in the next section we use numerical techniques to study the
monotonicity of the C-function of the second kind. For a particular type of matter
satisfying the weak energy condition, we will verify that C˜ is monotonic for Gauss-
Bonnet and see that it is also monotonic including the third order Lovelock term with
positive coefficient. This result suggests that it might be possible to improve on the
results in this section and show monotonicity of C˜(r) for all Lovelock gravity theories
with coefficients αm > 0.
5.3.3 Numerical example: Gauss-Bonnet and third order Lovelock grav-
ity
In this section we work out various numerical examples that show the monotonicity
of C-functions of the second kind. In the following we consider general Lovelock
gravity in D dimensions coupled to two abelian gauge fields Aµa with a = 1, 2 and a
massless scalar modulus field φ. This has been recentely studied in the context of the
attractor mechanism [127, 15].
The modulus scalar has vanishing potential, but couples to the gauge field kinetic
terms through the matrix function fab(φ). The action is given by
S =
∫
dxD
√−g

[D/2]∑
m=1
αm Lm − 2 ∂µφ∂µφ− fab(φ)F aµνF b µν

 , (5.49)
where µ , ν = 0, ..., D − 1. Using the static and spherically symmetric ansatz (5.5),
we look for solutions to the resulting equations of motion (5.38), where their explicit
form is given for 5-D in the previous chapter [15]. The equations of motion for the
gauge fields ∂µ (
√−g fabF aµ ν) = 0 may be solved by taking the field strengths to be
of the form
F a =
fabQb
bn
dt ∧ dr , (5.50)
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where Qb are the electric charges, and the field dependent tensor f
ab(φ) is the inverse
of the tensor coupling fab(φ) that appears in the Lagrangian. With this form for the
field strength, the energy-momentum tensor for the gauge fields can be written in
terms of the effective potential
Veff = f
cd(φ)QcQd , (5.51)
and hence
T tt = −a2 (∂rφ)2 −
Veff
b2n
,
T rr = a
2 (∂rφ)
2 − Veff
b2n
. (5.52)
Also, the effective potential acts as a potential in the equation of motion for the
modulus scalar, which is given by
∂r
(
bn a2 ∂rφ
)
=
V ′eff(φ)
2 bn
. (5.53)
This equation may be solved by a constant value φ¯ of the scalar field if this value
represents a critical point of the effective potential, i.e. V ′eff (φ¯) = 0. Given that the
scalar field is constant throughout the spacetime one obtains a simple solution to the
equations of motion, namely summing over all Lovelock orders m in eq. (5.20) one
obtains non-extremal black hole solution whose metric functions are solutions of the
equation
[(D−1)/2]∑
m=1
n!αm r
2n−2m
H
2(n− 2m+ 1)!
[
(1− a2(r))m
(
r
rH
)1+n−2m
− 1
]
=
Veff(φ¯)
n− 1
[
1−
(
r
rH
)n−1]
,
(5.54)
and b(r) = r, where rH is the outer horizon radius of the black hole.
3
3For explicit expression in Gauss-Bonnet gravity see [15].
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Now we want to consider solutions with non-constant φ. To this end, we take
small perturbations of the scalar field near the horizon where the metric functions are
approximated by
a2(r) ≈ ρ(r − rH) , b(r) ≈ rH , (5.55)
and ρ is given by
ρ =
(
∂a2
∂r
)
rH
=
S1 − Veff(φ¯)/rnH
S2
, (5.56)
where
S1 =
[(D−1)/2]∑
m=1
n!αmr
n−2m
H
2(n− 2m)! ,
S2 =
[(D−1)/2]∑
m=1
n!mαmr
1+n−2m
H
2(n− 2m+ 1)! . (5.57)
Considering the scalar field perturbation φ(r) = φ¯ + ǫ φ1(r), where ǫ << 1, we
find that the first order perturbative equation in the near horizon region is then given
by
(r − rH)φ′′1 + φ′1 −
β2
2 r2nH ρ
φ1 = 0 , (5.58)
where β2 = V ′′(φ¯). The well behaved solution for linearized perturbations of the
scalar field is then given by
φ1(r) = E I0
[
β
rnH
√
2(r − rH)
ρ
]
, (5.59)
where I0 is the modified Bessel’s function of the first kind and E is an integration
constant.
To this end, one can use the solution to the scalar field perturbation as initial
condition to the full non-linear system. In the following we numerically integrate the
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non-linear equations (5.38) and (5.53) using the Rung-Kutta method. We also take
the couplings of the scalar field to the gauge fields to be
fab(φ) = e
−γaφδab , (5.60)
from which we find immediately that the effective potential is given by
Veff(φ) = e
γ1 φQ21 + e
γ2 φQ22 . (5.61)
In figure (5.2) we compare the C functions of the first and second kind in Gauss-
Bonnet gravity in five dimensions. We choose rH = 1.26, coupling constants α1 =
α2 = 1, charges Qe1 = 1/
√
2 and Qe2 =
√
2, γ1 = −γ2 = 2.0. We denote the proximity
to the horizon by the parameter δr = (ri− rH)/ri, this is where the initial conditions
are set using the pertarbative results above, and we take it to be 0.01 in our numerical
scheme. We also take E = 0.4 in the first two figures. Figure (a) shows the monotonic
behavior of the C-functions of the first kind. On the contrary, Figure (b) shows the
non-monotonic behavior of the term 12 b(1 − a2 b′ 2) that appears in the C-function
of the second kind in eq. (5.44). However, as it is clear form figure (c), when we add
up the b3 term the overall function restores its monotonic behavior. In addition, In
figure (c) we compare the C-function for different values of the constant E, we take
E = 0.0 , 0.2 , 0.4 for the solid, dashed and dotted lines respectively. We notice that
the ultraviolet value of C˜ decreases as we increase the value of the constant E, or in
other words as we increase the asymptotic value of the scalar modulus.
In figure (5.3) we show the results for the case of third order Lovelock gravity
in seven dimensional spacetime. We see a similar behavior to the case of D = 5:
although the third term in C˜ is decreasing, the overall function is monotonically
increasing in r.
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Higher order Lovelock terms have also been considered numerically up to the fifth
order, and all results show monotonic behavior for C˜(r).
5.4 Discussion
In this chapter we have constructed two different C-functions for the static, spher-
ically symmetric black holes in Lovelock gravity. This construction was inspired by
Wald’s expression for the entropy of stationary black holes applied to Lovelock grav-
ity. Although this expression is given as an integral over the induced metric on the
Killing horizon, we were able to show that extending this expression in two different
ways, by evaluating it on any spherical surface concentric with the horizon, gives
the desired C-functions. These functions have different asymptotic values, but they
degenerate at the horizon to the entropy of the black hole.
In the case of pure Lovelock gravity of orderm, the expression of the C-function of
the first kind is simply proportional to bn−2m+2, while that of the second kind is given
by the former expression multiplied by the factor (1− a2 b′ 2)m−1 which was shown to
contain contributions from the extrinsic curvatures of an n-sphere embedded in n+1
dimensional space. We have also proven the monotonicity of these functions provided
that the sapce is asymptotically flat, and the matter content satisfies the null and
the weak energy conditions for the first and second C-functions, respectively. It is
worth mentioning that one can still show the monotonicity of the C-function of the
first kind if we replace the asymptotically flat by asymptotically AdS space since the
later satisfies the null energy condition.
In a general Lovelock gravity, It is natural to expect that the C-functions can
be obtained by summing over pure C-functions of different orders. Although we
proved the monotonicity of the general C-function of the first kind, we proved the
monotonicity of the C-function of the second kind only in the case of Gauss-Bonnet
gravity. It is still not obvious how to give a similar proof in the case of higher order
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gravity. However, we have given a numerical example in third order Lovelock gravity
that indicates that the monotonicity of C˜(r) may still hold in general. We have also
checked numerically that the results hold in similar examples in higher order Lovelock
theories. It is worth noting that a quasi-local mass function in Gauss-Bonnet gravity
was defined in [195] which also exhibits the monotonicity behavior under the dominant
energy condition.
The existence of two different C-functions raises the question whether there is
some reason to prefer one over the other on physical grounds. The answer to this
question relies on the existence of a covariant formulation of the C-function, which
may reduce to one of the C-functions defined in this chapter, when evaluated in static
and spherically symmetric spacetimes. In turn, the existence of such a covariant
function would establish a second law of black hole mechanics (which was established
for Einstein gravity in [142] ) in Lovelock gravity: if certain energy condition is
satisfied, then the entropy of a black hole can never decrease. In other words, it may
be that the second law of black hole mechanics selects the C-function that respects
the law.
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Figure 5.2. Numerical results for the C-functions of the first and second kind in
D = 5 Gauss-Bonnet gravity. We choose rH = 1.26, coupling constants α1 = α2 = 1,
charges Qe1 = 1/
√
2 and Qe2 =
√
2, γ1 = −γ2 = 2.0 and δr = 0.01 in our numerical
scheme. We also take E = 0.4 in the first two figures, while in the third figure we use
E = 0.0 , 0.2 , 0.4 for the solid, dashed and dotted lines respectively.
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Figure 5.3. Numerical results for the C-functions of the first and second kind in
D = 7 third order Lovelock gravity. We choose rH = 1.26, coupling constants α1 =
α2 = α3 = 1, charges Qe1 = 1/
√
2 and Qe2 =
√
2, γ1 = −γ2 = 2.0. We also take
δr = 0.01 and E = 0.4 in our numerical scheme.
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PART II: PSEUDO NAMBU-GOLDSTONE BOSONS IN
INFLATIONARY COSMOLOGY
CHAPTER 6
N-FLATIONARY MAGNETIC FIELD
6.1 Introduction
Many of the recent efforts aiming at the construction of models of inflation in
string theory contain some variant of natural inflation as a crucial ingredient. For
instance, in the model of [41] inflation proceeds mostly along an axionic direction.
In this context, one of the main difficulties is that sufficient inflation requires an
axion constant larger than the Planck mass. This condition, that can be consistently
satisfied in field–theoretical constructions [20, 216], seems to be very difficult (if not
impossible) to achieve in string theory [90, 29]. For this reason, string–inspired models
of natural inflation have to resort to more complicated constructions, often invoking
more than a single pNBG, such as in the two-axion potentials of [168, 40]. More
recently, Dimopoulos et al. [88] have shown that inflation can find a natural realization
in string theory, if several hundreds of pNGBs roll along their potential. Indeed, even
if a single pNGB with an axion constant smaller thanMP cannot sustain inflation for
a long time, the collective effect of several such fields (N-flation) has this possibility.
This mechanism – that could also be responsible for the current epoch of accelerated
expansion [161] – can occur quite naturally in string theory, where hundreds of axion
modes can exist.
Axions are coupled to gauge fields, so natural inflation (and N-flation in particular)
is generically expected to lead to the production of magnetic fields at cosmological
scales.
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Magnetic fields are present throughout the whole Universe. Fields with a strength
of ∼ µG and coherent over very large scales (∼kpc–Mpc) have been observed using
a variety of techniques. In our Galaxy, the existence of fields of strength 3−4µG is
inferred by observing Zeeman splitting of spectral lines, synchrotron emission, and
Faraday rotation [179]. In addition, magnetic fields coherent over tens of kpc and of
strength 1−10 µG have been observed in clusters and may play an important role in
cluster dynamics .
The origin of these magnetic fields remains mysterious. A popular mechanism that
could be responsible for the large magnetic fields observed is the dynamo mechanism.
This mechanism, that sets in after galaxy formation, converts the kinetic energy of
a conducting fluid into magnetic energy. However, the dynamo is only a means of
amplification, and a seed field of primordial origin is still required. Due to the current
evidences in favor of an accelerated expansion of the Universe, this seed field can be
as small as 10−30 G on a length of ∼ 10 kpc, significantly weaker than previously
thought [82] (for comprehensive reviews of magnetic fields in the early Universe see
for instance [129, 126]).
The possibility that a rolling pNGB in the early Universe could lead to the gen-
eration of the required seed field was first envisaged by Turner and Widrow [256],
and subsequently examined in detail by Garretson, Field and Carroll [122], with neg-
ative conclusions. First, in the most natural setting where the pNGB is the (slowly
rolling) inflaton, the smallness of its time derivative appeared to make the mechanism
inefficient. More generally, [122] has shown that the mechanism acts only when the
relevant wavelength is inside the horizon. As the mode exits the horizon, the mag-
netic field strength starts redshifting away. If we require that the redshifted magnetic
field is sufficiently strong to initiate the dynamo, then the energy initially stored in
cosmologically interesting modes should have been enormous, much larger than the
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energy stored in the inflaton. This is in contrast with the assumption that the energy
in magnetic modes is negligible with respect to the background inflaton energy.
Despite these difficulties, the increasing importance of axions in string theoretical
realizations of inflation makes it worth re–examining the issue of the production of
cosmological magnetic fields in this context. Developments in model building together
with new findings about the evolution of magnetic fields in the cosmological plasma
can lead to conclusions that are more optimistic than the ones of [122]. Even though
our main focus will be N-flation, our formulae will also be valid for other scenarios
of natural inflation. As we will see, a large number of pNGBs has the potential of
effectively increasing the coupling of the inflaton to the magnetic field, thus providing
an efficient source even if the pNGBs are rolling slowly. The backreaction problem
pointed out in [122] is alleviated by observing that the field produced by this mech-
anism has maximal helicity. In the last few years, several works have shown that for
a maximally helical field an efficient transfer of power from smaller to larger scales
(inverse cascade1) occurs [242, 110, 258, 236, 55, 28, 68]. When this effect is taken
into account, a magnetic field that is initially weak enough not to backreact on the
inflating background can inverse cascade to cosmologically interesting scales where
its strength is sufficient to start the dynamo.
This chapter is organized as follows. In the first section we review the mechanism
of N-flation and we derive the relevant equations for the gauge field. Then we study
the amplification of the vacuum fluctuations of the magnetic field. In section 4 we
review the argument of [122] and we establish limits on the allowed parameters of
our model, while in section 5 we estimate the intensity of the magnetic field once the
1While there is a substantial body of literature about inverse cascades of helical fields produced at
the electroweak phase transition (see e.g. [242, 110, 258, 236, 55, 28]), we are not aware of analogous
works about fields of inflationary origin.
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inverse cascade process is taken into account. We discuss our results and conclude in
section 6.
6.2 Formulation
We will mainly focus on the model proposed in [88], that we will quickly review
here, and whose mechanism is closely related to that of assisted inflation [188]. We
consider a model with N pNGBs. The lagrangian density for this system is given by
L = −√−g
N∑
i=1
{
1
2
(∂φi)
2 + Λ4i [1 + cos(φi/fi)]
}
. (6.1)
We then assume (following [88]) that the N axion potentials have the same parame-
ters2, i.e. Λi = λ, fi = f . In a realistic model axions can roll down either side of the
cosine potential. In order to take into proper account this fact without complicating
the analysis we will assume that the axions have the same absolute value of the ini-
tial conditions, but can have either sign i.e φi = siφ˜ where si = +1, −1. We expect
that the main features of the scenario will not change significantly when the above
assumptions are dropped3.
The simplified lagrangian reads
L = −√−g
{
N
2
(
∂φ˜
)2
+N Λ4
[
1 + cos(φ˜/f)
]}
, (6.2)
and a canonically normalized axion can be obtained by defining a new field Φ =
√
Nφ˜,
from which we obtain
L = −√−g
{
1
2
(∂Φ)2 +NΛ4
[
1 + cos
(
Φ√
Nf
)]}
. (6.3)
2This is not a very strong assumption, since, in order to have agreement with observations, the
axion masses have to be very densely packed [167].
3See e.g. [4] for an analysis of the predictions of theories with several inflatons.
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Therefore, a theory withN axions with axion constant f turns out to be equivalent
to the theory of 1 axion with constant
√
N f . Sufficient inflation requires an axion
constant larger than about 3MP [119, 230], while string theory appears to tolerate
only f < MP [90, 29]. Assuming a sufficiently large value of N , it is possible to
effectively raise the value of f , thus obtaining sufficient inflation without contradicting
any theoretical bounds.
Let us now couple the axions to a U(1) gauge field. We parametrize the coupling
of the i-th axion to the electromagnetic field by αi/MP . We expect generically to
have αi ≃ 1, that represents also the worst case scenario (as usual, we do not expect
weaker-than-gravitational couplings to appear in a theory coupled to gravity).
Based on the considerations above, we assume the coupling of the N axions to
the gauge field to have the following form
Vφγ =
N∑
i=1
αi
4MP
φiFµνF˜
µν , (6.4)
where Fµν is the electromagnetic field strength tensor and F˜
µν = 1
2
ǫµνρσFρσ is the
dual tensor. In what follows we will assume for simplicity that all the αi have the
same value, αi = α.
Using the above definition of φ˜ and the canonically normalized effective field Φ
this coupling takes the form
VΦγ = αγ
√
N
4MP
ΦFµνF˜
µν . (6.5)
where γ ≡∑Ni=1 si/N , 0 ≤| γ |≤ 1 4.
4In section 6 we will discuss the possible values that the parameter γ is expected to take.
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The equations of motion for this system are given by
∇µ∇µΦ− dV (Φ)
dΦ
=
α γ
√
N
4MP
FµνF˜
µν , (6.6)
∇µF µν = −α γ
√
N
MP
(∇µΦ) F˜ µν , (6.7)
∇µF˜ µν = 0 . (6.8)
where ∇µ denotes the covariant derivative.
The electromagnetic field strength tensor is given in the conformal FRW metric
by
F µν = a−2


0 Ex Ey Ez
−Ex 0 Bz −By
−Ey −Bz 0 Bx
−Ez By −Bx 0


. (6.9)
Plugging eq. (6.9) into eq. (6.6), one has for the equation of motion of Φ
∂2Φ
∂τ 2
+ 2aH
∂Φ
∂τ
−∇2Φ + a2dV (Φ)
dΦ
=
α γ
√
N
MP
a2 ~E · ~B , (6.10)
where H is the Hubble parameter H = a′(τ)/a2(τ), and where the prime denotes
differentiation with respect to the conformal time τ . Similarly, the equations of
motion of F µν (6.7) become
∂
∂τ
(
a2 ~E
)
−∇×
(
a2 ~B
)
= −α γ
√
N
MP
∂Φ
∂τ
(
a2 ~B
)
− α γ
√
N
MP
(
~∇Φ
)
×
(
a2 ~E
)
,(6.11)
and
~∇ · ~E = −α γ
√
N
MP
(
~∇Φ
)
· ~B . (6.12)
In addition, the Bianchi identity (6.8) becomes
∂
∂τ
(
a2 ~B
)
+∇×
(
a2 ~E
)
= 0 , (6.13)
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along with
∇ · ~B = 0 . (6.14)
Under the assumption of homogeneity of the inflaton Φ we can drop all terms
∇Φ. As we will be considering the limit of weak electromagnetic field, the term on
the right hand side of eq. (6.10) will be neglected in what follows. In section 4 we
will discuss the regime of validity of this approximation. Taking the curl of eq. (6.11)
and using eq. (6.13) to eliminate ~E one obtains
(
∂2
∂τ 2
−∇2 − α γ
√
N
MP
dΦ
dτ
∇×
)(
a2 ~B(τ, ~x)
)
= 0 . (6.15)
We define ~F (τ, ~x) = a2 ~B(τ, ~x), and then we take the Fourier transform of ~F defined
by
~F (τ,~k) =
1
(2π)3/2
∫
e−i
~k.~x ~F (τ, ~x) d3x , (6.16)
to obtain (
∂2
∂τ 2
+ k2 − i αγ
√
N
MP
dΦ
dτ
~k×
)
~F (τ,~k) = 0 . (6.17)
Directing k along the x axis and defining F± = (Fy ± iFz) /
√
2, equation (6.17)
becomes
∂2F±
∂τ 2
+
(
k2 ± α γ
√
N
MP
dΦ
dτ
k
)
F± = 0 . (6.18)
As in [88], we assume that
√
N f ≫ MP . In this case the observationally inter-
esting epoch of inflation takes place close to the bottom of the cosine potential of the
pNGB. We can thus approximate the potential as
V (Φ) =
m2Φ2
2
, where m =
Λ2
f
. (6.19)
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At leading order in the slow roll parameter ǫ =M2P V
′2/2V 2 the solution of the slow
roll equations gives
dΦ
dτ
≃
√
2ǫ MP (−τ)−1 , (6.20)
where the conformal time τ is related to the scale factor by a (τ) ≃ (−H τ)−1, and
we have assumed that inflation ends at τ = −1/H, where a = 1.
6.3 Magnetic field production
The generation of the magnetic field is due to the amplification of quantum fluctu-
ations in the presence of the time varying background provided by the slowly rolling
pNGBs5. To study this process, we promote the classical field ~F (τ, ~x) to a quantum
mechanical operator in the Heisenberg representation:
Fˆi(τ, ~x) =
∫
d3k
(2π)3/2
[
aˆk,iFi(τ, k)e
i~k~x + aˆ†k,iF
∗
i (τ, k)e
−i~k~x
]
, (6.21)
where aˆk,i and aˆ
†
k,i satisfy the commutation relations
[
aˆk,i, aˆ
†
k′,j
]
= δ(~k − ~k′)δij ,
[aˆk,i, aˆk′,j] = 0 along with ak,i|0〉I = 0, where |0〉I is the initial vacuum state. The
functions Fi(τ, k) satisfy equation (6.17) and are normalized to give the vacuum so-
lution at kτ → −∞
Fi(τ, k) =
√
k
2
e−ikτ . (6.22)
Depending on the sign of α γ dΦ/dτ , one of the two solutions F+ or F− in (6.18)
will develop an instability which will grow during inflation. In the following analysis
5The possibility of generating a magnetic field of cosmological interest during the stage of coherent
oscillations of a pNGB was studied in [112].
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we will denote by F the growing solution. The general equation for F can be written
as
d2F (τ, ~k)
dτ 2
+
[
k2 + 2k
ξ
τ
]
F (τ, ~k) = 0 , (6.23)
where
ξ ≡ |αγ|
√
Nǫ/2 . (6.24)
As we shall see, we will be interested in the case where ξ = O (1) or larger.
In terms of the dimensionless variable −kτ , eq. (6.23) is the Coulomb wave equa-
tion6 with L = 0. The solution of this equation that reduces to positive frequency for
kτ → −∞ is
F (τ, ~k) =
√
k
2
[i F0(ξ, −kτ) +G0(ξ, −kτ)] , (6.25)
where F0 and G0 are respectively the regular and irregular Coulomb wave functions
with index 0 [2]. At early times, the above solution has the asymptotic behavior
F (τ, ~k) ∼
√
k
2
exp {−i [kτ + ξ ln(−2 kτ)− σ0]} as kτ → −∞ , (6.26)
where σ0 = argΓ(1 + iξ).
As time evolves, the mode gets rapidly amplified: when the second term in brackets
in eq. (6.23) dominates over the first one, |kτ | ≪ 2ξ, the solution (6.25) is well
approximated by
F (τ,~k) ≃
√
k
2
(
k
2ξ aH
)1/4
e−2
√
2ξ k/aH+π ξ , (6.27)
where we have used τ = −1/aH.
We thus see that the magnetic field gets amplified by a factor eπξ. This represents
our main result: for moderately large values of ξ we can get an extremely large value
6The general Coulomb equation takes the form d
2F
dρ2
+
[
1− 2ξ
ρ
− L(L+1)
ρ2
]
F = 0 , where L =
0, 1, 2, ....
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of the magnetic field. Inspection of the behavior of the Coulomb wave functions shows
that this instability builds when 2 ξ ≃ |kτ |.
We have now all the quantities needed to estimate the value of the generated
magnetic fields. Before doing this, however, we have one more constraint to take into
account.
6.4 Backreaction
As recognized in [122], the amplification of the magnetic field constrains the al-
lowed values of the Hubble parameter. This constraint comes from the requirement
that the energy in the magnetic field should not exceed the energy stored in the
inflaton.
The total energy density in the magnetic field is given by
ρM (τ) =
1
2 a (τ)4
∫ kc
0
|F (τ, k)|2 k
2 dk
2π2
, (6.28)
where kc is the ultraviolet cutoff of the magnetic modes that get amplified by the
rolling axions. Inspection of eq. (6.23) gives
kc ≃ −2ξ/τ ≃ 2ξ Ha (τ) . (6.29)
In the regime k < kc, we can use the approximate solution (6.27), that gives the
following expression for the total energy in the magnetic field
ρM (τ) =
H4 e2πξ
225 π2 ξ5
∫ 8ξ
0
x8 e−x dx ≃ 10−4 H
4 e2πξ
ξ5
, (6.30)
where in the last expression we have assumed ξ >∼ 1.
132
By requiring ρM <∼ ρI = 3M2PH2 we get an upper bound on the inflationary
Hubble parameter
H <∼ 150 ξ5/2e−πξMP . (6.31)
If we insist on COBE normalization (H ≃ 1013 GeV), this implies ξ <∼ 7. Of
course, we can also give up the COBE constraint by invoking the existence of one or
more curvatons [89, 86] (after all, in a scenario with hundreds of light fields, this is
not such an unreasonable expectation). Requiring that inflation takes place at least
at the TeV scale (H ≃ 10−3 eV) gives the constraint7 ξ <∼ 25.
We also note that in general the axions will be coupled to more than a single U(1)
gauge field. In grand unified theories, for instance, few dozens of vector degrees of
freedom appear in the same multiplet and will be excited by the slowly rolling axions.
The hidden sector can contain even larger gauge groups. As a consequence, the total
energy in the excited modes ρM should be multiplied by the number of vectors that
transform under the same group, leading to stronger constraints on the parameter ξ.
If we impose COBE normalization and require that the subsequent evolution of
the magnetic field is just given by conservation of the magnetic flux B ∝ Binitial/a2,
the ensuing field will be too weak to be able to seed the dynamo mechanism [122].
However, the field generated by rolling axions has maximal helicity, a property that
affects significantly its subsequent evolution, as we will see in the next section.
6.5 Estimating the magnetic field
Due to the high conductivity and turbulence of the primordial plasma, magnetic
fields will evolve not only conserving magnetic flux but also magnetic helicity
∫
d3x ~B ·
~A, where ~A is the vector potential. During the last decade, several works have shown
that turbulent fluid with non vanishing helicity can transfer magnetic energy from
7It would be interesting to study the behavior of the system when the backreaction cannot be
neglected.
133
small to large scales. Indeed, a turbulent fluid tends to dissipate the energy in small
scale magnetic modes. However, in the regime of large conductivities (that is realized
for most of the history of the Universe) helicity has to be conserved. In order to
conserve helicity, part of the power that is lost at small scales has to be transferred to
large scales, in a phenomenon known as inverse cascade [242, 110, 258, 236, 55]8. Since
in our model either the positive or the negative helicity field gets amplified, maximal
helicity fields are naturally produced. Thus, by properly taking into account the
inverse cascade, the backreaction problem can become less severe, allowing to get
significant magnetic fields while satisfying COBE normalization. This depends on
the ability of this mechanism to produce maximally helical magnetic fields coherent
over large scales9. We quantify such coherence length by computing the two-point
function defined as
Gij(τ, ~r) = 〈Fi (τ, ~x)Fj (τ, ~x+ ~r)〉 =
∫
d3k
(2π)3
e−i
~k·~rFi
(
τ,~k
)
F ∗j
(
τ,~k
)
. (6.32)
Taking ~r to be along the z axis ~r = z eˆz, we can write Fi
(
τ,~k
)
= F+
(
τ,~k
)
ǫ+i +
F−
(
τ,~k
)
ǫ−i , where ǫ
±
i = (ǫ
1
i ± i ǫ2i )/
√
2 and {~ǫ±} are the polarization vectors in the
xy plane. Thus
Gij(τ, z eˆz) =
∫
d3k
(2π)3
e−izkz
[|F+|2ǫ+i ǫ∗+j + |F−|2ǫ−i ǫ∗−j + F+ F ∗−ǫ+i ǫ∗−j + F− F ∗+ǫ−i ǫ∗+j ] .
(6.33)
Using the relations ~ǫ ∗ · ~ǫ = 1 and ~ǫ∗± · ~ǫ∓ = 0 we obtain
∑
i
Gii(τ, z eˆz) = 〈F 2(τ, z)〉 =
∫
d3k
(2π)3
e−izkz
[|F+|2 + |F−|2] , (6.34)
8The possibility that the effects of turbulence could be relevant for the evolution of magnetic
fields produced at inflation was first considered in [87].
9Note also that an existing magnetic field could acquire a helical component due to a QCD
axion [56].
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where either F+ or F− is nonvanishing. Using eq. (6.27) we obtain
〈F 2(τ, z)〉 = 1
(2π)2
√
2ξ aH
∫ kc
0
dk k7/2
sin kz
kz
e−4
√
2ξ k/aH+2π ξ . (6.35)
We are interested in the spectrum of the magnetic field at the end of inflation, and
hence we set a = 1 in the above expressions. By integrating numerically eq. (6.35),
it is possible to see that the two-point function at the end of inflation can be well
approximated by
〈F 2(τ, L)〉 ≃ 2× 10−4H4 e
2πξ
ξ5
1
(1 + L/Lic)
9/2
, (6.36)
where the coherence length at the end of inflation Lic is given by
Lic ≃ 3 ξ/H . (6.37)
Analytical and numerical studies show that the comoving coherence length for a
maximally helical magnetic field in a turbulent plasma grows as τα, where the expo-
nent α lies somewhere between α = 1/2 and α = 2/3 [242, 110, 258, 236, 55, 28, 68].
In what follows we will assume α = 2/3. As a consequence, the comoving coherence
length Lc increases as a
2/3 during radiation domination and as a1/3 during matter
domination. The inverse cascade proceeds during the whole post–inflationary era,
until recombination takes place [28]. As our field is maximally helical and with a co-
herence length of few Hubble lengths at the end of inflation, we have several different
stages: (i) as inflation ends, the coherence length is superhorizon, no causal process
can affect it and it is just subject to redshift; (ii) the coherence length enters the
horizon while the Universe is dominated by the inflation oscillations that redshift as
matter. The conductivity is already very large [256], and we expect inverse cascade
to take place. However, since during reheating the temperature does not redshift as
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T ∝ 1/a [255], the findings of the literature (that are based on conformal transfor-
mations from the minkowskian case, thus assuming T ∝ 1/a) cannot be applied to
this regime. In the absence of more reliable results, we will assume that Lc ∝ a1/3,
as in the case of a matter dominated Universe with T ∝ 1/a. (iii) After reheating
has completed, the Universe is radiation dominated until matter–radiation equality
occurs at temperature of ∼ 1 eV. During this epoch, Lc ∝ a2/3. (iv) In the short
matter dominated epoch between matter–radiation equality and recombination, we
have again Lc ∝ a1/3. Collecting all these factors, we get for the comoving coherence
length at recombination Lfc
Lfc = L
i
c
(
aRH
aent
)1/3(
aeq
aRH
)2/3(
arec
aeq
)1/3
, (6.38)
where aent is the value of the scale factor when the coherence length enters the horizon.
aRH is related to the reheating temperature TRH byH/a
3/2
RH = 0.33 g
1/2
∗ T 2RH/MP , where
we recall that we have set a = 1 at the end of inflation and g∗ = 228.75 for the MSSM.
The physical coherence length can be obtained by multiplying the comoving length
by the factor (a0/aend) = (TRH/T0)
(
MP H/0.33 g
1/2
∗ T 2RH
)2/3
. Using Trec = 0.26 eV,
Teq = 0.7 eV, H = 10
13 GeV, and T0 = 2.4 × 10−4 eV we find a coherence length of
about one parsec10
Lfphys ≃ 1.5
ξ1/3
(TRH/109GeV)
1/9
pc . (6.39)
As far as the intensity of the magnetic field is concerned, conservation of helicity
imposes the relation Bfc = B
i
c
(
Lic/L
f
c
)1/2
. Moreover, numerical analyses [28, 68]
show a property of self–similar evolution of the spectrum of the magnetic field: for
lengths larger than the coherence length, the spectral index is left unchanged by the
10We denote with a subscript ”phys” the value that would have been taken by the corresponding
physical quantities in the absence of the contraction associated to structure formation.
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inverse cascade process. Therefore, for lc > L
f
c , the spectrum of the maximally helical
magnetic field is given by [28]
Bfc (lc) = B
i
c
(
Lic
Lfc
)1/2(
lc
Lfc
)−n/2
, (6.40)
where n = 9/2 is the spectral index for our case. The physical field is given as usual by
the scaling Bfphys = B
f
c (lc)(aend/a0)
2, so that we obtain finally, for lphys > L
f
phys ≃ 1 pc,
B ≃ 10−33 e
π ξ
ξ17/12
(
TRH
109GeV
)11/36 (
lphys
10 kpc
)−9/4
G . (6.41)
Before analyzing this result, it is worth discussing the strong constraints of [57]
on the intensity of magnetic fields of primordial origin. Such constraints emerge from
requiring that the magnetic modes do not overproduce gravitational waves in the
very early Universe. However, the derivation of [57] assumes that the magnetic field
is non helical and that evolves just under the effect of the expansion of the Universe,
neglecting the possibility of inverse cascade effects. As a consequence, the analysis
of [57] does not apply to our scenario. Further study is needed to find whether
analogous bounds apply to helical primordial fields.
6.6 Discussion
We have seen that for a system of N axions with a coupling α/MP to the photon,
the strength of the magnetic field produced turns out to depend only on the combina-
tion ξ = |αγ|√Nǫ/2, where γ = ∑i si/N = (N+ −N−) /N measures the difference
between the number of pNGBs axions rolling to positive values and the ones rolling
to negative values. Equation (6.41) shows that it is possible to get a magnetic field
capable of initiating the dynamo for ξ as small as 2 or so. Now, ξ depends on ǫ, that
in turn depends on the time at which the scales of interest have been amplified. Since
137
we have seen that a scale of ∼ 1 pc today corresponds to the size of the horizon at
the end of inflation, we are interested in modes that were amplified roughly 9 efolds
before the end of inflation (ǫ ≃ 1/18). The condition for sufficient amplification is
therefore α γ
√
N >∼ 10. This condition involves only quantities of the order of unity.
Let us first focus on the role played by the quantity γ. If the axion potentials
are exactly symmetric under φi → −φi, then for large N γ is a random gaussian
variable centered at γ = 0 and with variance 1/
√
N . Therefore at the 1σ probability
level γ
√
N = 1 and the system behaves as if there was only one axion. If α = 1, the
condition α γ
√
N > 10 can be realized by mere chance as a 10σ effect! To fix ideas,
if N ≃ 600 as required by the analysis of [167], a sufficiently strong seed field would
be achieved if ∼ 420 pNGBs are rolling in one direction and the remaining ∼ 180 are
rolling in the opposite direction.
However, in general we do not expect the axion potential to be exactly symmetric
with respect to the transformation φi → −φi. Such situation has been for instance
envisaged in [41] in order to get a densely spaced distribution of vacuum energies
(see also [21]), where a potential of the form Λ41 cos aφ + Λ
4
2 cos bφ + Λ
4
3 cos (a− b)φ
was considered. In this case, while the potential is still Z2 symmetric around φ = 0,
there are many other local maxima around which the potential is not Z2 symmetric.
In general, inflation is expected to occur on the top of one of these non symmetric
maxima. It would be interesting to see if there is any correlation between the details
of the axion potential that can lead to a preferred direction in the inflaton path and
the possibility of having a sufficiently large value of γ.
Even in the case of a single pNGB driving inflation (or for γ <∼ 10/
√
N) a moder-
ately large value of α could give the desired result. The precise value of this coupling
depends on the details (such as the form of gauge kinetic functions, or the coupling of
the axion to charged fermions) of the model considered and the study of its allowed
values is beyond our scope. Let us however mention that, if the ”natural” coupling of
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the axions to the magnetic field is given by α˜/f (rather than α/MP ) with α˜ = O (1)
and f ≃ 0.1MP , then the required O (10) enhancement is readily achieved.
We also stress that the requirement that the produced magnetic field does not
backreact on the inflaton induces a rather strong bound on the parameter ξ, as we
have discussed in section 4. This is a new constraint that has to be satisfied in working
models of pNGB inflation.
Let us finally note that the result (6.41) is just an order of magnitude estimate
based on several assumptions (in particular about the evolution of the coherence
length of the magnetic field during reheating) and that the accuracy of this result
could be improved by a more detailed study. Note also that in this discussion we
have assumed ξ ≃ 2, that leads to a field of 10−30 G at 10 kpc, sufficient to initiate
the dynamo according to [82]. However, depending on the value of the parameter ξ,
stronger fields can be generated. The value ξ = 7, that saturates the bound (6.31),
leads to fields as strong as ∼ 10−25 G at 10 kpc. Elsewhere in the literature one can
find requirements stronger than those of [82]: for instance, according to the second
of refs. [129, 126], a seed field of 10−23 G at 1 Mpc is needed to initiate the dynamo.
Such a field can be produced in our scenario if ξ ≃ 12. While this assumption violates
the bound (6.31), it could still be a realistic one if some curvaton–like mechanism is
responsible for the generation of the spectrum of primordial perturbations and the
COBE requirement H ≃ 1013 GeV is relaxed.
To summarize, pNGBs play an increasingly important role in string-motivated
models of inflation. For this reason we have reviewed the issue of production of mag-
netic fields in this context. While in [122] it was shown that such fields cannot be
of cosmological interest, the analysis of more recent results in magnetohydrodynam-
ics [242, 110, 258, 236, 55, 28, 68] can lead to different conclusions. We have found
simple formulae that show how cosmologically relevant magnetic fields can be gener-
ated in models where some parameters are tuned to be of O (10). The same formulae
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lead to a bound on the parameters of the theory that originates from requiring that
the produced magnetic field does not backreact on the inflaton.
The production of cosmological magnetic fields of sufficient intensity was one of
the nice predictions of pre-big bang cosmology [123]. As we have seen, it could also
be one of the nice predictions of inflation in string theory. Even better than this,
it might allow us to discriminate between different realizations of inflation in string
theory.
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CHAPTER 7
NATURALLY INFLATING ON STEEP POTENTIALS
THROUGH ELECTROMAGNETIC DISSIPATION
7.1 Introduction
The axion potential is radiatively stable thanks to a (broken) shift symmetry, and
has the form V (Φ) = Λ4[cos(Φ/f) + 1], where f is the axion constant. Neglecting
all interactions of Φ apart from those in V (Φ) and those with gravity, the condition
for inflation is that V (Φ) is flat in units of the Planck scale (i.e., |V ′| ≪ V/MP ,
|V ′′| ≪ V/M2P ) for a sufficiently wide range of Φ. In the case of the axion, these
conditions are equivalent to f ≫ MP . Unfortunately, string theory appears not to
allow such large values of f [29]. Moreover, f . MP appears also as a consequence
of the “gravity as the weakest force” conjecture of [22].
In this chapter, we show that natural inflation can be realized also for a steep
potential. Our mechanism relies on the coupling of the inflaton to gauge fields through
the operator ΦFµνF˜
µν . As Φ rolls down its potential, it provides a time-dependent
background for the gauge field whose vacuum fluctuations are thus amplified into
physical excitations. This production of quanta of gauge field occurs at the expenses
of the kinetic energy of the inflaton, slowing it down. If the coupling between Φ and
Fµν is strong enough, such a dissipation effect can allow to obtain a sufficiently long
period of inflation even if f ≪MP .
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7.2 Generation of the gauge field
We consider natural inflation with a pseudoscalar inflaton Φ coupled to a U(1)
gauge field 1. The Lagrangian density of the system is given by
L = −
[
1
2
(∂Φ)2 + V (Φ) +
1
4
FµνF
µν +
α
4f
ΦFµνF˜
µν
]
, (7.1)
where V (Φ) = Λ4 [1 + cos(Φ/f)] with f <∼ MP 2. The parameter α is a dimensionless
measure of the coupling of Φ to the gauge field.
The equations of motion for the system are
Φ′′ + 2 aH Φ′ −∇2Φ + a2dV (Φ)
dΦ
=
α
f
a2 ~E · ~B ,
~E ′ + 2 aH ~E −∇× ~B = −α
f
Φ′ ~B − α
f
~∇Φ× ~E ,
~∇ · ~E = −α
f
(~∇Φ) · ~B , (7.2)
where H ≡ a′(τ)/a2(τ) and where the prime denotes differentiation with respect to
the conformal time τ . The Bianchi identities read ~B′ + 2 aH ~B + ~∇ × ~E = 0 and
~∇ · ~B = 0. Since the inflaton is homogeneous, ~∇Φ = 0, we can introduce the vector
potential ~A (τ, ~x), with a2 ~B = ~∇× ~A, a2 ~E = − ~A′. Then, the equations for ~A read
(
∂2
∂τ 2
−∇2 − α Φ
′
f
~∇×
)
~A = 0, ~∇ · ~A = 0 . (7.3)
In order to study the generation of the electromagnetic field induced by the rolling
pseudoscalar, we promote the classical field ~A(τ, ~x) to an operator
~ˆ
A (τ, ~x). We
1For simplicity we will assume that this is not a Standard Model gauge field. Such a possibility
would lead to additional signatures of our scenario that, while out of the scope of the present work,
would be interesting to study.
2Other models of inflation driven by a pseudoscalar (such as [200, 160]) with a different form
of V (Φ) have been proposed. The arguments of our work can extended straightforwardly to these
scenarios.
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decompose
~ˆ
A into annihilation and creation operators
~ˆ
A =
∑
λ=±
∫
d3k
(2π)3/2
[
~ǫλ(~k)Aλ(τ,~k) a
~k
λ e
i~k·~x + h.c.
]
, (7.4)
where the helicity vectors ~ǫ± are defined in such a way that ~k·~ǫ± = 0, ~k×~ǫ± = ∓i|~k|~ǫ±.
Then, A± must satisfy the equations A′′± + (k
2 ∓ α kΦ′/f)A± = 0.
Since we are looking for inflationary solutions, we assume a (τ) ≃ −1/(H τ), and
dΦ/dt ≡ Φ˙0 =constant. Hence, the equation for A± reads
d2A±(τ, k)
dτ 2
+
[
k2 ± 2 k ξ
τ
]
A±(τ, k) = 0 , (7.5)
where we have defined
ξ ≡ α Φ˙0
2 f H
, (7.6)
We will be interested in the case ξ >∼ O (1).
Depending on the sign of ξ, one of the two solutions A+ or A− in (7.5) will develop
an instability. In the following analysis we will assume without loss of generality that
α > 0 and Φ˙ > 0 (which implies V ′(Φ) < 0) so that ξ > 0.
The solution that reduces to positive frequency for |~k|τ → −∞ is A±(τ, k) =
[i F0(±ξ, −k τ)+G0(±ξ, −k τ)]/
√
2 k, where F0 and G0 are the regular and irregular
Coulomb wave functions. The mode A+ is rapidly amplified: when the second term
in brackets in eq. (7.5) dominates over the first one, |kτ | ≪ 2ξ, A+ is approximated
by
A+(τ, k) ≃ 1√
2 k
(
k
2 ξ aH
)1/4
eπ ξ−2
√
2ξ k/aH . (7.7)
A+ is thus amplified by a factor e
πξ. On the other hand, the modes A− are not
amplified by the rolling inflaton, and from now on we will ignore them.
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7.3 The slow roll solution.
We can now estimate the backreaction of the gauge field on the inflaton, that is
described by the term on the right hand side of eq. (7.2) (note that the backreaction
of the produced gauge field on the inflaton was studied, in a model with different
couplings, in [265]). Using the decomposition of ~A described above, we get
〈 ~E · ~B〉 = − 1
a4
∫
d3k
(2π)3
|~k|
2
∂
∂τ
(|A+|2 − |A−|2) , (7.8)
that can be calculated by using the approximate expression (7.7) and A− ≃ 0. Cutting
off the integral at kc ≃ 2 ξ H a(τ) and approximating dA+/dτ ≃
√
2ξ k aH A+, we
obtain
〈 ~E · ~B〉 ≃ −
(
H
ξ
)4
e2πξ ×
[
1
221π2
∫ 8ξ
0
dx x7 e−x
]
. (7.9)
Since we assume ξ >∼ 1, we will send the upper limit of integration in the above
equation to infinity, and we denote by I ≡ 7!/(221 π2) ≃ 2.4 × 10−4 the resulting
numerical value of the quantity in brackets.
We then plug 〈 ~E · ~B〉 into eq. (7.2) that, in physical time t, now reads
d2Φ
dt2
+ 3H
dΦ
dt
+ V ′(Φ) = −I α
f
(
H
ξ
)4
e2πξ . (7.10)
Since we are interested in finding inflationary solutions where slow roll is supported
by the dissipation into electromagnetic modes, we assume that both Φ¨ and 3H Φ˙ are
negligible with respect to V ′(Φ). In this case, an approximate solution of eq. (7.10)
is
ξ ≃ 1
2π
log
[
9
I α
M4P f |V ′(Φ)|
V 2(Φ)
]
, (7.11)
where we have assumed 3M2P H
2 = 1
2
Φ˙2+ V (Φ)+ 1
2
( ~E2+ ~B2) ≃ V (Φ) (we will check
below the regime of validity of these assumptions). Given the logarithmic dependence
on V (Φ), ξ will never be larger than O(10). Indeed, unless Φ is very close to an
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extremum of V (and with α not exponentially large or small) then ξ ∼ 2
π
log [MP/Λ].
If Λ ∼ 107 GeV, so that the reheating temperature is much smaller than 108 GeV (see
below for the estimate of the reheating temperature) and overproduction of gravitinos
is avoided, then ξ ≃ 20.
We can now explore the part of the parameter space that leads to inflation. Con-
straints derive from the following requirements:
(i) the Hubble parameter. We first want to approximate H2 ≃ V (Φ)/3M2P , the
same relation that holds in standard slow roll inflation. This requires that both
〈 ~E2+ ~B2〉 and Φ˙2 be negligible with respect to V (Φ). With the same technique used
to estimate 〈 ~E · ~B〉, we obtain
1
2
〈 ~E2 + ~B2〉 = 6! e
2πξ
219 π2
H4
ξ3
≃ 4
7
ξ
α
f V ′(Φ) , (7.12)
where we have used the slow-roll equation I α (H/ξ)4 e2πξ ≃ f |V ′ (Φ) |. Eq. (7.12)
shows that for α ≫ ξ the energy in the electromagnetic field can be neglected with
respect to the energy in the inflaton unless we are close to the bottom of the potential.
Indeed, by approximating V (Φ) ∝ Φ2 near its minimum, we see that when Φ <∼ ΦRH ≡
ξ f/α the energy in electromagnetic modes cannot be neglected any more. This is
the point where reheating begins. The energy density at reheating is ∼ Λ4Φ2RH/f2,
so that the reheating temperature will be of the order of Λ
√
ξ/α.
Next, let us analyze the condition Φ˙2/2≪ V . Using Φ˙ = 2 f H ξ/α, we obtain
Φ˙2
2V (Φ)
= 2
ξ2
α2
f 2H2
V (Φ)
≃ 2
3
ξ2
α2
f 2
M2P
, (7.13)
that shows that the kinetic energy of the inflaton can be neglected with respect to
the potential energy for (ξ/α) (f/MP ) ≪ 1. Since f <∼ MP by assumption, α ≫ ξ
will be sufficient to satisfy this condition too;
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(ii) acceleration. In order to make sure that our solution actually corresponds to
an inflating Universe, we compute the slow roll parameter ǫ ≡ −H˙/H2. Using the
equations of motion (7.2), we obtain
ǫ =
1
2M2P H
2
[
Φ˙2 +
2
3
(
~E2 + ~B2
)
+
~∇ · ( ~E × ~B)
3 aH
]
, (7.14)
where isotropy of the background implies 〈~∇ · ( ~E × ~B)〉 = 0. By inserting into
eq. (7.14) the values of Φ˙2, 〈 ~E2 + ~B2〉 and H2 found above, we derive the expression
ǫ ≃ 2 ξ
2
α2
f 2
M2P
+
8
7
ξ
α
f V ′(Φ)
V (Φ)
. (7.15)
By comparing the above equation with eq. (7.12) and (7.13) we see that, as long as
the conditions in (i) are satisfied, we will have ǫ < 1 and the Universe will be inflating;
(iii) neglecting terms in Φ¨ and 3H Φ˙ in eq. (7.10). The following conditions must
be satisfied:
(a)
3H Φ˙
V ′
∼ ξ
2α
f V/V ′
M2P
≪ 1 ,
(b)
Φ¨
V ′
∼ 2ξ
3α
(
−ǫfV/V
′
M2P
+
f 2
πM2P
V V ′′/V ′2 − 2
α
)
≪ 1.
Since f V/V ′ = O(f 2) and V V ′′/V ′2 = O(1) unless we are close to an extremum of
the potential, then α≫ ξ >∼ 1 guarantees that both (a) and (b) hold;
(iv) number of efoldings. The strongest constraint comes by requiring that infla-
tion lasts for long enough. The number of efoldings is given by
Ne ≃
∫ Φf
Φi
H dΦ
Φ˙
=
α
2f
∫ Φf
Φi
dΦ
ξ
≃ α
2 ξ
Φf − Φi
f
. (7.16)
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Since the range of variation of Φ is bounded by |Φf − Φi| <∼ π f , the above equation
implies that α >∼ 2 ξ Ne/π. Hence, for ξ ≃ 20 we need α ≃ 600 to obtain 45 efoldings
of inflation 3.
To sum up, natural inflation with electromagnetic dissipation will last for Ne
efoldings if α >∼ 2 ξ Ne/π, where ξ ∼ (2/π) log(10α−1/4MP/Λ). There are no limits
on the scale of inflation Λ (apart from the obvious requirement Λ >∼ GeV to allow
for Big Bang Nucleosynthesis after reheating). Reheating will occur when Φ = ΦRH,
with
V ′(ΦRH) ≃ α
ξ
V (ΦRH)
f
. (7.17)
7.4 Perturbations
Perturbations are usually generated as the quantum fluctuations of the inflaton
are amplified by the evolving background. This is different from our scenario, where
inhomogeneities in Φ are sourced classically by those in the electromagnetic field.
The situation is analogous to the one studied in [130, 30], and we will use similar
techniques to analyze it.
The curvature perturbation ζ on a uniform energy density final hypersurface is
related to the perturbation of the number of efoldings by ζ = δN ≡ N(x) − N¯ ,
where N¯ is the number of efoldings in the homogeneous background. If we write the
perturbed value of the inflaton field as Φ = Φ0(τ) + φ(τ, ~x), then ζ = H φ/Φ˙0. In
order to compute the power spectrum of ζ, we must therefore compute the correlators
of φ. φ obeys the equation
φ′′ + 2 aH φ′ +
(−∇2 + a2V ′′)φ = −α
f
a2 δ[ ~E · ~B], (7.18)
3Note that we estimate α by requiring Ne ≃ 45 rather than the usual Ne ≃ 60 because the choice
ξ ≃ 20 corresponds to a “low scale” inflation at 107 GeV. With Λ ∼ 1016 GeV, i.e. ξ ≃ 5, we would
require Ne > 60, that would translate into the bound α > 200.
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where the fluctuation δ[ ~E · ~B](τ, ~x) receives two contributions. Besides the intrinsic
inhomogeneities in ~E · ~B (that would be present also for φ = 0), a second component
comes from the fact that 〈 ~E · ~B〉 depends on Φ˙. As a consequence, if Φ is replaced
by Φ + φ, then 〈 ~E · ~B〉 will go to 〈 ~E · ~B〉+ φ˙ ∂〈 ~E · ~B〉/∂Φ˙. We therefore write
δ[ ~E · ~B] ≃ [ ~E · ~B − 〈 ~E · ~B〉]φ=0 + ∂〈
~E · ~B〉
∂Φ˙
φ˙ (7.19)
We denote the term in square brackets by δ ~E· ~B (τ, ~x). The second term is estimated
by observing that 〈 ~E · ~B〉 depends on Φ˙ through ξ and that ∂〈 ~E · ~B〉/∂ξ ≃ 2π〈 ~E · ~B〉.
Using the background equation α〈 ~E · ~B〉/f ≃ V ′, the second term of the right hand
side of eq. (7.19) can be written as π αV ′ φ˙/(fH). The Fourier transform of the
perturbation φ will then obey the (operator) equation
φ′′(~p) − 2
τ
(
1− π αV
′
2 f H2
)
φ′(~p) +
(
p2 +
V ′′
H2 τ 2
)
φ(~p) =
− α
f
a2
∫
d3x
(2π)3/2
e−i ~p ~x δ ~E· ~B (τ, ~x) . (7.20)
Denoting by G (τ, τ ′) the retarded Green function associated to the differential op-
erator acting on φ in the equation above, the two-point function of the inflaton in
momentum space reads
〈φ (~p)φ (~p ′)〉 = α
2
f 2
∫
dτ ′ dτ ′′G (τ, τ ′) G (τ, τ ′′) a′2a′′2 ×
×δ (~p+ ~p ′)
∫
d3x ei ~p ~x 〈δ ~E· ~B (τ ′, 0) δ ~E· ~B (τ ′′, ~x)〉, (7.21)
where we use the notation a′ ≡ a (τ ′), a′′ ≡ a (τ ′′).
Therefore, we must compute the two-point correlator of δ ~E· ~B, find the Green
function associated to the homogeneous part of eq. (7.20), and compute the integrals
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in eq. (7.21). The details of this derivation are presented in appendix G. The final
result is
〈φ (~p)φ (~p ′)〉 ≃ 2× 10−6α
2 e4πξ
ν2+ f
2
δ (~p+ ~p ′)
p3
H4
ξ8
(
25ξp
aH
)2ν−
, (7.22)
where (see appendix G)
ν+ ≃ παV ′/(f H2) ∝ αM2P/f2 ≫ 1 ,
ν− ≃ V ′′f/(παV ′) ∝ 1/α≪ 1 . (7.23)
The curvature perturbation is Pζ ≡ p3H2 〈φφ〉/[2π2 Φ˙20 δ(~p+ ~p ′)]. For generality,
we extend the result to the case where the theory contains N gauge fields. It is
straighforward to see that for N 6= 1 the constraints on the parameters found above
do not change. However, the different contributions to the two point function of δ ~E· ~B
add incoherently, so that Pζ is suppressed by a factor 1/N . Taking this suppression
into account, and using α(H/ξ)4 e2πξ = f |V ′|/I, we finally obtain
Pζ ≃ 5× 10
−2
N ξ2
(
25 ξ p
aH
)2 ν−
. (7.24)
The spectral index of the scalar perturbations is
n− 1 = 2 ν− ≃ 2
π α
f V ′′(Φ0)
V ′(Φ0)
. (7.25)
While the sign of V ′ does not change during inflation, V ′′ crosses zero. As a conse-
quence, the spectrum can be either red or blue depending on the value of Φ at the
time the relevant scale exited the horizon.
The amplitude Pζ ∼ 0.05/N ξ2 matches the COBE normalization 2.5× 10−9 only
for large values of N , since ξ = O(10). In particular, if we assume ξ ≃ 20, then
we need N ≃ 5 × 104 to obtain perturbations with the observed amplitude. Such a
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large number of gauge fields can be obtained for instance if the theory contains N
branes, each with its own U(1) gauge field. Alternatively, one can obtain N gauge
fields by considering a gauge group SU(
√N ) (for instance, ref. [228] considers groups
as large as SU(520)), that might be obtained on a stack of
√N ≃ 200 branes. This
option has the advantage that the different gauge fields have automatically the same
coupling α to the inflaton. Note that in the case of nonabelian groups, one should in
principle take into account the self interaction of the gauge fields. However, as long
as the gauge self-coupling is weak, its effects appear only at higher order, and can be
consistently neglected.
7.5 Discussion and future directions
We have shown that it is possible to realize inflation on a steep axionic potential,
provided the inflaton has a sufficiently strong coupling (of the order of∼ (102−103)/f)
to a gauge field. Remarkably, this scenario can accommodate inflation at any energy
scale and for any value of f <∼MP . Unfortunately, the simplest version of the scenario
gives an exceedingly large amplitude of scalar perturbations. With a sufficiently large
number of gauge fields it is possible to reduce such amplitude to the observed value.
It would be interesting to see whether such a suppression could be achieved by other
mechanisms.
Our mechanism is in spirit similar to that at work in warm [36] and trapped
inflation [173, 130], that also use dissipation to realize slow roll. The main difference
from these models is that our inflaton is coupled to a derivative to the produced field.
This allows to achieve a stationary dissipative process without relying on the more
complicated structures invoked in those models.
A number of details of this scenario still need to be explored. First, since per-
turbations are sourced by the inhomogeneities in the gauge field, it is important to
study nongaussianities in this models. Future work also involves the generation of
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gravitational waves, and it will be interesting to study whether a consistency relation
similar to that of standard slow roll inflation holds also in this case. One final ques-
tion concerns parity violation. Since our electromagnetic field is maximally parity
violating [17], the gravitational waves produced by the electromagnetic modes could
generate a nonvanishing 〈TB〉 correlation [192] in the Cosmic Microwave Background.
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PART III: PHENOMENOLOGY OF EMERGENT
PHENOMENA
CHAPTER 8
BREAKING DIFFEOMORPHISM INVARIANCE AND
TESTS FOR THE EMERGENCE OF GRAVITY
8.1 Introduction
Gravitational physics is a good candidate for an emergent theory because of the
poor high energy behavior of general relativity. While the low energy theory forms a
good quantum effective field theory[91, 92] , at high energies the perturbative theory
falls apart. This may signal the need for new degrees of freedom and new interactions
beyond the Planck scale. In some theories, those with a background independence
or explicit general covariance, the emergent gravitational theory will fully respect
diffeomorphism invariance[124, 238]. However, other candidate may not have this
feature. There are several attempts to produce emergent gauge theories and gravity
( see e.g. [11, 12, 13, 94, 140, 174, 185, 186, 269, 182, 276, 232, 237, 187, 268, 262,
170, 263]), with many using ideas based on condensed matter emergent analogies, as
well as recent work on Horava-Lifshitz theories[150]. Indeed, the Witten-Weinberg
theorem[267] implies that if emergence is to explain all the gauge theories, spacetime
and Lorentz invariance may need to be emergent.
Emergent theories that start from a framework without diffeomorphism invariance
will leave behind an imprint of the lack of this invariance. By definition, these theories
reduce to general relativity at low energies, plus small corrections. At the very least,
loop diagrams probe the very highest energies and will be sensitive to the lack of the
invariance at the fundamental scale.
Gravity is also a good place for emergent phenomenology. The gravitational inter-
actions are weak, suppressed by powers of the Planck scale. Therefore, it is plausible
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that the residual effects of non-invariance will be relatively more visible in gravita-
tional interactions.
Motivated by these considerations, we will study the phenomenology of potential
small breaking of diffeomorphism invariance. While we do not know the underlying
theory and therefore do not know the magnitude and form of the symmetry breaking,
we study an effective Lagrangian with terms that break diffeomorphism invariance,
and proceed to match on to the Parameterized Post-Newtonian (PPN) framework in
order to provide a remarkably stringent bound.
The plan of this chapter is as follows: In Sec. 2, we discuss the infinite set of
operators which violate diffeomorphism invariance and describe a set of terms which
involve two derivatives of the metric which we will use as our test cases for this study.
In Sec 3, we look at the linearized theory, find the propagator and calculate the
bending of light. Because gauge non-invariant theories have extra degrees of freedom
and could have ghosts we use the propagator analysis to probe for the existence of
ghosts. We find that certain values of the parameters are required in order to be
ghost-free. In Sec. 4, we start the matching to the PPN framework, which is carried
out in detail in Sec. 5-8. In Sec. 9 we describe the resulting phenomenological
constraint. Sec 10 is a brief summary. Several appendices describe auxiliary features
of our treatment.
8.2 Formulation
Once one opens up the action to include non-covariant terms, the possibilities are
myriad. When we organize the theory in an energy expansion, the action is ordered by
powers of derivatives. In a theory with a metric, the metric gµν(x) is the primary field.
There are no Lorentz invariant combinations of the metric without any derivatives,
aside from the cosmological constant. In this case, the leading possible non-covariant
terms in the action start with two derivatives. Terms with four derivatives or more
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would be suppressed at low energy. In this chapter we study the two derivative
modifications to the action.
One should recognize that there might be other ways to test diffeomorphism break-
ing. For example, one can also include terms which violate Lorentz invariance[176,
42, 175], as such breaking is also a form of diffeomorphism violation. Indeed there
might be good reasons for including such terms for an emergent theory[14, 243, 261].
The breaking of Lorentz invariance has been already been studied in gravity [26] and
we will study covariance breaking terms which are Lorentz invariant.
Moreover, if one gives up covariance and gives a special weight to a flat metric,
it is possible that one could consider hµν(x) = gµν(x) − ηµν as the primary field. In
this case, there could be terms with zero derivatives in the actions with the leading
effect being the Pauli-Fierz mass term [111]. This term has been heavily studied
and is phenomenologically ruled-out at essentially any magnitude. When the mass
is bigger than a critical fraction of the curvature, the van Dam-Veltman -Zakharov
(vDVZ) discontinuity [260, 277] says that the predictions drastically disagree with
general relativity. When the mass is smaller than the critical curvature the mass
generates an intrinsic instability [44, 146, 84, 137] in the spacetime in flat, de Sitter
or Freidman-Robertson-Walker cosmology,. Only anti-de Sitter spaces escape these
serious problems. However, anti-de Sitter space does not appear to be selected in
Nature. So it appears that this form of diffeomorphism breaking must be identically
zero. Combinations with higher powers of hµν(x) and zero derivatives should also be
studied. Some of these are listed in appendix H. However, we will turn our attention
to the next order in the derivative expansion.
In the derivative expansion the next terms that would occur would be those with
two derivatives of the metric. These are the ones that we study below. In addition
there could be others with four derivatives of the metric. In principle these would be
suppressed at low energy since the derivatives turn into factors of the graviton energy.
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Since we have no prior knowledge of the mass scale appearing in the energy expansion,
these should be studied as well, but we reserve this for future work. We provide a
classification of the symmetry breaking operators in the linear approximation up to
sixth order in appendix H.
Given these possibilities, we do not attempt a fully general analysis, but will look
at some possibilities which have not been studied before and for which we can obtain
a particularly tight bound. More general possibilities will be considered in future
work.
In this section, we introduce a general second derivative Lagrangian involving the
connection in ways that break the diffeomorphism invariance. This is a purely dynam-
ical metric theory of gravity which assumes that [252] that there exists a symmetric
metric. In addition, we also assume that all non-gravitational fields couple universally
to the gravitational field.
Our general action takes the form
S =
∫
d4x
√−gL . (8.1)
where
L = 1
16πG
[
R +
7∑
i=1
aiLi
]
+ Lm . (8.2)
The first term above is the usual Einstein-Hilbert term, Lm is the matter Lagrangian,
while Li are the diffeomorphism-violating pieces
L1 = − gµνΓαµλΓλνα , L2 = − gµνΓαµνΓλλα
L3 = − gαγgβρgµνΓµαβΓνγρ , L4 = − gαγgβλgµνΓλµνΓβγα
L5 = −gαβΓλλαΓµµβ , L6 = −gµν∂νΓλµλ
L7 = −gµν∂λΓλµν , (8.3)
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and {ai} are small coefficients. The Greek indices run over four spacetime coordinates,
and we take the Lorentz signature to be mostly positive. Notice that LEH can be
written as −L1 + L2 + L6 − L7. Using integration by parts and the identities
∂νg
ργ = −gραΓγνα − gβγΓρβν , ∂µ
√−g = √−gΓνµν (8.4)
we obtain
L6 = L2 + surface term , L7 = 2L1 − L2 + surface term . (8.5)
Hence, L6 and L7 are not independent and we drop them in our analysis. Notice also
that L2 can be expressed as L1 plus redefinition of the gravitational coupling constant.
However, we choose to keep both L1 and L2 for the purpose of generality. Using the
same identities above, one can show that any other term of square derivative, e.g.
√−g∂γgαβ∂γgαβ or √−g∂α∂βgαβ, can be uniquely expressed as a linear combination
of L1 through L5 modulo surface terms. This set is not unique beyond linear order,
as once one has given up covariance one can have an infinite set of Lagrangians
of the form (
√−g)nL by adding extra powers of (√−g)n starting at the same two
derivative order. However, such modifications do not contribute new terms to the
linear equations of motion.
The use of the connection in Eq. 8.3 is important for our matching to the PPN
formalism. As we will see in the next section, this basis is larger than needed for
the linear analysis keeping only the leading term in the expansion of the metric.
However, the PPN formalism is sensitive to the higher order terms in the expansion
of the metric. By using the connection in our operator basis, these higher order terms
are part of expansion of the connection.
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8.3 Linearized version of the equations of motion
Writing gµν = ηµν + hµν , and retaining only the quadratic contribution of h, we
obtain
L(2)1 = −
1
4
(−T1 + 2T2) , L(2)2 = −
1
4
(2T3 − T4)
L(2)3 = −
1
4
(3T1 − 2T2) , L(2)4 = −
1
4
(4T2 − 4T3 + T4)
L(2)5 = −
T4
4
, (8.6)
where
T1 = ∂γhαβ∂
γhαβ , T2 = ∂γhαβ∂
βhαγ
T3 = ∂αh∂βh
αβ , T4 = ∂αh∂
αh .
Inspection of eq. (8.6) reveals that the quadratic Lagrangians L(2)1 to L(2)4 are
independent. Hence, we conclude that the Lagrangians L1 to L4 are also independent.
Variation of the quadratic version of the Lagrangian (8.1) results in the linearized
equations of motion
(−1− a1 + 3a3)hαβ + (1 + a1 − a3 + 2a4)
(
∂α∂γh
βγ
+∂β∂γh
αγ
)
+ (−1 + a2 − 2a4) ηαβ∂µ∂νhµν
+(−1 + a2 − 2a4) ∂α∂βh+ (1− a2 + a4 + a5) ηαβh
= 16πGT αβ , (8.7)
where h = hαα, and T
αβ is the energy momentum tensor that results by varying the
matter action with respect to gαβ.
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Throughout this chapter we assume that the energy momentum tensor of the
matter fields is conserved. This translates in the linear theory into ∂αTαβ = 0.
Taking the derivative of eq. (8.7) we obtain
2 (a3 + a4)∂βh
αβ + (a1 + a2 − a3) ∂α∂µ∂νhµν
+(a5 − a4) ∂αh = 0 . (8.8)
This equation is satisfied provided that we have either
• (i) Trivial case: all the coefficients a1 to a5 are set equal to zero, or they satisfy
a4 = a5, a3 + a4 = 0 and a1 + a2 − a3 = 0 ( the last two conditions result in
a1 + a2 − 3a3 − 2a4 = 0, see the comments below eq. (8.18)). This is the case
of a diffeomorphism-invariant theory (in this case general relativity GR).
• (ii) General case: all coefficients a1 to a5 are different from zero. In this case
the realization of eq. (8.8) can be guaranteed if we impose the constraints
∂αh
αβ = 0 , and a4 = a5. (8.9)
The physical consequences to linear order (light bending) of this case is worked
out below.
• (iii) Special case I: all coefficients are set to zero except a4 6= 0. In this case we
make use of the field redefinition hαβ = h¯αβ − ηαβh¯/2 to bring eq. (8.8) to the
form
−h¯αβ + (1 + 2a4)
(
∂α∂γh¯
βγ + ∂β∂γh¯
αγ
)
−(1 + 2a4)ηαβ∂µ∂ν h¯µν = 16πGT αβ . (8.10)
Then, imposing the condition ∂αT
αβ = 0 we get the constraint ∂αh¯
αβ = 0.
Using this constraint in eq. (8.10) we obtain h¯αβ = 16πGT αβ. Hence, to
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linear order, setting a4 6= 0 does not lead to any physical consequences beyond
GR.
• (iv) Special case II: all the coefficients are set to zero except a5 6= 0. In this case
one can use the transformation hαβ = h¯αβ−ηαβh¯/4 to eliminate a5. Again, this
leads to no physical consequences on the linear level beyond GR.
It is important to notice here what has been stated in the literature that if we want
a more general equation than Einstein’s equation that respects Lorentz symmetry and
reduces in the weak field limit to a second order equation, then we have to include
other elements that are unrelated to the metric tensor or its derivatives, and we
must give up the possibility of deriving Newton’s theory as a limiting case (see e.g.
[266]). The above statement is true only if we do not give up the diffeomorphism
invariance as a fundamental symmetry of the underlying manifold. However, we have
shown that breaking this symmetry can still result in a second order equation that
has Newton’s theory as a limiting case (see the discussion below) provided that we
take the covariance breaking coefficients to be small enough.
Also, one may argue that we should run into troubles once we break the diffeo-
morphism invariance. The classical example is Pauli-Fierz massive gravity [111]. The
argument is that since diffeomorphism symmetry is a dynamical symmetry, breaking
it will excite the scalar modes that become strongly coupled even when we send the
graviton mass to zero. This is the famous van Dam-Veltman-Zakharov (vDVZ) dis-
continuity [260, 277]. As we show below, this kind of discontinuity does not happen
in our case. A simple explanation can be given here (see e.g. [44]). The equation of
motion for Pauli-Fierz massive gravity reads
−hαβ + (∂α∂γhβγ + ∂β∂γhαγ)− ηαβ∂µ∂νhµν
−∂α∂βh+ ηαβh+m2 (hαβ − ηαβh)
= 16πGT αβ . (8.11)
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Taking the divergence and trace of the above equation results in the five constraints
∂αh
αβ = ∂βh , h =
16πG
3m2
T . (8.12)
Along with the obvious behavior of 1/m2 in the limit of zero mass, the first constraint
in (8.12) does not reduce to a guage condition consistent with equations of motion in
the limit m = 0. This behavior, which signals the presence of a problem, is absent in
our case since the constraint ∂αh
αβ = 0 reduces to a gauge condition as we send a1,
a2, etc. to zero.
8.3.1 The propagator and bending of light
To further study the linearized theory, it is instructive to write down the graviton
propagator. This can be accomplished by writing the quadratic Lagrangian in the
form hµνO
µν,αβhαβ, and finding the inverse of the operator O. To impose the con-
straint ∂αhαβ = 0, we insert in the Lagrangian a term Λ (∂
αhαβ)
2, and take the limit
Λ→∞ at the end of calculations. Hence, we find
Dµν,ρσ(k) = −Aηµνηρσ/k2 +B (ηµρηνσ + ηµσηνρ) /k2
+A (ηµνkρkσ + ηρσkµkν) /k
4
−B (ηµρkνkσ + ηµσkνkρ + ηνσkµkρ
+ηνρkµkσ) /k
4 + Ckµkνkρkσ/k
6 , (8.13)
where the constants A, B, C, and D are given by
A =
1− a2 + 2a4
(1 + a1 − 3a3) (2− a1 − 3a2 + 3a3 + 6a4)
B =
1
2 (1 + a1 − 3a3)
C =
1− a1 − 2a2 + 3a3 + 4a4
(1 + a1 − 3a3) (2− a1 − 3a2 + 3a3 + 6a4) (8.14)
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and we have put a4 = a5. As expected, the propagator is continuous to the GR result
as we set a1 = a2 = ...a4 = 0.
Now consider two particles with conserved energy momentum tensor T µν(1) and T
ρσ
(2)
interacting via the exchange of a graviton. The scattering amplitude is given by
GT µν(1)(k)Dµν,ρσ(k)T
ρσ
(2)(k)
=
G
k2
(
−AT(1)T(2) + 2BT µν(1)T(2)µν
)
. (8.15)
The scattering amplitude between to chunks of non-relativistic matter is proportional
to
Geff
2k2
T 00(1)T
00
(2) (8.16)
where Geff = 2G(2B − A). Now, taking T µν(1) and T µν(2) to be respectively the energy
momentum tensor of the sun and photon we obtain the scattering amplitude, and
hence the light bending effect
Geff
2k2
2− a1 − 3a2 + 3a3 + 6a4
1− a1 − 2a2 + 3a3 + 4a4 . (8.17)
In appendix K, we obtain the same results using the PPN formalism.
8.3.2 Ghost Analysis
Finally, we consider the issue of a possible ghost instability in diffeomorphism-
violating theories of gravity. Generally, ghosts can appear in effective field theories.
However, they usually show up only at energies above the cut-off scale of the theory.
A thorough analysis of the linearized version of the action (8.1) to search for such
instabilities was given in [8] in the context of transverse-diffeomorphism theories of
gravity [7]. Still, one can learn about these instabilities by studying the behavior of
the momentum space propagator. A ghost propagator will have the opposite sign
of a healthy degree of freedom. Hence, existence of an instability can be read from
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(8.13) as terms with the wrong sign. A quick way of doing this is by sandwiching the
propagator between the energy momentum tensors of two sources as we did above,
and then projecting out the transverse traceless part of the spin-2 particle. Hence,
the scattering amplitude can be written as
2GB
k2
[
T µν(1)T(2)µν −
1
2
T(1)T(2)
]
−GB
k2
a1 + a2 − 3a3 − 2a4
2− a1 − 3a2 + 3a3 + 6a4T(1)T(2) . (8.18)
The first term is the usual spin-2 graviton coupled to matter, while the second term
represents massless interaction between conserved sources. This massless degree of
freedom has a healthy kinetic term (not a ghost) provided that a1+a2−3a3−2a4 ≤ 0.
The saturation of this inequality decouples the massless mode.
On the other hand, the analysis drawn in [8] showed that the Minkowskian vacuum
in the linear version of (8.1) admits a linear classical instability for the vector modes
unless we impose the constraint a3+ a4 = 0. These modes couple to the derivative of
the energy momentum tensor, and hence they do not show up in (8.18) since we are
considering conserved sources.The constraint a3+a4 = 0 along with the saturation of
the above inequality (a1+ a2− 3a3− 2a4 = 0) restores the diffeomorphism invariance
of the theory (GR)
We show below that experimental tests of gravity bound the values of {ai} to be of
order 10−20. This suppresses any significance for ghosts or other classical instability,
if any, at low energies. At higher energies, one expects higher order terms, possibly
higher derivative Lagrangians, to contribute new degrees of freedom rendering the
UV theory ghost free.
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8.4 Nonlinear equations of motion
The linear approximation is not sufficient for the PPN analysis that we are about
to undertake. The iteration that is involved in that formalism mixes different powers
of the linear field hµν . Because our original Lagrangian was written in terms of the
connection, we are able to include higher order terms using the original operators.
Moreover at this stage we are going to restrict our treatment to one of the operators
in our basis, L3. While we plan to report on it in future work, the treatment of the
general case is very cumbersome and the use of this operator is sufficient to identify
the strongest test, coming from the preferred frame parameter α3, and obtain a very
strong constraint.
The nonlinear equations of motion of the system can be found using the Euler-
Lagrange equations
∂
√−gL
∂gαβ
− ∂µ
(
∂
√−gL
∂gαβ,u
)
= 0 , (8.19)
where the comma denotes ordinary derivative.
Taking into account the identities gαβg
βγ = δγα, and ∂
√−g/∂gαβ = √−ggαβ/2 we
obtain (from here on, we drop the subscript in a3 to reduce notational clutter)
Rµν − 1
2
gµνR + aMµν = 8πGTµν , (8.20)
where Mµν = Bµν +Dµν , and the functions Bµν and Dµν are given by
Bµν = − 1
2
gµνgαβg
γδgǫηΓαγǫΓ
β
δη + g
αβgγδgνφgµǫΓ
ǫ
αγΓ
φ
βδ
+ 2gφǫgαγgδǫgφβΓ
β
µαΓ
δ
νγ , (8.21)
Dµν = ΓλαλAαµν +Aαµν,α + gκµgνφ
(
gακgθφ
)
,ρ
Aρθα , (8.22)
and
Aαµν = gαβgγµΓγνβ + gαβgγνΓγµβ − Γαµν . (8.23)
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Since the equation of motion (8.20) is not invariant under general coordinate transfor-
mations, the existence of a solution requires that we impose a consistency condition,
as we did in the linearized case. As usual, we assume that the energy momentum ten-
sor is conserved, i.e. it satisfies ∇µTµν = 0, where ∇ denotes the covariant derivative.
In addition, we have from the geometry ∇µGµν = 0. Hence we must also have
∇µMµν = 0 , (8.24)
which is the consistency condition.
In the rest of the chapter, we use the parametrized post Newtonian (PPN) for-
malism to bound the numerical value of a by comparing the outcomes of our theory
of gravity with the experimental data.
8.5 the PPN formalism
To compare the different theories of gravity to experiments, we take the slow
motion and weak field approximation. Such treatment is perturbative in nature and
known as the post Newtonian formalism [273]. In this method, one expands in a
small expansion parameter which is taken to be the velocity v of a fluid element
U ∼ v2 ∼ p/ρ ∼ Π ∼ O(2) , (8.25)
where U is the Newtonian potential, p is the pressure of the fluid, ρ is its rest mass
density, and Π is the specific energy density (ratio of energy density to rest-mass
density). The power of velocity v is O(1), U is O(2), Π is O(2) and p is O(4).
In addition, since the time evolution of a system is governed by the motion of its
constituents, one has ∂/∂t ∼ ~v · ∇, and hence
|∂/∂t|
|∂/∂x| ∼ O(1) . (8.26)
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To obtain the Newtonian limit, we need to solve for g00 to O(2). Assuming
g00 → 0 far from the system we find g00 = 2GeffU . Since we work in units in which
the measured gravitational constant is unity, we set
Geff ≡ 1 . (8.27)
The post Newtonian corrections to the propagation of light may be found by solving
for gij to O(2). To this order, one can use the linearized equations of motion (8.7).
However, for more involved experiments like the perihelion shift of Mercury, we need
to know g00 to O(4). To this order we work out the full PPN parameters using only
L3 as an example.
In the following, we assume that the matter content is idealized as a perfect fluid,
and hence the components of the energy momentum tensor to the relevant order are
T 00 = ρ
(
1 + Π + v2 + 2U
)
T 0i = ρvi
T ij = ρvivj + pδij .
(8.28)
In addition, the metric will be constructed out of few gravitational potentials U , Uij,
Vi, Wi, ΦW , Φ1, Φ2, Φ3, Φ4, Φ5, A, and B. The reader can refer to appendix I for the
explicit form of these potentials as well as the important differential relations they
satisfy.
In the next section we review the setup used to solve systematically for gµν up to
O(4).
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8.6 Setup
Far from the system under investigation, we expect that the metric tensor re-
duces to that of Minkowski space. Therefore, we expand the metric gµν about the
Minkowskian background ηµν = {−1, 1, 1, 1} in powers of v2
g00 = −1+ (2)g00 + (4)g00 +... , gij = δij+ (2)gij + (4)gij +...
g0i =
(3)
g0i +
(5)
g0i +... , (8.29)
where the Latin indices run over the spatial dimensions, and g
(N)
µν is of order vN . If
we define the inverse metric as
g00 = −1+
(2)
g00 +
(4)
g00 +... , gij = δij+
(2)
gij +
(4)
gij +...
g0i =
(3)
g0i +
(5)
g0i +... , (8.30)
then using the identity gαβg
βγ = δγα we find
(2)
g00= − (2)g00 ,
(2)
gij= − (2)gij ,
(3)
g0i=
(3)
g0i . (8.31)
The components of the affine connections are given in appendix J by (J.1). Also, the
components of Rµν and Mµν have the form
R00 =
(2)
R00 +
(4)
R00 +... , M00 =
(2)
M00 +
(4)
M00 +...
R0i =
(3)
R0i +
(5)
R0i +... , M0i =
(3)
M0i +
(5)
M0i +...
Rij =
(2)
R00 +
(4)
Rij +... , Mij =
(2)
Mij +
(4)
Mij +... .
(8.32)
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At this stage, it is more convenient to take the trace of (8.20) and rewrite it in
the form
Rµν + a
(
Mµν − 1
2
gµνM
)
= 8π G
(
Tµν − 1
2
gµνT
)
. (8.33)
Plugging the expansion (8.32) into eq. (8.33) we obtain, to the relevant order,
(2)
R00 +
a
2
(
(2)
M00 +
(2)
Mii
)
= 4πG
(2)
T 00
(2)
Rij +a
(
(2)
Mij +1
2
δij
(2)
M00 −1
2
δij
(2)
Mkk
)
= 4πGδij
(2)
T 00
(3)
R0i +a
(3)
M0i= −8πG
(3)
T 0i
(4)
R00 +
a
2
(
(4)
M00 +
(4)
Mii − (2)g00
(2)
Mii − (2)gij
(2)
Mij
)
= 4πG
(
(4)
T 00 +
(4)
T ii −2 (2)g00
(2)
T 00
)
, (8.34)
where the summation is indicated in Mii.
Finally, eqs. (8.34) have to be supplemented with the constraint (8.24) to every
order, i.e.
(2)[∇iMij]= 0
(3)[∇0M00 +∇iM0i]= 0
(4)[∇0M0i +∇iMij]= 0 . (8.35)
8.7 Lower order solutions
In this section, we investigate the Newtonian, g
(2)
00 , and the first post Newtonian,
g
(2)
ij and g
(3)
0i , limits for our theory of gravity. By direct calculations, we obtain the
lower order expressions for R and M as given by (J.2) in appendix J. In addition,
the first two constraints in (8.35) results in
(2)
gij,j= 0 ,
(3)
gi0,i − (2)g00,0= 0 , (8.36)
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which greatly simplifies the subsequent analysis.
Plugging eq. (J.2) into eq. (8.33) and using (8.36) we find
(1− 3a)∇2 (2)g00= −16πG1 + 3a
2 + 3a
(2)
T00
− (2)g00,ij + (2)gkk,ij +(1− 3a) (2)g00,kk= 16πG δij
2 + 3a
(2)
T
− (2)g00,0i + (2)gkk,0i +(1− 3a) (3)g0i,kk= −16πG
(3)
T0i . (8.37)
The solution of g
(2)
00 is given by
(2)
g00 =
2G(1 + 3a)
(1− 3a)(1 + 3a/2)U . (8.38)
Because the PPN formalism works in units in which the gravitational constant is
unity, we must set
G(1 + 3a)
(1− 3a)(1 + 3a/2) = 1 . (8.39)
Hence, the normalized solutions of g
(2)
00 , g
(2)
ij , and g
(2)
0i takes the form
(2)
g00 = 2U
(2)
gij =
1
1 + 3a
(Uδij + Uij)
(3)
g0i = − 1
1 + 3a
[(3 + 6a)Vi +Wi] . (8.40)
8.8 Higher order solutions
Finding g00 to O(4) is a cumbersome step since it involves all the lower order
solutions . Moreover, the requirement that the solution satisfies the constraint (8.24)
makes it a long and tedious procedure.
The solution of g
(4)
00 can be obtained from the last eq. in (8.34). This involves
the higher order perturbations of R00, M00 and Mii. The expressions for these
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functions are given in eq. (J.3). Although we do not need the explicit value of g
(4)
ij in
the PPN formalism, the appearance of this term in M(4)ii necessitates, in general, a
simultaneous solution for g
(4)
ij and g
(4)
00 .
1 In turn, this adds more to the complexity of
the problem by forcing us to feed the system in (8.34) with the i−j equation to O(4).
However, since the parameter a is small, we will be interested only in solutions to first
order in a. To this end, one can solve for the terms g
(4)
ij to the zeroth order of a using
only the general relativity (GR) part, i.e. using R
(4)
ij and neglecting completely the
contribution fromM(4)ij . At the end, we substitute the result in (8.34) when trying to
find g
(4)
00 .
2 This introduces an error of O (a2) in our calculations. The solution of g(4)ij
in GR was first given by Chandrasekhar and Nutku [64] in the PPN gauge. However,
to be consistent we should get an answer that obeys the constraint (8.36). We work
out the details of these calculations in appendix L. Using the results of appendix L
along with the dictionary of appendix M we find
(4)
R00 = ∇2
[
−1
2
(4)
g00 −1
2
U2 +
7/2 + 3a
1 + 3a
Φ2 +
ΦW
2(1 + 3a)
− 3a
1 + 3a
(A+ B − Φ1)
]
(4)
M00 = ∇2
[
1
2
(4)
g00 +
61
16
U2 − 11
8
ΦW − 3
2
Φ1 − 119
8
Φ2
+
3
2
A+ 3
2
B + 1
16
UijUij
]
(4)
Mii = ∇2
[
−85
16
U2 − 9
8
ΦW + 6Φ1 +
115
8
Φ2 + 8Φ3
+2A+ 2B − 1
16
UijUij + V
]
, (8.41)
where V = Ei,i, and Ei are arbitrary functions associated with g(4)ij as explained in
appendix L. Moreover, the r.h.s of the last equation of (8.34) reads
1In fact, it is clear from eq. (J.3) that we only need the combination
(
3
(4)
gii,kk −2 (4)gik,ik
)
.
2We would like to thank Clifford M. Will for bringing this point to our attention.
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4πG
(
(4)
T 00 +
(4)
T ii −2 (2)g00
(2)
T 00
)
=
(
1− 9
2
a
)
×
×∇2 [−2Φ1 + 2Φ2 − Φ3 − 3Φ4] . (8.42)
Now using the last eq. in (8.34), and solving for g
(4)
00 to the first order in a we
obtain
(4)
g00 = (−1 + a)U2 +
(
1− 7
2
a
)
ΦW
+
(
4− 11
2
a
)
Φ1 +
(
3− 37
2
a
)
Φ2
+2Φ3 + (6− 24a) Φ4 − 5
2
a (A+ B)
+
a
2
UijUij + aV . (8.43)
Next, we impose the constraint (8.24), and derive the equation that determines
the function V .
8.8.1 Determining V
To find the condition that determines V , we use the constraint (8.24) to O(4), as
in the last eq. of (8.35). Taking the derivative of the aforementioned equation with
respect to xi, and using eqs. (L.1), (L.4), and (L.5) we obtain
∇4V + 1
4
∇2Sii−
(3)
M0i,0i −
(
(2)
Γkjj
(2)
Mki +
(2)
Γkkj
(2)
Mij
+
(2)
gjk
(2)
Mij,k −
(2)
Γk00
(2)
Mki −
(2)
Γ00i
(2)
M00
)
,i
+
(4)
Bij,ij +
(4)
Pij,ij= 0 , (8.44)
where Sii is given by (L.7), and the rest of the quantities are given in appendix J.
Using the dictionary in (M.2), and solving for V we find after long, yet straightforward
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calculations
V = −15
16
U2 +
1
4
ΦW − 21
8
Φ1 − Φ2 − 2Φ3 + 9
4
Φ4
−3
4
Φ5 − 1
2
A+ 5
8
B + 3
16
UijUij . (8.45)
In the next section we read off the PPN parameters and constraint the value of a.
8.9 PPN parameter values and interpretation
To extract the PPN parameters one has to bring the the form of the metric to
the standard PPN metric by means of a gauge transformation. However, since we are
dealing with a theory that breaks the diffeomorphism invariance, one does not expect
that such transformation will always respect the constraint (8.24). We can overcome
this problem, simply, by transforming the standard PPN metric to the gauge that
satisfies (8.24). This transformation is given by
gPPNij = gij − 2λ2χ,ij
gPPN0i = g0i − (λ1 + λ2)(Vi −Wi)
gPPN00 = g00 − 2λ2
(
U2 + ΦW − Φ2
)− 2λ1 (A+ B − Φ1) ,
(8.46)
where the expressions for gPPNµν are functions of ten PPN parameters as given in [273].
Comparing eqs. (8.46) and (8.43) we can read off the values of the gauge parameters
λ1 and λ2, as well as the PPN parameters as given in table 8.1.
The parameters γ and β are Eddington-Robertson-Schiff parameters used to de-
scribe the classical tests of theories of gravity; namely the deflection of light, time
delay and perihelion shift. The parameter ξ is non-zero in any theory of gravity that
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parameter value effect limit
γ − 1 -3a time delay 2.3× 10−5
light deflection 4× 10−4
β − 1 −85
32
a perihelion shift 3× 10−3
Nordtvedt effect 2.3× 10−4
ξ 1
8
a earth tides 10−3
α1 0 orbital polarization 10
−4
α2 0 orbital polarization 4× 10−7
α3 −418 a orbital polarization 4× 10−20
ζ1
11
8
a — 2× 10−2
ζ2 −8716a binary acceleration 4× 10−5
ζ3 −a Newtons 3rd law 10× 10−8
ζ4 −1324a — —
Table 8.1. The values and limits on the PPN parameters [272].
predicts preferred-location effects. Also, α1, α2 and α3 measure whether or not the
theory predicts post-Newtonian preferred-frame effects. 3
When one attempts to devise integral conservation laws, we search for a quantity
Θµν which reduces to T µν in flat spacetime and satisfies ∂µΘ
µν = 0. It was shown
in [183] that such quantity can exist only if all the parameters {α3, ζ1, ζ2, ζ3, ζ4} are
identically zero. Non-zero values of these parameters measure the extent at which a
theory of gravity predicts violations of conservation of total energy and momentum.
Notice that the parameter α3 plays a dual role, both as a conservation law and
preferred-frame parameter.
A bound on α3, of 4× 10−20 was reported in [34, 245] from the period derivatives
of 21 millisecond pulsars. This small bound puts severe constraint on the value of
{ai}, and in turn on the diffeomorphism-violating Lagrangians.
Finally, it is worth noting that our result for g00 to O(4) contains additional
potentials UijUij and Φ5 that are not present in the standard PPN formalism. It
3The reader can refer to [272] for a recent and extended review of the different tests of GR.
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would be interesting to devise experiments aimed to measure the effects of such terms
in gravitational systems.
8.10 Discussion
Our work helps to quantify the physical content of general covariance. We have
allowed for the possibility of small violations of diffeomorphism invariance through
a class of operators with two derivatives of the metric. An analysis to linear order
produced modest constraints from light bending. However, we have used the PPN
formalism to bound the non-invariance of a sample operator in this basis, which
produces a far stronger constraint. By far the strongest result comes from the absence
of preferred frame effects in pulsars, and leads to the constraint that the dimensionless
parameter a must be less than 10−20 of gravitational strength.
Tests of diffeomorphism invariance are of interest in its own right. We want to
have quantitative probes of this fundamental property. Moreover, we have argued
that this constraint is relevant for theories in which general relativity is an emergent
phenomenon from a more fundamental theory that lacks a fundamental version of
diffeomorphism invariance. There are many directions that extensions of this initial
investigation can go and we feel that the topic deserves further study.
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CHAPTER 9
REMARKS ON THE MINIMAL VECTORIAL
STANDARD MODEL
9.1 Introduction
QCD and QED are vectorial gauge theories - the gauge currents are the same
for left-handed and right-handed fermions. However the weak SU(2) currents (and
the original U(1) of hypercharge) are chiral with an asymmetry between left and
right-handed fields. The SU(2) interaction is maximally asymmetric, coupling to
only left-handed fields. However, it is not just that Nature favors left-handed fields
because the hypercharge gauge theory carries a complicated mixture of left and right
couplings, which conspire to make QED vectorial after symmetry breaking. One has
to wonder about the fundamental origin of this unusual asymmetry in handedness
[184].
Actually there is a variation of the Standard Model that has only vectorial gauge
currents. This is not the SU(2)L × SU(2)R model with separate left and right gauge
bosons[201, 202, 211]. Rather the vectorial Standard Model has only the usual set
of SU(2)× U(1) gauge bosons, and all of these couple vectorially to all fermions. It
is the Higgs sector which introduces chirality and separates left fields from right. To
see how this works, consider an SU(2) doublet field and a pair of singlets.
ψ =

 a
b

 , c, f . (9.1)
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The quantum number assignments are the same for both the L,R components, result-
ing in vectorial gauge currents. However a Higgs doublet will automatically couple
the left-handed components of a doublet to right-handed components of a singlet, and
the reverse1. If the Higgs couplings are different for these cases, the chiralities will
be split after the Higgs picks up a vacuum expectation value. In particular the four
vector fields a, b, c, f will be split into four chiral fields, which we can call u, d, U,D
which are mass eigenstates with composition
u ∼ (aL, cR)
U ∼ (aR, cL)
d ∼ (bL, fR)
D ∼ (bR, fL) . (9.2)
In this case, u, d will have left-handed weak interactions and U,D will have right-
handed ones. With the standard hypercharge assignments, QED will be vectorial for
all fields. If the U,D are heavy enough they would not have been uncovered yet.
This vectorial Standard Model was proposed in the lattice QCD literature [203,
204, 77, 190, 76, 193, 194, 115, 116, 98, 97, 74]. In that case it is valuable because
of the difficulty of defining chiral gauge theories on a lattice [209]. Having a vector
gauge theory avoids this trouble and one then subsequently splits the fermions to
produce the usual Standard Model. This in itself is a motivation for this variation
of the Standard Model. Our best candidate for a full non-perturbative regularization
of a field theory is the lattice, and if there is a fundamental obstacle to chiral gauge
theories on a lattice this may turn out to be a more general obstacle with other
non-perturbative regularization schemes. Moreover, one can imagine many ways that
gauge theories emerge from some discrete underlying theory - these would likely share
1There can also be direct mass terms without a Higgs coupling - these are described below.
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the lattice obstacle. The Higgs sector is much less understood and it could arguably
be more plausible to have the chiral asymmetry in the Higgs sector.
Independent of the favored motivation, the minimal vectorial Standard Model
is a construction of some beauty, and it deserves to be tested experimentally. It
is clear that we need to make the mirror fields heavy - this is not a problem on
its own. However, having heavy chiral fields coupled to the weak currents leads to
problems [98, 97] with the precision electoweak observables, in particular the S, T
parameters[212, 213, 199, 166]. Nevertheless, there is still a region of parameter
space that satisfies all these constraints - we will explore this below. The allowed
region of the parameter space is rather small, so that the model is highly fine-tuned.
However when considering further testing of the model this is an advantage - the
allowed masses are well constrained. This implies that the model should be quickly
confirmed or ruled out at the LHC.
A crucial caveat is that we are exploring this model perturbatively. However, the
Yukawa couplings of the mirror fermions are quite large and one has to worry that
either higher orders in perturbation theory or non-pertubative effects will modify the
standard calculations. At present we have very little idea of the impact of possible
non-perturbative effects.
In Section 2 we explore the model more fully using a variant with two Higgs
doublets. The electroweak observables are studied in Sec. 3, which identifies the
allowed mass ranges. Possible applications to baryogenesis is explored in Sec. 4,
with mostly negative conclusions. The use of the mirror leptons as dark matter is
describe in Sec. 5, with a favorable result if the possible Majorana masses are adjusted
appropriately. Finally we discuss the prospects for testing this model at the LHC in
Sec. 6, with mostly favorable conclusions.
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9.2 The model
The model has three SU(2) doublets of quarks
ψα =

 aα
bα

 , (9.3)
together with singlets cα and fα. There are also three generations of leptons con-
structed in a similar fashion. The matter Lagrangian is given by
Lm = iψ¯α 6Dψα + ic¯α 6Dcα + if¯α 6Dfα , (9.4)
where
Dµψα =
(
∂µ + ig2~τ · ~Wµ/2 + ig1Y ψBµ/2
)
ψα ,
Dµcα = (∂µ + ig1Y
cBµ/2) cα ,
Dµfα =
(
∂µ + ig1Y
fBµ/2
)
fα , (9.5)
and sums over the Greek indices are implicit. In order to avoid too many new names,
we will use the symbols (a, b, c, f) for leptons as well as quarks. The hypercharge
assignments are standard and will be stated below once we identify the mass eigen-
states.
9.2.1 Higgs sector
It is possible to construct the model with a single Higgs doublet. However, the
electroweak precession data, as we will see in the next section, requires additional new
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physics contributions beyond that of a single Higgs doublet. The minimal version of
such an extension is to invoke two-Higgs-doublets [114, 139, 49]
LH = DµΦ1DµΦ1 +DµΦ2DµΦ2 − V (Φ1,Φ2) , (9.6)
where
DµΦ1,2 =
(
∂µ + ig2~τ · ~Wµ/2 + ig1Bµ/2
)
Φ1,2 , (9.7)
and V is the self-interaction potential
V (Φ1,Φ2) = − µ21Φ†1Φ1 − µ22Φ†2Φ2 +
λ1
2
(
Φ†1Φ1
)2
+
λ2
2
(
Φ†2Φ2
)2
+ h1
(
Φ†1Φ2
)(
Φ†2Φ1
)
+ h2
(
Φ†1Φ1
)(
Φ†2Φ2
)
+ h3
((
Φ†1Φ2
)2
+
(
Φ†2Φ1
)2)
. (9.8)
The parameters µ1 , µ2 , λ1 , λ2 , h1 , h2 , h3 and h4 are taken to be real and are chosen
such that the potential is bounded from below. The Higgs spectrum consists of two
charged H±, CP even h0 and H0, and CP odd A0 fields.
The fermions couple to the two Higgs doublets through Yukawa terms that are
invariant under SU(2)×U(1)
LY = − Γ1 cαβ ψ¯αLΦ˜1cβ R − Γ1 fαβ ψ¯αLΦ1fβ R
− Γ2 cαβ ψ¯αRΦ˜2cβ L − Γ2 fαβ ψ¯αRΦ2fβ L + h.c. . (9.9)
The terms (9.8) and (9.9) are invariant under a discrete symmetry of the form
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Φ1 −→ Φ1 , Φ2 −→ −Φ2
ψR −→ ψR , ψL −→ −ψL
cR −→ −cR , cL −→ −cL
fR −→ −fR , fL −→ −fL . (9.10)
which prevents the mixing between Φ1 and Φ2, and in the same time suppresses flavor
changing neutral current (FCNC). In fact, there are 14 possible discrete symmetries
which are possible for this model, and which could impact the properties of the
fermion mass terms. These are described in appendix N.
After spontaneously breaking the SU(2) symmetry, the Higgs fields acquire VEVs
〈Φ1〉 = 1
2

 0
v1

 , 〈Φ2〉 = 1
2

 0
v2e
iθ2

 , (9.11)
which preserve the U(1) gauge symmetry.
9.2.2 Mass spectrum from the Higgs sector
First consider the spectrum without direct mass terms. This can be arranged by
a discrete symmetry - see appendix N. In this case we emerge with the usual left
handed particles and a mirror set with right handed couplings.
The Yukawa-coupling matrices may be diagonalized by bi-unitary transformations
aR = VRUR , aL = VLuL
bR = XRDR , bL = XLdL
cR = SRuR , cL = SLUL
fR = WRdR , fL =WLDL , (9.12)
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quarks Tw Tw3 Yw leptons Tw Tw3 Yw
aq,uq L,Uq L 1/2 1/2 1/3 al,ul L,Ul L 1/2 1/2 −1
bq, dq L,Dq L 1/2 −1/2 1/3 bl, dl L,Dl L 1/2 −1/2 −1
cq,uq R,Uq R 0 0 4/3 cl,ul R ,Ul R 0 0 0
fq, dq R,Dq R 0 0 −2/3 fl, dl R,Dl R 0 0 −2
Table 9.1. SU(2)× U(1) assignments for the SM and mirror particles.
where uL,R (UL,R) and dL,R (DL,R) denote the 3× 1 column matrices with the chiral
components of the fermion mass eigenstates of the physical Standard Model (mirror)
fermions. The 3 × 3 unitary matrices V , X, S, W are chosen to bi-diagonalize the
physical mass matrices Md, Mu, MD and MU
Mu = v1V
†
LΓ
1 cSR/2 Md = v1X
†
LΓ
1 fWR/2
MU = v2e
−iθ2V †RΓ
2 cSL/2 MD = v2e
−iθ2X†RΓ
2 fWL/2 .
(9.13)
If v2 >> v1, then our choice for the Yukawa Lagrangian (9.9) can explain why the
mirror masses are naturally heavier than the SM ones.
The charges of these particles are given by Qel = Yw/2 + Tw3, where Tw3 denotes
the third component of the weak isospin, and Yw is the corresponding hypercharge
(see table (9.1) for the weak isospin and hypercharge assignments.)
The charged current interaction is
LW = − g2
2
√
2
W−µ
[
d¯γµV
CKM(1 + γ5)u
+ D¯γµV
M CKM(1− γ5)U
]
+ h.c. , (9.14)
where
V CKM = X†LVL , V
M CKM = X†RVR (9.15)
are Cabibbo-Kobayashi-Maskawa matrices for the SM and mirror fermions, respec-
tively. The electromagnetic and weak neutral currents are standard, with the obvious
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change that the neutral current of the mirrors involves their right handed components
rather than left.
9.2.3 Mixing via direct mass terms
In addition to the Yukawa couplings in (9.9), we can also introduce bare mass
terms that are invariant under the SU(2) symmetry. While some discrete symmetries
forbid these terms, there are others that allow specific combinations. For example,
the mass terms that are allowed by the discrete symmetries which are called S1, S2,
S4 or S5 given in Table (N.1) in appendix N takes the form
Lbare,cf = −mcαc¯αcα −mfαf¯αfα . (9.16)
However a different mass structure is possible under different discrete symmetries.
Those labeled S3 or S6 in appendix N allow only
Lbare,ψ = −mψ,αψ¯αψα . (9.17)
In principle the scale of these mass terms could take on any value. However, we
will treat these masses as smaller than the Higgs generated masses - this is required
if the observed quarks have dominantly left-handed weak interactions. Since the
SU(2) interaction is still weakly coupled at this scale, one might expect that the
masses could scale as ve−8π
2/g2
2 ∼ 10−69 eV, although we will not make any specific
assumption about that mass scale in this chapter.
Using the bi-unitary transformations in Eq. (9.12) can provide a further diago-
nalization of the masses in order to obtain
Lbare,cf = −1
2
U¯K1 (1− γ5)u− 1
2
D¯K2 (1 + γ5) d+ h.c. ,
Lbare,ψ = −1
2
U¯K3 (1 + γ5)u− 1
2
D¯K4 (1− γ5) d+ h.c. ,
(9.18)
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where
K1 = S
†
LmcSR , K2 = W
†
RmfWL
K3 = V
†
RmψVL , K4 = X
†
LmψXR . (9.19)
The effect of the mixing Lagrangian above (9.18) is that it leads to mixing of the
chiral eigenstates of the generic form
uphys = u+
K1
mU −mu U (9.20)
to first order. If such mixing exists, this will allow the decays of mirror matter into
normal matter. If the scale of the mass terms is 10−69 eV, the mixing between normal
and mirror fields will be extremely tiny, of the order θmix ∼ 10−80. This would make
the mirrors essentially stable.
9.2.4 Majorana mass terms
In addition to the Dirac mass terms, the neutrinos can also have Majorana mass
terms. The Majorana mass terms that are invariant under the SU(2)×U(1) symmetry
may be written
LMajorana = 1
2
cTRC
−1M νRcR +
1
2
cTLC
−1MNL cL + h.c. , (9.21)
where C is the charge conjugation operator, and M νR and M
N
L are 3 × 3 matrices.
Using the bi-unitary transformation (9.12), we find
LMajorana = 1
2
νTRC
−1MνRνR +
1
2
NTLC
−1MNLNL + h.c. , (9.22)
where
MNL = STLMNL SL , MνR = STRM νRSR . (9.23)
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At this point, one can combine direct, Dirac and Majorana mass terms
Lmass = −1
2
[
ν¯cL ν¯R N¯
c
L N¯R
]


0 M νD 0 K3
M ν TD MνR K1 0
0 K1 MNL MND
K3 0 M
N T
D 0




νL
νcR
NL
N cR


(9.24)
where MD denotes the Dirac mass matrix. We obtain the usual seesaw mechanism
we consider for the left-handed neutrino in the limit MνR >> MD, which has the
potential to explain the smallness of the SM neutrino mass. For the mirror N , we
would favor MNL < MD so that the neutral mirror is not too light.
Note that the gauge singlet neutral particles will also mix with heavier singlet
particles. In the usual version of the Standard Model, one invokes extra singlets
outside of the SM in order to implement the seesaw mechanism. These extra singlets
are often given large masses ∼ 1010 GeV which produces neutrino masses of the right
size if the Dirac masses are also comparable to those of the charged leptons. This
option is available in the vectorial SM also. However, one need not go outside of the
vectorial SM fields to implement the seesaw mechanism. On the other hand, there
does not appear to be a natural explanation of the sizes of the Majorana masses
needed in this context.
9.3 Fitting the electroweak precision data with mirror par-
ticles and two Higgs doublets
The oblique corrections, parameterized in terms of the S, T and U parameters, are
extracted from the electroweak precision data, and used to constraint new physics be-
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yond the Standard Model [212, 213, 199, 166]. The one-loop fermionic and two-Higgs
doublet contributions to these parameters are given in [141, 145]. The fermionic con-
tributions to the S parameter are generically quite large if the fermions all have equal
masses. This will require a specific hierarchy in the masses in order to be compatible
with the data. The one-loop fermionic contributions to the S, T, U parameters are
given by
Sf =
Nc
6π
{2(2Y + 3)x1 + 2(−2Y + 3)x2 − Y ln(x1/x2)
+ [(3/2 + Y )x1 + Y/2]G(x1)
+ [(3/2− Y )x2 − Y/2]G(x2)} , (9.25)
Tf =
Nc
8π sin2(θw) cos2(θw)
F (x1, x2) , (9.26)
and
Uf = − Nc
2π
{
(x1 + x2)
2
− (x1 − x2)
2
3
+
[
(x1 − x2)3
6
− (x
2
1 + x
2
2)
2(x1 − x2)
]
ln(x1/x2)
+
x1 − 1
6
f(x1, x1) +
x2 − 1
6
f(x2, x2)
+
[
1
3
− x1 + x2
6
− (x1 − x2)
2
6
]
f(x1, x2)
}
,
(9.27)
where xi = (Mi/MZ)
2 with i = 1, 2 and the color factorNc = 3(1) for quarks (leptons).
We assign (M1,M2) ←→ (MN ,ME) for leptons and (M1,M2) ←→ (MU ,MD) for
quarks, and we have Y = 1/3 (−1) for quarks (leptons). The functions F (x1, x2),
G(x) and f(x1, x2) are given by
F (x1, x2) =
x1 + x2
2
− x1x2
x1 − x2 ln(x1/x2) ,
G(x) = −4√4x− 1 arctan 1√
4x− 1 , (9.28)
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and f(x1, x2) =


−2√∆
[
arctan x1−x2+1√
∆
− arctan x1−x2−1√
∆
]
,∆ > 0
0 ,∆ = 0
√−∆ ln x1+x2−1+
√−∆
x1+x2−1−
√−∆ ,∆ < 0
(9.29)
where ∆ = 2(x1 + x2) − (x1 − x2)2 − 1. In the limit M21,2 >> M2Z the S parameter
approximates to
Sf ≈ Nc
6π
[
1− Y ln
(
M1
M2
)2
+
1 + 4Y
20
(
MZ
M1
)2
+
1− 4Y
20
(
MZ
M2
)2]
, (9.30)
which in turn reduces to Nc/6π for small mass splitting. The most important feature
of this model is that the equal-mass limit produces too large a contribution to the
S parameter. This requires significant splitting in the fermion masses, as well as
splitting in the Higgs sector.
The contribution from the two Higgs doublet is more complicated and given in
[145]. An example of these to the T parameter in the limit m2Higgs >> M
2
Z
TH ≈ 1
16π sin2(θw)m2W
{
cos2(β − α) [F (m2H± ,m2h)
+ F (m2H± ,m
2
A)− F (m2A,m2h)
]
+ sin2(β − α) [F (m2H± ,m2H) + F (m2H± ,m2A)
− F (m2A,m2H)
]}
, (9.31)
where tan β = | 〈Φ2〉 / 〈Φ1〉 |, and α is the rotation angle in the the h0 − H0 space.
Further, choosing α ≈ β, and considering the Higgs masses in the rangemh ≈ mH <<
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Figure 9.1. The contributions to the electroweak parameters is shown for a sample
of 3000 randomly distributed models as described in the text. The violet region
highlights those that satisfy the constraints with a light Higgs. The U = 0, 90% C.L.
contours are shown assuming SM Higgs masses MH = 117, 340 and 1000 GeV.
mH± << mA we obtain
TH ≈
m2H±
16π sin2(θw)m2W
[
1− ln
(
m2A
m2H±
)]
. (9.32)
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Figure 9.2. The effect the variation of the Higgs (on the left) and mirror
fermion (on the right) masses has on the S, T , U parameters. All curves inter-
sect at (mh,mA,mH ,mH±) = (125, 900, 130, 580) GeV and (mN ,mE,mU ,mD) =
(53, 250, 250, 190) GeV.
The lepton contribution to S grows with an increasing mN and with a decreasing
mE, while the quark contribution behaves in the opposite way, with smaller values
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of S correlated with lighter U quark masses. The parameters T and U measure the
weak-isospin violation in the SU(2) doublet and are non-vanishing for mN 6= mE or
mU 6= mD. The larger the split between the up and down components the larger their
contributions to the T and U parameters. For the heavy right-handed neutrino N ,
there is a firm lower bound on the mass of 45 GeV from LEP constraints forbidding
Z → NN¯ . If the N decays through mixing (to be discussed later) , LEPII constraints
raise this lower bound to 100 GeV. However, this can be avoided if the N is stable or
almost so. However, one cannot satisfy the electroweak constraints simply by splitting
the masses of the heavy mirror particles. Canceling the S, T and U contribution
from three generations of mirror quarks and leptons requires additional new physics
contributions, beyond that of a single Higgs doublet, to the oblique parameters. This
can be achieved, for example, invoking two-Higgs doublets.
Negative values for the S parameter can be achieved by splitting the up and
down values of the mirror leptons and quark masses. This in turn will contribute
large positive values for T , and relatively small positive values for U . A negative
contribution to T as well as negligible effects on S and U in the Higgs sector can always
be achieved by choosing the Higgs spectrum in the rangemh ≈ mH << mH± << mA.
If we take N to be the lightest mirror particle (LMP), then we find that starting with
the initial values 
 mN
mE = 4mN

 ,

 mU = 4mN
mD = 3.2mN

 (9.33)
one can use a simple algorithm to fit the S, T , U parameters to the experimental
data. For simplicity, we have assumed the second and third families to have the same
mass spectrum as the first family. Fig. 9.1 displays the allowed points in the S − T
plane for comparison with the U = 0, 90% C.L. experimental bounds. Although the
U > 0 contours are not shown, variations in U mainly shift the S−T contour without
affecting its shape and direction, and a larger positive U tends to diminish the allowed
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regions of positive S, T . The calculations are based on a sample of 3000 models
randomly distributed between minitial and mfinal = minitial + 10 GeV. The initial
values of the fermion masses are taken to be (mN ,mE,mU ,mD) = (50, 250, 250, 190)
GeV, while the Higgs masses are (mh,mA,mH ,mH±) = (125, 900, 130, 580) GeV. In
all these models we find 0.3 < U < 0.4 which restricts the allowed models to those on
the left edge of the violet region shown in figure. We have also used the special values
β = α = π/4. However, similar results are obtained for the case of 〈Φ2〉 6= 〈Φ1〉.
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Figure 9.3. The allowed region (in violet) in a sample of 3000 randomly
distributed models (in light blue) between minitial and mfinal = minitial + 10
GeV. The initial values of the fermion and Higgs masses are taken to be: (a)
(mN ,mE,mU ,mD) = (100, 580, 580, 320), (mh,mA,mH ,mH±) = (120, 4520, 120, 800)
GeV , and (b) (mN ,mE,mU ,mD) = (260, 1500, 1500, 830) and (mh,mA,mH ,mH±) =
(115, 9035, 120, 2400) GeV. In both cases we find U ≈ 0.4.
Fig. 9.2 shows the effect the variation of the Higgs and mirror fermion masses
has on the S, T , U parameters. While varying the mass of the Higgs almost does not
alter the value of S, we find that it has a significant effect on T which is more evident
in the case of mA and mH±. This is in accordance with the two-independent module
algorithm discussed above. Using this algorithm, it is shown in Fig. 9.3 that one can
accommodate a LMP as large as 260 GeV within the experimental constraints of the
electroweak precession data.
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The existing parameter space of the model then always has the lightest mirror
particle being the neutral N , with a range of possibilities from 50 GeV < mN <
260 GeV . The lighter end of the range is easier to accommodate in the electroweak
parameters. The charged mirror leptons E are always much heavier. In the quark
sector, the mirror D is always the lightest. In the Higgs sector there is always a large
splitting among the physical Higgs bosons, with the lightest being neutral, although
there is a significant variation in the ordering and masses of the heavier Higgs.
9.4 Electroweak baryogenesis
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Figure 9.4. contours of constant vc(Tc)/Tc. Dark regions represent the parameter
space with vc(Tc)/Tc > 1 and M/Tc < 1.6, for which the high temperature expansion
is trusted. Units are GeV for masses, and we take one (on the left) and three (on
the right) families of mirror particles. We use mt = 175 GeV for the top quark, and
mN = mE = mU = mD = 100 GeV for mirror fermions.
Two Higgs doublet models, treated generally, can explain baryogenesis at the
electroweak scale [69, 43, 257, 81, 70, 71, 120]. Here we study whether the mass
constraints of the previous section are compatible with baryogenesis. Our answer is
negative.
We start by considering the Higgs self potential given in (9.8). We take µ21 = µ
2
2
and λ1 = λ2 to simplify the analysis. With this choice, the symmetry will break along
the direction 〈Φ1〉 = 〈Φ2〉 = (0, v)T/2, where v =
√
µ21/λ = 246 GeV is the tree level
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Figure 9.5. The allowed region (in violet) for a sample of 3000 randomly distributed
models (in light blue) using only one generation of mirror particles. All these models
can lead to baryogenesis. However, only the points in red represent those that respect
the electroweak precession data (we find that the models in violet have 0 < U < 0.1).
The U = 0, 90% C.L. contour is shown assuming SM Higgs masses MH = 117 GeV.
VEV, and λ = (λ1 + h1 + h2 + 2h3) /4. However, we find that this choice does not
change the conclusion we draw below. In appendix O, we work out the details for the
electroweak baryogenesis in our vectorial version of the Standard Model.
For electroweak baryogenesis to work, it is necessary that the baryon-violating
interactions induced by electroweak sphalerons be sufficiently slow immediately after
the phase transition to avoid the destruction of the baryons that have just been
created. This condition is fulfilled if the ratio vc(Tc)/Tc, the Higgs VEV to the critical
temperature at the time of transition, is greater than 1. This ratio is a measure of
the strength of the phase transition.
In Fig. 9.4 we plot the contours of the ratio vc(Tc)/Tc in the plane of mA =
mH = mH± versus mh for one and three families of mirror particles. We apply a cut
off for the parameter space that fails to satisfy the condition M/Tc < 1.6 for which
the high temperature expansion breaks down (see appendix O for details). Values of
vc(Tc)/Tc > 1 are represented by dark color, with green being < 1.
Although there is a reasonable region of the parameter space for which the elec-
troweak baryogenesis can be realized, some of the parameters may spoil the elec-
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troweak precision data. This situation is displayed in Fig. 9.5 which is based on a
sample of 3000 models of randomly distributed masses in the range 100 < mh0 < 150,
250 < mA < 300, 120 < mH < 170, 190 < mH± < 240, along with one family of
mirror particles (ng = 1) with 50 < mN < 100, 115 < mE < 165, 85 < mU < 135 and
50 < mD < 100. The figure shows that many models can lead to electroweak baryo-
genesis and yet respect the electroweak precision data. However, as we discussed in
section 2, using three generations of mirror particles (ng = 3) puts strong constraints
on the masses of the Higgs as well as mirror particles. Although moderate values of
the latter may not have dramatic effects, we find that the large Higgs masses needed
to adjust the T parameter spoils baryogenesis.
9.5 Dark matter
Mirror particles provide a very interesting possibility as dark matter candidates.
Indeed the neutral lightest mirror particle (LMP) is one of these choices. In the
following we take the mirror neutrino N to be the LMP. If the LMP decays too fast
into normal quarks and leptons, then there is no connection of the mirror particles
with dark matter. However, if the LMP is stable or long lived, then it can play the
role of dark matter, especially in the context of Inelastic Dark Matter [253, 37, 254,
198, 10, 78, 65].
In order to understand the lifetime constraints, consider the decay N −→ µ− e+ νe
which results due to the mixing terms in (9.18). This process can be expressed in
terms of the mixing angles θ1,2m
N = N ′ cos(θ1m) + ν ′ sin(θ1m) ,
E = E ′ cos(θ2m) + e′ sin(θ2m) . (9.34)
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Neglecting mν , me, and mµ compared to mN , and assuming θ1m ≈ θ2m << 1 we
obtain the life time
τN =
12(8π)3
mNθ2m
(
mNg2
mW
)4
. (9.35)
This life time can be used to set bounds on θm. A first bound comes from the
LEP data. If the masses of the N particles are between 50 GeV and 100 GeV, they
would have been discovered at LEPII if they decayed through the weak interactions
to normal matter. However, if they were effectively stable, this bound does not apply.
If we consider heavy neutrino pair production e+ e− −→ N N¯ at a CM energy 200
GeV we find that the N will live long enough to exit the detector if θm . 10
−7. The
other bound comes from considering N a dark matter candidate. Assuming these
particles were created early in the Universe, and they do not decay until now we find
θm ≈ 10−32.
The relic abundances of the mirrors is not readily predicted. Since as we saw in the
last section, we need a form of leptogenesis or baryogenesis in order to understand
the baryon asymmetry, the same mechanism would be expected to produce a net
asymmetry in the mirror sector. A leptogenesis scenario could lead to a non-zero
net value of the mirror lepton quantum number. However, the magnitude of that
asymmetry is unknown because it relies on CP violating and lepton number violating
parameters of the underlying theory.
The mirror particles are weakly interacting, and hence are candidates for WIMPs.
However, the standard weak cross section of a heavy neutral particle initially appears
too large. The effective scattering cross section of an SU(2) neutral mirror fermion
ψm, through Z
0 exchange with a nucleon, is given by [158]
σp,n =
µ2p,n
π
(
g2
MZ
)4 (
gψmv g
p,n
v
)
(9.36)
where µp,n is the reduced mass of the ψ
m-nucleon and gpv = 2g
u
v+g
d
v , and g
n
v = g
u
v+2g
d
v .
The couplings of the various components are gLMPv = 1/2, g
p
v = 1/4 − sin2 θW , and
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gnv = −1/4. Hence the cross sections is
σ =
G2F
2π
µ2n ≈ 7.44× 10−39cm2 (9.37)
where GF is the Fermi constant, and µn ≈ 0.939 GeV is the neutron-Dark matter
reduced mass assuming that the latter is much larger than the former.
This standard weak cross section is large and has been excluded by many of
the dark matter direct-search experiments like CDMS and XENON. However, the
situation can be rescued by the observation that a Majorana mass for the heavy
neutral N splits the mass eigenstates and decreases the elastic cross section - this
observation is the basis for the theory of Inelastic Dark Matter[253, 37, 254, 198,
10, 78, 65]. The Dirac fermion is split into a pair of Majorana states by a small
Majorana mass. Because the weak scattering off of nuclei involves a tansition from
one Majorana state to another, as the Majorana mass term increases there exists an
increasing energy threshold for the scattering to occur. Dark matter in the galactic
halo nay not have enough energy to overcome this threshold.
At this stage, the appropriate parameters depends on whether we accept the
results of the DAMA/NaI and DAMA/LIBRA experiments as a signal of dark matter
or not. These experiments observe an annual modulation signal in their detectors and
the validity of this signal as a sign of dark matter is still controversial. If we do not
accept the DAMA results, then we can reduce the mirror dark matter cross section
to acceptable values simply by choosing the mirror Majorana mass MNL > 150 keV.
However the situation is more complicated if we do consider the DAMA results
as valid signals of dark matter. The Inelastic Dark Matter picture has the possibility
of explaining the annual modification if the Majorana mass is chosen such that the
threshold effects vary over the time of the year due to the Earth’s motion through
the dark matter cloud. This effect depends also on the relic density and the mass
of the Dark Matter candidate, as well as the basic cross section. Recent analyses
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[253, 37, 254, 198, 10, 78, 65] show that in general higher masses and lower intrinsic
cross sections are generally preferred. However, there is a window where the LMP
has a mass around 70 GeV where the weak cross-section of Eq. (9.37) is allowed, so
that the mirror model is also marginally able to explain this result also.
In summary, there are portions of vectorial SM parameter space which are plau-
sible for the use of the lightest mirror particle as the Dark Matter candidate.
9.6 LHC phenomenology
There exists many phenomenological studies that are relevant for the vectorial
version of the Standard Model. The key feature of the model is that it contains 3
generations of mirror particles. The constraints of the precision electroweak param-
eters force the masses for these particles to be in a rather small corner of parameter
space. Most importantly, this corner contains a light N particle - the neutral lepton
which acts as a right handed partner of the neutrinos - and also a light D quark -
this particle being the mirror of the down quark.
There is a basic dichotomy in the search strategies depending on whether the
mirrors mix with the regular quarks and leptons or not. If the mirrors are stable, or
so long lived that they appear stable in accelerator-based experiments, the searches
will be same as those for any stable new particle. On the other hand, if the mixing
with the normal particles is such that the mirrors decay in the detector, they will be
searched for by studying their decay products.
N νℓ
νℓ
Z
ℓ′ (q¯)
ℓ′ (q)
(a)
E ℓ
νℓ
W
ν ′ℓ (d)
ℓ′ (u)
(b)
E ℓ
ℓ
Z
ℓ′ (q¯)
ℓ′ (q)
(c)
E
N
W
ν ′ℓ (d)
ℓ′ (u)
(d)
Figure 9.6. Decay channels of the leptonic mirror particles which proceed through
mixing with the regular leptons. The circle represents a mass mixing insertion from
(9.18) .
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Search strategies for new stable particles have been extensively studied for the
LHC [104, 23, 51, 125, 210]. Basically, the conclusion is that the LHC will readily be
able to see mirror particles with these masses and couplings. Already the Tevatron
is getting close to probing this parameter space [1]. The lightest mirror quark is
the D and it will be pair produced with a strong interaction cross section. It will
primarily form bound states Du¯ and Dd¯. Heavy quark symmetry suggest that the
relative masses would be similar to that of the Bu, Bd system such that the neutral
state would be slightly heavier (due primarily to the d−u mass difference) with both
states being stable. The charged state makes a particularly good signal, producing
a visible track which exits the detector. The lightest mirror lepton is the neutral
N . It is produced in pairs through the Z → N¯ + N coupling. The charged current
coupling through W → N¯ + E, with the subsequent decay E → N +W will also
populate the N¯N final state but a higher energy threshold. The charged lepton can
be pair produced electromagnetically, E+E−, with subsequent decay down to the
neutral states. All of these cases would be seen in the missing energy searches.
The phenomenology for new mirror particles that mix with the normal particles
is similar to that of a 4th generation. The fact that the mirrors have right handed
weak couplings is less important than the uncertainties in the masses of the new
particles. A recent overview is provided by [178] and many further references can be
found in [148, 147, 152, 117, 50]. The leptonic decay channels will be relatively clean
- the important diagrams are shown in Fig. 9.6. The mass insertions from Eq (9.18)
provide the equivalent of CKM mixing factors - however, there is also mixing in the
neutral current sector as is evidenced by the N decay diagram. For N decay, the Z0
will be off-shell for the lower end of the favored N mass range, but it will produce
an on-shell Z0 at higher masses. The di-lepton plus missing energy signal will be
particularly striking. For E decay, the Z or W will always be on-shell. For mirror
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quark decays, the signals will be the same as the decay of a heavy fourth generation
b′ quark.
9.7 Discussion
We have explored the remaining parameter space of the minimal vectorial version
of the Standard Model. This construction initially has only vectorial gauge currents,
but the Higgs sector introduces differences in the chiral structure. The model has
to be fine-tuned in order to satisfy the precision electroweak constraints. However,
there is still available parameter space consistent with experiment. The constraints
from electroweak physics constrain the model and make it easier to understand the
remaining physics, which otherwise would be clouded by a wide range of parameters.
In particular, we saw that the model is not able to explain weak-scale baryogene-
sis, but can be a potential dark matter candidate if the Majorana mass terms are
appropriate.
The model will be well tested at the LHC. Our analysis indicates that the model
must have a light neutral lepton N and a light mirror quark D. These results are
shown in Sec 3. There are also additional physical Higgs bosons. The masses of all
these particles should be readily probed by the LHC. Indeed, the fermion states in
particular should be found in the early operation of the LHC. This model may be the
first one confirmed or ruled out by the LHC.
197
APPENDIX A
SHOCK WAVE ON ADSN−1 BRANE EMBEDDED IN
ADSN SPACE
In this appendix we work out all the relevant formulae needed for the study of
gravitational shock waves associated to particles localized on a AdSn−1 brane embed-
ded in AdSn space.
Consider the following metric ds˜ 2n = Ω
2(z)ds2n where
ds2n = 2A(u, v) dudv + g (u, v) hij(x) dx
idxj + dz2 , (A.1)
where i, j = 1, 2, ..., n − 3, and u and v are null coordinates. We also assume that
there exist matter fields with energy momentum tensor given by
T˜ = 2 T˜uv(u, v, x, z) dudv + T˜uu(u, v, x, z) du
2 + T˜vv(u, v, x, z) dv
2 +
+T˜ij(u, v, x, z) dx
idxj + T˜zz(u, v, x, z) dz
2 . (A.2)
Now consider a massless particle located at u = 0 and moving with the speed of
light in the direction of v. Dray and ’t Hooft showed that the effect of this particle
on the background geometry can be described by the metric (A.1) and the energy
momentum tensor (A.2) for u < 0 and by making the shift v → v + f(x, z) in (A.1)
and (A.2) for u > 0. The resulting metric and the energy momentum tensor read
[93, 234]
ds2n = 2A(u, v +Θf) du
(
dv +Θ f,i dx
i +Θ f,z dz
)
+ F (u, v +Θ f, x, z) du2
+g (u, v +Θ f) hij (x) dx
idxj + dz2 ,
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and
T˜ = 2 T˜uv (u, v +Θ f, x, z) du
(
dv +Θ f,i dx
i +Θ f,z dz
)
+T˜uu (u, v +Θ f, x, z) du
2 + T˜vv (u, v +Θ f, x, z) dv
2
+T˜ij (u, v +Θ f, x, z) dx
i dxj + T˜zz (u, v +Θ f, x, z) dz
2 , (A.3)
where Θ = Θ(u) is the Heaviside step function. Using the coordinate transformation
uˆ = u, xˆ = x, zˆ = z and vˆ = v +Θ f we get (after suppressing all hats)
ds2n = 2A (u, v) dudv + F (u, x, z) du
2 + g (u, v) hij (x) dx
idxj + dz2 , (A.4)
where F = −2A (u, v) f (x, z) δ and δ ≡ δ(u) is the Dirac-delta function. Now the
energy momentum tensor reads
T˜ = 2
(
T˜uv − T˜vv f δ
)
du dv +
(
T˜uu + T˜vv f
2 δ2 − 2 T˜uv f δ
)
du2 +
+T˜vv dv
2 + T˜ij dx
idxj + T˜zz dz
2 , (A.5)
where the space we are interested in has T˜ backgroundvv = T˜
background
uu = 0. Plugging the
above form of the energy momentum tensor into Einstein’s equations R˜µν− g˜µν R˜/2 =
T˜µν/M
n−2
n we obtain [234]
R˜uu =
1
Mn−2n
T˜uu − 2 f (x, z) δ (u) R˜uv , (A.6)
and
R˜uv =
1
Mn−2n
(
T˜uv − guv
n− 2 T˜
)
, (A.7)
where Mn is the n-dimensional Planck mass.
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The general strategy for obtaining the shock wave equation is to start by calculat-
ing the components of Ricci tensor for the ds2n metric, then we add the contribution
from the conformal factor 1. The final results are
R˜uu =
n− 3
2
(
g,uA,u
gA
− g,uu
g
+
g2,u
2g2
)
+
[
2A,uv
A
+
n− 3
2
g,uv
g
+
A
g
∆h + A∂
2
z
+ 2A
∂2zΩ
Ω
+ (n− 2)A∂zΩ
Ω
∂z + 2A(n− 3)
(
∂zΩ
Ω
)2
− 2A,uA,v
A2
− n− 3
2g2
g,ug,v
+
n− 3
2Ag
(g,ug,v + g,vA,u)
]
fδ +
(
A,vv
A
− A
2
,v
A2
+
n− 3
2
g,vA,v
gA
)
f 2δ2 , (A.8)
and
R˜uv =
(
A,uA,v
A2
− A,uv
A
+
n− 3
4
g,ug,v
g2
− n− 3
2
g,uv
g
)
+
(
A2,v
A2
− A,vv
A
− n− 3
2
g,vA,v
gA
)
fδ − ∂
2
zΩ
Ω
A− (n− 3)
(
∂zΩ
Ω
)2
A ,
(A.9)
where ∆h denotes the laplacian associated to the metric hij.
Now we consider AdSn space foliated into AdSn−1 slices. In addition, we introduce
a brane at z = 0 with the AdSn space being Z2 symmetric across the brane. The
form of the metric is given by [162]
ds˜ 2Adsn = Ω
2(|z|)
[
4 du dv(
1− uv/ℓ 2n−1
)2 + ℓ 2n−1
(
1 + uv/ℓ 2n−1
1− uv/ℓ 2n−1
)2 (
dχ2 + sinh2 χdΩ2n−4
)]
.
(A.10)
where dΩ2n−4 is the metric on the (n− 4)-dimensional sphere, and the function Ω(|z|)
is given by Ω (|z|) = ℓn/ℓn−1 sin ((z0 + |z|)/ℓn−1) where ℓn−1 and ℓn are the radii of
curvature of the brane and bulk space respectively. Direct calculations show that the
1Given the metric ds˜ 2n = Ω
2(z)ds2n, the relation between R˜σν and Rσν is given by R˜σν = Rσν −[
(n− 2)δασ δβν + gσνgαβ
]
Ω−1 (∇α∇βΩ) +
[
2(n− 2)δασ δβν − (n− 3)gσνgαβ
]
Ω−2 (∇αΩ) (∇βΩ) .
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first bracket in (A.8) vanishes identically. In addition, A,v|u=0 = g,v|u=0 = 0. The
only nonvanishing component of the energy momentum tensor of a massless particle
on the brane is given by
T˜ particleuu =
2p
ℓn−3n−1
√
h
δ(u) δ(z) δ(χ) δ(θ1) . . . δ(θn−4) . (A.11)
Using (A.6) we get
∂2zf + (n− 2)
∂|z|Ω
Ω
∂|z|f +
1
ℓ2
(∆h + 3− n) f = p
Mn−2n
1
ℓn−3n−1
√
h
δ(z)δ(χ)δ(θ1)...δ(θn−4) .
(A.12)
By solving this equation it is possible to find gravitational shock wave solutions
associated to brane null sources in the Karch-Randall model of any dimensionality.
The above formulae allow us to find the relationship between bulk and brane
cosmological constants, Λ and σ respectively, in terms of the bulk and brane radii.
One can find such relation from the u − v component of Einstein’s equations (A.7)
using Tuv = T
bulk
uv + T
brane
uv = −Λguv − σguvδ(z) and T αα = −nΛ − (n − 1)σδ(z).
Substituting (A.9 ) into (A.7) we get
− A
[−2δ(z)
ℓn−1
cot(z0/ℓn−1) +
n− 1
ℓ2n−1 sin
2 ((|z|+ z0)/ℓn−1)
]
=
1
Mn−2n
guv
[
−Λ
(
1− n
n− 2
)
− σ
(
1− n− 1
n− 2
)
δ(z)
]
. (A.13)
Noticing that guv = AΩ
2 we find
Λ = −(n− 1)(n− 2)M
n−2
n
2ℓ 2n
, (A.14)
and
σ = 2 (n− 2)Mn−2n
√
1
ℓ 2n
− 1
ℓ 2n−1
. (A.15)
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Finally, we can compute the CFT energy momentum tensor associated to a given
shock wave solution. In order to do this, we compute the n− 1 dimensional Einstein
tensor built with the above metric restricted to the brane, and identify it with the
CFT energy momentum tensor times Mn−3n−1 , where Mn−1 is the Planck mass on the
brane. This way we obtain
TCFTuu =
2 (n− 3) Mn−3n−1
ℓ 2n−1
[
∂2
∂χ2
− 1
]
f(χ) δ(u) . (A.16)
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APPENDIX B
NO OTHER SOLUTIONS
In this appendix we show that the brane embeddings described in chapter 2 are
the only possible ones.
Our starting point is the AdS C-metric
ds2 =
1
A2(x− y)2
[
−H(y) dt2 + dy
2
H(y)
+
dx2
G(x)
+G(x) dφ2
]
H(y) = λ− k y2 + 2G4mAy3 , G(x) = 1 + k x2 − 2G4mAx3 (B.1)
with λ > −1 and k = −1 , 0 ,+1.
In the following we will be interested in the general embedding of a brane in the
above spacetime. We take our brane to be described by the surface x = ξ(t, y, φ).
The unit normal vector is given by
nµ =
A(x− y)
Dn
(ξ,t/H(y) ,−ξ,yH(y) , G(x) ,−ξ,φ/G(x)) , (B.2)
where Dn =
√
−ξ2,t/H(y) + ξ2,yH(y) +G(x) + ξ2,φ/G(x).
One can also construct a set of linearly independent vectors tangent to the surface
W µ1 =
A(x− y) (1 , 0 , ξ,t , 0)√
H(y)− ξ2,t/G(x)
W µ2 =
A(x− y) (0 , 1 , ξ,y , 0)√
1/H(y) + ξ2,y/G(x)
W µ3 =
A(x− y) (0 , 0 , ξ,φ , 1)√
G(x) + ξ2,φ/G(x)
. (B.3)
203
The non zero components of the induced metric hab on the brane are given by −h11 =
h22 = h33 = 1 and
h12 =
ξ,tξ,y
G(x)
√
H(y)− ξ2,t/G(x)
√
1/H(y) + ξ2,y/G(x)
h13 =
ξ,tξ,φ
G(x)
√
H(y)− ξ2,t/G(x)
√
G(x) + ξ2,φ/G(x)
h23 =
ξ,yξ,φ
G(x)
√
1/H(y) + ξ2,y/G(x)
√
G(x) + ξ2,φ/G(x)
. (B.4)
By direct calculations one can show that the non zero components of the extrinsic
curvature Kab = h
c
(ah
d
b)∇cnd are given by
K11 = A
2G2H − 2 (G+Hξ,y) ξ2,t +
(
G′ξ2,t − 2Gξ,tt +GHH ′ξ,y
)
(ξ − y)
2Dn(GH − ξ2,t)
K22 = −A
2G2 + 2H(G+Gξ,y +Hξ
2
,y)ξ,y +
(
GH ′ξ,y −G′Hξ2,y + 2GHξ,yy
)
(ξ − y)
2Dn(G+Hξ2,y)
K33 = −A
2G2(G+Hξ,y) + 2(G+Hξ,y)ξ
2
,φ +
(−G2G′ − 3G′ξ2,φ + 2Gξ,φφ) (ξ − y)
2Dn(G2 + ξ2,φ)
K12 = A
−2(1 +Hξ,y)Hξ,tξ,y + (GH ′ξ,t +HG′ξ,tξ,y − 2Hξ,ty) (ξ − y)
2GH Dn
√
H − ξ2,t/G
√
1/H + ξ2,y/G
K13 = −A(G+Hξ,y)ξ,tξ,φ + (−G
′ξ,tξ,φ + ξ,tφ) (ξ − y)
GDn
√
H − ξ2,t/G
√
G+ ξ2,φ/G
K23 = −A(G+Hξ,y)ξ,tξ,φ + (−G
′ξ,yξ,φ +Gξ,yφ) (ξ − y)
GDn
√
1/H + ξ2,y/G
√
G+ ξ2,φ/G
, (B.5)
where we denote H ′ = dH(y)/dy and G′ = dG(x)/dx.
The Isreal junction conditions read
∆Kab = −8π G4
[
Sab − 1
2
S hab
]
(B.6)
where ∆Kab = K
+
ab − K−ab is the jump in the extrinsic curvature, and Sab is the
energy momentum tensor localized on the brane. We consider a purely tensional
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brane, i.e. Sab = τ hab, where τ is the brane tension. In the following we impose
the Z2 symmetry across the brane, and we define the dimensionless parameter α =
2π G4 τ/A = (1 + δ)/ℓ4A, where δ = 0 corresponds to the case of a critical brane.
The junction conditions for our brane read ∆Kab = 4π G4 τ hab, and imply that
the ratio ∆Kab/hab is a constant. Hence, we can use the conditions K33h23 = K23h33,
K22h12 = K12h22, K23h12 = K12h23 and K13h23 = K23h13, that yield respectively
(
G+ ξ2,φ/G
ξ2,y
)
,φ
= 0 ,
(
GH +H2 ξ2,y
ξ2,t
)
,y
= 0 ,
(
H ξ2,φ
Gξ2,t
)
,y
= 0 ,
(
ξ,y
ξ,t
)
,φ
= 0 , (B.7)
and using the last equation above we can write the first equation in (B.7) as
(
G+ ξ2,φ/G
ξ2,t
)
,φ
= 0 . (B.8)
We readily integrate this set of equations to obtain
G+ ξ2,φ/G
ξ2,t
= F1(t, y) ,
GH +H2 ξ2,y
ξ2,t
= F2(t, φ) ,
H ξ2,φ
Gξ2,t
= F3(t, φ) ,
ξ,y
ξ,t
= F4(t, y) , (B.9)
where F1, F2, F3 and F4 are arbitrary functions. We use the second and the fourth
equations in (B.9) to solve for ξ,t and ξ,y to obtain
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ξ,t =
√
G(ξ)H(y)√
F2(t, φ)−H2(y)F 24 (t, y)
,
ξ,y =
F4(t, y)
√
G(ξ)H(y)√
F2(t, φ)−H2(y)F 24 (t, y)
. (B.10)
We also can use the first and the third equations in (B.9) to solve for ξ,t and ξ,φ
ξ,φ =
G(ξ)
√
F3(t, y)√
F1(t, y)H(y)− F3(t, φ)
,
ξ,t =
√
G(ξ)H(y)√
F1(t, y)H(y)− F3(t, φ)
. (B.11)
Comparing ξ,t in (B.10) and (B.11) we obtain the consistency condition
H2(y)F 24 (t, y) + F1(t, y)H(y) = F2(t, φ) + F3(t, φ) = E(t) (B.12)
where E(t) is an arbitrary function of time only. Hence, we eliminate F1 and F3 from
the above equations to get
ξ,t =
√
G(ξ)H(y)√
F2(t, φ)−H2(y)F 24 (t, y)
,
ξ,y =
F4(t, y)
√
G(ξ)H(y)√
F2(t, φ)−H2(y)F 24 (t, y)
,
ξ,φ =
G(ξ)
√
E(t)− F2(t, φ)√
F2(t, φ)−H2(y)F 24 (t, y)
. (B.13)
Now, we use the equation K33 h12 = K12 h33, which reads,
ξ,φ
(
1 +
ξ2,φ
G2
)(
H
ξ2,t
)
,y
+ ξ,y
(
H
ξ2,t
)(
1 +
ξ2,φ
G2
)
,φ
= 0 , (B.14)
along with eq. (B.8) to obtain
Gξ,φ
(
H
ξ2,t
)
,y
= −Hξ,y
(
G
ξ2,t
)
,φ
. (B.15)
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Substituting ξ,t, ξ,φ and ξ,y from eq. (B.13) into eq. (B.15) we find
G′H2F 34
√
HG (E − F2)
F2 −H2F 24
−G
√
E − F2
(
H2F 24
)
,y
= F4
√
HGF2,φ . (B.16)
In addition using the integrability condition ξ,tφ = ξ,φt we get
F4
√
HGF2,φ + F4G
′
√
HG(E − F2)(F2 −H2F 24 ) = −G
√
E − F2
(
H2F 24
)
,y
. (B.17)
By comparing eqs. (B.16) and (B.17) we finally obtain
F2(t, φ)F4(t, y)
√
E(t)− F2(t, φ) = 0 . (B.18)
This equation has three possible solutions: F2 = 0, F2 (t, φ) = E (t) and F4 = 0. Let
us examine them.
Using eq. (B.9), the condition F2 = 0 gives ξ
2
,y = −G(ξ)/H(y) which forces one
of the tangential coordinates on the brane to be light-like, i.e. W2µW
µ
2 = 0. This
situation is not interesting for us and excludes the possibility F2 = 0.
The second possibility
√
E(t)− F2(t, φ) = 0, i.e. F3 = 0, gives ξ = ξ(t, y). In
the following we show that a solution of the form ξ = ξ(t, y) is also forbidden by
the junction conditions. We start by using the equations K11h33 = K33h11, K22h33 =
K33h22 and K12h33 = K33h12 from which we obtain
ξ,tt +H
2(y)ξ,yy = 0 ,
H ′ξ,t = 2Hξ,yt . (B.19)
The second equation above can be integrated to yield
ξ(t, y) =
√
H(y)γ(t) + C(y) , (B.20)
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where γ and C are arbitrary functions. Substituting this result into the first equation
of (B.19) we obtain
d2γ(t)
dt2
+
(
HH ′′/2−H ′ 2/4) γ(t) +H3/2(y)C ′′(y) = 0 . (B.21)
Using H (y) = λ − ky2 + 2G4mAy3 in the above equation, it is straightforward to
see that (B.21) does not have a solution for m 6= 0, so that also F3 = 0 is excluded.
Finally, the condition F4=0 gives ξ,y = 0 which implies that the possible solution
could only be of the form ξ = ξ(t, φ). However theK12 component gives the constraint
ξ,t = 0. Therefore, we are left with ξ = ξ(φ) as the only possible solution.
The proof is not complete yet, since we did not cover the case in which the
embedding does not depend on the coordinate x (i.e. the case where the brane
embedding is described by y = ψ (t, φ)). This case is however easily covered as we
observe that the AdS C-metric is invariant under the transformation t↔ iφ, x↔ y,
G ↔ H. By using this duality we immediately see that, if x = ξ (φ) solves our
system (the solution is discussed in section 4), then also y = ψ (t) will give a possible
embedding (discussed in section 3, chapter 2).
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APPENDIX C
MASS CALCULATIONS
In this appendix, we calculate the mass of the particles and strut as measured
by a static observer sitting in Minkowskian background, as described in chapter 3.
We start from the coordinate transformations given in (3.2) which bring the metric
in (3.1) to the form ds2 = −dY 2 + dX2 + dZ2. Further, we introduce the deficit
parameter δ and require that −∞ < t < ∞, v ≤ −1 and −1 ≤ w ≤ 1 − δ. These
transformations cover only the portion of space {X ≥ 0} ∪ {Z ≥ 0}. To cover the
whole space we take w = − cos θ and v = − cosh η, and demand that −∞ < η <∞,
and −π/p ≤ θ ≤ π/p, where the parameter p is defined as p = π/ cos−1(−1 + δ).
Now, taking the limit η → ±∞ we obtain
X = ±cosh t
A
,
Y = ±sinh t
A
,
Z = 0 . (C.1)
This describes two point particles moving along the hyperbola X2 − Y 2 = 1/A2, as
shown in figure (C.1). In other words it describes two point particles accelerating
in the plane Z = 0, with acceleration A, in two opposite directions. In order to
complete the picture, we need to understand the role of the deficit parameter δ in
the XY Z coordinates. This can be achieved by eliminating v and t using the set of
transformations given in (3.1) to find
X2 +
(
Z ∓ w
A
√
1− w2
)2
= Y 2 +
1
A2(1− w2) , (C.2)
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which describe two circles, in the XZ plane, with origin located at G = (0,
±w/A√1− w2) and radius R2 = Y 2+1/A2(1−w2). A sketch of the loci of the circles
is provided in figure (C.1). For small values of δ, the intersection region OBCEO
is small, and the final space is constructed by removing this region and gluing the
two curves OBC and OEC taking w = w0 = 1 − δ. Hence, the strut is interpreted
as the curve OBC or equivalently the curve OEC. This strut stretches between
the points O and C where the two circles intersect. These points move along the
hyperbola described above and hence we can assign point particles at the location
of these points. As we tune δ to higher values, the size of the intersection region
increases until δ = 1. At this value of δ, the two circles coincide. For δ > 1, the
blue and the red circles in figure (C.1) exchange their positions, and the space in this
situation is constructed by removing the region OHCBO∪OJCEO, and then gluing
the curves OHC and OJC, until the space disappears when δ = 2. In summary, we
have two point particles located at A and O which are accelerated by means of a strut
stretched between them and pushing them away. Since mass in 2+1 D is interpreted
as missing space, this configuration is realized by removing the region OBCEO for
δ < 1 or OHCBO ∪ OJCEO for 1 < δ < 2 shown in figure (C.1). In the following,
we perform the calculations assuming δ < 1. However, the results are valid even for
1 < δ < 2.
The length of the arc OB (or equivalently OE) at time Y = 0 can be calculated
easily from the geometry of figure (C.1) to find
Arc length =
π − cos−1(−w0)
A
√
1− w20
. (C.3)
Moreover, we have shown in section 2 that the strut tension, which is a Lorentz
invariant, is given by τs = −A
√
2δ − δ2/4πG3. Hence, we find that the strut mass,
ms = τs × Arc length, reads
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Figure C.1. In figure (a), we sketch the geometry in the X−Z plane at time Y = 0.
In figure (b), the trajectories of the point particles O and C are shown in the Y −X
plane.
ms = − 1
4G3
[
1− cos
−1 (−1 + δ)
π
]
, (C.4)
which is exactly what we have found in section 2 working in the vw coordinates. From
the point of view of an observer in the XY Z coordinates, the length of the strut and
hence its mass will increase with time. However, an observer moving with one of
the point particles, at O or C, will conclude that the mass of the strut is constant
according to her sticks and clocks.
On the other hand, the mass of the point particles located at O or C can be
determined, according to our XY Z observer, by measuring the circumference of a
circle with radius r centered at O or C, and further dividing the result by 2πr to get
the total angle enclosed ∆θ. Then, the mass is given by mp = (2π −∆θ)/8πG3. To
this end, consider a circle of radius r centered at point O at time Y = 0
(
X − 1
A
)2
+ Z2 = r2 . (C.5)
This circle intersects (C.2) in F =
(
1/A+
√
r2 − Z20 , Z0
)
where
Z0 =
2aA2r2 + r
√
(4a2 − r2)A2 + 4
2(a2A2 + 1)
, (C.6)
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and a = w0/A
√
1− w20. Using simple geometric calculations we find that the angle
between the positive X-axis and the location of F is given by
α = tan−1
(
Z0√
r2 − Z20
)
. (C.7)
In the limit r → 0 we obtain
α = limr→0 tan−1
(
Z0√
r2 − Z20
)
= tan−1
[√
1− w20
w0
]
= cos−1 (−1 + δ) , (C.8)
and hence the total angle enclosed by the circle is ∆θ = 2α, and the particle mass is
given by
mp =
1
4G3
[
1− cos
−1 (−1 + δ)
π
]
. (C.9)
Hence, we find ms + mp = 0 as was shown in section 2. This can be justified by
enclosing the geometrical construction by very large circle at infinity to find that the
total deficit angle is actually zero.
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APPENDIX D
PROPERTIES OF ASSOCIATED LEGENDRE
FUNCTIONS
In this appendix, we summarize the main properties and relations of associated
Legendre’s functions used throughout chapter 3 [103, 215, 239]. The associated Leg-
endre equation of degree ν and order µ reads
(1− v2)d
2G
dv2
− 2vdG
dv
+
[
ν(ν + 1)− µ
2
1− v2
]
G = 0 , (D.1)
where we assume v ≥ 1. The solutions of this equation are given by G = P±µν (v) and
Q±µν (v), the associated Legendre’s functions of the first and second kind respectively.
For integer values of µ, we find that the only well-behaved functions at v = 1 and
v =∞ are P−mν (v) and Q−mν (v) respectively, where m = 0, 1, 2, .... The Wronskian of
these functions is given by
W{P−mν , Q−mν } = P−mν
dQ−mν
dv
−Q−mν
dP−mν
dv
(D.2)
=
(−1)m
(1− v2)
Γ(1−m+ ν)
Γ(1 +m+ ν)
. (D.3)
The associated Legendre’s functions satisfy the addition theorem
Qν
[
vv′ −
√
v2 − 1
√
v′2 − 1 cos(φ− φ′)
]
=
∑∞
m=0 ǫm(−1)m
Γ(1 +m+ ν)
Γ(1−m+ ν)P
−m
ν (v<)Q
−m
ν (v>) cosm(φ− φ′) . (D.4)
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To sum up the series (3.20) we use the integral representation
Qν(cosh γ) =
1√
2
∫ ∞
γ
e−(ν+1/2)u√
coshu− cosh γ . (D.5)
Finally, for ν = m− 1/2 one can make use of the identity
1√
z − cos(θ ± θ′) =
√
2
π
∞∑
m=0
ǫnQm−1/2(z) cosm(θ ± θ′) . (D.6)
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APPENDIX E
CALCULATIONS OF THE ENERGY-MOMENTUM
TENSOR
In this appendix we show the detailed calculations of the energy momentum tensor
presented in chapter 3. The energy-momentum tensor is given by the coincidence limit
(3.25). The coincidence limits of the various derivatives in the case of transparent
boundary conditions are given by
4
√
2π2
A
limx′→x
∂G
∂η
=
I1(p)
2
sinh η
4
√
2π2
A
limx′→x
∂G
∂θ
=
I1(p)
2
sin θ
4
√
2π2
A
limx′→x
∂2G
∂η∂η′
=
I1(p) sinh
2 η
4(cosh η − cos θ) + I3(p)(cosh η − cos θ)
4
√
2π2
A
limx′→x
∂2G
∂θ∂θ′
=
I1(p) sin
2 θ
4(cosh η − cos θ) − I2(p)(cosh η − cos θ)
4
√
2π2
A
limx′→x
∂2G
∂φ∂φ′
= I3(p) sinh
2 η (cosh η − cos θ)
4
√
2π2
A
limx′→x
∂2G
∂η2
= I1(p)
(
cosh η
2
− sinh
2 η
4(cosh η − cos θ)
)
− I3(p) (cosh η − cos θ)
4
√
2π2
A
limx′→x
∂2G
∂θ2
= I1(p)
(
cos θ
2
− sin
2 θ
4(cosh η − cos θ)
)
− I2(p) (cosh η − cos θ) ,
(E.1)
where
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I1(p) =
√
2
∫ ∞
0
du
sinhu
[p coth p u− cothu]
I2(p) = − 1√
2
∫ ∞
0
du
sinhu
[
p3
cosh p u
sinh3 p u
− coshu
sinh3 u
]
I3(p) =
∫ ∞
0
du√
cosh u− 1
[
p2
2 sinh u sinh2(p u/2)
+
p cosh u coth(p u/2)
sinh2 u
− (p↔ 1)
]
.
(E.2)
Moreover, using the fact that the two point function satisfies the homogeneous
equation gµ νE ∇µ∇νGR(x, x′) = 0 outside the singularity we get the consistency con-
dition I3(p) = I2(p)/2 + I1(p)/8. Now, substituting the relations (E.1) in eq. (3.25)
we obtain the energy-momentum tensor
〈T µν TR(x)〉 =
A3I2(p)
8
√
2π2
(cosh η − cos θ)3 diag(1, 1,−2) . (E.3)
One can follow the same procedure above to obtain in the case of Dirichlet bound-
ary conditions
〈T µν D(x)〉 =
A3I(θ, p)
16
√
2π2
(cosh η − cos θ)3 diag(1, 1,−2) , (E.4)
where
I(θ, p) =
∫ ∞
0
du
p3 sinh(p u/2) cos p θ
4
√
coshu− 1(cos 2 p θ − cosh p u)3 ×
× (−14 + 8 cos 2 p θ + cos 4 p θ + 12 cos 2 p θ cosh p u− 8 cosh p u+ cosh 2 p u)
− 1√
2
∫ ∞
0
du
sinhu
[
p3
sinh3 p u
+
p3
2 sinh p u
]
− (p→ 1) . (E.5)
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APPENDIX F
EQUATIONS OF MOTION IN GAUSS-BONNET
GRAVITY
In this appendix, we present further details of the formalism of chapter 4. The
Lagrangian is given in equations (4.1) and (4.2). The equations of motion for the
metric, gauge and moduli fields are given by
Gµν = 2(∂µφI)∂νφI − gµν(∂αφI)∂αφI + fab(φ)
[
2F aµλF
b λ
ν −
1
2
gµνF
a
µνF
b µν
]
, (F.1)
1√−g∂u
(√−g∂µφI) = 1
4
∂I(fab)F
a
µνF
b µν , (F.2)
∂µ
(√−gfabF b µν) = 0 , (F.3)
with Gµν = Gµν + αG (GB)µν , where Gµν is the Einstein tensor and G (GB)µν is its Gauss-
Bonnet counterpart given by
G (GB)µν = 2 (RµσκτR
σκτ
ν − 2RµρνσRρσ − 2RµσRσν +RRµν)−
1
2
gµνL (GB) . (F.4)
The nonzero components of the Riemann tensor for the spherically symmetric metric
(4.3) are given by
Rrtr
t = −(a
′′
a
+
a′ 2
a2
), Rrir
j = −(b
′′
b
+
a′b′
ab
)δji , (F.5)
Rtit
j = a4(
a′b′
ab
)δji , Rijk
l = (1− a2b′ 2)(γikγj l − γjkγil) (F.6)
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The nonzero components of the Einstein tensor Gµν and its Gauss-Bonnet counterpart
G
(GB)
µν are given by
Gtt =
3a2
b2
(1− a2b′ 2)− 3a4(b
′′
b
+
b′ 2
b2
), Grr = −3 1
a2b2
(1− a2b′ 2) + 3a
′b′
ab
,
Gij =
(
−(1− a2b′ 2) + b2 a2(a
′′
a
+
a′ 2
a2
) + 2a2b2(
b′′
b
+ 2
a′b′
ab
)
)
γij , (F.7)
while those of its Gauss-Bonnet counterpart are given by
G
(GB)
tt = −12
a4
b2
(1− a2b′ 2)(b
′′
b
+
a′b′
ab
) , G (GB)rr = 12
1
b2
(1− a2b′ 2)(a
′b′
ab
) ,
G
(GB)
ij = 4a
2
{
(1− a2b′ 2)(a
′′
a
+
a′ 2
a2
)− 2a2b2(a
′b′
ab
)(
b′′
b
+
a′b′
ab
)
}
γij . (F.8)
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APPENDIX G
CALCULATION OF THE POWER SPECTRUM
As discussed in chapter 7, the curvature perturbation power spectrum is related
the two point function of the perturbations of the scalar φ, eq. (7.21). In this appendix
we derive the power spectrum Pζ starting from that expression. In order to perform
this calculation, we will first need to compute the two point correlator of δ ~E· ~B and
the propagator G(τ, τ ′).
The two point function of δ ~E· ~B
By using the definitions and the properties of section 3, chapter 7 and assuming
A−
(
τ, ~k
)
≃ 0, the correlator is given by
∫
d3x ei ~p ~x 〈0|δ ~E· ~B (τ ′, 0) δ ~E· ~B (τ ′′, ~x) |0〉 =
1
a (τ ′)4 a (τ ′′)4
∫
d3k
(2π)3
∣∣∣~k∣∣∣ ∣∣∣~ǫ+(−~k) · ~ǫ+(~p+ ~k)∣∣∣2 ×
×
{∣∣∣~p+ ~k∣∣∣ A′+ (τ ′, −~k) A+ (τ ′, ~p+ ~k) A′∗+ (τ ′′, ~p+ ~k) A∗+ (τ ′′, −~k)+
+
∣∣∣~k∣∣∣ A′+ (τ ′, ~p+ ~k) A+ (τ ′, −~k) A′∗+ (τ ′′, ~p+ ~k) A∗+ (τ ′′, −~k)} . (G.1)
In principle, the above expression should be renormalized. However, the only part
that matters to the generation of inhomogeneities in φ corresponds to the wavelengths
larger than (2 ξ H)−1, where the electromagnetic field has large occupation numbers
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and can be treated as a classical source. In this regime, the function A+(τ, ~k) is well
approximated by eq. (7.7). As a consequence we can write the above equation as
e4πξ
4 a′4 a′′4
∫
d3k
(2π)3
∣∣∣~ǫ+(−~k) · ~ǫ+(~p+ ~k)∣∣∣2 × (G.2)
e
−4
√
2ξ/a˜H
(√
|~k|+
√
|~p+~k|
) {
|~k||~p+ ~k|+ |~k|3/2|~p+ ~k|1/2
}
,
where we have defined the function a˜ (τ ′, τ ′′) via 2/
√
a˜ ≡ 1/√a′ + 1/√a′′, with a′ ≡
a (τ ′), a′′ ≡ a (τ ′′). Note that the integral in the above equation (G.2) should be
cut-off at |~k|, |~p + ~k| <∼ 2 ξ HMin{a′, a′′}. However, using a reasoning analogous to
the one made after eq. (7.8), we will send the integration limit in k to infinity.
After a change of integration variable, we finally write the correlator as
∫
d3x ei ~p ~x 〈0|δ ~E· ~B (τ ′, 0) δ ~E· ~B (τ ′′, ~x) |0〉 =
= e4πξ
a˜5
a′4 a′′4
H5
ξ5
C
(
25 ξ |~p|
a˜ H
)
. (G.3)
where the function C(κ) (after directing ~p along the z direction) reads
C(κ) = κ
5
230 π3
∫
d3q |~ǫ+(−~q) · ~ǫ+(zˆ + ~q)|2 × (G.4)
×e−
√
κ
(√
|~q|−
√
|zˆ+~q|
)
|~q| |zˆ + ~q|
{
1 +
|~q|1/2
|zˆ + ~q|1/2
}
,
where zˆ is the unit vector in the z direction.
The Green function
In principle, the Green function for equation (7.20) can be computed exactly
(after assuming Φ˙0 ≃constant). We can however get simpler analytical expressions
by limiting ourselves to the case of the cosine potential V (Φ) ∝ 1 + cos(Φ/f). In
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this case, V ′ (Φ0) ∼ V (Φ0)/f , V ′′ (Φ0) ∼ V (Φ0)/f2, H2 ∼ V (Φ0)/M2P and α ≫ 1
while f <∼ MP . This allows to see that the coefficient of dφ/dτ in eq. (7.20) is much
larger than one. Moreover, we can neglect the term p2 in the coefficient of φ. This
is possible for |p| ≪ a√|V ′′| ≃ (MP/f) aH, a condition that, as long as f <∼ MP/ξ,
is always satisfied if p ≪ 2ξ aH, that is the necessary condition for the validity of
eq. (7.7).
Once we have taken into account these two approximations, we can find the ap-
propriate Green function, obtained by solving
∂2G(τ, τ ′)
∂τ 2
− 1
τ
π α V ′ (Φ0)
f H2
∂G(τ, τ ′)
∂τ
+
V ′′ (Φ0)
H2 τ 2
G(τ, τ ′) = δ (τ − τ ′) . (G.5)
with G(τ ′, τ ′) = 0, (∂G/∂τ)(τ ′, τ ′) = 1. The solution is
G(τ, τ ′) =


τ ′
ν+−ν−
[(
τ
τ ′
)ν+ − ( τ
τ ′
)ν−] , τ > τ ′
0 , τ < τ ′
(G.6)
ν± ≃ π αV
′ (Φ0)
2 f H2
[
1±
√
1− 4
π2
1
α2
V ′′ (Φ0) H2 f 2
V ′(Φ0)2
]
.
(G.7)
The second term under the square root in eq. (G.7) scales as (f/αMP )
2 and is much
smaller than one. As a consequence we have ν+ ≃ παV ′/(f H2) ∝ αM2P/f2 ≫ 1
whereas ν− ≃ V ′′f/(παV ′) ∝ 1/α≪ 1.
The spectrum
We are interested in the spectrum at p≪ aH. As a consequence, we can neglect
the term (τ/τ ′)ν+ in the expression of the Green function, that goes rapidly to zero.
We then collect the results of the above subsections, we use a = −1/Hτ and define the
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new integration variables w′ = − (25 ξ |~p| τ ′)−1, w′′ = − (25 ξ |~p| τ ′′)−1. Therefore,
the two point function reads
〈φ (~p)φ (~p ′)〉 = δ
(3) (~p+ ~p ′)
p3
N α2H4
ν2+ f
2 ξ8
e4πξ
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(
25 ξ p
aH
)2ν−
×
∫ aH
25ξ p
0
dw′w′ν−−5
∫ aH
25ξ p
0
dw′′w′′ν−−5 w˜5 C (w˜−1) ,
(G.8)
where we have defined 2/
√
w˜ ≡ 1/√w′+1/√w′′. We see now that, as long as ν− ≪ 1
the spectrum of perturbations in the inflaton is quasi-scale invariant. To find the
normalization, we send p→ 0 in the limits of integration.
The integral can then be computed by defining the new integration variables
x′ = w′−1/4, x′′ = w′′−1/4 and going to ”polar coordinates” x′ = ρ cos θ, x′′ = ρ sin θ.
We set ν− = 0 to simplify the resulting expressions. We use the expression (G.4) for
the function C. The integrals in θ and ρ can be now computed explicitly
∫ ∞
0
dw′
w′5
∫ ∞
0
dw′′
w′′5
w˜5 C (w˜−1) = Γ(8) Γ(16)
227 π
5
2 Γ(17
2
)
× (G.9)
∫
d3q |~ǫ+(−~q) · ~ǫ+(zˆ + ~q)|2 |~q| |zˆ + ~q|+ |~q|
3/2 |zˆ + ~q|1/2(√|~q|+√|zˆ + ~q|)16 ,
where the integral in d3q can be evaluated numerically to ≃ 3.5× 10−4.
The final result is
〈φ (~p)φ (~p ′)〉 = γ δ
(3) (~p+ ~p ′)
p3
N α2
ν2+ f
2
e4πξ
H4
ξ8
(
25 ξ p
aH
)2ν−
(G.10)
where the numerical factor γ ≃ 2.1× 10−6
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We can finally find the curvature perturbation Pζ = p3H2 〈φφ〉/[2π2 Φ˙20 δ(3)(~p +
~p ′)]. Using α(H/ξ)4 e2πξ = f V ′/I, we obtain
Pζ = γ
8π4 I2
1
ξ2
(
25 ξ p
aH
)2ν−
≃ 5× 10
−2
ξ2
(
25 ξ p
aH
)2ν−
. (G.11)
If the theory contains N gauge fields, then the different contributions to the two
point function of δ ~E· ~B will sum incoherently, leading to a suppression by a factor of
N of Pζ , i.e.,
Pζ ≃ 5× 10
−2
N ξ2
(
25 ξ p
aH
)2ν−
. (G.12)
223
APPENDIX H
OPERATORS OF THE LINEARIZED THEORY OF
GRAVITY
In this appendix we write down the lower, marginal and higher dimensional oper-
ators for a linearized theory of gravity where we expand gµν = ηµν + hµν .
• Dimension-2 operators
The lowest dimension operators can only contain powers of the field, without
derivatives. At leading order,
h2 , hµνhµν (H.1)
The Pauli-Fierz mass term is
m2
4
(hµνhµν − h2) (H.2)
• Dimension-3 operators
h3 , hhαβh
β
α , h
µ
αh
α
νh
ν
µ (H.3)
• Dimension-4 operators
At dimension-4 we start to have the possibility of operators with two derivatives,
starting the next series in the derivative expansion. Those without derivatives
are
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h4 , h2hαβh
β
α , hh
α
βh
β
γh
γ
α , h
α
βh
β
γh
γ
δh
δ
α (H.4)
while those with two derivatives are the set
C(4) = {∂µhαβ∂µhαβ , ∂αhαβ∂γhγβ , ∂αh∂αh , ∂αh∂βhαβ}
(H.5)
• Dimension-5 operators
At this order we stop listing the series with zero derivatives and show the next
order terms in the series with two derivatives. These all have three powers of
the field and occur in the combinations
C4h , C(4)αβhαβ (H.6)
where C4 is defined above and
C(4)αβ = { ∂αhµν∂βhµν , ∂αh∂βh , ∂µhαβ∂µh ,
∂νhαβ∂µhµν , ∂
νhαµ∂νh
µβ , ∂νh
αν∂µh
µβ ,
∂αhµν∂νh
β
µ , ∂
αh∂µhβµ , ∂
µh∂αhβµ ,
∂νh
µν∂αhβµ} (H.7)
• Dimension-6 operators
At sixth order, the four derivative series starts. We here list only those with
four derivatives and two powers of the field.
∂α∂βh∂
α∂βh , ∂α∂βhµν∂
α∂βhµν , ∂α∂βh
µν∂µ∂νh
αβ ,
∂α∂βhµν∂
α∂νhµβ . (H.8)
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APPENDIX I
GRAVITATIONAL POTENTIALS
In this appendix, we list the various gravitational potentials used to construct the
metric.
U =
∫
d3x′
ρ′
|~x− ~x′|
Uij =
∫
d3x′
ρ′ (x− x′)i (x− x′)j
|~x− ~x′|3
Vi =
∫
d3x′
ρ′v′i
|~x− ~x′|
Wi =
∫
d3x′
ρ′~v′ · (~x− ~x′) (x− x′)i
|~x− ~x′|3
Φ1 =
∫
d3x′
ρ′v′2
|~x− ~x′| ,Φ2 =
∫
d3x′
ρ′U ′
|~x− ~x′|
Φ3 =
∫
d3x′
ρ′Π′
|~x− ~x′| ,Φ4 =
∫
d3x′
p′
|~x− ~x′|
A =
∫
d3x′
ρ′ [~v′ · (~x− ~x′)]2
|~x− ~x′|3
B =
∫
d3x′
ρ′d~v′/dt · (~x− ~x′)
|~x− ~x′|
ΦW =
∫
d3x′ρ′ρ′′
~x− ~x′
|~x− ~x′|3 ·
(
~x′ − ~x′′
|~x− ~x′′| −
~x− ~x′′
|~x′ − ~x′′|
)
.
(I.1)
These potentials satisfy the differential relations
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∇2Vi = −4πρvi , Vi,i = −U,0
∇2Φ1 = −4πρv2 , ∇2Φ2 = −4πρU
∇2Φ3 = −4πρΠ , ∇2Φ4 = −4πp
∇2 (ΦW + 2U2 − 3Φ2) = 2χ,ijU,ij
χ,00 = A+ B − Φ1 , (I.2)
where
χ = −
∫
d3x′ρ′|~x− ~x′|
χ,ij = −δijU + Uij , ∇2χ = −2U . (I.3)
In addition, consider the potential
ψi =
∫
d3x′
U ′ijρ
′
,j
|~x− ~x′| , (I.4)
such that ∇2ψi = −4πUijρ,j. Hence, we define the potential Φ5 as
∇2ψi,i ≡ ∇4Φ5 = 4πρ,iU,i − 4πUijρ,ij . (I.5)
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APPENDIX J
EXPRESSIONS USED THROUGHOUT CHAPTER 8
In this appendix we give the form of the different expressions used throughout
chapter 8.
The components of the affine connections are
(2)
Γi00 = −
1
2
(2)
g00,i ,
(4)
Γi00= −
1
2
(4)
g00,i +
(3)
g0i,0 +
1
2
(2)
gij
(2)
g00,j
(3)
Γi0j =
1
2
[
(3)
gi0,j +
(2)
gij,0 − (3)gj0,i
]
,
(3)
Γ000= −
1
2
g
(2)
00,0
(2)
Γijk =
1
2
[
(2)
gij,k +
(2)
gik,j − (2)gjk,i
]
,
(2)
Γ00i= −
1
2
(2)
g00,i
(4)
Γijk =
1
2
δip
[
(4)
gpj,k +
(4)
gpk,i − (4)gik,p
]
−1
2
(2)
gip
[
(2)
gpi,k +
(2)
gpk,i − (2)gik,p
]
. (J.1)
The lower order expressions for R and M read
(2)
R00 = −1
2
(2)
g00,ii ,
(2)
M00= 3
2
(2)
g00,ii
(2)
Rij =
1
2
[
(2)
g00,ij − (2)gkk,ij + (2)gik,kj + (2)gkj,ki − (2)gij,kk
]
(2)
Mij = 1
2
[
− (2)gik,kj − (2)gjk,ki +3 (2)gij,kk
]
(3)
Ri0 =
1
2
[
− (2)gjj,0i + (3)gj0,ij + (2)gij,j0 − (3)gi0,kk
]
(3)
Mi0 = 3
2
(2)
gi0,kk . (J.2)
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The higher order perturbations of R and M are given by (the constraint (8.36)
being imposed)
(4)
R00 = −1
2
(2)
gii,00 +
(3)
gi0,i0 −1
2
(4)
g00,kk +
1
2
(2)
gij
(2)
g00,ij
−1
4
(2)
g00,i
(2)
g00,i −1
4
(2)
g00,i
(2)
gjj,i
(4)
M00 = −9
2
(2)
g00,i
(2)
g00,i +3
(2)
gii,j
(2)
g00,j −2 (2)g00,00 +2 (4)g00,jj
−4 (3)g0j,0j −6 (2)gij (2)g00,ij +3
2
(2)
gij,k
(2)
gij,k − (2)gjk,i (2)gij,k
(4)
Mii = −3
4
(2)
gii,j
(2)
g00,j +
3
4
(2)
gkk,j
(2)
gii,j −3
2
(2)
gii,00 +
(3)
g0i,0i
−3
8
(2)
g00,i
(2)
g00,i −15
8
(2)
gik,j
(2)
gik,j +
5
4
(2)
gij,k
(2)
gkj,i
−3
2
(2)
gkp
(2)
gii,kp +
1
2
(
3
(4)
gii,kk −2 (4)gik,ik
)
, (J.3)
where the summation is implied in
(4)
Mii.
The functions Bij and Pij defined in (8.44) are given by
(4)
Bij = −δij
(
3
8
(2)
g00,k
(2)
g00,k +
3
8
(2)
gnk,m
(2)
gnk,m
−1
4
(2)
gnm,k
(2)
gkm,n
)
+
(2)
Γi00
(2)
Γj00 +
(2)
Γikm
(2)
Γjkm
+2
(2)
Γmik
(2)
Γmjk +2
(2)
Γ0i0
(2)
Γ0j0 (J.4)
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(4)
Pij =
(2)
Γ00k
(2)
Akij +
(2)
Γmkm
(2)
Akij +
(3)
A0ij,0
−3 (2)gjq,p (2)gqi,p + (2)gjq,p (2)gpq,i + (2)gjq,p (2)gpi,q +
(4)
Qkij,k
(4)
Qkij = −
1
2
(2)
gip
(
(2)
gpj,k +
(2)
gpk,j − (2)gjk,p
)
−1
2
(2)
gjp
(
(2)
gpi,k +
(2)
gpk,i − (2)gik,p
)
+
1
2
(2)
gkp
(
(2)
gpi,j +
(2)
gpj,i − (2)gij,p
)
+
(
(2)
gni
(2)
Γnjk +
(2)
gnj
(2)
Γnik −
(2)
gkm
(2)
Γijm −
(2)
gkm
(2)
Γjim
)
.
(J.5)
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APPENDIX K
LINEARIZED VERSION OF THE EQUATIONS OF
MOTION
One can use the linearized version of the equations of motion (8.7) along with the
constraint ∂βh
αβ = 0 to solve for gij to O(2) and g0i to O(3). 1 To this end, we take
the trace of (8.7), and write h in terms of T to find
(1 + a1 − 3a3)hαβ + (1− a2 + 2a4) ∂α∂βh
= −16πG
(
(2)
Tαβ −Aηαβ
(2)
T
)
(K.1)
where
A =
1− a2 + a4 + a5
2− a1 − 3a2 + 3a3 + 2a4 + 4a5 . (K.2)
Solving for the h00 component we get
h00 = 2αU , (K.3)
where
α =
2G (1− a1 − 2a2 + 3a3 + a4 + 3a5)
(1 + a1 − 3a3) (2− a1 − 3a2 + 3a3 + 2a4 + 4a5) . (K.4)
The most general solution of hij is given by
hij = σ1δijU + σ2Uij , (K.5)
1Notice that h00 = g
(2)
00 , hij = g
(2)
ij , and h0i = g
(3)
0i .
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where σ1 and σ2 are constants to be determined. Using the constraint ∂ihij = 0
we find σ1 = σ2. Then, substituting into eq. (K.1) we find that the following two
equations
2σ1(1 + a1 − 3a3) = 4G (1− a2 + a4 + a5)
2− a1 − 3a2 + 3a3 + 2a4 + 4a5 , (K.6)
and
σ1 (−1 + a1 − 3a3 + 2a2 − 4a4) = −α (1− a2 + 2a4) , (K.7)
have to be satisfied simultaneously. This can be true only if we take a4 = a5. This is
exactly what we found before in eq. (8.9). Setting α = 1, we obtain the normalized
value of σ1
σ1 =
1− a2 + 2a4
1− a1 − 2a2 + 3a3 + 4a4 , (K.8)
from which we immediately read the PPN parameter γ
γ =
1− a2 + 2a4
1− a1 − 2a2 + 3a3 + 4a4 , (K.9)
which reduces in the limiting case a1 = a2... = a5 = 0 to the GR result. The deflection
of light is proportional to γ + 1, which gives (8.17).
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APPENDIX L
SOLVING FOR
(
3
(4)
GII,KK −2
(4)
GIK,IK
)
To find gij to O(4), we need to write the i−j component of the equation of motion
(8.33) to O(4). However, since we are interested in g(4)00 to first order in a, we can
solve for g
(4)
ij to zeroth order in a. Hence, the i − j component of (8.33) reduces to
the GR result Rij +O(a) = 8πG (Tij − gijT/2). Moreover, the solution of g(4)ij should
respect the constraint (8.36).
The i − j component of the Ricci tensor can be evaluated to the fourth order to
find
(4)
gij,kk +
(4)
gkk,ij − (4)gik,kj − (4)gjk,ki= Sij (L.1)
where Sij is a complicated function of the various potentials. Contracting eq. (L.1)
results in
∇2 (4)gii − (4)gij,ij= 1
2
Sii (L.2)
while differentiating it with respect to j gives
(
∇2 (4)gii − (4)gij,ij
)
,m
= Smk,k . (L.3)
From eqs. (L.2) and (L.3) we obtain the integrability condition
(
Sij − 1
2
δijSkk
)
,i
= 0 . (L.4)
It was shown by Chandrasekhar and Nutku [64] that this condition is indeed satisfied
in GR in the PPN gauge. Since GR is a diffeomorphism-invariant theory, we conclude
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that this condition still holds when using the constraint (8.36). It was also shown in
[] that the solution of eq.(L.2) is given by
∇2 (4)gij= Sij + Ei,j + Ej,i , (L.5)
where Ei are arbitrary functions.
1 Now, using eqs. (L.2) and (L.5) we get
3
(4)
gii,kk −2 (4)gik,ik= 2Sii + 2Ei,i (L.6)
where
Sii =
1
2
(2)
g00,i
(2)
g00,i +
(2)
g00
(2)
g00,ii +
3
2
(2)
gkp,i
(2)
gkp,i +
(2)
gkp
(2)
gkp,ii
+2
(2)
gii,00 +
(2)
gkp
(2)
gii,pk − (2)gik,m (2)gim,k −1
2
(2)
gmm,k
(2)
gii,k
+
1
2
(2)
g00,k
(2)
gii,k −2 (3)g0i,0i + (4)g00,kk
−8π
(
−
(4)
T ii +3
(4)
T 00 −3 (2)g00
(2)
T 00 +
(2)
gii
(2)
T 00
)
. (L.7)
The value of
(4)
g00 can be calculated using R00 + O(a) = 8πG (T00 − g00T/2), and
imposing the constraint (8.36) to find
(4)
g00= −U2 + ΦW + 4Φ1 − 4Φ2 + 2Φ3 + 6Φ4 . (L.8)
Hence, using the dictionary in appendix F we finally obtain
Sii = ∇2
[
25
4
U2 +
5
2
ΦW + 8Φ1 +
15
2
Φ2 + 8Φ3
+
1
4
UijUij
]
. (L.9)
1Strictly speaking, since we are using only GR, the constraint (8.36) is not more than a gauge
fixing to O(2), and Ei accounts for the gauge freedom to O(4) . Although we are free to fix a gauge
and hence the values of Ei in case we were dealing only with GR, the values of these functions will
be determined upon using the consistency condition (8.24) to O(4).
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Writing Ei as the sum of the gradient and curl of a scalar and vector, i.e. Ei =
V,i + (∇× ~A),i, we find
Ei,i = ∇2V . (L.10)
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APPENDIX M
DICTIONARY
In this appendix, we give a dictionary for the different combinations that appear
in our formalism.
Using the differential relations in appendix I, we obtain to the zeroth order of a
(2)
gij,k
(2)
gij,k = ∇2
[
9
2
U2 + ΦW − 7Φ2 + 1
2
UijUij
]
(2)
gij
(2)
gij,kk = ∇2
[−2U2 − ΦW + 7Φ2]
(2)
gjk
(2)
gii,jk = ∇2
[
4U2 + 2ΦW + 2Φ2
]
(3)
g0i,0i = ∇2 [Φ1 −A− B]
(2)
g00,i
(2)
g00,i = ∇2
[
2U2 − 4Φ2
]
(2)
gii,k
(2)
gjj,k = ∇2
[
8U2 − 16Φ2
]
(2)
g00,00 = ∇2 [Φ1 −A− B]
(2)
gik,j
(2)
gij,k = ∇2
[
1
2
U2 + ΦW + Φ2 +
1
2
UijUij
]
(2)
g00,i
(2)
gkk,i = ∇2
[
4U2 − 8Φ2
]
(2)
g00
(2)
g00,kk = ∇2 [4Φ2]
(2)
gij
(2)
g00,ij = ∇2
[
2U2 + ΦW + Φ2
]
. (M.1)
One can also show
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U,ijU,ij = ∇4
(
1
4
U2 − 1
2
Φ2
)
+ 4πρ,iU,i
χ,ijkU,ijk = ∇4
(
3
4
U2 +
1
4
ΦW − 5
4
Φ2
)
+4πρ,iU,i + 2πUijρ,ij − 2πU∇2ρ
χ,ijkmχ,ijkm = ∇4
(
11
4
U2 + ΦW − 4Φ2 + 1
4
UijUij
)
+8πρ,iU,i + 4πUijρ,ij − 4πU∇2ρ
∇4Φ2 = −8πρ,iU,i + 16π2ρ2 − 4πU∇2ρ
∇4Φ4 = ∇4
(
1
2
Φ1 − 1
2
B
)
− 4πρ,iU,i + 16π2ρ2 .
(M.2)
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APPENDIX N
DISCRETE SYMMETRIES OF THE MINIMAL
VECTORIAL STANDARD MODEL MODEL
In table (N.1) we display the different discrete groups that are respected by the
Higgs and Yukawa Lagrangian, along with the bare mass terms allowed by each group
(see the section about mixing terms in chapter 9). It is not difficult to see that the set
of the discrete groups, S1 to S14, form a group G. The groups S1 to S6 prevent the
mixing of Φ1 and Φ2, but allow for some bare mass terms. In contrast, S7 to S10 kill
all bare mass terms, however they do not prevent the mixing. Finally, the groups S11
to S14 are trivial in the sense that they do not prevent the mixing nor they eliminate
any of the possible bare masses. Notice also that the set { S11, S12, S13, S14} is a
proper subgroup of G.
S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 S13 S14
Φ1 + + + - - - + + - - - - + +
Φ2 - - - + + + + + - - - - + +
ψR + - + - + + + - - + + - - +
ψL - + + + - + - + + - + - - +
cR - + + - + - - + - + - + - +
cL - + - - + + + - + - - + - +
fR - + + - + - - + - + - + - +
fL - + - - + + + - + - - + - +
bare m c, f c, f ψ c, f c, f ψ non non non non c,f,ψ c,f,ψ c,f,ψ c,f,ψ
Table N.1. The different discrete groups under which (9.8) and (9.9) are invariant.
The last row displays the bare mass terms allowed by each group.
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APPENDIX O
PHASE TRANSITION CALCULATIONS
In this appendix we work out the details of the phase transition in the presence
of two Higgs doublet as well as mirror particles ( see chapter 9) [69, 70, 71, 120].
Higgs Spectrum
To study the Higgs mass spectrum, we first write Φ1 and Φ2 as
Φ1 =
1√
2

 ψ1 + iψ2
ψ3 + iψ4

 = 1√
2

 φ+1
v√
2
+ η1 + iχ1

 ,
Φ2 =
1√
2

 ψ5 + iψ6
ψ7 + iψ8

 = 1√
2

 φ+2
v√
2
+ η2 + iχ2

 .
(O.1)
Next, we define the charged and neutral Goldstone bosonsG± andG0, and the charged
and neutral fields H± and A0

 φ±1
φ±2

 = √2

 cos β − sin β
sin β cos β



 G±
H±

 ,

 χ1
χ±2

 =

 cos β − sin β
sin β cos β



 G0
A0

 , (O.2)
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where φ−1,2 =
(
φ+1,2
)†
. The mass matrix is given by Mij = ∂i∂jV (Φ1,Φ2)|Φ1,2=〈Φ1,2〉.
Substituting (O.2) into (9.8) we obtain
m2A = −µ21 +
1
4
(h1 + h2 − 6h3 + λ1) v2 ,
m2H± = −µ21 +
1
4
(−h1 + h2 − 2h3 + λ1) v2 (O.3)
and
M2η1,η2 =

 M211 M212
M212 M
2
22

 (O.4)
where
M211 = M
2
22 = −µ2 +
1
4
(3λ1 + h1 + h2 + 2h3)v
2 ,
M212 =
1
2
(h1 + h2 + 2h3) v
2 , (O.5)
The eigenvalues of Mη1,η2 determine the mass of the CP-even fields (h0, H0)
m2h = −µ21 +
3
4
(h1 + h2 + 2h3 + λ1) v
2 ,
m2H = −µ21 −
1
4
(h1 + h2 + 2h3 − 3λ1) v2 , (O.6)
with rotation angle α = π/4 in the η1 − η2 plane.
Loop corrections and ring diagrams
By construction, we take mh to be the lightest Higgs boson, while other heavy
Higgs bosons as well as fermions run in loops of h. To this end we take Φ1 = Φ2 =
(0, φ)T/2 in (9.8) to find
V (φ) = λ(φ2 − v2)/4 . (O.7)
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At one loop and at zero temperature the Higgs-potential, involving all the field-
dependent particle masses, reads
Veff(φ) =
λ
4
(
φ2 − v2)2 + 1
2
Aφ2
+
1
64π2
∑
B
nBM
4
B(φ)
(
log
M2B(φ)
µ2
− 3
2
)
− 1
64π2
∑
F
nFM
4
F (φ)
(
log
M2F (φ)
µ2
− 3
2
)
,
(O.8)
where nB = 1 and nF = 4 are the number of degrees of freedom for scalars and
fermions, respectively. The constants A and µ can be fixed by requiring that the one
loop correction does not alter the value of the VEV, i.e. V ′eff(v) = 0 and V
′′
eff(v) = m
2
h0
.
At finite temperature, there is additional one-loop contribution that is given for
bosons and fermions, at sufficiently high temperatures, i.e. at M/T < 1.6, by
Vb,T = − π
2T 4
90
+
M2T 2
24
− M
3T
12π
− M
4
64π2
(
log
M2
T 2
− cb
)
Vf,T = − nF
[
−7π
2T 4
720
+
M2T 2
48
+
M4
64π2
(
log
M2
T 2
− cf
)]
, (O.9)
where cb = 5.40 and cf = 2.63. Moreover, one can correct the Higgs one-loop potential
by adding to the loop all the ring diagrams. This can be achieved by replacingM2 →
M2(φ, T ) in (O.9). In general, M2(φ, T ) takes the form M2(φ, T ) = M2(φ) + αT 2,
for some coefficient α that depends on the masses of W , Z and fermions. Setting
this coefficient to zero compensates for the missing active parameter space which is
a result of neglecting the low temperature expansion in our analysis.
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The field dependent mass can be found by redoing the steps that lead to (O.3)
and (O.6) after replacing v → φ, and expressing µ1, λ1, h1,2,3 in terms of the Higgs
masses computed at the VEV
m2i (φ) =
1
2
(
−m2h0 + (m2h0 + 2m2i )
φ2
v2
)
, (O.10)
where i = h,G0, G±, A,H,H±. Finally, the fermion and gauge bosons corrected
masses read
mF (φ) = mFφ/v , m
2
W (φ) = g
2
2φ
2/4 ,
m2Z = (g
2
1 + g
2
2)φ
2/4 . (O.11)
Phase transition
Substituting (O.10) and (O.11) into (O.8) and (O.9), we obtain
Vtotal(φ, T ) =
1
4
Γ4(T )φ
4 +
1
3
Γ3(T )φ
3 +
1
2
Γ2(T )φ
2 , (O.12)
where
Γ2(T ) = −λv2 + A− cb − 1.5
64π2
m2h0ω1
+
[∑
qm
2
q
2v2
+
∑
lm
2
l
6v2
+
ω1
24
+
(
g21 + 3g
2
2
)
/2
]
T 2
− ω1
64π2
m2h0 log
T 2
µ2
, (O.13)
and
242
Γ4(T ) = λ+
ω3
64π2
(
log
T 2
µ2
− 1.5 + cb
)
−
(
3
∑
qm
4
q +
∑
lm
4
l
4π2v4
)(
log
T 2
µ2
− 1.5 + cf
)
Γ3(T ) = − T
8
√
2π
ω2 , ω1 =
∑
i
(
m2h0 + 2m
2
i
)
/v2 ,
ω2 =
∑
i
(
m2h0 + 2m
2
i
)3/2
/v3
+ 3
√
2
(
2g32 + (g
2
1 + g
2
2)
3/2
)
/4 ,
ω3 =
∑
i
(
m2h0 + 2m
2
i
)2
/v4
+ 3
(
2g42 + (g
2
1 + g
2
2)
2
)
/4 , (O.14)
where the sum is over h,G0, G±, A,H,H±, and we have used the approximation
m2i (φ, T ) ≈
(
m2h0 + 2m
2
i
)
φ2/2v2 in Γ3. The first order phase transition happens
when the non-trivial minimum vc(Tc) in the potential becomes degenerate with the
minimum at the origin. Hence, (O.12) can be written as
Vtotal(φ, T ) =
1
4
Γ4(T )φ
2(φ− vc(T ))2 . (O.15)
Comparing the coefficients in (O.12) and (O.15) we obtain
vc(Tc) = −2Γ3(Tc)
3Γ4(Tc)
(O.16)
Γ2(Tc) =
Γ4(T )vc(Tc)
2
2
, (O.17)
from which we solve for Tc and vc(Tc).
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