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THERMODYNAMICS AND STABILITY OF NON-EQUILIBRIUM STEADY STATES IN OPEN
SYSTEMS – INCOMPRESSIBLE HEAT CONDUCTING VISCOUS FLUID SUBJECT TO A
TEMPERATURE GRADIENT
MARK DOSTALI´K AND VI´T PRU˚SˇA
Abstract. We consider incompressible heat conducting viscous fluid occupying a vessel with non-uniformly heated walls.
This system can attain a spatially inhomogeneous non-equilibrium steady state – the fluid is at rest and the temperature field
is determined by the steady heat equation. We show that this steady state is stable.
In particular, we design a nonnegative functional that depends on the temperature/velocity perturbation, and that vanishes
if and only if the perturbation vanishes. The functional is shown to tend to zero as time goes to infinity for any initial
perturbation. The proof is based on the method proposed by Bul´ıcˇek et al. (2017), who proposed a general method for the
construction of candidates to Lyapunov like functionals for thermodynamically open systems in continuum thermodynamics.
In the course of the proof we use minimal assumptions concerning the dissipative heating term in the evolution equation for
the temperature. We require it only to be integrable in time and space.
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1. Introduction
The everyday experience is that if a fluid is put into a vessel, and if it is not allowed to interact with the outside
environment, then it eventually comes to the rest state. Moreover, the rest state is attained irrespective of the initial state
of the fluid. The key question is whether this behaviour is also implied by the corresponding governing equations that are
used for the mathematical description of the motion of the given fluid.
In the case of a vessel that is completely isolated from the outside environment, the answer to this question is straight-
forward and positive. One can exploit basic ideas from continuum thermodynamics, see Gurtin (1973, 1975), and prove
that both the velocity and temperature field eventually reach the spatially homogeneous equilibrium rest state. (Gurtin
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(1975) in fact attributes the earliest form of these themodynamical considerations to Duhem (1911). An example of a
thermodynamically based stability analysis of a spatially homogeneous rest state in a complex fluid is given in Ma´lek et al.
(2018).) In a slightly more general case the answer to the question is much more complicated.
If we consider a vessel that is mechanically isolated from the outside environment, but it is allowed to exchange heat
with the outside environment, we are not anymore dealing with a thermodynamically isolated system. (On the formal level
this means that we change the boundary condition for the temperature from the zero Neumann boundary condition to the
Dirichlet type boundary condition.) Consequently, the basic thermodynamical concepts applicable in the stability analysis
of thermodynamically isolated systems are of no use.
However, even if we consider a vessel with walls that are kept at a given temperature, we again expect the fluid to reach
a steady state. (We investigate the motion of the fluid in the absence of external forces and we assume that the fluid density
is constant. No Oberbeck–Boussinesq approximation is considered.) The expected steady state is the state with the zero
velocity field, while the temperature field at the steady state is given by the steady heat equation. If the walls are heated in
a non-uniform fashion, then the temperature field at the steady state is spatially inhomogeneous. This means that from the
thermodynamical perspective we are dealing with a non-equilibrium (entropy producing) steady state.
Despite the increased complexity of the steady state, it is still straightforward to show that velocity field decays to zero,
see for example Serrin (1959). From the physical point of view, it is clear that the proof of the velocity field decay must
be a simple one. Indeed, the kinetic energy is, in the case of viscous fluids, spontaneously converted to the thermal energy
via the dissipative heating. If there is no mechanical energy supply from outside, then we should observe the decay of the
kinetic energy, which in turn serves one as a Lyapunov functional characterising the decay of the velocity field to the zero
velocity steady state.
Concerning the temperature field, the situation is different. First, the fluid is allowed to exchange heat with its surrounding,
and it is a priori not clear, whether we will during the evolution of the system see heat influx or outflux. Second, the thermal
energy is, in our simple case, not converted to another type of energy. It is merely rearranged in space. This is in striking
difference with the behaviour of the kinetic energy that naturally “disappears” form the system.
Consequently, the answer to the key question, that is whether the desired long time behaviour actually follows from the
governing equations, becomes rather difficult to find. In particular, any characterisation of the long time behaviour of
temperature perturbations seems to be extremely difficult to obtain, and moreover it seems that thermodynamical ideas are
in this case of no use. In fact, to our best knowledge, no proof regarding the decay of temperature perturbations is available
in the literature so far.
1.1. Main result. We investigate the key question for the fluid described by the standard incompressible Navier–Stokes–
Fourier model, and we provide positive answer to the key question. We show that thermodynamical ideas are still applicable
even if we consider stability of spatially inhomogeneous non-equilibrium steady states in thermodynamically open systems.
In particular, assuming that the solution to the governing equations is the classical one, and using the methods introduced
in Bul´ıcˇek et al. (2017) we show that
∫
Ω
ρcV,ref θ̂
⎡⎢⎢⎢⎣ 1n (1 + θ̃θ̂)
n − 1
m
(1 + θ̃
θ̂
)m + n −m
mn
⎤⎥⎥⎥⎦ dv t→+∞ÐÐÐ→ 0, (1.1)
where m,n ∈ (0,1), n > m > n
2
, see Theorem 8. Here θ̂ denotes the temperature field in the spatially inhomogeneous non-
equilibrium steady state (solution to the steady heat equation), and θ̃ denotes the temperature perturbation with respect
to θ̂, and the symbols ρ and cV,ref denote the density and the specific heat capacity at constant volume. The functional
in (1.1) is nonnegative and it vanishes if and only if the perturbation θ̃ vanishes at every point in the domain Ω of interest,
which means that (1.1) is the desired stability result. We note that (1.1) holds irrespective of the initial state of the system,
and with minimal assumptions concerning the behaviour of the dissipative heating term in the evolution equation for the
temperature.
1.2. Main issues. Before we proceed with the proof of (1.1), we briefly comment on the main issues in the analysis of long
time behaviour of the temperature perturbations. (See Section 2 for the notation and precise formulation of the long time
behaviour problem.) The first issue is the presence of the dissipative heating term 2µD ∶D in the evolution equation for the
temperature. If we were following the so-called energy method, see Joseph (1976a,b) or Straughan (2004), we would have
investigated the behaviour of the temperature perturbations θ̃ by the means of functional
∫
Ω
θ̃2 dv. (1.2)
The evolution equation for this functional is easy to obtain form the evolution equation for the perturbation. It suffices to
take the product of the evolution equation for the perturbation1 with the perturbation itself and integrate by parts, and one
arrives at the equation
ρcV,ref
d
dt
∫
Ω
θ̃2 dv = −∫
Ω
κref∇θ̃ ● ∇θ̃ dv + ∫
Ω
2µD̃ ∶ D̃ θ̃ dv + ∫
Ω
ρcV,ref (ṽ ● ∇θ̂) θ̃ dv. (1.3)
The first term on the right hand side is a nice one. It is negative and it pushes the temperature perturbation to zero.
However the second term that comes from the dissipative heating does not have a sign, and it is hard to control/estimate
1See equation (2.7c).
HEAT CONDUCTION/CONVECTION 3
unless one is willing to search for further information2 concerning the behaviour of 2µD̃ ∶ D̃. This is the reason why the
dissipative heating is neglected in most mathematical treatises on the stability of fluid motion, see Joseph (1976a,b) or
Straughan (2004).
In fact, the only piece of information that we will be allowed to use in the analysis of the evolution of temperature
perturbations is ∫ +∞
τ=0 (∫Ω 2µD̃ ∶ D̃dv) dτ < +∞, (1.4)
which means that we will know that the heat released by the dissipation of the kinetic energy is finite. However, we will not
know when and where the heat is released. In other words, the source term in the temperature evolution equation (2.7c)
could be triggered at a priori unknown time instants and spatial locations.
The second issue is that the heat flux through the boundary is in the given setting beyond our control. We do not not
know a priori whether at the given time instant and spatial location the heat flows into the domain of interest or out of
the domain of interest.
1.3. Outline of the solution to the stability problem. If the only piece of information we are willing to use is (1.4),
we can hardly expect any result concerning the decay rate of the perturbations. Consequently, if we ignore the spatial
dependence, we need to work with very weak qualitative results concerning the asymptotic behaviour of time dependent
functions. In what follows we use the following lemma concerning the behaviour of integrable functions.
Lemma 1 (Decay of integrable functions). Let y ∶ [0,+∞)↦ R+ be a continuous nonnegative function such that
∫ +∞
τ=0 y(τ)dτ ≤ C1, (1.5a)
where C1 is a constant. Moreover, let for all s, t ∈ [0,+∞), t > s, hold
y(t) − y(s) ≤ ∫ t
τ=s f(y(τ))dτ + ∫ tτ=s h(τ)dτ, (1.5b)
where f is a nondecreasing function from R+ to R+ and h is a nonnegative function such that
∫ +∞
τ=0 h(τ)dτ ≤ C2, (1.5c)
where C2 is a constant. Then
lim
t→+∞ y(t) = 0. (1.5d)
The lemma is taken from Zheng (2001), and its further generalisations can be found in Ramm and Hoang (2012). (See
also Barba˘lat lemma known in the optimal control theory, see Farkas and Wegner (2016).) Once we decide that Lemma 1
or its suitable generalisation is the right tool for stability analysis, the only remaining task is to find the quantity y(t) that
satisfies the assumptions of the lemma, and that vanishes if and only if the temperature perturbation vanishes.
First, we try to solve this problem using a Lyapunov type functional constructed via the method proposed by Bul´ıcˇek
et al. (2017). The functional constructed by the proposed method reads3
Vmeq (W̃ ∥Ŵ ) =def ∫
Ω
ρcV,ref θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)] dv + ∫
Ω
1
2
ρ ∣ṽ∣2 dv (1.6a)
and its time derivative reads
d
dt
Vmeq (W̃ ∥Ŵ ) = −∫
Ω
κref θ̂∇ ln(1 + θ̃
θ̂
) ● ∇ ln(1 + θ̃
θ̂
) dv − ∫
Ω
2µD̃ ∶ D̃
1 + θ̃
θ̂
dv + ∫
Ω
ρcV,ref (∇θ̂ ● ṽ) ln(1 + θ̃
θ̂
) dv, (1.6b)
see Section 3. We see that the first two terms on the right-hand side are negative and that the last term can be both positive
or negative depending on the actual evolution of the perturbation. Consequently, it is not clear whether the time derivative
of the proposed functional is negative. Despite these complications, the functional Vmeq introduced in (1.6a) is a promising
one for the study of the stability problem, and it is “almost” the right one. We discuss its properties in depth in Section 3.
Second, in Section 4 we rethink the construction of the prospective Lyapunov type functional Vmeq. We exploit the idea
that the stability of the rest state should be an absolute fact independent of the choice of the description of the system. In
particular, it should be independent of the choice of the temperature scale. In (1.6a) we however use the absolute temperature
which is just a convenient measure of hotness. (See for example Pippard (1964) for a thorough discussion of the concept
of temperature, and the theoretical benefits of the absolute temperature scale.) But it is not necessary to use the absolute
temperature scale in the stability analysis. Other temperature scale can be used as well.
For the alternative temperature scale, we use the scale
ϑ
ϑref
=def ( θ
θref
)1−m , (1.7)
2Further information on the product D̃ ∶ D̃ can be in the case of constant viscosity formally obtained by the multiplication of the evolution
equation for the velocity perturbation (2.7b) by the Laplacian of the velocity perturbation, see Kagei et al. (2000) for a similar manipulation,
and also the discussion of slightly compressible convection in Straughan (2004), which is based on the work of Richardson (1993). This approach
would however work only for constant viscosity, and it would allow one to prove stability of the steady state only for a restricted set of initial
perturbations (small perturbations). We however aim at unconditional result – the size of initial perturbation must not be limited. This is what
we expect intuitively from our physical system.
3See Section 2 for notation.
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where ϑ is the alternative temperature scale and ϑref and θref are some fixed reference temperatures and m ∈ (0,1). It is
straightforward to check that if m ∈ (0,1), then the alternative temperature scale preserves the ordering in the sense that
whenever ϑ1 > ϑ2 then the corresponding absolute temperatures satisfy θ1 > θ2. This means that the heat still flows in the
direction of the temperature difference and so forth. With respect to this choice of temperature scale, the fluid of interest
however virtually behaves like a fluid with a temperature dependent thermal conductivity and temperature dependent specific
heat capacity at constant volume.
For this virtual fluid we can again use the method proposed by Bul´ıcˇek et al. (2017) and construct a candidate for a
Lyapunov type functional. The benefit of this manipulation is that the non-constant specific heat at constant volume and
non-constant thermal conductivity will provide us a tool for balancing the integrand in the Lyapunov type functional and
the integrand in the damping terms in the time derivative of the Lyapunov type functional.
The Lyapunov type functional Vϑ,mmeq in the alternative temperature scale ϑ is thoroughly investigated in Section 4. If we
rewrite the functional Vϑ,mmeq using the original temperature scale θ it reads
Vϑ,mmeq (W̃ ∥Ŵ ) =def ∫
Ω
ρcV,ref θ̂
⎡⎢⎢⎢⎢⎣ θ̃θ̂ − 1m
⎛⎝(1 + θ̃θ̂)
m − 1⎞⎠
⎤⎥⎥⎥⎥⎦ dv + ∫Ω 12ρ ∣ṽ∣2 dv, (1.8a)
where m ∈ (0,1), and the time derivative of Vϑ,mmeq is given by the formula
d
dt
Vϑ,mmeq (W̃ ∥Ŵ ) = −∫
Ω
4
1 −m
m2
κref θ̂∇⎡⎢⎢⎢⎢⎣(1 + θ̃θ̂)
m
2 − 1⎤⎥⎥⎥⎥⎦ ● ∇
⎡⎢⎢⎢⎢⎣(1 + θ̃θ̂)
m
2 − 1⎤⎥⎥⎥⎥⎦ dv − ∫Ω 2µD̃ ∶ D̃(1 + θ̃
θ̂
)1−m dv
− ∫
Ω
ρcV,ref (∇θ̂ ● ṽ) 1 −m
m
⎡⎢⎢⎢⎣(1 + θ̃θ̂)
m − 1⎤⎥⎥⎥⎦ . (1.8b)
Using this manipulation we obtain a whole class of functionals that are again almost appropriate for the stability analysis.
Third, we conclude our analysis by exploiting Lemma 1. Using the family of functionals (1.8a) we derive, see Section 5,
the inequality
d
dt
(Vϑ,mmeq − Vϑ,nmeq) ≤ −Km,n (Vϑ,mmeq − Vϑ,nmeq) +Hm,n, (1.9)
where Km,n is a constant, Hm,n is a nonnegative function integrable with respect to time, and m,n ∈ (0,1), n > m > n
2
.
In (1.9) it is straightforward to show that the quantity
Ym,n(t) =def Vϑ,mmeq − Vϑ,nmeq = ∫
Ω
ρcV,ref θ̂
⎡⎢⎢⎢⎣ 1n (1 + θ̃θ̂)
n − 1
m
(1 + θ̃
θ̂
)m + n −m
mn
⎤⎥⎥⎥⎦ dv (1.10)
is a nonnegative quantity that vanishes if and only if the temperature perturbation θ̃ vanishes. Using (1.9) we can conclude
that the function Ym,n(t) has a finite integral if integrated over time from zero to infinity,
∫ +∞
τ=0 Ym,n(τ)dτ ≤ Cm,n1 , (1.11)
where Cm,n1 is a positive constant. Estimating the the right-hand side of (1.9) by its absolute value we also see that Ym,n
satisfies the inequality
dYm,n
dt
≤Km,nYm,n +Hm,n, (1.12)
where Hm,n is a nonnegative function that possesses a finite integral if integrated with respect to time from zero to infinity,
∫ +∞
τ=0 Hm,n(τ)dτ ≤ Cm,n2 , (1.13)
where Cm,n2 is a positive constant. Inequality (1.9) and Lemma 1 therefore allow us to conclude that Ym,n(t) t→+∞ÐÐÐ→ 0,
which means that
∫
Ω
ρcV,ref θ̂
⎡⎢⎢⎢⎣ 1n (1 + θ̃θ̂)
n − 1
m
(1 + θ̃
θ̂
)m + n −m
mn
⎤⎥⎥⎥⎦ dv t→+∞ÐÐÐ→ 0. (1.14)
This is the desired stability result, see Theorem 8.
2. Preliminaries
Let us now introduce the notation and let us give a precise formulation of the problem. The notation regarding the
evolution equations is the standard one. Concerning the stability analysis we follow Bul´ıcˇek et al. (2017), and concerning
the thermodynamical background of the governing equations we follow Ma´lek and Pr˚usˇa (2017).
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2.1. Governing equations. The fluid of interest is assumed to be the standard incompressible heat conducting viscous
fluid (incompressible Navier–Stokes–Fourier fluid). In particular, we do not use any form of Oberbeck–Boussinesq type
approximation, we just consider a fluid with a constant density. The governing equations for the standard Navier–Stokes–
Fourier fluid in the absence of external forces read
divv = 0, (2.1a)
ρ
dv
dt
= −∇p + div (2µD) , (2.1b)
ρcV,ref
dθ
dt
= div (κref∇θ) + 2µD ∶D, (2.1c)
where θ denotes the absolute temperature and v denotes the velocity. Symbols ρ, µ, cV,ref and κref denote the density, the
viscosity, the specific heat at constant volume and the thermal conductivity, and all these material parameters are assumed
to be positive constants. Further, the symbol
D =def 1
2
(∇v +∇v⊺) (2.2)
denotes the symmetric part of the velocity gradient, and d
dt
= ∂
∂t
+ v ● ∇ denotes the material time derivative.
2.2. Boundary conditions. The boundary conditions are the standard boundary conditions for thermal convection. We
consider a fluid in a closed vessel Ω such that
v∣∂Ω = 0, (2.3a)
θ∣∂Ω = θbdr, (2.3b)
where θbdr is a given function. In particular, we are interested in the case when θbdr is a nontrivial function of position. We
note that the temperature given by the evolution equations (2.1) subject to boundary conditions (2.3) remains positive.
2.3. Non-equilibrium steady state. The non-equilibrium steady state Ŵ =def [v̂, θ̂, p̂] solves equations
0 = −∇p̂, (2.4a)
0 = div (κref∇θ̂) , (2.4b)
with boundary conditions
v̂∣∂Ω = 0, (2.5a)
θ̂∣
∂Ω
= θbdr, (2.5b)
which means that the fluid is at rest, v̂ = 0, and the temperature field is given by the standard heat conduction equation (2.4b)
with Dirichlet boundary condition (2.3b). If θbdr is a nontrivial function of position, then the solution θ̂ to (2.4b) is a spatially
inhomogeneous function. Moreover, the entropy production, see Section 2.6, is a nonzero quantity, hence the steady state is
from the physical point of view a non-equilibrium steady state. (Entropy is being produced.)
2.4. Evolution equations for a perturbation to the non-equilibrium steady state. The velocity/temperature/pressure
fields W = [v, θ,m] are split to the steady part Ŵ = [v̂, θ̂, p̂] and the perturbation W̃ =def [ṽ, θ̃, p̃], that is⎡⎢⎢⎢⎢⎢⎣
v
θ
p
⎤⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎣
v̂
θ̂
p̂
⎤⎥⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎢⎣
ṽ
θ̃
p̃
⎤⎥⎥⎥⎥⎥⎦ . (2.6)
The governing equations for the triple W̃ = [ṽ, θ̃, p̃] are
div ṽ = 0, (2.7a)
ρ(∂ṽ
∂t
+ (ṽ ● ∇) ṽ) = −∇p̃ + div (2µD̃) , (2.7b)
ρcV,ref (∂θ̃
∂t
+ (ṽ ● ∇) θ̃) + ρcV,ref (ṽ ● ∇) θ̂ = div (κref∇θ̃) + 2µD̃ ∶ D̃. (2.7c)
These equations are easy to obtain from the fact that W as well as Ŵ solve the governing equations (2.1). The initial
conditions for the full evolution equations read
v∣t=0 = vinit, (2.8a)
θ∣t=0 = θinit, (2.8b)
which implies that the initial conditions for the perturbation are
ṽ∣t=0 = vinit, (2.9a)
θ̃∣
t=0 = θinit − θ̂. (2.9b)
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Clearly, the boundary conditions for the perturbation are derived from (2.3), which upon using the fact that the steady
state fulfills the boundary condition (2.5), leads to
ṽ∣∂Ω = 0, (2.10a)
θ̃∣
∂Ω
= 0. (2.10b)
2.5. Stability problem. The task is to show that the perturbation vanishes as the time goes to infinity,
W̃
t→+∞ÐÐÐ→ 0. (2.11)
The exact meaning of the convergence can be specified at will in the sense that it can be specifically tailored for the problem.
In our setting and for the temperature perturbation the meaning of (2.11) will be (1.1).
2.6. Constitutive relations and basic thermodynamical quantities. For the sake of completeness let us also recall
some basic facts concerning the thermodynamical background of the governing equations. We need some basic thermody-
namics in the construction of Lyapunov type functionals via the method proposed by Bul´ıcˇek et al. (2017). The specific
Helmholtz free energy for the incompressible Navier–Stokes–Fourier fluid is given by the formula
ψ =def −cV,refθ (ln( θ
θref
) − 1) . (2.12)
The specific Helmholtz free energy ψ in the form (2.12) leads to the following formulae for the specific entropy η and the
specific internal energy e,
η = cV,ref ln( θ
θref
) , (2.13a)
e = cV,refθ. (2.13b)
The heat flux vector is given by the Fourier law
jq =def −κref∇θ. (2.13c)
and the Cauchy stress tensor is given as
T =def −pI + 2µD. (2.13d)
If the heat flux is given by (2.13c) and the Cauchy stress tensor is given by (2.13d), then the evolution equation for the
entropy reads
ρ
dη
dt
= ζth
θ
+ ζmech
θ
− div jη, (2.14)
where ζth
θ
and ζth
θ
denote the entropy production terms related to the thermal and mechanical quantities, and jη denotes
the entropy flux. In our setting we have
ζmech =def 2µD ∶D, (2.15a)
ζth =def κref ∣∇θ∣2
θ
, (2.15b)
jη =def jq
θ
(2.15c)
and the explicit evolution equation for the entropy reads
ρ
dη
dt
= 2µD ∶D
θ
+ κref ∇θ ● ∇θ
θ2
+ div (κref ∇θ
θ
) . (2.16)
3. A candidate for a Lyapunov type functional
Bul´ıcˇek et al. (2017) have proposed a thermodynamically based method for a systematic construction of a candidate for
a Lyapunov type functional. We shall exploit this method, and we show that although the functional being constructed is
not a genuine Lyapunov functional, it is still extremely useful in the stability analysis. (We will not be able to show that
the time derivative of the functional is negative.) The key findings of this section can be summarised as follows.
Lemma 2 (Lyapunov type functional and its time derivative). Let us consider the velocity/temperature perturbation θ̃, ṽ
governed by equations (2.7). Let us define the functional
Vmeq (W̃ ∥Ŵ ) =def ∫
Ω
[ρcV,ref θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)] + 1
2
ρ ∣ṽ∣2] dv, (3.1)
where we use the notation introduced in Section 2. The functional remains nonnegative for all possible temperature perturba-
tions θ̃
θ̂
∈ (−1,+∞), and it vanishes if and only if the perturbation θ̃ vanishes everywhere in the domain of interest. Further,
the time derivative of the functional is given by the formula
d
dt
Vmeq (W̃ ∥Ŵ ) = −∫
Ω
κref θ̂∇ ln(1 + θ̃
θ̂
) ● ∇ ln(1 + θ̃
θ̂
) dv − ∫
Ω
2µD̃ ∶ D̃
1 + θ̃
θ̂
dv + ∫
Ω
ρθ̂ṽ ● ∇ [cV,ref ln(1 + θ̃
θ̂
)] dv. (3.2)
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Lemma 3 (On boundedness of some integrals). Let us consider the velocity/temperature perturbation θ̃, ṽ governed by
equations (2.7). Then the dissipative heating term possesses a finite time-space integral,
∫ +∞
τ=0 (∫Ω 2µD̃ ∶ D̃dv) dτ < +∞. (3.3a)
Further, the following integrals are also finite
∫ +∞
τ=0
⎛⎜⎝∫Ω 2µD̃ ∶ D̃1 + θ̃
θ̂
dv
⎞⎟⎠ dτ < +∞, (3.3b)
∫ +∞
τ=0 (∫Ω κref θ̂∇ ln(1 + θ̃θ̂) ● ∇ ln(1 + θ̃θ̂) dv) dτ < +∞, (3.3c)
∫ +∞
τ=0 (∫Ω ρθ̂ṽ ● ∇ [cV,ref ln(1 + θ̃θ̂)] dv) dτ = ∫ +∞τ=0 (∫Ω ρcV,ref (∇θ̂ ● ṽ) ln(1 + θ̃θ̂) dv) dτ < +∞. (3.3d)
Note that Lemma 3 shows that all the terms on the right-hand side of (3.2) have bounded integrals if integrated with
respect to time from zero to infinity. The reader who is not interested in the proof of the lemmas, and in the physical
underpinnings of the construction of the functional (3.1) can skip the rest of this section.
3.1. Construction of a candidate for a Lyapunov type functional. The candidate for a Lyapunov type functional
is, according to Bul´ıcˇek et al. (2017), defined asVmeq (W̃ ∥Ŵ ) = −{Sθ̂(W̃ ∥Ŵ ) − E(W̃ ∥Ŵ )} , (3.4)
where Sθ̂(W̃ ∥Ŵ ) =def Sθ̂ (Ŵ + W̃ ) − Sθ̂ (Ŵ ) − DSθ̂ (W )∣W=Ŵ [W̃ ] , (3.5a)E(W̃ ∥Ŵ ) =def Etot (Ŵ + W̃ ) −Etot (Ŵ ) − DEtot (W )∣W=Ŵ [W̃ ] , (3.5b)
and the functionals Sθ̂ (W ) and Etot (W ) are defined as
Sθ̂ (W ) =def ∫
Ω
ρθ̂η(W )dv, (3.6a)
Etot (W ) =def ∫
Ω
(ρe(W ) + 1
2
ρ ∣v∣2) dv. (3.6b)
The symbols DSθ̂ (W )∣W=Ŵ [W̃ ] and DEtot (W )∣W=Ŵ [W̃ ] denote the Gaˆteaux derivative4 of the given functionals at
point Ŵ in the direction W̃ .
We note that (3.6b) represents the net total energy in the domain of interest, while (3.6a) represents the reduced net
total entropy in the domain. (If θ̂ were not present in (3.6a) we would be dealing with the net total entropy in the domain.)
In our case, the specific entropy η and specific internal energy e are given by formulae (2.13)
η(W ) =def cV,ref ln( θ
θref
) , (3.7a)
e(W ) =def cV,refθ. (3.7b)
The derivatives of the functionals read
DWSθ̂(W )∣W=Ŵ [W̃ ] = ∫Ω ρcV,ref θ̃ dv, (3.8a)
DWEtot(W )∣W=Ŵ [W̃ ] = ∫
Ω
(ρcV,ref θ̃ + ρv̂ ● ṽ) dv. (3.8b)
Consequently, it is easy to see that the particular formula for Sθ̂(W̃ ∥Ŵ ) reads
Sθ̂(W̃ ∥Ŵ ) = ∫
Ω
ρcV,ref θ̂ [ln(1 + θ̃
θ̂
) − θ̃
θ̂
] dv, (3.9)
while the formula for E(W̃ ∥Ŵ ) reads E(W̃ ∥Ŵ ) = ∫
Ω
1
2
ρ ∣ṽ∣2 dv. (3.10)
Finally, the formula for the candidate for a Lyapunov type functional reads
Vmeq (W̃ ∥Ŵ ) = ∫
Ω
[ρcV,ref θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)] + 1
2
ρ ∣ṽ∣2] dv. (3.11)
It is straightforward to check that the proposed functional vanishes if and only if the perturbation vanishes, and that the
functional is nonnegative.
4 Let us recall that the Gaˆteaux derivative DM(x)[y] of a functional M at point x in the direction y is defined as DM(x)[y] =def
lims→0 M(x+sy)−M(x)s which is tantamount to DM(x)[y] =def ddsM(x + sy)∣s=0. If it is necessary to emphasize the variable against which we
differentiate, we also write DxM(x)[y] instead of DM(x)[y].
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3.2. Time derivative of the candidate for a Lyapunov type functional. It remains to investigate the time derivative
of the candidate for a Lyapunov type functional Vmeq. If we were dealing with a genuine Lyapunov functional we would like
to show that it is negative. It holds
d
dt
Vmeq (W̃ ∥Ŵ ) = − d
dt
{Sθ̂ (Ŵ + W̃ ) − Sθ̂ (Ŵ ) − DSθ̂ (W )∣W=Ŵ [W̃ ]}
+ d
dt
{Etot (Ŵ + W̃ ) −Etot (Ŵ ) − DEtot (W )∣W=Ŵ [W̃ ]}
= − d
dt
{∫
Ω
ρcV,ref θ̂ ln( θ̂ + θ̃
θref
) dv − ∫
Ω
ρcV,ref θ̂ ln( θ̂
θref
) dv − ∫
Ω
ρcV,ref θ̃ dv}
+ d
dt
Etot (Ŵ + W̃ ) − d
dt
Etot (Ŵ ) − d
dt
∫
Ω
ρcV,ref θ̃ dv − ∫
Ω
ρv̂ ● ṽ dv
= −∫
Ω
ρθ̂
∂η̃
∂t
dv + d
dt
Etot (Ŵ + W̃ ) , (3.12)
where we have denoted
η̃ =def η(Ŵ + W̃ ) − η(Ŵ ). (3.13)
Note that the explicit formula for the entropy implies that
η̃ = cV,ref ln(1 + θ̃
θ̂
) . (3.14)
(Recall that we are investigating the stability of the non-equilibrium steady state Ŵ that does not evolve in time and where
v̂ = 0.) Consequently, we can work with a very simple formula
d
dt
Vmeq (W̃ ∥Ŵ ) = −∫
Ω
ρθ̂
∂η̃
∂t
dv + d
dt
Etot (Ŵ + W̃ ) (3.15)
We can observe that the same formula as (3.15) holds even if the specific heat at constant volume cV,ref is a function of
the temperature. In the general case we would get
d
dt
Vmeq (W̃ ∥Ŵ ) = − d
dt
{Sθ̂ (Ŵ + W̃ ) − Sθ̂ (Ŵ ) − DSθ̂ (W )∣W=Ŵ [W̃ ]}
+ d
dt
{Etot (Ŵ + W̃ ) −Etot (Ŵ ) − DEtot (W )∣W=Ŵ [W̃ ]}
= − d
dt
{∫
Ω
ρθ̂η(Ŵ + W̃ )dv − ∫
Ω
ρθ̂η(Ŵ )dv − ∫
Ω
ρθ̂
∂η
∂θ
∣
θ=θ̂ θ̃ dv}+ d
dt
Etot (Ŵ + W̃ ) − d
dt
Etot (Ŵ ) − d
dt
∫
Ω
ρ
∂e
∂θ
∣
θ=θ̂ θ̃ dv − ∫Ω ρv̂ ● ṽ dv. (3.16)
However, we know that the thermodynamical identity
θ
∂η
∂θ
(ρ, θ) = ∂e
∂θ
(ρ, θ) (3.17)
holds also even if we are dealing with the non-constant specific heat capacity. Consequently, using the identity, we see
that (3.16) again simplifies to
d
dt
Vmeq (W̃ ∥Ŵ ) = −∫
Ω
ρθ̂
∂η̃
∂t
dv + d
dt
Etot (Ŵ + W̃ ) , (3.18)
irrespective of the particular formula for the specific heat capacity. The relative entropy η̃ is in this case still given by the
formula (3.13), but the explicit expression for the relative entropy will be different from (3.14), which is a formula for the
relative entropy in the case of temperature independent specific heat at constant volume.
Let us return back to (3.15). The evolution equation for the entropy reads
ρ
dη
dt
= ζth
θ
+ ζmech
θ
− div jη. (3.19)
This implies that
ρ
dη
dt
(Ŵ ) = ζth (Ŵ )
θ̂
+ ζmech (Ŵ )
θ̂
− div(jq(Ŵ )
θ̂
) , (3.20a)
ρ
dη
dt
(Ŵ + W̃ ) = ζth (Ŵ + W̃ )
θ̂ + θ̃ + ζmech (Ŵ + W̃ )θ̂ + θ̃ − div(jq(Ŵ + W̃ )θ̂ + θ̃ ) . (3.20b)
The relation between the temperature and the entropy is, for the model we are interested in, given by the formula (2.13a).
Further, the formulae for the thermal part of the entropy production ζth and the heat flux jq are (2.15a) and (2.13c), which
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implies that
ζth(W )
θ
= κref
c2V,ref
{∇η(W )} ● {∇η(W )} , (3.21a)
jq(W )
θ
= − κref
cV,ref
∇η(W ). (3.21b)
Observations (3.21) and evolution equations (3.20) yield5 the evolution equation for the “relative entropy” (3.13) in the form
ρ
∂η̃
∂t
= κref
c2V,ref
∇η̃ ●∇η̃+ 2κref
c2V,ref
∇η̃ ●∇η̂+div( κref
cV,ref
∇η̃)+⎡⎢⎢⎢⎢⎣
ζmech (Ŵ + W̃ )
θ̂ + θ̃ − ζmech (Ŵ )θ̂
⎤⎥⎥⎥⎥⎦−ρ [(v̂ + ṽ) ● ∇η̃ + ṽ ● ∇η̂] . (3.22)
If we take into account that in our case we have v̂ = 0, and that the mechanical part of the entropy production ζmech is
given by (2.15a), then (3.22) reduces to
ρ
∂η̃
∂t
= κref
c2V,ref
∇η̃ ● ∇η̃ + 2κref
c2V,ref
∇η̃ ● ∇η̂ + div( κref
cV,ref
∇η̃) + 2µD̃ ∶ D̃
θ̂ + θ̃ − ρ [ṽ ● ∇η̃ + ṽ ● ∇η̂] . (3.23)
On the other hand, the evolution equations for the net total energy Etot read
d
dt
Etot (Ŵ + W̃ ) = ∫
Ω
div (T (Ŵ + W̃ ) (v̂ + ṽ)) dv − ∫
Ω
div jq (Ŵ + W̃ ) dv, (3.24a)
d
dt
Etot (Ŵ ) = ∫
Ω
div (T (Ŵ ) v̂) dv − ∫
Ω
div jq (Ŵ ) dv. (3.24b)
Note that since we deal with a steady non-equilibrium state Ŵ , then the left-hand side of (3.24b) is in fact zero. Subtract-
ing (3.24a) and (3.24b) yields
d
dt
Etot (Ŵ + W̃ ) = ∫
Ω
div (κref∇θ̃) dv, (3.25)
where we have used the specific constitutive relations for the incompressible Navier–Stokes–Fourier fluid, and the fact
that v̂ = 0 and that ṽ vanishes (or is periodic) on the boundary. Now we are in the position to substitute into (3.15).
Using (3.25) and (3.23) in (3.15) yields
d
dt
Vmeq (W̃ ∥Ŵ ) = −∫
Ω
κref
c2V,ref
θ̂∇η̃ ● ∇η̃ dv − ∫
Ω
2κref
c2V,ref
θ̂∇η̃ ● ∇η̂ dv − ∫
Ω
θ̂ div( κref
cV,ref
∇η̃) dv − ∫
Ω
2µD̃ ∶ D̃ θ̂
θ̂ + θ̃ dv+ ∫
Ω
ρθ̂ [ṽ ● ∇η̃ + ṽ ● ∇η̂] dv + ∫
Ω
div (κref∇θ̃) dv. (3.26)
Now we can utilise the lesson learned in the analysis of the simpler heat conduction problem in a rigid body, see Bul´ıcˇek
et al. (2017) for details, and we can manipulate (3.26) to the form
d
dt
Vmeq (W̃ ∥Ŵ ) = −∫
Ω
κref
c2V,ref
θ̂∇η̃ ● ∇η̃ dv − ∫
Ω
2µD̃ ∶ D̃ θ̂
θ̂ + θ̃ dv + ∫Ω ρθ̂ [ṽ ● ∇η̃ + ṽ ● ∇η̂] dv. (3.27)
The reader who wants to follow the detailed computation is referred to Appendix A, where we in fact derive evolution
equations for the integrand in the Lyapunov type functional, that is for the quantity
vmeq (W̃ ∥Ŵ ) =def ρcV,ref θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)] + 1
2
ρ ∣ṽ∣2 . (3.28)
Formula (3.27) is in fact obtained via the integration of (A.20) over the domain of interest and upon using the fact that vmeq
as well ∇vmeq vanish on the boundary, see (A.21). Further, formula (3.27) is also derived in Appendix B, where we work
with the functional itself, and we consider more general case of a temperature dependent heat conductivity.
Finally, we can observe that ∫
Ω
ρθ̂ṽ ● ∇η̂ dv = 0. (3.29)
(This again follows from Stokes theorem and the fact that θ̂∇η̂ can be rewritten as ∇F (θ̂).) Consequently, we get
d
dt
Vmeq (W̃ ∥Ŵ ) = −∫
Ω
κref
c2V,ref
θ̂∇η̃ ● ∇η̃ dv − ∫
Ω
2µD̃ ∶ D̃ θ̂
θ̂ + θ̃ dv + ∫Ω ρθ̂ṽ ● ∇η̃ dv, (3.30)
which finishes the proof of Lemma 2.
The formulae for the time derivative of the proposed functional are summarised in Summary 1 and Summary 2. In the
first case we write the functional and its time derivative as a function of the temperature, in the other case we write the
functional and its time derivative as a function of the “relative entropy” η̃.
5Recall that the material time derivative in (3.20b) is taken with respect to the perturbed velocity field, that is dη
dt
(Ŵ + W̃ ) = ∂η
∂t
(Ŵ +
W̃ ) + (v̂ + ṽ) ● ∇η(Ŵ + W̃ ), while the material time derivative in (3.20a) is taken with respect to the reference steady velocity field, that is
dη
dt
(Ŵ ) = ∂η
∂t
(Ŵ ) + v̂ ● ∇η(Ŵ ).
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Summary 1: A candidate for a Lyapunov type functional and its derivative – temperature representa-
tion
Lyapunov functional for the stability of the non-equilibrium steady state [θ̂, v̂]:
Vmeq (W̃ ∥Ŵ ) =def ∫
Ω
[ρcV,ref θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)] + 1
2
ρ ∣ṽ∣2] dv
Time derivative of Lyapunov functional:
d
dt
Vmeq (W̃ ∥Ŵ ) = −∫
Ω
κref θ̂∇ ln(1 + θ̃
θ̂
) ● ∇ ln(1 + θ̃
θ̂
) dv − ∫
Ω
2µD̃ ∶ D̃
1 + θ̃
θ̂
dv + ∫
Ω
ρθ̂ṽ ● ∇ [cV,ref ln(1 + θ̃
θ̂
)] dv
Summary 2: A candidate for a Lyapunov type functional and its derivative – relative entropy repre-
sentation
Relative entropy η̃ =def η(θ̂ + θ̃) − η(θ̂):
η̃ = cV,ref ln(1 + θ̃
θ̂
)
Lyapunov functional for the stability of the non-equilibrium steady state [θ̂, v̂], rewritten in terms of η̃:
Vmeq (W̃ ∥Ŵ ) =def ∫
Ω
[ρcV,ref θ̂ [e η̃cV,ref − 1 − η̃
cV,ref
] + 1
2
ρ ∣ṽ∣2] dv
Time derivative of Lyapunov functional rewritten in terms of η̃:
d
dt
Vmeq (W̃ ∥Ŵ ) = −∫
Ω
κref
c2V,ref
θ̂∇η̃ ● ∇η̃ dv − ∫
Ω
2µD̃ ∶ D̃ e− η̃cV,ref dv + ∫
Ω
ρθ̂ṽ ● ∇η̃ dv
Note that the last term in (3.30) can be also rewritten in a different form. Using the Stokes theorem and the fact that the
perturbation velocity ṽ as well as η̃ vanish on the boundary, and that the perturbation velocity field has zero divergence,
we see that ∫
Ω
ρθ̂ṽ ● ∇η̃ dv = ∫
Ω
ρ (∇θ̂ ● ṽ) η̃ dv. (3.31)
This manipulation also shows that if we are dealing with a spatially homogeneous field θ̂, then the term vanishes.
All the terms on the left hand side of (3.30) are at least “quadratic” in the perturbation as expected. We see that the first
two terms on the right hand side have a sign, while the last term is indefinite. The presence of the last term prohibits one
to show that the time derivative of the functional Vmeq (W̃ ∥Ŵ ) is, for a non-constant θ̂, nonpositive. Consequently, Vmeq
can not directly serve as a Lyapunov type functional. (Unless we are willing to estimate the term using the other terms.) It
however turns out that (3.30) might be still used in the stability analysis.
3.3. Estimate on the time derivative of the candidate for a Lyapunov type functional. The evolution equation
for the perturbation velocity reads
ρ
dṽ
dt
= −∇p̃ + div (2µD̃) , (3.32)
which upon testing by the perturbation velocity ṽ yields
ρ
2
d
dt
∥ṽ∥2L2(Ω) = −∫
Ω
2µD̃ ∶ D̃dv. (3.33)
(Recall that ṽ satisfies zero Dirichlet boundary conditions.) Integrating (3.33) with respect to time, we get
ρ
2
∥ṽ∥2L2(Ω) = ρ2 ∥ṽ∥2L2(Ω)∣t=0 − ∫ tτ=0 (∫Ω 2µD̃ ∶ D̃dv) dτ. (3.34)
Since ρ
2
∥ṽ∥2L2(Ω) is a positive quantity, we see that (3.34) implies that
∫ t
τ=0 (∫Ω 2µD̃ ∶ D̃dv) dτ < +∞. (3.35)
This is an important, yet trivial finding, and we will formulate it, for the sake of further reference, as Lemma 3, equa-
tion (3.3a).
Moreover, if the viscosity is constant, then we get, using the standard manipulation based on Poincare´ and Korn inequal-
ity6, the following estimate on the time derivative of the norm ∥ṽ∥2L2(Ω) of the perturbed velocity field
ρ
2
d
dt
∥ṽ∥2L2(Ω) ≤ − µCP ∥ṽ∥2L2(Ω) , (3.36)
6Various auxiliary tools from the theory of function spaces are for readers convenience summarised in Appendix C.
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which yields ∥ṽ∥2L2(Ω) ≤ ∥ṽ∥2L2(Ω)∣t=0 e− 2µCP ρ t. (3.37)
(Note that if we were dealing the the temperature dependent viscosity, it would be sufficient to have the viscosity that is
bounded from below, and we would still get an exponential decay of the net kinetic energy.)
Using (3.37) and the ε–Young inequality ab ≤ εa2 + b2
4ε
then gives us7
∣∫
Ω
ρ (ṽ ● ∇θ̂) η̃ dv∣ ≤ ρmax
x∈Ω ∣∇θ̂∣∫Ω ∣ṽ∣ ∣η̃∣ dv ≤ ερmaxx∈Ω ∣∇θ̂∣ ∥η̃∥2L2(Ω) + 14ερmaxx∈Ω ∣∇θ̂∣ ∥ṽ∥2L2(Ω)≤ ερmax
x∈Ω ∣∇θ̂∣ ∥η̃∥2L2(Ω) + 14ερmaxx∈Ω ∣∇θ̂∣ ∥ṽ∥2L2(Ω)∣t=0 e− 2µCP ρ t. (3.38)
Concerning the last term on the right hand side of (3.38), we can exploit the fact that ε can be chosen arbitrarily small,
hence it can be always dominated by the first term on the right hand side of (3.30). Indeed, using again Poincare´ inequality8
we get − ∫
Ω
κref
c2V,ref
θ̂∇η̃ ● ∇η̃ dv ≤ −(min
x∈Ω θ̂) κrefc2V,ref ∫Ω∇η̃ ● ∇η̃ dv ≤ −(minx∈Ω θ̂) κrefCP c2V,ref ∥η̃∥2L2(Ω) . (3.39)
Consequently, the formula (3.30) for the time derivative of the proposed Lyapunov type functional can be rewritten as
d
dt
Vmeq (W̃ ∥Ŵ ) ≤ −⎛⎝ κrefCP c2V,ref minx∈Ω θ̂ − ερmaxx∈Ω ∣∇θ̂∣⎞⎠ ∥η̃∥2L2(Ω)−∫Ω 2µD̃ ∶D̃ θ̂θ̂ + θ̃ dv+ ρ4ε maxx∈Ω ∣∇θ̂∣ ∥ṽ∥2L2(Ω)∣t=0 e− 2µCP ρ t, (3.40a)
where the coefficient multiplying the the term ∥η̃∥2L2(Ω) that is
Cη̃ =def κref
CP c2V,ref
min
x∈Ω θ̂ − ερmaxx∈Ω ∣∇θ̂∣ (3.40b)
can be made positive by a suitable choice of the parameter ε. (Note that (3.40b) is always positive if the steady state
temperature field is spatially homogeneous.) Therefore, the structure of the estimate on the time derivative is a very nice
one. It contains nonpositive terms and a positive term that decays in time to zero.
3.4. Boundedness of some integrals. Inequality (3.40a) can be gainfully exploited in the proof of the boundedness of
some integrals, which is of interest in Lemma 3. The last term on the right-hand side of (3.40a) is integrable with respect
to time, that is ∫ +∞
τ=0 ρ4ε maxx∈Ω ∣∇θ̂∣ ∥ṽ∥2L2(Ω)∣t=0 e− 2µCP ρ τ dτ < +∞, (3.41)
which follows from the direct integration of the exponential. Further the integration of (3.40a) with respect to time yields
Vmeq (W̃ ∥Ŵ ) ≤ Vmeq (W̃ ∥Ŵ )∣t=0−∫ tτ=0Cη̃ ∥η̃∥2L2(Ω) dτ−∫ tτ=0 ⎛⎜⎝∫Ω 2µD̃ ∶ D̃1 + θ̃
θ̂
dv
⎞⎟⎠ dτ+∫ tτ=0 ρ4ε maxx∈Ω ∣∇θ̂∣ ∥ṽ∥2L2(Ω)∣t=0 e− 2µCP ρ τ dτ,
(3.42)
and since Vmeq is a nonnegative quantity, we see that the first two integrals on the right hand side must be bounded. In
particular, we get
∫ +∞
τ=0
⎛⎜⎝∫Ω 2µD̃ ∶ D̃1 + θ̃
θ̂
dv
⎞⎟⎠ dτ < +∞, (3.43a)
∫ +∞
τ=0 ∥η̃∥2L2(Ω) dτ < +∞. (3.43b)
Now we can use (3.43b) and (3.41) in (3.38), and we can conclude that
∫ +∞
τ=0 (∫Ω ρ (ṽ ● ∇θ̂) η̃ dv) dτ < +∞, (3.44a)
which in the virtue of (3.31) also means that
∫ +∞
τ=0 (∫Ω ρθ̂ṽ ● ∇η̃ dv) dτ < +∞. (3.44b)
Finally, once we have (3.44) we can go back to (3.30), and use the same argument as before, and show that
∫ +∞
τ=0
⎛⎝∫Ω κrefc2V,ref θ̂∇η̃ ● ∇η̃ dv⎞⎠ dτ < +∞. (3.45)
7In carrying out the estimates we do not care for the correct physical dimension of the corresponding terms. Indeed, if we formally investigate
the terms on the right hand side of (3.38), we see that they have a different physical dimension. This is easy to fix by an appropriate readjustment
of the constants or by using dimensionless variables. It would however introduce, from the current perspective, unnecessarily complications into
the process.
8See Appendix C for a list of auxiliary tools from the theory of Lebesgue and Sobolev spaces.
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Indeed integrating (3.30) with respect to time we get
Vmeq (W̃ ∥Ŵ ) = Vmeq (W̃ ∥Ŵ )∣t=0 − ∫ +∞τ=0 ⎛⎝∫Ω κrefc2V,ref θ̂∇η̃ ● ∇η̃ dv⎞⎠ dτ − ∫ +∞τ=0
⎛⎜⎝∫Ω 2µD̃ ∶ D̃1 + θ̃
θ̂
dv
⎞⎟⎠ dτ
+ ∫ +∞
τ=0 (∫Ω ρθ̂ṽ ● ∇η̃ dv) dτ (3.46)
and since Vmeq is a nonnegative quantity, and the last term on the right-hand side of (3.46) is bounded, we see that the first
integrals on the right-hand side must be bounded. The manipulations described above give the proof of Lemma 3,
3.5. Remarks. Although we have not succeeded with the concept of Lyapunov functional we are indeed very close to the
desired stability result. The time derivative of the proposed functional is negative up to an exponentially decaying positive
term, see (3.40a). Moreover, we can also note that the formula (3.40a) is almost the right one from the perspective of
Lemma 1. If we rewrite it in the full form then it reads
d
dt
∫
Ω
[ρcV,ref θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)] + 1
2
ρ ∣ṽ∣2] dv
≤ −Cη̃ ∫
Ω
(cV,ref ln(1 + θ̃
θ̂
))2 dv − ∫
Ω
2µD̃ ∶ D̃ θ̂
θ̂ + θ̃ dv + ρ4ε maxx∈Ω θ̂ ∥ṽ∥2L2(Ω)∣t=0 e− 2µCP ρ t. (3.47)
Now if x ∈ (−1, xcrit) then − [ln (1 + x)]2 ≤ − [x − ln (1 + x)] , (3.48)
where xcrit is a positive number. (See Figure 1a for a sketch of the functions.) Consequently if the temperature ratio
θ̃
θ̂
is
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Figure 1. Plots of auxiliary functions.
in the pointwise sense in the right interval, then we can rewrite (3.47) as
d
dt
∫
Ω
[ρcV,ref θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)] + 1
2
ρ ∣ṽ∣2] dv ≤ −Cη̃ ∫
Ω
c2V,ref [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)] dv
− ∫
Ω
2µD̃ ∶ D̃ θ̂
θ̂ + θ̃ dv + ρ4ε maxx∈Ω θ̂ ∥ṽ∥2L2(Ω)∣t=0 e− 2µCP ρ t, (3.49)
which can be further manipulated to the form
d
dt
∫
Ω
[ρcV,ref θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)] + 1
2
ρ ∣ṽ∣2] dv ≤ − Cη̃
maxx∈Ω θ̂ ∫Ω c2V,ref θ̂ [ θ̃θ̂ − ln(1 + θ̃θ̂)] dv
− ∫
Ω
2µD̃ ∶ D̃ θ̂
θ̂ + θ̃ dv + ρ4ε maxx∈Ω θ̂ ∥ṽ∥2L2(Ω)∣t=0 e− 2µCP ρ t, (3.50)
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Integrating (3.50) in time, we get
{∫
Ω
[ρcV,ref θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)] + 1
2
ρ ∣ṽ∣2] dv}∣
τ=t − {∫Ω [ρcV,ref θ̂ [ θ̃θ̂ − ln(1 + θ̃θ̂)] + 12ρ ∣ṽ∣2] dv}∣τ=0≤ − Cη̃
maxx∈Ω θ̂ ∫ tτ=0 {∫Ω c2V,ref θ̂ [ θ̃θ̂ − ln(1 + θ̃θ̂)] dv} dτ
− ∫ t
τ=0 (∫Ω 2µD̃ ∶ D̃ θ̂θ̂ + θ̃ dv) dτ + ρ4ε maxx∈Ω θ̂ ∥ṽ∥2L2(Ω)∣t=0 ∫ tτ=0 e− 2µCP ρ τ dτ. (3.51)
From this inequality we see that for arbitrary t we have
∫ t
τ=0 (∫Ω c2V,ref θ̂ [ θ̃θ̂ − ln(1 + θ̃θ̂)] dv) dτ < +∞ (3.52a)
∫ t
τ=0 (∫Ω 2µD̃ ∶ D̃ θ̂θ̂ + θ̃ dv) dτ < +∞. (3.52b)
(In particular, this result holds for t = +∞.) Having found that
∫ +∞
τ=0 (∫Ω θ̂ [ θ̃θ̂ − ln(1 + θ̃θ̂)] dv) dτ < +∞ (3.53)
we can go back to (3.50) and use the evolution equation for the net kinetic energy, see (1.7), which yields
ρcV,ref
d
dt
∫
Ω
θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)] dv ≤ − Cη̃
maxx∈Ω θ̂ c
2
V,ref ∫
Ω
θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)] dv
+ ∫
Ω
2µD̃ ∶ D̃ − ∫
Ω
2µD̃ ∶ D̃ θ̂
θ̂ + θ̃ dv + ρ4ε maxx∈Ω θ̂ ∥ṽ∥2L2(Ω)∣t=0 e− 2µCP ρ t. (3.54)
The right-hand side of (3.54) can be further estimated by its absolute values, and we arrive at
ρcV,ref
d
dt
∫
Ω
θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)] dv ≤ Cη̃
maxx∈Ω θ̂ c
2
V,ref ∫
Ω
θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)] dv + ∫
Ω
2µD̃ ∶ D̃ + ρ
4ε
max
x∈Ω θ̂ ∥ṽ∥2L2(Ω)∣t=0 e− 2µCP ρ t.
(3.55)
The last two terms on the right-hand side are positive, and we know that they posses finite integrals if integrated over time.
Now it is sufficient to recall (3.53) and use Lemma 1, which would give us the desired result
∫
Ω
θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)] dv t→+∞ÐÐÐ→ 0. (3.56)
Unfortunately, we are not able to show that the temperature perturbation remains in the pointwise sense in the interval
that guarantees the validity of (3.48).
4. Rethinking the development of the candidate for a Lyapunov type functional
The inequality (3.48) that would guarantee the validity of the manipulations described above in Section 3.5 seems to
introduce a technical rather than a physical restriction. We will try to overcome this apparently unphysical restriction via
a suitable choice of the temperature scale. The key findings of this section can be summarised as follows.
Lemma 4 (Family of Lyapunov type functionals and their time derivatives). Let us consider the velocity/temperature
perturbation θ̃, ṽ governed by equations (2.7). Let us define the functionals
Vϑ,mmeq (W̃ ∥Ŵ ) =def ∫
Ω
ρcV,ref θ̂
⎡⎢⎢⎢⎢⎣ θ̃θ̂ − 1m
⎛⎝(1 + θ̃θ̂)
m − 1⎞⎠
⎤⎥⎥⎥⎥⎦ dv + ∫Ω 12ρ ∣ṽ∣2 dv, (4.1)
where we use the notation introduced in Section 2, and where m ∈ (0,1). The functional remains nonnegative for all possible
temperature perturbations θ̃
θ̂
∈ (−1,+∞), and it vanishes if and only if the perturbation θ̃ vanishes everywhere in the domain
of interest. Further, the time derivative of the functionals is given by the formula
d
dt
Vϑ,mmeq (W̃ ∥Ŵ ) = −∫
Ω
4
1 −m
m2
κref θ̂∇⎡⎢⎢⎢⎢⎣(1 + θ̃θ̂)
m
2 − 1⎤⎥⎥⎥⎥⎦ ● ∇
⎡⎢⎢⎢⎢⎣(1 + θ̃θ̂)
m
2 − 1⎤⎥⎥⎥⎥⎦ dv − ∫Ω 2µD̃ ∶ D̃(1 + θ̃
θ̂
)1−m dv
− ∫
Ω
ρcV,ref (∇θ̂ ● ṽ) 1 −m
m
⎡⎢⎢⎢⎣(1 + θ̃θ̂)
m − 1⎤⎥⎥⎥⎦ . (4.2)
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Lemma 5 (On boundedness of some integrals). Let us consider the velocity/temperature perturbation θ̃, ṽ governed by
equations (2.7), and let m ∈ (0,1). The following integrals are finite
∫ +∞
τ=0
⎛⎜⎜⎝∫Ω 2µD̃ ∶ D̃(1 + θ̃
θ̂
)1−m dv
⎞⎟⎟⎠ dτ < +∞, (4.3a)
∫ +∞
τ=0
⎛⎝∫Ω 41 −mm2 κref θ̂∇
⎡⎢⎢⎢⎢⎣(1 + θ̃θ̂)
m
2 − 1⎤⎥⎥⎥⎥⎦ ● ∇
⎡⎢⎢⎢⎢⎣(1 + θ̃θ̂)
m
2 − 1⎤⎥⎥⎥⎥⎦ dv
⎞⎠ dτ < +∞, (4.3b)
∫ +∞
τ=0
⎛⎝∫Ω ρcV,ref (∇θ̂ ● ṽ) 1 −mm ⎡⎢⎢⎢⎣(1 + θ̃θ̂)
m − 1⎤⎥⎥⎥⎦ dv⎞⎠ dτ < +∞. (4.3c)
The reader who is not interested in the proof of the lemmas, and in the physical underpinnings of the construction of the
family of functionals (4.1) can skip the rest of this section.
4.1. Description based on the absolute temperature scale. So far we have been dealing with fluid where the Helmholtz
free energy was given by the formula (2.12), that is
ψ =def −cV,refθ (ln( θ
θref
) − 1) . (4.4)
Once the Helmholtz free energy is given, the specific heat capacity at constant volume cV,ref , the entropy η, and the internal
energy e are given by the variants of the standard formulae, see for example Callen (1985), rewritten in the form suitable
for the analysis of spatially inhomogeneous continuum systems
cV = −θ∂2ψ
∂θ2
, (4.5a)
η = −∂ψ
∂θ
, (4.5b)
e = ψ + θη. (4.5c)
In our case we get
η = cV,ref ln( θ
θref
) , (4.6a)
e = cV,refθ, (4.6b)
cV = cV,ref . (4.6c)
We can also note that the standard thermodynamic identity
cV = ∂e
∂θ
(4.7)
holds as well. In the virtue of Fourier law (2.13c) and the formula for the specific heat capacity at constant volume (4.6c)
we can claim that we are working with a fluid with a constant specific heat capacity and constant thermal conductivity.
Following Bul´ıcˇek et al. (2017), we have – using the themodynamical underpinnings of the governing equations – con-
structed the functional Vmeq (W̃ ∥Ŵ ) =def ∫
Ω
[ρcV,ref θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)] + 1
2
ρ ∣ṽ∣2] dv, (4.8)
that almost worked as a genuine Lyapunov functional. The time derivative of the proposed Lyapunov type functional has
been calculated explicitly using the governing equations, which has yielded
d
dt
Vmeq (W̃ ∥Ŵ ) = −∫
Ω
κref θ̂∇Hdiff ● ∇Hdiff dv − ∫
Ω
2µD̃ ∶ D̃ θ̂
θ̂ + θ̃ dv − ∫Ω ρ (ṽ ● ∇θ̂) η̃ dv, (4.9)
where
η̃ =def η(θ̂ + θ̃) − η(θ̂), (4.10a)
Hdiff =def ln(1 + θ̃
θ̂
) . (4.10b)
In our case we have
η(θ̂ + θ̃) = cV,ref ln( θ̂
θref
) + cV,ref ln(1 + θ̃
θ̂
) , (4.11a)
η̃ = cV,ref ln(1 + θ̃
θ̂
) , (4.11b)
which yields
d
dt
Vmeq (W̃ ∥Ŵ ) = −∫
Ω
κref θ̂∇ ln(1 + θ̃
θ̂
) ● ∇ ln(1 + θ̃
θ̂
) dv − ∫
Ω
2µD̃ ∶ D̃
1 + θ̃
θ̂
dv − ∫
Ω
ρcV,ref (∇θ̂ ● ṽ) ln(1 + θ̃
θ̂
) dv. (4.12)
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The reason for denoting ln (1 + θ̃
θ̂
) by two different symbols Hdiff and η̃ is a simple one. Both expressions, albeit there
are the same up to a constant, come from different physical mechanisms. The term with η̃ represents a contribution due
to the transport of the relative entropy by the perturbed velocity field. This means that it is related to the choice of the
specific Helmholtz free energy, which implies the formula for the entropy. On the other hand, Hdiff is related to the entropy
production, namely to the ansatz for the heat flux. It just a coincidence that both quantities are in our case the same up to
a constant.
4.2. Description based on an alternative temperature scale. Now we can speculate about the following idea. The
fact that the perturbed temperature field returns back to the non-equilibrium steady state can not depend on the choice
of the temperature scale. The temperature scale is nothing that is given a priori, the absolute temperature scale is used
because of its convenience. (See for example Pippard (1964) for a careful discussion.) In fact any strictly increasing function
of the absolute temperature can be used as an alternative temperature scale. This alternative temperature scale will provide
us essentially the same same tool for qualitative comparison of hotness of two bodies in the sense it will preserve ordering
with respect to the hotness. On the other hand the quantitative aspects of the ordering will differ, which might help us to
overcome some technical difficulties in dealing with the governing equations. This idea motivates the following manipulation.
The non-equilibrium steady temperature field is given by the solution of equation
div (κref∇θ) = 0. (4.13)
If we rewrite the equation as
div
⎛⎜⎝κrefθref ( θθref )
m 1( θ
θref
)m∇ θθref
⎞⎟⎠ = 0, (4.14)
then nothing changes. Now we can introduce a new temperature scale ϑ as
ϑ
ϑref
=def ( θ
θref
)1−m , (4.15)
where m < 1 is an arbitrary number. (The restriction to m < 1 means that the new temperature scale preserves the ordering
according to hotness. Values m > 1 would lead to the inversion of ordering, since the new temperature would measure
coldness instead of hotness, and the heat flux would change its sign.) Using this newly defined temperature scale, we see
that (4.13) reads
div(κref 1
1 −m θrefϑref ( ϑϑref )
m
1−m ∇ϑ) = 0. (4.16)
Consequently, if we decide to use the alternative temperature scale (4.15), then the fluid of interest effectively behaves as a
fluid with the temperature dependent thermal conductivity
κ(ϑ) = κref 1
1 −m θrefϑref ( ϑϑref )
m
1−m
, (4.17)
and the equation for the non-equilibrium steady state reads
div (κ(ϑ)∇ϑ) = 0. (4.18)
If we make the same substitution in the complete evolution equation for the temperature (2.1c), then we see that (2.1c)
reads
ρcV,ref
1
1 −m θrefϑref ( ϑϑref )
m
1−m dϑ
dt
= div (κ(ϑ)∇ϑ) + 2µD ∶D. (4.19)
Consequently, the fluid of interest effectively behaves as a fluid with the temperature dependent specific heat at constant
volume
cV(ϑ) = cV,ref 1
1 −m θrefϑref ( ϑϑref )
m
1−m
, (4.20)
and the evolution equation for the newly defined temperature reads
ρcV(ϑ)dϑ
dt
= div (κ(ϑ)∇ϑ) + 2µD ∶D, (4.21)
and the complete set of governing equations, that is the counterpart of (2.1), reads
divv = 0, (4.22a)
ρ
dv
dt
= −∇p + div (2µD) , (4.22b)
ρcV(ϑ)dϑ
dt
= div (κ(ϑ)∇ϑ) + 2µD ∶D. (4.22c)
This means that if we use the alternative temperature scale then we are effectively dealing with a fluid with the temperature
dependent heat conductivity and the temperature dependent specific heat capacity at constant volume. Concerning this system
of governing equations, we know how to construct a candidate for the Lyapunov functional. All that need to be done is to
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identify the specific Helmholtz free energy, and use the method proposed by Bul´ıcˇek et al. (2017). The specific Helmholtz
free energy is a solution to the equation
cV(ϑ) = −ϑ∂2ψ
∂ϑ2
, (4.23)
see (4.5a), which yields
ψ = −cV,refϑref θref
ϑref
1
m
⎡⎢⎢⎢⎢⎣(1 −m) ( ϑϑref )
1
1−m − ϑ
ϑref
⎤⎥⎥⎥⎥⎦ . (4.24)
(Note that this formula gives us an additional restriction m > 0.) The other quantities such as the entropy and the internal
energy are then found using identities (4.5). This yields
η = cV,ref θref
ϑref
1
m
[( ϑ
ϑref
) m1−m − 1] , (4.25)
e = cV,refϑref θref
ϑref
( ϑ
ϑref
) 11−m . (4.26)
One of the integration constants in (4.23) has been chosen in such a way that the entropy vanishes at ϑ = ϑref . The other
integration constant is immaterial since we are finally interested only in the differences between the corresponding quantities.
The formula for the candidate for a Lyapunov functional which is obtained by the same method as in Section 3 reads
Vϑ,mmeq (W̃ ∥Ŵ ) = ∫
Ω
ρcV,ref
θref
ϑref
( ϑ̂
ϑref
) 11−m ϑref ⎡⎢⎢⎢⎢⎢⎣
⎛⎜⎝(1 + ϑ̃ϑ̂)
1
1−m − 1⎞⎟⎠ − 1m ⎛⎝(1 + ϑ̃ϑ̂)
m
1−m − 1⎞⎠
⎤⎥⎥⎥⎥⎥⎦ dv + ∫Ω
1
2
ρ ∣ṽ∣2 dv, (4.27)
and the time derivative of the functional can be again found explicitly. Unlike in Section 3 we however need to consider
temperature dependent thermal conductivity. The calculation of the time derivative is given in Appendix B. (Note that
if necessary, we can also follow Appendix A, and we can provide a pointwise evolution equation for the integrand of the
functional.) We have
d
dt
Vϑ,mmeq (W̃ ∥Ŵ ) = −∫
Ω
κ(ϑ̂ + ϑ̃)ϑ̂∇Hϑ,mdiff ● ∇Hϑ,mdiff dv − ∫
Ω
2µD̃ ∶ D̃ ϑ̂
ϑ̂ + ϑ̃ dv − ∫Ω ρ (∇ϑ̂ ● ṽ) η̃ϑ,m dv, (4.28)
where
η̃ϑ,m = cV,ref 1
m
θref
ϑref
( ϑ̂
ϑref
) m1−m ⎡⎢⎢⎢⎢⎣(1 + ϑ̃ϑ̂)
m
1−m − 1⎤⎥⎥⎥⎥⎦ (4.29a)
Hϑ,mdiff = ln(1 + ϑ̃
ϑ̂
) . (4.29b)
Using the formula for heat conductivity (4.17), we see that equation (4.28) can be further rewritten as
d
dt
Vϑ,mmeq (W̃ ∥Ŵ ) = −∫
Ω
κref ϑ̂
1
1 −m θrefϑref ( ϑ̂ϑref )
m
1−m (1 + ϑ̃
ϑ̂
) m1−m ∇Hϑ,mdiff ● ∇Hϑ,mdiff dv − ∫
Ω
2µD̃ ∶ D̃
1 + ϑ̃
ϑ̂
dv
− ∫
Ω
ρcV,ref (∇ϑ̂ ● ṽ) 1
m
θref
ϑref
( ϑ̂
ϑref
) m1−m ⎡⎢⎢⎢⎢⎣(1 + ϑ̃ϑ̂)
m
1−m − 1⎤⎥⎥⎥⎥⎦ dv. (4.30)
As in the previous case of equality (4.12) the new equality (4.30) is not strong enough to directly provide us a useful piece
of information, in particular we can not manipulate the right hand side in such a way that it contains Vϑ,mmeq . Therefore we
can ask whether the manipulation was worth of it.
Let us further investigate (4.30). Using the relation (4.15) we rewrite (4.30) in terms of the original absolute temperature θ.
In the virtue of (4.15) we see that
1 + ϑ̃
ϑ̂
= (1 + θ̃
θ̂
)1−m , (4.31a)
∇ϑ̂ = ϑref(1 −m)( θ̂
θref
)−m ∇θ̂
θref
, (4.31b)
hence the right hand side of (4.30) can be rewritten in terms of the absolute temperature θ as
d
dt
Vϑ,mmeq (W̃ ∥Ŵ ) = −∫
Ω
(1 −m)κref θ̂ (1 + θ̃
θ̂
)m∇ ln(1 + θ̃
θ̂
) ● ∇ ln(1 + θ̃
θ̂
) dv
− ∫
Ω
2µD̃ ∶ D̃(1 + θ̃
θ̂
)1−m dv − ∫Ω ρcV,ref (∇θ̂ ● ṽ) 1 −mm
⎡⎢⎢⎢⎣(1 + θ̃θ̂)
m − 1⎤⎥⎥⎥⎦ , (4.32)
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Summary 3: A candidate for a Lyapunov functional and its derivative – an alternative temperature
scale
Lyapunov functional for the stability of the non-equilibrium steady state [θ̂, v̂]:
Vϑ,mmeq (W̃ ∥Ŵ ) =def ∫
Ω
ρcV,ref θ̂
⎡⎢⎢⎢⎢⎣ θ̃θ̂ − 1m
⎛⎝(1 + θ̃θ̂)
m − 1⎞⎠
⎤⎥⎥⎥⎥⎦ dv + ∫Ω 12ρ ∣ṽ∣2 dv.
Time derivative of Lyapunov functional:
d
dt
Vϑ,mmeq (W̃ ∥Ŵ ) = −∫
Ω
4
1 −m
m2
κref θ̂∇⎡⎢⎢⎢⎢⎣(1 + θ̃θ̂)
m
2 − 1⎤⎥⎥⎥⎥⎦ ● ∇
⎡⎢⎢⎢⎢⎣(1 + θ̃θ̂)
m
2 − 1⎤⎥⎥⎥⎥⎦ dv − ∫Ω 2µD̃ ∶ D̃(1 + θ̃
θ̂
)1−m dv
− ∫
Ω
ρcV,ref (∇θ̂ ● ṽ) 1 −m
m
⎡⎢⎢⎢⎣(1 + θ̃θ̂)
m − 1⎤⎥⎥⎥⎦ dv
which can be further manipulated to the form
d
dt
Vϑ,mmeq (W̃ ∥Ŵ ) = −∫
Ω
4
1 −m
m2
κref θ̂∇(1 + θ̃
θ̂
)m2 ● ∇(1 + θ̃
θ̂
)m2 dv
− ∫
Ω
2µD̃ ∶ D̃(1 + θ̃
θ̂
)1−m dv − ∫Ω ρcV,ref (∇θ̂ ● ṽ) 1 −mm
⎡⎢⎢⎢⎣(1 + θ̃θ̂)
m − 1⎤⎥⎥⎥⎦ . (4.33)
The final formula for the time derivative rewritten in the terms of the original absolute temperature θ reads
d
dt
Vϑ,mmeq (W̃ ∥Ŵ ) = −∫
Ω
4
1 −m
m2
κref θ̂∇⎡⎢⎢⎢⎢⎣(1 + θ̃θ̂)
m
2 − 1⎤⎥⎥⎥⎥⎦ ● ∇
⎡⎢⎢⎢⎢⎣(1 + θ̃θ̂)
m
2 − 1⎤⎥⎥⎥⎥⎦ dv
− ∫
Ω
2µD̃ ∶ D̃(1 + θ̃
θ̂
)1−m dv − ∫Ω ρcV,ref (∇θ̂ ● ṽ) 1 −mm
⎡⎢⎢⎢⎣(1 + θ̃θ̂)
m − 1⎤⎥⎥⎥⎦ . (4.34)
Finally, we can also rewrite the formula for the prospective Lyapunov type functional (4.27) in terms of the absolute
temperature. This yields
Vϑ,mmeq (W̃ ∥Ŵ ) = ∫
Ω
ρcV,ref θ̂
⎡⎢⎢⎢⎢⎣((1 + θ̃θ̂) − 1) − 1m
⎛⎝(1 + θ̃θ̂)
m − 1⎞⎠
⎤⎥⎥⎥⎥⎦ dv + ∫Ω 12ρ ∣ṽ∣2 dv, (4.35)
which can be further rewritten as
Vϑ,mmeq (W̃ ∥Ŵ ) = ∫
Ω
ρcV,ref θ̂
⎡⎢⎢⎢⎢⎣ θ̃θ̂ − 1m
⎛⎝(1 + θ̃θ̂)
m − 1⎞⎠
⎤⎥⎥⎥⎥⎦ dv + ∫Ω 12ρ ∣ṽ∣2 dv. (4.36)
Our findings are summarised in Summary 3.
4.3. Estimate on the time derivative of prospective Lyapunov type functionals and boundedness of some
integrals. Let us consider the modified temperature scale, see Summary 3. The objective is to get the same type of
estimates as in Section 3.3 and Section 3.4. Namely we will be first dealing with the last term on the right-hand side
of (4.34), and we will try to show that it has a bounded integral if it is integrated with respect to time from zero to infinity.
Let us denote
dth,m =def (1 + θ̃
θ̂
)m2 − 1. (4.37)
We note that this function vanishes on the boundary. Further, we see that
(1 + θ̃
θ̂
)m − 1 = ⎧⎪⎪⎨⎪⎪⎩(1 + θ̃θ̂)
m
2 − 1⎫⎪⎪⎬⎪⎪⎭
⎧⎪⎪⎨⎪⎪⎩(1 + θ̃θ̂)
m
2 + 1⎫⎪⎪⎬⎪⎪⎭ =
⎧⎪⎪⎨⎪⎪⎩(1 + θ̃θ̂)
m
2 − 1⎫⎪⎪⎬⎪⎪⎭
2 + 2⎧⎪⎪⎨⎪⎪⎩(1 + θ̃θ̂)
m
2 − 1⎫⎪⎪⎬⎪⎪⎭ = d2th,m + 2dth,m. (4.38)
Using the just introduced notation, we can rewrite (4.34) as
d
dt
Vϑ,mmeq (W̃ ∥Ŵ ) = −41 −mm2 κref ∫Ω θ̂ ∣∇dth,m∣2 dv−∫Ω 2µD̃ ∶ D̃(1 + θ̃
θ̂
)1−m dv− 1 −mm ∫Ω ρcV,ref (ṽ ● ∇θ̂) (d2th,m + 2dth,m) dv. (4.39)
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Let us see whether the last term without the sign can be “absorbed” in the first term. We see that the ε-Young inequality
implies9
∣∫
Ω
(ṽ ● ∇θ̂)dth,m dv∣ ≤ max
x∈Ω ∣∇θ̂∣∫Ω ∣ṽ∣ ∣dth,m∣ dv ≤ εmaxx∈Ω ∣∇θ̂∣ ∥dth,m∥2L2(Ω) + 14ε maxx∈Ω ∣∇θ̂∣ ∥ṽ∥2L2(Ω)≤ εmax
x∈Ω ∣∇θ̂∣ ∥dth,m∥2L2(Ω) + 14ε maxx∈Ω ∣∇θ̂∣ ∥ṽ∥2L2(Ω)∣t=0 e− 2µCP ρ t, (4.40)
where we have used the decay of the velocity perturbation (3.37). Further, we see that
∣∫
Ω
(ṽ ● ∇θ̂)d2th,m dv∣ ≤ max
x∈Ω ∣∇θ̂∣∫Ω d2th,m ∣ṽ∣ dv, (4.41)
and we can focus on the term ∫Ω d2th,m ∣ṽ∣ dv only.
Before we proceed with the estimates, we derive a simple inequality that will be useful in a moment. From the Sobolev
embedding, see Lemma 10, and the Poincare´ inequality, see Lemma 11, we know that
(∫
Ω
d2sth,m dv) 12s ≤ CS (1 +C 12P )(∫
Ω
∣∇dth,m∣2 dv) 12 , (4.42)
where 2s ∈ [1, p⋆]. (Recall that in the three dimensional case we have p⋆ = 6.) In particular, we see that for all s ∈ [1, p⋆
2
] we
get
(∫
Ω
d2sth,m dv) 1s ≤ C2S (1 +C 12P )2 ∫
Ω
∣∇dth,m∣2 dv. (4.43)
Going back to the right-hand side of (4.41) and using the Ho¨lder inequality, we see that
∫
Ω
d2th,m ∣ṽ∣ dv ≤ (∫
Ω
d2sth,m dv) 1s (∫
Ω
∣ṽ∣s′ dv) 1s′ , (4.44)
where 1
s
+ 1
s′ = 1. If we choose s = 3, then we get s′ = 32 , which yields
∫
Ω
d2th,m ∣ṽ∣ dv ≤ (∫
Ω
d6th,m dv) 13 (∫
Ω
∣ṽ∣ 32 dv) 23 . (4.45)
The first integral on the right-hand side of (4.45) can be estimated using (4.43) where we choose s = 3. The second integral
can be estimated using the trivial embedding of Lebesgue spaces, see Lemma 9. For p1 = 32 and p2 = 2 we get
(∫
Ω
∣ṽ∣ 32 dv) 23 ≤ ∣Ω∣ 16 (∫
Ω
∣ṽ∣2 dv) 12 . (4.46)
Finally, we see that
∣∫
Ω
(ṽ ● ∇θ̂)d2th,m dv∣ ≤ max
x∈Ω ∣∇θ̂∣C2S (1 +C 12P )2 ∣Ω∣ 16 (∫Ω ∣ṽ∣2 dv)
1
2 ∫
Ω
∣∇dth,m∣2 dv
= max
x∈Ω ∣∇θ̂∣C2S (1 +C 12P )2 ∣Ω∣ 16 ∥ṽ∥L2(Ω)∣t=0 e− µCP ρ t ∥∇dth,m∥2L2(Ω) . (4.47)
where we have again used the decay of the velocity perturbation (3.37). Using the derived estimates (4.47) and (4.40) we
revisit the expression for the time derivative of the proposed Lyapunov type functional (4.39), and we see that the right-hand
side of (4.39) can be estimated as follows
d
dt
Vϑ,mmeq (W̃ ∥Ŵ ) ≤ −21 −mm2 κref (minx∈Ω θ̂)∫Ω ∣∇dth,m∣2 dv − 21 −mm2 κref (minx∈Ω θ̂) 1CP ∫Ω ∣dth,m∣2 dv − ∫Ω 2µD̃ ∶ D̃(1 + θ̃
θ̂
)1−m dv
+ 1 −m
m
ρcV,refεmax
x∈Ω ∣∇θ̂∣ ∥dth,m∥2L2(Ω) + 1 −mm ρcV,ref 14ε maxx∈Ω ∣∇θ̂∣ ∥ṽ∥2L2(Ω)∣t=0 e− 2µCP ρ t+ 1 −m
m
ρcV,ref max
x∈Ω ∣∇θ̂∣C2S (1 +C 12P )2 ∣Ω∣ 16 ∥ṽ∥L2(Ω)∣t=0 e− µCP ρ t ∥∇dth,m∥2L2(Ω) , (4.48)
where we have split the first term on the right-hand side of (4.39) to halves, and where we have used Poincare´ inequality.
Inequality (4.48) can be further rewritten as
d
dt
Vϑ,mmeq (W̃ ∥Ŵ ) ≤ −C∇dth,m ∥∇dth,m∥2L2(Ω) −Cdth,m ∥dth,m∥2L2(Ω) − ∫
Ω
2µD̃ ∶ D̃(1 + θ̃
θ̂
)1−m dv
+ 1 −m
m
ρcV,ref
1
4ε
max
x∈Ω ∣∇θ̂∣ ∥ṽ∥2L2(Ω)∣t=0 e− 2µCP ρ t, (4.49a)
9See Footnote 7 for the discussion of the physical units in the estimates.
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where
C∇dth,m =def 21 −mm2 κref (minx∈Ω θ̂) − 1 −mm ρcV,ref maxx∈Ω ∣∇θ̂∣C2S (1 +C 12P )2 ∣Ω∣ 16 ∥ṽ∥L2(Ω)∣t=0 e− µCP ρ t, (4.49b)
Cdth,m =def 21 −mm2 κref (minx∈Ω θ̂) 1CP − 1 −mm ρcV,refεmaxx∈Ω ∣∇θ̂∣ . (4.49c)
First we note that both coefficients C∇dth,m and Cdth,m are positive in the case of spatially homogeneous temperature
distribution θ̂, and that the last term on the right-hand side vanishes in this case as well. Consequently, Vϑ,mmeq is a genuine
Lyapunov type functional if we are interested in the steady state with spatially homogeneous temperature distribution θ̂.
Moreover, if ε in (4.40) is chosen sufficiently small we see that Cdth,m is positive even if the steady state temperature
distribution θ̂ is spatially inhomogeneous. Further, the negative part of the coefficient C∇dth,m is a decreasing function of
time, while its positive part remains constant. (We note that the decay of the negative part is implied by the decay of the
velocity perturbation only.) The coefficient C∇dth,m therefore becomes positive once we reach a (large) time threshold, and
then it remains positive.
Finally, the last term in (4.49a) is integrable with respect to time from zero to infinity. Having derived (4.49a) we are
in fact in the same position as in Section 3, see especially formula (3.40). In particular, we can follow the manipulations in
Section 3.4 and show that all the terms on the right-hand side of (4.34) are finite. These results are summarised in Lemma 5.
5. Application of the lemma on the decay of integrable functions
5.1. Evolution equations for all available functionals. Let us summarise our findings so far. From Section 3 we know
that
d
dt
Vmeq (W̃ ∥Ŵ ) = d
dt
∫
Ω
[ρcV,ref θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)] + 1
2
ρ ∣ṽ∣2] dv = −∫
Ω
κref θ̂∇ ln(1 + θ̃
θ̂
) ● ∇ ln(1 + θ̃
θ̂
) dv
− ∫
Ω
2µD̃ ∶ D̃
1 + θ̃
θ̂
dv − ∫
Ω
ρcV,ref (∇θ̂ ● ṽ) ln(1 + θ̃
θ̂
) dv. (5.1a)
From Section 4 we know that for m ∈ (0,1) we have
d
dt
Vϑ,mmeq (W̃ ∥Ŵ ) = ddt ∫Ω
⎡⎢⎢⎢⎢⎣ρcV,ref θ̂
⎡⎢⎢⎢⎢⎣ θ̃θ̂ − 1m
⎛⎝(1 + θ̃θ̂)
m − 1⎞⎠
⎤⎥⎥⎥⎥⎦ + 12ρ ∣ṽ∣2
⎤⎥⎥⎥⎥⎦ dv
= −∫
Ω
4
1 −m
m2
κref θ̂∇⎡⎢⎢⎢⎢⎣(1 + θ̃θ̂)
m
2 − 1⎤⎥⎥⎥⎥⎦ ● ∇
⎡⎢⎢⎢⎢⎣(1 + θ̃θ̂)
m
2 − 1⎤⎥⎥⎥⎥⎦ dv − ∫Ω 2µD̃ ∶ D̃(1 + θ̃
θ̂
)1−m dv
− ∫
Ω
ρcV,ref (∇θ̂ ● ṽ) 1 −m
m
⎡⎢⎢⎢⎣(1 + θ̃θ̂)
m − 1⎤⎥⎥⎥⎦ dv. (5.1b)
We can note that (5.1a) can be seen as a formal limit of (5.1b) for m→ 0+. This follows from the fact that
lim
m→0+ 1m
⎡⎢⎢⎢⎣(1 + θ̃θ̂)
m − 1⎤⎥⎥⎥⎦ = ln(1 + θ̃θ̂) . (5.2)
None of these functionals alone has been sufficient for the stability analysis. However, we might still benefit from the fact
that we have the whole family of nice functionals, and we can try to combine them in a suitable manner.
We shall need two simple lemmas concerning the behaviour of certain functions.
Lemma 6. Let m,n ∈ (0,1) and let n >m. Let x ∈ (−1,+∞) and let us define the function
f(x,m,n) =def 1
n
(1 + x)n − 1
m
(1 + x)m + n −m
mn
(5.3)
The function f(x,m,n) is for x ∈ (−1,+∞) a nonnegative function which vanishes if and only if x = 0.
Proof. Taking the derivative of (5.3) with respect to x yields
d
dx
f(x,m,n) = (1 + x)n−1 − (1 + x)m−1 = (1 + x)m−1 [(1 + x)n−m − 1] , (5.4)
If n > m, then the derivative of f(x,m,n) is positive for x > 0 and negative for x < 0. Further the value of f(x,m,n) at
x = 0 is f(0,m,n) = 0. Consequently, function f(x,m,n) is for all x ∈ (−1,+∞) a nonnegative function which vanishes if
and only if x = 0. 
Lemma 7. Let m,n ∈ (0,1) and let n >m > n
2
. Let x ∈ (−1,+∞) and let us define the function
g(x,m,n) =def −([(1 + x)m2 − 1]2 + [(1 + x)n2 − 1]2) + n [ 1
n
(1 + x)n − 1
m
(1 + x)m + n −m
mn
] . (5.5)
The function g(x,m,n) has the limits
lim
x→−1+ g(x,m,n) = −3 + nm < 0, (5.6)
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and
lim
x→+∞ g(x,m,n) = −∞, (5.7)
and the function g(x,m,n) is nonpositive for all x ∈ (−1,+∞), and it vanishes if and only if x = 0.
Proof. Apparently, the function vanishes for x = 0, and the computation of the limits is straightforward. If we take the
derivative of this function with respect to x we get
d
dx
g(x,m,n) = m (1 + x)m2 (1 − (1 + x)m2 ) + n (1 + x)n2 (1 − (1 + x)m−n2 )
1 + x , (5.8)
and we see that the derivative is negative for x > 0, and it is positive for x < 0. Consequently, we see that g(x,m,n) ≤ 0 for
all x ∈ (−1,∞), and that it vanishes if and only if x = 0. 
Note that Lemma 7 implies that for m,n ∈ (0,1), n >m > n
2
and x ∈ (−1,∞) we have the inequality
− ([(1 + x)m2 − 1]2 + [(1 + x)n2 − 1]2) ≤ −n [ 1
n
(1 + x)n − 1
m
(1 + x)m + n −m
mn
] . (5.9)
See also Figure 1b for a sketch of the graphs of the corresponding functions.
5.2. Difference between two members of the family of prospective Lyapunov type functionals. Let us consider
the family of functionals
Vϑ,mmeq (W̃ ∥Ŵ ) = ∫
Ω
ρcV,ref θ̂
⎡⎢⎢⎢⎢⎣ θ̃θ̂ − 1m
⎛⎝(1 + θ̃θ̂)
m − 1⎞⎠
⎤⎥⎥⎥⎥⎦ dv + ∫Ω 12ρ ∣ṽ∣2 dv = ∫Ω ρcV,ref θ̂vth,m dv + ∫Ω 12ρ ∣ṽ∣2 dv (5.10a)
where we have introduced the symbol vth,m,
vth,m =def θ̃
θ̂
− 1
m
⎛⎝(1 + θ̃θ̂)
m − 1⎞⎠ , (5.10b)
for the integrand in thermal part of Vϑ,mmeq , and where m ∈ (0,1). We know that the evolution equation for this functional
reads
d
dt
Vϑ,mmeq (W̃ ∥Ŵ ) = −∫
Ω
4
1 −m
m2
κref θ̂∇dth,m ● ∇dth,m dv − ∫
Ω
2µD̃ ∶ D̃(1 + θ̃
θ̂
)1−m dv − ∫Ω ρcV,ref (∇θ̂ ● ṽ) 1 −mm
⎡⎢⎢⎢⎣(1 + θ̃θ̂)
m − 1⎤⎥⎥⎥⎦ dv,
(5.11)
where we have introduced the notation
dth,m =def (1 + θ̃
θ̂
)m2 − 1, (5.12)
already known from Section 4.3. From Section 4, we also know that all the quantities on the right hand side of (5.11) have
finite time integrals, see Lemma 3 and Lemma 5. In particular, we know that for all s, t ∈ [0,+∞], t > s we have
∫ t
τ=s (∫Ω 41 −mm2 κref θ̂∇dth,m ● ∇dth,m dv) dτ < +∞, (5.13a)
∫ t
τ=s
⎛⎜⎜⎝∫Ω 2µD̃ ∶ D̃(1 + θ̃
θ̂
)1−m dv
⎞⎟⎟⎠ dτ < +∞, (5.13b)
∫ t
τ=s
⎛⎝∫Ω ρcV,ref (∇θ̂ ● ṽ) 1 −mm ⎡⎢⎢⎢⎣(1 + θ̃θ̂)
m − 1⎤⎥⎥⎥⎦⎞⎠ dτ < +∞. (5.13c)
Now we can subtract the evolution equations for Vϑ,mmeq and Vϑ,nmeq, which yields
d
dt
[Vϑ,mmeq (W̃ ∥Ŵ ) − Vϑ,nmeq (W̃ ∥Ŵ )] = ddt ∫Ω ρcV,ref θ̂ (vth,m − vth,n) dv= −∫
Ω
4
1 −m
m2
κref θ̂∇dth,m ● ∇dth,m dv + ∫
Ω
4
1 − n
n2
κref θ̂∇dth,n ● ∇dth,n dv − ∫
Ω
2µD̃ ∶ D̃(1 + θ̃
θ̂
)1−m dv + ∫Ω 2µD̃ ∶ D̃(1 + θ̃
θ̂
)1−n dv
− ∫
Ω
ρcV,ref (∇θ̂ ● ṽ) 1 −m
m
⎡⎢⎢⎢⎣(1 + θ̃θ̂)
m − 1⎤⎥⎥⎥⎦ dv + ∫Ω ρcV,ref (∇θ̂ ● ṽ) 1 − nn
⎡⎢⎢⎢⎣(1 + θ̃θ̂)
n − 1⎤⎥⎥⎥⎦ dv. (5.14)
Using the formulae for vth,m and vth,n we see that
vth,m − vth,n = 1
n
(1 + θ̃
θ̂
)n − 1
m
(1 + θ̃
θ̂
)m + n −m
mn
, (5.15)
which upon using Lemma 6 implies that if n >m then
vth,m − vth,n ≥ 0, (5.16)
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while the equality holds if and only if θ̃
θ̂
vanishes. (Let us recall that θ̃
θ̂
∈ (−1,+∞).) Consequently, we see that the difference
Ym,n (W̃ ∥Ŵ ) =def Vϑ,mmeq (W̃ ∥Ŵ ) − Vϑ,nmeq (W̃ ∥Ŵ ) (5.17)
is for n,m ∈ (0,1), n > m a nonengative functional that vanishes if and only it the perturbation θ̃ vanishes. Further the
right-hand side of (5.14), which is the time derivative of Ym,n, can be manipulated as
d
dt
∫
Ω
ρcV,ref θ̂ (vth,m − vth,n) dv = −∫
Ω
4
1 −m
m2
κref θ̂ [∇dth,m ● ∇dth,m +∇dth,n ● ∇dth,n] dv
+ ∫
Ω
4
1 −m
m2
κref θ̂∇dth,n ● ∇dth,n dv + ∫
Ω
4
1 − n
n2
κref θ̂∇dth,n ● ∇dth,n dv
− ∫
Ω
2µD̃ ∶ D̃(1 + θ̃
θ̂
)1−m dv + ∫Ω 2µD̃ ∶ D̃(1 + θ̃
θ̂
)1−n dv
− ∫
Ω
ρcV,ref (∇θ̂ ● ṽ) 1 −m
m
⎡⎢⎢⎢⎣(1 + θ̃θ̂)
m − 1⎤⎥⎥⎥⎦ dv + ∫Ω ρcV,ref (∇θ̂ ● ṽ) 1 − nn
⎡⎢⎢⎢⎣(1 + θ̃θ̂)
n − 1⎤⎥⎥⎥⎦ dv, (5.18)
where we have added and subtracted the quantity
∫
Ω
4
1 −m
m2
κref θ̂∇dth,n ● ∇dth,n dv. (5.19)
We again recall that all the terms on the right-hand side have a finite integral if we integrate them from zero to infinity with
respect to time. Concerning the first term on the right-hand side of (5.18), we can apply Poincare´ inequality, and we get
− ∫
Ω
4
1 −m
m2
κref θ̂ [∇dth,m ● ∇dth,m +∇dth,n ● ∇dth,n] dv
≤ −41 −m
m2
κref (min
x∈Ω θ̂)∫Ω [∇dth,m ● ∇dth,m +∇dth,n ● ∇dth,n] dv
≤ −41 −m
m2
κref
minx∈Ω θ̂
CP
∫
Ω
(d2th,m + d2th,n) dv. (5.20)
Now for sufficiently chosen m and n we have the pointwise inequality− (d2th,m + d2th,n) ≤ −n (vth,m − vth,n) , (5.21a)
or, in full
− ⎛⎜⎝
⎡⎢⎢⎢⎢⎣(1 + θ̃θ̂)
m
2 − 1⎤⎥⎥⎥⎥⎦
2 + ⎡⎢⎢⎢⎢⎣(1 + θ̃θ̂)
n
2 − 1⎤⎥⎥⎥⎥⎦
2⎞⎟⎠ ≤ −n
⎡⎢⎢⎢⎣ 1n (1 + θ̃θ̂)
n − 1
m
(1 + θ̃
θ̂
)m + n −m
mn
⎤⎥⎥⎥⎦ , (5.21b)
which holds for carefully chosen m and n, namely for n,m ∈ (0,1), n > m > n
2
. This is a straightforward consequence of
Lemma 7. (Let us again recall that θ̃
θ̂
∈ (−1,+∞).) Once we have (5.21) we can go back to (5.20), and we get the estimate
− ∫
Ω
4
1 −m
m2
κref θ̂ [∇dth,m ● ∇dth,m +∇dth,n ● ∇dth,n] dv ≤ −4n1 −m
m2
κref
minx∈Ω θ̂
CP
∫
Ω
(vth,m − vth,n) dv
≤ −4n1 −m
m2
κref
minx∈Ω θ̂
CP maxx∈Ω θ̂ ∫Ω θ̂ (vth,m − vth,n) dv. (5.22)
Consequently, the inequality (5.18) reads
d
dt
∫
Ω
ρcV,ref θ̂ (vth,m − vth,n) dv ≤ −4n (1 −m)κref
m2CP
minx∈Ω θ̂
maxx∈Ω θ̂ ∫Ω θ̂ (vth,m − vth,n) dv+ ∫
Ω
4
1 −m
m2
κref θ̂∇dth,n ● ∇dth,n dv + ∫
Ω
4
1 − n
n2
κref θ̂∇dth,n ● ∇dth,n dv
− ∫
Ω
2µD̃ ∶ D̃(1 + θ̃
θ̂
)1−m dv + ∫Ω 2µD̃ ∶ D̃(1 + θ̃
θ̂
)1−n dv
− ∫
Ω
ρcV,ref (∇θ̂ ● ṽ) 1 −m
m
⎡⎢⎢⎢⎣(1 + θ̃θ̂)
m − 1⎤⎥⎥⎥⎦ dv + ∫Ω ρcV,ref (∇θ̂ ● ṽ) 1 − nn
⎡⎢⎢⎢⎣(1 + θ̃θ̂)
n − 1⎤⎥⎥⎥⎦ dv. (5.23)
This inequality implies that
d
dt
Ym,n (W̃ ∥Ŵ ) ≤ −Km,nYm,n (W̃ ∥Ŵ ) +Hm,n (W̃ ∥Ŵ ) , (5.24a)
where the constant Km,n is given by the formula
Km,n =def 4n (1 −m)κref
m2CP ρcV,ref
minx∈Ω θ̂
maxx∈Ω θ̂ , (5.24b)
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and the time dependent nonnegative functional Hm,n is given by the formula
Hm,n (W̃ ∥Ŵ ) =def ∫
Ω
4
1 −m
m2
κref θ̂∇dth,n ● ∇dth,n dv + ∫
Ω
4
1 − n
n2
κref θ̂∇dth,n ● ∇dth,n dv
+ ∫
Ω
2µD̃ ∶ D̃(1 + θ̃
θ̂
)1−m dv + ∫Ω 2µD̃ ∶ D̃(1 + θ̃
θ̂
)1−n dv
+ RRRRRRRRRRR∫Ω ρcV,ref (∇θ̂ ● ṽ) 1 −mm
⎡⎢⎢⎢⎣(1 + θ̃θ̂)
m − 1⎤⎥⎥⎥⎦ dv
RRRRRRRRRRR +
RRRRRRRRRRR∫Ω ρcV,ref (∇θ̂ ● ṽ) 1 − nn
⎡⎢⎢⎢⎣(1 + θ̃θ̂)
n − 1⎤⎥⎥⎥⎦ dv
RRRRRRRRRRR . (5.24c)
We can observe that in the virtue of Lemma 5 we know that
∫ +∞
τ=0 Hm,n (W̃ ∥Ŵ ) dτ < +∞. (5.25)
Now we are ready to use Lemma 1 on the decay of integrable functions. First, we integrate (5.24a) over the time
interval (s, t), which yields
Ym,n (W̃ ∥Ŵ )∣
τ=t ≤ Ym,n (W̃ ∥Ŵ )∣τ=s −Km,n ∫ tτ=sYm,n (W̃ ∥Ŵ ) dτ + ∫ tτ=sHm,n (W̃ ∥Ŵ ) dτ. (5.26)
If we take s = 0 and t = +∞, we see that the term on the left-hand side is nonegative, while the first and the last term on
the right-hand side are finite and positive. Consequently, the negative term ∫ +∞τ=0 Ym,n (W̃ ∥Ŵ ) dτ must be bounded
∫ +∞
τ=0 Ym,n (W̃ ∥Ŵ ) dτ < +∞. (5.27)
Once we have established the boundedness of the integral, we can go back to (5.24a) and estimate the right-hand side by
its norm. This yields
d
dt
Ym,n (W̃ ∥Ŵ ) ≤Km,nYm,n (W̃ ∥Ŵ ) +Hm,n (W̃ ∥Ŵ ) , (5.28)
and we see that the assumptions of Lemma 1 are satisfied. Consequently, we can conclude that for n,m ∈ (0,1), n >m > n
2
we have Ym,n (W̃ ∥Ŵ ) t→+∞ÐÐÐ→ 0, (5.29a)
which if written in full means that
∫
Ω
θ̂
⎡⎢⎢⎢⎣ 1n (1 + θ̃θ̂)
n − 1
m
(1 + θ̃
θ̂
)m + n −m
mn
⎤⎥⎥⎥⎦ dv t→+∞ÐÐÐ→ 0, (5.29b)
which gives us the decay of temperature perturbations. Now we recall that the decay of the velocity perturbation has been
already obtained by a trivial manipulation described in Section 3.3, hence we know the temperature/velocity perturbation
decays as desired. We can summarise our findings as a theorem.
Theorem 8 (Decay of temperature/velocity perturbations). Let us consider the velocity/temperature perturbation θ̃, ṽ to
the steady temperature/velocity field θ̂, v̂ = 0. Let us assume that the perturbation is the classical solution to the governing
equations (2.7) in domain Ω with boundary conditions (2.10) and arbitrary initial conditions (2.9), and that this solution
exists for all times. Let m,n ∈ (0,1), n >m > n
2
, then the temperature perturbation θ̃ satisfies
∫
Ω
θ̂
⎡⎢⎢⎢⎣ 1n (1 + θ̃θ̂)
n − 1
m
(1 + θ̃
θ̂
)m + n −m
mn
⎤⎥⎥⎥⎦ dv t→+∞ÐÐÐ→ 0. (5.30)
Further, the velocity perturbation ṽ satisfies ∥ṽ∥2L2(Ω) ≤ ∥ṽ∥2L2(Ω)∣t=0 e− 2µCP ρ t, (5.31)
where CP is the Poincare´ constant for the domain Ω.
6. Conclusion
We have investigated the stability of a spatially inhomogeneous non-equilibrium steady state in a thermodynamically open
system. Namely we have considered an incompressible heat conducting viscous fluid occupying a vessel with non-uniformly
heated walls. As one might expect, the steady state in this system is the rest state (zero velocity), while the temperature
field is given by the solution of the steady heat equation. This steady state is expected to be stable with respect to any
perturbation.
This trivial fact is however difficult to prove using the corresponding evolution equations. The main difficulty is twofold.
First, the system of interest is a thermodynamically open system, which means that we have a priori no control on the
energy flux through the boundary. Second, we consider full system of governing equations including the dissipative heating
term. This term is neglected in most of the mathematical works, see Joseph (1976a,b), Straughan (2004) and references
therein. (Albeit these works aim at a different and more complex problem of thermal convection in the Oberbeck–Boussinesq
approximation, the key difficulties are the same.) This holds also for works that deal with other nonlinearities in the system
such as the temperature dependent thermal conductivity of temperature dependent viscosity, see for example Flavin and
Rionero (1999) and Diaz and Straughan (2004). If the stability is considered including the dissipative heating, the available
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Summary 4: Main result
Family of candidates for a Lyapunov type functional, m ∈ (0,1):
Vϑ,mmeq (W̃ ∥Ŵ ) = ∫
Ω
ρcV,ref θ̂
⎡⎢⎢⎢⎢⎣ θ̃θ̂ − 1m
⎛⎝(1 + θ̃θ̂)
m − 1⎞⎠
⎤⎥⎥⎥⎥⎦ dv + ∫Ω 12ρ ∣ṽ∣2 dv
Difference between two members of the family, m,n ∈ (0,1), n >m > n
2
:Ym,n (W̃ ∥Ŵ ) =def Vϑ,mmeq (W̃ ∥Ŵ ) − Vϑ,nmeq (W̃ ∥Ŵ )
Evolution equation for the difference, Km,n is a positive constant and Hm,n is a nonnegative function with bounded
time integral from zero to infinity:
d
dt
Ym,n (W̃ ∥Ŵ ) ≤ −Km,nYm,n (W̃ ∥Ŵ ) +Hm,n (W̃ ∥Ŵ )
Decay of temperature perturbation θ̃:
∫
Ω
θ̂
⎡⎢⎢⎢⎣ 1n (1 + θ̃θ̂)
n − 1
m
(1 + θ̃
θ̂
)m + n −m
mn
⎤⎥⎥⎥⎦ dv t→+∞ÐÐÐ→ 0
Decay of velocity perturbation ṽ: ∥ṽ∥2L2(Ω) ≤ ∥ṽ∥2L2(Ω)∣t=0 e− 2µCP ρ t
works see Richardson (1993) and Kagei et al. (2000) typically lead to conditional results, include ad hoc constructed
functionals, require high regularity of the velocity field, and are limited to constant transport coefficients.
In our analysis we have assumed that the governing equations—the Navier–Stokes–Fourier equations for an incompress-
ible fluid—have the classical solution that exists for all times. Using the thermodynamically motivated method for the
construction of prospective Lyapunov type functionals, see Bul´ıcˇek et al. (2017), we have then been able to address all these
difficulties. We have constructed a functional that is a nonegative functional of the temperature perturbation, and that
vanishes if and only if the temperature perturbation vanishes everywhere in the domain of interest. The main theorem,
see Theorem 8, then states that this functional vanishes as time goes to infinity, and that this behaviour holds for any
choice of initial perturbation and for any shape of the vessel. This implies the recovery of the spatially inhomogeneous non-
equilibrium steady state for any initial perturbation. We note that the only piece of information regarding the behaviour of
the dissipative heating term we have used in the stability analysis has been rather weak, which is a very welcome feature.
In fact, we have used just the positivity of the dissipative heating term and its integrability in space and time.
Consequently, it might be speculated that a similar thermodynamically based analysis is feasible not only for the in-
compressible Navier–Stokes–Fourier fluid but also for more complex models, provided that one knows the thermodynamic
background of the models10. In particular, if the given model properly characterises the degradation of the mechanical
energy to the thermal energy, then we would again get the integrability and positivity of the dissipative heating term, and
we could essentially follow the same argument as above11. The only difference would be a different formula for the dissipative
heating.
Once it is clear how to handle the dissipative heating term in the stability analysis of a (physically) simple system,
one might speculate about more ambitious applications. In particular, one can again consider a heat conducting viscous
fluid occupying a vessel with non-uniformly heated walls. This time one can however consider a fluid with a temperature
dependent density, which leads to the Rayleigh–Be´nard convection problem. In such a setting the presence of the buoyancy
term makes the stability analysis more challenging, since the evolution equation for the thermal and mechanical variables
are tightly coupled. The expected result in the Rayleigh–Be´nard setting would be that the classical results, see Joseph
(1976b), are not substantially altered by the presence of the dissipative heating term. Such an analysis is however beyond
the scope of this work.
10For thermodynamical background of some favourite models see for example Rajagopal and Srinivasa (2000), Heida and Ma´lek (2010), Ma´lek
et al. (2015), Hron et al. (2017), Ma´lek et al. (2018), Ma´lek et al. (2018), and Dostal´ık et al. (2019). Note that the basic thermodynamic building
blocks necessary in the outlined stability analysis are also directly provided for the models that are constructed within the popular GENERIC
framework, see Grmela and O¨ttinger (1997); O¨ttinger and Grmela (1997), Pavelka et al. (2018) and also Dressler et al. (1999).
11See Dostal´ık et al. (2018) for an example of the analysis of the behaviour of the mechanical energy in a complex fluid. The desired result on
the decay of the mechanical energy in a mechanically isolated system is easy to obtain as a special case of the stability result presented in Dostal´ık
et al. (2018).
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Appendix A. Time derivative of the candidate for a Lyapunov type functional – pointwise equation
We know that the proposed Lyapunov type functional is given by the formula
Vmeq (W̃ ∥Ŵ ) =def ∫
Ω
[ρcV,ref θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)] + 1
2
ρ ∣ṽ∣2] dv. (A.1)
The question is whether we can derive a pointwise evolution equation for the integrand in Vmeq that is for the quantity
vmeq (W̃ ∥Ŵ ) =def ρcV,ref θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)] + 1
2
ρ ∣ṽ∣2 , (A.2)
or for the quantity
vmeq,th (W̃ ∥Ŵ ) =def ρcV,ref θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)] . (A.3)
Let us first recall that the evolution equations for θ̃ and η̃ = cV,ref ln (1 + θ̃θ̂) read
ρcV,ref (∂θ̃
∂t
+ ṽ ● ∇θ̃) + ρcV,ref ṽ ● ∇θ̂ = div (κref∇θ̃) + 2µD̃ ∶ D̃, (A.4a)
ρ(∂η̃
∂t
+ ṽ ● ∇η̃) + ρṽ ● ∇η̂ = κref
c2V,ref
∇η̃ ● ∇η̃ + 2κref
c2V,ref
∇η̃ ● ∇η̂ + div( κref
cV,ref
∇η̃) + 2µD̃ ∶ D̃
θ̂ + θ̃ , (A.4b)
see (2.7c) and (3.23). Using these equations, we see that
ρcV,ref θ̂
∂
∂t
[ θ̃
θ̂
− ln(1 + θ̃
θ̂
)] = −ρcV,ref ṽ ● ∇θ̃ − ρcV,ref ṽ ● ∇θ̂ + div (κref∇θ̃) + 2µD̃ ∶ D̃
+ ρθ̂ṽ ● ∇η̃ + ρθ̂ṽ ● ∇η̂ − κref
c2V,ref
θ̂∇η̃ ● ∇η̃ − 2κref
c2V,ref
θ̂∇η̃ ● ∇η̂ − θ̂ div( κref
cV,ref
∇η̃) − 2µD̃ ∶ D̃ θ̂
θ̂ + θ̃ . (A.5)
(Recall that θ̂ is a stationary temperature distribution.) The objective is to rewrite the last equation in the standard form
of a balance law – the time change of a given quantity is equal to the production of the given quantity plus flux of the given
quantity through the boundary.
First, we note that − ρcV,ref ṽ ● ∇θ̂ + ρθ̂ṽ ● ∇η̂ = −ρcV,ref ṽ ● ∇θ̂ + ρθ̂ṽ ● ∇ (cV,ref ln θ̂) = 0, (A.6)
which means that (A.5) reduces to
ρcV,ref θ̂
∂
∂t
[ θ̃
θ̂
− ln(1 + θ̃
θ̂
)] = −ρcV,ref ṽ ● ∇θ̃ + div (κref∇θ̃) + 2µD̃ ∶ D̃
+ ρθ̂ṽ ● ∇η̃ − κref
c2V,ref
θ̂∇η̃ ● ∇η̃ − 2κref
c2V,ref
θ̂∇η̃ ● ∇η̂ − θ̂ div( κref
cV,ref
∇η̃) − 2µD̃ ∶ D̃ θ̂
θ̂ + θ̃ . (A.7)
Now we focus on the terms − ρcV,ref ṽ ● ∇θ̃ + ρθ̂ṽ ● ∇η̃. (A.8)
We see that
−ρcV,ref ṽ ●∇θ̃+ρθ̂ṽ ●∇η̃ = −ṽ ●∇(ρcV,ref θ̂ θ̃
θ̂
)+ ṽ ●∇ (ρθ̂η̃)−ρη̃ṽ ●∇θ̂ = −ṽ ●∇(ρcV,ref θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)])−ρη̃ṽ ●∇θ̂. (A.9)
Using (A.9) in (A.7) yields
∂
∂t
(ρcV,ref θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)]) + ṽ ● ∇(ρcV,ref θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)]) = div (κref∇θ̃) + 2µD̃ ∶ D̃
− κref
c2V,ref
θ̂∇η̃ ● ∇η̃ − 2κref
c2V,ref
θ̂∇η̃ ● ∇η̂ − θ̂ div( κref
cV,ref
∇η̃) − 2µD̃ ∶ D̃ θ̂
θ̂ + θ̃ − ρη̃ṽ ● ∇θ̂. (A.10)
Note that if we introduce the symbol
dṽ
dt
=def ∂
∂t
+ ṽ ● ∇ (A.11)
for the convective derivative associated to the perturbed velocity, we can rewrite (A.10) as
dṽ
dt
(ρcV,ref θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)]) = div (κref∇θ̃)+2µD̃∶D̃− κref
c2V,ref
θ̂∇η̃●∇η̃− 2κref
c2V,ref
θ̂∇η̃●∇η̂−θ̂ div( κref
cV,ref
∇η̃)−2µD̃∶D̃ θ̂
θ̂ + θ̃−ρη̃ṽ●∇θ̂.
(A.12)
Now we focus on the terms
div (κref∇θ̃) − 2κref
c2V,ref
θ̂∇η̃ ● ∇η̂ − θ̂ div( κref
cV,ref
∇η̃) . (A.13)
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First, we recall that η̂ = cV,ref ln θ̂θref , hence
2κref
c2V,ref
θ̂∇η̃ ● ∇η̂ = 2κref∇θ̂ ● ∇ ln(1 + θ̃
θ̂
) . (A.14)
Second, we see that
θ̂ div( κref
cV,ref
∇η̃) = θ̂ div(κref∇ ln(1 + θ̃
θ̂
)) = div(κref θ̂∇ ln(1 + θ̃
θ̂
)) − κref∇θ̂ ● ∇ ln(1 + θ̃
θ̂
)
= div(κref∇ [θ̂ ln(1 + θ̃
θ̂
)]) − div(κref ln(1 + θ̃
θ̂
)∇θ̂) − κref∇θ̂ ● ∇ ln(1 + θ̃
θ̂
) . (A.15)
The second term on the right hand side can be further manipulated if we recall that θ̂ solves (2.4b). Indeed, if div (κref∇θ̂) = 0,
then
div(κref ln(1 + θ̃
θ̂
)∇θ̂) = κref∇θ̂ ● ∇ ln(1 + θ̃
θ̂
) , (A.16)
therefore we get
θ̂ div( κref
cV,ref
∇η̃) = div(κref∇ [θ̂ ln(1 + θ̃
θ̂
)]) − 2κref∇θ̂ ● ∇ ln(1 + θ̃
θ̂
) . (A.17)
Consequently, we see that
div (κref∇θ̃) − 2κref
c2V,ref
θ̂∇η̃ ● ∇η̂ − θ̂ div( κref
cV,ref
∇η̃) = div(κref∇(θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)])) . (A.18)
Using this identity in (A.12) yields
dṽ
dt
{ρcV,ref θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)]} = div{ κref
ρcV,ref
∇(ρcV,ref θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)])}+2µD̃ ∶D̃− κref
c2V,ref
θ̂∇η̃●∇η̃−2µD̃ ∶D̃ θ̂
θ̂ + θ̃ −ρη̃ṽ●∇θ̂.
(A.19)
This equation can be rewritten as
dṽvmeq,th
dt
= div( κref
ρcV,ref
∇vmeq,th) + 2µD̃ ∶ D̃ − κref
c2V,ref
θ̂∇η̃ ● ∇η̃ − 2µD̃ ∶ D̃ θ̂
θ̂ + θ̃ − ρη̃ṽ ● ∇θ̂. (A.20)
We can further notice that both vmeq,th and ∇vmeq,th vanish on the boundary, indeed
∇vmeq,th = ρcV,ref∇(θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)]) = ρcV,ref (∇θ̂) [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)] + ρcV,ref∇ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)]
= ρcV,ref (∇θ̂) [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)] + ρcV,ref ⎡⎢⎢⎢⎢⎣1 − 11 + θ̃θ̂
⎤⎥⎥⎥⎥⎦∇ θ̃θ̂ . (A.21)
(Recall that θ̃ = 0 on the boundary, see (2.10b).) Our findings are summarised in Summary 5.
Appendix B. Time derivative of the candidate for a Lyapunov type functional – temperature
dependent heat conductivity
In the case of temperature dependent heat conductivity (and specific heat capacity) we obtain
d
dt
Vmeq (W̃ ∥Ŵ ) = −∫
Ω
ρθ̂
∂η̃
∂t
dv + d
dt
Etot (Ŵ + W̃ ) , (B.1)
where the relative entropy η̃ is still given by the formula (3.13) even in the case of non-constant specific heat capacity
at constant volume. Naturally, the explicit expression for the relative entropy will be different from (3.14), which is a
formula for the relative entropy in the case of temperature independent specific heat at constant volume. Moreover, the
time derivative of the net total energy is given by the formula
d
dt
Etot (Ŵ + W̃ ) = −∫
Ω
div jq (Ŵ + W̃ ) dv, (B.2)
where the heat flux is given by the formula
jq (Ŵ + W̃ ) = −κ (θ̂ + θ̃)∇ (θ̂ + θ̃) , (B.3)
where κref (θ̂ + θ̃) is the temperature dependent heat conductivity. Going back to (B.1), we see that
d
dt
Etot (Ŵ + W̃ ) = ∫
Ω
div [κ (θ̂ + θ̃)∇ (θ̂ + θ̃)] dv, (B.4)
and we recall that this formula holds also for a temperature dependent specific heat at constant volume. Now we can use
the evolution equation for the entropy
ρ(∂η
∂t
+ v ● ∇η) = κ (θ) ∇θ ● ∇θ
θ2
+ div [κ (θ) ∇θ
θ
] + 2µD ∶D
θ
, (B.5)
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Summary 5: Pointwise evolution equations for the integrand in the candidate for a Lyapunov type
functional
Integrand in the Lyapunov functional:
vmeq,th (W̃ ∥Ŵ ) =def ρcV,ref θ̂ [ θ̃
θ̂
− ln(1 + θ̃
θ̂
)]
Convective derivative with respect to the velocity perturbation:
dṽ
dt
=def ∂
∂t
+ ṽ ● ∇
Evolution equations:
div ṽ = 0
ρ
dṽṽ
dt
= −∇p̃ + div (2µD̃)
dṽvmeq,th
dt
= div( κref
ρcV,ref
∇vmeq,th) + 2µD̃ ∶ D̃ − κref
c2V,ref
θ̂∇η̃ ● ∇η̃ − 2µD̃ ∶ D̃ θ̂
θ̂ + θ̃ − ρη̃ṽ ● ∇θ̂
Boundary conditions:
ṽ∣Ω = 0
θ̃∣
∂Ω
= 0
The last boundary condition implies:
vmeq,th∣∂Ω = 0∇vmeq,th∣∂Ω = 0
and we rewrite it in the form
ρ(∂η
∂t
+ v ● ∇η) = κ (θ)∇ ln θ ● ∇ ln θ + div [κ (θ)∇ ln θ] + 2µD ∶D
θ
. (B.6)
The evolution equation for the relative entropy then reads12
ρ
∂η̃
∂t
= κ (θ̂ + θ̃)∇ ln (θ̂ + θ̃) ● ∇ ln (θ̂ + θ̃) − κ (θ̂)∇ ln θ̂ ● ∇ ln θ̂
+ div [κ (θ̂ + θ̃)∇ ln (θ̂ + θ̃)] − div [κ (θ̂)∇ ln θ̂] + 2µD ∶D
θ̂ + θ̃ − ρṽ ● ∇η̃. (B.7)
Now we are in a position to substitute into (B.1), we get
d
dt
Vmeq (W̃ ∥Ŵ ) = −∫
Ω
θ̂κ (θ̂ + θ̃)∇ ln (θ̂ + θ̃) ● ∇ ln (θ̂ + θ̃) dv + ∫
Ω
θ̂κ (θ̂)∇ ln θ̂ ● ∇ ln θ̂ dv
− ∫
Ω
θ̂ div [κ (θ̂ + θ̃)∇ ln (θ̂ + θ̃)] dv + ∫
Ω
θ̂ div [κ (θ̂)∇ ln θ̂] dv − ∫
Ω
2µD ∶D θ̂
θ̂ + θ̃ dv + ∫Ω ρθ̂ṽ ● ∇η̃ dv+ ∫
Ω
div [κ (θ̂ + θ̃)∇ (θ̂ + θ̃)] dv. (B.8)
Further, we need to exploit the fact that θ̃ vanishes on the boundary and that θ̂ solves the equation
div [κ(θ̂)∇θ̂] = 0. (B.9)
Let us first manipulate the divergence terms. Namely, we move the factor θ̂ inside the divergence operator,
− ∫
Ω
θ̂ div [κ (θ̂ + θ̃)∇ ln (θ̂ + θ̃)] dv + ∫
Ω
θ̂ div [κ (θ̂)∇ ln θ̂] dv + ∫
Ω
div [κ (θ̂ + θ̃)∇ (θ̂ + θ̃)] dv
= ∫
Ω
div [−θ̂κ (θ̂ + θ̃)∇ ln (θ̂ + θ̃) + θ̂κ (θ̂)∇ ln θ̂ + κ (θ̂ + θ̃)∇ (θ̂ + θ̃)] dv
+ ∫
Ω
κ (θ̂ + θ̃)∇ ln (θ̂ + θ̃) ● ∇θ̂ dv − ∫
Ω
κ (θ̂)∇ ln θ̂ ● ∇θ̂ dv. (B.10)
Now we notice that in the virtue of (B.9) we get
∫
Ω
div [θ̂κ (θ̂)∇ ln θ̂] dv = ∫
Ω
div [κ (θ̂)∇θ̂] dv = 0. (B.11)
12This holds for our case that is if the base flow velocity v̂ = 0.
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Next we see that using the Stokes theorem leads to
∫
Ω
div [−θ̂κ (θ̂ + θ̃)∇ ln (θ̂ + θ̃) + κ (θ̂ + θ̃)∇ (θ̂ + θ̃)] dv = ∫
∂Ω
{− θ̂
θ̂ + θ̃ κ (θ̂ + θ̃)∇ (θ̂ + θ̃) + κ (θ̂ + θ̃)∇ (θ̂ + θ̃)} ●nds = 0,
(B.12)
where we have used the fact that θ̃ vanishes on the boundary. Finally, the last term in (B.10) can be rewritten as
∫
Ω
κ (θ̂)∇ ln θ̂ ● ∇θ̂ dv = ∫
Ω
θ̂κ (θ̂)∇ ln θ̂ ● ∇ ln θ̂ dv. (B.13)
Going back to (B.8) we see that the right-hand side of (B.8) greatly simplifies to
d
dt
Vmeq (W̃ ∥Ŵ ) = −∫
Ω
θ̂κ (θ̂ + θ̃)∇ ln (θ̂ + θ̃) ● ∇ ln (θ̂ + θ̃) dv + ∫
Ω
κ (θ̂ + θ̃)∇ ln (θ̂ + θ̃) ● ∇θ̂ dv
− ∫
Ω
2µD ∶D θ̂
θ̂ + θ̃ dv + ∫Ω ρθ̂ṽ ● ∇η̃ dv. (B.14)
Using the fact that ln ((θ̂ + θ̃)) = ln θ̂ + ln (1 + θ̃
θ̂
), we further see that the first two terms can be manipulated as follows
− ∫
Ω
θ̂κ (θ̂ + θ̃)∇ ln (θ̂ + θ̃) ● ∇ ln (θ̂ + θ̃) dv + ∫
Ω
κ (θ̂ + θ̃)∇ ln (θ̂ + θ̃) ● ∇θ̂ dv
= −∫
Ω
θ̂κ (θ̂ + θ̃)∇ ln θ̂ ● ∇ ln θ̂ dv − 2∫
Ω
θ̂κ (θ̂ + θ̃)∇ ln(1 + θ̃
θ̂
) ● ∇ ln θ̂ dv − ∫
Ω
θ̂κ (θ̂ + θ̃)∇ ln(1 + θ̃
θ̂
) ● ∇ ln(1 + θ̃
θ̂
) dv
+ ∫
Ω
κ (θ̂ + θ̃)∇ ln(1 + θ̃
θ̂
) ● ∇θ̂ dv + ∫
Ω
θ̂κ (θ̂ + θ̃)∇ ln θ̂ ● ∇ ln θ̂ dv. (B.15)
Consequently, the expression for the time derivative of Lyapunov functional reduces to
d
dt
Vmeq (W̃ ∥Ŵ ) = −∫
Ω
θ̂κ (θ̂ + θ̃)∇ ln(1 + θ̃
θ̂
) ● ∇ ln(1 + θ̃
θ̂
) dv − ∫
Ω
θ̂κ (θ̂ + θ̃)∇ ln(1 + θ̃
θ̂
) ● ∇ ln θ̂ dv
− ∫
Ω
2µD ∶D θ̂
θ̂ + θ̃ dv + ∫Ω ρθ̂ṽ ● ∇η̃ dv. (B.16)
If we further assume that
κ (θ) = κref ( θ
θref
)k , (B.17)
where k is an arbitrary power and κref is a constant, we see that
κ (θ̂ + θ̃) = κ (θ̂)(1 + θ̃
θ̂
)k , (B.18)
hence
∫
Ω
θ̂κ (θ̂ + θ̃)∇ ln(1 + θ̃
θ̂
) ● ∇ ln θ̂ dv = ∫
Ω
θ̂κ (θ̂)(1 + θ̃
θ̂
)k∇ ln(1 + θ̃
θ̂
) ● ∇ ln θ̂ dv = ∫
Ω
κ (θ̂)(1 + θ̃
θ̂
)k∇ ln(1 + θ̃
θ̂
) ● ∇θ̂ dv
= 1
k
∫
Ω
κ (θ̂)∇(1 + θ̃
θ̂
)k ● ∇θ̂ dv = 0, (B.19)
where we have used the integration by parts and the fact that θ̂ solves (B.9) and that θ̃ vanishes on the boundary.
Consequently, if the heat conductivity has the specific structure (B.17), we get
d
dt
Vmeq (W̃ ∥Ŵ ) = −∫
Ω
θ̂κ (θ̂)(1 + θ̃
θ̂
)k∇ ln(1 + θ̃
θ̂
) ● ∇ ln(1 + θ̃
θ̂
) dv − ∫
Ω
2µD ∶D θ̂
θ̂ + θ̃ dv + ∫Ω ρθ̂ṽ ● ∇η̃ dv, (B.20)
which for k /= 0 reduces to
d
dt
Vmeq (W̃ ∥Ŵ ) = − 4
k2
∫
Ω
θ̂κ (θ̂)∇(1 + θ̃
θ̂
) k2 ● ∇(1 + θ̃
θ̂
) k2 dv − ∫
Ω
2µD ∶D
1 + θ̃
θ̂
dv + ∫
Ω
ρθ̂ṽ ● ∇η̃ dv, (B.21)
while for k = 0 we get
d
dt
Vmeq (W̃ ∥Ŵ ) = −∫
Ω
θ̂κref∇ ln(1 + θ̃
θ̂
) ● ∇ ln(1 + θ̃
θ̂
) dv − ∫
Ω
2µD ∶D
1 + θ̃
θ̂
dv + ∫
Ω
ρθ̂ṽ ● ∇η̃ dv. (B.22)
In fact is it more convenient to rewrite (B.21) as
d
dt
Vmeq (W̃ ∥Ŵ ) = − 4
k2
∫
Ω
θ̂κ (θ̂)∇⎡⎢⎢⎢⎢⎣(1 + θ̃θ̂)
k
2 − 1⎤⎥⎥⎥⎥⎦ ● ∇
⎡⎢⎢⎢⎢⎣(1 + θ̃θ̂)
k
2 − 1⎤⎥⎥⎥⎥⎦ dv − ∫Ω 2µD ∶D1 + θ̃θ̂ dv + ∫Ω ρθ̂ṽ ● ∇η̃ dv, (B.23)
since in this form we explicitly see that term under the gradient vanishes on the boundary and that the formal limit k → 0+
allows us to recover (B.22).
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Appendix C. Auxiliary tools
For further reference let us recall the standard embedding theorems for Lebesgue and Sobolev spaces, as well as other
standard inequalities. The proofs are given in standard textbooks, see for example Evans (1998) or Adams and Fournier
(2003).
Lemma 9 (Trivial embedding of Lebesgue spaces). Let Ω be a domain with a finite volume, and let p1, p2 ∈ [1,+∞] such
that p2 ≥ p1, then ∥f∥Lp1(Ω) ≤ ∣Ω∣ p2−p1p1p2 ∥f∥Lp2(Ω) , (C.1)
or in an explicit form
(∫
Ω
∣f ∣p1 dv) 1p1 ≤ ∣Ω∣ p2−p1p1p2 (∫
Ω
∣f ∣p2 dv) 1p2 . (C.2)
Lemma 10 (Continuous embedding of Sobolev spaces into Lebesgue spaces). Let Ω ⊂ Rn be a domain with C0,1 boundary
and let p ∈ [1, n). Then for all q ∈ [1, p⋆] where
p⋆ =def np
n − p (C.3)
there exists a constant CS that depends on Ω, p, n and q such that∥f∥Lq(Ω) ≤ CS ∥f∥W 1,p(Ω) , (C.4)
or in an explicit form
(∫
Ω
∣f ∣q dv) 1q ≤ CS(Ω, p, n, q) (∫
Ω
∣f ∣p dv + ∫
Ω
∣∇f ∣p dv) 1p . (C.5)
The constant CS is referred to as the Sobolev embedding constant.
Lemma 11 (Poincare´ inequality). Let f ∈ W 1,p0 (Ω), where p ∈ [1,+∞) and Ω ∈ C0,1. Then there exists a constant C that
depends only on Ω and p such that ∥f∥Lp(Ω) ≤ C(Ω, p) ∥∇f∥Lp(Ω) . (C.6)
In particular, if p = 2 then ∥f∥2L2(Ω) ≤ CP ∥∇f∥2Lp(Ω) , (C.7)
where CP is referred to as the Poincare´ constant.
Lemma 12 (Jensen inequality). Let ϕ∶R → R be a convex function and let Ω ⊂ Rn be a bounded open set and let f ∶Ω → R.
Then
ϕ( 1∣Ω∣ ∫Ω f dv) ≤ 1∣Ω∣ ∫Ω ϕ(f)dv. (C.8)
Lemma 13 (Ho¨lder inequality). Let {pi}ki=1 be a sequence of exponents such that pi ∈ [1,+∞] and ∑+∞k=1 1pk = 1. Let us
consider functions {fi}ki=1, such that fi ∈ Lpi (Ω), then
∥ k∏
i=1 fi∥L1(Ω) ≤
k∏
i=1 ∥fi∥Lpi(Ω) . (C.9)
Lemma 14 (Interpolation Ho¨lder inequality). Let Ω be a domain and let p1, p2 ∈ [1,+∞] such that p2 ≥ p1, and f ∈
Lp1 (Ω) ∩Lp2 (Ω). Then the inequality ∥f∥Lr(Ω) ≤ ∥f∥αLp1(Ω) ∥f∥1−αLp2(Ω) (C.10)
holds for all r ∈ [p1, p2], where α is a solution to
1
r
= α
p1
+ 1 − α
p2
. (C.11)
Lemma 15 (ε-Young inequality). Let a, b ∈ R+, ε ∈ R+ and p, q ∈ (1,+∞), 1
p
+ 1
q
= 1 then
ab ≤ εap + 1(εp) qp q bq. (C.12)
Lemma 16 (Korn equality). Let Ω be a bounded domain with smooth boundary. Let v be a smooth vector field that vanishes
on the boundary v∣∂Ω = 0. Then
2∫
Ω
D ∶Ddv = ∫
Ω
∇v ∶ ∇v dv + ∫
Ω
(divv)2 dv, (C.13)
where D denotes the symmetric part of the gradient of v, D =def 12 (∇v + (∇v)⊺), and A ∶ B =def Tr (AB⊺) denotes the scalar
product on the space of matrices.
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