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Abstract
Algorithms are extremely important in science and engineering. One of the main objectives
of science is to predict future events; this usually requires sophisticated algorithms. Once
we are able to predict future events, a natural next step is to inﬂuence these events, i.e., to
control the corresponding systems; control also usually requires complex algorithms. To be
able to predict and control a system, we need to have a good description of this system, so
that we can use this description to analyze the system’s behavior and extract the desired
prediction and control algorithms from this analysis.
A typical prediction is based on the fact that we observed similar situations in the past;
we know the outcomes of these past situations, and we expect that the future outcome
of the current situation will be similar to these past observed outcomes. In mathematical
terms, similarity corresponds to symmetry, and similarity of outcomes – to invariance.
Because symmetries are ubiquitous and useful, we will show how symmetries can be
used in all classes of algorithmic problems of sciences and engineering: from analysis to
prediction to control. Speciﬁcally, we show how the symmetry-based approach can be used
in the analysis of real-life systems, in the algorithmics of prediction, and in the algorithmics
of control.
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Chapter 1
Introduction: Symmetries as a
Methodology for Algorithmics of
Analysis, Prediction, and Control in
Science and Engineering
Need for analysis, prediction, and control in science and engineering. One of
the main objectives of science is to predict future events. Once we are able to predict future
events, a natural next step is to inﬂuence these events, i.e., to control the corresponding
systems. In this step, we should select a control that leads to the best possible result.
To be able to predict and control a system, we need to have a good description of this
system, so that we can use this description to analyze the system’s behavior and extract
the desired prediction and control algorithms from this analysis.
Symmetry: a fundamental property of the physical world. As we have just mentioned, one of the main objectives of science is prediction. What is the usual basis for
prediction?
A typical prediction is based on the fact that we observed similar situations in the past;
we know the outcomes of these past situations, and we expect that the future outcome of
the current situation will be similar to these past observed outcomes.
In mathematical terms, similarity corresponds to symmetry, and similarity of outcomes
– to invariance.
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Example: geometric symmetries. For example, we dropped the ball, it fell down. We
conclude that if we drop it at a diﬀerent location and/or at a diﬀerent orientation, it will
also fall down. Why – because we believe that the corresponding process is invariant with
respect to shifts, rotations, etc.
In this example, we used geometric symmetries, i.e., symmetries like shift, rotation, etc.,
that have a direct geometric meaning.
Example: discrete geometric symmetries. In the above example, the corresponding
symmetries form a continuous family. In some other situations, we only have a discrete set
of geometric symmetries.
For example, a sphere is invariant with respect to arbitrary rotations, but molecules
such as benzene or cubane are invariant with respect to certain rotations. For benzene,
rotation by 60◦ transforms the ﬁrst atom into the second one, the second into the third
one, etc. In general, for every two atoms, we can ﬁnd a rotation that moves the ﬁrst atom
into the position of the second one while keeping the molecule conﬁguration intact.
Such a rotation does not change the chemical properties of a molecule – and hence, does
not change the values of any numerical property of the substance. This symmetry helps us
to predict, e.g., properties of monosubstituted molecules, i.e., molecules in which a ligand
is placed at one of the locations. All the monosubstituted molecules can be obtained from
each other by rotation; we can therefore conclude that all these molecules have the same
values of all the numerical quantities.
More general symmetries. Symmetries can go beyond simple geometric transformations. For example, the current simpliﬁed model of an atom, in which electrons rotate
around a nucleus, was originally motivated by an analogy with a Solar system, in which
planets rotate around the Sun. The operation that transforms the Solar system into an
atom has a geometric aspect: it simply scales down all the distances. However, this transformation goes beyond a simple geometric transformation, because in addition to changing
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distances, we also change masses, velocities, replace masses with electric charges, etc.
Basic symmetries: scaling and shift. Let us start with the basic symmetries, i.e.,
symmetries directly related to the fact that in order to understand a real-life phenomenon,
we must perform appropriate measurements.
As a result of each measurement, we get a numerical value of a physical quantity.
Numerical values depend on the measuring unit. If we use a new unit which is λ times
smaller, numerical values are multiplied by λ: x → λ · x. For example, x meters = 100 · x
cm. The transformation x → λ · x is usually called scaling.
Another possibility is to change the starting point. For example, instead of measuring
time from year 0, we can start measuring it from some more distant year in the past. If we
use a new starting point which is s units smaller, then the quantity which was originally
represented by the number x is now represented by the new value x+s. The transformation
x → x + s is usually called a shift.
Together, scaling and shifts form linear transformations x → a · x + b.
Basic symmetries lead to the following natural requirement: that the physical formulas
should not depend on the choice of a measuring unit or of a starting point. In mathematical
terms, this means that the physical formulas be invariant under linear transformations.
Examples of using symmetries. Let us give two examples of the use of symmetries in
physics:
• a simpler example in which we are able to perform all the computations – but the
result is not that physically interesting, and
• a more complex example which is physically interesting – but in which we skip all
the computations and proofs.
A more detailed description of the use of symmetries in physics can be found, e.g., in
[17, 35, 38].
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First example: pendulum. As the ﬁrst simple example, let us consider the problem
of ﬁnding how the period T of a pendulum depends on its length L and on the free fall
acceleration g on the corresponding planet. We denote the desired dependence by T =
f (L, g). This dependence was originally found by using Newton’s equations. We show that
(modulo a constant) the same dependence can be obtained without using any diﬀerential
equations, only by taking the corresponding symmetries into account.
What are the natural symmetries here? To describe a numerical value of the length, we
need to select a unit of length. In this problem, there is no ﬁxed length, so it makes sense
to assume that the physics does not change if we simply change the unit of length. If we
change a unit of length to a one λ times smaller, we get new numerical value L′ = λ · L;
e.g., 1.7 m = 170 cm.
Similarly, if we change a unit of time to a one which is µ times smaller, we get a new
numerical value for the period T ′ = µ·T . Under these transformations, the numerical value
of the acceleration changes as g → g ′ = λ · µ−2 · g.
Since the physics does not change by simply changing the units, it makes sense to
require that the dependence T = f (L, g) also does not change if we simply change the
units, i.e., that T = f (L, g) implies T ′ = f (L′ , g ′ ). Substituting the above expressions for
T ′ , L′ , and g ′ into this formula, we conclude that f (λ · L, λ · µ−2 · g) = µ · f (L, g). From
this formula, we can ﬁnd the explicit expression for the desired function f (L, g). Indeed,
let us select λ and µ for which λ · L = 1 and λ · µ−2 · g = 1. Thus, we take λ = L−1
√
√
and µ = λ · g = g/L. For these values λ and µ, the above formula takes the form
√
√
f (1, 1) = µ · f (L, g) = g/L · f (L, g). Thus, f (L, g) = const · L/g (for the constant
f (1, 1)).
What is the advantage of using symmetries? The above formula for the period of
the pendulum is exactly the same formula that we obtain from Newton’s equations.
At ﬁrst glance, this makes the above derivation of the pendulum formula somewhat
useless: we did not invent any new mathematics, the above mathematics is very simple,
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and we did not get with any new physical conclusion – the formula for the period of the
pendulum is well known. Yes, we got a slightly simpler derivation, but once a result
is proven, getting a new shorter proof is not very interesting. So what is new in this
derivation?
What is new is that we derived the above without using any speciﬁc diﬀerential equations
– we used only the fact that these equations do not have any ﬁxed unit of length or ﬁxed
unit of time. Thus, the same formula is true not only for Newton’s equations, but also for
any alternative theory – as long as this alternative theory has the same symmetries.
Another subtle consequence of our result is related to the fact that physical theories need
to be experimentally conﬁrmed. Usually, when a formula obtained from a theory turned out
to be experimentally true, this is a strong argument for conﬁrming that the original theory
is true. One may similarly think that if the pendulum formula is experimentally conﬁrmed,
this is a strong argument for conﬁrming that Newton’s mechanics is true. However, the
fact that we do not need the whole theory to derive the pendulum formula – we only need
symmetries – shows that:
• if we have an experimental conﬁrmation of the pendulum formula,
• this does not necessarily mean that we have conﬁrmed Newton’s equations – all we
conﬁrmed are the symmetries.
Second example: shapes of celestial objects. Another example where symmetries
are helpful is the description of observed geometric shapes of celestial bodies. Many galaxies
have the shape of planar logarithmic spirals; other clusters, galaxies, galaxy clusters have
the shapes of the cones, conic spirals, cylindrical spirals, straight lines, spheres, etc. For
several centuries, physicists have been interested in explaining these shapes. For example,
there exist several dozen diﬀerent physical theories that explain the observed logarithmic
spiral shape of many galaxies. These theories diﬀer in their physics, in the resulting diﬀerential equations, but they all lead to exactly the same shape – of the logarithmic spiral.
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It turns out that there is a good explanation for this phenomenon – all observed shapes
can be deduced from the corresponding symmetries; see, e.g., [39, 40, 41, 86]. Here, possible
symmetries include shifts, rotations, and “scaling” (dilation) xi → λ · xi .
The fact that the shapes can be derived from symmetry shows that the observation
of these shapes does not conﬁrm one of the alternative theories – it only conﬁrms that
all these theories are invariant under shift, rotation, and dilation. This derivation also
shows that even if the actual physical explanation for the shape of the galaxies turns out
to be diﬀerent from any of the current competing theories, we should not expect any new
shapes – as long as we assume that the physics is invariant with respect to the above basic
geometric symmetries.
Symmetries are actively used in physics. The fact that we could derive the pendulum formula so easily shows that maybe in more complex situations, when solving the
corresponding diﬀerential equation is not as easy, we would still be able to ﬁnd an explicit solution by using appropriate symmetries. This is indeed the case in many complex
problems; see, e.g., [17, 35, 38].
Moreover, in many situations, even equations themselves can be derived from the symmetries. This is true for most equations of fundamental physics: Maxwell’s equations
of electrodynamics, Einstein’s General Relativity equations for describing the gravitation
ﬁeld, Schrödinger’s equations of quantum mechanics, etc.; see, e.g., [42, 43].
As a result, in modern physics, often, new theories are formulated not in terms of
diﬀerential equations, but in term of symmetries. This started with quarks whose theory
was ﬁrst introduced by M. Gell-Mann by postulating appropriate symmetries.
From linear to nonlinear symmetries. Previously, we only considered linear symmetries. i.e., transformations which are described by linear functions. Sometimes, however, a
system also has nonlinear symmetries.
To ﬁnd such non-linear symmetries, let us recall the general way symmetries are de-
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scribed in mathematics. In general, if a system is invariant under the transformations f
and g, then:
• it is invariant under their composition f ◦ g, and
• it is invariant under the inverse transformation f −1 .
In mathematical terms, this means that the corresponding transformations form a group.
A special branch of mathematics called group theory studies such transformation groups
and studies properties which are invariant under these transformations.
In practice, at any given moment of time, we can only store and describe ﬁnitely many
parameters. Thus, it is reasonable to restrict ourselves to ﬁnite-dimensional groups.
One of the ﬁrst researcher to explore this idea was Norbert Wiener, the father of cybernetics. He formulated a question [154]: describe all ﬁnite-dimensional groups that contain
all linear transformations. For transformations from real numbers to real numbers, the answer to this question is known (see, e.g., [119]): all elements of this group are fractionallya·x+b
.
linear functions x →
c·x+d
Symmetries are also useful beyond physics. Nonlinear symmetries can be used to
explain many semi-empirical computer-related formulas in neural networks, fuzzy logic,
etc.; see, e.g., [119].
Independence as another example of symmetry. In many real-life situations, we
encounter complex systems that consist of a large number of smaller objects (or subsystems)
– e.g., molecules that consist of a large number of atoms. In general, the more subsystems
we have, the more complex the corresponding models, the more diﬃcult their algorithmic
analysis – because in general, we need to take into account possible interactions between
diﬀerent subsystems.
In practice, however, this analysis is often made simpler if we know that some of these
subsystems are reasonably independent – in the sense that changes in some subsystems
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do not aﬀect other subsystems. This independence is also a form of symmetry – the
transformations performed on one of the subsystems does not change the state of the
other.
Discrete symmetries. When we described geometric symmetries, we mentioned that
while in some cases, we have a continuous family of symmetries, in other cases, we have a
discrete set of transformations under which the object is invariant; see, e.g., [17, 35, 38].
This is true not only for geometric symmetries, it is true for general symmetries as well.
For example, in electromagnetism, the formulas do not change if we simply replace all
positive charges with negative ones and vice versa: particles with opposite charges will
continue to attract each other and particles with the same charges will continue to repel
each other with exactly the same force.
Similarly, when we use logic to analyze the truth value of diﬀerent properties and their
logical combinations, it usually does not matter whether we take, as a basis, a certain
def

property P (such as “small”) or its negation P ′ = ¬P (such as “large”): we can easily
transform the corresponding formulas into one another.
Symmetries and optimization. In many cases, as we have mentioned, it is natural
to require that the corresponding model be invariant with respect to the corresponding
transformations. In many such cases, this invariance (= symmetry) requirement enables
us to determine the corresponding model.
In some practical problems, however, there is no good reason to believe that the corresponding model is invariant with respect to the corresponding transformations. In this
case, since we have no reason to restrict ourselves to a small class of possible models, we
have many possible models that we can use. Out of all possible models, it is necessary
to select the one which is, in some reasonable sense, the best – e.g., the most accurate in
describing the real-life phenomena, or the one which is the fastest to compute, etc.
What does the “best” mean? When we say “the best”, we mean that on the set of
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all appropriate models, there is a relation ≽ describing which model is better or equal in
quality. This relation must be transitive (if A is better than B, and B is better than C,
then A is better than C). This relation is not necessarily asymmetric, because we can have
two models of the same quality. However, we would like to require that this relation be
ﬁnal in the sense that it should deﬁne a unique best model Aopt , i.e., the unique model for
which ∀B (Aopt ≽ B). Indeed:
• If none of the models is the best, then this criterion is of no use, so there should be
at least one optimal model.
• If several diﬀerent models are equally best, then we can use this ambiguity to optimize
something else: e.g., if we have two models with the same approximating quality, then
we choose the one which is easier to compute. As a result, the original criterion was
not ﬁnal: we get a new criterion (A ≽new B if either A gives a better approximation,
or if A ∼old B and A is easier to compute), for which the class of optimal models is
narrower. We can repeat this procedure until we get a ﬁnal criterion for which there
is only one optimal model.
It is also reasonable to require that the relation A ≽ B should be invariant relative to
natural transformations.
At ﬁst glance, these requirements sound reasonable but somewhat weak. One can
show, however, that they are often suﬃcient to actually ﬁnd the optimal model – because
optimality with respect to an invariant optimality criterion actually leads to invariance:
Deﬁnition 1.1. Let A be a set, and let G be a group of transformations deﬁned on A.
• By an optimality criterion, we mean a pre-ordering (i.e., a transitive reﬂexive relation) ≼ on the set A.
• An optimality criterion is called G-invariant if for all g ∈ G, and for all A, B ∈ A,
A ≼ B implies g(A) ≼ g(B).
9

• An optimality criterion is called ﬁnal if there exists one and only one element A ∈ A
that is preferable to all the others, i.e., for which B ≼ A for all B ̸= A.
Proposition 1.1. [119] Let ≼ be a G-invariant and ﬁnal optimality criterion on the class
A. Then, the optimal model Aopt is G-invariant.
Proof. Let us prove that the model Aopt is indeed G-invariant, i.e., that g(Aopt ) = Aopt
for every transformation g ∈ G. Indeed, let g ∈ G. From the optimality of Aopt , we
conclude that for every B ∈ A, g −1 (B) ≼ Aopt . From the G-invariance of the optimality
criterion, we can now conclude that B ≼ g(Aopt ). This is true for all B ∈ A and therefore,
the family g(Aopt ) is optimal. But since the criterion is ﬁnal, there is only one optimal
family; hence, g(Aopt ) = Aopt . So, Aopt is indeed invariant. The proposition is proven.
Approximate symmetries. In many physical situations, we do not have exact symmetries, we only have approximate symmetries. For example, while a shape of a spiral galaxy
can be reasonably well described by a logarithmic spiral, this description is only approximate; the actual shape is slightly diﬀerent. Actually, most symmetries are approximate
(see, e.g., [38]); in some cases, the approximation is so good that we can ignore this approximate character and consider the object to be fully symmetric, while in other cases, we
have to take asymmetry into account to get an accurate description of the corresponding
phenomena.
What we do in this dissertation. Because symmetries are ubiquitous and useful,
in this dissertation, we show how symmetries can be used in all classes of algorithmic
problems of sciences and engineering: from analysis to prediction to control. Speciﬁcally,
in Chapter 2, we show how the symmetry-based approach can be used in the analysis of
real-life systems; in Chapter 3, we show how this approach can be used in the algorithmics
of prediction; and in Chapter 4, we show how the symmetry-based approach can be used
in the algorithmics of control. Possible ideas for future work are listed in Chapter 5.
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Using symmetries in the analysis of real-life systems: an overview. Most applications of computing deal with real-life systems: we need to predict the behavior of such
systems, we need to ﬁnd the best way to change their behavior, etc. In all these tasks, we
ﬁrst need to describe the system’s behavior in precise terms – i.e., in terms understandable
to a computer, and then use the resulting description to analyze these systems. In this
chapter, following the general ideas of Chapter 1, we show that symmetries can help with
such description and analysis.
Many real-life systems consist of several interacting subsystems: a galaxy consists of
stars, a solid body consists of molecules, etc. To adequately describe and analyze such systems, we need to describe and analyze the corresponding subsystems and their interaction.
Thus, in order to describe and analyze generic real-life systems, we need to ﬁrst be able
to describe basic fundamental systems such as molecules, atoms, elementary particles, etc.
Because of this fact, in the present chapter, we concentrate on such fundamental systems.
We start with the cases where we can use the most natural symmetries – continuous
families of geometric symmetries such as rotations, shifts, etc. A shape of the molecule is
formed by its atoms. In comparison to a molecule, an atom is practically a point. A set
consisting of a few atoms is, from the geometric viewpoint, a set of a few points; this fewpoints shape may have a few symmetries, but, with the exception of linear molecules like
H2 , it cannot have a continuous family of symmetries. For a molecule to have a geometric
shape allowing a continuous family of symmetries, it needs to contain a large number of
atoms. Such molecules are typical in biosciences. Because of this, in Section 2.2, we show
how, for biomolecules, the corresponding symmetries naturally explain the observed shapes.
Non-trivial smaller molecules, as we have mentioned, can only have discrete symmetries.
In Section 2.3, we show how the symmetries approach can help in describing such molecules.
Finally, when we get to the level of elementary particles and quantum eﬀects describing
their interactions, we, in general, no longer have geometric symmetries. Instead, we have a
reasonable symmetry-related physical idea of independence – that changes in some subsystems do not aﬀect other subsystems. In Section 2.4, we show that this symmetry-related
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idea leads to a formal justiﬁcation of quantum theory (in its Feynman integral formulation).
Overall, we show that symmetries can help with description and analysis of fundamental
physical systems.
Using symmetries to help with prediction of real-life systems. As we have mentioned earlier, one of the main objectives of science is to predict future events. From this
viewpoint, the ﬁrst question that we need to ask is: is it possible to predict? In many
cases, predictions are possible, but in many other practical situations, what we observe is a
random (un-predictable) sequence. The question of how we can check predictability – i.e.,
check whether the given sequence is random – is analyzed in Section 3.2. In this analysis,
we use symmetries – namely, we use scaling symmetries.
In situations where prediction is, in principle, possible, the next questions is: how can we
predict? In cases where we know the corresponding equations, we can use these equations
for prediction. In many practical situations, however, we do not know the equations. In
such situations, we need to use general prediction and extrapolation tools, e.g., neural
networks. In Section 3.3, we show how discrete symmetries can help improve the eﬃciency
of neural networks.
Once the prediction is made, the next question is how accurate is this prediction? In
Section 3.4, we show how scaling symmetries can help in quantifying the uncertainty of
the corresponding model; in Section 3.5, we use similar symmetries to ﬁnd an optimal
way of processing the corresponding uncertainty, and in Section 3.6, on the example of a
geophysical application, we estimate the accuracy of spatially locating the corresponding
measurement results.
From the theoretical viewpoint, the most important question is to generate a prediction,
no matter how long it takes to perform the corresponding computations. In practice,
however, we often need to have the prediction results by a certain time; in this case, it is
important to be able to perform the corresponding computations eﬃciently, so that we have
the results by a given deadline. The theoretical possibility of such eﬃcient computations
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is analyzed in Section 3.7.
Overall, we show that symmetries can help with all the algorithmic aspects of prediction.
Using symmetries in control. In Chapter 3, we concentrate on the problem of predicting the future events. Once we are able to predict future events, a natural next step is
to inﬂuence these events, i.e., to control the corresponding system. In this step, we should
select a control that leads to the best possible result.
Control problems can be roughly classiﬁed into two classes. In some problems of this
type, we know the exact equations and we know the objective function that describes
what the users want. In such problems, the selection of the best possible control is a
mathematically well-deﬁned optimization problem. Problems of this type have been solved
for centuries, and there are many eﬃcient algorithms that solve these types of problems in
many practical situations.
However, there are situations in which the problems of ﬁnding the best control are much
more challenging, because we only know the system with a huge uncertainty. Because of the
uncertainty, it is diﬃcult to formulate the corresponding problem as a precise optimization
problem. Instead, we use intelligent techniques that use the knowledge and experience
of human experts in solving such problems. Such intelligent techniques are reasonably
new: they have been in use for only a few decades. Details of many of such techniques
have been determine purely empirically, and as a result, they often lead to results which
are far from optimal. To improve the results of applying these techniques, it is therefore
imperative to perform a theoretical analysis of the corresponding problems. In this chapter,
in good accordance with the general ideas from Chapter 1, we show that symmetry-based
techniques can be very useful in this theoretical analysis.
We illustrate this usefulness on all level of the problem of selecting the best control.
First, on a strategic level, we need to select the best class of strategies. In Section 4.2,
we use logical symmetries – the symmetry between true and false values – to ﬁnd the best
class of strategies for an important class of intelligent controls – fuzzy control.
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Once a class of strategies is selected, we need to select the best strategy within a given
class. We analyze this problem in Sections 4.3 and 4.4: in Section 4.3, we use approximate
symmetries to ﬁnd the best operations for implementing fuzzy control, and in Section 4.4,
again in good accordance with Chapter 1, that the optimal selection of operations leads to
a symmetry-based solution.
Finally, when we have several strategies coming from diﬀerent aspects of the problem,
we need to combine these strategies into a single strategy that takes all the aspects into
account. In Section 4.5, we again use logical symmetries – this time to ﬁnd the best way
of combining the resulting fuzzy decisions.
Overall, we show that symmetries can help with all the algorithmic aspects of control.
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Chapter 2
Algorithmic Aspects of Real-Life
Systems Analysis: Symmetry-Based
Approach
2.1

Describing and Analyzing Real-Life Systems

Most applications of computing deal with real-life systems: we need to predict the behavior
of such systems, we need to ﬁnd the best way to change their behavior, etc. In all these
tasks, we ﬁrst need to describe the system’s behavior in precise terms – i.e., in terms
understandable to a computer, and then use the resulting description to analyze these
systems. In this chapter, following the general ideas of Chapter 1, we show that symmetries
can help with such description and analysis.
Many real-life systems consist of several interacting subsystems: a galaxy consists of
stars, a solid body consists of molecules, etc. To adequately describe and analyze such systems, we need to describe and analyze the corresponding subsystems and their interaction.
Thus, in order to describe and analyze generic real-life systems, we need to ﬁrst be able
to describe basic fundamental systems such as molecules, atoms, elementary particles, etc.
Because of this fact, in the present chapter, we concentrate on such fundamental systems.
We start with the cases where we can use the most natural symmetries – continuous
families of geometric symmetries such as rotations, shifts, etc. A shape of the molecule is
formed by its atoms. In comparison to a molecule, an atom is practically a point. A set
consisting of a few atoms is, from the geometric viewpoint, a set of a few points; this few15

points shape may have a few symmetries, but with the exception of linear molecules like H2 ,
it cannot have a continuous family of symmetries. For a molecule to have a geometric shape
allowing a continuous family of symmetries, it needs to contain a large number of atoms.
Such molecules are typical in biosciences. Because of this, in Section 2.2, we show how, for
biomolecules, the corresponding symmetries naturally explain the observed shapes.
Non-trivial smaller molecules, as we have mentioned, can only have discrete symmetries.
In Section 2.3, we show how the symmetries approach can help in describing such molecules.
Finally, when we get to the level of elementary particles and quantum eﬀects describing
their interactions, we, in general, no longer have geometric symmetries. Instead, we have a
reasonable symmetry-related physical idea of independence – that changes in some subsystems do not aﬀect other subsystems. In Section 2.4, we show that this symmetry-related
idea leads to a formal justiﬁcation of quantum theory (in its Feynman integral formulation).
Overall, we show that symmetries can help with description and analysis of fundamental
physical systems.

2.2

Towards Symmetry-Based Explanation of (Approximate) Shapes of Alpha-Helices and BetaSheets (and Beta-Barrels) in Protein Structure

Alpha-helices and beta-sheets: brief reminder. Proteins are biological polymers
that perform most of the life’s function. A single chain polymer (protein) is folded in such
a way that forms local substructures called secondary structure elements. In order to study
the structure and function of proteins it is extremely important to have a good geometrical description of the proteins structure. There are two important secondary structure
elements: alpha helices and beta-sheets. A part of the protein structure where diﬀerent
fragments of the polypeptide align next to each other in extended conformation forming
a line-like feature deﬁnes a secondary structure called an alpha-helix. A part of the pro-
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tein structure where diﬀerent fragments of the polypeptide align next to each other in
extended conformation forming a surface-like feature deﬁnes a secondary structure called
a beta pleated sheet, or, for short, a beta-sheet; see, e.g., [18, 85].
Shapes of alpha-helices and beta-sheets: ﬁrst approximation. The actual shapes
of the alpha-helices and beta-sheets can be complicated. In the ﬁrst approximation, alphahelices are usually approximated by cylindrical spirals (also known as circular helices or
(cylindrical) coils), i.e., curves which, in an appropriate coordinate system, have the form
x = a · cos(ω · t), y = a · sin(ω · t), and c = b · t. Similarly, in the ﬁrst approximation,
beta-sheets are usually approximated as planes. These are the shapes that we explain in
this section.
What we do in this section: our main result. In this section, following the ideas
of a renowned mathematician M. Gromov [52], we use symmetries to show that under
reasonable assumptions, the empirically observed shapes of cylindrical spirals and planes
are indeed the best families of simple approximating sets.
Thus, symmetries indeed explain why the secondary protein structures consists of alphahelices and beta-sheets.
Comment. The main result of this section ﬁrst appeared in [112].
Auxiliary result: we also explain the (approximate) shape of beta-barrels. The
actual shape of an alpha-helix or of a beta-sheet is somewhat diﬀerent from these ﬁrstapproximation shapes. In [147], we showed that symmetries can explain some resulting
shapes of beta-sheets. In this section, we add, to the basic approximate shapes of a circular
helix and a planes, one more shape. This shape is observed when, due to tertiary structure
eﬀects, a beta-sheet “folds” on itself, becoming what is called a beta-barrel. In the ﬁrst
approximation, beta-barrels are usually approximated by cylinders. So, in this section, we
also explain cylinders.
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We hope that similar symmetry ideas can be used to describe other related shapes. For
example, it would be nice to see if a torus shape – when a cylinder folds on itself – can also
be explained by symmetry ideas.
Possible future work: need for explaining shapes of combinations of alphahelices and beta-sheets. A protein usually consists of several alpha-helices and betasheets. In some cases, these combinations of basic secondary structure elements have their
own interesting shapes: e.g., coils (alpha-helices) sometimes form a coiled coil. In this
section, we use symmetries to describe the basic geometric shape of secondary structure
elements; we hope that similar symmetry ideas can be used to describe the shape of their
combinations as well.
Symmetries are actively used in physics. As we have mentioned in Chapter 1, in
our use of symmetries, we have been motivated by the successes of using symmetries in
physics; see, e.g., [38]. So, in order to explain our approach, let us ﬁrst brieﬂy recall how
symmetries are used in physics.
Symmetries in physics: main idea. In physics, we usually know the diﬀerential equations that describe the system’s dynamics. Once we know the initial conditions, we can
then solve these equations and obtain the state of the system at any given moment of time.
It turns out that in many physical situations, there is no need to actually solve the
corresponding complex system of diﬀerential equations: the same results can be obtained
much faster if we take into account that the system has certain symmetries (i.e., transformations under which this system does not change). The pendulum and the shapes of
celestial bodies examples from Chapter 1 exemplify this principle.
From physics to analyzing shapes of proteins: towards the formulation of the
problem. It is reasonable to assume that the underlying chemical and physical laws do
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not change under shifts and rotations. Thus, as a group of symmetries, we take the group of
all “solid motions”, i.e., of all transformations which are composed of shifts and rotations.
Comment. In the classiﬁcation of shapes of celestial bodies, we also considered dilations.
Dilations make sense in astrophysics and cosmology. Indeed, in forming celestial shapes of
large-scale objects, the main role is played by long-distance interactions like gravity and
electromagnetic forces, and the formulas describing these long-distance interactions are
dilation-invariant. In contrast, on the molecular level – that corresponds to the shapes of
the proteins – short-distance interactions are also important, and these interactions are not
necessarily dilation-invariant.
Thus, in our analysis of protein shapes, we only consider shifts and rotations.
Reasonable shapes. In chemistry, diﬀerent shapes are possible. For example, bounded
shapes like a point, a circle, or a sphere do occur in chemistry, but, due to their boundedness,
they usually (approximately) describe the shapes of relatively small molecules like benzenes,
fullerenes, etc.
We are interested in relatively large molecules like proteins, so it is reasonable to only
consider potentially unbounded shapes. Speciﬁcally, we want to describe connected components of these shapes.
Reasonable families of shapes. We do not want to just ﬁnd one single shape, we want
to ﬁnd families of shapes that approximate the actual shapes of proteins. These families
contain several parameters, so that by selecting values of all these parameters, we get a
shape.
The more parameters we allow, the larger the variety of the resulting shape and therefore, the better the resulting shape can match the observed protein shape.
We are interested in the shapes that describe the secondary structure, i.e., the ﬁrst
(crude) approximation to the actual shape. Because of this, we do not need too many
parameters, we should restrict ourselves to families with a few parameters.
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We want to select the best approximating family. In principle, we can have many
diﬀerent approximating families. Out of all these families, we want to select a one which
is the best in some reasonable sense – e.g., the one that, on average, provides the most
accurate approximation to the actual shape, or the one which is the fastest to compute,
etc.
What does the “best” mean? There are many possible criteria for selecting the “best”
family. It is not easy even to enumerate all of them – while our objective is to ﬁnd the
families which are the best according to each of these criteria. To overcome this diﬃculty,
we therefore formulate a general description of the optimality criteria and provide a general
description of all the families which are optimal with respect to diﬀerent criteria.
As we showed in Chapter 1, a natural formalization of a general optimality criterion
is a pre-ordering relation A ≽ B which is ﬁnal (i.e., has exactly one optimal family) and
which is invariant relative to natural geometric symmetries (which are, in this geometric
case, shifts and rotations).
At ﬁst glance, these requirements sounds reasonable but somewhat weak. We show,
however, that they are suﬃcient to actually ﬁnd the optimal families of shapes – and that
the resulting optimal shapes are indeed the above-mentioned observed secondary-structure
shapes of protein components.
Deﬁnitions and the main result. Our goal is to choose the best ﬁnite-parametric family of sets. To formulate this problem precisely, we must formalize what a ﬁnite-parametric
family is and what it means for a family to be optimal. In accordance with the above
analysis of the problem, both formalizations use natural symmetries. So, we ﬁrst formulate
how symmetries can be deﬁned for families of sets, then what it means for a family of sets
to be ﬁnite-dimensional, and ﬁnally, how to describe an optimality criterion.
Deﬁnition 2.2.1. Let g : M → M be a 1-1-transformation of a set M , and let A be a
family of subsets of M . For each set X ∈ A, we deﬁne the result g(X) of applying this
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transformation g to the set X as {g(x) | x ∈ X}, and we deﬁne the result g(A) of applying
the transformation g to the family A as the family {g(X) | X ∈ A}.
In our problem, the set M is the 3-D space IR3 . In general, we will assume that M is
a smooth manifold, i.e., a set with several 1-1 mappings of bounded domains of IRn into
M (coordinates) such that on each region which is covered by two diﬀerent mappings
m, m′ : IRn → M , the composition m−1 ◦ m : IRn → IRn is diﬀerentiable; see, e.g., [83].
Deﬁnition 2.2.2. Let M be a smooth manifold. A group G of transformations M → M
is called a Lie transformation group, if G is endowed with a structure of a smooth manifold
for which the mapping g, a → g(a) from G × M to M is smooth.
In our problem, the group G is the group generated by all shifts and rotations. In the
3-D space, we need three parameters to describe a general shift, and three parameters to
describe a general rotation; thus, the group G is 6-dimensional – in the sense that we need
six parameters to describe an individual element of this group.
We want to deﬁne r-parametric families of sets in such a way that symmetries from G
would be computable based on parameters. Formally:
Deﬁnition 2.2.3. Let M and N be smooth manifolds.
• By a multi-valued function F : M → N we mean a function that maps each m ∈ M
into a discrete set F (m) ⊆ N .
• We say that a multi-valued function is smooth if for every point m0 ∈ M and for
every value f0 ∈ F (m), there exists an open neighborhood U of m0 and a smooth
function f : U → N for which f (m0 ) = f0 and for every m ∈ U , f (m) ⊆ F (m).
Deﬁnition 2.2.4. Let G be a Lie transformation group on a smooth manifold M .
• We say that a class A of closed subsets of M is G-invariant if for every set X ∈ A,
and for every transformation g ∈ G, the set g(X) also belongs to the class.
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• If A is a G-invariant class, then we say that A is a ﬁnitely parametric family of sets
if there exist:
– a (ﬁnite-dimensional) smooth manifold V ;
– a mapping s that maps each element v ∈ V into a set s(v) ⊆ M ; and
– a smooth multi-valued function Π : G × V → V
such that:
– the class of all sets s(v) that corresponds to diﬀerent v ∈ V coincides with A,
and
– for every v ∈ V , for every transformation g ∈ G, and for every π ∈ Π(g, v),
the set s(π) (that corresponds to π) is equal to the result g(s(v)) of applying the
transformation g to the set s(v) (that corresponds to v).
• Let r > 0 be an integer. We say that a class of sets B is a r-parametric class of sets
if there exists a ﬁnite-dimensional family of sets A deﬁned by a triple (V, s, Π) for
which B consists of all the sets s(v) with v from some r-dimensional sub-manifold
W ⊆V.
In our example, we consider families of unbounded connected sets.

Deﬁnition 2.2.5. Let A be a set, and let G be a group of transformations deﬁned on A.
• By an optimality criterion, we mean a pre-ordering (i.e., a transitive reﬂexive relation) ≼ on the set A.
• An optimality criterion is called G-invariant if for all g ∈ G, and for all A, B ∈ A,
A ≼ B implies g(A) ≼ g(B).
• An optimality criterion is called ﬁnal if there exists one and only one element A ∈ A
that is preferable to all the others, i.e., for which B ≼ A for all B ̸= A.
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Lemma 2.2.1. Let M be a manifold, let G be a d-dimensional Lie transformation group
on M , and let ≼ be a G-invariant and ﬁnal optimality criterion on the class A of all
r-parametric families of sets from M , r < d. Then:
• the optimal family Aopt is G-invariant; and
• each set X from the optimal family is a union of orbits of ≥ (d − r)-dimensional
subgroups of the group G.
Comment. For readers’ convenience, all the proofs are placed at the end of this section.
Theorem 2.2.1. Let G be a 6-dimensional group generated by all shifts and rotations in
the 3-D space IR3 , and let ≼ be a G-invariant and ﬁnal optimality criterion on the class A
of all r-parametric families of unbounded sets from IR3 , r < 6. Then each set X from the
optimal family is a union of cylindrical spirals, planes, and cylinders.
Conclusion. These shapes correspond exactly to alpha-helices, beta-sheets (and betabarrels) that we observe in proteins. Thus, the symmetries indeed explain the observed
protein shapes.
Comment. As we have mentioned earlier, spirals, planes, and cylinders are only the ﬁrst
approximation to the actual shape of protein structures. For example, it has been empirically found that for beta-sheets and beta-barrels, general hyperbolic (quadratic) surfaces
provide a good second approximation; see, e.g., [123]. It is worth mentioning that the
empirical fact that quadratic models provide the best second approximation can also be
theoretical explained by using symmetries [147].
Proof of Lemma 2.2.1. Since the criterion ≼ is ﬁnal, there exists one and only one
optimal family of sets. Let us denote this family by Aopt .
1◦ . Let us ﬁrst show that this family Aopt is indeed G-invariant, i.e., that g(Aopt ) = Aopt
for every transformation g ∈ G.
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Indeed, let g ∈ G. From the optimality of Aopt , we conclude that for every B ∈ A,
g −1 (B) ≼ Aopt . From the G-invariance of the optimality criterion, we can now conclude
that B ≼ g(Aopt ). This is true for all B ∈ A and therefore, the family g(Aopt ) is optimal.
But since the criterion is ﬁnal, there is only one optimal family; hence, g(Aopt ) = Aopt . So,
Aopt is indeed invariant.
2◦ . Let us now show an arbitrary set X0 from the optimal family Aopt consists of orbits of
≥ (d − r)-dimensional subgroups of the group G.
Indeed, the fact that Aopt is G-invariant means, in particular, that for every g ∈ G, the
set g(X0 ) also belongs to Aopt . Thus, we have a (smooth) mapping g → g(X0 ) from the
d-dimensional manifold G into the ≤ r-dimensional set G(X0 ) = {g(X0 ) | g ∈ G} ⊆ Aopt .
In the following, we denote this mapping by g0 .
Since r < d, this mapping cannot be 1-1, i.e., for some sets X = g ′ (X0 ) ∈ G(X0 ), the
pre-image g0−1 (X) = {g | g(X0 ) = g ′ (X0 )} consists of one than one point. By deﬁnition of
g(X), we can conclude that g(X0 ) = g ′ (X0 ) iﬀ (g ′ )−1 g(X0 ) = X0 . Thus, this pre-image is
equal to {g | (g ′ )−1 g(X0 ) = X0 }. If we denote (g ′ )−1 g by g̃, we conclude that g = g ′ g̃ and
that the pre-image g0−1 (X) = g0−1 (g ′ (X0 )) is equal to {g ′ g̃ | g̃(X0 ) = X0 }, i.e., to the result of
applying g ′ to {g̃ | g̃(X0 ) = X0 } = g0−1 (X0 ). Thus, each pre-image (g0−1 (X) = g0−1 (g ′ (X0 )))
can be obtained from one of these pre-images (namely, from g0−1 (X0 )) by a smooth invertible
transformation g ′ . Thus, all pre-images have the same dimension D.
We thus have a stratiﬁcation (ﬁber bundle) of a d-dimensional manifold G into Ddimensional strata, with the dimension Df of the factor-space being ≤ r. Thus, d = D+Df ,
and from Df ≤ r, we conclude that D = d − Df ≥ n − r.
So, for every set X0 ∈ Aopt , we have a D ≥ (n − r)-dimensional subset G0 ⊆ G that
leaves X0 invariant (i.e., for which g(X0 ) = X0 for all g ∈ G0 ). It is easy to check that if
g, g ′ ∈ G0 , then gg ′ ∈ G0 and g −1 ∈ G0 , i.e., that G0 is a subgroup of the group G. From
the deﬁnition of G0 as {g | g(X0 ) = X0 } and the fact that g(X0 ) is deﬁned by a smooth
transformation, we conclude that G0 is a smooth sub-manifold of G, i.e., a ≥ (n − r)-
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dimensional subgroup of G.
To complete our proof, we must show that the set X0 is a union of orbits of the group
G0 . Indeed, the fact that g(X0 ) = X0 means that for every x ∈ X0 , and for every g ∈ G0 ,
the element g(x) also belongs to X0 . Thus, for every element x of the set X0 , its entire
orbit {g(x) | g ∈ G0 } is contained in X0 . Thus, X0 is indeed the union of orbits of G0 . The
lemma is proven.

Proof of Theorem 2.2.1. In our case, the natural group of symmetries G is generated
by shifts and rotations. So, to apply the above lemma to the geometry of protein structures,
we must describe all orbits of subgroups of this groups G.
Since we are interested in connected components, we should consider only connected
continuous subgroups G0 ⊆ G, since such subgroups explain connected shapes.
Let us start with 1-D orbits. A 1-D orbit is an orbit of a 1-D subgroup. This subgroup
is uniquely determined by its “inﬁnitesimal” element, i.e., by the corresponding element
of the Lie algebra of the group G. This Lie algebra if easy to describe. For each of its
elements, the corresponding diﬀerential equation (that describes the orbit) is reasonably
easy to solve.
2-D forms are orbits of ≥ 2-D subgroups, so, they can be enumerated by combining two
1-D subgroups.

Comment. An alternative (slightly more geometric) way of describing 1-D orbits is to
take into consideration that an orbit, just like any other curve in a 3-D space, is uniquely
determined by its curvature κ1 (s) and torsion κ2 (s), where s is the arc length measured
from some ﬁxed point. The fact that this curve is an orbit of a 1-D group means that for
every two points x and x′ on this curve, there exists a transformation g ∈ G that maps
x into x′ . Shifts and rotations do not change κi , they may only shift s (to s + s0 ). This
means that the values of κi are constant. Taking constant κi , we get diﬀerential equations,
whose solution leads to the desired 1-D orbits.
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The resulting description of 0-, 1-, and 2-dimensional orbits of connected subgroups Ga
of the group G is as follows:
0: The only 0-dimensional orbit is a point.
1: A generic 1-dimensional orbit is a cylindrical spiral, which is described (in appropriate
coordinates) by the equations z = k · ϕ, ρ = R0 . Its limit cases are:
– a circle (z = 0, ρ = R0 );
– a semi-line (ray);
– a straight line.
2: Possible 2-D orbits include:
– a plane;
– a semi-plane;
– a sphere; and
– a circular cylinder.
Since we are only interested in unbounded shapes, we end up with the following shapes:
• a cylindrical spiral (with a straight line as its limit case);
• a plane (or a part of the plane), and
• a cylinder.
The theorem is proven.
Symmetry-related speculations on possible physical origin of the observed
shapes. We have provided a somewhat mathematical explanation for the observed shapes.
Our theorem explains the shapes, but not how a protein acquires these shapes.
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A possible (rather speculative) explanation can be obtained along the lines of a similar
symmetry-based explanation for the celestial shapes; see [39, 40, 41, 86].
In the beginning, protein generation starts with a uniform medium, in which the distribution is homogeneous and isotropic. In mathematical terms, the initial distribution of
matter is invariant w.r.t. arbitrary shifts and rotations.
The equations that describe the physical forces that are behind the corresponding chemical reactions are invariant w.r.t. arbitrary shifts and rotations. In other words, these interactions are invariant w.r.t. our group G. The initial distribution was invariant w.r.t. G; the
evolution equations are also invariant; hence, at ﬁrst glance, we should get a G-invariant
distribution of matter for all moments of time.
In reality, we do not see such a homogeneous distribution – because this highly symmetric distribution is known to be unstable. As a result, an arbitrarily small perturbations
cause drastic changes in the matter distribution: matter concentrates in some areas, and
shapes are formed. In physics, such symmetry violation is called spontaneous.
In principle, it is possible to have a perturbation that changes the initial highly symmetric state into a state with no symmetries at all, but statistical physics teaches us that it
is much more probable to have a gradual symmetry violation: ﬁrst, some of the symmetries
are violated, while some still remain; then, some other symmetries are violated, etc.
Similarly, a (highly organized) solid body normally goes through a (somewhat organized) liquid phase before it reaches a (completely disorganized) gas phase.
If a certain perturbation concentrates matter, among other points, at some point a, then,
due to invariance, for every transformation g ∈ G′ , we observe a similar concentration at
the point g(a). Therefore, the shape of the resulting concentration contains, with every
point a, the entire orbit G′ (a) = {g(a) | g ∈ G′ } of the group G′ . Hence, the resulting shape
consists of one or several orbits of a group G′ . This is exactly the conclusion we came up
with before, but now we have a physical explanation for it.
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2.3

Properties of Molecules with Variant Ligands: A
Symmetry-Based Approach

Formulation of the problem: extrapolation is needed. In many practical situations,
molecules can be obtained from a symmetric “template” molecule like benzene C6 H6 by
replacing some of its hydrogen atoms with ligands (other atoms or atom groups). There
can be many possible replacements of this type. To avoid time-consuming testing of all
possible replacements, it is desirable to test some of the replacements and then extrapolate
to others – so that only the promising molecules, for which the extrapolated values are
desirable, will have to be synthesized and tested.
For this extrapolation, D. J. Klein and co-authors proposed to use a poset extrapolation
technique developed by G.-C. Rota from MIT; see, e.g., [139]. They showed that in many
practical situations, this technique indeed leads to accurate predictions of many important
quantities; see, e.g., [29, 62, 63, 61, 64, 67, 68].
One of the limitations of this approach is that this technique has been originally proposed on a heuristic basis, with no convincing justiﬁcation of its applicability to chemical
(or other) problems. In [113], we showed that for the case where all the ligands are of the
same type, the poset technique is actually equivalent to a more familiar (and much more
justiﬁed) Taylor series extrapolation.
In this section, we show that this equivalence can be extended to the case where we
have variant ligands, and that this approach is also equivalent to another well-known and
well-studied approach: the Dempster-Shafer approach [155].
Comment. The results of this section ﬁrst appeared in [99, 105].
Poset approach to extrapolation: reminder. In [139], Gian-Carlo Rota, a renowned
mathematician from MIT, considered the situation in which there is a natural partial order
relation ≤ on some set of objects, and there is a numerical value v(a) associated to each
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object a from this partially ordered set (poset).
Rota’s technique is based on the fact that we can represent an arbitrary dependence
v(a) as
v(a) =

∑

V (b)

(2.3.1)

b: b≤a

for some values V (b). The possibility to ﬁnd such values V (b) is easy to understand: the
above formula (2.3.1) is a system of linear equations in which we have as many unknowns
V (b) as the number of objects – and as many equations as the number of objects. Thus,
we have a system of linear equations with as many equations as there are unknowns. It
is known that in general, such a system always has a solution. (In principle, there are
degenerate cases where a system of n linear equations with n unknowns does not have
a solution, but in [139] it was proven that the poset-related system (2.3.1) always has a
solution.)
In practice, many values V (b) turn out to be negligible and thus, can be safely taken
as 0s. If we know which values V (b1 ), . . . , V (bm ) are non-zeros, we can then:
• measure the value v(a1 ), . . . , v(ap ) of the desired quantity v for p ≪ n diﬀerent objects
a1 , . . . , ap ;
• use the Least Squares techniques (see, e.g. [143]) to estimate the values V (bj ) from
the system
v(ai ) =

∑

V (bj ), i = 1, . . . , p;

(2.3.2)

j: bj ≤ai

• use the resulting estimates V (bj ) to predict all the remaining values v(a) (a ̸=
a1 , . . . , am ), as

∑

v(a) =

V (bj ).

(2.3.3)

j: bj ≤a

In chemistry, objects are molecules, and a natural relation a ≤ b means that the molecule
b either coincides with a, or can be obtained from the molecule a if we replace one or several
of its H atoms with ligands.
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Role of symmetries. Molecules such as benzene or cubane have the property of symmetry: for every two atoms, we can ﬁnd a rotation that moves the ﬁrst atom into the
position of the second one while keeping the molecule conﬁguration intact. For example,
for benzene, rotation by 60◦ transforms the ﬁrst atom into the second one, the second into
the third one, etc.
A simple rotation does not change the chemical properties of a molecule – and hence,
does not change the values of any numerical property of the substance. Let us start with
monosubstituted molecules, i.e., molecules in which a single ligand has been substituted.
All the monosubstituted molecules can be obtained from each other by rotation. We can
therefore conclude that all these molecules have the same values v(a) of all the numerical
quantities.
Similarly, when we add two ligands, the value v(a) depends only on the distance between
the corresponding locations.
The resulting symmetry of the values v(a) translates into the symmetry of the auxiliary
values V (a) as well. Thus, because of the symmetries, some of the unknowns V (a) coincide
– i.e., we need to solve systems with fewer unknowns. In short, the (discrete) symmetries
of the template molecule help us decrease the number of unknowns and thus, make the
corresponding computations easier and faster.
Relation to the Dempster-Shafer approach. From the purely mathematical viewpoint, formula (2.3.3) is identical to one of the main formulas of the Dempster-Shafer
approach (see, e.g., [155]). Speciﬁcally, in this approach,
• in contrast to a probability distribution on a set X where probabilities p(x) ≥ 0,
∑
p(x) = 1, are assigned to diﬀerent elements x ∈ X of the set X,
x∈X

• we have “masses” (in eﬀect, probabilities) m(A) ≥ 0,

∑
A

subsets A ⊆ X of the set X.
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m(A) = 1, assigned to

The usual meaning of the values m(B) is, e.g., that we have several experts who have
diﬀerent opinions on which alternatives are possible and which are not. For each expert, B is
the set of alternatives that are possible according to this expert, and m(B) is the probability
that this expert is correct (estimated, e.g., based on his or her previous performance).
For every set A ⊆ X and for every expert, if the expert’s set B of possible alternatives
is contained in A (B ⊆ A), this means that this expert is sure that all possible alternatives
are contained in the set A. Thus, our overall belief bel(A) that the actual alternative is
contained in A can be computed as the sum of the masses corresponding to all such experts,
i.e., as
bel(A) =

∑

m(B).

B⊆A

This is the exact analog of the above formula, with v(a) instead of belief, V (b) instead of
masses, and the subset relation B ⊆ A as the ordering relation b ≤ a.
Comment. It should be mentioned that in spite of the above similarity, Rota’s poset
approach is somewhat diﬀerent from the Dempster-Shafer approach:
• ﬁrst, in the Dempster-Shafer approach, we require that all the masses are nonnegative, while in the poset approach, the corresponding values V (b) can be negative
as well;
• second, in the Dempster-Shafer approach, we require that the sum of all the masses is
1, while in the poset approach, the sum of all the values V (b) can be any real number.
Traditional (continuous) Taylor series: a brief reminder. As promised, we now
show that the Gian-Carlo Rota’s approach is also equivalent to the Taylor series approach.
To describe this equivalence, let us ﬁrst recall the main ideas behind the traditional Taylor
series.
Traditionally, in physical and engineering applications, most parameters x1 , . . . , xn (such
as coordinates, velocity, etc.) are continuous – in the sense that their values can continuously change from one value to another. The dependence y = f (x1 , . . . , xn ) of a quantity y
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on the parameters xi is also usually continuous (with the exception of phase transitions);
moreover, this dependence is usually smooth (diﬀerentiable). It is known that smooth
functions can be usually expanded into Taylor series around some point x
e = (e
x1 , . . . , x
en )
(e.g., around the point x
e = 0), i.e., as a sum of constant terms, linear terms, quadratic
terms, and terms of higher order.
n
n
n
∑
1 ∑ ∑ ∂2f
∂f
f (x1 , . . . , xn ) = f (e
x1 , . . . , x
en ) +
· ∆xi + ·
· ∆xi · ∆xi′ + . . . ,
∂xi
2 i=1 i′ =1 ∂xi ∂xi′
i=1
def

where ∆xi = xi − x
ei .
The values of diﬀerent order terms in the Taylor expansion usually decrease when the
order increases – after all, the Taylor series usually converges, which implies that the terms
should tend to 0. So, in practice, we can ignore higher-order terms and consider only
the ﬁrst few terms in the Taylor expansion. (This is, for example, how most elementary
functions like sin(x), cos(x), exp(x) are computed inside the computers.).
In the simplest case, it is suﬃcient to preserve linear terms, i.e. to use the approximation
f (x1 , . . . , xn ) ≈ f (e
x1 , . . . , x
en ) +

n
∑
∂f
· ∆xi .
∂x
i
i=1

When the linear approximation is not accurate enough, we can use the quadratic approximation
f (x1 , . . . , xn ) ≈ f (e
x1 , . . . , x
en ) +

n
n
n
∑
∂f
1 ∑ ∑ ∂ 2f
· ∆xi + ·
· ∆xi · ∆xi′ ,
′
∂x
2
∂x
∂x
i
i
i
′
i=1 i =1
i=1

etc.
Since we do not know the exact expression for the function f (x1 , . . . , xn ), we thus do
∂2f
∂f
and
. Hence, when we actually
not know the actual values of its derivatives
∂xi
∂xi ∂xi′
use this approximation, all we know is that we approximate a general function by a general
linear or quadratic formula
f (x1 , . . . , xn ) ≈ c0 +

n
∑
i=1
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ci · ∆xi ,

f (x1 , . . . , xn ) ≈ c0 +

n
∑

ci · ∆xi +

i=1

n ∑
n
∑
i=1

cii′ · ∆xi · ∆xi′ ,

(2.3.4)

i′ =1

1
∂ 2f
∂f
, and cii′ = ·
.
∂xi
2 ∂xi ∂xi′
In the traditional physical and engineering applications, the values of the coeﬃcients

where c0 = f (e
x1 , . . . , x
en ), ci =

c0 , ci , and (if needed) cii′ can then be determined experimentally. Namely, in several
(e)

(E) diﬀerent experiments e = 1, 2, . . . , E, we measure the values xi

of the parameters

and the resulting value y (e) , and then determine the desired coeﬃcients by applying the
Least Squares method to the corresponding approximate equations. In the case of linear
dependence, we use approximate equations
y

(e)

≈ c0 +

n
∑

(e)

ci · ∆xi ; e = 1, 2, . . . , E.

(2.3.5)

i=1

In the case of quadratic dependence, we use approximate equations
y (e) ≈ c0 +

n
∑
i=1

(e)

ci · ∆xi +

n ∑
n
∑
i=1

(e)

(e)

cii′ · ∆xi · ∆xi′ .

(2.3.6)

i′ =1

From continuous to discrete Taylor series. As we have mentioned in [113], we can
extend the Taylor series approach to the discrete case.
In our chemical problem, the discrete case means that for each location, we are only
interested in the values of the desired physical quantity in the following situations:
• a situation where there is a ligand at this location, and
• a situation where there is no ligand at this location.
From the macroscopic viewpoint, there are only these two options. However, on the microscopic level, the situation is more complex. Chemical interactions are, in eﬀect, interaction
of electrons. A proper description of an electron requires quantum physics; see, e.g., [38].
In classical (pre-quantum) physics, to describe the state of a particle at any given
moment of time, it is suﬃcient to describe its spatial location and momentum. We may
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not know the exact values of these quantities, but in principle, we can determine them with
an arbitrarily high accuracy.
In contrast, in quantum physics, it is impossible to uniquely determine both spatial
location and momentum, we can only predict probabilities of diﬀerent spatial locations
(and diﬀerent momentum values). A quantum description of the state of a particle is
a wave function ψ(x), a complex-valued function for which, for a small neighborhood of
volume ∆V around a point x, the probability to ﬁnd the electron in this neighborhood is
approximately equal to |ψ(x)|2 · ∆V . In other words, |ψ(x)|2 is the probability density –
electronic density in case of electrons.
In principle, electrons can be in many diﬀerent states, with diﬀerent electronic density
functions |ψ(x)|2 . In chemistry, we usually consider only the stable (lowest energy) states.
From this viewpoint, we have one of the two situations:
• a situation in which there is a ligand at this location; in this case, we consider the
lowest-energy state of a molecule with a ligand at this location; and
• a situation in which there is no ligand at this location; in this case, we consider the
lowest-energy state of a molecule with no ligand at this location.
However, from the physical viewpoint, it also makes sense to consider “excited” (higherenergy) states as well, states with arbitrary (not necessarily lowest-energy) electron density
functions. Many such states occur as intermediate states in chemical reactions, when a
molecule or a group of molecules continuously moves from the original stable state (before
the reaction) to a new stable state (after the reaction).
The general physical laws and dependencies are not limited to the discrete (lowestenergy) situations, they work for other (not so stable) situations as well.
So, while we are interested in the values of the desired physical quantity (such as
energy) corresponding to the selected stable situations, in principle, we can consider this
dependence for other (not so stable) situations as well. The value of, e.g. energy, depends
on the values of the electronic density at diﬀerent points near the ligand locations, etc.
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For each possible placement of a ligand of type k (1 ≤ k ≤ m) at a location i (1 ≤
i ≤ n), let xik1 , . . . , xikj , . . . , xikN be parameters describing the distribution in the vicinity
of this location (e.g., the density at a certain point, the distance to a certain atom, the
angle between this atom and the given direction, the angle describing the direction of the
spin, etc.). In general, the value of the desired quantity depends on the values of these
parameters:
y = f (x111 , . . . , x11N , . . . , xnm1 , . . . , xnmN ).

(2.3.7)

We are interested in the situations in which, at each location, there is either a ligand, or
there is no ligand. For each location i and for each parameter xij :
• let di0j denote the value of the j-th parameter in the situation with no ligand at the
location i, and
• let dikj denote the value of the j-th parameter in the situation with a ligand of type
k at the location i.
The default situation with which we start is the situation in which there are no ligands at
all, i.e. in which xij = di0j for all i and j. Other situations of interest are reasonably close
to this one. Thus, we can expand the dependence (2.3.7) in Taylor series in the vicinity of
the values di0j . As a result, we obtain the following expression:
y = y0 +

n ∑
N
∑
i=1 j=1

yij · ∆xij +

N
n ∑
N ∑
n ∑
∑

yij,i′ j ′ · ∆xij · ∆xi′ j ′ ,

(2.3.8)

i=1 j=1 i′ =1 j ′ =1

def

where ∆xij = xij − di0j , and y0 , yij , and yij,i′ j ′ are appropriate coeﬃcients.
These formulas can be applied to all possible situations, in which at each location i,
diﬀerent parameters xi1 , . . . , xiN can change independently. Situations in which we are
interested are characterized by describing, for each location, whether there is a ligand or
not, and if yes, exactly which ligand. Let εik denote the discrete variable that describes
the presence of a ligand of type k at the location i:
• when there is no ligand of type k at the location i, we take εik = 0, and
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• when there is a ligand of type k at the location i, we take εik = 1.
By deﬁnition, at each location, there can be only one ligand, i.e., if εik = 1 for some k,
then εik′ = 0 for all k ′ ̸= k.
According to the formula (2.3.8), the value y of the desired physical quantity depends
on the diﬀerences ∆xij corresponding to diﬀerent i and j. Let us describe the values of
these diﬀerences in terms of the discrete variables εik .
• In the absence of a ligand, when εi = 0, the value of the quantity xij is equal to di0j
and thus, the diﬀerence ∆xij is equal to
∆xij = di0j − di0j = 0.
• In the presence of a ligand of type k, when εik = 1, the value of the quantity xij is
equal to dikj and thus, the diﬀerence ∆xij = dikj − di0j is equal to
def

∆ikj = dikj − di0j .
Taking into account that for each location i, only one value εik can be equal to 1, we can
combine the above two cases into a single expression
∆xij =

m
∑

εik · ∆ikj .

(2.3.9)

k=1

Substituting the expression (2.3.9) into the expression (2.3.8), we obtain an expression
which is quadratic in εik :
y = y0 +

n ∑
m ∑
N
∑
i=1 k=1 j=1

yij ·εik ·∆ikj +

n ∑
m ∑
N ∑
n ∑
m ∑
N
∑

yij,i′ j ′ ·εik ·εi′ k′ ·∆ikj ·∆i′ k′ j ′ , (2.3.10)

i=1 k=1 j=1 i′ =1 k′ =1 j ′ =1

i.e., equivalently,
( m N
)
( N m N m
)
n
n ∑
n
∑
∑∑
∑
∑∑∑∑
y = y0 +
yij · ∆ikj ·εik +
yij,i′ j ′ · ∆ikj · ∆i′ k′ j ′ ·εik ·εi′ k′ .
i=1

k=1 j=1

i=1 i′ =1

j=1 k=1 j ′ =1 k′ =1
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Combining terms proportional to each variable εik and to each product εik · εi′ k′ , we obtain
the expression
y = a0 +

n ∑
m
∑

aik · εik +

n ∑
m ∑
n ∑
m
∑

aik,i′ k′ · εik · εi′ k′ ,

(2.3.11)

i=1 k=1 i′ =1 k′ =1

i=1 k=1

where
aik =

N
∑

yij · ∆ikj ,

(2.3.12)

j=1

and
aik,i′ k′ =

N ∑
N
∑
j=1

yij,i′ j ′ · ∆ikj · ∆i′ k′ j ′ .

(2.3.13)

j ′ =1

The expression (2.3.11) is similar to the continuous Taylor expression (2.3.4), but with
the discrete variables εik ∈ {0, 1} instead of the continuous variables ∆xi .
Similar “discrete Taylor series” can be derived if we take into account cubic, quartic,
etc., terms in the original Taylor expansion of the dependence (2.3.7).
Discrete Taylor expansions can be further simpliﬁed. In the following text, we use
the fact that the expression (2.3.11) can be further simpliﬁed.
First, we can simplify the terms corresponding to i = i′ . Indeed, for each discrete
variable εik ∈ {0, 1}, we have ε2ik = εik . Thus, the term aik,ik · εik · εik corresponding
to i = i′ and k = k ′ is equal to aik,ik · εik and can, therefore, be simply added to the
corresponding linear term aik · εik .
Similarly, for every location i and for every two ligand types k ̸= k ′ , only one of the
terms εik and εik′ can be diﬀerent from 0. Thus, the product εik · εik′ is always equal to 0.
Therefore, we can safely assume that the coeﬃcient aik,ik′ at this product is 0.
Thus, we have no terms aik,i′ k′ corresponding to i = i′ in our formula, we only have
terms with i ̸= i′ . For each two pairs ik and i′ k ′ , we can combine terms proportional to
εik · εi′ k′ and to εi′ k′ · εik . As a result, we obtain a simpliﬁed expression
y = v0 +

n ∑
m
∑
i=1 k=1

vik · εik +

m ∑
m
∑∑
i<i′ k=1 k′ =1

where v0 = c0 , vik = cik , and vik,i′ k′ = cik,i′ k′ + ci′ k′ ,ik .
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vik,i′ k′ · εik · εi′ k′ ,

(2.3.14)

This expression (2.3.14) – and the corresponding similar cubic and higher order expressions – is what we understand by a discrete Taylor series.
What we do in the following text. As we have mentioned earlier, we show that the
poset-related approaches are, in eﬀect, equivalent to the use of a much simpler (and much
more familiar) tool of (discrete) Taylor series.
Discrete Taylor series: reminder. In many practical situations, we have a physical
variable y that depends on the discrete parameters εik which take two possible values: 0
and 1, and for which, for every i, at most one value εik can be equal to 1. Then, in the ﬁrst
approximation, the dependence of y on εik can be described by the following linear formula
n ∑
m
∑
y = v0 +
vik · εik .
(2.3.15)
i=1 k=1

In the second approximation, this dependence can be described by the following quadratic
formula
y = v0 +

n ∑
m
∑
i=1 k=1

vik · εik +

m
m ∑
∑∑
i<i′

k=1

vik,i′ k′ · εik · εi′ k′ .

(2.3.16)

k′ =1

etc.
Chemical substances. For chemical substances, we have discrete variables εik that describe whether there is a ligand of type k at the i-th location:
• the value εik = 0 means that there is no ligand of type k at the i-th location, and
• the value εik = 1 means that there is a ligand of type k at the i-th location.
Each chemical substance a from the corresponding family can be characterized by the
corresponding tuple
(ε11 , . . . , ε1m , . . . , εn1 , . . . , εnm ).

Poset-related approaches: reminder. We approximate the actual dependence of the
desired quantity y on the substance a = (ε11 , . . . , εnm ) by a formula
∑
v(a) =
V (b),
b: b≤a
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(2.3.17)

where, in the second order approximation, b runs over all substances with at most two
ligands.
Poset-related approaches reformulated in terms of the discrete variables. The
discrete Taylor series formula (2.3.16) is formulated in terms of the discrete variables εik .
Thus, to show the equivalence of these two approaches, let us ﬁrst describe the poset-related
formula (2.3.17) in terms of these discrete variables.
In chemical terms, the relation b ≤ a means that a can be obtained from b by adding
some ligands. In other words, the corresponding value εik can only increase when we move
from the substance b to the substance a. So, if b = (ε′11 , . . . , ε′nm ) and a = (ε11 , . . . , εnm ),
then b ≤ a means that for every i and k, we have ε′ik ≤ εik .
Thus, the formula (2.3.17) means that for every substance a = (ε11 , . . . , εnm ), the substances b ≤ a are:
• the original substance a0 = (0, . . . , 0);
def

• substances aik = (0, . . . , 0, 1, 0, . . . , 0) with a single ligand of type k at the location i
– corresponding to all the places i and types k for which εik = 1; and
def

• substances aik,i′ k′ = (0, . . . , 0, 1, 0, . . . , 0, 1, 0, . . . , 0) with a ligand of type k at the
locations i and a ligand of type k ′ at a location i′ – corresponding to all possible pairs
(i, k) and (i′ , k ′ ), i < i′ , for which εik = εi′ k′ = 1.
Thus, in terms of the discrete variables, the poset formula (2.3.17) takes the form
y = V (a0 ) +

∑

V (aik ) +

∑

V (aik,i′ k′ ).

(2.3.18)

i<i′ ,k,k′ : εik =εi′ k′ =1

(i,k): εik =1

Proof that the discrete Taylor series are indeed equivalent to the poset formula.
The formulas (2.3.16) and (2.3.18) are now very similar, so we are ready to prove that they
actually coincide.
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To show that these formulas are equal, let us take into account that, e.g. the linear
part of the sum (2.3.18) can be represented as
∑

∑

V (aik ) =

(i,k): εik =1

V (aik ) · εik .

(2.3.19)

(i,k): εik =1

Indeed, for all the corresponding pairs (i, k), we have εik = 1, and multiplying by 1 does
not change a number.
This new representation (2.3.19) allows us to simplify this formula by adding similar
terms V (aik ) · εik corresponding to pairs (i, k) for which εik = 0. Indeed, when εik = 0, then
the product V (aik ) · εik is equal to 0, and thus, adding this product does not change the
value of the sum. So, in the right-hand side of the formula (2.3.19), we can safely replace
the sum over all pairs (i, k) for which εik = 1 by the sum over all pairs (i, k):
∑

V (aik ) =

n ∑
m
∑

∑

Similarly, the quadratic part

V (aik ) · εik .

(2.3.20)

i=1 k=1

(i,k): εik =1

i<i′ ,k,k′ : εik =εi′ k′ =1

V (aik,i′ k′ ) of the sum (2.3.18) can be ﬁrst

replaced with the sum
∑

∑

V (aik,i′ k′ ) =

i<i′ ,k,k′ : εik =εi′ k′ =1

V (aik,i′ k′ ) · εik · εi′ k′ ,

(2.3.21)

i<i′ ,k,k′ : εik =εi′ k′ =1

and then, by the sum
∑

V (aik,i′ k′ ) =

i<i′ ,k,k′ : εik =εi′ k′ =1

m
m ∑
∑∑
i<i′

k=1

V (aik,i′ k′ ) · εik · εi′ k′ .

(2.3.22)

k′ =1

Substituting expressions (2.3.19) and (2.3.22) into the formula (2.3.18), we obtain the
following expression
y = V (a0 ) +

n
∑
i=1

V (aik ) · εik +

m ∑
m
∑∑
i<i′

k=1

V (aik,i′ k′ ) · εik · εi′ k′ .

(2.3.23)

k′ =1

This expression is identical to the discrete Taylor formula (2.3.16), the only diﬀerence is
the names of the corresponding parameters:
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• the parameter v0 in the formula (2.3.16) corresponds to the parameter V (a0 ) in the
formula (2.3.23);
• each parameter vik in the formula (2.3.16) corresponds to the parameter V (aik ) in
the formula (2.3.23); and
• each parameter vik,i′ k′ in the formula (2.3.16) corresponds to the parameter V (aik,i′ k′ )
in the formula (2.3.23).
The equivalence is proven.
Conclusion. Several practically useful chemical substances can be obtained by adding
ligands to diﬀerent locations of a “template” molecule like benzene C6 H6 or cubane C8 H8 .
There is a large number of such substances, and it is diﬃcult to synthesize all of them and
experimentally determine their properties. It is desirable to be able to synthesize and test
only a few of these substances and to use appropriate interpolation to predict the properties
of others.
It is known that such an interpolation can be obtained by using Rota’s ideas related
to partially ordered sets. In [113], we have shown that when we only allow one type of
ligand, then the exact same interpolation algorithm can be obtained from a more familiar
mathematical technique such as Taylor expansion series. In this section, we showed that
the similar equivalence holds in the general case, where we have ligands of diﬀerent type.

2.4

Why Feynman Path Integration: A SymmetryBased Explanation

Need for quantization. Since the early 1900s, we know that to describe physics properly, we need to take into account quantum eﬀects. Thus, for every non-quantum physical
theory describing a certain phenomenon, be it mechanics or electrodynamics or gravitation
theory, we must design an appropriate quantum theory.
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Traditional quantization methods. In quantum mechanics, a state of a physical system is described by a complex-valued wave function ψ(x), i.e., a function that associates
with each spatial location x = (x1 , x2 , x3 ) the value ψ(x) whose meaning is that the square
of the absolute value |ψ(x)|2 is a probability density that the measured values of the spatial
coordinates will be x. For a system consisting of several particles, a state can similarly be
described as a complex-valued function ψ(x) where x is a tuple consisting of all the spatial
coordinates of all the particles.
In this formulation, each physical quantity can be described as an operator that maps
each state into a new complex-valued function. If we know this operator, then we are able
to predict how the original state will change when we measure the corresponding physical
quantity.
For example, in mechanics, each spatial coordinate xi is described by an operator that
transforms an arbitrary function ψ(x) into a new function xi · ψ(x), and each component
def

pi of the momentum vector p⃗ = m · ⃗v is described by the operator that transforms a state
∂ψ
.
ψ(x) into a new state −i · h̄ ·
∂xi
In general, these operators do not commute: e.g., when we ﬁrst apply the operator xi
and then the operator pi , then the resulting function will be, in general, diﬀerent from the
result of ﬁrst applying pi and then xi . Since operators describe the process of measuring
diﬀerent physical quantity, this non-commutativity means that the result of measuring a
momentum changes if we ﬁrst measured the spatial coordinates. In other words, when
we measure one of these quantities, this measurement process changes the state and thus,
changes the result of measuring another quantity. On the example of spatial location and
momentum, this phenomenon was ﬁrst noticed already by W. Heisenberg – a physicist who
realized that quantum analogues of physical quantities can be described by operators; this
observation that measuring momentum changes the particle’s location and vice versa is
known as Heisenberg’s uncertainty principle.
It is known that the equations of quantum mechanics can be written in terms of diﬀerential equations describing how the corresponding operators change in time. In the classical
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(non-quantum) limit, operators turn into the corresponding (commutative) scalar properties, and the corresponding equations turn into the classical Newton’s equations. This
result has led to the following natural idea of quantizing a theory: replace all the scalars
in the classical description of this theory by the corresponding operators.
Limitations of the traditional quantization approach. The problem with the above
approach is that due to non-commutativity of the quantum operators, two mathematically
equivalent formulations of the classical theory can lead to diﬀerent (non-equivalent) quantum theories. For example, if in the classical theory, if the expression for the force contains
a term proportional to xi · vi , i.e., proportional both to the spatial coordinates and to the
velocities vi (as, e.g., in the formula for the magnetic force), then we get two diﬀerent
pi
pi
theories depending on whether we replace the above expression with xi ·
or with
· xi .
m
m
The corresponding mathematics is non-trivial even in the simplest case, where we only
have two unknowns: the location and the momentum of each particle. The situation
becomes much more complicated in quantum ﬁeld theory, where each spatial value A(x) of
each ﬁeld A is a new quantity, with lots of non-commutativity.
Towards Feynman’s approach: the notion of the least action principle. Starting
with Newton’s mechanics, the laws of physics have been traditionally described in terms
of diﬀerential equations, equations that explicitly describe how the rate of change of each
quantity depends on the current values of this and other quantities.
For general systems, this is a very good description. However, for fundamental physical
phenomena – like mechanics, electromagnetic ﬁeld, etc. – not all diﬀerential equations make
physical sense. For example, physics usually assumes that fundamental physical quantities
such as energy, momentum, and angular momentum, are conserved, so that it is impossible to build a perpetual motion machine which would go forever without source of fuel.
However, many diﬀerential equations do not satisfy the conservation laws and are, therefore, physically meaningless. It is therefore desirable to restrict ourselves to mathematical

43

models which are consistent with general physical principles such as conservation laws.
It turns out that all known fundamental physical equations can be described in terms
of an appropriate optimization principle – and, in general, equations following from a
minimization principle lead to conservation laws.
This optimization principle is usually formulated in the following form. Our goal is to
ﬁnd out how the state γ(t) of a physical system changes with time t. For example, for a
single particle, we want to know how its coordinates (and velocity) change with time. For
several particle, we need to know how the coordinates of each particle change with time.
For a physical ﬁeld, we need to know how diﬀerent ﬁeld components change with time. Let
us assume that we know the state γ at some initial moment of time t (γ(t) = γ), and we
know the state γ at some future moment of time t (γ(t) = γ). In principle, we can have
diﬀerent paths (trajectories) γ(t) which start with the state γ at the initial moment t and
end up with the state γ at the future moment of time t, i.e., trajectories γ(t) for which
γ(t) = γ and γ(t) = γ.
For each fundamental physical theory, we can assign, to each trajectory γ(t), we can
assign a value S(γ) such that among all possible trajectories, the actual one is the one for
which the value S(γ) is the smallest possible. This value S(γ) is called action, and the
principle that action is minimized along the actual trajectory is called the minimal actio
principle.
For example, between every two spatial points, the light follows the path for which
the travel time is the smallest. This fact explains why in a homogeneous medium, light
always follows straight paths, and why in the border between two substances, light refracts
according to Snell’s law.
The motion x(t) of a single particle in a potential ﬁeld V (x) can also described by the
( )2
∫
dx
1
− V (x). In general, the action usually takes the
action S = L dt, where L = ·
2
dt
∫
form S = L dx, where dx means integration over (4-dimensional) space-time, and the
function L is called the Lagrange function.
The language of action and Lagrange functions is the standard language of physics: new
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fundamental theories are very rarely formulated in terms of a diﬀerential equation, they are
usually formulated in terms of an appropriate Lagrange function – and the corresponding
diﬀerential equation can then be derived from the resulting minimization principle. Since
most classical (non-quantum) physical theories are formulated in terms of the corresponding action S(γ), it is reasonable to look for a quantization procedure that would directly
transform this action functional into the appropriate quantum theory. Such a procedure
was indeed proposed by Richard Feynman, under the name of path integration.
Feynman’s path integration: main formulas. In Feynman’s approach (see, e.g.,
(
)2
[38]), the probability to get from the state γ to the state γ is proportional to ψ γ → γ ,
where

∑

(

S(γ)
ψ=
exp i ·
h̄
γ:γ→γ

)
,

the sum is taken over all trajectories γ going from s to s, and h̄ is Planck’s constant over
2π.

)
(
Proportionality means that the transition probability P γ → γ is equal to
(
)
( )
(
)2
P γ→γ =C γ · ψ γ→γ ,

( )
where the proportionality coeﬃcient C γ should be selected in such a way that the total
probability of going from a state γ to all possible states γ is equal to 1:
∑

(
)
( ) ∑ (
)
P γ→γ =C γ ·
ψ γ→γ

γ

2

= 1.

γ

Of course, in usual physical situations, there are inﬁnitely many trajectories going from
γ to γ, so instead of the sum, we need to consider an appropriate inﬁnite limit of the sum,
i.e., an integral. Thus, in this approach, we integrate over all possible paths; because of
this, the approach is called Feynman path integration.
Feynman’s path integration: a successful tool. Feynman path integration is not
just a foundational idea, it is actually an eﬃcient computing tool. Speciﬁcally, as Feynman
45

himself has shown, when we expand Feynman’s expression for ψ into the Taylor series,
each term in these series can be geometrically represented by a graph. These graphs have
physical meaning – they can be interpreted as representing a speciﬁc interaction between
particles (e.g., that a neutron n0 gets transformed into a proton p+ , an electron e− , and an
anti-neutrino νee : n0 → p+ + e− + νee ). These graphs are called Feynman diagrams. Their
physical interpretation helps in computing the corresponding terms. As a result, by adding
the values of suﬃciently many terms from the Taylor series, we get an eﬃcient technique
for computing good approximations to the original value ψ.
This technique has been ﬁrst used to accurately predict eﬀects in quantum electrodynamics, a theory that has since become instrumental in describing practical quantumrelated electromagnetic phenomena such as lasers.
This eﬃcient technique is one of the main reasons why Richard Feynman received a
Nobel prize in physics for his research in quantum ﬁeld theory.
Comment. Feynman’s path integration is not only an eﬃcient computational tool: it
also helps in explaining methodological questions. For example, in [146], Feynman’s path
integration is used to explain the common sense meaning of the seemingly counterintuitive
Einstein-Podolsky-Rosen experiments – in which, in seeming contradiction to relativity
theory, spatially separated particles instantaneously inﬂuence each other.
Feynman’s path integration: remaining foundational question. From the pragmatic viewpoint, Feynman path integral is a great success. However, from the foundational
viewpoint, we still face an important question: why the above formula?
What we do in this section. In this section, we provide a natural explanation for
Feynman’s path integration formula.
Comment. This explanation ﬁrst appeared in [102].
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This explanation is done on the physical level of rigor, we do not deal here with subtleties
of integration as opposed to a simple sum, all we do is justify the general formula – without
explaining how to tend to a limit.
Foundations of Feynman path integration: main ideas and the resulting derivation. Let us describe the main ideas that we use in our derivation of path integration.
First idea: an alternative representation of the original theory. As a physical
theory, we consider a functional S that assigns, to every possible path γ, the corresponding
value of the action S(γ).
From this viewpoint, a priori, all the paths are equivalent, they only diﬀer by the
corresponding values S(γ). Thus, what is important for ﬁnding out the probability of
diﬀerent transitions is not which value is assigned to diﬀerent paths, but how many paths
are assigned to diﬀerent values. In other words, what is important is the frequency with
which we encounter diﬀerent values S(γ) when selecting a path at random: if among N
paths, only one has this value of the action, this frequency is 1/N , if two, the frequency is
2/N , etc.
In mathematical terms, this means that we consider the action S(γ) as a random variable
that takes diﬀerent real values S with diﬀerent probability.
Because of this analogy, we can use known representations of a random variable to
represent the original physical theory. For random variables, there are many diﬀerent
representations. One of the most frequently used representations of a random variable α
is the characteristics function ξα (ω), a function that assigns, to each real number ω, the
expected value E[·] of the corresponding exponential expression:
def

ξ(ω) = E[exp(i · ω · α)].
In our case, the random variable is α = S(γ), where we have N paths γ with equal
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probability 1/N . In this case, the corresponding expected value is equal to
ξ(ω) =

1 ∑
·
exp(i · S(γ) · ω).
N γ

Physical comment. One can notice that this expression is similar to Feynman’s formula
1
for ψ, with ω = . This is not yet the desired derivation, because there are many diﬀerent
h̄
representations of a random variable, the characteristic function is just one of them. If
we use, e.g., a cumulative distribution function or moments, we get completely diﬀerent
formulas. However, this similarity is used in our derivation.
Mathematical comment. For a continuous 1-D random variable, with a probability density
function (pdf) ρ(x), the expected value corresponding to the characteristic function takes
the form
def

∫

ξ(ω) = E[exp(i · ω · α)] =

exp(i · ω · x) · ρ(x) dx.

One can see that, from the mathematical viewpoint, this is exactly the Fourier transform
of the pdf (see, e.g., [24]). Thus, once we know the characteristic function ξ(ω), we can
reconstruct the pdf by applying the inverse Fourier transform:
∫
ρ(x) ∝ exp(i · ω · x) · χ(ω) dω
(here ∝ means “proportional to”).
For an n-dimensional random variable with a probability density ρ(x) = ρ(x1 , . . . , xn ),
the characteristic function is similarly equal to the n-dimensional Fourier transform of the
pdf and thus, the pdf can be uniquely reconstructed from the characteristic function by
applying the inverse n-dimensional Fourier transform.
In general, the probability distribution can be uniquely determined once we know the
characteristic function.
Second idea: appropriate behavior for independent physical systems. We want
to derive a formula that transforms a functional S(γ) into the corresponding transition
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probabilities. In many cases, the physical system consists of two subsystems. In this case,
each state γ of the composite system is a pair γ = (γ1 , γ2 ) consisting of a state γ1 of the
ﬁrst subsystem and the state γ2 of the second subsystem.
Often, these subsystems are independent. Due to this independence, the probability
of going from a state γ = (γ1 , γ2 ) to a state γ ′ = (γ1′ , γ2′ ) is equal to the product of the
probabilities P1 and P2 corresponding to the ﬁrst and to the second subsystems:
P ((γ1 , γ2 ) → (γ1′ , γ2′ )) = P1 (γ1 → γ1′ ) · P2 (γ2 → γ2′ ).
In order to describe how to satisfy this property, let us recall that in physics, independence of two subsystems is usually described by assuming that the corresponding action is
equal to the sum of the actions corresponding to two subsystems:
S((γ1 , γ2 )) = S1 (γ1 ) + S2 (γ2 ).
This relation is usually described in terms of the corresponding Lagrange functions: L =
L1 + L2 , which, after integration, leads to the above relation between the actions.
The reason for this sum representation is simple: the actual trajectory is the one that
minimizes the total action, i.e., for which the corresponding (variational) derivatives are
∂S
∂S1 (γ2 )
∂S
= 0 and
= 0. When S((γ1 , γ2 )) = S1 (γ1 ) + S2 (γ2 ), we have
=
zeros:
∂γ1
∂γ2
∂γ1
∂S2 (γ2 )
= 0 and therefore,
∂γ1
∂S
∂S1 (γ1 ) ∂S2 (γ2 )
∂S1 (γ1 )
=
+
=
=0
∂γ1
∂γ1
∂γ1
∂γ1
and
∂S
∂S1 (γ1 ) ∂S2 (γ2 )
∂S2 (γ2 )
=
+
=
= 0.
∂γ2
∂γ2
∂γ2
∂γ2
Thus, we have two independent systems of equations:
∂S1 (γ1 )
= 0 that describes the motion of the ﬁrst subsystem and which
∂γ1
does not depend on the second subsystem at all, and

• the system

∂S2 (γ2 )
= 0 that describes the motion of the second subsystem and which
∂γ2
does not depend on the ﬁrst subsystem at all.

• the system
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Consequences of the second (independence) idea. In probabilistic terms, the fact
that S(γ) = S((γ1 , γ2 )) = S1 (γ1 ) + S2 (γ2 ) means that the random variable S(γ) is the sum
of two independent random variables S1 (γ1 ) and S2 (γ2 ). To simplify our analysis of this
situation, we use the fact that the the characteristic function ξα (ω) of the sum α = α1 +α2 of
two independent random variables α1 and α2 is equal to the product of the characteristic
functions ξα1 (ω) and ξα2 (ω) corresponding to these variables: ξα (ω) = ξα1 (ω) · ξα2 (ω).
Indeed, by deﬁnition,
ξα (ω) = E[exp(i · ω · α)] = E[exp(i · ω · (α1 + α2 ))] = E[exp((i · ω · α1 ) + (i · ω · α2 )].
Since exp(x + y) = exp(x) · exp(y), we get
ξα (ω) = E[exp(i · ω · α)] = E[exp(i · ω · α1 ) · exp(i · ω · α2 )].
Due to the fact that the variables α1 and α2 are independent, the expected value of the
product is equal to the product of expected values:
ξα (ω) = E[exp(i · ω · α)] = E[exp(i · ω · α1 )] · E[exp(i · ω · α2 )] = ξα1 (ω) · ξα2 (ω).
Because of this relation, instead of the original dependence of the transition probability
p on the functional S(γ), we look for the dependence of p on ξ(ω). We have already argued
that all we can use about S(γ) is the corresponding probability distribution, and this
probability distribution can be uniquely determined by the corresponding characteristic
function.
To describe a function, we must describe its values for diﬀerent inputs. In these terms,
we are interested in the dependence p on the variables ξ(ω) corresponding to diﬀerent values
ω: p(ξ) = p(ξ(ω1 ), . . . , ξ(ωn ), . . .). The fact that for a combination of two independent
systems, the transition probability should be equal to the product of the corresponding
probabilities means that
p(ξ1 · ξ2 ) = p(ξ1 (ω1 ) · ξ2 (ω1 ), . . . , ξ1 (ωn ) · ξ2 (ωn ), . . .) =
p(ξ1 (ω1 ), . . . , ξ1 (ωn ), . . .) · p(ξ2 (ω1 ), . . . , ξ2 (ωn ), . . .).
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def

This equation can be further simpliﬁed if we move to a log-log scale, i.e., we use P = ln(p)
def

as the new unknown and the values Zi = Xi + i · Yi = ln(ξ(ωi )) as the new variables, i.e.,
if instead of the original function p(ξ(ω1 ), . . . , ξ(ωn ), . . .), we consider a new function
P (Z1 , . . . , Zn , . . .) = ln p(exp(Z1 ), . . . , exp(Zn ), . . .)
Vice versa, once we know the dependence P (Z1 , . . . , Zn , . . .), we can reconstruct the original
function p(ξ(ω1 ), . . . , ξ(ωn ), . . .) as
p(ξ(ω1 ), . . . , ξ(ωn ), . . .) = exp(P (ln(ξ(ω1 )), . . . , ln(ξ(ωn )), . . .)
Since ln(x · y) = ln(x) + ln(y), in terms of P and Zi , the independence requirement takes
the form
P (Z11 + Z21 , . . . , Z1n + Z2n , . . .) = P (Z11 , . . . , Z1n , . . .) + P (Z21 , . . . , Z2n , . . .),
def

where we denoted Zij = ln(ξi (ωj )).
Let us further simplify this formula by expressing it in terms of real Xij and imaginary
parts Yij of the real numbers Zij = Xij + i · Yij . Since
ξi (ωj ) = exp(Zij ) = exp(Xij + i · Yij ) = exp(Xij ) · exp(i · Yij ,
the real part Xij is equal to the logarithm of the absolute value |ξi (ωj )| of the complex
number ξi (ωj ), and Yij is equal to the phase of this complex number (recall that every
complex number z can be represented as ρ · exp(i · θ), where ρ is its absolute value and θ
its phase.)
Speciﬁcally, we introduce a new function
def

P(X1 , Y1 , . . . , Xn , Yn , . . .) = P (X1 + i · Y1 , . . . , Xn + i · Yn , . . .).
In terms of this new function, the above relation takes the form
P (X11 + X21 , Y11 + Y21 , . . . , X1n + X2n , Y1n + X2n , . . .) =
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P (X11 , Y11 , . . . , X1n , Y1n , . . .) + P (X21 , Y21 , . . . , X2n , Y2n , . . .).
In other words, for every two tuples z1 = (X11 , Y11 , . . . , X1n , Y1n , . . .) and z2 =
(X21 , Y21 , . . . , X2n , Y2n , . . .), once we deﬁne their sum component-wise
def

z1 + z2 = (X11 + X21 , Y11 + Y21 , . . . , X1n + X2n , Y1n + X2n , . . .),
we get
P(z1 + z2 ) = P(z1 ) + P(z2 ).
It is known that every continuous (or even measurable) function satisfying this equation
is linear, i.e., has the form
P(X1 , Y1 , . . . , Xn , Yn , . . .) = a1 · X1 + b1 · Y1 + . . . + an · Xn + bn · Yn + . . .
(Let us recall that we operate on the physical level of rigor, where we ignore the diﬀerence
between the ﬁnite sum and the limit (inﬁnite) sum such as an integral. In general, since
there are inﬁnitely many possible values ω and thus, inﬁnitely many variables ξ(ω), we
need an integral.)
In terms of the function P (Z1 , . . . , Zn , . . .) this formula takes the form
P (Z1 , . . . , Zn , . . .) = a1 · X1 + b1 · Y1 + . . . + an · Xn + bn · Yn + . . . ,
def

def

where Xi = Re(Zi ) and Yi = Im(Zi ).
Thus, the dependence p(ξ(ω1 ), . . . , ξ(ωn ), . . .) takes the form
p(ξ(ω1 ), . . . , ξ(ωn ), . . .) = exp(P (ln(ξ(ω1 )), . . . , ln(ξ(ωn )), . . .) =
exp(a1 · X1 + b1 · Y1 + . . . + an · Xn + bn · Yn + . . .).
If we represent each complex number ξ(ωi ) by using its absolute value ρ(ωi ) = |ξ(ωi )| and
the phase Yi , as ξ(ωi ) = ρ(ωi ) · exp(i · Yi ), then the above formula takes the form
p(ξ(ω1 ), . . . , ξ(ωn ), . . .) = exp(P (ln(ξ(ω1 )), . . . , ln(ξ(ωn )), . . .) =
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exp(a1 · ln(ρ(ω1 )) + b1 · Y1 + . . . + an · ln(ρ(ωn )) + bn · Yn + . . .).
Since exp(x + y) = exp(x) · exp(y), exp(a · x) = (exp(x))a , and exp(ln(x)) = x, we get
p(ξ(ω1 ), . . . , ξ(ωn ), . . .) = exp(P (ln(ξ(ω1 )), . . . , ln(ξ(ωn )), . . .) =
exp(a1 · ln(ρ(ω1 ))) · exp(b1 · Y1 ) · . . . exp(an · ln(ρ(ωn )) · exp(bn · Yn ) · . . . =
(ρ(ω1 ))a1 · exp(b1 · Y1 + · . . . · (ρ(ωn ))an · exp(bn · Yn ) · . . .
The phase value are determined modulo 2 · π, because exp(i · 2 · π) = 1 and hence,
exp(i · (Yi + 2 · π)) = exp(i · Yi ) · exp(i · 2 · π) = exp(i · Yi ).
If we continually change the phase from Yi to Yi + 2 · π, we thus get the same state. The
transition probability pi should therefore not change if we simply add 2 · π to one of the
phases Yi . When we add 2 · π, the corresponding factor exp(bi · Yi ) in the formula for p
changes to
exp(bi · (Yi + 2 · π)) = exp(bi · Yi + bi · 2 · π) = exp(bi · Yi ) · exp(bi · 2 · π).
Thus, the only case where the expression for p does not change under this addition is when
exp(bi · 2 · π) = 1, i.e., when bi · 2 · π = 0 and bi = 0. So, the resulting expression for p takes
the form
p(ξ(ω1 ), . . . , ξ(ωn ), . . .) = |ξ(ω1 )|a1 · . . . · |ξ(ωn )|an · . . .
We have already mentioned that each value ξ(ωi ) is equal to the Feynman sum, with an
appropriate value of the parameter corresponding to Planck’s constant h̄i = 1/ωi . So, we
are close to the justiﬁcation of Feynman’s path integration: we just need to explain why
in the actual Feynman’s formula (the formula which is well justiﬁed by the experiments),
there is only one factor |ξ(ωi )|, corresponding to only one value h̄i = 1/ωi . For this, we
need a third idea.
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Third idea: maximal set of possible future states. To explain our third (and ﬁnal)
idea, let us recall one of the main diﬀerences between classical and quantum physics:
• in classical (non-quantum) physics, once we know the initial state γ, we can uniquely
predict all future states of the system and all future measurement results γ ′ – of
course, modulo the accuracy of the corresponding measurements;
• in quantum physics, even when we have a complete knowledge of the current state
γ, we can, at best, predict probabilities p(γ → γ ′ ) of diﬀerent future measurement
results γ ′ .
In quantum physics, in general, many diﬀerent measurement results γ ′ are possible. Of
course, it is possible to have p(γ → γ ′ ) = 0: for example, in the traditional quantum
mechanics, the wave function may take 0 values at some spatial locations.
From this viewpoint, if we have several candidates for a true quantum theory, we should
select a one for which the set of all inaccessible states γ ′ should be the smallest possible – in
the sense that no other candidate theory has a smaller set. Let us look at the consequences
of this seemingly reasonable requirement.
As we have mentioned, in general, the transition probability is the product of several
expressions |ξ(ωi )|ai corresponding to diﬀerent values h̄i = 1/ωi . The product is equal to 0
if and only if at least one of these expressions is equal to 0. Thus, the set of all the states
γ ′ for which the product is equal to 0 is equal to the union of the sets corresponding to
individual expressions. Thus, the smallest possible set occurs if the whole product consists
of only one term, i.e., if
p(ξ) = |ξ(ω)|a
for some constants ω and a.
The only diﬀerence between this term and Feynman’s formula is that here, we may have
an arbitrary value a, while in Feynman’s formula, we have a = 2.
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Fourth idea: analyticity and simplicity. In physics, most dependencies are realanalytical, i.e., expandable in convergent Taylor series. For a complex number z = x + i · y,
(√
)a
the function |z|a =
x2 + y 2 = (x2 + y 2 )a/2 is analytical at z = 0 if and only if a is
non-negative even number, i.e., a = 0, a = 2, a = 4, . . .
The choice a = 0 corresponds to a degenerate physical theory p = constant, in which
the probability of the transition from a given state γ to every other state γ ′ is exactly the
same. Thus, the simplest non-trivial case is the case of a = 2, i.e., the case of Feynman
integration.
Physical comments.

• The simplicity arguments are, of course, much weaker than the independence arguments given above. Instead of these simplicity arguments, we can simply say that the
empirical observation conﬁrms that p = |ψ|2 as in Feynman path integration but not
that p = |ψ|4 or p = |ψ|6 etc., as in possible alternative theories.
• The alternatives a ̸= 2 have a precise mathematical meaning which can be illustrated
on the example of a system consisting of a single particle. For this particle, we can
talk about the probability of this particle to be at a certain spatial location x. For
a = 2, this is proportional to |ψ(x)|2 , so the fact that the total probability of ﬁnding
∫
a particle at one of the locations is equivalent to requiring that |ψ(x)|2 dx = 1, i.e.,
to the fact that the wave function belongs to the space L2 of all square integrable
functions.
For a ̸= 2, the corresponding probability density is proportional to |ψ(x)|a , so we
∫
arrive at a similar requirement that |ψ(x)|a dx = 1. In mathematical terms, this
means that the corresponding wave function ψ belongs to the space Lp of all the
functions whose p-th power is integrable, for p = a ̸= 2. It is worth mentioning
that the idea of using Lp space has been previously proposed in the foundations of
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quantum physics; see, e.g., [21, 25, 44, 53].
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Chapter 3
Algorithmic Aspects of Prediction:
Symmetry-Based Approach
3.1

Algorithmic Aspects of Prediction

As we have mentioned earlier, one of the main objectives of science is to predict future
events. From this viewpoint, the ﬁrst question that we need to ask is: is it possible to
predict? In many cases, predictions are possible, but in many other practical situations,
what we observe is a random (un-predictable) sequence. The question of how we can check
predictability – i.e., check whether the given sequence is random – is analyzed in Section 3.2.
In this analysis, we use symmetries – namely, we use scaling symmetries.
In situations where prediction is, in principle, possible, the next questions is: how can we
predict? In cases where we know the corresponding equations, we can use these equations
for prediction. In many practical situations, however, we do not know the equations. In
such situations, we need to use general prediction and extrapolation tools, e.g., neural
networks. In Section 3.3, we show how discrete symmetries can help improve the eﬃciency
of neural networks.
Once the prediction is made, the next question is how accurate is this prediction? In
Section 3.4, we show how scaling symmetries can help in quantifying the uncertainty of
the corresponding model; in Section 3.5, we use similar symmetries to ﬁnd an optimal
way of processing the corresponding uncertainty, and in Section 3.6, on the example of a
geophysical application, we estimate the accuracy of spatially locating the corresponding
measurement results.
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From the theoretical viewpoint, the most important question is to generate a prediction,
no matter how long it takes to perform the corresponding computations. In practice,
however, we often need to have the prediction results by a certain time; in this case, it is
important to be able to perform the corresponding computations eﬃciently, so that we have
the results by a given deadline. The theoretical possibility of such eﬃcient computations
is analyzed in Section 3.7.
Overall, we show that symmetries can help with all the algorithmic aspects of prediction.

3.2

Is Prediction Possible?

Let us reformulate this question in precise terms. In many practical situations,
predictions are possible, but in many other practical situations, what we observe is a random
(un-predictable) sequence. How can we tell when a sequence of events is predictable and
when it is random? This question was raised in the 1960s by A. N. Kolmogorov, one of the
founders of the modern probability theory. Kolmogorov noticed that when a sequence of
events allows prediction – i.e., if is a regular sequence like 0101. . .01 – this means that we
have a simple law that enables us to predict future elements of this sequence, i.e., we have
a reasonable short program for generating this sequence. On the other hand, if a sequence
is truly random, i.e., unpredictable, then it cannot be described by any law, so the only
way to generate this sequence is to simply print it. In other words, for a random sequence
s, the length of the shortest program that generates this sequence is approximately equal
to the length len(s). Kolmogorov thus deﬁned Kolmogorov complexity of a given string s
as the shortest length of a program that generates this string; see, e.g., [87].
Once we know the Kolmogorov complexity K(s) of a sequence s, we can tell whether
this sequence is random or not: if K(s) ≈ len(s), then the sequence s is random, while if
K(s) ≪ len(s) the sequence S is not random.
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Kolmogorov complexity has other applications. Another application of Kolmogorov
complexity is that we can check how close are two DNA sequences s and s′ by comparing
K(ss′ ) with K(s) + K(s′ ):
• if s and s′ are unrelated, then the only way to generate ss′ is to generate s and then
generate s′ , so K(ss′ ) ≈ K(s) + K(s′ ); but
• if s and s′ are related, then we have K(ss′ ) ≪ K(s) + K(s′ ).
Need for computable approximations to Kolmogorov complexity. The big problem is that the Kolmogorov complexity is, in general, not algorithmically computable [87].
Thus, it is desirable to describe computable approximations to K(s).
Usual approaches to approximating Kolmogorov complexity: description and
limitations. At present, most algorithms for approximating K(s) use some loss-less come
pression technique to compress s, and take the length K(s)
of the compression as the desired
approximation.
This approximation has limitations. For example, in contrast to K(s), where a small
(one-bit) change in x cannot change K(s) much, a small change in s can lead to a drastic
e
change in K(s).
The general notion of I-complexity. To overcome this limitation, V. Becher and P.
A. Heiber proposed the following new notion of I-complexity [6, 7]. For each position i
of the string s = (s1 s2 . . . sn ), we ﬁrst ﬁnd the largest Bs [i] of the lengths ℓ of all strings
si−ℓ+1 . . . si which are substrings of the sequence s1 . . . si−1 .
n
def ∑
Then, we deﬁne I(s) =
f (Bs [i]), for an appropriate decreasing function f (x).
i=1

Example. For example, for aaaab, the corresponding values of Bs (i) are 01230. Indeed:
• For i = 1, the sequence s1 . . . si−1 is empty, so Bs (1) = 0.
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• For i = 2, with s1 s2 = aa, a string s2 = a is a substring of length 1 of the sequence
s1 . . . si−1 = s1 = a. So, here, Bs (2) = 1.
• For i = 3, with s1 s2 s3 = aaa, a string s2 s3 = aa is a substring of length 2 of the
sequence s1 . . . si−1 = s1 s2 = aa. So, here, Bs (3) = 2.
• For i = 4, with s1 s2 s3 s4 = aaaa, a string s2 s3 s4 = aaa is a substring of length 3 of
the sequence s1 . . . si−1 = s1 s2 s3 = aaa. So, here, Bs (4) = 3.
• For i = 5, none of the strings si−ℓ+1 . . . si ending with si = s4 = b is a substring of
the sequence s1 . . . si−1 = s1 s2 s3 s4 = aaaa. So, here, Bs (5) = 0.
Good properties of I-complexity. Thus deﬁned I-complexity has many properties
which are similar to the properties of the original Kolmogorov complexity K(s):
• If a string s starts with a substring s′ , then I(s) ≤ I(s′ ).
• We have I(0s) ≈ I(s) and I(1s) ≈ I(s).
• We have I(ss′ ) ≤ I(s) + I(s′ ).
• Most strings have high I-complexity.
On the other hand, in contrast to non-computable Kolmogorov complexity K(s), Icomplexity can be computed feasibly: namely, it can be computed in linear time.
Empirical fact. Which function f (x) should we choose? It turns out that the following
def

discrete derivative of the logarithm works the best: f (x) = dlog(x + 1), where dlog(x) =
log(x + 1) − log(x).

Natural question. How can we explain this empirical fact? In this section, we propose
an explanation based on symmetries. This explanation ﬁrst appeared in [74, 75].
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Discrete derivatives. Each function f (n) can be represented as the discrete derivative
n−1
∑
F (n + 1) − F (n) for an appropriate function F (n): e.g., for F (n) =
f (i). In terms of
i=1

the function F (n), the above question takes the following form: what is the best choice of
the function F (n)?
From a discrete problem to a continuous problem. The function F (x) is only
deﬁned for integer values x – if we use bits to measure the length of the longest repeated
substring. If we use bytes, then x can take rational values, e.g., 1 bit corresponds to 1/8 of
a byte, etc. If we use Kilobytes to describe the length, we can use even smaller fractions.
In view of this possibility to use diﬀerent units for measuring length, let us consider the
values F (x) for arbitrary real lengths x.
Continuous quantities: general observation. In the continuous case, as we have
mentioned in Chapter 1, the numerical value of each quantity depends:
• on the choice of the measuring unit and
• on the choice of the starting point.
By changing them, we get a new value x′ = a · x + b.
Continuous dependencies: case of length x. In our case, x is the length of the input.
For length x, the starting point 0 is ﬁxed, so we only have re-scaling x → x = a · x.
Natural requirement: the dependence should not change if we simply change
the measuring unit. When we re-scale x to x = a · x, the value y = F (x) changes,
to y = F (a · x). It is reasonable to require that the value y represent the same quantity,
i.e., that it diﬀers from y by a similar re-scaling: y = F (a · x) = A(a) · F (x) + B(a) for
appropriate values A(a) and B(a).
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Resulting precise formulation of the problem. Find all monotonic functions F (x)
for which there exist auxiliary functions A(a) and B(a) for which
F (a · x) = A(a) · F (x) + B(a)
for all x and a.
Now, we are ready to formulate the main result of this section.
Observation. One can easily check that if a function F (x) satisﬁes the desired property,
def

then, for every two real numbers c1 > 0 and c0 , the function F (x) = c1 · F (x) + c0 also
satisﬁes this property. We thus say that the function F (x) = c1 · F (x) + c0 is equivalent to
the original function F (x).
Proposition 3.2.1. Every monotonic solution of the above functional equation is equivalent to log(x) or to xα .
Conclusion. So, symmetries do explain the selection of the function F (x) for Icomplexity.
Proof of Proposition 3.2.1.
1◦ . Let us ﬁrst prove that the desired function F (x) is diﬀerentiable.
Indeed, it is known that every monotonic function is almost everywhere diﬀerentiable. Let
x0 > 0 be a point where the function F (x) is diﬀerentiable. Then, for every x, by taking
a = x/x0 , we conclude that F (x) is diﬀerentiable at this point x as well.
2◦ . Let us now prove that the auxiliary functions A(a) and B(a) are also diﬀerentiable.
Indeed, let us pick any two real numbers x1 ̸= x2 . Then, for every a, we have F (a · x1 ) =
A(a) · F (x1 ) + B(a) and F (a · x2 ) = A(a) · F (x2 ) + B(a). Thus, we get a system of two
linear equations with two unknowns A(a) and B(a).
F (a · x1 ) = A(a) · F (x1 ) + B(a).
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F (a · x2 ) = A(a) · F (x2 ) + B(a).
Based on the known formula (Cramer’s rule) for solving such systems, we conclude that
both A(a) and B(a) are linear combinations of diﬀerentiable functions F (a·x1 ) and F (a·x2 ).
Hence, both functions A(a) and B(a) are diﬀerentiable.
3◦ . Now, we are ready to complete the proof.
Indeed, based on Parts 1 and 2 of this proof, we conclude that
F (a · x) = A(a) · F (x) + B(a)
for diﬀerentiable functions F (x), A(a), and B(a). Diﬀerentiating both sides by a, we get
x · F ′ (a · x) = A′ (a) · F (x) + B ′ (a).
dF
def
def
= A · F + B, where A = A′ (1) and B = B ′ (1). So,
In particular, for a = 1, we get x ·
dx
dF
dx
=
; now, we can integrate both sides.
A·F +b
x
Let us consider two possible cases: A = 0 and A ̸= 0.
3.1◦ . When A = 0, we get

F (x)
= ln(x) + C, so
b
F (x) = b · ln(x) + b · C.

dFe
1
b
dx
def
, so
· ln(Fe(x)) = ln(x) + C,
3.2◦ . When A ̸= 0, for Fe = F + , we get
=
A
x
A
A · Fe
def
and ln(Fe(x)) = A · ln(x) + A · C. Thus, Fe(x) = C1 · xA , where C1 = exp(A · C). Hence,
b
b
F (x) = Fe(x) − = C1 · xA − .
A
A
The proposition is proven.

3.3

How Can We Predict?

Practical need to ﬁnd dependencies. In situations where prediction is, in principle,
possible, the next questions is: how can we predict? In cases where we know the corresponding equations, we can use these equations for prediction. In practice, it often occurs
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that we know (or conjecture) that a quantity y depends on quantities x1 , . . . , xn , but we do
not know the exact form of this dependence. In such situations, we must experimentally
determine this dependence y = f (x1 , . . . , xn ).
For that, in several (S) situations s = 1, . . . , N , we measure the values of both the
dependent variable y and of the independent variables xi . Then, we use the results
(
)
(s)
(s)
x1 , . . . , xn , y (s) of these measurements to ﬁnd a function f (x1 , . . . , xn ) which is consistent with all these measurement results, i.e., for which
(
)
(s)
y (s) ≈ f x1 , . . . , x(s)
n
for all s from 1 to S. (The equality is usually approximate since the measurements are
approximate and the value y is often only approximately determined by the values of the
variables x1 , . . . , xn .)
First approximation: linear dependence. In many practical situations, the dependence f (x1 , . . . , xn ) is smooth: informally, this means that small changes in xi lead to
equally small changes in y. In the ﬁrst approximation, a smooth function can be approximated by its tangent, i.e., by a linear expression
f (x1 , . . . , xn ) = c +

n
∑

ci · x i

i=1

for appropriate coeﬃcients c and ci .
The task of estimating the values of these coeﬃcients is based on the measurement
(
)
(s)
(s) (s)
results x1 , . . . , xn , y
, i.e., based on the system of equations
y (s) ≈ c +

n
∑

(s)

c i · xi ,

i=1

is known as linear regression; see, e.g., [143].
Need to go beyond linear dependencies. To get a more accurate description of the
desired dependence, we need to go beyond the ﬁrst (linear) approximation.
64

A natural mathematical approach. A natural mathematical idea – traditionally used
in statistical analysis – is that since the ﬁrst (linear) approximation does not work well, we
need to use the second (quadratic) approximation. In other words, we need to describe the
desired dependence as
f (x1 , . . . , xn ) = c +

n
∑

ci · x i +

i=1

n ∑
n
∑

cij · xi · xj

i=1 j=1

for appropriate coeﬃcients c, ci , and cij . Statistical regression methods enable us to ﬁnd
the coeﬃcients from the corresponding system of linear equations:
y

(s)

≈c+

n
∑

ci ·

(s)
xi

+

i=1

n ∑
n
∑

(s)

(s)

cij · xi · xj .

i=1 j=1

A neural network approach is often more eﬃcient. In practice, often, it is more
computationally eﬃcient to use neural networks; see, e.g., [13].
In the traditional (3-layer) neural networks, the input values x1 , . . . , xn :
• ﬁrst go through the non-linear layer of “hidden” neurons, resulting in the values
( n
)
∑
yi = s0
wij · xj − wi0 , 1 ≤ i ≤ m,
j=1

• after which a linear neuron combines the results yi into the output
y=

m
∑

Wi · y i − W0 .

i=1

Here, Wi and wij are weights selected based on the data, and s0 (x) is a non-linear activation
function. Usually, the “sigmoid” activation function is used:
s0 (x) =

1
.
1 + exp(−x)

The weights Wi and wij are selected so as to ﬁt the data, i.e., that y (s) ≈
(
)
(s)
(s)
f x1 , . . . , xn for all s = 1, . . . , S.
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A natural question. A natural question is: why are neural networks – when appropriately applied – a more computationally eﬃcient approximation? In this section, we provide
an explanation for this empirical phenomenon. This explanation ﬁrst appeared in [109].
Why symmetries. At ﬁrst glance, the use of symmetries in neural networks may sound
somewhat strange, because there are no explicit symmetries there, but hidden symmetries
have been actively used in neural networks. For example, they are the only way to explain
the empirically observed advantages of the sigmoid activation function; see, e.g., [78, 119].
Symmetry: a fundamental property of the physical world. One of the main objectives of science is prediction. What is the usual basis for prediction? We observed similar
situations in the past, and we expect similar outcomes. In mathematical terms, similarity
corresponds to symmetry, and similarity of outcomes – to invariance.
For example, we dropped the ball, it fell down. We conclude that if we drop it at a
diﬀerent location and/or at a diﬀerent orientation, it will also fall down. Why – because
we believe that the process is invariant with respect to shifts, rotations, etc.
This fundamental role of symmetries is well recognized in modern physics, to the extent
that, starting with the quark theory, theories are usually formulated in terms of the corresponding symmetries – and not in terms of diﬀerential equations as it was in Netwon’s time
and later. Of course, once the symmetries are known, we can determine the equations, but
they are no longer the original formulation.
It is therefore natural to apply symmetries to neural networks as well.
Basic symmetries: scaling and shift. What are the basic symmetries? As we have
mentioned in Chapter 1, typically, we deal with the numerical values of a physical quantity.
Numerical values depend on the measuring unit. If we use a new unit which is λ times
smaller, numerical values are multiplied by λ: x → λ · x. For example, x meters = 100 · x
cm. The transformation x → λ · x is usually called scaling.
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Another possibility is to change the starting point. For example, instead of measuring
time from year 0, we can start measuring it from some more distant year in the past. If we
use a new starting point which is s units smaller, then the quantity which was originally
represented by the number x is now represented by the new value x+s. The transformation
x → x + s is usually called a shift.
So, we arrive at the following natural requirement: that the physical formulas should
not depend on the choice of a measuring unit or of a starting point. Together, scaling and
shifts form linear transformations x → a · x + b. Thus, in mathematical terms, this means
that the physical formulas be invariant under linear transformations.
Basic nonlinear symmetries. Sometimes, a system also has nonlinear symmetries. To
ﬁnd such non-linear symmetries, we can take into account that if a system is invariant
under f and g, then:
• it is invariant under their composition f ◦ g, and
• it is invariant under the inverse transformation f −1 .
In mathematical terms, this means that symmetries form a group.
In practice, at any given moment of time, we can only store and describe ﬁnitely many
parameters. Thus, it is reasonable to restrict ourselves to ﬁnite-dimensional groups.
One of the ﬁrst researcher to explore this idea was Norbert Wiener, the father of cybernetics. He formulated a question: describe all ﬁnite-dimensional groups that contain
all linear transformations. For transformations from real numbers to real numbers, the answer to this question are known: all elements of this group are fractionally-linear functions
a·x+b
.
x→
c·x+d
Symmetries explain the choice of an activation function. Let us show that such
1
non-linear symmetries explain the formula for the activation function f (x) =
.
1 + exp(−x)
Indeed, a change in the input starting point has the form x → x + s. It is reasonable
to require that the new output f (x + s) is equivalent to the f (x) modulo an appropriate
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transformation. We have just mentioned that appropriate transformations are fractionally
linear. Thus, we conclude that for every s, there exist values a(s), b(s), c(s), and d(s) for
which
f (x + s) =

a(s) · f (x) + b(s)
.
c(s) · f (x) + d(s)

Diﬀerentiating both sides by s and equating s to 0, we get a diﬀerential equation for f (x).
Its known solution is the sigmoid activation function – which can thus be explained by
symmetries.
Apolloni’s idea. One of the problems with the traditional neural networks is that in the
process of learning – i.e., in the process of adjusting the values of the weights to ﬁt the
data – some of the neurons are duplicated, i.e., we get wij = wi′ j for some i ̸= i′ and thus,
yi = yi′ .
As a result, we do not fully use the learning capacity of a neural network, since when
yi = yi′ , we can get the same approximation with fewer hidden neurons.
To avoid the above redundancy problem, B. Apolloni and others suggested [2] that we
orthogonalize the neurons during training, e.g., that we make sure that the corresponding
n
∑
linear combinations
wij · xj remain orthogonal in the sense that
j=1

def

⟨wi , wi′ ⟩ =

n
∑

wij · wi′ j = 0

j=1

for all i ̸= i′ . where we denoted wi = (wi1 , . . . , win ).
Challenge. Since Apolloni et al. heuristic idea works well, it is desirable to look for its
precise mathematical justiﬁcation. In this section, we provide such a justiﬁcation in terms
of symmetries.
Comment. This result ﬁrst appeared in [106, 110].
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Towards formulating the problem in precise terms. We must select a basis e0 (x),
∑
e1 (x), . . . , en (x), . . . so that each function f (x) is represented as f (x) =
ci · ei (x). For
i

example:
• an expansion in Taylor series corresponds to choosing the basis e0 (x) = 1, e1 (x) = x,
e2 (x) = x2 , . . .
• an expansion in Fourier series corresponds to selecting the basis ei (x) = sin(ωi · x).
Once the basis is selected, to store the information about the function f (x), we store the
coeﬃcients c0 , c1 , . . . , corresponding to this basis.
From this viewpoint, one of the possible criteria for selecting the basis can be that the
selected basis should require, on average, the smallest number of bits to store f (x) with
given accuracy. We can think of several similar criteria.
For all these criteria, we can take into account that storing a number ci and storing
the opposite number −ci take the same space. Thus, changing one of the basis function
ei (x) to e′i (x) = −ei (x) (which we lead to exactly this change ci → −ci ) does not change
accuracy or storage space. So, we conclude that:
• if e0 (x), . . . , ei−1 (x), ei (x), ei+1 (x), . . . is an optimal basis,
• then the basis e0 (x), . . . , ei−1 (x), −ei (x), ei+1 (x), . . . is also optimal.
Uniqueness of the optimal solution. Due to the previous argument, we do not select
a single basis, we select a family ±e0 (x), ±e1 (x), . . . , in which each function is determined
modulo its sign. Out of all such families, we should select the optimal one.
In general, an optimization problem may have have several optimal solutions. In this
case, we can use this non-uniqueness to optimize something else. For example:
• if two sorting algorithms are equally fast in the worst case tw (A) = tw (A′ ),
• we can select the one with the smallest average time ta (A) → min.
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In eﬀect, by introducing the additional criterion, we now have a new criterion: A is better
than A′ if either tw (A) < tw (A′ ) or (tw (A) = tw (A′ ) and ta (A) < ta (A′ )).
If this new criterion also has several optimal solutions, we can optimize something else,
etc., until we end up with a unique optimal solution. So, non-uniqueness means that the
original criterion was not ﬁnal. Relative to a ﬁnal criterion, there is only one optimal
solution.
For our problem, this uniqueness means that:
• once we have one optimal basis
e0 (x), e1 (x), e2 (x), . . . ,
• all other optimal bases have the form
±e0 (x), ±e1 (x), ±e2 (x), . . .
How to describe average accuracy. Our objective is to describe average accuracy, or
∫
average number of bits, etc. We also want to know the mean square distance (f (x) −
f≈ (x))2 dx between the original function f (x) and its approximation f≈ (x).
To describe these averages, we need to know the corresponding probability distribution
on the set of all possible functions f (x).
Dependencies f (x) come from many diﬀerent factors. Due to Central Limit Theorem,
def

it is thus reasonable to assume that the distribution on f (x) is Gaussian. If m(x) =
def

E[f (x)] ̸= 0, we can store diﬀerences ∆f (x) = f (x) − m(x), for which E[∆f (x)] = 0.
Thus, without losing generality, we can assume that E[f (x)] = 0.
def

Such Gaussian distributions are uniquely determined by their covariances C(x, y) =

E[f (x) · f (y)]. A general Gaussian distribution can be described by independent compo∑
nents: f (x) =
ηi · fi (x), where E[ηi · ηj ] = 0, i ̸= j. The corresponding functions fi (x)
i

are eigenfunctions of the covariance function C(x, y) = E[f (x)f (y)]:
∫
C(x, y) · fj (y) dy = λj · fj (x).
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The basis formed by these functions is known as the Kahrunen-Loeve (KL) basis. The
functions from the KL basis together with the corresponding eigenvalues λi uniquely determine the corresponding probability distribution – and thus, the value of the optimality
criterion.
Functions from this KL basis are orthogonal; they are usually selected to be orthonor∫
mal, i.e., satisfy the condition fj2 (x) dx = 1.
In the general case, where all eigenvalues λj are diﬀerent, each eigenfunction fj (x) is
determined uniquely modulo fj (x) → −fj (x).
One can easily see that if we change one of functions fj (x) from the KL basis to to
∫
−fj (x), we get a KL basis. Under this change, the values E[f (x) · f (y)] and f 2 (x) dx do
not change – and thus, optimality criteria based on these values do not change. Thus, we
arrive at the following formulation of the problem.
Formulation of the problem in precise terms. We have an optimality criterion described in terms of a sequence of orthonormal functions fj (x) and a sequence of corresponding numbers λi . We know that functions ±fj (x) determine the exact same criterion as the
original functions fj (x).
We consider the generic case, in which all the eigenvalues λj are diﬀerent.
Based on this criterion, we must select an optimal basis e0 (x), e1 (x), . . . , ei (x), . . . Each
function from the desired basis can be represented as a linear combination of functions
from the KL basis:
ei (x) =

∑

aij · fj (x).

j

Thus, selecting an optimal basis is equivalent to selecting the matrix of values aij , and
the optimality criterion is equivalent to selecting a class of all matrices corresponding to
optimal functions.
Of course, since the vectors ei (x) must form a basis, we cannot have ei (x) ≡ 0, i.e., for
every i, at least one value aij must e diﬀerent from 0. We call such matrices non-trivial.
We have mentioned that if we change one of the functions fj0 (x) to −fj0 (x), the criterion
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does not change. Thus, the following functions also form an optimal basis:
e′i (x) =

∑

aij · fj (x) − aij0 · fj0 (x).

j̸=j0

These functions correspond to the new matrix a′ij for which a′ij0 = −aij0 and a′ij = aij for
all j ̸= j0 .
We also require that every optimal basis has the form e′i (x) = ±ei (x). Thus, we arrive
at the following deﬁnition.
Deﬁnition 3.3.1. Let fi (x) be a sequence of linearly independent functions.
• We say that a matrix aij is non-trivial if for every i, there exists a j for which aij ̸= 0.
• By an optimality criterion, we mean a class A of non-trivial matrices aij .
• For each matrix aij ∈ A, the functions ei (x) =

∑

aij · fj (x) are called optimal func-

j

tions corresponding to this matrix.
• We say that the optimality criterion is invariant if for every matrix aij ∈ A and for
every j0 , the matrix a′ij , for which a′ij0 = −aij0 and a′ij = aij for all j ̸= j0 , also
belongs to the class A.
• We say that the optimality criterion is ﬁnal if for every two matrices aij , a′ij ∈ A and
∑
for every i, the corresponding optimal functions ei (x) =
aij · fj (x) and e′i (x) =
j
∑ ′
aij · fj (x) diﬀer only by sign, i.e., either e′i (x) = ei (x) or e′i (x) = −ei (x).
j

Theorem 3.3.1. If an optimality criterion is invariant and ﬁnal, then each optimal function ei (x) has the form ei = aij0 · fj0 (x) for some j0 .
Proof. Indeed, let aij be a matrix from the optimal criterion. Since the matrix is nontrivial, for every i, there exists a j0 for which aij0 ̸= 0. Since the optimality criterion is

72

invariant, the class A also contains the matrix a′ij for which a′ij0 = −aij0 and a′ij = aij for
all j ̸= j0 . For this new matrix, the corresponding optimal functions have the form
e′i (x) =

∑

aij · fj (x) − aij0 · fj0 (x).

j̸=j0

Since the optimality criterion is ﬁnal, this expression must be equal either to ei (x) or to
−ei (x).
If e′i (x) = ei (x), we would have
∑

aij · fj (x) − aij0 · fj0 (x) =

j̸=j0

∑

aij · fj (x) + aij0 · fj0 (x).

j̸=j0

The diﬀerence between the two sides is equal to 0, hence aij0 · fj0 (x) = 0 and aij0 = 0, but
we have selected j0 for which aij0 ̸= 0. Thus, e′i (x) = ei (x) is impossible, so we must have
e′i (x) = −ei (x), i.e.,
∑

aij · fj (x) − aij0 · fj0 (x) = −

j̸=j0

∑

aij · fj (x) − aij0 · fj0 (x).

j̸=j0

Since the functions fj (x) are linearly independent, this equality implies that the coeﬃcients
at all fj (x) in both sides must coincide. In particular, by comparing the coeﬃcients at fj (x)
for every j ̸= j0 , we conclude that aij = −aij hence aij = 0. So, aij = 0 for all j ̸= j0 . The
theorem is proven.
Discussion. We have proved that for the optimal basis ei (x) and for the KL basis fj (x),
each ei (x) has the form
ei (x) = aij0 · fj0 (x) for some aij0 .
We know that the elements fj (x) of the KL basis are orthogonal. So, we conclude that the
elements ei (x) of the optimal basis are orthogonal as well.
Apolloni’s idea was to always make sure that we use an orthogonal basis. This idea
has been empirically successful. Our new result provides a theoretical justiﬁcation for
Apolloni’s idea.
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Why neural networks lead to a more computationally eﬃcient approximation?
Now that we have explained how to get rid of the redundancy problem, let us return to the
question that we formulated in the beginning of this section: why neural networks lead to
a more computationally eﬃcient approximation?
Apolloni’s idea: reminder. To avoid the above redundancy problem, B. Apolloni and
others suggested [2] that we orthogonalize the neurons during training, e.g., that we make
n
∑
wij · xj remain orthogonal in the sense
sure that the corresponding linear combinations
j=1

that
def

⟨wi , wi′ ⟩ =

n
∑

wij · wi′ j = 0

j=1

for all i ̸= i′ . where we denoted wi = (wi1 , . . . , win ); see also [106, 110].
Neural networks in the second approximation: analysis. We consider the second
approximation, in which each function is approximated by a quadratic expression – e.g., by
the sum of the constant, linear, and quadratic terms of its Taylor expansion, so that cubic
and higher orders can be safely ignored.
In the second approximation, we can approximate the non-linear activation function
s0 (x) by the sum of its constant, linear, and quadratic terms:
s0 (x) ≈ s + s1 · x + s2 · x2 .
In this case, the above formula for the output of an intermediate neuron takes the following
form:
yi = s0 + s1 ·

( n
∑

)
wij · xj − wi0

j=1

(
+ s2 ·

n
∑

)2
wij · xj − wi0

.

j=1

The quadratic term in this expression can be described as
( n
)
)2
( n
)2 ( n
∑
∑
∑
2
.
wij · xj + wi0
=
wij · xj − 2wi0 ·
wij · xj − wi0
j=1

j=1

j=1
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Here, the term

(

n
∑

)2
wij · xj

= (⟨wi , x⟩)2

j=1

is the only quadratic terms, the other terms are linear, where we denote x = (x1 , . . . , xn ).
m
∑
Thus, the output y =
Wi · yi − W0 of the neural networks consists of a linear part plus
i=1

a quadratic part of the type
Qn =

n
∑

Wi · ⟨wi , x⟩2 .

i=1
n
n ∑
∑

This part corresponds to the quadratic part

cij · xi · xj of the original Taylor-series

i=1 j=1

representation:
Qn =

n
∑

Wi · ⟨wi , x⟩2 =

i=1

n ∑
n
∑

cij · xi · xj .

i=1 j=1

As we have mentioned, it is reasonable to select the vectors wi to be orthogonal. By
dividing each vector by its length (and appropriately multiplying Wi by this length), we
can assume that the vectors are also orthonormal, i.e., that ⟨wi , wi ⟩ = 1 for all i. In the
orthonomal basis formed by these vectors wi ,
• the corresponding matrix cij becomes a diagonal matrix,
• with values Wi on the diagonal.
Thus:
• the vectors wi are eigenvectors of the matrix cij , while
• the values Wi are the eigenvalues of this matrix.
So, we arrive at the following conclusion.
Diﬀerence between traditional statistical representation and neural network
representation reformulated. In the second approximation, a generic non-linear part
of a function can be represented by a general symmetric matrix cij . We consider the two
competing representations of a function f (x1 , . . . , xn ):
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• the traditional statistical representation in terms of the ﬁrst few terms of Taylor series
and
• a neural network representation.
In terms of the matrix cij , these two representations correspond to the following:
• in the traditional statistical representation, we store all the components cij of the
original matrix;
• in the neural network representation, we store instead the eigenvectors and eigenvalues
of this matrix.
Physical analogy: a comment. The above conclusion prompts a natural analogy with
quantum physics; see, e.g., [38]. In quantum physics, from the mathematical viewpoint,
an observable quantity can be described by a corresponding matrix cij . However, a more
physically natural description is to describe possible values of this quantity – which are
exactly eigenvalues of this matrix – and states in which this quantity has these exactly values, which are eigenvectors of the matrix. In this example, a representation via eigenvalues
and eigenvectors is clearly intuitively preferable.
Towards eﬃcient computations. Our objective is to ﬁnd an expression that, given the
inputs x1 , . . . , xn , generates the value y = f (x1 , . . . , xn ).
Which operations are the most eﬃcient on modern computers? In numerical computations that form the bulk of modern high performance computer usage, the most timeconsuming operation is the dot product, i.e., computing the ⟨a, b⟩ for given vectors a and
b.
The prevalence of dot product makes sense from the mathematical viewpoint, since
most numerical methods are based on linearization, and in the linear approximation, any
n
∑
function of n variables is approximated as c + ci · xi , i.e., as a constant plus a dot product
i=1

between the vector of inputs and the vector of coeﬃcients.
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Not surprisingly, most computer speed-up innovations are aimed at computing the dot
product faster – e.g., the multiply-accumulate operation which is an important part of
digital signal processing or fused multiple-add operation which is now hardware supported
on many modern computers; see, e.g., [54].
From this viewpoint, the way to speed up any computation is to reduce it to as few dot
products as possible.
How to eﬃciently compute f (x1 , . . . , xn ) under both representations. Computing
the value of the linear part requires computing exactly one dot product.
Computing the value of the traditional quadratic form requires n + 1 dot products:
n
∑

def

• ﬁrst, we compute n dot products ci =

cij · xj for i = 1, . . . , n;

j=1

• then, to ﬁnd the desired value of the quadratic form, we compute the dot product
n
∑
ci · x i .
i=1

In the neural network representation, to compute the value with a certain accuracy, we
can dismiss the terms corresponding to small eigenvalues Wi . As a result, instead of the
original formula with n eigenvalues, we get a simpliﬁed formula with n′ < n eigenvalues:
′

Qn ≈

n
∑

Wi ⟨wi , x⟩2 .

i=1

From this representation, we can see that fewer than n + 1 dot products are needed:
• ﬁrst, we compute n′ < n dot products zi = ⟨wi , x⟩ corresponding to n′ non-dismissed
eigenvectors wi ;
• then, we perform a component-wise vector operation to compute the values ti = zi ·zi ;
such vector operations are highly parallelizable and can be performed really fast on
most modern computers; see, e.g., [54];
• ﬁnally, to ﬁnd the desired result, we compute the dot product

n′
∑
i=1
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Wi · ti .

Resulting comparison. If n′ is smaller than n, then indeed the neural network representation can lead to faster computations. This explains the empirical fact that in data
processing, neural networks are often more eﬃcient than more traditional statistical methods.
Comment. To “ﬂesh out” this conclusion, we need to estimate to what extent the number
n′ of non-dismissed eigenvalues is smaller than the number n of all eigenvalues. This
estimation is done in the remaining part of this section.
Number of dismissed eigenvalues: semi-heuristic statistical analysis: idea. The
idea is to dismiss some eigenvalues because their contribution is small. Of course, the
number of small eigenvalues depends on the matrix cij . We would like to know how many
such eigenvalues are there on average. To formulate this question in precise terms, we need
to describe a reasonable probability distribution on the set of all possible matrices.
Random matrices: motivation. In general, for each element cij of the matrix, we can
have both positive and negative values. There are no reasons to expect positive values
to be more probable than the negative ones or vice versa. In other words, the situation
seems to be symmetric with respect to changing the sign. Thus, the expected value of the
element cij should also be invariant with respect to this transformation. The only number
that remains invariant when we change the sign is zero, so we conclude that the mean value
of each component cij should be zero.
Similarly, there is no reason to assume that some of the elements have a diﬀerent
probability distribution; thus, we assume that they are identically distributed. Finally,
there is no reason to assume that there is correlation between diﬀerent elements. Thus, we
assume that all the elements are independent. Thus, we arrive at the model in which all
the elements are independent identically distributed random variables with mean 0 and a
variance σ 2 .
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Eigenvalues of random matrices. For such random matrices, the distribution of their
eigenvalues follows the Marchenko-Pastur law; see, e.g., [51, 94, 121]. To be more precise,
this law describes the limit case of the following situation. We have an m×n random matrix
X whose elements are independent identically distributed random variables with mean 0
and variance σ 2 . Assume that m and n increase in such a way that the ratio m/n tends to
a limit α > 0. Then, for large n and m, the probability distribution of the eigenvalues of
the matrix Y = XX T is asymptotically equivalent to
)
(
1
· δ(x) + ρc (x),
ρ(x) = 1 −
α
where δ(x) is Dirac’s delta-function (i.e., the probability distribution which is located at
the point 0 with probability 1), and ρc (x) is diﬀerent from 0 for x ∈ [α− , α+ ], where
√
α± = σ 2 · (1 ± α)2 , and
√
(α+ − x) · (x − α− )
1
ρc (x) =
·
.
2
2·π·σ
α·x
In our case, matrices are square, so m = n, α = 1 and thus, we have α− = 0, α+ = 4σ 2
and thus, the limit probability distribution takes the simpliﬁed form
√
(4σ 2 − x) · x
1
ρ(x) =
·
.
2 · π · σ2
x
Eigenvalues x of the matrix Y = XX T are squares of eigenvalues λ of the original
matrix X: x = λ2 .
We are interested in small eigenvalues. For small eigenvalues, we have x ≪ σ, so the
above formula can be further simpliﬁed, into
√
√
4σ 2 · x
1
1
2·σ· x
1
1
ρ(x) ∼
·
=
·
=
·√ .
2
2
2·π·σ
x
2·π·σ
x
π·σ
x
√
The probability density ρλ for λ = x can thus be found as
ρλ =

dp
dp dx
=
·
.
dλ
dx dλ

For x = λ2 , we get
d(λ2 )
dx
=
= 2λ,
dλ
dλ
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thus,
ρλ (λ) =

1
1
1
1
2
· √ · 2λ =
· · 2λ =
.
π·σ
π·σ λ
π·σ
x

This expression for the probability density does not depend on λ at all. Thus, small
eigenvalues have an approximately uniform distribution.
Heuristic derivation of the number of eigenvalues that can be safely ignored.
We would like to dismiss all the eigenvalues λi = Wi whose absolute values are smaller than
(or equal to) some small number δ > 0. The overall contribution c of these eigenvalues is
equal to
c=

∑

Wi · ⟨wi , x⟩2 .

i:|λi |≤δ

Since eigenvectors are orthonormal, the n values ⟨wi , x⟩2 add up to ⟨x, x⟩2 . In particular,
for unit vectors x, these n values add up to 1. It is reasonable to assume that values
corresponding to diﬀerent eigenvalues are similarly distributed. Under this assumption, all
these values have the same mean. The sum of n such means is equal to 1, so each mean is
equal to 1/n.
Each value Wi can be positive or negative. It is reasonable to assume that both negative
and positive values are equally possible, so the mean value of each product Wi · ⟨wi , x⟩2 is
0. Thus, the mean value of the sum is also 0.
1
1
Since ⟨wi , x⟩2 ≈ , the variance should be approximately equal to Wi2 · 2 . It is also
n
n
reasonable to assume that the products Wi · ⟨wi , x⟩2 corresponding to diﬀerent eigenvalues
are independent. Thus, the variance Vc of their sum c is equal to sum of their variances,
i.e., to
Vc =

∑
1
·
Wi2 .
n2
i:|λi |≤δ

Since the mean is 0, and c is the sum of the large number of small independent components,
it is reasonable to conclude, due to the Central Limit theorem, that it is approximately
normally distributed; see, e.g., [143]. So, with probability 99.9%, all the values of this sum
√
√
are located within the three sigma interval [−3 Vc , 3 Vc ].
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Thus, the square root

√

Vc is a good indication of the size of the dismissed terms. The
√
size of the function itself can be similarly estimates as V , where
V =

1 ∑ 2
·
Wi ,
n2 i

and the sum is taken over all eigenvalues. We want to make sure that the dismissed part
√
√
does not exceed a given portion ε of the overall sum, i.e., that Vc · ε · V , or, equivalently,
Vc ≤ ε2 · V 2 .
Within this constraint, we want to dismiss as many eigenvalues as possible; thus, we
should not have Vc ≪ ε2 · V 2 , because then, we would be able to dismiss more terms. We
should thus have Vc ≈ ε2 · V 2 . Because of the above expressions for Vc and for V , we
therefore get an equivalent formula
∑
1
1 ∑ 2
2
2
·
W
≈
ε
·
·
Wi .
i
n2
n2 i
i:|λi |≤δ

Multiplying both sides by n2 , we can simplify this requirement into
∑

Wi2 ≈ ε2 ·

i:|λi |≤δ

∑

Wi2 .

i

Since the probability distribution of eigenvalues is described by the density function ρλ ,
and the total number of these eigenvalues is n, we have
∫ ∞
∑
2
Wi ≈ n ·
λ2 · ρλ (λ) dλ
−∞

i

and similarly,

∑
i:|λi |≤δ

∫
Wi2

≈n·

δ

−δ

λ2 · ρλ (λ) dλ.

Thus, the above requirement takes the form
∫ δ
∫
2
2
n·
λ · ρλ (λ) dλ ≈ ε · n ·
−δ

∞

−∞

λ2 · ρλ (λ) dλ.

Dividing both sides by n, we can simplify this into
∫ δ
∫ ∞
2
2
λ · ρλ (λ) dλ ≈ ε ·
λ2 · ρλ (λ) dλ.
−δ

−∞
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For small λ, as we have derived, ρλ ≈ const, so
∫ δ
∫ δ
2
λ · ρλ (λ) dλ ≈
λ2 · const dλ = const · δ 3
−δ

−δ

(for a slightly diﬀerent constant, of course).
Thus, the above requirement takes the form δ 3 ≈ const · ε2 , i.e., δ ≈ ε2/3 .
Numerical example. So, for example, for ε ≈ 10% = 0.1, we get δ ≈ 0.12/3 ≈ 0.2, so
≈ 20% of all the eigenvalues can be safely ignored. As a result, we get a 20% decrease in
computation time.

3.4

How Accurate is Prediction? Quantifying the Uncertainty of the Corresponding Model

Need for model validation. Most physical models are approximate. It is therefore
necessary to estimate the model accuracy by comparing the model’s predictions with the
experimental data. This estimation of the model accuracy is known as model validation.
Case study: the thermal challenge problem. As the main case study, we consider a
benchmark thermal problem presented at the 2006 Sandia Validation Challenge Workshop
[30, 37, 57, 58, 124, 134]. In this problem, we need to analyze temperature response T (x, t)
of a safety-critical device to a heat ﬂux.
Speciﬁcally, a slab of metal (or other material) of a given thickness L is exposed to a
given heat ﬂux q. We know:
• the initial temperature Ti = 25 C, and
• an approximate model:
[
q · L (k/ρCp ) · t 1 x 1 ( x )2
·
+ − + ·
−
T (x, t) = Ti +
k
L2
3 L 2
L
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]
(
)
6
(
2 ∑ 1
x)
2
2 (k/ρCp ) · t
·
· exp −n · π ·
· cos n · π ·
.
π 2 n=1 n2
L2
L
We do not know a priori how accurate is the approximate model.
As for the thermal conductivity k and the volumetric heat capacity of the material ρCp ,
we know their nominal values, and we have measured values of k and ρCp for diﬀerent
specimens.
We also have the results of measuring temperature for several diﬀerent specimens (which
are, in general, diﬀerent from the specimens for which we measure k and ρCp ). Speciﬁcally,
for each specimen, we measure temperature at diﬀerent moments of time.
Let us start with a simpliﬁed problem. To better describe our idea, let us start with
a simpliﬁed version of this problem, in which we assume that for each specimen, the values
of all parameters – including the thermal conductivity k and the volumetric heat capacity
of the material ρCp – are known exactly. We also assume that the actual temperatures are
known exactly, i.e., that the temperature measurements are reasonably accurate – so that
the measurement uncertainty can be safely ignored.
In this simpliﬁed situation, the predicted value T (x, t) of the temperature is well deﬁned
for all x and t; the only reason why the measured values are diﬀerent from the model’s
predictions is that the model itself is only approximate. So, to estimate the accuracy (or
inaccuracy) in a model, we can simply compare these predictions T (x, t) with the actual
measurement results Te(x, t).
The largest possible diﬀerence max Te(x, t) − T (x, t) between the measured values and
x,t

the theory’s prediction can be used as a reasonable measure of the model’s accuracy.
For example, if in all the measurements, the measured values diﬀer from the theory’s
prediction by no more than 10 degrees, we conclude that the model’s prediction are accurate
with the accuracy ±10 degrees.
How to take variability into account: the probabilistic approach. In real life, the
values of the parameters k and ρCp are only approximately known. It is known that these
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values diﬀer from one specimen to another. How can we take this variability into account
when we estimate the accuracy of the given model?
A probabilistic approach to solving this problem is described in [37]. This approach is
motivated by the fact that while we do not know the individual values of the parameters
k and ρCp corresponding to diﬀerent specimens, we do have a sample of values k and ρCp
corresponding to diﬀerent specimens. Thus, we can estimate the probability distribution
of k and ρCp among the given class of specimens.
In the resulting description, k and ρCp are random variables with known distributions.
Since the model’s parameters k and ρCp are random, for each x and t, the resulting temperature T (x, t) also becomes a random variable. By running simulations, we can ﬁnd, for
each x and t, the probability distribution of this random value T (x, t) – the probability
distribution that would be observed if the model T (x, t) was absolutely accurate.
Since the model is only approximately true, for every x and t, the actual (empirical)
probability distribution of the measured temperatures Te(x, t) is, in general, diﬀerent from
the simulated distribution of the model’s predictions. The diﬀerence between these two
probability distributions – the distribution predicted by the model and the distribution
observed in measurements – can be thus viewed as a measure of how accurate is our model.
Limitation of the probabilistic approach: description and need to overcome
these limitations. In the probabilistic approach, to describe an empirical distribution,
we, in eﬀect, combine (“pool”) the temperatures measured for all the specimens into a
single sample. As a result, we ignore an important part of the available information about
the measurement results – namely, the information that some measurements correspond
to the same specimen and some measurements correspond to diﬀerent specimens. To get
more convincing estimates of the model, it is therefore desirable to take this additional
information into account.
In this section, we describe how this additional information can be used. We illustrate
our approach on the example of the main case study. After that, we describe this ap-
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proach in general terms, and provide another application example – Very Large Baseline
Interferometry (VLBI).
Comment. In this section, we gauge the model’s accuracy by coming up with a guaranteed
upper bound for the diﬀerence between the model’s prediction and actual values. This
approach is similar to using overall error bound ∆ as a description of the measurement
inaccuracy – i.e., the diﬀerence between the measurement result x
e and the actual value x;
see, e.g., [136]. In measurements, once we have the measurement result x
e and the bound
∆ for which |e
x − x| ≤ ∆, the only information that we have about the actual (unknown)
values x is that x belongs to the interval [e
x − ∆, x
e + ∆]; see, e.g., [96]. Because of this
similarity, we call our approach interval approach. This approach ﬁrst appeared in [111].
What we know about each specimen: an example. Instead of pooling all the
measured temperature values corresponding to diﬀerent specimens into a single sample, we
would like to consider each specimen individually. For each specimen, we have temperatures
measured at diﬀerent moments of time.
For example, according to [30], we have several specimens corresponding to Conﬁguration 1, in which the thickness L is equal to 1.27 cm (half an inch), and the heat ﬂux is equal
to q = 1000 W/m2 . We have the measurement results for four specimens corresponding
to this conﬁguration. These measurement results correspond to x = 0. The results of
measuring the temperature T (x, t) = T (0, t) for specimen i are known as Experiment i. In
particular, the measurement results corresponding to specimen 1 (i.e., to Experiment 1)
are as shown in Table 3.4.1.
Ideal case: exact model, exactly known parameters k and ρCp . For each specimen,
if the model was absolutely accurate (and if the measurement inaccuracy was negligible), the
measured values Te(x, t) would take the form Te(x, t) = T (x, t, k, ρCp ) for an appropriate
values k and ρCp ; here, T (x, t, k, ρCp ) means that we explicitly take into account the
dependence on the parameters k and ρCp in the above formula.
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Table 3.4.1: Measurement results
time
measured
(in sec)

temperature

100

105.5

200

139.3

300

165.5

400

188.7

500

210.6

600

231.9

700

253.0

800

273.9

900

294.9

1000

315.8

In this ideal situation, if we know the exact values of k and ρCp , to check the model’s
correctness, we can simply compare the measured values Te(x, t) with the predicted values
T (x, t, k, ρCp ). In this case, the largest possible diﬀerence between the measured and predicted values is 0: max Te(x, t) − T (x, t, k, ρCp ) = 0. Vice versa, if this largest diﬀerence
t

is equal to 0, this means that all the diﬀerences are equal to 0, i.e., that the model is indeed
absolute accurate.
Case where the model is exact, but the parameters k and ρCp are only approximately known. In reality, we do not know the exact values of k of ρCp , so we can only
conclude that this largest diﬀerence is equal to 0 for some values k and ρCp . In other words,
we conclude that the smallest possible value of this largest diﬀerence – smallest over all
possible combinations of the parameters k and ρCp – is equal to 0:
min max Te(x, t) − T (x, t, k, ρCp ) = 0.

k,ρCp

t
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Vice versa, if this smallest value is equal to 0, this means that for some k and ρCp , the
largest error max Te(x, t) − T (x, t, k, ρCp ) is equal to 0 and so, the model is absolutely
t

accurate.
General case, where we take into account that the model is approximate. In
practice, the model is approximate. This means that no matter which values k and ρCp
we use for this specimen, the measured values are diﬀerent from the model’s prediction:
max Te(x, t) − T (x, t, k, ρCp ) > 0.
t

For example, if the model diﬀers from the observations by some value ε > 0, then even
for the actual values of k and ρCp , we get Te(x, t) − T (x, t, k, ρCp ) = ε > 0 and therefore,
max Te(x, t) − T (x, t, k, ρCp ) = ε > 0. Moreover, even when the model diﬀers from the
t

actual values at a single moment t, we still have
Te(x, t) − T (x, t, k, ρCp ) = ε > 0
for this moment of time t and therefore, max Te(x, t) − T (x, t, k, ρCp ) = ε > 0.
t

To gauge the accuracy of the model, it is therefore reasonable to use the diﬀerence
corresponding to the best possible values k and ρCp , i.e., the value
def
a = min max Te(x, t) − T (x, t, k, ρCp ) .
k,ρCp

t

Comment. This diﬀerence a is observed when we use the exact values of the parameters k
gp , then, in addition to the
and ρCp . If, for prediction, we use approximate values e
k and ρC
inaccuracy ε of the model, we also have an additional inaccuracy caused by the inaccuracy
in k and ρCp . In this case, it is reasonable to expect that the worst-case diﬀerence between
the observed and the predicted values is even larger than a:
gp ) > a.
k, ρC
max Te(x, t) − T (x, t, e
t
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Resulting estimation of the model’s accuracy: from the analysis of a single
specimen to the analysis of all measurement results. For each specimen s, based
on the observed values Tes (x, t) corresponding to this specimen, we can estimate the model’s
accuracy as in describing this specimen as
as = min max Tes (x, t) − Ts (x, t, k, ρCp ) .
k,ρCp

t

A model may have diﬀerent accuracy for diﬀerent specimens: e.g., a model may be more
accurate for smaller values of the thermal ﬂux q and less accurate for larger values of q.
We are interested in guaranteed estimates of the model’s accuracy, estimates which are
applicable to all the specimens. Thus, as a reasonable estimate for the model’s accuracy,
we can take the largest value of as corresponding to diﬀerent specimens:
a = max as = max min max Tes (x, t) − Ts (x, t, k, ρCp ) .
s

s

k,ρCp

t

Comment. The resulting formula for model’s accuracy looks somewhat complicated, this
is why we provided a detailed explanation of why we believe that this formula is adequate
for model validation.
Estimating as as a constrained optimization problem. The above formula
for as means that we need to ﬁnd the values k and ρCp for which the diﬀerence
Tes (x, t) − Ts (x, t, k, ρCp ) is the smallest possible. In other words, for each specimen s,
we want to minimize as under the constraints that
Tes (x, t) − as ≤ Ts (x, t, k, ρCp ) ≤ Tes (x, t) + as
for all the measurement results Tes (x, t) obtained for this specimen.
Linearization as a ﬁrst approximation to this constrained optimization problem.
The dependence of the model prediction Ts (x, t, k, ρCp ) on the model prediction is nonlinear. As a result, we get a diﬃcult-to-solve non-linear optimization problem.
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In practice, this problem can be simpliﬁed, because we know the nominal values e
k and
gp of the parameters k and ρCp , and we also know – from measurements – that the actual
ρC
values of these parameters do not deviate too much from the nominal values: the diﬀerences
gp − ρCp are small. Thus, we can use the nominal values as
∆k = e
k − k and ∆(ρCp ) = ρC
(0)
gp .
the starting (0-th) approximations to k and ρCp : k (0) = e
k and ρCp = ρC

In the ﬁrst approximation, we can only keep terms which are linear in ∆k and ∆(ρCp )
in the expansion of the dependence
)
(
Ts (x, t, k, ρCp ) = Ts x, t, k (0) − ∆k, ρCp(0) − ∆(ρCp ) :
(
)
(0)
(0)
Ts (x, t, k, ρCp ) = Ts x, t, k (0) , ρCp(0) − ck · ∆k − cρCp · ∆(ρCp ),
where
(0) def

ck =

∂T
∂T
(0) def
, cρCp =
,
∂k
∂(ρCp )
(0)

and the derivatives are taken for k = k (0) and ρCp = ρCp . In this linear approximation,
the above optimization problem takes the following form: minimize as under the constraints
that
(
)
(0)
(0)
Tes (x, t) − as ≤ Ts x, t, k (0) , ρCp(0) − ck · ∆k − cρCp · ∆(ρCp ) ≤ Tes (x, t) + as .
In this linearized problem, both the objective function and the constraints are linear in
terms of unknowns, so we can use known (and eﬃcient) algorithms of linear programming
to solve this problem; see, e.g., [151].
Once we solve this problem, we get the values ∆k (1) and ∆(ρCp )(1) which are optimal
in the ﬁrst approximation. Based on these values, we can get a ﬁrst approximation k (1)
(1)

and ρCp

(1)

to the actual optimal values of k and ρCp as k (1) = k (0) − ∆k (1) and ρCp

=

(0)

ρCp − ∆(ρCp )(1) .

From a linearized solution to a general solution. To get a more accurate solution, we
(1)

can use the “approximately optimal” values ∆k (1) and ∆ρCp as a new ﬁrst approximation,
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and use linearization around these values. As a result, we arrive at the following iterative
algorithm:
(0)
gp ;
• we start with the values k (0) = e
k and ρCp = ρC
(q−1)

• on each iteration q, once we have the values k (q−1) and ρCp

, we use linear program-

ming to solve the following optimization problem: minimize as under the constraints
that
(
)
(q−1)
(q−1)
· ∆k − cρCp · ∆(ρCp ) ≤ Tes (x, t) + as ,
Tes (x, t) − as ≤ Ts x, t, k (q−1) , ρCp(q−1) − ck
where
(q−1) def

ck

=

∂T
∂T
(q−1) def
, cρCp =
,
∂k
∂(ρCp )
(q−1)

and the derivatives are taken for k = k (q−1) and ρCp = ρCp

;

• once we solve this linear programming problem and get the optimal values ∆k (q) and
∆(ρCp )(q) , we compute the next approximations to parameters as k (q) = k (q−1) −∆k (q)
(q)

(q−1)

and ρCp = ρCp

− ∆(ρCp )(q) .

Iterations continue until the process converges – or until we exhaust the computation time
that was allocated for these computations. We then take the latest values of k and ρCp
and estimate the model’s accuracy as max e
ag , where
g

e
ag = max Tes (x, t) − Ts (x, t, k, ρCp ) .
x,t

Numerical results. For the above specimen 1, the iterative process converges after the
1st iteration (i.e., the 2nd iteration leads to very small changes). The resulting values of k
and ρCp lead to the predictions listed in Table 3.4.2.
The largest diﬀerence between the measured and predicted values is about 5 degrees.
For other specimens, we got a similar diﬀerence of ≤ 5 degrees, so we conclude that the
original model is accurate with accuracy ±5 degrees.
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Table 3.4.2: Prediction accuracy: interval approach
time
(in sec)

measured prediction:
temperature

interval
approach

100

105.5

105.5

200

139.3

138.8

300

165.5

165.2

400

188.7

188.7

500

210.6

211.1

600

231.9

233.1

700

253.0

254.9

800

273.9

276.6

900

294.9

298.3

1000

315.8

319.9

How to simplify computations. To simplify computations, we used an equivalent
reformulation of the original thermal model. Our main formula has the form
[
q · L (k/ρCp ) · t 1 x 1 ( x )2
T (x, t) = Ti +
·
+ − + ·
−
k
L2
3 L 2
L
]
(
)
6
)
(
2 ∑ 1
(k/ρC
)
·
t
x
p
·
· exp −n2 · π 2 ·
· cos n · π ·
.
π 2 n=1 n2
L2
L
k/ρCp
. It is therefore reasonL2
able, instead of the original variables y1 = k and y2 = ρCp , to use new auxiliary variables
q·L
k/ρCp
Y1 =
and Y2 =
. As a result, we get the following simpliﬁed formula:
k
L2
[
1
1
T (x, t) = Ti + Y1 · Y2 · t + − x0 + · x20 −
3
2
]
6
2 ∑ 1
·
· exp(−n2 · π 2 · Y2 · t) · cos (n · π · x0 ) ,
π 2 n=1 n2
In this formula, the parameter ρCp always appears in a ratio
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def

where x0 =

x
. In this case,
L

∂T
1
1
2 ∑ 1
= Y2 · t + − x0 + · x20 − 2 ·
· exp(−n2 · π 2 · Y2 · t) · cos (n · π · x0 ) ;
∂Y1
3
2
π n=1 n2
6

[
]
6
∑
∂T
= t · Y1 − 2 ·
· exp(−n2 · π 2 · Y2 · t) · cos (n · π · x0 ) .
∂Y2
n=1
Comments: how to get better accuracy estimates. The above model assumes that for each
specimen, the values k and ρCp remain the same. Measurement results show, however,
that these values slightly change with temperature. This can be seen, e.g., if we plot the
average value kav of k measured for a given temperature as a function of temperature T ;
see Table 3.4.3.
Table 3.4.3: Dependence of kav on T
T
kav

20

250

500

750 1000

0.49 0.59 0.63 0.69

0.75

In the probabilistic approach, this dependence is taken into account by allowing correlation between the model and k; see, e.g., [37]. Linear correlation means, in eﬀect, that
instead of considering k as an independent random variables, we consider a dependence
k = k0 + k1 · T , where k0 is independent on T and k1 is a parameter to be determined.
In the interval approach, for each specimen, we can similarly “plug in” the expressions
k = k0 + k1 · T and ρCp = ρCp,0 + ρCp,1 · T into the above model and use the parameters k0 ,
k1 , ρCp,0 , and ρCp,1 as the new unknowns in the similar constrained optimization approach.
Another possible improvement is related to the fact that we get slightly diﬀerent values
as depending on the thermal ﬂow q: the higher q, the larger as . The objective is to predict
how the system will react to thermal ﬂows which may be even higher than in any of the
experiments. So instead of taking the value a(q0 ) that corresponds to the current thermal
ﬂows q0 , we can estimate the dependence of a(q) on q and extrapolate this dependence to
the desired high thermal ﬂow.
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In our case, which model for the dependence a(q) shall we choose? From the physical
viewpoint, the problem is invariant w.r.t. changing measuring units q → λ · q (i.e., in mathematical terms, scale-invariant). So it is reasonable to select a space-invariant dependence,
i.e., a dependence for which, for each re-scaling q → λ · q, the dependence has the same
form if we appropriate change the units for measuring a, i.e., that for every λ > 0, there
exists a C(λ) for which a(λ · q) = C(λ) · a(q). It is known (see, e.g., [1]) that the only
monotonic solutions to this functional equations have the form a(q) = a0 · q α for some a0
and α.
So, for each experimentally tested q, based on all samples with given q, we ﬁnd a(q), and
then ﬁnd a0 and α for which a(q) ≈ a0 · q α , i.e., equivalently, ln(a(q)) ≈ ln(a0 ) + α · ln(q).
This is a system of linear equations with unknowns ln(a0 ) and α, so we can use the Least
Squares method to solve it. Once we ﬁnd the solution, we can predict the model’s accuracy
as a(q) ≈ a0 · q α .
Problem:

general

description. In

general,

we

have

a

model

z

=

f (x1 , . . . , xn , y1 , . . . , ym ) that predicts the value z of the desired quantity as a function of known quantities x1 , . . . , xn and unknown quantities y1 , . . . , ym ; see, e.g., [126]. To
be more precise, we usually know some crude approximate values yei , but the accuracy of
these approximate values is orders of magnitude lower than the accuracy with which we
know the measured values xi and z.
Measurements are divided into groups with each of which we know that the values yj
are the same; the values yj may diﬀer from group to group.
Comment. In the thermal problem example, n = 2, x1 = x, x2 = t, m = 2, y1 = k, and
y2 = ρCp . Groups correspond to specimens.
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How to estimate the model’s accuracy: general deﬁnition. In the general case, as
an estimate for the model’s accuracy, we propose to use the value
max feg (x1 , . . . , xn ) − fg (x1 , . . . , xn , y1 , . . . , ym ) ,

a = max min
g

y1 ,...,ym x1 ,...,xm

where g indicates diﬀerent groups, and feg are measurement results corresponding to the
g-th group.
In other words, as a desired value a, we take max ag , where each ag is the solution to
g

the following optimization problem: minimize ag under the constraints that
feg (x1 , . . . , xn ) − ag ≤ fg (x1 , . . . , xn , y1 , . . . , ym ) ≤ feg (x1 , . . . , xn ) + ag .
How to estimate the model’s accuracy: general algorithm. By applying a similar
linearization approach, we get the following algorithm:
(0)

• we start with the values zi

= zei ;
(q−1)

• on each iteration q, once we have the values zi

, we use linear programming to

solve the following optimization problem: minimize ag under the constraints that
m
) ∑
(
(q−1)
(q−1) (q−1)
−
cj
· ∆yj ≤
feg (x1 , . . . , xn ) − as ≤ fg x1 , . . . , xn , y1
, ym
j=1

feg (x1 , . . . , xn ) − as ,
(q−1) def

where cj

=

∂f
(q−1)
, and the derivatives are taken for yj = yj
;
∂j
(q)

• once we solve this linear programming problem and get the optimal values ∆yj , we
compute the next approximations to parameters as
(q)

(q−1)

yj = yj

(q)

− ∆yj .

Iterations continue until the process converges – or until we exhaust the computation time
that was allocated for these computations. We then take the latest values of yj and estimate
the model’s accuracy as max e
ag , where
g

e
ag = max feg (x1 , . . . , xn ) − fg (x1 , . . . , xn , y1 , . . . , ym ) .
x1 ,...,xn
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Very Large Baseline Interferometry (VLBI): another example of the general
approach. To get a better idea of the general problem, let us give another example of
the general approach. For each distant astronomical radio-source, we want to ﬁnd the exact
direction from which the corresponding radio waves are coming. In precise terms, we need
to ﬁnd a unit vector ⃗ek in the direction to the source.
One of the most accurate methods of ﬁnding the unit vector ⃗ek in the direction to a
distant astronomical radio-source is Very Large Baseline Interferometry (VLBI); see, e.g.,
[31, 32, 148, 153]. In VLBI, we measure the time delay τi,j,k between the signal observed
by antennas i and j. The corresponding model comes the simple geometric arguments,
according to which
τi,j,k = c−1 · (⃗bi − ⃗bj ) · ⃗ek + ∆ti − ∆tj ,
where:
• ⃗bi is the location of the i-th antenna, and
• ∆ti is its clock bias on the i-th antenna, i.e., the diﬀerence between the reading of
this clock and the actual (unknown) time on this antenna.
In this model, the locations ⃗bi and the clock biases are unknown (to be more precise, we
know approximate values of the locations and biases, but these approximate values are
orders of magnitude less accurate that the time delays).
We assume that the directions ⃗ek do not change during the measurements; this assumption make sense since the sources are distant ones, and even if they move with a speed
v close to the speed of light, their angular speed v/R, where R is the distance, can be
safely ignored. We also assume that the biases and the antenna locations do not change
during one short group of measurements. In this case, z is the time delay, and y1 , . . . , ym
are directions ⃗ek , locations ⃗bi , and clock biases ∆ti . When we performed suﬃciently many
measurements in each group g, we have more measured values than the unknowns yj and
thus, we can meaningfully estimate the model’s accuracy; for details, see [31, 32].
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An even more accurate description emerges when we take into account that the Earthbound antennas rotate with the Earth; to take rotation into account, we must take into
account time between diﬀerent consequent measurements within the same group, and this
time can be measured very accurately – thus serving as xi .
Closing remarks. A model of real-life phenomena needs to be validated: we must compare the model’s predictions with the experimental data and, based on this comparison,
conclude how accurate is the model. This comparison becomes diﬃcult if the model contains, as parameters, values of some auxiliary physical quantities – quantities which are
usually not measured in the corresponding experiments. In such situations, we can use the
results of previous measurements of these quantities in similar situations, results based on
which we can determine the probabilities of diﬀerent values of these auxiliary quantities. In
the traditional probabilistic approach to model validation, we plug in the resulting random
auxiliary variables into the model, and compare the distribution of the results with the
observed distribution of the experimental data. In this approach, however, we do use the
important information that some measurement results correspond to the same specimen –
and thus, correspond to the same values of the auxiliary quantities. To take this information into account, we propose a new approach, in which, for each specimen, we, in eﬀect,
ﬁrst estimate the values of the auxiliary quantities based on the measurement results, then
plug these estimated values back into the model – and use the resulting formula to gauge
how accuracy the original model is on this specimen. We illustrate this approach on the
example of a benchmark thermal problem.

3.5

Towards the Optimal way of Processing the Corresponding Uncertainty

Functional dependencies are ubiquitous. Several diﬀerent quantities are used to
describe the state of the world – or a state of a system in which are are interested. For
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example, to describe the weather, we can describe the temperature, the wind speed, the
humidity, etc. Even in simple cases, to describe the state of a simple mechanical body at a
given moment of time, we can describe its coordinates, its velocity, its kinetic and potential
energy, etc.
Some of these quantities can be directly measured – and sometimes, direct measurement
is the only way that we can determine their values. However, once we have measured the
values of a few basic quantities x1 , . . . , xn , we can usually compute the values of all other
quantities y by using the known dependence y = f (x1 , . . . , xn ) between these quantities.
Such functional dependencies are ubiquitous, they are extremely important in our analysis
of real-world data.
Need for polynomial approximations. With the large amount of data that are constantly generated by diﬀerent measuring devices, most of the data processing is performed by computers.

So, we need to represent each known functional dependence

y = f (x1 , . . . , xn ) in a computer.
In a computer, among operations with real numbers, the only ones which are directly
hardware supported (and are therefore extremely fast) are addition, subtraction, and multiplication. All other operations with real numbers, including division, are implemented as
a sequence of additions, subtractions, and multiplications.
Also hardware supported are logical operations; these operations make it possible to
use several diﬀerent computational expressions in diﬀerent parts of the function domain.
For example, computers use diﬀerent approximation for trigonometric functions like sin(x)
for x ∈ [−π, π] and for inputs from the other cycles.
Therefore, if we want to compute a function f (x1 , . . . , xn ), we must represent it, on
each part of the domain, as a sequence of additions, subtractions, and multiplications.
A function which is obtained from variables x1 , . . . , xn and constants by using addition,
subtraction, and multiplication is nothing else but a polynomial. Indeed, one can easily
check that every polynomial can be computed by a sequence of additions, subtractions,
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and multiplications. Vice versa, by induction, one can easily prove that every sequence of
additions, subtractions, and multiplications leads to a polynomial; indeed:
• induction base is straightforward: each variables xi is a polynomial, and each constant
is a polynomial;
• induction step is also straightforward:
– the sum of two polynomials is a polynomial;
– the diﬀerence between two polynomials is a polynomial; and
– the product of two polynomials is a polynomial.
Thus, we approximate functions by polynomials or by piece-wise polynomial functions
(splines).
Possibility of a polynomial approximation. The possibility to approximate functions
by polynomials was ﬁrst proven by Weierstrass (long before computers were invented).
Speciﬁcally, Weierstrass showed that for every continuous function f (x1 , . . . , xn ), for every
box (multi-interval)
[a1 , b1 ] × . . . × [an , bn ],
and for every real number ε > 0, there exists a polynomial P (x1 , . . . , xn ) which is, on this
box, ε-close to the original function f (x1 , . . . , xn ), i.e., for which
|P (x1 , . . . , xn ) − f (x1 , . . . , xn )| ≤ ε
for all x1 ∈ [a1 , b1 ], . . . , xn ∈ [an , bn ].
Polynomial (and piece-wise polynomial) approximations to a functional dependence
have been used in science for many centuries, they are one of the main tools in physics
and other disciplines. Such approximations are often based on the fact that most fundamental physical dependencies are analytical, i.e., can be expanded in convergent Taylor
(polynomial) series. Thus, to get a description with a given accuracy on a given part of
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the domain, it is suﬃcient to keep only a few ﬁrst terms in the Taylor expansion – i.e.,
in eﬀect, to approximate the original function by a piece-wise polynomial expression; see,
e.g. [38].

Polynomials are often helpful. In many areas of numerical analysis, in particular, in
computations with automatic results veriﬁcation, it turns out to be helpful to approximate
a dependence by a polynomial. For example, in computations with automatic results
veriﬁcation, Taylor methods – in which the dependence is approximated by a polynomial
– turned out to be very successful; see, e.g., [10, 11, 12, 59, 91, 114].
The eﬃciency of polynomials can be theoretically explained. The eﬃciency of
polynomials is not only an empirical fact, this eﬃciency can also be theoretically justiﬁed.
Namely, in [115], it was shown that under reasonable assumptions on the optimality criterion – like invariance with respect to selection a starting point and a measuring unit for
describing a quantity – every function from the optimal class of approximating functions
is a polynomial.
How to represent polynomials in a computer: traditional approach. A textbook
deﬁnition of a polynomial of one variable is that it is a function of the type
f (x) = c0 + c1 · x + c2 · x2 + . . . + cd · xd .
From the viewpoint of this deﬁnition, it is natural to represent a polynomial of one variable
as a corresponding sequence of coeﬃcients c0 , c1 , c2 . . . , cd . This is exactly how polynomials
of one variable are usually represented.
Similarly, a polynomial of several variables x1 , . . . , xn is usually deﬁned as linear combination of monomials, i.e., expressions of the type xd11 · . . . · xdnn . Thus, a natural way to
represent a polynomial
f (x1 , . . . , xn ) =

∑

cd1 ...dn · xd11 · . . . · xdnn

d1 ,...,dn
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is to represent it as a corresponding multi-D array of coeﬃcients cd1 ...dn .
Bernstein polynomials: a description. It has been shown that in many computational problems, it is more eﬃcient to use an alternative representation. This alternative
representation was ﬁrst proposed by a mathematician Bernstein, and so polynomials represented in this form are known as Bernstein polynomials. For functions of one variable,
Bernstein proposed to represent a function as a linear combination
d
∑

ck · (x − a)k · (b − x)d−k

k=0

of special polynomials
pk (x) = (x − a)k · (b − x)d−k .
For functions of several variables, Bernstein’s representation has the form
f (x1 , . . . , xn ) =

∑

ck1 ...kn · pk1 1 (x1 ) · . . . · pkn n (xn ),

k1 ...kn

where
def

pki i (xi ) = (xi − ai )ki · (bi − xi )d−ki .
In this representation, we store the coeﬃcients ck1 ...kn in the computer.
Bernstein polynomials are actively used, e.g., in computer graphics and computer-aided
design, where they are not only more computationally eﬃcient, but they also lead – within a
comparable computation time – to smoother and more stable descriptions than traditional
computer representations of polynomials. In many applications in which we are interested
in functions deﬁned on a given interval [x, x] – or a given multi-D box – we get better
results if instead, we represent a general polynomial as a linear combination of Bernstein
polynomials, i.e., functions proportional to
(x − x)k · (x − x)n−k ,
and store coeﬃcients of this linear combination; see, e.g., [45, 46, 47, 48, 97, 137].
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Example. A straightforward way to represent a quadratic polynomial f (x) = c0 + c1 · x +
c2 · x2 is to store the coeﬃcients c0 , c1 , and c2 . In the Bernstein representation, a general
quadratic polynomial on the interval [0, 1] can be represented as
f (x) = a0 ·x0 ·(1−x)2 +a1 ·x1 ·(1−x)1 +a0 ·x2 ·(1−x)0 = a0 ·x2 +a1 ·x·(1−x)+a2 ·(1−x)2 ;
to represent a generic polynomial in a computer, we store the values a0 , a1 , and a2 . (To be
more precise, we store values proportional to ai .)
Natural questions. Natural questions are:
• why is the use of these basic functions more eﬃcient than the use of standard monon
∏
mials
xki i ?
i=1

• are Bernstein polynomials the best or these are even better expressions?
Towards possible answers to these questions. To answer these questions, we take
into account that in the 1-D case, an interval [x, x] is uniquely determined by its endpoints
x and x. Similarly, in the multi-D case, a general box [x1 , x1 ] × . . . × [xn , xn ] is uniquely
determined by two multi-D “endpoints” x = (x1 , . . . xn ) and x = (x1 , . . . , xn ). It is therefore
reasonable to design the basic polynomials as follows:
• ﬁrst, we ﬁnd two polynomial functions f (x) and f (x), where x = (x1 , . . . , xn ), related
to each of the endpoints;
• then, we use some combination operation F (a, b) to combine the functions f (x) and
f (x) into a single function f (x) = G(f (x), f (x)).
In this section, we use the approach from [115] to prove that if we select the optimal
polynomials f (x) and f (x) on the ﬁrst stage and the optimal combination operation on the
second stage, then the resulting function f (x) is proportional to a Bernstein polynomial.
This result ﬁrst appeared in [108].
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In other words, we prove that under reasonable optimality criteria, Bernstein polynomials can be uniquely determined from the requirement that they are optimal combinations
of optimal polynomials corresponding to the interval’s endpoints.
Formulation of the problem: reminder. Let us ﬁrst ﬁnd optimal polynomials corresponding to endpoints x(0) = x and x(0) = x.
We consider applications in which the dependence of a quantity y on the input values
x1 , . . . , xn is approximated by a polynomial y = f (x) = f (x1 , . . . , xn ). For each of the two
endpoints x(0) = x and x(0) = x, out of all polynomials which are “related” to this point,
we want to ﬁnd the one which is, in some reasonable sense, optimal.
How to describe this problem in precise terms. To describe this problem in precise
terms, we need to describe:
• what it means for a polynomial to be “related” to the point, and
• what it means for one polynomial to be “better” than the other.
Physical meaning. To formalize the two above notions, we take into account that in
many practical applications, the inputs numbers xi are values of some physical quantities,
and the output y also represent the value of some physical quantity.
Scaling and shift transformations. The numerical value of each quantity depends on
the choice of a measuring unit and on the choice of the starting point. If we replace the
original measuring unit by a unit which is λ times smaller (e.g., use centimeters instead of
meters), then instead of the original numerical value y, we get a new value y ′ = λ · y.
Similarly, if we replace the original starting point with a new point which corresponds
to y0 on the original scale (e.g., as the French Revolution did, select 1789 as the new Year
0), then, instead as the original numerical value y, we get a new numerical value y ′ = y −y0 .
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In general, if we change both the measuring unit and the starting point, then instead
of the original numerical value y, we get the new value λ · y − y0 .
We should select a family of polynomials. Because of scaling and shift, for each
polynomial f (x), the polynomials λ·f (x)−y0 represent the same dependence, but expressed
in diﬀerent units. Because of this fact, we should not select a single polynomial, we should
select the entire family {λ·f (x)−y0 }λ,y0 of polynomials representing the original dependence
for diﬀerent selections of the measuring unit and the starting point.
Scaling and shift for input variables. In many practical applications, the inputs
numbers xi are values of some physical quantities. The numerical value of each such
quantity also depends on the choice of a measuring unit and on the choice of the starting
point. By using diﬀerent choices, we get new values x′i = λi · xi − xi0 , for some values λi
and xi0 .
)
(
(0)
(0)
Transformations corresponding to a given endpoint x(0) = x1 , . . . , xn . Once
the endpoint is given, we no longer have the freedom of changing the starting point, but
(
)
(0)
(0)
(0)
we still have re-scalings: xi − xi → λi · xi − xi , i.e., equivalently, xi → x′i = xi + λ ·
(
)
(0)
xi − xi .
What is meant by “the best” family? When we say “the best” family, we mean that
on the set of all the families, there is a relation ≽ describing which family is better or equal
in quality. This relation must be transitive (if F is better than G, and G is better than H,
then F is better than H).
Final optimality criteria. The preference relation ≽ is not necessarily asymmetric,
because we can have two families of the same quality. However, we would like to require
that this relation be ﬁnal in the sense that it should deﬁne a unique best family Fopt , for
which ∀G (Fopt ≽ G).
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Indeed, if none of the families is the best, then this criterion is of no use, so there should
be at least one optimal family.
If several diﬀerent families are equally best, then we can use this ambiguity to optimize
something else: e.g., if we have two families with the same approximating quality, then
we choose the one which is easier to compute. As a result, the original criterion was not
ﬁnal: we obtain a new criterion: F ≽new G, if either F gives a better approximation, or if
F ∼old G and G is easier to compute. For the new optimality criterion, the class of optimal
families is narrower.
We can repeat this procedure until we obtain a ﬁnal criterion for which there is only
one optimal family.
Optimality criteria should be invariant. Which of the two families is better should
not depend on the choice of measuring units for measuring the inputs xi . Thus, if F was
better than G, then after re-scaling, the re-scaled family F should still be better than the
re-scaled family G.
Thus, we arrive at the following deﬁnitions.
Deﬁnition 3.5.1. By a family, we mean a set of functions from IRn → IR which has the
form {C · f (x) − y0 : C, y0 ∈ IR, C > 0} for some polynomial f (x). Let F denote the class
of all possible families.
Deﬁnition 3.5.2. By a optimality criterion ≼ on the class F, we mean a pre-ordering
relation on the set F, i.e., a transitive relation for which F ≼ F for every F . We say that
a family F is optimal with respect to the optimality criterion ≼ if G ≼ F for all G ∈ F.
Deﬁnition 3.5.3. We say that the optimality criterion is ﬁnal if there exists one and
only one optimal family.
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Deﬁnition 3.5.4. Let x(0) ba a vector. By a x(0) -rescaling corresponding to the values
λ = (λ1 , . . . , λn ), λi > 0, we mean a transformation x → x′ = Tx(0) ,λ (x) for which
(
)
(0)
(0)
x′i = xi + λi · xi − xi .
By a x(0) -rescaling of a family F = {C · f (x) − y0 }C,y0 , we mean a family Tx(0) ,λ (F ) =
{C · f (Tx(0) ,λ (x))s}C,y0 . We say that an optimality criterion is x(0) -scaling-invariant if for
every F , G, and λ, F ≼ G implies Tx(0) ,λ (F ) ≼ Tx(0) ,λ (G).
Proposition 3.5.1. Let ≼ be a ﬁnal x(0) -scaling-invariant optimality criterion. Then
every polynomial from the optimal family has the form
f (x) = A + B ·

n (
∏

(0)

xi − xi

)ki

.

i=1

Comment. For readers’ convenience, all the proofs are placed in the special (last) Proofs
section.
Discussion. As we have mentioned, the value of each quantity is deﬁned modulo a starting
point. It is therefore reasonable, for y, to select a starting point so that A = 0. Thus, we
get the dependence
f (x) = B ·

n (
∏

xi −

(0)
xi

)ki

.

i=1

Once the starting point for y is ﬁxed, the only remaining y-transformations are scalings
y → λ · y.
Optimal combination operations. In the previous section, we described the optimal
functions corresponding to the endpoints x and x. What is the optimal way of combining
these functions? Since we are dealing only with polynomial functions, it is reasonable to
require that a combination operation transform polynomials into polynomials.
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Deﬁnition 3.5.5. By a combination operation, we mean a function K : IR2 → IR for
(
)
which, if f (x) and f (x) are polynomials, then the composition K f (x), f (x) is also a
polynomial.
Lemma 3.5.1. A function K(a, b) is a combination operation if and only if it is a polynomial.
Discussion. Similarly to the case of optimal functions corresponding to individual endpoint, the numerical value of the function K (a, a) depends on the choice of the measuring
unit and the starting point: an operation that has the form K (a, a) under one choice of the
measuring unit and starting point has the form C · K (a, a) − y0 under a diﬀerent choice.
Thus, we arrived at the following deﬁnition.
Deﬁnition 3.5.6. By a C-family, we mean a set of functions from IR2 → IR which has
the form {C · K(a, b) − y0 : C, y0 ∈ IR, C > 0} for some combination operation K(a, b). Let
K denote the class of all possible C-families.
Deﬁnition 3.5.7. By an optimality criterion ≼ on the class K of all C-families, we mean
a pre-ordering relation on the set K, i.e., a transitive relation for which F ≼ F for every
C-family F . We say that a C-family F is optimal with respect to the optimality criterion
≼ if G ≼ F for all G ∈ K.
Deﬁnition 3.5.8. We say that the optimality criterion is ﬁnal if there exists one and
only one optimal C-family.
Discussion. From the previous section, we know that both functions f (x) and f (x) are
determined modulo scaling f (x) → λ · f (x) and f (x) → λ · f (x). Thus, it is reasonable to
require that the optimality relation not change under such re-scalings.
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(
)
Deﬁnition 3.5.9. By a C-rescaling corresponding to the values λ = λ, λ , we mean a
(
)
transformation Tλ (a, a) = λ · a, λ · a . By a C-rescaling of a family
F = {C · K(a, a) − y0 }C,y0 ,
we mean a family Tλ (F ) = {C · K(Tλ (a))}C,y0 . We say that an optimality criterion is
C-scaling-invariant if for every F , G, and λ, F ≼ G implies Tλ (F ) ≼ Tλ (G).
Proposition 3.5.2. Let ≼ be a ﬁnal C-scaling-invariant optimality criterion. Then every
combination operation from the optimal family has the form
K(a, a) = A + B · ak · ak .

Conclusions. By applying this optimal combination operation from Section 3.5.4 to the
optimal functions corresponding to x(0) = x and x(0) = x (described in Section 3.5.3), we
conclude that the resulting function has the form
(
)
f (x1 , . . . , xn ) = K f (x1 , . . . , xn ), f (x1 , . . . , xn ) =
(
A+B·

n
∏

)k ( n
)k
∏
(xi − xi )ki
·
(xi − xi )ki .

i=1

i=1

Modulo an additive constant, this function has the form
f (x1 , . . . , xn ) = B ·

n
∏

′

(xi − xi )ki ·

i=1

n
∏

′

(xi − xi )ki ,

i=1

′

where k ′i = k i · k and k i = k i · k.
These are Bernstein polynomials. Thus, Bernstein polynomials can indeed by uniquely
determined as the result of applying an optimal combination operation to optimal functions
corresponding to x and x.
Proofs
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Proof of Proposition 3.5.1.
1◦ .

Let us ﬁrst prove that the optimal family Fopt is x(0) -scaling-invariant, i.e.,

Tx(0) ,λ (Fopt ) = Fopt .
Since Fopt is an optimal family, we have G ≼ Fopt for all families G. In particular, for
every family G and for every λ, we have Tx(0) ,λ−1 (G) ≼ Fopt . Since the optimal criterion is
x(0) -scaling-invariant, we conclude that
(
)
Tx(0) ,λ Tx(0) ,λ−1 (G) ≼ Tx(0) ,λ (Fopt ).
One can easily check that if we ﬁrst re-scale the family with the coeﬃcient λ−1 , and then
with λ, then we get the original family G back. Thus, the above conclusion takes the form
G ≼ Tx(0) ,λ (Fopt ). This is true for all families G, hence the family Tx(0) ,λ (Fopt ) is optimal.
Since the optimality criterion is ﬁnal, there is only one optimal family, so Tx(0) ,λ (Fopt ) =
Fopt . The statement is proven.
2◦ . For simplicity, instead of the original variables xi , let us consider auxiliary variables
(0)

zi = xi − xi . In terms of these variables, re-scaling takes a simpler form zi → λi · zi . Since
(0)

xi = zi + xi , the dependence f (x1 , . . . , xn ) take the form
)
(
(0)
.
g(z1 , . . . , zn ) = f z1 + x1 , . . . , zn + x(0)
n
Since the function f (x1 , . . . , xn ) is a polynomial, the new function g(z1 , . . . , zn ) is a polynomial too.
3◦ . Let us now use the invariance that we have proved in Part 1 of this proof to ﬁnd the
dependence of the function f (z) on each variable zi . For that, we use invariance under
transformations that change zi to λi · zi and leave all other coordinates zj (j ̸= i) intact.
Let us ﬁx the values zj of all the variables except for zi . Under the above transformation,
invariance implies that if g(z1 , . . . , zi−1 , zi , zi+1 , . . . , zn ) is a function from the optimal family,
then the re-scaled function g(z1 , . . . , zi−1 , λi · zi , zi+1 , . . . , zn ) belongs to the same family,
i.e.,
g(z1 , . . . , zi−1 , λi · zi , zi+1 , . . . , zn ) = C(λi ) · g(z1 , . . . , zi−1 , zi , zi+1 , . . . , zn ) − y0 (λi )
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for some values C and y0 depending on λi . Let us denote
gi (zi ) = g(z1 , . . . , zi−1 , zi , zi+1 , . . . , zn ).
Then, the above condition takes the form
gi (λ · zi ) = C(λi ) · gi (zi ) − y0 (λi ).
It is possible that the function gi (zi ) is a constant. If it is not a constant, this means that
there exist values zi ̸= zi′ for which gi (zi ) ̸= gi (zi′ ). For these two values, we get
gi (λi · zi ) = C(λi ) · gi (zi ) − y0 (λi );
gi (λi · zi′ ) = C(λi ) · gi (zi′ ) − y0 (λi ).
By subtracting these equations, we conclude that
gi (λi · zi ) − gi (λi · zi′ ) = C(λi ) · (gi (zi ) − gi (zi′ )),
hence

gi (λi · zi ) − gi (λi · zi′ )
.
C(λi ) =
gi (zi ) − gi (zi′ )

Since the function gi (zi ) is a polynomial, the right-hand side is a smooth function of λ.
Thus, the dependence of C(λi ) on λi is diﬀerentiable (smooth). Since
y0 (λi ) = C(λi ) · gi (zi ) − gi (λi · zi ),
and both C and gi are smooth functions, the dependence y0 (λi ) is also smooth.
Since all three functions C, y0 , and gi are diﬀerentiable, we can diﬀerentiate both sides
of the equality gi (λi · zi ) = C(λi ) · gi (zi ) − y0 (λi ) by λi and take λi = 1. This leads to the
formula
dgi
= C1 · gi (zi ) − y1 ,
dzi
def dy0
and y1 =
.
dλi |λi =1

zi ·
def

where we denoted C1 =

dC
dλi |λi =1
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By moving all the terms related to gi to one side and all the terms related to zi to the
other side, we get
dgi
dzi
=
.
C1 · gi − y1
zi
We consider two possibilities: C1 = 0 and C1 ̸= 0.
3.1◦ . If C1 = 0, then the above equation takes the form
−

1
dzi
· dgi =
.
y1
zi

Integrating both sides, we get
−

1
· gi = ln(zi ) + const,
y1

thus gi = −y1 · ln(zi ) + const. This contradicts to the fact that the dependence gi (zi ) is
polynomial. Thus, C1 ̸= 0.
y1
. For this new variable,
C1
we have dhi = dgi . Hence the above diﬀerential equation takes the simpliﬁed form
3.2◦ . Since C1 ̸= 0, we can introduce a new variable hi = gi −

1 dhi
dzi
·
=
.
C1 hi
zi
Integrating both sides, we get
1
· ln(hi ) = ln(zi ) + const,
C1
hence
ln(hi ) = C1 · ln(zi ) + const,
and
hi = const · ziC1 .
Thus,
gi (zi ) = hi (zi ) +

y1
y1
= const · ziC1 +
.
C1
C1

Since we know that gi (zi ) is a polynomial, the power C1 should be a non-negative integer,
so we conclude that
gi (zi ) = A · ziki + B
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for some values Ai , Bi , and ki which, on general, depend on all the other values zj .
4◦ . Since the function g(z1 , . . . , zn ) is a polynomial, it is continuous and thus, the value
ki continuously depends on zj . Since the value ki is always an integer, it must therefore
be constant – otherwise we would have a discontinuous jump from one integer to another.
Thus, the integer ki is the same for all the values zj .
5◦ . Let us now use the above dependence on each variable zi to ﬁnd the dependence on two
variables. Without losing generality, let us consider dependence on the variables z1 and z2 .
Let us ﬁx the values of all the other variables except for z1 and z2 , and let us deﬁne
g12 (z1 , z2 ) = g(z1 , z2 , z3 , . . . , zn ).
Our general result can be applied both to the dependence on z1 and to the dependence on
z2 . The z1 -dependence means that g12 (z1 , z2 ) = A1 (z2 )·z1k1 +B1 (z2 ), and the z1 -dependence
means that g12 (z1 , z2 ) = A2 (z1 ) · z2k2 + B2 (z1 ). Let us consider two possible cases: k1 = 0
and k1 ̸= 0.
5.1◦ . If k1 = 0, this means that g12 (z1 , z2 ) does not depend on z1 at all, so both A2 and B2
do not depend on z1 , hence we have g12 (z1 , z1 ) = A2 · z2k2 + B2 .
5.2◦ . Let us now consider the case where k1 ̸= 0. For z1 = 0, the z1 -dependence means
that g12 (0, z2 ) = B1 (z2 ), and the z2 -dependence implies that B1 (z2 ) = g12 (0, z2 ) = A2 (0) ·
z2k2 + B2 (0).
For z1 = 1, the z1 -dependence means that g12 (1, z2 ) = A1 (z2 ) + B1 (z2 ). On the other
hand, from the z2 -dependence, we conclude that A1 (z2 ) + B1 (z2 ) = g12 (1, z2 ) = A2 (1) · z2k2 +
B2 (1). We already know the expression for B1 (z2 ), so we conclude that
A1 (z2 ) = g12 (1, z2 ) − B1 (z2 ) = (A2 (1) − A2 (0)) · z2k2 + (B2 (1) − B2 (0)).
Thus, both A1 (z2 ) and B1 (z2 ) have the form a + b · z k2 , hence we conclude that
g12 (z1 , z2 ) = (a + b · z2k2 ) · z1k1 + (c + d · z2k2 ) = c + a · z1k1 + d · z2k2 + b · z1k1 · z2k2 .
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Previously, we only considered transformations of a single variable, let us now consider
a joint transformation z1 → λ1 · z1 , z2 → λ2 · z2 . In this case, we get
g(λ1 · z1 , λ2 · z2 ) = c + a · λk11 · z1k1 + d · λk22 · z2k2 + b · λk11 · λk22 · z1k1 · z2k2 .
We want to make sure that
g(λ1 · z1 , λ2 · z2 ) = C(λ1 , λ2 ) · g(z1 , z2 ) − y0 (λ1 , λ2 ),
i.e., that
c + a · λk11 · z1k1 + d · λk22 · z2k2 + b · λk11 · λk22 · z1k1 · z2k2 =
C(λ1 , λ2 ) · (c + a · z1k1 + d · z2k2 + b · z1k1 · z2k2 ) − y0 (λ1 , λ2 ).
Both sides are polynomials in z1 and z2 ; the polynomials coincide for all possible values z1
and z2 if and only if all their coeﬃcients coincide. Thus, we conclude that
a · λk11 = a · C(λ1 , λ2 );
d · λk22 = d · C(λ1 , λ2 );
c · λk11 · λk22 = c · C(λ1 , λ2 ).
If a ̸= 0, then by dividing both sides of the a-containing equality by a, we get C(λ1 , λ2 ) =
λk11 . If d ̸= 0, then by dividing both sides of the d-containing equality by d, we get
C(λ1 , λ2 ) = λk22 . If c ̸= 0, then by dividing both sides of the c-containing equality by c,
we get C(λ1 , λ2 ) = λk11 · λk22 . These three formulas are incompatible, so only one of three
coeﬃcients a, d, and c is diﬀerent from 0 and two other coeﬃcients are equal to 0. In all
three cases, the dependence has the form
g12 (z1 , z2 ) = a + const · z1ℓ1 · z2ℓ2 .

6◦ . Similarly, by considering more variables, we conclude that
g(z1 , . . . , zn ) = a + const · z1ℓ1 · . . . · znℓn .
By plugging in the values zi in terms of xi , we get the conclusion of the proposition. The
proposition is proven.
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Proof of Lemma 3.5.1. Let us ﬁrst show that if the function K(a, b) is a combination
operation, then K(a, b) is a polynomial. Indeed, by deﬁnition of a combination operation,
(
)
if we take f (x) = x1 and f (x) = x2 , then the function f (x) = K f (x), f (x) = K(x1 , x2 )
is a polynomial.
Vice versa, if K(x1 , x2 ) is a polynomial, then for every two polynomials f (x) and f (x),
(
)
the composition f (x) = K f (x), f (x) is also a polynomial. The lemma is proven.
Proof of Proposition 3.5.2. Due to Lemma, Proposition 3.5.2 follows from Proposition 3.5.1 – for the case of two variables.
Need for an intuitive explanation. In the above text, we provided a mathematically
complex symmetry-based explanation of why Bernstein polynomials work well. This explanation is far from being intuitively clear, so it is desirable to supplement this mathematical
result with an intuitive explanation.
Preliminary step: reducing all intervals to the interval [0, 1]. To provide the desired intuitive explanation, we use fuzzy logic – a technique for describing informal intuitive
arguments. This explanation ﬁrt appeared in [103]. We want to use fuzzy logic to analyze
polynomial and piece-wise polynomial approximations. In fuzzy logic, traditionally, possible truth values form an interval [0, 1]. In some intelligent systems, other intervals are
used – e.g., in the historically ﬁrst expert system MYCIN the interval [−1, 1] was used to
describe possible degrees of conﬁdence. It is well known that it does not matter much what
interval we use since we can easily reduce values x from an interval [a, b] to values t from
x−a
; vice versa, once we know the new value t, we can
the interval [0, 1] by taking t =
b−a
easily reconstruct the original value x as x = a + t · (b − a).
To facilitate the use of traditional fuzzy techniques, let us therefore reduce all the
intervals [ai , bi ] to the interval [0, 1]. In other words, instead of the original function
f (x1 , . . . , xn ) : [a1 , b1 ] × . . . × [an , bn ] → IR,
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we consider a new function
F (t1 , . . . , tn ) : [0, 1]n → IR,
which is deﬁned as
F (t1 , . . . , tn ) = f (a1 + t1 · (b1 − a1 ), . . . , an + tn · (bn − an )).
Vice versa, if we ﬁnd a good approximation Fe(t1 , . . . , tn ) to the new function F (t1 , . . . , tn ),
we can easily generate an approximation fe(x1 , . . . , xn ) to the original function f (x1 , . . . , xn )
as follows:
fe(x1 , . . . , xn ) = Fe

(

x1 − a 1
x n − an
,...,
b1 − a1
bn − an

)
.

Fuzzy-based function approximations: reminder. Fuzzy techniques have been actively used to approximate functional dependencies: namely, such dependencies are approximated by fuzzy rules; see, e.g., [70, 73, 120]. The simplest case is where each rule has
a fuzzy condition and a crisp conclusion, i.e., has the type
“if x is P , then y = c”,
where P is a fuzzy property (such as “small”) characterized by a membership function
µ(x), and c is a real number. For the case of several inputs, we have rules of the type
“if x1 is P1 , x2 is P2 , . . . , and xn is Pn , then y = c.”
The degree to which a given input xi satisﬁes the property Pi is equal to µi (xi ), where
µi (x) is the membership function corresponding to the property Pi . The degree to which
the tuple (x1 , . . . , xn ) satisﬁes the condition of the rule – i.e., the statement
“x1 is P1 , x2 is P2 , . . . , and xn is Pn ”
– is therefore equal to f& (µ1 (x1 ), . . . , µn (xn )), where f& is an appropriate t-norm (“and”operation). One of the simplest t-norms is the product f& (a, b) = a · b. For this t-norm,
the degree d to which the above rule is satisﬁed is equal to the product µ1 (x1 ) · . . . · µn (xn )
of the corresponding membership degrees.
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When we have several rules, then we get diﬀerent conclusions c1 , . . . , cr with degrees
d1 , . . . , dr ; we need to come form a single value that combines these conclusions. The larger
the degree di , the more weight we should give to the conclusion ci . A natural way is thus
simply to take the weighted average c1 · d1 + . . . + cr · dr . This weighted average can be
interpreted in fuzzy terms if we interpret the combination as the following statement:
• “either (the condition for the 1st rule is satisﬁed and its conclusion is satisﬁed)
• or (the condition for the 2nd rule is satisﬁed and its conclusion is satisﬁed)
• or . . .
• or (the condition for the r-th rule is satisﬁed and its conclusion is satisﬁed),”
where we describe “and” as multiplication and “or” as addition.
Resulting interpretation of the usual polynomial representation. The functions
of one variable, the traditional computer representations of a polynomial has the form
c 0 + c 1 · x + c 2 · x2 + . . . + c m · xm .
The corresponding approximation can be interpreted as the following set of fuzzy rules:
• c0 (with no condition);
• if x, then c1 ;
• if x2 , then c2 ; . . .
• if xm , then cm .
In fuzzy logic, if we take x as the degree to which x ∈ [0, 1] is large, then:
• x2 is usually interpreted as “very large”,
• x4 = (x2 )2 is interpreted as “very very large”,
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• x8 = (x4 )2 = ((x2 )2 )2 is interpreted as “very very very large”, etc., and
• intermediate powers x3 , x5 , x7 , etc., are interpreted as as some intermediate hedges.
Thus, the above rules have the form:
• c0 ;
• if x is large, then c1 ;
• if x is very large, then c2 , etc.
Similarly, for polynomials of several variables, we have as many rules as there are
monomials ck1 ...kn · xk11 · . . . · xknn . For example, a monomial
c012 · x01 · x11 · x22 = c012 · x2 · x23
corresponds to the following rule:
“if x2 is large and x3 is very large, then c012 .”
Fuzzy interpretation reveals limitations of the traditional computer representation of polynomials. From the fuzzy viewpoint, there are two limitations to this
interpretation.
The ﬁrst limitation is related to the fact that an accurate representation requires polynomials of higher degrees, with several distinct coeﬃcients corresponding to diﬀerent hedges
such as “very”, “very very”, etc. In practice, we humans can only meaningfully distinguish
between a small number of hedges, and this limits the possibility of meaningfully obtaining
such rules from experts.
The second limitation is that for the purposes of computational eﬃciency, it is desirable
to have a computer representation in which as few terms as possible are needed to represent
each function. This can be achieved if in some important cases, some of the coeﬃcients
in the corresponding computer representation are close to 0 and can, therefore, be safely
ignored. For the above fuzzy representation, all the terms are meaningful, and there seems
to be no reason why some of these terms can be ignored.
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How can we overcome limitations of the traditional computer representation:
fuzzy analysis of the problem. From the fuzzy viewpoint, the traditional computer
representation of polynomials corresponds to taking into account the opinions of a single
expert. Theoretically, we can achieve high accuracy this way if we have an expert who can
meaningfully distinguish between “large”, “very large”, “very very large”, etc. However,
most experts are not very good in such a distinction. A typical expert is at his or her
best when this expert distinguishes between “large” and “not large”, any more complex
distinctions are much harder.
Since we cannot get a good approximation by using a single expert, why not use multiple
experts? In this case, there is no need to force an expert into making a diﬃcult distinction
between “very large” and “very very large”. So, we can as well use each expert where each
expert is the strongest: by requiring each expert to distinguish between “large” and “very
large”. In this setting, once we have d experts, for each variable xi , we have the following
options:
• The ﬁrst option is where all d experts believe that xi is large: the 1st expert believes
that x is large, the 2nd believes that xi is large, etc. Since we have decided to use
product for representing “and”, the degree to which this condition is satisﬁed is equal
to xi · . . . · xi = xdi .
• Another option is where d−1 experts believe that xi is large, and the remaining expert
believes that x is not large. The corresponding degree is equal to xd−1
· (1 − xi ).
i
• In general, we can have ki experts believing that believing that xi is large and d − ki
experts believing that x is not large. The corresponding degree is equal to
xki i · (1 − xi )d−ki .
For this variable, general weighted combinations of such rules lead to polynomials of the
∑
type
cki · xki i · (1 − xi )d−ki , i.e., to Bernstein polynomials of one variable.
ki

117

For several variables, we have the degree pki i (xi ) = xki i · (1 − xi )d−ki with which each
variable xi satisﬁes the corresponding condition. Hence, the degree to which all n variables
satisfy the corresponding condition is equal to the product pk1 1 (x1 ) · . . . · pkn n (xn ) of these
degrees. Thus, the corresponding fuzzy rules lead to polynomials of the type
∑

ck1 ...kn · pk1 1 (x1 ) · . . . · pkn n (xn ),

k1 ,...,kn

i.e., to Bernstein polynomials.
So, we indeed get a fuzzy explanations for the emergence of Bernstein polynomials.
Why Bernstein polynomials are more computationally eﬃcient: a fuzzy explanation. Let us show that the above explanation of the Bernstein polynomials leads to the
desired explanation of why the Bernstein polynomials are more computationally eﬃcient
than the traditional computer representation of polynomials.
Indeed, the traditional polynomials correspond to rules in which conditions are “x is
large”, “x is very large”, “x is very very large”, etc. It may be diﬃcult to distinguish
between these terms, but there is no reason to conclude that some of the corresponding
terms become small.
In contrast, each term xki i · (1 − xi )d−ki from a Bernstein polynomial, with the only
exception of cases ki = 0 and ki = D, corresponds to the condition of the type
• “xi is large (very large, etc.) and
• xi is not large (very not large, etc.)”.
While in fuzzy logic, such a combination is possible, there are important cases where this
value is close to 0 – namely, in the practically important cases where we are either conﬁdent
that xi is large or we are conﬁdent that xi is not large. In these cases, the corresponding
terms can be safely ignored, and thus, computations become indeed more eﬃcient.
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From fuzzy explanation to a more precise explanation: main idea. Let us show
that terms xki i · (1 − xi )d−ki corresponding to ki ∈ (0, d) are indeed smaller and thus, some
of them can indeed be safely ignored. To prove this fact, let us pick a threshold ε > 0
(ε ≪ 1) and in each computer representation of polynomials, let us only keep the terms for
which the largest possible value of this term does not exceed ε.
Traditional computer representation of polynomials: analysis. In the traditional
representation, the terms are of the type xk11 · . . . · xknn . When xi ∈ [0, 1], each such term is a
product of the corresponding terms xki i . The resulting non-negative function is increasing
in all its variables, and thus, its largest possible value is attained when all the variables xi
attain their largest possible value 1. The corresponding largest value is equal to 1k1 ·. . .·1kn =
1.
Since the largest value of each term is 1, and 1 is larger than the threshold ε, all the
terms are retained. If we restrict ourselves to terms of order ≤ d for each variable xi , we
get:
• d + 1 possible terms for one variable:
x0i = 1, x1i = x, x2i , . . . , xdi ,
• (n + 1)2 terms xk11 · xk22 for two variables,
• . . . , and
• (d + 1)n terms in the general case of n variables.
This number of retained terms grows exponentially with the number of variables n.
Bernstein polynomials: analysis. For Bernstein polynomials, each term has the product form pk1 1 (x1 )·. . .·pkn n (xn ), where pki i (xi ) = xki i ·(1−xi )d−ki . The product of non-negative
numbers pki i (xi ) is a monotonic function of its factors. Thus, its maximum is attained when
each of the factors pki i (xi ) = xki i · (1 − xi )d−ki is the largest possible. Diﬀerentiating this
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expression with respect to xi , taking into account that the derivative of f (x) = xk is equal
k
to · f (x), and equating the resulting derivative to 0, we conclude that
x
ki
d − ki
· pki i (xi ) −
· pki i (xi ) = 0,
xi
1 − xi
ki
d − ki
=
. Multiplying both sides of this equality by the common denominator
xi
1 − xi
of the two fractions, we get
i.e., that

ki · (1 − xi ) = (d − ki ) · xi ,
i.e., ki − ki · xi = d · xi − ki · xi . Adding ki · xi to both sides of this equation, we get ki = d · xi
ki
hence xi = . Thus, the largest value of this term is equal to
d
)d−ki
( )k i (
ki
ki
ki
d−ki
xi · (1 − xi )
=
· 1−
.
d
d
This value is the largest for ki = 0 and ki = d, when the corresponding maximum is equal
to 1; as a function of ki , it ﬁrst decreases and then increases again. So, if we want to
consider values for which this term is large enough, we have to consider value ki which are
close to 0 (i.e., ki ≪ d) or close to d (i.e., d − ki ≪ d).
(
)d−ki
(
)d
ki
ki
For values ki which are close to 0, we have 1 −
≈ 1−
. It is known
d
d
that for large d, this value is asymptotically equal to exp(−ki ). Thus, the logarithm of the
)d−ki
( )k i (
ki
ki
· 1−
is asymptotically equal to the logarithm
corresponding maximum
d
d
( )k i
ki
of
· exp(−ki ), i.e., to −ki · (ln(d) − ln(ki ) + 1). Since we have ki ≪ d, we get
d
ln(ki ) ≪ ln(d) and therefore, the desired logarithm is asymptotically equal to −ki · ln(d).
For the values ki ≈ d, we can get a similar asymptotic expression −(d − ki ) · ln(d). Both
expressions can be described as −∆i · ln(d), where ∆i denotes min(ki , d − ki ), i.e.,
• ∆i = ki when ki ≪ d, and
• ∆i = d − ki when d − ki ≪ d.
We want to ﬁnd all the tuples (k1 , . . . , kn ) for which the product of the terms pki i (xi ) corresponding to individual variables is larger than or equal to ε. The logarithm of the product
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is equal to the sum of the logarithms, so the logarithm if the product is asymptotically
n
∑
equal to − ∆i · ln(d). Thus, the condition that the product is larger than or equal to ε
i=1

is asymptotically equivalent to the inequality
−

n
∑

∆ · ln(d) ≥ ln(ε),

i=1

i.e., to the inequality

n
∑

def

∆i ≤ C =

i=1

| ln(ε)|
.
ln(d)

The number of tuples of non-negative integers ∆i that satisfy the inequality

n
∑

∆i ≤ C

i=1

can be easily found from combinatorics.
Namely, we can describe each such tuple if we start with C zeros and then place ones:
• we place the ﬁrst one after ∆1 zeros,
• we place the second one after ∆2 zeros following the ﬁrst one,
• etc.
As a result, we get a sequence of C + n symbols of which C are zeros. Vice versa, if we
have a sequence of C + n symbols of which C are zeros (and thus, n are ones), we can take:
• as ∆1 the number of 0s before the ﬁrst one,
• as ∆2 the number of 0s between the ﬁrst and the second ones,
• etc.
Thus, the total number of such tuples is equal to the number of ways that we can place C
zeros in a sequence of C + n symbols, i.e., equal to
(
)
(n + C) · (n + C − 1) · . . . · (n + 1)
C +n
.
=
1 · 2 · ... · C
C
When n is large, this number is asymptotically equal to
const · nC .
Each value ∆i corresponds to two diﬀerent values ki :
121

• the value ki = ∆i and
• the value ki = d − ki .
Thus, to each tuple (∆1 , . . . , ∆n ), there correspond 2n diﬀerent tuples (k1 , . . . , kn ). So, the
total number of retained tuples (k1 , . . . , kn ) – i.e., tuples for which the largest value of the
corresponding term is ≤ ε – is asymptotically equal to 2n · nC .
Conclusion: Bernstein polynomials are more eﬃcient than monomials. As we
have shown:
• In the traditional computer representation of a polynomial of degree ≤ d in each of
the variables, we need asymptotically (d + 1)n terms.
• For Bernstein polynomials, we need 2n · nC terms.
For large n, the factor nC grows much slower than the exponential term 2n , and 2n ≪
(d + 1)n . Thus, in the Bernstein representation of a polynomial, we indeed need much
fewer terms than in the traditional computer representation – and therefore, Bernstein
polynomials are indeed more eﬃcient.

3.6

How to Estimate the Accuracy of the Spatial Location of the Corresponding Measurement Results

Need for gauging the accuracy of spatial location. In practice, it is often important
not only to describe the accuracy of the measurement result, but also to describe the
accuracy with which we spatially locate these measurement results. We illustrate this
problem on the example of seismic data processing. Before we explain the technical details,
let us brieﬂy describe this problem and explain why it is important.
Comment. This explanation ﬁrst appeared in [76].
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In evaluations of natural resources and in the search for natural resources, it is
very important to determine Earth structure. Our civilization greatly depends on
the things we extract from the Earth, such as fossil fuels (oil, coal, natural gas), minerals,
and water. Our need for these commodities is constantly growing, and because of this
growth, they are being exhausted. Even under the best conservation policies, there is (and
there will be) a constant need to ﬁnd new sources of minerals, fuels, and water.
The only sure-proof way to guarantee that there are resources such as minerals at a
certain location is to actually drill a borehole and analyze the materials extracted. However,
exploration for natural resources using indirect means began in earnest during the ﬁrst half
of the 20th century. The result was the discovery of many large relatively easy to locate
resources such as the oil in the Middle East.
However, nowadays, most easy-to-access mineral resources have already been discovered.
For example, new oil ﬁelds are mainly discovered either at large depths, or under water, or
in very remote areas – in short, in the areas where drilling is very expensive. It is therefore
desirable to predict the presence of resources as accurately as possible before we invest in
drilling.
From previous exploration experiences, we usually have a good idea of what type of
structures are symptomatic for a particular region. For example, oil and gas tend to
concentrate near the top of natural underground domal structures. So, to be able to
distinguish between more promising and less promising locations, it is desirable to determine
the structure of the Earth at these locations. To be more precise, we want to know the
structure at diﬀerent depths z at diﬀerent locations (x, y).
Determination of Earth structure is also very important for assessing earthquake risk. Another vitally important application where the knowledge of the Earth
structure is crucial is the assessment of earth hazards. Earthquakes can be very destructive, so it is important to be able to estimate the probability of an earthquake, where one
is most likely to occur, and what will be the magnitude of the expected earthquake. Geo-
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physicists have shown that earthquakes result from accumulation of mechanical stress; so
if we know the detailed structure of the corresponding Earth locations, we can get a good
idea of the corresponding stresses and faults present and the potential for occurrence of an
earthquake. From this viewpoint, it is also very important to determine the structure of
the Earth.
Data that we can use to determine the Earth structure. In general, to determine
the Earth structure, we can use diﬀerent measurement results that can be obtained without
actually drilling the boreholes: e.g., gravity and magnetic measurements, analyzing the
travel-times and paths of seismic ways as they propagate through the earth, etc.
Seismic measurements are usually the most informative. Because of the importance and diﬃculty of the inverse problem, geophysicists would like to use all possible
measurement results: gravity, magnetic, seismic data, etc. In this section, we concentrate on the measurements which carry the largest amount of information about the Earth
structure and are, therefore, most important for solving inverse problems.
Some measurements – like gravity and magnetic measurements – describe the overall
eﬀect of a large area. These measurements can help us determine the average mass density
in the area, or the average concentration of magnetic materials in the area, but they often do
not determine the detailed structure of this area. This detailed structure can be determined
only from measurements which are narrowly focused on small sub-areas of interest.
The most important of these measurements are usually seismic measurements. Seismic
measurements involve the recording of vibrations caused by distant earthquakes, explosions,
or mechanical devices. For example, these records are what seismographic stations all over
the world still use to detect earthquakes. However, the signal coming from an earthquake
carries not only information about the earthquake itself, it also carries the information
about the materials along the path from an earthquake to the station: e.g., by measuring
the travel-time of a seismic wave, checking how fast the signal came, we can determine

124

the velocity of sound v in these materials. Usually, the velocity of sound increases with
increasing density, so, by knowing the velocity of sound at diﬀerent 3-D points, we can
determine the density of materials at diﬀerent locations and diﬀerent depths.
The main problem with the analysis of earthquake data (i.e., passive seismic data) is
that earthquakes are rare events, and they mainly occur in a few seismically active belts.
Thus, we have a very uneven distribution of sources and receivers that results in a “fuzzy”
image of earth structure in many areas.
To get a better understanding of the Earth structure, we must therefore rely on active
seismic data – in other words, we must make artiﬁcial explosions, place sensors around them,
and measure how the resulting seismic waves propagate. The most important information
about the seismic wave is the travel-time ti , i.e., the time that it takes for the wave to
travel from its source to the sensor. to determine the geophysical structure of a region,
we measure seismic travel times and reconstruct velocities at diﬀerent depths from these
data. The problem of reconstructing this structure is called the seismic inverse problem;
see, e.g., [127].
How seismic inverse problem is solved. First, we discretize the problem: we divide
our 3-D spatial region into cells, and we consider the velocity values to be constant within
each each cell. The value of the velocity in the cell j is denoted by vj .
Once we know the velocities vj in each cell j, we can then determine the paths which
seismic waves take. Seismic waves travel along the shortest path – shortest in terms of
time. As a result, within each cell, the path is a straight line, and on the border between
the two cells with velocities v and v ′ , the direction of the path changes in accordance with
Snell’s law

sin(φ′ )
sin(φ)
=
,
v
v′

where φ and φ′ are the angles between the paths and the line orthogonal to the border
between the cells. (If this formula requires sin(φ′ ) > 1, this means that this wave cannot
penetrate into the neighboring cell at all; instead, it bounces back into the original cell
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with the same angle φ.)
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In particular, we can thus determine the paths from the source to each sensor. The
travel-time ti along i-th path can then be determined as the sum of travel-times in diﬀerent
∑ ℓij
, where ℓij denotes the length of the part
cells j through which this path passes: ti =
j vj
of i-th path within cell j.
This formula becomes linear if we replace the original unknowns – velocities vj – by their
def 1
inverses sj = , called slownesses. In terms of slownesses, the formula for the travel-time
vj
∑
takes the simpler form ti = ℓij · sj .
j

The system is not exactly linear, because the values ℓij depend on the path and thus,
depend on the velocities. To solve this problem, several methods have been proposed. One
of the most popular methods, proposed by J. Hole in [60], consists of the following, We
start with some initial reasonable values of velocities. Then, we repeat the following two
steps until the process converges:
• based on the current values of the slownesses, we ﬁnd the shortest pathes between
sources and sensors and thus, the values ℓij ;
• based on the current values ℓij , we solve the above system of linear equations, and
get the updated values of slownesses, etc.
Need to ﬁnd spatial resolution. Based on the seismic data, we produce a 3-D map
describing the velocity vj at diﬀerent locations on diﬀerent depths. Due to incomplete
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coverage and measurement uncertainty, this map provides only an approximate description
of the actual velocity distribution. For example, based on the seismic data, it is impossible
to distinguish between the densities at two nearby points. In other words, what we actually
reconstruct is not a function of 3 variables, but rather values determined on the appropriate
spatial granules. Because of this granularity, it is necessary to ﬁnd the spatial resolution at
diﬀerent locations and at diﬀerent depths, i.e., in other words, it is necessary to determine
the corresponding granules.
Uncertainty vs. spatial resolution (granularity). Actually, when we reconstruct
the velocities in diﬀerent cells, we have two types of uncertainty (see, e.g., [77, 132]:
• ﬁrst, the “traditional” uncertainty – the reconstructed value of velocity is, due to
measurement inaccuracy and incomplete coverage, only approximately equal to the
actual (unknown) velocity value;
• second, the spatial resolution – each measured value represents not the value at a
single point, but rather the “average” value over the whole region (granule) that
aﬀected the measurement; see, e.g., [128].
Methods of determining traditional uncertainty have been traditionally more developed,
and the main ideas of methods for determined spatial resolution comes from these more
traditional methods. In view of this, before we describe the existing methods for determining spatial resolution, let us describe the corresponding methods for determining more
traditional uncertainty.
How traditional uncertainty is determined: main idea. There exist many techniques for estimating the “traditional” uncertainty; see, e.g., [3, 4, 28, 92] and references
therein.
Most of these methods are based on the following idea. Usually, we know the accuracy
of diﬀerent measurements. We therefore
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• ﬁrst, we add, to the measured values of traveltimes, simulated noise of the size of the
corresponding measurement errors; these values, due to our selection of noise, could
possibly emerge if we simply repeat the same measurements;
• then, we reconstruct the new values of the velocities based on these modiﬁed traveltimes; these values come from realistic traveltimes and thus, can occur if we simply
repeat the same measurements;
• ﬁnally, we compare the resulting velocities with the originally reconstructed ones: the
diﬀerence between these two reconstructions is a good indication how accurate are
these values.
Comment. Since the geophysical models involve a large amount of expert knowledge, it is
also necessary to take into account the uncertainty of the expert statements; this is done,
e.g., in [4, 5, 27].
How this idea is applied to determine spatial resolution. To determine spatial
resolution, we can also simulate noise, the only diﬀerence is that this noise should reﬂect
spatial resolution (granularity) and not the inaccuracy of the measurement values. Thus,
we arrive at the following method:
• ﬁrst, we add a perturbation of spatial size δ0 (e.g., sinusoidal) to the reconstructed
ﬁeld ve(x);
• then, we simulate the new traveltimes based on the perturbed values of the velocities;
• ﬁnally, we apply the same seismic data processing algorithm to the simulated traveltimes, and reconstruct the new ﬁeld venew (x).
If the perturbations are not visible in venew (x) − ve(x), this means that details of spatial size
δ0 cannot be reconstructed. If perturbations are
• visible in one area of the map and
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• not very clear in the other part of the map,
this means that
• in the ﬁrst area, we can detect details with spatial resolution δ0 while
• in the second area, the spatial resolution is much lower, and the details of this size
are not visible.
In the geosciences, this method is known as a checkerboard method since adding 2-D sinusoidal periodic perturbations makes the map look like a checkerboard.
The use of this method to determine spatial resolution of seismic data processing is
described, in detail, in [3, 77, 132, 135]. In particular, in [77, 132, 135], it is proven that
the empirically optimal sinusoidal perturbations are actually optimal (under a reasonable
formalization of the corresponding optimization problem).
Checkerboard method: main limitation. The main limitation of the checkerboard
method is that its running time is several times higher than the time of the original seismic
data processing. Indeed,
• in addition to applying the seismic data processing algorithm to the original data,
• we also need to apply the same algorithm to the simulated data – and apply it several
times, to make sure that we have reliable results about spatial resolution.
Seismic data processing is usually very time-consuming, often requiring hours and even
days of computations on high performance computers. Thus, if we want to compute not
only the 3-D maps themselves, but also the spatial resolution of the corresponding maps,
the computation time drastically increases – and the whole process slows down.
It is therefore desirable to develop faster techniques for estimating spatial resolution of
the corresponding maps, techniques that do not require new processing of simulated seismic
data – and only use the results of the processing the original seismic data.
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A similar problem arises for estimating traditional uncertainty. As we have mentioned, the existing methods for determining traditional uncertainty are also based on simulating errors and applying the (time-consuming) seismic data processing algorithms to the
simulated traveltimes. As a result, the existing methods for determining the traditional
uncertainty are also too time-consuming, and there is a similar need to developing faster
uncertainty estimation techniques.
Since, as we mentioned, spatial resolution techniques usually emulate techniques for
determining traditional uncertainty, let us therefore start with describing the existing techniques for faster
First heuristic idea for estimating uncertainty: ray coverage. In general, each
measurement adds information about the aﬀected quantities. The more measurements we
perform, the more information we have and thus, the more accurately we can determine
the desired quantity.
In particular, for each cell j, the value vj aﬀects those traveltime measurements ti for
which the corresponding path goes through this cell, i.e., for which ℓij > 0. Thus, the more
rays pass through the cell, the more accurate the corresponding measurement. The number
of such rays – called a ray coverage – is indeed reasonably well correlated with uncertainty
and can, thus, serve as an estimate for this uncertainty:
• the smaller the ray coverage,
• the larger the uncertainty.
Limitations of ray coverage and the DWS idea. Simply counting the ray does not
take into account that some ray barely tough the cell, withe the values ℓij very small.
Clearly, such rays do not add much to the accuracy of determining the velocity vj in the
corresponding cell. It is therefore necessary to take into account not only how many rays
go through the cell, but also how long are the paths of each ray in each cell. This idea was
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originally proposed by C. H. Thurber (personal communication, 1986) under the name of
the Derivative Weight Sum; it was ﬁrst published in [149].
As the name implies, instead of simply counting the rays that pass through a given
∑
cell j, we instead compute the sum of the lengths D(j) =
ℓij . This method have been
i

successfully used in several geophysical problems; see, e.g., [140, 150, 152, 157]. It is indeed
better correlated with the actual (simulation-computed) accuracy that the ray coverage.
Comment. The above form of the DWS is based on Hole’s code approach, in which the
slowness is assumed to be constant within each cell. An alternative approach is assuming
that the slowness function is not piece-wise constant but rather piece-wise linear. In other
words, we determine the values sj at diﬀerent points j = (j1 , j2 , j3 ) on a rectangular grid
(here ji are assumed to be integers), and we use linear extrapolation to describe the values
s(x1 , x2 , x3 ) at arbitrary points xi = ji + αi with 0 ≤ αi ≤ 1.
In the 1-D case, linear interpolation takes the simple form s(x) = α · sj+1 + (1 − α) · sj .
To get the formula for the 2-D case, we ﬁrst use linear interpolation to get the values
s(x1 , j2 ) = α1 · sj1 +1,j2 + (1 − α1 ) · sj1 ,j2
and
s(x1 , j2 + 1) = α1 · sj1 +1,j2 +1 + (1 − α1 ) · sj1 ,j2 +1
and then use 1-D linear interpolation to estimate s(x1 , x2 ) as
s(x1 , x2 ) = α2 · s(x1 , j2 + 1) + (1 − α2 ) · s(x1 , j2 ),
i.e., substituting the above expressions for s(x1 , j2 + 1) and s(x1 , j2 ), the expression
s(x1 , x2 ) = α1 · α2 · sj1 +1,j2 +1 + (1 − α1 ) · α2 · sj1 ,j2 +1 +
α1 · (1 − α2 ) · sj1 +1,j2 + (1 − α1 ) · (1 − α2 ) · sj1 ,j2 .
Similarly, we can go from the 2-D to the 3-D case, resulting in
s(x1 , x2 , x3 ) = α3 · s(x1 , x2 , j3 + 1) + (1 − α3 ) · s(x1 , x2 , j3 ),
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and
s(x1 , x2 , x3 ) = α1 · α2 · α3 · sj1 +1,j2 +1,j3 +1 + (1 − α1 ) · α2 · α3 · sj1 ,j2 +1,j3 +1 +
α1 · (1 − α2 ) · α3 · sj1 +1,j2 ,j3 +1 + (1 − α1 ) · (1 − α2 ) · α3 · sj1 ,j2 ,j3 +1 +
α1 · α2 · (1 − α3 ) · sj1 +1,j2 +1,j3 + (1 − α1 ) · α2 · (1 − α3 ) · sj1 ,j2 +1,j3 +
α1 · (1 − α2 ) · (1 − α3 ) · sj1 +1,j2 ,j3 + (1 − α1 ) · (1 − α2 ) · (1 − α3 ) · sj1 ,j2 ,j3 .
Under this linear interpolation, in the formula for ti , the coeﬃcient at each term sj is no
longer ℓij , but rather the integral of the corresponding interpolation coeﬃcient ωij (x) over
∫
the ray path γi : ωij (x) dγi . Thus, instead of the sum of the lengths, it is reasonable to
∑ ∫
take the sum of these integrals D(j) = i ωij (x) dγi . This is actually the original form
of the DWS.
Angular diversity: a similar approach to spatial resolution. If we have many rays
passing through the cell j, then we can ﬁnd the slowness sj in this cell with a high accuracy.
However, if all these rays are parallel and close to each other, then all of them provide the
information not about this particular cell, but rather about a block of cells following the
common path. Thus, in eﬀect, instead of the value sj , we get the average value of slowness
over several cells – i.e., we get a map with a low spatial resolution. To get a good spatial
resolution, we must have “angular diversity”, rays at diﬀerent angles passing through the
cell j.
The measure of such diversity called ray density tensor was proposed in [66]; see also
[65, 141, 160]. In this measure, for each cell j, we form a 3 × 3 tensor (= matrix)
Rab (j) =

∑

ℓij · eij,a · eij,b ,

i

where eij = (eij,1 , eij,2 , eij,3 ) is unit vector in the direction in which the i-th ray crosses the
j-th cell.
By plotting, for each unit vector e = (e1 , e2 , e3 ), the value

∑

Rab (j) · ea · eb in the

a,b

corresponding direction, we get an ellipsoid that describes spatial resolution in diﬀerent
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directions. If this ellipsoid is close to a sphere, this means that we have equally good
spatial resolution in diﬀerent directions. If the ellipsoid is strongly tilted in one direction,
this means that most of the ray are oriented in this direction, so spatial resolution in this
direction is not good.
Limitations of the known approaches. From the application viewpoint, the main
limitation is that these methods are, in eﬀect, qualitative, in the following sense:
• the ray coverage, DWS, and the ray density tensor provide us with reasonable indications of where the uncertainty and/or spatial resolution are better and where they
are worse;
• however, they do not give a geophysicist any speciﬁc guidance on how to use these
techniques: what exactly is the accuracy? what exactly is the spatial resolution in
diﬀerent directions?
An additional limitation is that the above methods for gauging uncertainty and spatial
resolution are heuristic techniques, they are not justiﬁed – statistically or otherwise.
It is therefore desirable to provide justiﬁed quantitative estimates for uncertainty and
for spatial resolution.
Gauging uncertainty: Gaussian approach. For each cell j, each ray i that passes
though it leads to an equation ℓij · sj + . . . = ti . If σ is the accuracy with which we measure
each traveltime, then, in the assumption that the measurement errors are independent and
normally distributed, the probability of a given value sj is proportional to
)
(
∏
(ℓij · sj + . . . − ti )2
.
exp −
2
2σ
i
By using
+ b), we can represent this expression as
( the fact that
) exp(a) · exp(b) = exp(a
2
(sj − . . .)2
σ
def
def ∑ 2
∼ exp −
, where (σ(j))2 =
, and D2 (j) =
ℓij . Thus, the resulting
2
2σ(j)
D2 (j)
i
σ
estimate for sj is normally distributed, with standard deviation σ(j) = √
.
D2 (j)
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This formula is similar for the formula for the DWS, with the only diﬀerence that we
add up squares of the lengths instead of the lengths themselves.
Comment: fuzzy approach. We get the same expression if we use a fuzzy approach, with
Gaussian membership functions and algebraic product d & d′ = d · d′ as a t-norm.
In practice, we should consider type 2 approaches, i.e., take into account that, e.g., the
value σ is itself only known with uncertainty – e.g., we know only the interval [σ, σ] of
σ
σ
and σ(j) = √
possible values of σ. In this case, we get σ(j) = √
D2 (j)
D2 (j)
Gauging uncertainty: robust statistical approach. In the case of the normal distribution, ﬁnding the most probable values of the parameters is equivalent to the Least
∑ e2i
Squares method
→ min, where ei is the diﬀerence between the model and measured
2
i σi
values corresponding to the i-th measurement. Often, measurement and estimation errors
are not normally distributed – and, moreover, we often do not know the shape of the corresponding distribution. In this case, instead of the Least Squares method corresponding
∑ |ei |p
→ min
to the normal distributions, it makes sense to consider so-called lp -methods
σip
i
where a parameter p needs to be empirically determined; see, e.g., [28]. For seismic data
processing, the empirical value p is close to 1; see [28].
p
The
) of an l -method is equivalent to using the probability distribution ∼
( use
p
|ei |
exp − p . For the seismic case p = 1 and ei = ℓij · sj + . . . − ti , we thus get a
σ
term proportional to
(
)
∏
|ℓij · sj + . . . − ti |
exp −
.
σ
i

By combining the coeﬃcients at sj , we thus conclude that the standard deviation is ap∑
σ
, where D(j) =
proximately equal to σ(j) =
ℓij is exactly the DWS expression.
D(j)
i
Thus, in the robust case, we get a statistical justiﬁcation of the DWS formulas.
Comment. Similar formulas appear if, instead of Gaussian, we use exponential membership
functions ∼ exp(−c · |e|). The uncertainty in σ can be handled similarly to the Gaussian
case.
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Gauging spatial resolution. What is the accuracy with which we can determine, e.g.,
∂s
def
the partial derivative
, i.e., in discrete terms, the diﬀerence s′ − s, where s′ = sj1 +1,j2 ,j3
∂x1
def
and s = sj1 ,j2 ,j3 ? This question is best answered in the above-described linear approximation. If the ray i is parallel to x1 (i.e., αi1 = 0), then, in the formula for ti , the values s
and s′ are included with the same coeﬃcient, so we can only determine the average value
(s + s′ )/2.
In general, the diﬀerence between the corresponding interpolation coeﬃcients at s and
s′ is proportional to ℓij · sin(αij,1 ):
∂s 6
∂x1



ℓij
αij,1




So, in addition to the term proportional to (s + s′ )/2, we also get a term proportional to
s′ − s, with a coeﬃcient ℓij · sin(αij,1 ). Similarly to the Gaussian approach to uncertainty,
we can now argue that the accuracy with which we can determine the desired gradient is
∑ 2
σ2
ℓij · sin2 (αij,1 ). In vector terms, cos(αij,1 ) =
, where D11 =
proportional to σ12 =
D11 (j)
i
eij,1 , so sin2 (αij,1 ) = 1 − e2ij,1 .
σ
, where
Thus, in general, the accuracy in the direction e = (e1 , e2 , e3 ) is ∼ √
De (j)
∑
De (j) = Dab (j) · ea · eb , and
∑
Dab (j) = D2 (j) · δab −
ℓ2ij · eij,a · eij,b .
i

This formula is similar to the ray density tensor formula, with ℓ2ij instead of ℓij . (In the
robust case, we get exactly the ray density tensor.)

3.7

Is Feasible Prediction Always Possible?

Let us reformulate this question in precise terms. In situation where prediction is
possible, is it always possible to ﬁnd a feasible algorithm for predicting future events? To
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make such a prediction, we need to know the corresponding physical laws. These laws can
be found by analyzing the known observations and measurement results. Once the laws are
found, predictions are usually reasonably easy, the big problem is ﬁnding the corresponding
laws based on the known observations.
Once we have conjectured a possible set of physical laws, it is reasonably straightforward
to check whether the existing observations satisfy these laws. For example, if we have
conjectured that the current I, voltage V , and resistance R satisfy Ohm’s law V = I · R,
we can simply look through all known observations in which we know the values of all these
three quantities, and check whether the conjectured law holds for all these observations.
The computation time for such a checking grows linearly with the size of the observations
database. In other cases, we may need quadratic time – e.g., if we check that some property
holds for every pair of observations – but in all these cases, the computation time needed
for this checking is bounded by a polynomial of the size of the input data. In other words,
if we made a guess, then checking whether this guess is correct can be done feasibly – in
polynomial time.
In theoretical computer science, computations with guesses are called non-deterministic.
In these terms, the problem of ﬁnding a physical law is non-deterministic polynomial, i.e.,
belongs to the class NP of all problems which can be solved in non-deterministic (= with
guess) polynomial time. The question is whether we can have a feasible (polynomial-time)
algorithm for solving all these problems, i.e., whether each of the problems belongs to the
class P of all the problems that can solved feasibly (= in polynomial time). In other words,
the question is whether every problem from the class NP also belongs to the class P, i.e.,
whether P=NP.
?

P=NP problem: one of the major challenges in theoretical computer science.
The question of whether P=NP is one of longstanding open problems. In this section,
we show that symmetries can provide a better understanding of this problem and thus,
hopefully, contribute to the solution.
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Comment. The main result of this session ﬁrst appeared in [107].
Need for a better intuitive understanding of the P=NP option. In history of
mathematics, solutions to many long-standing problems came when the consequences of the
corresponding statements being true or false became clearer. For example, mathematicians
have tried, for many centuries, to deduce the V-th Postulate – that for every point P
outside a line ℓ, there is no more than one line ℓ′ going through P and parallel to ℓ – from
other postulates of geometry. The independence proof appeared only after the results of
Gauss, Bolyai, and Lobachevsky made geometry without this postulate more intuitively
clear; see, e.g., [16].
?

For this viewpoint, maybe one of the diﬃculties in solving the P=NP problem is that
while there are good intuitive arguments in favor of P̸=NP, there is a deﬁnite lack of
intuitively convincing arguments in favor of P=NP.
Example of intuitive arguments in favor of P̸=NP. Example of arguments in favor
of P̸=NP are numerous, many of them boil down to the following: if P=NP, it is possible
to have feasible algorithms for solving classes of problems which are now considered highly
creative – and for which, therefore, such algorithms are intuitively unlikely.
One example of a highly creative activity area is mathematics, where one of main
objectives is, given a statement S, to prove either this statement or its negation ¬. We are
usually interested in proofs which can be checked by human researchers, and are, thus, of
reasonable size. In the usual formal systems of mathematics, the correctness of a formal
proof can be checked in polynomial time. So, the problem of ﬁnding a reasonable-size proof
of a given statement S (or of its negation) belongs to the class NP. If P was equal to NP,
then we would be able to have a polynomial-time algorithm for solving all open problems
of mathematics – a conclusion which most mathematicians consider unlikely.
Similarly, in theoretical physics, one of the main challenges is to ﬁnd formulas that
describe the observed data. The size of such a formula cannot exceed the amount of data,
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so the size is feasible. Once a formula is proposed, checking whether all the data is consistent
with this formula is easy; thus, the problem of searching for such a formula is in the class
NP. So, if P was equal to NP, we would have a feasible algorithm for the activity which is
now considered one of the most creative ones – judged, e.g., by the fact that Nobel Prizes
in Physics get a lot of publicity and bring a lot of prestige.
Physical motivations: the idea of scale invariance (reminder). As we have mentioned in Chapter 1, the value of a physical quantity can be measured by using diﬀerent
units. For example, length can be measured in meters, in centimeters, in inches, etc. When
we replace the original unit by a new unit which is λ times larger, all numerical values x
x
change, from x to x′ = , so that x = λ · x′ ; this transformation is known as re-scaling.
λ
For many physical processes, there is no preferred value of a physical quantity; see, e.g.,
[38]. For such processes, it is reasonable to require that the corresponding dependence have
the same form no matter what measuring unit we use. For example, the
√ dependence of the
√
L
= c · L for an
pendulum’s period T on its length L has the form T = f (L) = 2π ·
g
appropriate constant c. If we change the unit of length, so that L = λ · L′ , we get a similar
√
√ √
dependence T = f (λ · L′ ) = c · λ · L′ = c · λ · L′ . If we now accordingly re-scale time,
√
to new units which are λ times larger, then we get the exact same dependence in the new
√
units T ′ = c · L′ . Since we get the same formula for all measuring units, physicists say
that the pendulum formula is scale-invariant.
In general, a dependence y = f (x) is called scale-invariant if each re-scaling of x can
be compensated by an appropriate re-scaling of y, i.e., if for every λ, there is a value C(λ)
for which f (λ · x) = C(λ) · f (x) for all x and λ. For continuous functions, this functional
equation leads to the power law f (x) = c · xα ; see, e.g., [1].
Scale-invariance is ubiquitous in physics: e.g., it helps explain most fundamental equations of physics, such as Einstein’s equations of General Relativity, Schrödinger’e equations
of quantum mechanics, Maxwell’s equations, etc. [42]. It is also useful in explaining many
semi-empirical computer-related formulas; see, e.g., [119].
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Maybe some algorithms are scale-invariant. One of the main concepts underlying
P and NP is the concept of computational complexity tA (n) of an algorithm A, which is
deﬁned as the largest running time of this algorithm on all inputs of length ≤ n. Similar
to physics, in principle, we can use diﬀerent units to measure the input length: we can use
bits, bytes, Kilobytes, Megabytes, etc. It is therefore reasonable to conjecture that for some
algorithms, the dependence tA (n) is scale-invariant – i.e., that its form does not change if
we simply change a unit for measuring input length.
It should be mentioned that for discrete variables n, scale-invariance cannot be deﬁned
in exactly the same way as in physics, since the fractional length n/λ does not always make
sense. Thus, we require scale-invariance only asymptotically, when n → ∞:
Deﬁnition 3.7.1.
• We say that functions f (n) and g(n) are asymptotically equivalent (and denote it by
f (n) ∼ g(n)) if f (n)/g(n) → 1 when n → ∞.
• We say that a function f (n) from natural numbers to natural numbers is asymptotically scale-invariant if for every integer k, there exists an integer C(k) for which
f (k · n) ∼ C(k) · f (n).
• We say that an algorithm A is scale-invariant if its computational complexity function
tA (n) is scale-invariant.
Now, we are ready to present the promised equivalent reformulation of P=NP, a reformulation that – in view of the ubiquity of scale invariance in physics – provides some intuitive
argument in favor of this equality.
Proposition 3.7.1. P=NP if and only if there exists a scale-invariant algorithm for
solving propositional satisﬁability SAT.
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Proof. If P=NP, then there exists a polynomial-time algorithm A for solving SAT, i.e.,
an algorithm for which tA (n) ≤ C · nα for some C and α. We can modify this algorithm as
follows: ﬁrst, we run A, then wait until the moment C · nα . Thus modiﬁed algorithm A′
also solves SAT, and its running time tA′ (n) = C · nα is clearly scale-invariant.
Vice versa, let us assume that A is a scale-invariant algorithm for solving SAT. For
tA (2n)
tends to 1 as n →
k = 2, this means that for some number C(2), the ratio
C(2) · tA (n)
∞. By deﬁnition of the limit, that there exists an N such that for all n ≥ N , we have
tA (2n)
≤ 2, i.e., tA (2n) ≤ 2 · C(2) · tA (n). By induction, for values n = 2k · N , we can
C(2) · tA (n)
now prove that tA (2k · N ) ≤ (2 · C(2))k · tA (N ).
For every n ≥ N , the smallest k for which 2k ·N ≥ n can be found as k = ⌈log2 (n/N )⌉ ≤
log2 (n/N ) + 1. By deﬁnition, the function tA (n) is non-decreasing, hence tA (n) ≤ tA (2k · N )
and thus, tA (n) ≤ (2 · C(2))k · tA (N ). Due to the above inequality for k, we get
tA (n) ≤ (2 · C(2))log2 (n/N )+1 · tA (N ) = (2 · C(2))log2 (n/N ) · 2 · C(2) · f (N ).
Here,

(
)log (n/N )
(2 · C(2))log2 (n/N ) = 2log2 (2·C(2)) 2
= 2log2 (2·C(2))·log2 (n/N ) =
( log (n/N ) )log2 (2·C(2)) ( n )α
2 2
=
,
N
( n )α
def
·2·C(2)·f (N ). Thus, the SAT-solving algorithm
where α = log2 (2·C(2)), so tA (n) ≤
N
A is indeed polynomial time, and hence, P=NP. The proposition is proven.
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Chapter 4
Algorithmic Aspects of Control:
Symmetry-Based Approach
4.1

Algorithmic Aspects of Control

In the previous chapter, we concentrated on the problem of predicting the future events.
Once we are able to predict future events, a natural next step is to inﬂuence these events,
i.e., to control the corresponding system. In this step, we should select a control that leads
to the best possible result.
Control problems can be roughly classiﬁed into two classes. In some problems of this
type, we know the exact equations and we know the objective function that describes
what the users want. In such problems, the selection of the best possible control is a
mathematically well-deﬁned optimization problem. Problems of this type have been solved
for centuries, and there are many eﬃcient algorithms that solve these types of problems in
many practical situations.
However, there are situations in which the problems of ﬁnding the best control are much
more challenging, because we only know the system with a huge uncertainty. Because of the
uncertainty, it is diﬃcult to formulate the corresponding problem as a precise optimization
problem. Instead, we use intelligent techniques that use the knowledge and experience
of human experts in solving such problems. Such intelligent techniques are reasonably
new: they have been in use for only a few decades. Details of many of such techniques
have been determine purely empirically, and as a result, they often lead to results which
are far from optimal. To improve the results of applying these techniques, it is therefore
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imperative to perform a theoretical analysis of the corresponding problems. In this chapter,
in good accordance with the general ideas from Chapter 1, we show that symmetry-based
techniques can be very useful in this theoretical analysis.
We illustrate this usefulness on all level of the problem of selecting the best control.
First, on a strategic level, we need to select the best class of strategies. In Section 4.2,
we use logical symmetries – the symmetry between true and false values – to ﬁnd the best
class of strategies for an important class of intelligent controls – fuzzy control.
Once a class of strategies is selected, we need to select the best strategy within a given
class. We analyze this problem in Sections 4.3 and 4.4: in Section 4.3, we use approximate
symmetries to ﬁnd the best operations for implementing fuzzy control, and in Section 4.4,
again in good accordance with Chapter 1, that the optimal selection of operations leads to
a symmetry-based solution.
Finally, when we have several strategies coming from diﬀerent aspects of the problem,
we need to combine these strategies into a single strategy that takes all the aspects into
account. In Section 4.5, we again use logical symmetries – this time to ﬁnd the best way
of combining the resulting fuzzy decisions.
Overall, we show that symmetries can help with all the algorithmic aspects of control.

4.2

Selecting the Best Class of Strategies: Case of
Intelligent Control

Need for fuzzy control. As we have mentioned in the previous section, in many application areas, we do not have the exact control strategies, but we have human operators
who are skilled in the corresponding control. Human operators are often unable to describe
their knowledge in a precise quantitative form. Instead, they describe their knowledge in
terms of control rules, rules that formulate their expertise by using words from natural
language. These rules usually have the form “If Ai (x) then Bi (u)”, they relate properties
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of the input x with properties of the corresponding control u. For example, a rule may say
“If a car in front is somewhat too close, break a little bit”.
Fuzzy control is a set of techniques for transforming these rules into a precise control
strategy; see, e.g., [70, 120].
Mamdani approach to fuzzy control. Historically the ﬁrst – and still most widely
used – idea of fuzzy control was described by E. Mamdani. Mamdani argued that for a
given input x, a control value u is reasonable if:
• either the ﬁrst rule is applicable, i.e., its condition A1 (x) is satisﬁed and its conclusion
B1 (u) is satisﬁed,
• or the second rule is applicable, i.e., its condition A2 (x) is satisﬁed and its conclusion
B2 (u) is satisﬁed,
• etc.
Thus, in Mamdani’s approach, the condition R(x, u) meaning that the control u is reasonable for the input x takes the following form
(A1 (x) & B1 (u)) ∨ (A2 (x) & B2 (u)) ∨ . . .

(4.2.1)

For a given input x0 , to get a desired control value u(x0 ), we must now apply an appropriate
defuzziﬁcation procedure to the resulting membership function R(x0 , u).
Logical approach to fuzzy control. An alternative (more recent) approach to fuzzy
control is to simply state that all the rules are valid, i.e., that the following statement holds:
(A1 (x) → B1 (u)) & (A2 (x) → B2 (u)) & . . .

(4.2.2)

For example, we can interpret A → B as ¬A ∨ B, in which case the formula (4.2.2) has the
form
(¬A1 (x) ∨ B1 (u)) & (¬A2 (x) ∨ B2 (u)) & . . . ,
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(4.2.3)

or, equivalently, the form
(A′1 (x) ∨ B1 (u)) & (A′2 (x) ∨ B2 (u)) & . . . ,

(4.2.4)

where A′i (x) denotes ¬Ai (x).
Both approaches have a universality property. Both Mamdani’s and logical approaches to fuzzy control have a universality (universal approximation) property [73, 120,
133] meaning that an arbitrary control strategy can be, with arbitrary accuracy, approximated by controls generated by this approach.
Corresponding crisp universality property. One of the reasons why the corresponding fuzzy controls have the universal approximation property is that the corresponding
crisp formulas (4.2.1) and (4.2.2) have the following universal property: for ﬁnite sets X
and U , an arbitrary relation C(x, u) on X × U can be represented both in the form (4.2.1)
and in the form (4.2.2), for appropriate properties Ai (x) and Bi (u).
Indeed, an arbitrary crisp property C(x, u) can be described by the set C ⊆ X × U of
all the pairs (x, u) that satisfy this property. Once this set is given, we can represent the
corresponding property in the form (4.2.1) by taking
C(x, u) ⇔ ∨(x0 ,u0 )∈C ((x = x0 ) & (u = u0 ))

(4.2.5)

and in the form (4.2.2) (equivalent to (4.2.4)) by taking
C(x, u) ⇔ &(x0 ,u0 )̸∈C ((x = x0 ) → (u ̸= u0 )).

(4.2.6)

Comment. This universality property is well known and actively used, e.g., in digital
design: when we design, e.g., a vending machine, then to implement a general logical
condition in terms of “and”, “or”, and “not”-gates, we ﬁrst represent this condition in
Conjunctive Normal Form (CNF) or in a Disjunctive Normal Form (DNF). These forms
correspond exactly to our formulas (4.2.1) and (4.2.4) (equivalent to (4.2.2)), and the
possibility to transform each logical condition into one of these forms is our universality
property.
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Fuzzy control: what other approaches are possible? Both Mamdani’s and logical
approaches are actively used in fuzzy control. The fact that both approaches are actively
used means that both have advantages and disadvantages, i.e., none of these two approaches
is perfect. Since both are not perfect, it is reasonable to analyze what other approaches
are possible.
In this section, we start this analysis by analyzing what type of crisp forms like (4.2.1)
and (4.2.2) are possible.
Comment. The main result of this section ﬁrst appeared in [19].
Deﬁnitions and the main result. In the above two representations, we used &, ∨, and
→. These logical connectives are examples of binary operations in the following precise
sense.
Deﬁnition 4.2.1. By a binary operation, we mean a function
f : {0, 1} × {0, 1} → {0, 1}
that transforms two Boolean values a and b into a new Boolean value f (a, b).
Comment. In this section, as usual, we identify “false” with 0 and “true” with 1.
We are looking for general representations of the type
(A1 (x) ⊙ B1 (u)) ⊖ (A2 (x) ⊙ B2 (u)) ⊖ . . . ,

(4.2.7)

for arbitrary pairs of binary operations; we denoted these general binary operations ⊙ and
⊖. For example, in the above representations, we used ⊖ = ∨ and ⊖ = &; we want to ﬁnd
all other binary operations for which such a representation is possible.
It is important to notice that the operation ⊖ is used to combine diﬀerent rules. Therefore, the result of this operation should not depend on the order in which we present the
rules. Thus, this operation should be commutative and associative.
So, we arrive at the following deﬁnitions.
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Deﬁnition 4.2.2. We say that a pair of binary operations (⊙, ⊖) in which the operation
⊖ is commutative and associative has a universality property if for every two ﬁnite sets X
and Y , an arbitrary relation C(x, u) can be represented in the form (4.2.7) for appropriate
relations Ai (x) and Bi (u).
Discussion. One can easily check that if the pair (⊙, ⊖) has the universality property,
def

then the pair (⊙′ , ⊖), where a ⊙′ b = ¬a ⊙ b, also has the universality property: indeed,
each statement of the type Ai (x) ⊙ Bi (u) can be equivalently represented as A′i (x) ⊙′ Bi (u)
def

for A′i (x) = ¬Ai (x).
Similarly, if the pair (⊙, ⊖) has the universality property, then the pair (⊙′ , ⊖), where
def

a ⊙′ b = a ⊙ ¬b, also has the universality property: indeed, each statement of the type
Ai (x) ⊙ Bi (u) can be equivalently represented as
Ai (x) ⊙′ Bi′ (u)
def

for Bi′ (u) = ¬Bi (u).
Finally, if the pair (⊙, ⊖) has the universality property, then the pair (⊙′ , ⊖), where
def

a ⊙′ b = ¬a ⊙ ¬b, also has the universality property: indeed, each statement of the type
Ai (x) ⊙ Bi (u) can be equivalently represented as
A′i (x) ⊙′ Bi′ (u)
def

def

for A′i (x) = ¬Ai (x) and Bi′ (u) = ¬Bi (u).
Thus, from the viewpoint of universality, the relations ⊙ and ⊙′ are equivalent. So, we
arrive at the following deﬁnition.
Deﬁnition 4.2.3. We say that binary operations ⊙ and ⊙′ are similar if the relation ⊙′
has one of the following forms:
a ⊙′ b = ¬a ⊙ b, a ⊙′ b = a ⊙ ¬b, or a ⊙′ b = ¬a ⊙ ¬b.
def

def

def

146

Deﬁnition 4.2.4. We say that pairs (⊙, ⊖) and (⊙′ , ⊖) are similar if the operations ⊙
and ⊙′ are equivalent.
The above discussion can be formulated as follows:
Proposition 4.2.1. If the binary operations ⊙ and ⊙′ are similar, then the following two
statements are equivalent to each other:
• the pair (⊙, ⊖) has the universality property;
• the pair (⊙′ , ⊖) has the universality property.
Comment. One can easily check that the similarity relation is symmetric and transitive,
i.e., in mathematical terms, that it is an equivalent relation. Thus, to classify all pairs with
the universality property, it is suﬃcient to consider equivalence classes of binary operations
⊙ with respect to the similarity relation.
Discussion. Our deﬁnition of a universal property requires that the rule-combining operation be commutative and associative. It turns out that there are only three such operations.
Proposition 4.2.2. Out of all binary operations, only the following six are commutative
and associative:
• the “zero” operation for which f (a, b) = 0 for all a and b;
• the “one” operation for which f (a, b) = 1 for all a and b;
• the “and” operation for which f (a, b) = a & b;
• the “or” operation for which f (a, b) = a ∨ b;
• the “exclusive or” operation for which f (a, b) = a ⊕ b;
def

• the operation a ⊕′ b = a ⊕ ¬b.
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Comments.
• The proof of this proposition is given in the following section.
• The “exclusive or” operation is actively used in digital design: e.g., when we add two
binary numbers which end with digits a and b, the last digit of the sum is a ⊕ b (and
the carry is a & b). In view of this, “exclusive or” is also called addition modulo 2.
• Due to Proposition 4.2.2, it is suﬃcient to consider only these six operations ⊖. The
following theorem provides a full classiﬁcation of all such operations.
Theorem 4.2.1. Every pair of operations with the universality property is similar to one
of the following pairs: (∨, &), (&, ∨), (⊕, ∨), (⊕, &), (⊕′ , ∨), (⊕′ , &), and all these six
pairs of operations have the universality property.
Discussion. Thus, in addition to the Mamdani and logical approaches, we have four
other possible pairs with the universality property.
What is the meaning of the four additional pairs of operations? As we can see from the
proof, for each operation ⊙, the combination
(A1 (x) ⊙ B1 (u)) ⊕′ (A2 (x) ⊙ B2 (u)) ⊕′ . . . ⊕′ (An (x) ⊙ Bn (u))
is equal to
(A1 (x) ⊙ B1 (u)) ⊕ (A2 (x) ⊙ B2 (u)) ⊕ . . . (An (x) ⊙ Bn (u))
for odd n and to the negation of this relation for even n.
Thus, for odd n, the use of operation ⊕′ to combine the rules is equivalent to using
the original “exclusive or” operation ⊕. For even n, in order to represent an arbitrary
property C(x, u), we can use the ⊕ combination to represent its negation ¬C(x, u) – this
is equivalent to representing the original property by ⊕′ .
Thus, in essence, in addition to forms (4.2.1) and (4.2.2), we only have two more forms:
(A1 (x) & B1 (u)) ⊕ (A2 (x) & B2 (u)) ⊕ . . .
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(4.2.8)

and
(A1 (x) ∨ B1 (u)) ⊕ (A2 (x) ∨ B2 (u)) ⊕ . . .

(4.2.9)

The meaning of these forms is that, crudely speaking, we restrict ourselves to the cases
where exactly one rule is applicable. The case of fuzzy transforms (f-transforms, for short)
n
∑
[130, 131]), where we consider rules “if Ai (x) then Bi (u)” for which
Ai (x) = 1, can be
i=1

therefore viewed as a natural fuzzy analogue of these cases.
Proofs
1◦ . In order to prove Proposition 4.2.2 and Theorem 4.2.1, let us ﬁrst recall all possible
binary operations. By deﬁnition, to describe a binary operation, one needs to describe four
Boolean values: f (0, 0), f (0, 1), f (1, 0), and f (1, 1). Each of these four quantities can have
two diﬀerent values: 0 and 1; thus, totally, we have 24 = 16 possible operations.
A natural way to classify these operations is to describe how many 1s we have as values
f (a, b). Out of 4 values, we can have 0, 1, 2, 3, and 4 ones. Let us describe these cases one
by one.
1.1◦ . When we have zero 1s, this means that all the values f (a, b) are zeros. Thus, in this
case, we have a binary operation that always returns zero: f (a, b) = 0 for all a and b. It is
easy to show that this operation cannot lead to the universality property:
• if we use this operation as ⊙, then the formula (4.2.7) turns into a constant 0 ⊖ 0 ⊖ . . .
independent on x and u; thus, it cannot have the universality property;
• if we use this operation as ⊖, then the formula (4.2.7) turns into a constant 0, and
thus, also cannot have the universality property.
1.2◦ . Similarly, when we have four 1s, this means that f (a, b) = 1 for all a and b, and we
do not have a universality property.
1.3◦ . When we have a single one, this means that we have an operation similar to “and”.
Indeed, if f (1, 1) = 1 and all other values f (a, b) are 0s, this means that f (a, b) is true
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if and only if a is true and b is true, i.e., that f (a, b) ⇔ a & b. Similarly, if f (1, 0) = 1,
then f (a, b) ⇔ a & ¬b; if f (0, 1) = 1, then f (a, b) ⇔ ¬a & b; and if f (0, 0) = 1, then
f (a, b) ⇔ ¬a & ¬b.
1.4◦ . Similarly, we can prove that when we have three ones, this means that we have an
operation similar to “or”.
2◦ . To complete our classiﬁcation, it is suﬃcient to describe all the cases where we have
exactly two 1s. By enumerating all possible binary operations, we can check that in this
case, we have six options: f (a, b) = a, f (a, b) = ¬a, f (a, b) = b, f (a, b) = ¬b, a ⊕ b, and
a ⊕ ¬b. By analyzing these operations f (a, b) one by one and by testing commutativity
f (a, b) = f (b, a) and associativity f (a, f (b, c)) = f (f (a, b), c) for all possible values a, b,
and c, we can describe all commutative and associative operations – i.e., prove Proposition
4.2.2.
3◦ . Arguments similar to the ones that we just gave enables us to prove the statement
listed after the formulation of Theorem 4.2.1: that for any statements S1 , . . . , Sn :
• for odd n, we have
S1 ⊕′ . . . ⊕′ Sn ⇔ S1 ⊕ . . . ⊕ Sn ;
• for even n, we have
S1 ⊕′ . . . ⊕′ Sn ⇔ ¬(S1 ⊕ . . . ⊕ Sn ).
Indeed, as we have mentioned, S ⊕′ S ′ is equivalent to S ⊕ S ′ ⊕ 1. Thus, for every n, due
to associativity and commutativity of both operations ⊕ and ⊕′ , we have:
S1 ⊕′ S2 ⊕′ S3 ⊕′ . . . ⊕′ Sn ⇔ (. . . ((S1 ⊕′ S2 ) ⊕′ S3 ) ⊕′ . . . ⊕′ Sn ⇔
(. . . ((S1 ⊕ S2 ⊕ 1) ⊕ S3 ⊕ 1) ⊕ . . . ⊕ Sn ⊕ 1 ⇔
S1 ⊕ S2 ⊕ 1 ⊕ S2 ⊕ 1 ⊕ . . . ⊕ Sn ⊕ 1 ⇔
(S1 ⊕ S2 ⊕ S3 ⊕ . . . ⊕ Sn ) ⊕ (1 ⊕ 1 ⊕ . . . ⊕ 1)(n − 1 times).
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Here, 1 ⊕ 1 = 0, So, for odd n, when n − 1 is even, we have
(1 ⊕ 1 ⊕ . . . ⊕ 1)(n − 1 times) = (1 ⊕ 1) ⊕ (1 ⊕ 1) ⊕ . . . ⊕ (1 ⊕ 1) =
0 ⊕ 0 ⊕ ... ⊕ 0 = 0
and thus
S1 ⊕′ S2 ⊕′ S3 ⊕′ . . . ⊕′ Sn ⇔
(S1 ⊕ S2 ⊕ S3 ⊕ . . . ⊕ Sn ) ⊕ (1 ⊕ 1 ⊕ . . . ⊕ 1)(n − 1 times) ⇔
S1 ⊕ S2 ⊕ S3 ⊕ . . . ⊕ Sn .
Similarly, for even n, when n − 1 is odd, we have
(1 ⊕ 1 ⊕ . . . ⊕ 1)(n − 1 times) = (1 ⊕ 1) ⊕ (1 ⊕ 1) ⊕ . . . ⊕ (1 ⊕ 1) ⊕ 1 =
0 ⊕ 0 ⊕ . . . ⊕ 0 ⊕ 1 = (0 ⊕ 0 ⊕ . . . ⊕ 0) ⊕ 1 = 0 ⊕ 1 = 1
and thus
S1 ⊕′ S2 ⊕′ S3 ⊕′ . . . ⊕′ Sn ⇔
(S1 ⊕ S2 ⊕ S3 ⊕ . . . ⊕ Sn ) ⊕ (1 ⊕ 1 ⊕ . . . ⊕ 1)(n − 1 times) ⇔
(S1 ⊕ S2 ⊕ S3 ⊕ . . . ⊕ Sn ) ⊕ 1 ⇔ ¬(S1 ⊕ S2 ⊕ S3 ⊕ . . . ⊕ Sn ).

4◦ . Due to Proposition 4.2.2, we only have to consider the six operations ⊖ described in
this Proposition when checking the universality property.
We have already shown, in Part 1 of this proof, that pairs with ⊖ = 0 and ⊖ = 1 do
not have the universality property.
We have also shown that a pair (⊙, ⊕′ ) has a universality property if and only if the
pair (⊙, ⊕) has the universality property.
Thus, it is suﬃcient to consider only three possible operations ⊖: &, ∨, and ⊕. In the
following text, we analyze these three cases one by one, and for each of these three cases,
we consider all possible operations ⊙.
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5◦ . For ⊙, as we have mentioned in the discussion from the main text, it is suﬃcient
to consider only one operation from each class of operations which are similar to each
other. According to the general classiﬁcation (Part 1 of this proof), this leaves us with the
operations 0, 1, &, ∨, ⊕, and the degenerate operations – i.e., operations f (a, b) which only
depend on one of the two variables a or b.
5.1◦ . We have already shown (in Part 1) that we cannot have ⊙ = 0 or ⊙ = 1. Thus, for
⊙, we have to consider cases where ⊙ = &, where ⊙ = ∨, where ⊙ = ⊕, and where a ⊙ b is
one of the four “degenerate” operations a ⊙ b = a, a ⊙ b = ¬a, a ⊙ b = b, and a ⊙ b = ¬b.
5.2◦ . Let us prove that the pairs (⊙, ⊖) for which a ⊙ b = a, a ⊙ b = ¬a, a ⊙ b = b, or
a ⊙ b = ¬b, cannot have the universality property.
Indeed, e.g., for a ⊙ b = a, each expression Ai (x) ⊙ Bi (u) has the form Ai (x). Thus, the
⊖-combination of these expressions A1 (x) ⊖ A2 (x) ⊖ . . . ⊖ An (x) does not depend on u at
all and thus, cannot represent any property C(x, u) that actually depends on u. Similarly,
for a ⊙ b = ¬a, we get the expression ¬A1 (x) ⊖ ¬A2 (x) ⊖ . . . ⊖ ¬An (x) which also does not
depend on u and thus, cannot represent any property C(x, u) that actually depends on u.
For a ⊙ b = b and a ⊙ b = ¬b, we get, correspondingly, expressions
B1 (u) ⊖ B2 (u) ⊖ . . . ⊖ Bn (u)
and ¬B1 (u) ⊖ ¬B2 (u) ⊖ . . . ⊖ ¬Bn (u) which do not depend on x and thus, cannot represent
any property C(x, u) that actually depends on x.
5.3◦ . Because of what we have proved in Parts 5.1 and 5.2, it is suﬃcient to consider only
three operations ⊙ for combining the premise Ai (x) and the conclusion Bi (u) of each rule:
&, ∨, and ⊕.
6◦ . Let us ﬁrst consider the case where ⊖ = &. In accordance with Part 5 of this proof,
it is suﬃcient to analyze the universality property for the three subcases where ⊙ = &,
⊙ = ∨, and ⊙ = ⊕. Let us consider these subcases one by one.
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6.1◦ . When ⊖ = & and ⊙ = &, the general expression
(A1 (x) ⊙ B1 (u)) ⊖ (A2 (x) ⊙ B2 (u)) ⊖ . . .
takes the form
(A1 (x) & B1 (u)) & (A2 (x) & B2 (u)) & . . .
Due to commutativity and associativity of the “and” operation, this expression is equivalent
to
(A1 (x) & A2 (x) & . . .) & (B1 (u) & B2 (u) & . . .),
def

i.e., to A(x) & B(u), where A(x) = A1 (x) & A2 (x) & . . . and
def

B(u) = B1 (u) & B2 (u) & . . . .
One can easily see that not every property C(x, u) can be represented as A(x) & B(u).
Indeed, let us take arbitrary sets X and U with at least two elements each, and let x0 ∈ X
and u0 ∈ U be arbitrary elements from these sets. Let us prove, by contradiction, that the
property (x = x0 ) ∨ (u = u0 ) cannot be represented in the form A(x) & B(u). Indeed, let
us assume that for some properties A(x) and B(u), for every x ∈ X and u ∈ U , we have
((x = x0 ) ∨ (u = u0 )) ⇔ (A(x) & B(u)).

(4.2.10)

In particular, for x = x0 and u = u1 ̸= u0 , the left-hand side of this equivalence (4.2.10) is
true, hence the right-hand side A(x0 ) & B(u1 ) is true as well. Thus, both statements A(x0 )
and B(u1 ) are true.
Similarly, for x = x1 ̸= x0 and u = u0 , the left-hand side of the equivalence (4.2.10) is
true, hence the right-hand side A(x1 ) & B(u0 ) is true as well. Thus, both statements A(x1 )
and B(u0 ) are true.
Since A(x1 ) and B(u1 ) are both true, the conjunction A(x1 ) & B(u1 ) is also true, so due
to (4.2.10), we would conclude that (x1 = x0 ) ∨ (u1 = u0 ), which is false. The contradiction
proves that the representation (4.2.10) is indeed impossible and thus, the pair (&, &) does
not have the universality property.
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6.2◦ . For ⊖ = & and ⊙ = ∨, the universality property is known to be true – this is one of
the two basic cases with which we started our analysis.
6.3◦ . Let us prove that the subcase ⊖ = & and ⊙ = ⊕ does not lead to the universality
property.
In this case, the general expression
(A1 (x) ⊙ B1 (u)) ⊖ (A2 (x) ⊙ B2 (u)) ⊖ . . .
takes the form
(A1 (x) ⊕ B1 (u)) & (A2 (x) ⊕ B2 (u)) & . . .

(4.2.11)

Let us prove, by contradiction, that for every x0 ∈ X and u0 ∈ U , the property
C(x, u) ⇔ x ̸= x0 ∨ u ̸= u0 cannot be represented in the form (4.2.11). Indeed, let us
assume that this representation is possible, for some properties Ai (x) and Bi (u).
For the above property C(x, u), the set S of all the values for which this property is
true contains all the pairs (x, u) ∈ X × U except for the pair (x0 , u0 ). Due to equivalence,
this same set S is also the set of all the pairs for which the formula (4.2.11) holds.
Due to the known properties of the “and” operations, the set S of all the values (x, u)
for which the formula (4.2.11) holds is equal to the intersection of the sets Si = {(x, u) :
Ai (x) ⊕ Bi (u)}. Thus, each of the sets Si is a superset of the set S: S ⊆ Si . By our
construction, the set S is missing only one element; thus, it has only two supersets: itself
and the set X × U of all the pairs. If all the sets Si coincided with X × U , then their
intersection would also be equal to X × U , but it is equal to S ̸= X × U . Thus, at least
for one i, we have Si = S. For this i, we have the equivalence
((x ̸= x0 ) ∨ (u ̸= u0 )) ⇔ (Ai (x) ⊕ Bi (u)).

(4.2.12)

Let us now reduce this equivalence to the case where Ai (x0 ) is true (i.e., where Ai (x0 ) = 1).
Speciﬁcally, if Ai (x0 ) is false (Ai (x0 ) = 0), then, since A ⊕ B ⇔ ¬A ⊕ ¬B, we can replace
the original equivalence with the new one
((x ̸= x0 ) ∨ (u ̸= u0 )) ⇔ (A′i (x) ⊕ Bi′ (u)),
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def

def

where A′i (x) = ¬Ai (x) and Bi′ (u) = ¬Bi (u), and A′i (x0 ) = ¬Ai (x0 ) =“true”. So, we can
assume that Ai (x0 ) = 1.
Now, for x = x0 and u = u0 , the left-hand side of the equivalence (4.2.12) is false, hence
the right-hand side Ai (x0 ) ⊕ Bi (u0 ) is false as well. Since we assumed that Ai (x0 ) = 1, by
the properties of “exclusive or”, we thus conclude that Bi (u0 ) = 1.
For x = x1 ̸= x0 and u = u0 , the left-hand side of the equivalence (4.2.12) is true, hence
the right-hand side Ai (x1 ) ⊕ Bi (u0 ) is true as well. Since, as we have already proven, Bi (u0 )
is true, we conclude that Ai (x1 ) is false.
Similarly, for x = x0 and u = u1 ̸= u0 , the left-hand side of the equivalence (4.2.12)
is true, hence the right-hand side Ai (x0 ) ⊕ Bi (u1 ) is true as well. Since Ai (x0 ) is true, we
conclude that Bi (u1 ) is false.
Now, for x = x1 and u = u1 , both formulas Ai (x1 ) and Bi (u1 ) are false, hence their
combination Ai (x1 ) ⊕ Bi (u1 ) is also false. So, due to (4.2.12), we would conclude that
the statement (x1 ̸= x0 ) ∨ (u1 ̸= u0 ) is false, but this statement is actually true. The
contradiction proves that the representation (4.2.12) is indeed impossible, and so, the pair
(⊕, &) does not have the universality property.
7◦ . Let us now consider the case where ⊖ = ∨. In accordance with Part 5 of this proof,
it is suﬃcient to analyze the universality property for the three subcases where ⊙ = &,
⊙ = ∨, and ⊙ = ⊕. Let us consider them one by one.
7.1◦ . For ⊖ = ∨ and ⊙ = &, the universality property is known to be true – this is one of
the two basic cases with which we started our analysis.
7.2◦ . When ⊖ = ∨ and ⊙ = ∨, the general expression
(A1 (x) ⊙ B1 (u)) ⊖ (A2 (x) ⊙ B2 (u)) ⊖ . . .
takes the form
(A1 (x) ∨ B1 (u)) ∨ (A2 (x) ∨ B2 (u)) ∨ . . .
Due to commutativity and associativity of the “or” operation, this expression is equivalent
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to
(A1 (x) ∨ A2 (x) ∨ . . .) ∨ (B1 (u) ∨ B2 (u) ∨ . . .),
def

i.e., to A(x) ∨ B(u), where A(x) = A1 (x) ∨ A2 (x) ∨ . . . and
def

B(u) = B1 (u) ∨ B2 (u) ∨ . . . .
Let us prove, by contradiction, that a property (x = x0 ) & (u = u0 ) cannot be represented as A(x) ∨ B(u):
((x = x0 ) & (u = u0 )) ⇔ (A(x) ∨ B(u)).

(4.2.13)

Indeed, for x = x0 and u = u1 ̸= u0 , the left-hand side of (4.2.13) is false, hence the
right-hand side A(x0 ) ∨ B(u1 ) is false as well. Thus, both statements A(x0 ) and B(u1 ) are
false.
Similarly, for x = x1 ̸= x0 and u = u0 , both statements A(x1 ) and B(u0 ) are false.
Since A(x0 ) and B(u0 ) are both false, the disjunction A(x0 ) ∨ B(u0 ) is also false, so due to
(4.2.13), we would conclude that the statement
(x0 = x0 ) & (u0 = u0 )
is false, while in reality, this statement is true. The contradiction proves that the pair
(∨, ∨) does not have the universality property.
7.3◦ . Let us prove that the subcase ⊖ = ∨ and ⊙ = ⊕ does not lead to the universality
property.
In this case, the general expression
(A1 (x) ⊙ B1 (u)) ⊖ (A2 (x) ⊙ B2 (u)) ⊖ . . .
takes the form
(A1 (x) ⊕ B1 (u)) ∨ (A2 (x) ⊕ B2 (u)) ∨ . . .

(4.2.14)

Let us prove, by contradiction, that for every x0 ∈ X and u0 ∈ U , the property
C(x, u) ⇔ (x = x0 & u = u0 ) cannot be represented in the form (4.2.14). To prove it, let us
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assume that this property can be represented in this form, for some properties Ai (x) and
Bi (u), and let us show that this assumption leads to a contradiction.
For the above property C(x, u), the set S of all the values for which this property is
true consists of a single pair (x0 , u0 ). Due to equivalence, this same set S is also the set of
all the pairs for which the formula (4.2.14) holds.
Due to the known properties of the “or” operations, the set S of all the values (x, u)
for which the formula (4.2.14) holds is equal to the union of the sets Si = {(x, u) : Ai (x) ⊕
Bi (u)}. Thus, each of the sets Si is a subset of the set S: Si ⊆ S. By our construction, the
set S consists of only one element; thus, it has only two subsets: itself and the empty set.
If all the sets Si coincided with the empty set, then their intersection would also be equal
to the empty set ∅, but it is equal to S ̸= ∅. Thus, at least for one i, we have Si = S. For
this i, we have the equivalence
((x = x0 ) & (u = u0 )) ⇔ (Ai (x) ⊕ Bi (u)).

(4.2.15)

Similarly to Part 6.3 of this proof, we can reduce this equivalence to the case where Ai (x0 )
is true, i.e., where Ai (x0 ) = 1. So, in the remaining part of this subsection, we assume that
Ai (x0 ) = 1.
Now, for x = x0 and u = u0 , the left-hand side of the equivalence (4.2.15) is true, hence
the right-hand side Ai (x0 ) ⊕ Bi (u0 ) is true as well. Since we assumed that Ai (x0 ) = 1, by
the properties of “exclusive or”, we thus conclude that Bi (u0 ) = 0.
For x = x1 ̸= x0 and u = u0 , the left-hand side of the equivalence (4.2.15) is false,
hence the right-hand side Ai (x1 ) ⊕ Bi (u0 ) is false as well. Since, as we have already proven,
Bi (u0 ) is false, we conclude that Ai (x1 ) is false.
Similarly, for x = x0 and u = u1 ̸= u0 , the left-hand side of the equivalence (4.2.15) is
false, hence the right-hand side Ai (x0 ) ⊕ Bi (u1 ) is false as well. Since Ai (x0 ) is true, we
conclude that Bi (u1 ) is true.
Now, for x = x1 and u = u1 , Ai (x1 ) is true and Bi (u1 ) are false, hence their combination
Ai (x1 ) ⊕ Bi (u1 ) is true. So, due to (4.2.15), we would conclude that the statement (x1 =
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x0 ) & (u1 = u0 ) is true, but this statement is actually false. The contradiction proves that
the representation (4.2.15) is indeed impossible, and so, the pair (⊕, ∨) does not have the
universality property.
8◦ . The last case is where ⊖ = ⊕. Similarly to the previous two cases, we analyze the three
subcases where ⊙ = &, ⊙ = ∨, and ⊙ = ⊕ one by one.
8.1◦ . The following explicit formula enables us to show that the pair (&, ⊕) has the universality property:
C(x, u) ⇔ ⊕(x0 ,u0 )∈C ((x = x0 ) & (u = u0 )).

(4.2.16)

Indeed, we know that a similar formula (4.2.5) holds with “or” instead of “exclusive or”.
Here, the properties (x = x0 ) & (u = u0 ) corresponding to diﬀerent pairs (x0 , u0 ) are
mutually exclusive, and thus, for these properties, “or” coincides with “exclusive or”.
8.2◦ . To prove that the pair (∨, ⊕) has the universality property, we need the following
auxiliary result:
((x = x0 ) & (u = u0 )) ⇔ ((x = x0 ) ∨ (u = u0 )) ⊕ (x = x0 ) ⊕ (u = u0 ).

(4.2.17)

Indeed, this can be proven by considering all four possible cases: x = x0 and u = u0 , x = x0
and u ̸= u0 , x ̸= x0 and u = u0 , x ̸= x0 and u ̸= u0 . Thus, the expression (4.2.10) can be
reformulated in the following equivalent form:
C(x, u) ⇔ ⊕(x0 ,u0 )∈C (((x = x0 ) ∨ (u = u0 )) ⊕ (x = x0 ) ⊕ (u = u0 )).
Hence, the pair (∨, ⊕) indeed has the universality property.
8.3◦ . When ⊖ = ⊕ and ⊙ = ⊕, the general expression
(A1 (x) ⊙ B1 (u)) ⊖ (A2 (x) ⊙ B2 (u)) ⊖ . . .
takes the form
(A1 (x) ⊕ B1 (u)) ⊕ (A2 (x) ⊕ B2 (u)) ⊕ . . .
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Due to commutativity and associativity of the “exclusive or” operation, this expression is
equivalent to
(A1 (x) ⊕ A2 (x) ⊕ . . .) ⊕ (B1 (u) ⊕ B2 (u) ⊕ . . .),
def

i.e., to A(x) ⊕ B(u), where A(x) = A1 (x) ⊕ A2 (x) ⊕ . . . and
def

B(u) = B1 (u) ⊕ B2 (u) ⊕ . . . .
We have already shown, in Parts 6.3 and 7.3 of this proof, that not every property
C(x, u) can be represented as A(x) ⊕ B(u): for example, the property (x = x0 ) & (u = u0 )
cannot be thus represented. So, the pair (⊕, ⊕) does not have the universality property.
The theorem is proven.

4.3

Selecting the Best Strategy Within A Given Class:
Use of Approximate Symmetries

Need for fuzzy “exclusive or” operations. In the previous section, we have shown
that, in addition to usual classes of strategies for intelligent control, classes that use “and”
and “or” operations, we also need to consider “exclusive or” operations.
The need to consider exclusive or operations goes beyond intelligent control. Indeed,
one of the main objectives of fuzzy logic is to formalize commonsense and expert reasoning.
In commonsense and expert reasoning, people use logical connectives like “and” and “or”.
Depending on the context, commonsense “or” can mean both “inclusive or” – when “A or
B” means that it is also possible to have both A and B, and “exclusive or” – when “A or
B” means that one of the statements holds but not both.
For example, for a dollar, a vending machine can produce either a coke or a diet coke,
but not both.
In mathematics and computer science, “inclusive or” is the one most frequently used as a
basic operation. Because of this, fuzzy logic – an extension of usual logic to fuzzy statements
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characterized by “degree” of truth – is also mainly using “inclusive or” operations. However,
since “exclusive or” is also used in commonsense and expert reasoning, there is a practical
need for a fuzzy versions of this operation.
Comment. The “exclusive or” operation is actively used in computer design: since it
corresponds to the bit-by-bit addition of binary numbers (the carry is the “and”). It is also
actively used in quantum computing algorithms; see, e.g., [122].
Fuzzy versions of “exclusive or” operations are also known; see, e.g., [8]. These fuzzy
versions are actively used in machine learning; see, e.g., [22, 84, 95, 129]. In particular,
some of these papers (especially [95]) use a natural extension of fuzzy “exclusive or” from
a binary to a k-ary operation.
A crisp “exclusive or” operation: a reminder. As usual with fuzzy operations, the
fuzzy “exclusive or” operation must be an extension of the corresponding crisp operation.
In the traditional 2-valued logic, with two possible truth values 0 (false) and 1 (true), the
“exclusive or” operation ⊕ is deﬁned as follows: 0 ⊕ 0 = 1 ⊕ 1 = 0 and 0 ⊕ 1 = 1 ⊕ 0 = 1.
Thus, the desired fuzzy “exclusive or” operation f⊕ (a, b) must satisfy the same properties:
f⊕ (0, 0) = f⊕ (1, 1) = 0; f⊕ (0, 1) = f⊕ (1, 0) = 1.

(4.3.1)

Need for the least sensitivity: reminder. Fuzzy logic operations deal with experts’
degrees of certainty in their statements. These degrees are not precisely deﬁned, the same
expert can assign, say, 0.7 and 0.8 to the same degrees of belief. It is therefore reasonable
to require that the result of the fuzzy operation does not change much if we slightly change
the inputs. A reasonable way to formalize this “approximate symmetry” requirement is to
require that the operation f (a, b) satisﬁes the following property:
|f (a, b) − f (a′ , b′ )| ≤ k · max(|a − a′ |, |b − b′ |),

(4.3.2)

with the smallest possible value k among all operations f (a, b) satisfying the given properties. Such operations are called the least sensitive or the most robust.
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For t-norms and t-conorms, the least sensitivity requirement leads to reasonable
operations. It is known that there is only one least sensitive t-norm (“and”-operation)
f& (a, b) = min(a, b), and only one least sensitive t-conorm (“or”-operation) f∨ (a, b) =
max(a, b); see, e.g., [120, 116, 117].
What we do in this section. In this section, we describe the least sensitive fuzzy
“exclusive or” operation.
Comment. This result ﬁrst appeared in [55].
Deﬁnition 4.3.1. A function f : [0, 1]×[0, 1] → [0, 1] is called a fuzzy “exclusive or” operation if it satisﬁes the following conditions: f (0, 0) = f (1, 1) = 0 and f (0, 1) = f (1, 0) = 1.
Comment. We could also require other conditions, e.g., commutativity and associativity.
However, our main objective is to select a single operation which is the least sensitive. The
weaker the condition, the larger the class of operations that satisfy these conditions, and
thus, the stronger the result that our operation is the least sensitive in this class.
Thus, to make our result as strong as possible, we selected the weakest possible condition
– and thus, the largest possible class of “exclusive or” operations.
Deﬁnition 4.3.2. Let F be a class of functions from [0, 1] × [0, 1] to [0, 1]. We say that a
function f ∈ F is the least sensitive in the class F if for some real number k, the function
f satisﬁes the condition
|f (a, b) − f (a′ , b′ )| ≤ k · max(|a − a′ |, |b − b′ |),
and no other function f ∈ F satisﬁes this condition.
Theorem 4.3.1. In the class of all fuzzy “exclusive or” operations, the following function
is the least sensitive:
f⊕ (a, b) = min(max(a, b), max(1 − a, 1 − b)).
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(4.3.3)

Comments.
• This operation can be understood as follows. In the crisp (two-valued) logic, “exclusive or” ⊕ can be described in terms of the “inclusive or” operation ∨ as
a ⊕ b ⇔ (a ∨ b) &¬(a & b).
If we:
– replace ∨ with the least sensitive “or”-operation f∨ (a, b) = max(a, b),
– replace & with the least sensitive “and”-operation f& (a, b) = min(a, b), and
– replace ¬ with the least sensitive negation operation f¬ (a) = 1 − a,
then we get the expression (4.3.3) given in the Theorem.
• The above operation is associative and has a value a0 (equal to 0.5) which satisﬁes the
property a ⊕ a0 = a for all a. Thus, from the mathematical viewpoint, this operation
is an example of a nullnorm; see, e.g., [9].
Proof of Theorem 4.3.1.

We prove that the Theorem is true for k = 1.
1◦ . First, let us prove that the operation (4.3.3) indeed satisﬁes the condition (4.3.2) with
k = 1. In other words, let us prove that for every ε > 0, if |a − a′ | ≤ ε and |b − b′ | ≤ ε,
then |f⊕ (a, b) − f⊕ (a′ , b′ )| ≤ ε.
1.1◦ . It is known (see, e.g., [116, 117, 120]) that the functions min(a, b), max(a, b), and
1 − a satisfy the condition (4.3.2) with k = 1. In particular, this means that if |a − a′ | ≤ ε
and |b − b′ | ≤ ε, then we have
| max(a, b) − max(a′ , b′ )| ≤ ε
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(4.3.4)

and also
|(1 − a) − (1 − a′ )| ≤ ε and |(1 − b) − (1 − b′ )| ≤ ε.

(4.3.5)

1.2◦ . From (4.3.5), by using the property (4.3.2) for the max operation, we conclude that
| max(1 − a, 1 − b) − max(1 − a′ , 1 − b′ )| ≤ ε.

(4.3.6)

1.3◦ . Now, from (4.3.4) and (4.3.6), by using the property (4.3.2) for the min operation,
we conclude that
| min(max(a, b), max(1 − a, 1 − b)) − min(max(a′ , b′ ), max(1 − a′ , 1 − b′ ))| ≤ ε.

(4.3.7)

The statement is proven.
2◦ . Let us now assume that f (a, b) is an exclusive or operation that satisﬁes the condition
(4.3.2) with k = 1. Let us prove that then f (a, b) coincides with the function (4.3.3).
2.1◦ . Let us ﬁrst prove that f (0.5, 0.5) = 0.5.
The proof can be illustrated by the following picture.

t

0.5

t

0.5

By the deﬁnition of the exclusive or operation, we have f (0, 0) = 0 and f (0, 1) = 1. Due
to the property (4.3.2), we have
|f (0, 0) − f (0.5, 0.5)| ≤ max(|0 − 0.5|, |0 − 0.5|) = 0.5
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(4.3.8)

thus,
f (0.5, 0.5) ≤ f (0, 0) + 0.5 = 0 + 0.5 = 0.5.

(4.3.9)

Similarly, due to the property (4.3.2), we have
|f (0, 1) − f (0.5, 0.5)| ≤ max(|0 − 0.5|, |1 − 0.5|) = 0.5

(4.3.10)

f (0.5, 0.5) ≥ f (0, 1) − 0.5 = 1 − 0.5 = 0.5.

(4.3.11)

thus,

From (4.3.9) and (4.3.11), we conclude that f (0.5, 0.5) = 0.5.
2.2◦ . Let us now prove that f (a, a) = a for a ≤ 0.5.
This proof can be illustrated by the following picture.

t

0.5
t

a
t

0.5

a

Due to the property (4.3.2), we have
|f (0, 0) − f (a, a)| ≤ max(|0 − a|, |0 − a|) = a

(4.3.12)

f (a, a) ≤ f (0, 0) + a = 0 + a = a.

(4.3.13)

thus,

Similarly, due to the property (4.3.2), we have
|f (0.5, 0.5) − f (a, a)| ≤ max(|0.5 − a|, |0.5 − a|) = 0.5 − a

(4.3.14)

f (a, a) ≥ f (0.5, 0.5) − (0.5 − a) = 0.5 − (0.5 − a) = a.

(4.3.15)

thus,
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From (4.3.13) and (4.3.15), we conclude that f (a, a) = a.
2.3◦ . Similarly:
• by considering the points (0.5, 0.5) and (1, 1), we conclude that
f (1 − a, 1 − a) = a
for a ≤ 0.5;
0.5 1 − a t
t
t

1−a
0.5

• by considering the points (0.5, 0.5) and (0, 1), we conclude that
f (a, 1 − a) = 1 − a
for a ≤ 0.5;
a 0.5
t
@
@
t
1−a
@
@
@t
0.5

• by considering the points (0.5, 0.5) and (1, 0), we conclude that
f (1 − a, a) = 1 − a
for a ≤ 0.5.
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Summarizing: we have just proved that the formula (4.3.6) holds when b = a and when
b = 1 − a.
2.4◦ . Let us now prove that the formula (4.3.6) holds for arbitrary a and b.
In principle, we can have four cases depending on whether b ≤ a or b ≥ a and on whether
b ≤ 1 − a or b ≥ 1 − a. Without losing generality, let us consider the case where b ≤ a and
b ≤ 1 − a; the other three cases can be proven in a similar way.
The proof for this case can be illustrated by the following picture.
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For this case, we know, from Parts 2.2 and 2.3 of this proof, that f (b, b) = b and f (1−b, b) =
1 − b. Here, b ≤ a ≤ 1 − b. Due to the property (4.3.2), we have
|f (a, b) − f (b, b)| ≤ max(|a − b|, |b − b|) = a − b,

(4.3.16)

f (a, b) ≤ f (b, b) + (a − b) = b + (a − b) = a.

(4.3.17)

thus,
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Similarly, due to the property (4.3.2), we have
|f (a, b) − f (1 − b, b)| ≤ max(|a − (1 − b)|, |b − b|) = (1 − b) − a,

(4.3.18)

f (a, b) ≥ f (1 − b, b) − ((1 − b) − a) = (1 − b) − ((1 − b) − a) = a.

(4.3.19)

thus,

From (4.3.17) and (4.3.19), we conclude that f (a, b) = a.
Similarly:
• for b ≤ a and b ≥ 1 − a, i.e., when 1 − a ≤ b ≤ a, by considering the points (a, 1 − a)
and (a, a), we conclude that f (a, b) = 1 − a;
• for b ≥ a and b ≤ 1 − a, i.e., when a ≤ b ≤ 1 − a, by considering the points (a, a) and
(a, 1 − a), we conclude that f (a, b) = b;
• for b ≥ a and b ≥ 1 − a, i.e., when 1 − b ≤ a ≤ b, by considering the points (1 − b, b)
and (b, b), we conclude that f (a, b) = 1 − b.
In other words, we prove that the formula (4.3.6) holds for all a and b. The theorem is
proven.
Average sensitivity: reminder. As we have mentioned earlier, the fuzzy degrees are
given with some uncertainty. In other words, diﬀerent experts – and even the same expert
at diﬀerent times – would assign somewhat diﬀerent numerical values to the same degree of
certainty. In the main part of the section, we have showed how to select fuzzy operations
c = f (a, b) in such a way that “in the worst case”, the change in a and b would lead to the
smallest possible change in the value c = f (a, b).
Another reasonable possibility is to select fuzzy operations c = f (a, b) in such a way
that “on average”, the change in a and b would lead to the smallest possible change in the
value c = f (a, b).
For each pair of values a and b, it is reasonable to assume that the diﬀerences ∆a and
∆b between the diﬀerent numerical values corresponding to the same degree of certainty
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are independent random variables with 0 mean and small variance σ 2 . Since the diﬀerences
∆a and ∆b are small, we can expand the diﬀerence ∆c = f (a + ∆a, b + ∆b) − f (a, b) in
Taylor series with respect to ∆a and ∆b and keep only linear terms in this expansion:
∆c ≈

∂f
∂f
· ∆a +
· ∆b.
∂a
∂b

(4.3.20)

Since the variance is independent with 0 mean, the mean of ∆c is also 0, and variance of
∆c is equal to

((
σ 2 (a, b) =

∂f
∂a

)2

(
+

∂f
∂b

)2 )
· σ2.

(4.3.21)

This is the variance for given a and b. To get the average variance, it is reasonable to
average this value over all possible values of a and b, i.e., to consider the value
I · σ2,
where
def

∫

a=1

∫

b=1

I =

a=0

b=0

((

∂f
∂a

)2

(
+

∂f
∂b

)2 )
da db.

(4.3.22)

Thus, the average sensitivity is the smallest if, among all possible functions f (a, b) satisfying
the given constraints, we select a function for which the integral I takes the smallest possible
value.
Average sensitivity: known results. [118, 120]
• For negation operations, this approach selects the standard function
f¬ (a) = 1 − a.
• For “and”-operations (t-norms), this approach selects f& (a, b) = a · b.
• For “or”-operations (t-conorms), this approach selects f∨ (a, b) = a + b − a · b.

168

New result: formulation. We consider “exclusive or” operations, i.e., functions f (a, b)
from [0, 1] × [0, 1] to [0, 1] for which f (0, b) = b, f (a, 0) = a, f (1, b) = 1 − b, and f (a, 1) =
1 − a.
Our main result is that among all such operations, the operation which is the least
sensitive on average has the form
f⊕ (a, b) = a + b − 2 · a · b.

(4.3.23)

Comment. This operation can be explained as follows:
• First, we represent the classical (2-valued) “exclusive or” operation a ⊕ b as (a ∨
b)&(¬a ∨ ¬b).
• Then, to get a fuzzy analogue of this operation, we replace p ∨ q with p + q − p · q,
¬p with 1 − p, and p & q with max(p + q − 1, 0).
Indeed, in this case,
a ∨ b = a + b − a · b;
¬a ∨ ¬b = (1 − a) ∨ (1 − b) = (1 − a) + (1 − b) − (1 − a) · (1 − b) =
1 − a + 1 − b − (1 − a − b + a · b) = 1 − a + 1 − b − 1 + a + b − a · b = 1 − a · b,
and thus,
(a ∨ b) + (¬a ∨ ¬b) − 1 = a + b − a · b + 1 − a · b − 1 = a + b − 2 · a · b.
For values a, b ∈ [0, 1], we have a2 ≤ a and b2 ≤ b, hence
(a ∨ b) + (¬a ∨ ¬b) − 1 = a + b − 2 · a · b ≥ a2 + b2 − 2 · a · b = (a − b)2 ≥ 0,
therefore, indeed
(a ∨ b)&(¬a ∨ ¬b) = max((a ∨ b) + (¬a ∨ ¬b) − 1, 0) = (a ∨ b) + (¬a ∨ ¬b) − 1.
This replacement operation sounds arbitrary, but the resulting “exclusive or” operation
is uniquely determined by the sensitivity requirement.
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Proof of the Auxiliary Result. It is known similarly to the fact that the minimum of a
function is always attained at a point where its derivative is 0, the minimum of a functional
is always attained at a function where its variational derivative is equal to 0 (see, e.g., [50];
see also [118, 120]):

def

where f,i =

δL
∂L ∑ ∂
=
−
δf
∂f
∂xi
i

(

∂L
∂fi

)
= 0,

∂f
.
∂xi

∫

Applying this variational equation to the functional I = L da db, with L =
( )2
∂f
, we conclude that
∂b
(
)
(
)
∂f
∂
∂f
∂
2·
−
2·
= 0,
−
∂a
∂a
∂b
∂b

(

∂f
∂a

)2
+

i.e., we arrive at the equation
(
def

where ∇ =

∂f ∂f
,
∂a ∂b

∇2 f = 0,

)

(4.3.24)

and
∇2 f =

∂2f
∂ 2f
+
.
∂a2
∂b2

The equation (4.3.24) is known as the Laplace equation, and it is known (see, e.g., [36])
that a solution to this equation is uniquely determined by the boundary conditions – i.e.,
in our case, by the values on all four parts of the boundary of the square [0, 1] × [0, 1]:
lines segments a = 0, a = 1, b = 0, and b = 1. One can easily show that the above
function f (a, b) = a + b − 2 · a · b satisﬁes the Laplace equation – since both its second
partial derivatives are simply 0s. It is also easy to check that for all four sides, this function
coincides with our initial conditions:
• when a = 0, we get f (a, b) = 0 + b − 2 · 0 · b = b;
• when a = 1, we get f (a, b) = 1 + b − 2 · 1 · b = 1 − b;
• when b = 0, we get f (a, b) = a + 0 − 2 · a · 0 = a;
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• when b = 1, we get f (a, b) = a + 1 − 2 · 1 · a = 1 − a.
Thus, due to the above property of the Laplace equation, the function f (a, b) = a+b−2·a·b
is the only solution to this equation with the given initial condition – therefore, it coincides
with the desired the least sensitive on average “exclusive or” operation (which satisﬁes the
same Laplace equation with the same boundary conditions).
The theorem is proven.

4.4

Selecting the Best Strategy Within A Given Class:
Optimality Naturally Leads to Symmetries

Formulation of the problem. In the previous section, we found the fuzzy logical operations which are the most invariant with respect to changes in degrees of certainty. In the
derivation of these operations, we accepted the symmetry approach, and found the operations generated by this approach. In practice, the optimality criterion is often formulated
in precise terms: e.g., we want to ﬁnd the control which is the most stable or the smoothest.
In this section, we show that such natural optimality criteria also lead to symmetry-based
operations. The corresponding results provide an additional justiﬁcation for the symmetry
approach.
In order to describe our result, we need to describe fuzzy control methodology in detail.
Fuzzy control methodology: a detailed introduction. In the situations where we
do not have the complete knowledge of the plant, we often have the experience of human
operators who successfully control this plant. We would like to make an automated controller that uses their experience. With this goal in mind, an ideal situation is where an
operator can describe his control strategy in precise mathematical terms. However, most
frequently, the operators cannot do that (can you describe how exactly you drive your
car?). Instead, they explain their control in terms of rules formulated in natural language
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(like “if the velocity is high, and the obstacle is close, break immediately”). Fuzzy control
is a methodology that translates these natural-language rules into an automated control
strategy. This methodology was ﬁrst outlined by L. Zadeh [23] and experimentally tested
by E. Mamdani [93] in the framework of fuzzy set theory [156] (hence the name). For many
practical systems, this approach works ﬁne.
Speciﬁcally, the rules that we start with are usually of the following type:
if x1 is Aj1 and x2 is Aj2 and . . . and xn is Ajn , then u is B j
where xi are parameters that characterize the plant, u is the control, and Aji , B j are the
terms of natural language that are used in describing the j-th rule (e.g., “small”, “medium”,
etc).
The value u is an appropriate value of the control if and only if at least one of these
rules is applicable. Therefore, if we use the standard mathematical notations & for “and”,
∨ for “or”, and ≡ for “if and only if”, then the property “u is an appropriate control”
(which we denote by C(u)) can be described by the following informal “formula”:
C(u) ≡ (A11 (x1 ) & A12 (x2 ) & . . . & A1n (xn ) & B 1 (u))∨
(A21 (x1 ) & A22 (x2 ) & . . . & A2n (xn ) & B 2 (u))∨
...
K
K
K
(AK
1 (x1 ) & A2 (x2 ) & . . . & An (xn ) & B (u))

Terms of natural language are described as membership functions. In other words, we
describe Aji (x) as µj,i (x), the degree of belief that a given value x satisﬁes the property Aji .
Similarly, B j (u) is represented as µj (u). Logical connectives & and ∨ are interpreted as
some operations f∨ and f& with degrees of belief (e.g., f∨ = max and f& = min). After these
interpretations, we can form the membership function for control: µC (u) = f∨ (p1 , . . . , pK ),
where
pj = f& (µj,1 (x1 ), µj,2 (x2 ), . . . , µj,n (xn ), µj (u))),
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j = 1, . . . , K.

We need an automated control, so we must end up with a single value ū of the control that
will actually be applied. An operation that transforms a membership function into a single
value is called a defuzziﬁcation. Therefore, to complete the fuzzy control methodology, we
must apply some defuzziﬁcation operator D to the membership function µC (u) and thus
obtain the desired value ū = fC (⃗x) of the control that corresponds to ⃗x = (x1 , . . . , xn ).
Usually, the centroid defuzziﬁcation is used, where
∫
u · µC (u) du
ū = ∫
.
µC (u) du
A simple example: controlling a thermostat. The goal of a thermostat is to keep
a temperature T equal to some ﬁxed value T0 , or, in other words, to keep the diﬀerence
x = T − T0 equal to 0. To achieve this goal, one can control the degree of cooling or
heating. What we actually control is the rate at which the temperature changes, i.e., in
mathematical terms, a derivative Ṫ of temperature with respect to time. So if we apply
the control u, the behavior of the thermostat is determined by the equation Ṫ = u. In
order to automate this control we must design a function u(x) that describes what control
to apply if the temperature diﬀerence x is known.
In many cases, the exact dependency of the temperature on the control is not precisely
known. Instead, we can use our experience, and formulate reasonable control rules:
• If the temperature T is close to T0 , i.e., if the diﬀerence x = T − T0 is negligible, then
no control is needed, i.e., u is also negligible.
• If the room is slightly overheated, i.e., if x is positive and small, we must cool it a
little bit (i.e., u = ẋ must be negative and small).
• If the room is slightly overcooled, then we need to heat the room a little bit. In other
terms, if x is small negative, then u must be small positive.
So, we have the following rules:
• if x is negligible, then u must be negligible;
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• if x is small positive, then u must be small negative;
• if x is small negative, then u must be small positive.
In this case, u is a reasonable control if either:
• the ﬁrst rule is applicable (i.e., x is negligible) and u is negligible; or
• the second rule is applicable (i.e., x is small positive), and u must be small negative;
• or the third rule is applicable (i.e., x is small negative), and u must be small positive.
Summarizing, we can say that u is an appropriate choice for a control if and only if either
x is negligible and u is negligible, or x is small positive and u is small negative, etc. If we
use the denotations C(u) for “u is an appropriate control”, N (x) for “x is negligible”, SP
for “small positive”, and SN for “small negative”, then we arrive at the following informal
“formula”:
C(u) ≡ (N (x)&N (u)) ∨ (SP (x)&SN (u)) ∨ (SN (x)&SP (u)).
If we denote the corresponding membership functions by µN , µSP , and µSN , then the
resulting membership function for control is equal to
µC (u) = f∨ (f& (µN (x), µN (u)), f& (µSP (x), µSN (u)), f& (µSN (x), µSP (u))).
Problem. There exist several versions of fuzzy control methodology. The main diﬀerence
between these versions is in how they translate logical connectives “or” and “and”, i.e., in
other words, what reasoning method a version uses. Which of these versions should we
choose? The goal of this section is to provide an answer to this question.
The contents of this section. The main criterion for choosing a set of reasoning methods is to achieve the best control possible. So, before we start the description of our
problem, it is necessary to explain when a control is good. This is done in this section,
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ﬁrst informally, then formally. Once we know what our objective is, we must describe the
possible choices, i.e., the possible reasoning methods.
We are going to prove several results explaining what choice of a reasoning method leads
to a better control. The proofs are very general. However, for the readers’ convenience, we
explain them on the example of a simple plant. This simple plant serves as a testbed for
diﬀerent versions of fuzzy control.
The formulation of the problem in mathematical terms is now complete. Now, we
formulate the results, and describe the proofs of these results.
What do we expect from an ideal control? In some cases, we have a well-deﬁned
control objective (e.g., minimizing fuel). But in most cases, engineers do not explain
explicitly what exactly they mean by an ideal control. However, they often do not hesitate
to say that one control is better than another one. What do they mean by that? Usually,
they draw a graph that describes how an initial perturbation changes with time, and they
say that a control is good if this perturbation quickly goes down to 0 and then stays there.
In other words, in a typical problem, an ideal control consists of two stages:
• On the ﬁrst stage, the main objective is to make the diﬀerence x = X − X0 between
the actual state X of the plant and its ideal state X0 go to 0 as fast as possible.
• After we have already achieved the objective of the ﬁrst stage, and the diﬀerence is
close to 0, then the second stage starts. On this second stage, the main objective is to
keep this diﬀerence close to 0 at all times. We do not want this diﬀerence to oscillate
wildly, we want the dependency x(t) to be as smooth as possible.
This description enables us to formulate the objectives of each stage in precise mathematical
terms.
First stage of the ideal control: main objective. We have already mentioned in
Section 1 that, for readers’ convenience, we illustrate our ideas on some simple plants. So,
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let us consider the case where the state of the plant is described by a single variable x, and
we control the ﬁrst time derivative ẋ. For this case, we arrive at the following deﬁnition:
Deﬁnition 4.4.1. Let a function u(x) be given; this function is called a control strategy.
• By a trajectory of the plant, we understand the solution of the diﬀerential equation
ẋ = u(x).
• Let’s ﬁx some positive number M (e.g., M = 1000). Assume also that a real number
δ ̸= 0 is given. This number is called an initial perturbation.
• A relaxation time t(δ) for the control u(x) and the initial perturbation δ is deﬁned as
follows:
– we ﬁnd a trajectory x(t) of the plant with the initial condition x(0) = δ, and
– take as t(δ), the ﬁrst moment of time starting from which |x(t)| ≤ |x(0)|/M
(i.e., for which this inequality is true for all t ≥ t(δ)).
Comment. For linear control, i.e., when u(x) = −k · x for some constant k, we have
x(t) = x(0) exp(−k · t) and therefore, the relaxation time t is easily determined by the
equation exp(−k · t) = 1/M , i.e., t = ln(M/k). Thus deﬁned relaxation time does not
depend on δ. So, for control strategies that use linear control on the ﬁrst stage, we can
easily formulate the objective: to minimize relaxation time. The smaller the relaxation
time, the closer our control to the ideal.
In the general case, we would also like to minimize relaxation time. However, in general,
we encounter the following problem: For non-linear control (and fuzzy control is non-linear)
the relaxation time t(δ) depends on δ. If we pick a δ and minimize t(δ), then we get good
relaxation for this particular δ, but possibly at the expense of not-so-ideal behavior for
diﬀerent values of the initial perturbation δ.
How can we solve our problem? The problem that we encountered was due to the fact
that we considered a simpliﬁed control situation, where we start to control a system only
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when it is already out of control. This may be too late. Usually, no matter how smart the
control is, if a perturbation is large enough, the plant will never stabilize. For example,
if the currents that go through an electronic system exceed a certain level, they simply
burn the electronic components. To avoid that, we usually control the plant from the very
beginning, thus preventing the values of x from becoming too large. From this viewpoint,
what matters is how fast we go down for small perturbations, when δ ≈ 0.
What does “small” mean in this deﬁnition? If for some value δ that we initially thought
to be small, we do not get a good relaxation time, then we try to keep the perturbations
below that level. On the other hand, the smaller the interval that we want to keep the
system in, the more complicated and costly this control becomes. So, we would not decrease
the admissible level of perturbations unless we get a really big increase in relaxation time.
In other words, we decrease this level (say, from δ0 to δ1 < δ0 ) only if going from t(δ0 ) to
t(δ1 ) means decreasing the relaxation time. As soon as t(δ1 ) ≈ t(δ0 ) for all δ1 < δ0 , we can
use δ0 as a reasonable upper level for perturbations.
In mathematical terms, this condition means that t(δ0 ) is close to the limit of t(δ) when
δ → 0. So, the smaller this limit, the faster the system relaxes. Therefore, this limit can
be viewed as a reasonable objective for the ﬁrst stage of the control.
Deﬁnition 4.4.2. By a relaxation time T for a control u(x), we mean the limit of t(δ)
for δ → 0.
So, the main objective of the ﬁrst stage of control is to maximize relaxation time.
Lemma 4.4.1. If the control strategy u(x) is a smooth function of x, then the relaxation
time equals to ln M/(−u′ (0)), where u′ denotes the derivative of u.
Comment. So the bigger this derivative, the smaller the relaxation time. Therefore, our
objective can be reformulated as follows: to maximize u′ (0).
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Second stage of the ideal control: main objective. After we have made the diﬀerence x go close to 0, the second stage starts, on which x(t) has to be kept as smooth as
possible. What does smooth mean in mathematical terms? Usually, we say that a trajectory x(t) is smooth at a given moment of time t0 if the value of the time derivative ẋ(t0 ) is
close to 0. We want to say that a trajectory is smooth if ẋ(t) is close to 0 for all t.
In other words, if we are looking for a control that is the smoothest possible, then
we must ﬁnd the control strategy for which ẋ(t) ≈ 0 for all t. There are inﬁnitely many
moments of time, so even if we restrict ourselves to control strategies that depend on ﬁnitely
many parameters, we have inﬁnitely many equations to determine these parameters. In
other words, we have an over-determined system. Such situations are well-known in data
processing, where we often have to ﬁnd parameters p1 , . . . , pn from an over-determined
system fi (p1 , . . . , pn ) ≈ qi , 1 ≤ i ≤ N . A well-known way to handle such situations is to
use the least squares method, i.e., to ﬁnd the values of pj for which the “average” deviation
between fi and qi is the smallest possible. To be more precise, we minimize the sum of the
squares of the deviations, i.e., we are solving the following minimization problem:
N
∑

(fi (p1 , . . . , pn ) − qi )2 → min .
p1 ,...,pn

i=1

In our case, fi = ẋ(t) for diﬀerent moments of time t, and qi = 0. So, least squares method
∑
leads to the criterion (ẋ(t))2 → min. Since there are inﬁnitely many moments of time,
the sum turns into an integral, and the criterion for choosing a control into J(x(t)) → min,
∫
where J(x(t)) = (ẋ(t))2 dt. This value J thus represents a degree to which a given
trajectory x(t) is non-smooth. So, we arrive at the following deﬁnition:
Deﬁnition 4.4.3. Assume that a control strategy x(t) is given, and an initial perturbation
δ is given. By a non-smoothness I(δ) of a resulting trajectory x(t), we understand the value
∫∞
J(x) = 0 (ẋ(t))2 dt.
Foundational comment. The least squares method is not only heuristic, it has several
reasonable justiﬁcations. So, instead of simply borrowing the known methodology from
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data processing (as we did), we can formulate reasonable conditions for a functional J
(that describes non-smoothness), and thus deduce the above-described form of J without
using analogies at all. This is done in [79].
Mathematical comment. What control to choose on the second stage? Similarly to
relaxation time, we get diﬀerent criteria for choosing a control if we use values of nonsmoothness that correspond to diﬀerent δ. And similarly to relaxation time, a reasonable
solution to this problem is to choose a control strategy for which in the limit δ → 0, the
non-smoothness takes the smallest possible value.
Mathematically, this solution is a little bit more diﬃcult to implement than the solution
for the ﬁrst stage: Indeed, the relaxation time t(δ) has a well-deﬁned non-zero limit when
δ → 0, while non-smoothness simply tends to 0. Actually, for linear control, I(δ) tends
to 0 as δ 2 . To overcome this diﬃculty and still get a meaningful limit of non-smoothness,
˜
we divide J(x) (and, correspondingly, I(δ)) by δ 2 and only then, tend this ratio J(x(t))
=
˜
I(δ)
to a limit. This division does not change the relationship between the functional
and smoothness: indeed, if for some δ, a trajectory x1 (t) is smoother than a trajectory
x2 (t) in the sense that J(x1 (t)) < J(x2 (t)), then, after dividing both sides by δ 2 , we get
˜ 1 (t)) < J(x
˜ 2 (t)). So, a trajectory x(t) for which J(x)
˜
J(x
is smaller, is thus smoother.
As a result, we arrive at the following deﬁnition.
Deﬁnition 4.4.4. By a non-smoothness I of a control u(x), we mean the limit of I(δ)/δ 2
for δ → 0.
So, the main objective of the second stage of control is to minimize non-smoothness.
General properties of ∨- and &-operations: commutativity and associativity.
In order to apply fuzzy control methodology, we must assign a truth value (also called
degree of belief, or certainty value) t(A) to every uncertain statement A contained in the
experts’ rules. Then, we must deﬁne ∨- and &-operations f∨ (a, b) and f& (a, b) in such a
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way that for generic statements A and B, t(A ∨ B) is close to f∨ (t(A), t(B)), and t(A&B)
is close to f& (t(A), t(B)). Let us ﬁrst describe properties that are general to both ∨- and
&-operations.
Statements A&B and B&A mean the same. Hence, t(A&B) = t(B&A), and it is
therefore reasonable to expect that f& (t(A), t(B)) = f& (t(B), t(A)) for all A and B. In
other words, it is reasonable to demand that f& (a, b) = f& (b, a) for all a and b, i.e., that f&
is a commutative operation. Similarly, it is reasonable to demand that f∨ is a commutative
operation.
Statements (A&B)&C and A&(B&C) also mean the same thing: that all three statements A, B, and C are true. Therefore, it is reasonable to demand that the corresponding
approximations f& (f& (t(A), t(B)), t(C)) and f& (t(A), f& (t(B), t(C)) coincide. In mathematical terms, it means that an &-operation must be associative. Similarly, it is reasonable
to demand that an ∨-operation is associative. To make our exposition complete, let us give
a precise mathematical deﬁnition.
Deﬁnition 4.4.5. A function f : [0, 1] × [0, 1] → [0, 1] is called commutative if f (a, b) =
f (b, a) for all a and b. It is called associative if f (f (a, b), c) = f (a, f (b, c)) for all a, b, c.
Comment. If a function f is commutative and associative, then the result of applying f
to several values a, b, . . . , c does not depend on their order. So, we can use a simpliﬁed
notation f (a, b, . . . , c) for f (a, f (b, . . . c) . . .)).
What are the possible ∨-operations? One of the most frequently used methods of
assigning a certainty value t(A) to a statement A is as follows (see, e.g., [14, 15]; [33],
IV.1.d; [69]): we take several (N ) experts, and ask each of them whether he believes that a
given statement A is true (for example, whether he believes that 0.3 is negligible). If N (A)
of them answer “yes”, we take the ratio t(A) = N (A)/N as a desired certainty value. In
other words, we take t(A) = |S(A)|/N , where S(A) is the set of all experts (out of the
given N ) who believe that A is true, and |S| denotes the number of elements in a given set
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S. Here, S(A ∨ B) = S(A) ∪ S(B), hence,
N (A ∨ B) = |S(A ∪ B)| ≤ |S(A)| + |S(B)| = N (A) + N (B).
If we divide both sides of this inequality by N , we can conclude that t(A∨B) ≤ t(A)+t(B).
Also, since N (A) ≤ N , we get t(A) ≤ 1, hence, t(A ∨ B) ≤ min(t(A) + t(B), 1).
On the other hand, since S(A) ⊆ S(A) ∪ S(B), we have |S(A)| ≤ |S(A ∨ B)| and hence,
t(A) ≤ t(A ∨ B). Similarly, t(B) ≤ t(A ∨ B). From these two inequalities, we can deduce
that max(t(A), t(B)) ≤ t(A ∨ B). So, we arrive at the following deﬁnition:
Deﬁnition 4.4.6. By an ∨-operation, we understand a commutative and associative function f∨ : [0, 1] × [0, 1] → [0, 1] for which max(a, b) ≤ f∨ (a, b) ≤ min(a + b, 1) for all a and
b.
Comment. Another possibility to estimate t(A) is to interview a single expert and express
his degree of conﬁdence in terms of the so-called subjective probabilities [142]. For this
method, similar inequalities can be extracted from the known properties of (subjective)
probabilities.
What are the possible &-operations? Similarly to ∨, we can conclude that
S(A&B) = S(A) ∩ S(B), so N (A&B) ≤ N (A), N (A&B) ≤ N (B), hence N (A&B) ≤
min(N (A), N (B)) and t(A&B) ≤ min(t(A), t(B)).
On the other hand, a person does not believe in A&B iﬀ either he does not believe
in A, or he does not believe in B. Therefore, the number N (¬(A&B)) of experts who do
not believe in A&B cannot exceed the sum N (¬A) + N (¬B). The number N (¬(A&B))
of experts who do not believe in A&B is equal to N − N (A&B), and similarly, N (¬A) =
N − N (A) and N (¬B) = N − N (B). Therefore, the above-mentioned inequality turns into
N − N (A&B) ≤ N − N (A) + N − N (B),
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which leads to N (A&B) ≥ N (A) + N (B) − N and hence, to t(A&B) ≥ t(A) + t(B) − 1.
Since t(A&B) ≥ 0, we have
t(A&B) ≥ max(0, t(A) + t(B) − 1).
So, we arrive at the following deﬁnition:
Deﬁnition 4.4.7. By an &-operation, we understand a commutative and associative
function f& : [0, 1] × [0, 1] → [0, 1] for which max(0, a + b − 1) ≤ f& (a, b) ≤ min(a, b)
for all a and b.
Comment. The same formulas hold if we determine t(A) as a subjective probability.
Problems with &-operations. The deﬁnition that we came up with for an ∨-operation
was OK, but with &-operations, we have a problem: in some situations, an &-operation
can be unusable for fuzzy control. For example, if f& (a, b) = 0 for some a > 0, b > 0, then
for some x, ẋ, . . . the resulting membership function for a control µC (u) can be identically
0, and there is no way to extract a value of the control ū from such a function. For such
situations, it is necessary to further restrict the class of possible &-operations.
In the following subsection, we describe how this problems can be solved.
Solution to the problem: correlated &-operations. We have already mentioned that
to solve the ﬁrst problem (that µC (u) is identically 0 and hence, no fuzzy control is deﬁned),
we must restrict the class of possible &-operations. The forthcoming restriction is based
on the following idea. If belief in A and belief in B were independent events (in the usual
statistical sense of the word “independent”), then we would have t(A&B) = t(A) · t(B).
In real life, beliefs are not independent. Indeed, if an expert has strong beliefs in several
statements that later turn out to be true, then this means that he is really a good expert.
Therefore, it is reasonable to expect that his degree of belief in other statements that are
actually true is bigger than the degree of belief of an average expert. If A and B are
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statements with t(A) > 1/2 and t(B) > 1/2, i.e., such that the majority of experts believe
in A and in B, this means that there is a huge possibility that both A and B are actually
true. A reasonable portion of the experts are good experts, i.e., experts whose predictions
are almost often true. All of these good experts believe in A and in B and therefore, all of
them believe in A&B.
Let us give an (idealized) numerical example of this phenomenon. Suppose that, say,
60% of experts are good, and t(A) = t(B) = 0.7. This means that at least some of these
good experts believe in A, and some believe in B. Since we assumed that the beliefs of
good experts usually come out right, it means that A and B are actually true. Therefore,
because of the same assumption about good experts, all good experts believe in A, and all
good experts believe in B. Therefore, all of them believe in A&B. Hence,
t(A&B) ≥ 0.6 > t(A) · t(B) = 0.49.
In general, we have a mechanism that insures that there is, in statistical terms, a
positive correlation between beliefs in A and B. In mathematical terms, the total number
N (A&B) of experts who believe in A&B must be larger than the number Nind (A&B) =
N t(A)t(B) = N (N (A)/N )(N (B)/N ) that corresponds to the case where beliefs in A and B
are uncorrelated random events. So we come to a conclusion that the following inequality
sounds reasonable: t(A&B) ≥ t(A) · t(B). So, we arrive at the following deﬁnition:
Deﬁnition 4.4.8. An &-operation is called correlated if f& (a, b) ≥ a · b for all a, b.
Comment. In this case, we are guaranteed that if a > 0 and b > 0, then f& (a, b) > 0, i.e.,
we do avoid the problem in question.
Let’s describe a simpliﬁed plant, on which diﬀerent reasoning methods are
tested. We consider the simplest case where the state of the plant is described by a
single variable x, and we control the ﬁrst time derivative ẋ. To complete our description of
the control problem, we must also describe:
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• the experts’ rules,
• the corresponding membership functions, and
• defuzziﬁcation.
Membership functions. For simplicity, we consider the simplest (and most frequently
used; see, e.g., [80, 81, 82]) membership functions, namely, triangular ones (as we can
see from our proof, the result does not change if we use any other type of membership
functions).
Deﬁnition 4.4.9. By a triangular membership function with a midpoint a and endpoints
a − ∆1 and a + ∆2 we mean the following function µ(x):
• µ(x) = 0 if x < a − ∆1 or x > a + ∆2 ;
• µ(x) = (x − (a − ∆1 ))/∆1 if a − ∆1 ≤ x ≤ a;
• µ(x) = 1 − (x − a)/∆2 if a ≤ x ≤ a + ∆2 .
Rules. Fuzzy control can be viewed as a kind of extrapolation. In reality there exists
some control u(x, . . .) that an expert actually applies. However, he cannot precisely explain,
what function u he uses. So we ask him lots of questions, extract several rules, and form a
fuzzy control from these rules.
We restrict ourselves to the functions u(x) that satisfy the following properties:
Deﬁnition 4.4.10. By an actual control function (or control function, for short), we
mean a function u(x) that satisﬁes the following three properties:
• u(0) = 0;
• u(x) is monotonically decreasing for all x;
• u(x) is smooth (diﬀerentiable).
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Comment. These restrictions are prompted by common sense:
• If x = 0, this means that we are already in the desired state, and there is no need for
any control, i.e., u(0) = 0.
• The more we deviate from the desired state x = 0, the faster we need to move back
if we want the plant to be controllable. So, u is monotonically decreasing.
• We want the control to be smooth (at least on the second stage), so the function u(x)
that describes an expert’s control, must be smooth.
Let’s now describe the resulting rules formally.
Deﬁnition 4.4.11. Let’s ﬁx some ∆ > 0. For every integer j, by Nj , we denote a
triangular membership function with a midpoint j ·∆ and endpoints (j −1)·∆ and (j +1)·∆.
• We call the corresponding fuzzy property N0 negligible (N for short), N1 small positive
or SP , and N−1 small negative, or SN .
• Assume that a monotonically non-increasing function u(x) is given, and that u(0) = 0.
By rules generated by u(x), we mean the set of following rules: “if Nj (x), then Mj (u)”
for all u, where Mj is a triangular membership function with a midpoint u(j · ∆) and
endpoints u((j − 1) · ∆) and u((j + 1) · ∆).
In particular, if we start with a linear control u = −k · x (and linear control is the
one that is most frequently used, see. e.g., [26]), then Mj resembles N−j with the only
diﬀerence being that instead of ∆, we use k∆. So, we can reformulate the corresponding
rules as follows: if x is negligible, then u must be negligible; if x is small positive, then u
must be small negative, etc. Here, we use ∆ when we talk about x, and we use k∆ when
we talk about u.
How to choose ∆? We have two phenomena to take into consideration:
• On one hand, the smaller ∆, the better the resulting rules represent the original
expert’s control. From this viewpoint, the smaller ∆, the better.
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• On the the other hand, the smaller ∆, the more rules we have and therefore, the more
running time our control algorithm requires. So, we must not take ∆ too small.
As a result, the following is the natural way to choose ∆:
• choose some reasonable value of ∆;
• if the resulting control is not good enough, decrease ∆;
• repeat this procedure until the further decrease does not lead to any improvement in
the control quality.
So, the quality (i.e., relaxation time or non-smoothness) of the rule-based control for the
chosen ∆ is close to the limit value of this quality when ∆ → 0. Therefore, when choosing
the best reasoning method, we must consider this limit quality as a choosing criterion.
Let’s formulate the relevant deﬁnitions.
Deﬁnition 4.4.12. Assume that the following are given:
• an actual control function u(x);
• a defuzziﬁcation procedure.
For a given ∆ > 0, by a ∆-relaxation time, we mean the relaxation time of a control
strategy that is generated by an actual control function u(x) for this ∆. By a relaxation
time, corresponding to an actual control function u(x), we mean the limit of ∆-relaxation
times when ∆ → 0.
Deﬁnition 4.4.13. Assume that the following are given:
• an actual control function u(x);
• a defuzziﬁcation procedure.
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For a given ∆ > 0, by a ∆-non-smoothness, we mean the non-smoothness of a control strategy that is generated by an actual control function u(x) for this ∆. By a non-smoothness,
corresponding to an actual control function u(x), we mean the limit of ∆-non-smoothness
when ∆ → 0.
Defuzziﬁcation. For simplicity of analysis, we only use centroid defuzziﬁcation.
The formulation of the problem in mathematical terms is now complete. Now, we are ready
to describe the main results of this section.
First stage: minimizing relaxation time (i.e., maximizing stability). Let us ﬁrst
describe the result corresponding to the ﬁrst stage, where we minimize relaxation time.
Theorem 4.4.1. Assume that an actual control function u(x) is given. Then, among all
possible ∨- and &-operations, the smallest relaxation time, corresponding to u(x), occurs
when we use f∨ (a, b) = min(a + b, 1) and f& (a, b) = min(a, b).
Second stage: minimizing non-smoothness (i.e., maximizing smoothness). We
have already mentioned that since we are using an &-operation for which f& (a, b) = 0
for some a, b > 0, we may end up with a situation where the resulting function µC (u)
is identically 0 and therefore, fuzzy control methodology is not applicable. For such a
situation, we must restrict ourselves to correlated &-operations. For these operations, we
get the following result:
Theorem 4.4.2. Assume that an actual control function u(x) is given. Then among all
possible ∨-operations and all possible correlated &-operations, the smallest non-smoothness,
corresponding to u(x), occurs when we use f∨ (a, b) = max(a, b) and f& (a, b) = a · b.
General comment. These results are in good accordance with the general optimization
results for fuzzy control described in [79]. We show that the optimal pairs of operations
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described in Theorem 4.4.1 and Theorem 4.4.2 are example of so-called tropical (idempotent)
algebras. Thus, the use of these algebras is indeed a way to optimize fuzzy control.
What are tropical algebras and what are idempotent algebras? In arithmetic, we
have two basic operations: addition and multiplication. There are numerous generalizations
of these two operations to objects which are more general than numbers: e.g., we can deﬁne
the sum and (cross) product of two 3D vectors, sum and product of complex numbers,
sum and products of matrices, etc. Many results and algorithms originally developed for
operations with real numbers have been successfully extended (sometimes, with appropriate
modiﬁcations) to such more general objects.
It turns out that many of these results can be also extended to the case where one
of the operations ⊕ is idempotent, i.e., where a ⊕ a = a for all a. Structures with two
related operations one of which is idempotent and another one has the usual properties of
addition or multiplication (such as associativity) are called idempotent algebras; see, e.g.,
[71, 88, 89].
The most widely used example of an idempotent algebra is a tropical algebra, i.e., an
algebra which is isomorphic to a max-plus algebra with operations a ⊗ b = a + b and
a ⊕ b = max(a, b). In precise terms, the set with two operation f1 (a, b) and f2 (a, b) is
isomorphic to a max-plus algebra if there is a 1-1 mapping m(x) for which f1 (a, b) get
transformed into the sum and f2 (a, b) gets transformed into the maximum, in the sense
that m(f1 (a, b)) = m(a) + m(b) and m(f2 (a, b)) = max(m(a), m(b)).
Both optimal pairs of &- and ∨-operations form tropical algebras. Let us show
that – at least until we reach the value 1 – both pairs of optimal &- and ∨-operations form
tropical algebras, i.e., are isomorphic to the max-plus algebra.
Let us start with operations that maximize stability: f∨ (a, b) = min(a + b, 1) and
f& (a, b) = min(a, b). Until we reach the value 1, we get f∨ (a, b) = a + b and f& (a, b) =
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min(a, b). Let us show that the mapping m(x) = −x is the desired isomorphism. Indeed,
m(f∨ (a, b)) = −(a + b) = (−a) + (−b) = m(a) + m(b).
Similarly, since the function m(x) = −x is decreasing, it attains its largest value when x is
the smallest, in particular, max(−a, −b) = − min(a, b). Thus, we have
m(f& (a, b)) = − min(a, b) = max(−a, −b) = max(m(a), m(b)).
So, our two operations are indeed isomorphic to plus and max.
Let us now show that the operations f∨ (a, b) = max(a, b) and f& (a, b) = a · b that
maximize smoothness are also isomorphic to the max-plus algebra. Indeed, in this case, we
can take m(x) = ln(x). Logarithm is an increasing function, so it attains its largest value
when x is the largest, in particular, max(ln(a), ln(b)) = ln(max(a, b)). Thus, we have
m(f∨ (a, b)) = ln(max(a, b)) = max(ln(a), ln(b)) = max(m(a), m(b)).
On the other hand, ln(a · b) = ln(a) + ln(b)) hence
m(f& (a, b)) = ln(a · b) = ln(a) + ln(b) = m(a) + m(b).
The isomorphism is proven.
Proof of Lemma 4.4.1 is simple, because for small δ the control is approximately linear:
u(x) ≈ u′ (0) · x.
Proof of Theorem 4.4.1. Let us ﬁrst consider the case where u(x) is a linear function
i.e., where u(x) = −k · x. In this case, instead of directly proving the statement of Theorem
4.4.1 (that the limit of ∆-relaxation times is the biggest for the chosen reasoning method),
we prove that for every ∆, ∆-relaxation time is the largest for this very pair of ∨- and &operations. The statement itself can then be easily obtained by turning to a limit ∆ → 0.
So, let us consider the case where u(x) = −k · x for some k > 0. In view of Lemma
4.4.1, we must compute the derivative ū′ (0) = limx→0 (ū(x) − ū(0))/x), where ū(x) is the
control strategy into which the described fuzzy control methodology translates our rules.
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It is easy to show that ū(0) = 0. Hence, ū′ (0) = lim ū(x)/x. So, to ﬁnd the desired
derivative, we must estimate ū(x) for small x. To get the limit, it is suﬃcient to consider
only negative values x → 0. Therefore, for simplicity of considerations, let us restrict
ourselves to small negative values x (we could as well restrict ourselves to positive x, but
we have chosen negative ones because for them the control is positive and therefore, slightly
easier to handle).
In particular, we can always take all these x from an interval [−∆/2, 0]. For such x,
only two of the membership functions Nj are diﬀerent from 0: N (x) = N0 (x) = 1 − |x|/∆
and SN (x) = N−1 (x) = |x|/∆. Therefore, only two rules are ﬁred for such x, namely, those
that correspond to N (u) and SP (u).
We have assumed the centroid defuzziﬁcation rule, according to which ū(x) = n(x)/d(x),
∫
where the numerator n(x) = u · µC (u) du and the denominator is equal to d(x) =
∫
µC (u) du. When x = 0, the only rule that is applicable is N0 (x) → N0 (u). Therefore, for this x, the above-given general expression for µC (u) turns into µC (x) = µN (u)
Indeed, from our deﬁnitions of &- and ∨-operations, we can deduce the following formulas:
• f& (a, 0) = 0 for an arbitrary a, so the rule whose condition is not satisﬁed leads to 0,
and
• f∨ (a, 0) = 0 for all a, so the rule that leads to 0, does not inﬂuence µC (u).
Therefore, for x = 0, the denominator d(0) equals

∫

µN (u) du = k · ∆ (this is the area of

the triangle that is the graph of the membership function).
So, when x → 0, then d(x) → d(0) = k · ∆. Therefore, we can simplify the expression
for the desired value ū′ (0):
u(x)
= lim
ū (0) = lim
x
′

(

n(x)
d(x)

)
/x = (k · ∆)−1 lim

n(x)
.
x

Since k∆ is a constant that does not depend on the choice of a reasoning method (i.e., of
∨- and &-operations), the biggest value of ū′ (0) (and hence, the smallest relaxation time)
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is attained when the limit lim(n(x)/x) takes the smallest possible value. So, from now on,
let’s estimate this limit.
For small negative x, as we have already mentioned, only two rules are ﬁred: N (x) →
N (u) and SN (x) → SP (u). Therefore, the membership function for control takes the
following form: µC (u) = f∨ (p1 (u), p2 (u)), where p1 (u) = f& (µN (x), µN (u)) and p2 (u) =
f& (µSN (x), µSP (u)). The function µSP (u) is diﬀerent from 0 only for u > 0. Therefore, for
u < 0, we have p2 (u) = 0 and hence, µC (u) = p1 (u).
We are looking for the reasoning method, for which lim(n(x)/x) takes the largest pos∫
sible value, where n(x) = µC (u) du. Let’s ﬁx an arbitrary &-operation f& and consider
diﬀerent functions f∨ . If we use two diﬀerent ∨-operations f∨ (a, b) and g∨ (a, b) for which
f∨ (a, b) ≤ g∨ (a, b) for all a, b, then, when we switch from f∨ to g∨ , the values of µC (u) for
u < 0 are unaﬀected, but the values for u > 0 increase. Therefore, the total value of the
∫
numerator integral n(x) = µC (u) du increases after this change. So, if we change f∨ to
a maximum possible function min(a + b, 1), we increase this integral. Therefore, we arrive
at a new pair of functions, for which the new value of ū is not smaller for small x, and,
therefore, the derivative of ū in 0 is not smaller.
Therefore, when looking for the best reasoning methods, it is suﬃcient to consider
only the pairs of ∨- and &-operations in which f∨ (a, b) = min(a + b, 1). In this case, we
have µC (x) = p1 (u) + p2 (u) − pab (u), where pab (u) is diﬀerent from 0 only for u ≈ 0,
and corresponds to the values u for which we use the 1 part of the min(a + b, 1) formula.
Therefore, n(x) can be represented as the sum of the three integrals: n(x) = n1 + n2 − nab ,
∫
∫
∫
where n1 = u · p1 (u) du, n2 = u · p2 (u) du, and nab = u · pab (u) du. Let’s analyze these
three components one by one.
• The function p1 (u) is even (because µN (u) is even). It is well known that for an
∫
arbitrary even function f , the integral u · f (u) du equals 0. Therefore, n1 = 0. So,
this component does not inﬂuence the limit lim(n(x)/x) (and therefore, does inﬂuence
the relaxation time).
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• The diﬀerence pab (u) is of size u, which, in its turn, is of size x (pab (u) ∼ u ∼ x),
and it is diﬀerent from 0 on the area surrounding u = 0 that is also of size ∼ x.
Therefore, the corresponding integral nab is of order x3 . Therefore, when x → 0, we
have nab /x ∼ x2 → 0. This means that this component does not inﬂuence the limit
lim(n(x)/x) either.
As a result, the desired limit is completely determined by the second component p2 (u), i.e.,
n(x)
n2 (x)
n2 (x)
lim
= lim
. Therefore, the relaxation time is the smallest when lim
takes
x
x
x
the biggest possible value. Now,
∫
n2 = u · p2 (u) du,
where p2 (u) = f& (µSN (x), µSP (u)). The membership function µSP (u) is diﬀerent from 0
only for positive u. Therefore, the function p2 (u) is diﬀerent from 0 only for positive u.
So, the bigger f& , the bigger n2 . Therefore, the maximum is attained when f& attains its
maximal possible value, i.e., the value min(a, b). For linear actual control functions, the
statement of the theorem is thus proven.
The general case follows from the fact that the relaxation time is uniquely determined
by the behavior of a system near x = 0. The smaller ∆ we take, the closer u(x) to a linear
function on an interval [−∆, ∆] that determines the derivative of ū(x), and, therefore, the
closer the corresponding relaxation time to a relaxation time of a system that originated
from the linear control. Since for each of these approximating systems, the resulting relaxation time is the smallest for a given pair of ∨- and &-operations, the same inequality is
true for the original system that these linear systems approximate. Q.E.D.
Proof of Theorem 4.4.2. For a linear system u(x) = −k·x, we have x(t) = δ·exp(−k·t),
∫∞
so ẋ(t) = −k · δ · exp(−k · t), and the non-smoothness functional equals I(δ) = δ 2 · 0 k 2 ·
exp(−2k · t) dt = (k/2) · δ 2 . Therefore, I = k/2. For non-linear systems with a smooth
control u(x) we can similarly prove that I = −(1/2) · u′ (0). Therefore, the problem of
choosing a control with the smallest value of non-smoothness is equivalent to the problem
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of ﬁnding a control with the smallest value of k = |u′ (0)|. This problem is directly opposite
to the problem that we solved in Theorem 4.4.1, where our main goal was to maximize k.
Similar arguments show that the smallest value of k is attained when we take the
smallest possible function for ∨ and the smallest possible operation for &. Q.E.D.
Comment. We have proved our results only for the simpliﬁed plant. However, as one can
easily see from the proof, we did not use much of the details about this plant. What we
mainly used was the inequalities between diﬀerent &- and ∨-operations. In particular, our
proofs do not use the triangular form of the membership function, they use only the fact
that the membership functions are located on the intervals [a − ∆, a + ∆].
Therefore, a similar proof can be applied in a much more general context. We did not
formulate our results in this more general context because we did not want to cloud our
results with lots of inevitable technical details.

4.5

How to Combine Diﬀerent Fuzzy Estimates: A
New Justiﬁcation for Weighted Average Aggregation in Fuzzy Techniques

In many practical situations, we need to decide whether to accept or to continue
improving. In many practical situations, we want to have a good solution, so we start
with some solution and keep improving it until we decide that this solution is good enough.
For example, this is how software is designed: we design the ﬁrst version, test it, if the
results are satisfactory, we release it, otherwise, if this version still has too many bugs, we
continue improving it. Similarly, when a legislature works on a law (e.g., on an annual
state budget), it starts with some draft version. If the majority of the legislators believe
that this budget is good enough, the budget is approved, otherwise, the members of the
legislature continue working on it until the majority is satisﬁed. Yet another example is
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home remodeling: the owners hire a company, the company produces a remodeling plan.
If the owners are satisﬁed with this plan, the remodeling starts, if not, the remodeling
company makes changes and adjustments until the owners are satisﬁed.
In many such situations, we only have fuzzy evaluations of the solution’s quality.
In some cases, the requirements are precisely formulated. For example, for software whose
objective is to control critical systems such as nuclear power plants or airplanes, we usually
have very precise speciﬁcations, and we do not release the software until we are 100% sure
that the software satisﬁes all these speciﬁcations.
However, in most other situations, the degree of satisfaction is determined subjectively.
Usually, there are several criteria that we want the solution to satisfy. For example, the
budget must not contain too many cuts in important services, not contain drastic tax
increases, be fair to diﬀerent parts of the population and to diﬀerent geographic areas. In
many situations, these criteria are not precise, so the only way to decide to what extent
each of these criteria is satisﬁed it to ask experts.
It is natural to describe the experts’ degree of satisfaction in each criterion by a real
number from the interval [0, 1] so that 0 means no satisfaction at all, 1 means perfect
satisfaction, and intermediate values mean partial satisfaction. This is exactly what fuzzy
techniques start with.
Many methods are known to elicit the corresponding values from the experts; see, e.g.,
[70]. For example, if each expert is absolutely conﬁdent about whether the given solution
satisﬁes the given criterion or not, we can take, as degree of satisfaction, the proportion
of experts who considers this solution satisfactory. For example, if 60% of the experts
considers the given aspect of the solution to be satisfactory, then we say that the expert’s
degree of satisfaction is 0.6. This is how decisions are usually made in legislatures.
In many practical situations, however, experts are not that conﬁdent; each expert,
instead of claiming that the solution is absolutely satisfactory or absolutely unsatisfactory,
feels much more comfortable marking his or her degree of satisfaction on a scale – e.g.,
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on a scale from 0 to 5. This is, e.g., how in the US universities, students evaluate their
professors. If a student marks 4 on a scale from 0 to 5 as an answer to the question “Is a
professor well organized?”, then we can say that the student’s degree of satisfaction with
the professor’s organization of the class is 4/5 = 0.8. The degrees corresponding to several
students are then averaged to form the class evaluation. Similarly, in general, the experts’
estimates are averaged.
Formulation of the problem. Let us assume that we have several (n) criteria. For a
given solution, for each of these criteria, we ask the experts and get a degree ai to which
– according to the experts — this particular criterion is satisﬁed. We need to deﬁne a
criterion that enables us, based on these n numbers a1 , . . . , an ∈ [0, 1], to decide whether
solution as a whole is satisfactory to us.
In this section, we show that a natural logical symmetry – between true and false values
– leads to a reasonable way of combining such expert decisions.
Comment. This result ﬁrst appeared in [101].
Towards a formal description of the problem. In order to ﬁnd a reasonable solution
to this problem, let us formulate this problem in precise terms.
We need to divide the unit cube [0, 1]n – the set of all possible values of the tuple
a = (a1 , . . . , an ) – into two complimentary sets: the set S of all the tuples for which the
solution is accepted as satisfactory, and the set U of all the tuples for which the solution is
rejected as unsatisfactory.
Natural requirements. Let us assume that we have two groups of experts whose tuples
are a and b, and that, according to both tuples, we conclude that the solution is satisfactory,
i.e., that a ∈ S and b ∈ S. It is then reasonable to require that if we simply place these
two groups of experts together, we can still get a satisfactory decision.
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Similarly, it is reasonable to conclude that if two groups decide that the solution is
unsatisfactory, then by combining their estimates, we should still be able to conclude that
the solution is unsatisfactory.
According to our description, when we have two groups of experts consisting of na
and nb folks, then, to form a joint tuple, we combine the original tuples with the weights
proportional to these numbers, i.e., we consider the tuple
c=

na
nb
·a+
· b.
na + nb
na + nb

Thus, we conclude that if a, b ∈ S and r ∈ [0, 1] is a rational number, then r·a+(1−r)·b ∈ S.
It is also reasonable to require that if, instead of simply averaging, we use arbitrary
weights to take into account that some experts are more credible, we should also be able
to conclude that the combined group of experts should lead to a satisfactory decision. In
other words, we conclude that if a, b ∈ S and r is an arbitrary number from the interval
[0, 1] is a rational number, then we should have r · a + (1 − r) · b ∈ S. In mathematical
terms, this means that the set S is convex.
Similarly, if a, b ∈ U and r ∈ [0, 1], then r · a + (1 − r) · b ∈ U . Thus, the complement
U to the set S should be convex.
Analysis of the requirement. Two disjoint convex sets can always be separated by
a half-plane; see, e.g., [138]. In this case, all the satisfactory tuples are on one side, all
unsatisfactory points are on the other side. A general hyper-plane can be described by
∑
∑
linear equations
wi · xi = t, so all the S-points correspond to
wi · xi ≥ t and all the U
∑
points to
wi · xi ≤ t,
Conclusion. We have shown that reasonable conditions on decision making indeed leads
to the weighted average.
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Chapter 5
Possible Ideas for Future Work
In this dissertation, on numerous examples, we showed that symmetries can help with
algorithmic aspects of analysis, prediction, and control in science and engineering. The
breadth and depth of these examples show that symmetry-based approach is indeed very
promising.
However, to make this approach more widely used, additional work is needed. Indeed, in
each of our examples, the main challenge is ﬁnding the relevant symmetries. As of now, we
have found these symmetries on a case-by-case basis, by consulting with the corresponding
experts. It would be great to generalize our experience – and experience of other researchers
who used symmetry approach – and develop a general methodology of ﬁnding the relevant
symmetries. Such a general methodology would help scientists and engineers to apply the
promising symmetry-based approach to important new practical problems.
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