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Traditional paradigms for imaging rely on the use of spatial structure either in the detector
(pixels arrays) or in the illumination (patterned light). Removal of spatial structure in the detector
or illumination, i.e. imaging with just a single-point sensor, would require solving a very strongly ill-
posed inverse retrieval problem that to date has not been solved. Here we demonstrate a data-driven
approach in which full 3D information is obtained with just a single-point, single-photon avalanche
diode that records the arrival time of photons reflected from a scene that is illuminated with short
pulses of light. Imaging with single-point time-of-flight (temporal) data opens new routes in terms
of speed, size, and functionality. As an example, we show how the training based on an optical
time-of-flight camera enables a compact radio-frequency impulse RADAR transceiver to provide 3D
images.
I. INTRODUCTION
The most common approach to image formation is ob-
vious and intuitive: a light source illuminates the scene
and the back-reflected light imaged with lenses onto a
detector array (a camera). A second paradigm, single-
pixel imaging, relies instead on the use of a single pixel
for light detection, while the structure is placed in the il-
lumination by spatially scanning the scene in some form
[1–6]. Three-dimensional (3D) imaging can be obtained
with these approaches gathering depth information via
stereovision, holographic or time-of-flight techniques [7–
10]. In time-of-flight approaches the depth information is
estimated by measuring the time needed by light to travel
from the scene to the sensor [11]. Many recent imaging
approaches, ranging from sparse-photon imaging [12–14]
to non-line-of-sight imaging [15–20], also rely on compu-
tational techniques for enhancing imaging capabilities.
Among the various possible computational imaging algo-
rithms [21], machine learning [22] and in particular deep
learning [23], provides a statistical or data-driven model
for enhanced image retrieval [24]. State-of-the-art deep
learning techniques have been applied in computational
imaging problems such as 3D microscopy [25, 26], super-
resolution imaging [27, 28], phase recovery [29, 30], lens-
less imaging [31, 32] and imaging through complex media
[33–38].
All these imaging approaches use either a detector ar-
ray or scanning/structured illumination to retrieve the
transverse spatial information from the scene. This re-
quirement is clear if we consider the inverse problem that
needs to be solved if data is collected only from a single
point, non-scanning detector, and with no structure in
the illumination: there are infinite possible scenes that
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could give the same measurement on the single point sen-
sor thus rendering the inverse problem very strongly ill-
posed.
Here, we introduce a new paradigm for spatial imaging
based on single-point, time-resolving detectors. In our
approach, the scene is flood-illuminated with a pulsed
laser and the return light is focused and collected with
a single-point single-photon avalanche diode (SPAD) de-
tector, which records only the arrival time of the return
photons from the whole scene in the form of a temporal
histogram. During the measurement no spatial structure
is imprinted at any stage either on the detector or the
illumination source. Then, an artificial neural network
(ANN) reconstructs the 3D scene from a single tempo-
ral histogram. We demonstrate 3D imaging of different
objects, including humans, with a resolution sufficient
to capture scene details and up to a depth of 4 m. We
prove that using the background of the scenes is a key
element to detect, identify and image moving objects
and we exploit it for our application. Our approach is
a conceptual change with respect to the common mecha-
nisms for image formation, as spatial images are obtained
from a single temporal histogram. This result lends it-
self to cross-modality imaging whereby training based on
ground truth from an optical system can be applied to
data from a completely different platform. As an exam-
ple, we show that a single radio-frequency (RF) impulse
RADAR transducer together with our ML algorithm is
enough to retrieve 3D images.
II. SINGLE-POINT 3D IMAGING APPROACH
Previous work has shown that, in addition to the
object-sensor distance, the 3D profile of objects manifests
through a particular temporal footprint that makes them
classifiable even in cluttered environments [39]. Here we
extend this concept to full imaging using only photon
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2arrival-time from the scene. It is simple to construct
a forward model where all points in the scene that are
at some distance, ri = (xi, yi, zi), from the detector
provide a related photon arrival time, ti = c
−1|ri| =
c−1
√
x2i + y
2
i + z
2
i (where c is the speed of light). By
recording the number of photons arriving at different
times t, we can build up a temporal histogram that con-
tains information about the scene in 3D.
However, solving the inverse problem is a much harder
task. Indeed, obtaining the 3D coordinates ri of objects
the reflected photons from which contribute to a 1D tem-
poral histogram (i.e. containing no spatial information
in any form), is an extremely ill-posed problem. This
data problem becomes even harder to solve when one
realises that photons reflected from objects at coordi-
nates placed within a spherical dome represented by the
equation (cti)
2 = x2 + y2 + z2 have the exact same ar-
rival time ti at the detector and, as a consequence, they
will contribute with equal probability to the same time
bin on the histogram. Therefore, a single temporal his-
togram is not enough, in principle, to obtain a unique
solution for the inverse problem and to retrieve meaning-
ful shape or depth information that resembles the actual
scene. This problem arises due to a lack of additional
information, priors, or constraints on the scene (that is
usually provided by using multiple light sources or detec-
tors/pixels). This lack of information and priors can be
accounted for and brought into an image retrieval process
in different ways. For instance, by following the method-
ology of common computational imaging algorithms, it is
possible to have a forward model that generates different
scenes compatible with the experimentally recorded tem-
poral histogram and then use an iterative algorithm that
estimates the degree of compatibility of these scenes with
the data. However, if no prior information of the types of
scenes is provided (e.g. imaging one or more humans con-
tinuously moving in an empty room) the number of so-
lutions compatible with this approach is infinite and the
algorithm would hardly converge towards the correct an-
swer. In our work we take a different approach where this
additional information is provided through priors based
on data-sets containing the type of images that we aim
to retrieve and a supervised machine learning algorithm
that is trained for that purpose.
In more detail, the 3D imaging approach is depicted
in Fig. 1 and consists of three main elements: i) a
pulsed light source, ii) a single-point time-resolving sen-
sor, and iii) an image retrieval algorithm. The scene
is flood-illuminated with the pulsed source and the re-
sulting back-scattered photons are collected by the sen-
sor. We use a single-point SPAD detector operated to-
gether with time-correlated single-photon counting (TC-
SPC) electronics to form a temporal histogram [Fig. 1(b)]
from the photons arrival time Objects placed at differ-
ent positions within the scene and objects with different
shapes provide different distributions of arrival times at
the sensor [39].
The histogram, h, measured by the single-point sen-
sor can be mathematically described as h = F(S), where
S = S(r) represents the distribution of objects within
the scene. The problem to solve is the search for the
function F−1 that maps the temporal histograms onto
the scene. We adopt a supervised training approach (see
Supplementary Material for details) by collecting, a se-
ries of temporal histograms corresponding to different
scenes, together with the corresponding ground-truth 3D
images collected with a commercial time-of-flight (ToF)
camera. The ANN is then trained to find an approxi-
mate solution for F−1 and is finally used to reconstruct
3D images only from time-resolved measurements of new
scenes that have not been seen during the training pro-
cess. We recall that this is one of the key reasons for
using a machine learning approach: once the algorithm
has been trained (which happens only once), this can be
used with unseen temporal histograms straight away, i.e.
no further training is required. Moreover, the trained al-
gorithm could be implemented on portable platforms for
fast and lightweight applications, as it is extremely light
computationally speaking.
III. NUMERICAL RESULTS
To evaluate the validity of our approach, we first an-
alyzed its performance with numerical simulations. We
consider human-like objects with different poses, mov-
ing within a scene of 20 m3, which is represented as a
color-encoded depth image, as shown in Fig. 2(c). We
assume flash illumination of the scene with a pulsed light
source (with duration that is much shorter than all other
timescales in the problem) and then calculate the pho-
tons arrival-time from every point of the scene. Simu-
lating different scenes allows us to obtain multiple 3D
images-temporal histograms pairs that are used to train
the image retrieval algorithm (details about the struc-
ture of the ANN and training parameters can be found
in Supplementary Material).
Typical scenes consist of a static background with mov-
ing human figures in different poses, as shown in the
Supplementary Material. After training the ANN, single
temporal histograms are tested to reconstruct the related
3D scenes. To evaluate the potential performance in ide-
alised conditions, for these simulations we assumed that
the time bin width ∆t = 2.3 ps is also the actual tempo-
ral resolution (impulse response function, IRF) of the full
system. The minimum resolvable transverse feature size
or lateral object separation δ that can be distinguished
with our technique depends on both the IRF, ∆t, and
the distance from the sensor, d:
δ(d,∆t) = c∆t
√
2d
c∆t
+ 1, (1)
where c is the speed of light. In the depth direction, the
spatial resolving power is determined only by the time-of-
flight resolution (as in standard LiDAR), i.e. δz = c∆t.
At a distance of 4 m from the detector, for ∆t = 2.3 ps we
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(a) Step 1: data collection (b) Step 2: deployment
Temporal histogram
FIG. 1. 3D imaging with single-point time-resolving sensors. Our approach is divided into two steps: (a) a data collection
step and (b) the deployment phase. During step 1 a pulsed laser beam flash-illuminates the scene and the reflected light is
collected with a single-point sensor (in our case, a single-photon avalanche diode, SPAD) that provides a temporal histogram
via time-correlated-single-photon counting (TCSPC). In parallel, a time-of-flight (ToF) camera records 3D images from the
scene. The ToF camera operates independently from the SPAD and pulsed laser system. The SPAD temporal histograms and
ToF 3D images are used to train the image retrieval ANN. Step 2 occurs only after the ANN is trained. During this deployment
phase, only the pulsed laser source and SPAD are used: 3D images are retrieved from the temporal histograms alone.
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FIG. 2. Numerical results showing 3D imaging from a sin-
gle temporal histogram recorded with a single-point time-
resolving detector. (a) Temporal trace obtained from the
scene (shown in (c) as a color-encoded depth image). (b)
3D image obtained from our image retrieval algorithm when
fed with the histogram from (a). The colour bars describe the
colour-encoded depth map.
can expect a transverse image resolution of 7 cm, which
will degrade to 77 cm for ∆t = 250 ps. The impact of the
latter realistic time-response will be shown in the follow-
ing experimental results. Figure 2(a) shows one exam-
ple of a temporal histogram constructed from the scene
in Fig. 2(c). Figure 2(b) shows the scene reconstructed
using the numerically trained ANN and highlights the
relatively precise rendition of both depth and transverse
details in the scene.
IV. EXPERIMENTAL RESULTS
A. Optical pulses
After numerically demonstrating the concept of 3D
imaging with single-point time-resolving detectors, we
test its applicability in an experimental environment. We
flood-illuminate the scene with a pulsed laser source at
(550± 25) nm, with pulse width of τ = 75 ps. Our scenes
are formed by a variety of fixed background objects, up
to a depth of 4 m (the maximum distance allowed by our
ToF camera), while different additional objects (people,
large-scale objects) are moving dynamically around the
scene. Although in our experiments we use a ToF cam-
era, we note that any other 3D imaging system, such as
LiDAR, stereoimaging, or holography devices could be
used for collecting the ground truth data for the training
process. The ToF camera is synchronized with a SPAD
detector equipped with TCSPC electronics that provide
temporal histograms from the back-reflected light that is
collected from the whole scene with an angular aperture
of ∼ 30◦ and an IRF ∆t = 250 ps (measured with a small
2 cm mirror in the scene).
In Fig. 3 the first column shows examples of recorded
temporal histograms, the second column shows the im-
ages reconstructed from these temporal histograms, and
the last column shows the ground truth images obtained
with the ToF camera, for comparison. Full movies with
continuous movement of the people and objects within
the scenes, acquired at 10 fps, are shown in Supplemen-
tary Video 1. As can be seen, even with the relatively
long IRF of our system, it is possible to retrieve the full
3D distribution of the moving people and objects within
the scene from the single-point, temporal histograms.
4Compared to the numerical results, the larger IRF leads
to the loss of some details in the shapes, such as arms or
legs that are not fully recovered.
We can see these limitations for example in the recon-
struction of the letter ‘T’, row (d) of Fig. 3 (with dimen-
sions 39 × 51 cm2) and especially in the Supplementary
Video 1, where the algorithm is able to detect the object,
but struggles to obtain the correct shape. This lateral
resolution power [Eq. (1)] would be improved for example
to 25 cm with ∆t = 25 ps and increases with a square-root
law with distance, implying a relatively slow deteriora-
tion versus distance (for example, resolution would be
50 cm at 20 m distance).
Specific shape information is retrieved from all fea-
tures in the scene, both dynamic (e.g. moving people)
and static (e.g. objects in the background). This can
be seen in Fig. 3(a) and Fig. 3(b), where both temporal
histograms have peaks that are placed at similar posi-
tions, yet the reconstructed scenes are different. On the
one hand, in Fig. 3(a) the ANN recognizes the box at
the right of the image (corresponding to the peak 2 in
the histogram) as a static background object that was
present in all of the training data, while the person (peak
1) is identified as a dynamic object with a certain shape
given by the peak structure. In contrast, the ANN recog-
nizes both temporal peaks 1 and 2 in Fig. 3(b) as people
moving dynamically through the scene (as these were not
constant/static in the training data).
This example highlights the role of the background,
which is key also in removing ambiguities that would
arise in the presence of a single isolated object moving
in front of a uniform background (for instance, a single
isolated histogram peak could be interpreted as a person
placed either to the left or to the right of the scene - see
Supplementary Material for details).
B. GHz pulses
We further analyze the impact of the IRF on the im-
age quality reconstruction by repeating the reconstruc-
tion with temporal histograms that are convolved with
Gaussian point-spread functions with different temporal
widths. The results (Supplementary Material), show that
although longer IRFs degrade image reconstruction, the
shape and 3D location of people in the scene are still
easily recognisable even when using an IRF of 1 ns (cor-
responding nominally to a lateral spatial resolution of
≈ 1.4 m at 4 m distance). This opens the possibility for
cross-modality imaging, understood here in the context
of detecting signals in one modality or domain and ex-
tracting information from a completely different modal-
ity. In particular, our approach offers new perspectives
for sensing with pulsed sources outside the optical do-
main, which typically have ns-scale IRF, and providing
3D images with resolutions typical of those obtained in
the optical domain e.g. with the Tof camera. To demon-
strate this, we replaced the pulsed laser source, SPAD
detector, and other optical elements with an impulse
RADAR transceiver emitting at 7.29 GHz (see Supple-
mentary Material and Supplementary Video 2). After
re-training the ANN using the RADAR transceiver for
the time-series data and the optical ToF camera for the
ground truth images, we can retrieve a person’s shape
and location in 3D from a single RADAR histogram [see
Fig. 3(e)], thus transforming a ubiquitous RADAR dis-
tance sensor into a full imaging device.
V. DISCUSSION
Although the maximum resolution of the reconstructed
images is limited by the resolution of the 3D sensor used
during training, overall, the quality of the final image
is essentially determined by the temporal resolution of
the single-point time-resolving detector. With state-of-
the-art sensors currently heading towards 10 ps or better
resolution, there is potential for 3D imaging with spatial
resolution better than 10 cm at distances of 10 m or more.
The precision in the image reconstruction is also deter-
mined by the reconstruction algorithm with improvement
possible by using more advanced algorithms (including
non-ML-based ones) and also fusing the ToF flight data
with other sensor data, e.g. a standard CCD/CMOS
cameras. However, using single-point SPADs has promis-
ing potential for high-speed implementations. After the
algorithm is trained (which is performed only once), the
image reconstruction problem has two different time-
frames: (i) the algorithm reconstruction time and (ii)
the histogram data collection time. On the one hand (i)
is easy to be measured with the computer directly, pro-
viding times on the order of 10− 30µs for the algorithm
here used. On the other hand, to account for (ii) different
factors need to be considered. First, typical TDCs run
at 10 MHz. Our experiments indicate that about 1000
photons per temporal histogram are needed to retrieve
a meaningful image, which leads to histogram recording
frame-rates of ≈ 10 kHz, which is reduced to 1 kHz or less
if we are in the photon starved regime and we account
for data transfer to an electronics board. This frame rate
could be increased further if instead of a single pixel, a
SPAD array is used as a “super-pixel” by adding all the
outputs into a single histogram, thus collecting hundreds
of photons for each illumination pulse (e.g. with a 32×32
array). Such devices are commercially available and can
run at 100 kHz, which would therefore define the rate at
which we could collect single temporal histograms These
estimates indicate a clear potential for imaging at 1-100
kHz with no scanning parts and a retrieval process that
can match this rate even when running with standard
software and hardware.
Although the above-discussed advantages of our ap-
proach for imaging in terms of data processing and hard-
ware are important, the key message in this work is the
potential of using temporal data gathered with just a sin-
gle pixel for spatial imaging. This approach broadens the
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FIG. 3. Experimental results showing the performance of our system recovering the 3D image from temporal histograms
in different scenarios. The first column shows temporal histograms recorded with the SPAD sensor and TCSPC electronics
[rows (a)-(d)] or with the RADAR transceiver [row (e)], while the last column represents 3D images measured directly with the
ToF camera for comparison to the reconstructed images (second column). The colour bars describe the colour-encoded depth
map. The white scale bar corresponds to 80 cm at 2 m distance. Full videos are available in the supplementary information
(Supplementary Videos 1 and 2).
remit of what is traditionally considered to constitute im-
age information. The same concept is therefore transfer-
able to any device that is capable of probing a scene with
short pulses and precisely measuring the return “echo”,
for example RADAR and acoustic distance sensors, in-
dicating a different route for achieving for example full
360◦ situational awareness in autonomous vehicles and
smart devices or wearable devices.
6VI. CONCLUSIONS
Current state-of-art imaging techniques use either a
detector array or scanning/structured illumination to re-
trieve the transverse spatial information from the scene,
i.e. they relate spatial information directly to some type
of spatial sensing of the scene. In this work we have
demonstrated an alternative approach to imaging that
suppresses all forms of spatial sensing and relies only on
a data-driven image retrieval algorithm processing a sin-
gle time-series of data collected from the imaged scene.
The experiments were carried out in scenes where ob-
jects were moving in front of a static background. This
makes our approach well suited for applications where
the device needs to be placed at a fixed position dur-
ing operation, i.e. with a fixed background. There are
multiple situations where operating in a fixed environ-
ment is useful. Examples are surveillance and security in
public spaces, etc. These are examples where the back-
ground (e.g. walls of the room, buildings) do not change
at all and they are also very widespread scenarios. Cur-
rently, cities have spaces that are constantly monitored
with CCTV cameras that also potentially record infor-
mation from which it is possible to extract information
that breaches data protection policies. Our approach is
therefore highly indicated for cases where one requires
human activity in a fixed area and in a data-compliant
way. The approach shown here would be also valid in
a slowly changing environment, where training could in
principle be continuously updated. Indeed, background
objects will appear static if they change at a slower rate
(and/or are at a larger distance) with respect to the dy-
namic elements of the scene or slower than the acquisi-
tion rate of the sensor. An interesting route for future
research is of course to also investigate methods that ac-
count for dynamic backgrounds.
Finally, an interesting extension would be to non-line-
of-sight (NLOS) imaging, especially given the latest de-
velopments exploiting computational techniques for im-
age information retrieval from temporal data [40–44] and
the availability of public data-sets [45, 46].
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VII. SIMULATING TIME-OF-FLIGHT DATA
To test our approach under the best ideal conditions,
we performed numerical simulations where we generate
synthetic scenes containing flat human-like silhouettes in
different poses, as shown in Fig. 4. We perform data
augmentation of this data-set, originally consisting of 10
different humans and poses, by mirroring each image in
the horizontal direction, and by also translating the hu-
mans around the scene in all directions (x, y, z). This
allows to augment the data set from the 10 original im-
ages to 4000 images used to train our neural network. In
order to simulate the expected scaling factor of objects
when increasing its distance from the observation point,
we apply a size scaling factor to the image, depending on
its coordinates (xi, yi, zi):
S =
2
d
, (2)
where d =
√
(x2i + y
2
i + z
2
i ). The field of view consid-
ered in our simulations forms we have assumed a viewing
angle of 52◦ from the virtual 3D camera. Each human
silhouettes is translated to 200 different positions across
the field of view of the scene: 10 different depths z and
20 in x. This, together with the horizontal mirroring of
the individual, gives us a total data set of 400 scenes per
figure (4000 in total).
We then assume that we illuminate the scene with
a pulsed laser and estimate the arrival time of pho-
tons coming from each pixel of each image of the data
set. For a given voxel in the image corresponding to
a spatial position ri = (xi, yi, zi), its time of flight is
ti = (2c)
−1√x2i + y2i + z2i . From this information, we
transform our data set into 3D images, where the value
of every pixel encodes the time of flight, i.e. we generate a
color-encoded depth 3D image, as shown in Fig. 5. As we
assume uniform reflectivity for all objects, the number of
photons ni back-reflected from every point on the scene is
inversely proportional to the voxel distance to the origin,
i.e. ni ∝ P0/‖ri‖4, where P0 is the laser power. This in-
formation allows us to create a temporal histogram from
the scene indicating how many photons arrive at a certain
time to the virtual detector, see Fig. 5. We thus generate
our 3D image-temporal histogram pairs that are required
for training of the artificial neural network (ANN).
In a general scenario, it is very unlikely to find such
clean backgrounds as the ones observed in Fig. 5, where
only the human individuals appear in scene. There-
fore, to make our simulations more realistic we also
added some objects to the background to mimic, for in-
stance, what one would expect when walking into a room.
We performed simulations with two different background
scenes: a totally uniform (empty) background [Figs. 6(a),
(c), and (d)], and a background containing some common
objects [Figs. 6(b), (e), and (f)]. Figures 6(a) and (b) are
the temporal histograms corresponding to their respec-
tive ground-truth scenes, i.e. Figs. 6(d) and (f). The
predicted 3D scenes from our image retrieval algorithm
are shown in Figures 6(c) and (d). Note that in the ab-
sence of background objects (left-hand-side block), the
algorithm struggles to reconstruct the 3D scene properly
as the number and different shape of objects compatible
with a particular temporal histogram is high. In partic-
7FIG. 4. Human silhouettes with different shapes and poses used to generate the data-set used to train the algorithm.
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FIG. 5. Examples of 3D images (depth is encoded in color) (left column) and corresponding temporal histograms (right
column) from some of the data used to train the algorithm.
ular, there is an evident left-right symmetry due to the
fact that any object and its mirror image are both com-
patible with the same temporal trace. This symmetry is
removed when including background objects (right-hand-
side block), as the human silhouette will both add varying
signals to the temporal for different positions, while sub-
tracting signal from the corresponding background peaks
observed when the silhouette is not present. Given that
the subtracted signal data depends on the exact shape
and location of the silhouette, the background plays a
crucial role in solving the otherwise ill-posed problem and
provides indirect information of the silhouette’s absolute
position that is learned by the ANN during the training
process.
For the simulations shown in the main document, we used
the background corresponding to Figs. 6(b), (e), and (f).
VIII. IMAGE RETRIEVAL ALGORITHM
Given a histogram h = F(S) recorded by the single-
point time-resolving detector from the scene S = S(r),
the task of our algorithm is to find the function F−1 that
maps h onto S. A way to overcome this highly uncon-
strained inverse problem is by using prior information on
the objects in the 3D scenes. To this end, we make use
of a supervised training approach where we train an ar-
tificial neural network with pairs of temporal histograms
and 3D images. Both the temporal histogram and the 3D
images are treated as vectors with corresponding dimen-
sions 1× 8000 and 64× 64 = 1× 4096 for the simulated
data and 1 × 1800 and 64 × 64 = 1 × 4096 for the ex-
perimental data (the details of the experiment are given
in the next section). We implemented a multilayer per-
ceptron (MLP) [47]. Perceptrons are mathematical mod-
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FIG. 6. Reconstruction performance of different scenarios with objects permanently placed at certain positions within the
scene. In the absence of background [(a), (c), (d)], the temporal trace of the individual alone is not enough to fully reconstruct
its shape and position correctly. In a more natural scenario [(b), (e), (f)], with objects placed in the background, the temporal
trace contains enough information for successful 3D imaging.
els that produce a single output from a linear combina-
tion of multiple weighted real-valued inputs after passing
through a nonlinear activation function. Mathematically,
this operation can be expressed as:
y = φ
(
wTx + b
)
, (3)
where y is the output vector, x is the input vector, w
is the weight matrix, and b is the bias used to shift the
threshold of the activation function φ (a tanh in our case).
Our MLP, summarized in Fig. 7, is composed of five lay-
ers: an input layer (temporal traces, having 8000 or 1800
nodes), 3 hidden fully-connected layer (with correspond-
ing number of nodes: 1024, 512, 256), and an output
layer (3D images, 4096 nodes).
Our choice of the algorithm type and structure is mo-
tivated by the physics of our problem: every time bin of
the time histogram has contributions from all regions of
the scene within a certain time of flight and, as a con-
sequence, it contributes to multiple regions of the image
during reconstruction. This is exactly what perceptrons
do: connecting every point of the input with every point
of the output data, see (3). Adding multiple percep-
tron layers in cascade increases the complexity and the
flexibility of the algorithm, while modifying the dimen-
sions of these layers allows the algorithm to concentrate
on certain features of the histogram. We therefore ex-
perimented with different number of layers and different
dimensions until we found a good compromise between
training times, performance, and simplicity.
By training the MLP on sets of temporal histograms
- 3D images pairs we learn an approximate function for
the mapping F−1 which allow us to reconstruct 3D im-
ages from a single temporal histogram. Examples of the
type of data used to train the algorithm are given in
Figs. 2 and 4 in the main document. For the numeri-
cal/experimental results, 1800/9000 and 200/1000 pairs
are used for training and testing, respectively, whilst a
7% of the training data was used for validating. Dur-
ing experiments, the total 10000 ToF-image - temporal-
histogram pairs were obtained within a single data acqui-
sition sequence. However, we note that the data used for
testing was never used during training and that this data
also belongs to different periods of the data acquisition
process during experiments. We also note that the only
processing carried out on our data was a normalisation
to the range [0, 1] before passing through the algorithm.
There is certainly room for future development in terms
of data processing, e.g. time-gating or time-correlation
between sequences, to improve the imaging capabilities
of the algorithm. During learning, the cost function min-
imised for each image pixel, i, is the mean square error,
MSE [48]:
MSEi = (yi − si)2, (4)
where si and yi are the measured and predicted values of
the depth of the pixel i in the scene S, respectively. With
the limitations in terms of power provided by our laser,
we did not find any restrictions to train our algorithm
within the 1-4m depth range. The MLP is implemented
in TensorFlow [49] using Keras [48] and training is per-
formed by the Adam optimizer on a desktop computer
equipped with a Intel Core i7 Eight Core Processor i7-
7820X at 3.6 GHz and a NVIDIA GeForce RTX 2080 Ti
with 11 Gb of memory. The training time depends on the
number of images used, the batch size (number of images
taken for each iteration of the training algorithm, 64 in
our case), and the number of epochs (200), and requires
26 min in total. After training the algorithm, this can
recover a 3D image from a single temporal histogram in
30µs on a standard laptop.
98000 or 4096
1024
512 256
4096
Input: Histograms
FCL1
FCL2
FCL3
Output: 3D images
FIG. 7. Sketch of the artificial neural network used: a multi-layer perceptron consisting of one input layer (with 8000 nodes),
one output layer (with 4096 nodes), and three hidden fully-connected layers (FCL, with 1024, 512, and 256 nodes respectively).
After each layer hidden layer we apply a tanh activation function (not shown in the figure). The loss used is the mean square
error.
IX. EXPERIMENT DETAILS
In a first step we collect pairs of co-registered temporal
histograms and ToF camera measurements. We used a
supercontinuum laser source (NKT SuperK EXTREME)
delivering pulses with 75 ps pulse duration and average
power of 250 mW after a 50 nm band-pass filter centered
at 550 nm. A 10x microscope objective (Olympus plan
achromat) with NA = 0.25 and WD = 10.6 mm is used
to flood-illuminate the scene with an opening angle of
≈ 30◦. This opening angle ensures an illumination circle
with diameter of 2.15 m at 4 m distance. The laser beam
is expanded providing a 4x magnification that fills the
back aperture of the objective and the IR radiation from
the laser pump was filtered with two IR mirrors. Light
scattered by objects placed inside the illumination cone is
collected by a second microscope objective (40 ×, Nikon
plan fluor, NA = 0.75, WD = 0.66 mm) and focused on a
50× 50µm2 area SPAD sensor that retrieves the tempo-
ral trace of the scattered light by means of TCSPC elec-
tronics [50]. During the training process, we use a ToF
camera (flexx PMD Technologies) with a depth range of
0.1 − 4 m and a maximum resolution of 224 × 171 pix-
els that is triggered via software together with the time-
recording electronics. The ToF images are cropped and
down-sampled to a resolution of 64× 64 for training the
ANN. After the ML algorithm is trained, it is tested with
new data taken from new scenes and hence new temporal
histograms from the scene.
In our proof-of-principle experiments we trained the
system with two different individuals (either separately
or both present at the same time) moving around the
scene, and also with non-human shapes (such as the let-
ter ‘T’ and the square shown in the main document) that
we moved through the scene, also changing their orien-
tations. To provide the algorithm with more variability,
we also changed the position of some items in the back-
ground of the scene during the data acquisition process.
In order to fix the reflectivity of the moving objects, we
used a white overall suit for humans and white cardboard
for the shapes.
The temporal impulse response function (IRF) of our
system depends on the time resolving electronics and the
pulse length. We directly measured the IRF by placing
a mirror with diameter of 25.4 mm reflecting light back
to the SPAD sensor. The IRF of the system is taken as
the full width at half maximum of the time histogram,
which was measured to be 250 ps. In all our experiments
we interfaced the SPAD sensor and TCSPC electronics,
RADAR chip, and ToF camera via MATLAB. This al-
lowed us to record temporal histograms at a rate of 10 Hz
and 1 Hz for the SPAD and RADAR chip, respectively.
For the cross-modality RADAR imaging, we used an
ultra wide band impulse RADAR chip (Novelda XeThru
X4). The chip has a single transmitter and receiver chan-
nel, operates at (7.29± 1.4) GHz, has a pulse duration of
670 ps, and a sampling rate of 23× 109 samples/s.
X. QUALITY OF THE RECONSTRUCTED
IMAGES
To quantify the quality of the reconstructed images we
have compared these with their corresponding 3D im-
ages recorded with the ToF camera through the struc-
tural similarity index (SSIM). The SSIM is a human
perception-based measure that compares the image con-
tent by separating the contributions of luminance, con-
trast, and structure (see [51] for details). The SSIM takes
values within the range [−1, 1], where 1 corresponds to
two identical sets of data and -1 means that both images
have no similar structure.
A. SSIM of experimental data
We first quantify the quality of the reconstructed im-
ages from temporal histograms recorded experimentally.
Fig. 9 shows the results and the SSIMs for the experi-
ments using pulsed light for the cases of (a) one person,
10
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FIG. 8. Detailed experimental set-up, see text for more details. A laser beam at (550±50) nm delivering pulses with τ = 75 ps,
at a power of 250 mW is expanded with a 10x microscope objective to flood-illuminate the scene, providing an opening angle
of 30◦. A pair of lenses used as 4x beam expander are used to fill the back aperture of the microscope objective, while two
IR mirrors are used to filter out the laser pump. The back-scattered light from the scene is collected with a lens with focal
60 mm and a 40x objective that concentrates light onto the single-pixel SPAD, that retrieves temporal histograms via TCSPC.
In parallel, a ToF camera grabs 3D images of the scene that are used as ground truth during training.
(b) two people, (c) a square, and (d) the letter T. Each
box (n) (with n = a,b,c,d) is divided in three sections
ni (with i = 1, 2, 3). Sections ni with i = 1, 2 show 3D
images obtained with our algorithm at the left (i = 1
for good reconstructions and i = 2 for worse reconstruc-
tions), the ground truth at the centre, and the SSIM
maps between ground truth and reconstruction at the
right. n3 (with n = a,b,c,d) are plots of the mean value
of the SSIM maps for 500 different images. The analysis
indicates that the algorithm performance remains rela-
tively stable for each of the different type of objects.
B. Amount of data required for training of the
ANN
In machine learning techniques, one of key aspects to
take into account is the size of the data set used for
training of the algorithm. Very advanced algorithms
tend to use tens of thousands (and even millions) of
input-output pairs, but for our application we used only
few thousands of samples. The final size of the data
set was taken by inspection: we trained the algorithm
multiple times with increasing number of 3D images-
temporal histogram pairs until we achieved good enough
reconstructions. Fig. 10 summarises the results of a nu-
merical investigation, where we show the SSIM aver-
aged over 200 test images for training data sets with di-
mensions N = [500, 1000, 2000, 4000], being N = 4000
the number used in the results shown throughout our
work. Fig. 10(a) shows the SSIM between test images
and their corresponding reconstructions, obtained over
200 test pairs, for different sizes of the training data
set. Figs. 10(c)-(f) are examples of different test images
obtained for training data sets with (c) N = 500, (d)
N = 1000, (e) N = 2000, and (f) N = 4000 ToF images-
histogram pairs, compared to their ground truths (b). As
expected, the more the data used, the more the recon-
structed images resemble the ground truth.
C. Influence of noise
Here we show the resilience of the algorithm to noisy
signals. To this aim, we numerically tested the recon-
struction algorithm performance to signals with different
amounts of noise. Note that the noise is directly added
into the x term in Eq. (3). The results are summarized
in Fig. 11: plot (a) gives the SSIM between test images
and their corresponding reconstructions, obtained over
200 test pairs, for different noise distributions. ‘Noise
level distribution 0’ means no noise at all, while ‘Noise
level distribution i’ (i = 1, 2, 3) has added Poisson and
Gaussian noise with noise expectation ≈ 3.2%, 10%, 33%,
with respect to the temporal histogram signal. Blocks
(b) - (e) provide examples of histograms simulated from
a single ToF with different noise distributions added (top
figure), the ToF image these histograms were generated
from (bottom right figure), and the corresponding im-
ages retrieved with our algorithm (bottom left figure).
As it can be appreciated, our method can hold reason-
able amounts of noise and provide images with sufficient
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FIG. 9. Quality of the reconstructed images computed through the Structural Similarity Index (SSIM). Each block (a) – (d),
depicts respectively the cases with one person, two people, a square, and the letter T; and it is divided in three sections ni
(with n = a,b,c,d, i = 1, 2, 3). Sections ni with i = 1, 2 show 3D images obtained with our algorithm at the left (i = 1 for
good reconstructions and i = 2 for worse reconstructions), the ground truth at the centre, and the SSIM maps between ground
truth and reconstruction at the right. n3 (with n = a,b,c,d) shows a plot of the mean value of the SSIM maps for 500 different
images (indicated as a ”frame #” as each image corresponds to a frame in a recorded video sequence).
quality in noisy environments.
D. Impact of non-uniform reflectivity
For the data shown in the main document (both nu-
merical and experimental), we used moving objects with
uniform and constant reflectivity. However, there is an
interesting question to explore, namely the fact that two
identical objects with different reflectivity will manifest
in the temporal histogram with peaks of different heights.
To investigate this, we use numerical simulations to test
the performance of our approach to retrieve images from
scenes with non-uniform reflectivity. In our tests, we as-
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FIG. 10. Reconstruction performance of the algorithm while increasing the data set size. (a) SSIM between test images and
their corresponding reconstructions, obtained over 200 test pairs, for different sizes of the training data set. (b)-(f) examples
of different test images obtained for training data sets with (c) N = 500, (d) N = 1000, (e) N = 2000, and (f) N = 4000 ToF
images-histogram pairs, compared to their ground truths (b).
sume that the background objects of the scene have uni-
form reflectivity and we allow the reflectivity of the mov-
ing objects (the human silhouettes) to change. We quan-
tify the reflectivity of the moving objects with respect to
the background via the ratio R = rsilhouettes/rbackground,
where rsilhouettes and rbackground are the reflectivity of the
silhouettes and background, respectively. We first tested
the reconstruction quality of the ANN when trained with
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FIG. 11. Performance of the reconstruction algorithm with noisy temporal histograms. (a) SSIM between test images and
their corresponding reconstructions, obtained over 200 test pairs, for different noise distributions. ‘Noise level distribution 0’
means no noise at all, while ‘Noise level distribution i’ (i = 1, 2, 3) has added Poisson and Gaussian noise with noise expectation
≈ 3.2%, 10%, 33%, with respect to the temporal histogram signal. Each panel (b) - (e) give examples of histograms simulated
from a single ToF with different noise distributions added (top figure), the ToF image these histograms were generated from
(bottom right figure), and the corresponding images retrieved with our algorithm (bottom left figure).
scenes with uniform reflectivity (this is, with R = 1), and
presented with histograms from scenes with reflectivity
with values R = 0.5, 1.0, 1.5, 2.0. Our results are sum-
marized in Fig. 12. (a) shows the SSIM between test im-
ages and their corresponding reconstructions, obtained
over 200 test pairs, for different reflectivity ratios (R)
between silhouettes and background. (b)-(f) examples of
different test images obtained for testing data sets with
(c) R = 0.5, (d) R = 1, (e) R = 1.5, and (f) R = 2, com-
pared to their ground truths (b). The results show that
the algorithm struggles to retrieve correct images when
R 6= 1, which can be seen as a potential limitation of the
approach.
However, in order to have a fair analysis, we re-
trained our algorithm with a data set containing mov-
ing objects with different reflectivity ratio in the range
R = [0.25, 4.0]. The results, see Fig. 13, indicate that in
this case the algorithm is now more resilient to changes
in the reflectivity of the objects and that it can retrieve
images with similar SSIM even when R = 2. This exam-
ple also shows that the data set used for training is key in
order to retrieve good-quality images. Thus, by having a
more complete and extended training data set, it seems
possible to extend the applicability of our technique so
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FIG. 12. Reconstruction performance of the algorithm trained with uniform reflectivity across all objects while testing on
objects with varying reflectivity. (a) SSIM between test images and their corresponding reconstructions, obtained over 200 test
pairs, for different reflectivity ratios (R) between silhouettes and background. (b)-(f) examples of different test images obtained
for training data sets with (c) R = 0.5, (d) R = 1, (e) R = 1.5, and (f) R = 2, compared to their ground truths (b).
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as to correctly retrieve 3D images of objects with varying
size and reflectivity.
E. Impact of the impulse response function
We also investigate how the reconstructed 3D images
degrade as the IRF increases. Our starting point are the
numerical simulations used above and in the main doc-
ument, which correspond to the best-possible scenario
achievable with state-of-art electronics providing 2.3 ps
IRF. Any degradation of the system originated, for in-
stance, from jitter, the use of longer laser pulses, and
other related effects will manifest as a longer IRF. To
account for this effect we take the best-possible-scenario
histograms h and convolve them with Gaussian IRFs G
with different widths ∆t. This is strictly equivalent to
change the IRF in our simulations but allows us to re-use
the already generated histograms in the sections above.
In other words, we replace h with hˆ = h ~ G, where
G = exp
(−t2/∆t2). The new histograms hˆ are then
paired with their corresponding ToF images and used to
re-train the ANN. In Fig. 14 we summarize our results.
Fig. 14 is divided in 4 blocks (a), (b), (c), (d) correspond-
ing to results obtained for ∆t = [2.3, 25, 250, 1000] ps, re-
spectively. Therefore, block (a) corresponds to the best-
case scenario. In each block, the top part shows the plot
of corresponds to the temporal histogram used to recon-
struct the bottom-left image, while the bottom-right im-
age is the ground ToF image for comparison. As ex-
pected, shorter IRFs improve the reconstruction of limbs
and fine details of the objects.
F. Minimum resolvable transverse feature
We consider the situation depicted in Fig. 15. The
scene is flash illuminated with a pulsed laser and the
back-scattered photons are collected by a single-point
time-resolving sensor. We are interested to address the
problem of resolving spatially two points A and B in
space whose difference in time of flight is given by the
IRF of the system, i.e ∆t. These two points are sep-
arated by a transverse distance δ and we consider that
one of them is co-axial with the laser and sensor. Given
the geometry shown Fig. 15, A and B form a triangle
rectangle with the laser/sensor. As a consequence, by
simple geometry, one obtains that:
δ =
√
(d+ c∆t)2 − d2 = c∆t
√
2d
c∆t
+ 1. (5)
Eq. (1) states that the minimum lateral resolvable dis-
tance δ depends not only on the IRF but also on the
distance to the detector, following a square root law.
XI. CROSS-MODALITY OPTICAL 3D
IMAGING USING A RADAR CHIP
Any sensing system that can map the position of ob-
jects within a scene into a temporal histogram can be
used to obtain a 3D image from the scene. This opens
new routes in imaging, for instance by using acoustic
or radio waves. To test the feasibility of this concept,
we performed new experiments with an impulse RADAR
transceiver that emitted and collected pulsed electromag-
netic radiation at 7.29 GHz (Novelda XeThru X4). The
RADAR transceiver had a bandwidth of 1.4 GHz and a
pulse duration of 670 ps, which corresponds to a depth-
spatial resolution of cτ = 20 cm and, according to the
model presented above, to a transverse spatial resolution
of 90 cm at 2 m distance. Following the previously dis-
cussed procedure for the optical laser pulses, we gathered
new data combining the impulse RADAR with the (op-
tical) ToF camera and re-trained the ANN. In this case,
only 3000 ToF images - temporal histogram pairs were
used for training, which, together with the low temporal
resolution of the RADAR chip, leads to a poorer image
reconstruction compared to the one obtained with laser
pulses (see Fig. 16. However, we are still able to retrieve
the general properties of the individual, e.g. their size,
and position on the scene, see also Supplementary Video
2.
XII. PSEUDO-CODES
In this section we provide the pseudo-codes required
to simulate the ToF data and to train the ANN.
A. ToF simulations
1: Load file with multiple individuals
Ii with
i = [1, 10]
2: Define the range R of depths and
number
of positions in (x, y, z) through which
the
individuals are positioned
3: for Ii do
4: calculate coordinates Coordi of Ii
5: for all (xj , yj , zj) within R do
6: Coordi
replace−−−−−→ Coordi(xj, yj, zj)
7: scale Ii by a factor S = 2/zj
8: create a new image: Iˆi =
Ii(xj , yj , zj)
8: scaled and displaced
9: for all pixels pk = (pxk, pyk) within
Iˆi do
10: calculate the distance dk from
sensor
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FIG. 13. Reconstruction performance of the algorithm trained with varying reflectivity across objects. (a) SSIM between
test images and their corresponding reconstructions, obtained over 200 test pairs, for different reflectivity ratios (R) between
silhouettes and background. (b)-(f) examples of different test images obtained for training data sets with (c) R = 0.5, (d)
R = 1, (e) R = 1.5, and (f) R = 2, compared to their ground truths (b).
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FIG. 14. 3D image reconstruction capabilities of our system when convolving the experimentally recorded temporal traces
with Gaussian IRFs with: (a) ∆t = 2.3 ps, (b) ∆t = 25 ps, (c) ∆t = 250 ps, and (d) ∆t = 1000 ps. The top part in each image
is the temporal histogram used to reconstruct the bottom-left image, while the bottom-right image is the ground ToF image
for comparison.
10: [placed at (x0, y0, z0)]:
10: dk =
√
(xk − x0)2 + (yk − y0)2 + (zk − z0)2
11: calculate time of flight from
12: distance dk: tk = (2c)−1dk
12: estimate number of photons nk
from
12: pixel pk according to dk:
nk = P0/d
4
k
13: save dk, nk into a variable
fi, k = (dk, nk)
14: obtain histogram hi from fi
15: create ToF image by replacing
value of
12: pk with tk
16: down-sample the ToF image to the
de-
12: sired resolution for training the
ANN
B. Artificial neural network
1: Load ToF images Ti and time
histograms hi
1: with i = [1, N ], N number of images
2: Flatten every Ti (with dimensions
d1 × d2)
2: into a single vector, with dimensions
2: d = d1 ∗ d2
3: define architecture of the ANN model
M
4: train(M) using T and h
5: save(M)
6: test(M) with unseen pairs of T and
h
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FIG. 16. Experimental results showing cross-modality 3D imaging from a time histogram recorded with a impulse RADAR
transceiver in the GHz regime. (a) Depicts the recorded temporal trace, (b) shows the reconstructed 3D scene, and (c) is the
ToF depth-encoded image for comparison. A full video is available in the supplementary information (Supplementary Video
2). The right-hand-side colour bar describes the colour-encoded depth map.
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