In this paper, we consider a general version of a linear trilevel programming problem. Three different types of optimistic optimal solutions for a special trilevel programming problem have formerly been suggested. This paper presents the mathematical formulation of all of the three types of optimistic optimal solutions for the given linear trilevel programming problem. Moreover, some properties of the inducible region (the feasible region for the trilevel programming problem) corresponding to each optimistic optimal solution are investigated. Finally, a numerical example is presented to compare the different types of optimistic optimal solutions.
Introduction
Multi-level programming is a tool designed to illustrate interactions in organizations with a hierarchical structure. Mathematically, in a multi-level programming problem, constraints contain a sequence of parametric optimization problems, which should be solved in a predetermined order, and higher level variables are considered as parameters in the lower level programming problems. Multi-level programming problems have many applications in various situations such as those in supply chain management [1, 2] , network defense [3, 4] , planning [5] , logistics [6] and economics [7] . Although most of the research concerning multi-level programming has focused on the cases that include only two levels (referred to as bilevel programming) [8, 9] , there are many multi-level programming problems that involve more than two levels. For example, the decision-making problem involving government at the first level, the private sector at the second level and people at the third level can be modeled as a trilevel programming problem. Therefore, investigating the properties and solution approaches of trilevel programming models has widely increased by researchers. Bard [10] and Anandalingam [11] proposed some methods based on Kuhn-Tucker transformation to find the optimal solution for linear trilevel problems. In order to solve some special class of trilevel problems, a multi-parametric approach was presented by Faisca et al. [12] . A trilevel K th -best algorithm was developed by Zhang et al. [13] to solve linear trilevel problems. In addition, some meta-heuristic approaches based on fuzzy and particle swarm optimization methods were proposed for solving trilevel programming problems [14, 15] . For a good bibliography of the multi-level programming problems and their applications, see [9] .
It can be seen that, in most studies on multi-level programming problems, it is assumed that the optimal solution of lower level objectives for each decision made at upper levels is unique, while this does not always hold. We know that any non-strictly convex (concave) minimization (maximization) might have multiple optimal solutions. In a multi-level problem, the selection of alternative optimal solutions at a certain level brings the same results for that level, but each of these alternatives has a different impact on the overall problem. For this reason, at any level, how to choose an optimal solution among all of the alternatives is important.
In bilevel programming problems, optimistic and pessimistic approaches are proposed to resolve such ambiguities. In the optimistic approach [16] , the decision maker of the lower level (follower) is motivated to choose an optimal solution that has the best result for the upper-level decision maker (leader) among one's own alternative optimal solutions. In contrast, in the pessimistic approach [17] , the second-level decision maker is required to choose an optimal solution that has the worst result for the first level decision maker. There are very few papers dealing with optimistic and pessimistic approaches in the trilevel programming problems [5, 18] . Li et al. [18] have examined optimality conditions for the pessimistic trilevel programming problem and Florensa et al. [5] have proposed three different types of optimistic definitions for a special trilevel programming problem. In this paper, we investigate some properties of a general version of an optimistic linear trilevel programming (LTLP) problem.
The paper is organized as follows. In the next section, we develop the mathematical formulation of all types of optimistic definitions given in [5] for a general version of a linear trilevel programming problem. In Section 3, we demonstrate that the inducible region containing sequentially optimistic and hierarchically optimistic feasible solutions is comprised of the union of some faces of the constraint region. In addition, we prove that sequentially optimistic and hierarchically optimistic optimal solutions occur in some extreme points of the constraint region. A numerical example that shows that this result is not true for the strategically optimistic optimal solution is presented in Section 4. The paper is concluded in Section 5.
Preliminaries
In this section, we state the mathematical formulation of the LTLP problem. Then, we redefine the concepts of sequentially optimistic, hierarchically optimistic and strategically optimistic optimal solutions for the LTLP problem.
The linear trilevel programming problem can be formulated in general as follows:
A 2j x j ≤ b 2 where x 3 solves:
where, X k ⊂ R n k + for k = 1, 2, 3. The variables x 1 , x 3 , x 2 , are called the top-level, middle-level and bottom-level variables, and the functions f 1 , f 2 , f 3 : X 1 × X 2 × X 3 −→ R are the top-level, middle-level and bottom-level objective functions, respectively. Here, α ij , A ij and b i are vectors and matrices of conformal dimensions. This decision-making problem consists of three optimization sub-problems, which are represented in a three-level hierarchy. Each level has its own control variables, but also considers other levels variables in its optimization function and constraints [13] . Definition 1. An optimal solution to the LTLP problem is called a sequentially optimistic optimal solution if the third-level decision maker is required to choose an optimal solution in favor of the second-level decision maker among his/her own alternative optimal solutions, and the second-level decision maker is required to choose an optimal solution in favor of the first-level decision maker among his/her own multiple optimal solutions. Definition 2. An optimal solution to the LTLP problem is called a hierarchically optimistic optimal solution if second-level and third-level decision makers are required to choose their own optimal solutions in favor of the first-level decision maker among their own alternative optimal solutions. Definition 3. An optimal solution to the LTLP problem is called a strategically optimistic optimal solution if the third-level decision maker is motivated by the first-level decision maker to choose an optimal solution that is the most detrimental to the second-level decision maker among his/her own alternative optimal solution. Simultaneously, the second-level decision maker tends to react with any strategy that lets him/her attain solution that is at least better than the worst-case scenario that the bottom-level decision maker is pressuring him/her towards.
As a modeler, we have to be aware of different interpretations for different kinds of optimistic optimal solutions. For instance, in the case of market planning where the manufacturer, the seller and the customer are the top-level, the middle-level and the bottom-level decision makers, respectively, the sequentially optimistic model implies that the customer prefers to choose the product that has the most profit for the seller among the products with equal prices. In contrast, in the hierarchically optimistic model, the customer prefers the manufacturer's benefit more. Eventually, the strategically optimistic model implies the manufacturer's additional control over the customer decision. Actually, the manufacturer is able to oblige the customer to choose the most profitable product, which is against the seller's benefit, and yet, the seller is willing to react so as to reach a situation at least better than the worst-case scenario to which the customer leads him/her.
To illustrate the above definitions mathematically, we need to define the following sets:
•
The trilevel constraint region:
Constraint region for middle and bottom levels, for fixedx 1
Rational reaction set of the third level, for fixed (x 1 ,x 2 ):
The sets corresponding to the sequentially optimistic optimal solution:
• Sequentially optimistic rational reaction set of the third level, for fixed (x 1 ,x 2 ):
Sequentially optimistic feasible set of the second level, for fixedx 1 :
Sequentially optimistic rational reaction set of the second level, for fixedx 1 :
• Sequentially optimistic inducible region:
Sequentially optimistic optimal solution set:
The sets corresponding to the hierarchically optimistic optimal solution:
• Hierarchically optimistic rational reaction set of the third level, for fixed (x 1 ,x 2 ):
Hierarchically optimistic feasible set of the second level, for fixedx 1 :
Hierarchically optimistic rational reaction set of the second level, for fixedx 1 :
Hierarchically optimistic inducible region:
Hierarchically optimistic optimal solution set:
The sets corresponding to the strategically optimistic optimal solution:
• Strategically optimistic feasible set of the second level, for fixedx 1 :
on X 2 for fixedx 1 :
Strategically optimistic rational reaction set of the second level, for fixedx 1 :
Strategically optimistic inducible region:
Strategically optimistic optimal solution set:
For the convenience of the readers, we recall that the term argmin{ f (x) : x ∈ S} denotes the set of all minimizers of the function f over the set S.
Remark 1. It is clear that if
The following example is a simple case that shows that the various optimistic approaches may yield different optimal solutions. Example 1. Without loss of generality, let: S = {(x, y 1 , z 1 ), (x, y 1 , z 2 ), (x, y 2 ,z 1 ), (x, y 2 ,z 2 )} and:
The values of top-level, middle-level and bottom-level objective functions are represented in Table 1 . Therefore, we get that:
Consequently, the points (x, y 1 , z 2 ), (x, y 1 , z 1 ) and (x, y 2 ,z 1 ) are sequentially, hierarchically and strategically optimistic optimal solutions, respectively. 
Geometric Properties
In this section, we investigate the geometric properties of the sequentially optimistic inducible region and hierarchically optimistic inducible region and their corresponding optimistic optimal solutions.
Note that
, and some other defined maps can be regarded as point-to-set maps. We need to introduce some definitions and notations about point-to-set maps before stating the main results.
Definition 4.
A convex polyhedral set is the intersection of a finite number of half-spaces. Definition 5. Let X ⊂ R n , Y ∈ R m and Ψ : X −→ P(Y) be a point-to-set map from X into P(Y). The mapping Ψ(.) is called polyhedral if its graph can be written as the union of a finite number of convex polyhedral sets.
Recall that graph(Ψ) := {(x, y) ∈ X × Y : y ∈ Ψ(x)} and P(Y) denotes the set of all subsets of Y or the power set of Y.
In order to assure that the LTLP problem is well-posed [10] , it will be assumed that the following assumptions hold. Assumption 1. Ψ 3 (x 1 , x 2 ) = ∅ for each (x 1 , x 2 ) ∈ S X 1 ×X 2 , and it is bounded.
Assumption 2. Ψ S.O
2 (x 1 ) = ∅ for each x 1 ∈ S X 1 , and it is continuous and bounded.
Assumption 3. Ψ H.O
2 (x 1 ) = ∅ for each x 1 ∈ S X 1 , and it is continuous and bounded. 
We know that the point-to-set mapping Ψ 3 (., .) is polyhedral [8] . Therefore,
can be written as follows:
Now, let I ⊂ {1, ..., k} be the index set with the property that if i ∈ I, then:
. This fact asserts that Ψ S.O 3 (., .) is polyhedral, as well. Proof. Letx 1 ∈ S X 1 be arbitrary. In order to prove that Ω S.O 2 (.) is polyhedral, we need to show that Ω S.O 2 (x 1 ) is polyhedral, and this fact is an immediate conclusion from the actuality that Ψ S.O 3 (., .) is polyhedral and graph(Ω S.O 2 (.)) is the intersection of graph (Ψ S.O 3 (., .)) and S 2 (x 1 ), which are both polyhedral. Proof. Letx 1 ∈ S X 1 be arbitrary. Using the definition of
The procedure of the proof is quite similar to that of Theorem 1. Using this fact and applying Theorem 1 once more, we can prove that 
S (H.O.S).
In the next section, an example is presented to show that the above statements are not necessarily true for strategically optimistic optimal solutions.
Numerical Examples
In order to illustrate the above statements more precisely, we present the following numerical example.
Example 2.
where y, z 1 , z 2 solve:
In order to find all types of the optimistic optimal solutions, we have to find Ψ 3 (x, y) for fixed x, y. Therefore, the following bottom-level optimization problem should be recast as a multi-parametric programming problem, where x, y are considered as parameters.
By solving Problem (3), using the multi-parametric method [12] , we obtain:
It can be seen that Problem (3) has infinitely many solutions, and hence, Ψ 3 (x, y) is not single-valued. In the following steps, we attempt to find the sequentially, hierarchically and strategically optimistic optimal solution for this problem.
• Finding the sequentially optimistic optimal solution First, we have to find Ψ S.O 3 (x, y) for each fixed x, y.
Step 1. In order to find Ψ S.O 3 (x, y), we have to solve the following linear parametric programming problem when x, y are considered as parameters:
By solving Problem (4), we obtain that:
Step 2. By incorporating the resultant rational reaction set (5) into the definition of Ω S.O 2 (x), for all 0 ≤ x ≤ 2, we get:
Step 3. Considering the definition of Ψ S.O 2 (x), we will infer that:
Step 4. Consequently, IR S.O could be acquired as follows:
Step 5. The point (0, 2, 6, 6 ) is obtained as the sequentially optimistic optimal solution, and sequentially optimistic optimal value for the linear trilevel programming problem (2) is ( f 1 , f 2 , f 3 ) = (12, −8, 2).
• Finding the hierarchically optimistic optimal solution
Step 1. In order to find the hierarchically optimistic optimal solution, we have to find Ψ H.O 3 (x, y) for each fixed x, y, that is the optimal solution of the following parametric linear programming problem with x, y being parameters:
By solving the above problem, we deduce that:
Step 2. By using the resultant rational reaction set (7), Ω H.O 2 (x) for each 0 ≤ x ≤ 2 will be inferred as follows:
Step 3. Using the definition of Ψ H.O 2 (x) for each 0 ≤ x ≤ 2, it will be concluded that:
By considering the constraint of the first level, IR H.O could be depicted as follows:
Step 4. By using IR H.O and solving the resultant upper-level programming problem, the point (0, 2, 0, 0) is obtained as the hierarchically optimistic optimal solution. The hierarchically optimistic optimal value of the linear trilevel programming problem (2) associated with this point is ( f 1 , f 2 , f 3 ) = (6, −2, 2).
• Finding the strategically optimistic optimal solution
Step 1. In the first step, we try to find Ω ST.O 2 (x) and Φ(x) for each 0 ≤ x ≤ 2:
and:
Step 2. Using the definition of Ψ ST.O 2 (x), for each 0 ≤ x ≤ 2, it will be inferred that: Step 3. Eventually, if we apply the definition of IR ST.O , we will find the point (0, 0, 4, 2) as the strategically optimistic optimal solution, and the corresponding objective function values will be ( f 1 , f 2 , f 3 ) = (0, −2, 2). The point (0, 0, 4, 2) wonderfully has the best top-level objective function, and it is not an extreme point of the constraint region.
Conclusions
This paper considers the linear trilevel programming problems with the feature that middle-level and bottom-level decision makers have multiple optimal solutions. Then, the structure of the inducible region corresponding to kinds of the optimistic feasible solutions is investigated. We have shown that there are some extreme points of the constraint region that are sequentially optimistic and hierarchically optimistic optimal solutions. Finally, using a numerical example, it was indicated that the strategically optimistic optimal solution may not be an extreme point of the constraint region.
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