















In this paper, we propose a new searching method for deep reinforcement learning (DRL). In general, DRL 
calculates the parameters by using the gradient method, however the method requires a lot of multiplication 
and addition, therefore the calculation time becomes extremely long without GPU. A proposed method 
searches the parameters directly, so it reduces the calculation time and we can use DRL on the computer that 
has only CPU. In the proposed method, the trajectory of the solution is calculated by the matrices, and we can 
get the various trajectory by changing the eigenvalues of the matrices. In addition, since this method executes 
the global and the local search when searching the optimal solution in one time, the proposed method can 
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て更新する。n次元の重みのうち i （ = 1,…, n）番目
を更新する際、初期値 wi 0 から 0に収束させるので
あれば、以下の式（3）から（5）の計算により時刻
tにおけるベクトル wi （t）が 0に十分近づくまでく
り返し更新する 2。なお、解の探索時には wi （t）が 0
に近づくまで式（4）から構成される行列 Aiを使用
し、重みを更新した後に新たな Aiを作成する。
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る。たとえば  i = 1 とすると、w1 =［w11 w12］Tは式


















































































用したコンピュータはWindows  10  64bit、Core  i7
− 8565U  1.80GHz、メモリ 16GBである。また、プ












































































学習器は 2 層で構成され、第 1 層で入力となる





























































間応答を図 3に示す。初期値は wi0 = wi1 （0）= wi2 

























約 3時間 20 分である。








ている。式（2）で加えるノイズの総数 m = 20、学
習率α = 0.1 とした。
OpenAI の手法で倒立振子を学習するための計算






















表 1、表 2 では初めて報酬が 200 となったイテ





表 1のσ = 0.5、No.4 の結果では報酬が 200 となる
ことなく、14 イテレーションで報酬 195 となった
のが最大値であったことから−と記している。また






ではσ = 1.0 , 5.0 , 10.0 において報酬 200 となる状況
が 5回連続する結果がみられるが、OpenAI の手法
では σ = 0.5 のみでしかそのような結果が得られな
かった。
図 4 は OpenAI と提案手法で、各イテレーショ
ンにおける暫定解で獲得した報酬の変化を表す。図
示した結果は、OpenAI の手法では最も早く報酬
200 を獲得し、かつ 5 イテレーション連続して報
酬 200 を獲得した結果を使用した。提案手法では、





















































































σ = 0.5 ,  1.0 の結果を示す。シミュレーションは提
案手法、OpenAI の手法のそれぞれで 10 回実行し
た。提案手法、OpenAI の手法により得られた結果
を、それぞれに表 3、表 4に示す。

















= 5.0 では 9 回、σ = 10.0 では 7 回と安定的である
3 最も早く報酬 200 を獲得し、かつそのイテレーションよ
りも後に 5イテレーション連続して報酬 200 を獲得した結
果となる。
のに対して、OpenAI の手法ではσ = 1.0 では 5回、















σ No. 最小 最大 平均
1.0
1 380 1200 662.25
2 285 1050 787.85
3 410 870 622.1
4 410 1195 746.45
5 315 1240 766.35
6 440 1040 650.2
7 410 925 738.4
8 360 985 645.9
9 310 995 643.85
10 320 975 650.9
5.0
1 395 1175 725.6
2 415 1025 639.8
3 365 1005 640.4
4 425 1110 669.75
5 345 835 638
6 435 1075 691.85
7 445 1010 688.4
8 380 1075 653.15
9 335 1265 667.8
10 360 1095 625.95
10.0
1 440 1085 746.65
2 385 1010 694.55
3 260 990 641.6
4 305 1150 751.05
5 415 845 637.25
6 315 1285 646.8
7 335 1130 698.3
8 400 1050 626.25
9 285 1080 623.0








点で 5 イテレーションにわたり報酬 200 を獲得す
る結果となっている。このことから、提案手法の
探索が有効に機能していることがわかる。これは、




逆に σ = 1.0 , 0.5 と小さい値では、局所探索が主
体となり 5 イテレーション連続して報酬 200 が続






OpenAI の手法ではσ≥ 1.0 とした場合、報酬













る得点となった回数はσ = 5.0 が 9 回と最も多く、



















最高得点 440 820 970
最低得点 75 120 110
平均 143.45 340.9 409.05
表 4　OpenAI の手法の報酬（インベーダ）
σ No. 最小 最大 平均
0.5
1 290 1000 555.9
2 285 860 523.05
3 270 865 520.35
4 285 895 454.05
5 250 1095 556.1
6 270 875 546.05
7 260 1310 478.8
8 285 1060 567.8
9 215 890 439.95
10 260 920 563.0
1.0
1 255 975 506.7
2 280 940 529.25
3 265 935 487.75
4 235 895 497.2
5 260 1005 499.5
6 270 1050 513.75
7 295 1045 508.9
8 250 1105 502.6
9 275 935 494.75
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