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Abstract—Unprecedented dynamic phenomena may appear in
power grids due to higher and higher penetration of inverter-
based resources (IBR), e.g., wind and solar photovoltaic (PV).
A major challenge in dynamic modeling and analysis is that
unlike synchronous generators, whose analytical models are
well studied and known to system planners, inverter models
are proprietary information with black box models provided
to utilities. Thus, measurement based characterization of IBR
is a popular approach to find frequency-domain response of
an IBR. The resulting admittances are essentially small-signal
current/voltage relationship in frequency domain. Integrating ad-
mittances for grid dynamic modeling and analysis requires a new
framework, namely modular small-signal analysis framework.
In this visionary paper, we examine the current state-of-the-
art of dynamic modeling and analysis of power grids with IBR,
including inverter admittance characterization, the procedure of
component assembling and aggregation, and stability assessment.
We push forward a computing efficient modular modeling and
analysis framework via four visions: (i) efficient and accurate
admittance model characterization via model building and time-
domain responses, (ii) accurate assembling of components, (iii)
efficient aggregation, and (iv) stability assessment relying on
network admittance matrices. Challenges of admittance-based
modular analysis are demonstrated using examples and tech-
niques to tackle those challenges are pointed out in this visionary
paper.
Index Terms—Admittance; small-signal analysis; power grids;
inverter-based resources
I. INTRODUCTION
MOTIVATION: High penetration of inverters introducedmany new dynamic phenomena in power grids. First
severe wind farm subsynchronous resonances (SSR) due to
wind farm interactions with RLC circuits occurred in Texas in
2009 [1]. Similar phenomena were observed in North China
[2] in the years followed. In 2017, three more events were
observed in Texas [3]. Oscillations were also observed in real-
world wind farms with weak grid interconnections [4], [5]. For
voltage source converter (VSC)-based HVDC with weak grid
interconnections, some studies have also identified stability
issues [6], [7]. In microgrids, non-traditional stability issues,
e.g., droop related stability issues, voltage stability due to low
bandwidth of phase-locked-loop (PLL), have been summarized
in [8]. All those stability issues call for adequate modeling and
analytical methods.
While electromagnetic (EMT) simulation in environment
such as PSCAD, MATLAB/SimPowerSystems, is the major
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study tool, EMT simulation mainly serves as a tool for ex-
periments, instead of a tool for efficient analysis. To facilitate
small-signal analysis, analytical models are necessary.
Two approaches: Currently, there are two approaches of
analytic model building characterized by how small-signal
models are obtained. In the first approach, small-signal model
is obtained as a whole. This is the practice of large-scale
power grid dynamic model building. First, a nonlinear model
of the entire gird with state variables being constant at steady-
state is built. A small-signal model in the format of a linear
time-invariant (LTI) system is then obtained using numerical
perturbation. An example is the power system toolbox (PST)
package developed by Cheung and Chow in the early 1990s
[9]. This approach is a white-box approach with the assump-
tion that all information of the system is known.
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Fig. 1: White-box approach: From high-fidelity models to LTI systems.
Indeed, to arrive at the continuous nonlinear model with
state variables constant at equilibrium points is not a trivial
task. Some of the technologies are listed in Fig. 1. Imagine
a high-fidelity model of a system with converter switching
details. This system has discrete state variables. An impor-
tant technique to arrive at a continuous nonlinear system
is the “averaging” technique, whose objective is to filter
out high harmonics of discrete waveforms and make signals
smooth. In the power electronics field, averaging technique
was adopted in 1970s [10]. Specifically, for discrete wave-
forms generated by sine pulse width modulation (PWM),
average models consider only the fundamental component of
the waveforms. Many EMT testbeds built in PSCAD and
MATLAB/SimPowerSystems adopt average models to speed
up computing. In these testbeds, a voltage source converter
(VSC) is usually treated as a three-phase voltage source with
controllable voltage magnitude, frequency, and phase angle.
Such three-phase systems, if built in a static reference frame,
have three-phase currents and voltages as state variables. These
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2state variables are sinusoidal at steady-state. An important
technology, dq-frame transformation, converts balanced sinu-
soidal abc currents into dc dq-frame currents. In synchronous
generator modeling, the transformation is termed as Park’s
transformation. The 1929 paper by Park [11] is ranked as
one of the highest impact papers in the 20th century by the
power grid community [12]. This technique greatly speeds
up dynamic simulation. The resulting model has state vari-
ables constant at equilibrium point. We may apply numerical
perturbation and find the linearized model. In MALTAB, the
command linearize or linmod outputs a linear model at
certain initial point from a nonlinear model. The authors’ prior
work on type-3 wind SSR analysis [13], [14], wind in weak
grids [15]–[19] fall into the first category.
In the second approach, a small-signal model is built block
by block. In power grids, the modular approach has been
adopted for synchronous generator SSR analysis by Undrill
and Kostyniak back in 1970s [20]. What’s more, Undrill
and Kostyniak investigated assembling components into a
network admittance for large-scale systems. Aggregation was
then conducted to have a two-impedance system suitable for
applying generalized Nyquist stability criterion.
Another example is the impedance model building approach
popularly adopted by the power electronics community. In
the area of power electronic converters, frequency-domain
impedance model-based analysis was first used to analyze
dc systems [21]. Sun extended the impedance-based analysis
to three-phase ac system analysis [22]. Impedance models
are essentially small-signal models describing voltage and
current relationship. A feature of impedance model is that such
frequency-domain response can be obtained from experiments,
through frequency scan relying on harmonic injection. The
philosophy of harmonic injection method [23], [24] is similar
as frequency scan that has been used in power grid for
synchronous generator SSR assessment [25], [26].
In admittance or impedance characterization, a device is
first connected to a 60 Hz voltage source to operate at
certain operating condition. To have voltage perturbation, an
additional voltage source with small magnitude at a frequency
is connected in series with the original voltage source. The
current component at that frequency will be measured using
Fast Fourier Transformation (FFT) and the voltage/current
phasor relationship, or impedance at this frequency will be
obtained.
Thus, with an IBR device provided or its black-box model
provided, frequency-domain impedance measurement can be
found through experiments, and further used for stability
analysis. The concept of impedance has been introduced by
the authors in [27]–[29] to describe a type-3 wind farm as
an impedance. Impedance-based frequency domain analysis
successfully explains the effect of machine speed and network
compensation level on SSR oscillations.
Fig. 2 presents the procedure of finding a state-space model
from a black-box IBR model and further carry out stability
analysis. First, admittance or impedance measurement of a
component, e.g., IBR, is obtained using harmonic injection
based frequency scan method. With measurements obtained,
transfer functions may be found using vector/matrix fitting
method [30]. With the frequency-domain input/output system
known, time-domain state-space model can also be found. It
should be noted that the state-space model is not unique. With
each component’s admittance found, the admittance of the
entire system can be formed. Stability assessment then follows.
Impedance 
measurements in 
frequency domain
Harmonic injection/
Frequency scan
fitting
transfer functions
state-space models 
for each component
Black-box of IBR 
or other 
components
stability analysis
Assembling & 
aggregation
Fig. 2: Black-box approach: From black boxes to LTI systems.
It can be seen that the major difference between the two
approaches is that in the second approach, linearization is
conducted for every component. Thus, this approach is termed
as the “modular” approach.
Objective: The objective of this paper is to provide visions
for a scalable modular modeling framework that is suitable for
large-scale inverter penetrated power grids. To this end, four
visions will be elaborated and they are:
1) How to efficiently identify component admittance;
2) How to accurately assemble admittances;
3) How to efficiently find aggregation;
4) How to analyze power system stability beyond tradi-
tional approaches.
Organization and Contributions: The rest paper is organized
as follows. Section II first presents an overview of admittance-
model based stability analysis approach. A stability criterion
for a general admittance matrix is provided. The roots of
the determinant of the admittance matrix and the system
eigenvalues are equivalent.
Section III devotes to Vision 1: How to efficiently find ad-
mittance models from nonlinear analytical models or measure-
ment data. Using several examples, we first demonstrate ad-
mittance model derivation assuming all information is known.
In addition to a VSC, synchronous generator’s admittance
model is derived. This model is validated against PST for
its accuracy. We then propose an efficient measurement-based
method relying on time-domain responses for admittance
characterization. This method requires only two experiments.
Further, the resulting admittance model is in analytical forms
instead of discrete measurements. For discrete measurements,
further fitting is required to arrive at analytical forms.
Section IV devotes to Vision 2: How to accurately as-
semble the component impedances. Challenges of assembling
are discussed using numerical examples. Section V devotes
to Vision 3: How to efficiently find aggregated admittance.
Technology from power network reduction and aggregation is
demonstrated in this section for efficient aggregation.
Section VI devotes to Vision 4: How to conduct stability
analysis beyond the traditional approaches. Using three exam-
3ples (VSC in weak grid, type-3 wind SSR, and synchronous
generator torsional interaction), we demonstrate not only
traditional approaches for stability assessment, e.g., Nyquist
Criterion, the Root-Locus method, but also methods relying
on frequency-domain admittance matrices. The new methods
include eigenvalue analysis, sigma plots, and resonance mode
analysis (RMA), a technique previously used in harmonic
analysis [31]. Finally, Section VII concludes this paper.
II. ADMITTANCE MODEL-BASED SMALL-SIGNAL
ANALYSIS IN A NUTSHELL
A. Analysis Based on Two Impedances
We first use a simple system with two impedances to
illustrate the stability criterion. A two-impedance system for
SSR analysis of a synchronous generator connected to an
RLC circuit was presented in a 1976 paper [20] by Undrill
and Kostyniak. Generalized Nyquist criterion is then applied
for stability analysis. The two-impedance circuit is also used
in [22] to illustrate impedance-based stability analysis for
converter and grid interactions.
The example system in Fig. 3 represents a converter
connected to a grid. The converter is modeled in Norton
representation as a current source ic(s) in parallel with an
admittance Yconv(s). Its impedance is notated as Zconv and
Zconv = Y
−1
conv. The grid interconnection is represented as
a Thevenin equivalent, a voltage source vg(s) behind an
impedance Zg(s).
( )gZ s
c
i
convY
i(s)
gv
v(s)
Fig. 3: Impedance model of a converter connected to a grid.
The current flowing into the converter can be derived as
follows.
i(s) = (Zg + Zconv)
−1(vg(s)− Zconvic(s))
= (I + YconvZg)
−1
(Yconvvg(s)− ic(s)) (1)
where I is the identity matrix. For the above system, two
assumptions are made. (i) The grid voltage vg(s) is stable;
(ii) the system is stable when the grid impedance Zg is zero,
i.e., Yconvvg(s)− ic(s) is stable. The first assumption is valid
for the real-world scenarios as long as the grid voltage is
within the limits. The second assumption is valid as long as
the inverter converter admittance Yconv is stable and current
order ic is stable. For properly designed converters, the second
assumption is also true.
Therefore, for the current i(s) to be stable, we only need to
examine (I + YconvZg)−1. This circuit analysis problem may
be treated as a feedback system, as shown in Fig. 4, where
the input u is (Yconvvg(s)− ic(s)) and the output y is i(s).
Similarly, we may formulate a nodal equation for analysis:
v(s) = (Yg + Yconv)
−1
(Ygvg(s) + ic(s)) (2)
Yconv Zg
+
-
u y
Fig. 4: Circuit analysis problem is converted to a feedback control problem.
Stability Criterion 1: Roots of the characteristic polyno-
mial located in the LHP. The system’s stability is guaranteed
if the characteristic polynomial has no zero in the right half
plane (RHP) [32], or det(I + YconvZg) = 0 should have all
roots in the LHP.
Since det(I + YconvZg) = det(Zg) det(Yg + Yconv), with
the assumption that Zg and Yg are stable, the stability criterion
is equivalent to the following: the roots of det(Y ) should all
be located in the LHP, where Y is the total admittance and
Y = Yg + Yconv.
Similarly, the stability criterion is equivalent to the roots of
det(Zg +Zconv) located at the LHP. This criterion is adopted
in [33] to compute eigenvalues of the system.
Stability Criterion 2: Generalized Nyquist Stability Cri-
terion or Bode Plots More often, open-loop analysis is used
for analysis. For scalar admittances or impedances, the Root-
Locus method and Nyquist Criterion can be applied. For 2×2
admittances, Generalized Nyquist Criterion developed in 1970
[34] has been popularly used in the field of frequency-domain
analysis for machines and converters, e.g., [35], [36]. Stability
can be examined by checking the eigen loci or the Nyquist
plots of the eigenvalues of open-loop gain YconvZg or ZgYconv.
If the eigen loci do not encircle (−1, 0), then the system
is stable. In Bode plots, when phase shift happens, the gain
should be less than 1 for a stable system.
There are other criteria used in the literature. Some are
the extension of Criterion 1 and Criterion 2 at special cases,
e.g., reactance crossover adopted in [37], [38]. Others, such
as passivity used in [39], are suitable for comparison, but not
accurate for stability check. Thus, these methods will not be
discussed in this paper.
B. Analysis Based on a General Network Admittance
In general, we may obtain a network admittance and estab-
lish the relationship between current injection vector versus
nodal voltage vector.
V (s) = Y (s)−1I(s) (3)
where Y is the network admittance. Capital letters are used
for voltage and current to notate vectors. Eq. (2) is a special
case of (3) where there is only one node.
The network admittance matrix has been popularly used in
power flow computing. The one used in steady-state analysis
is a special case of the network admittance presented in (3).
The notion of frequency-domain or s-domain admittance
network has appeared in the literature, e.g., [31], [40]. Xu et
al proposed to use the eigenvalue information of a frequency-
domain admittance network for harmonic analysis in [31].
The admittance considers mainly passive elements. Semlyen
indicated in [40] that components such as generators can also
4be included into the network admittance. Semlyen also pointed
out the equivalence of the system’s eigenvalues and the roots
of the determinant of the admittance matrix in [40].
In (3), the current injection at each node is treated as input
and the nodal voltage is treated as output. Thus, stability of
the multi-input multi-output (MIMO) system can be judged by
the roots of the characteristic polynomial: det(Y (s)) = 0. The
roots of det(Y (s)) should be located at LHP to guarantee
stability. The roots and the system eigenvalues are equivalent.
Generalized Nyquist Stability criterion, however, cannot be
directly applied unless the admittance network is aggregated
into a two-port system. Aggregation will be addressed in
Section IV.
It is worth to notice that the stability criterion for a general
network admittance has not been popularly adopted in the
literature. On reason is that the current study systems on
inverters usually have a very small size. Study on large-scale
power grids with IBR penetration just starts. Moreover, a
multi-node network admittance is seen to be first reduced to
a two-impedance system for stability analysis. This reduction
approach has been adopted in [20], [33], [38].
III. VISION 1: FINDING ADMITTANCE MODELS:
WHITE-BOX APPROACH VERSUS BLACK-BOX APPROACH
Two approaches are used in the literature to find admit-
tances. The white-box approach assumes that the information
of a component is known. Admittance models may be obtained
via derivation. Majority of the current research on inverter
model derivation relies on linearization at every step for every
equation, e.g., [6], [36], [41], [42]. The outcome is a linear
input/output model or a transfer function.
The black-box approach relies on measurement-based char-
acterization. Frequency scan or harmonic injection method
is applied in the majority of the research, e.g., [23], [24],
[43], [44]. First, a testbed for measurement is built. A small
perturbation voltage is injected. FFT is then used to compute
the complex Fourier coefficients at the injected frequency. For
IBRs, when measurement is conducted in the static frame,
frequency coupling phenomena may exist [45], [46]. The
phasor of the coupled frequency component may also need to
be found and included into admittance modeling. On the other
hand, frequency coupling phenomena have not been reported
for dq-frame measurement due to the fact that dq-frame
admittances for inverters are transfer functions expressed as
rational fraction polynomials of Laplace operator s.
The step of setting up the testbed to have exact operating
condition is crucial for dynamics that are influenced by power
system operating conditions. Operating condition of inverters
in a grid is often not taken into account in impedance model-
ing. For example, in [44], a type-3 wind turbine’s impedance
model is derived and measured without considering power
control nor operating condition. Similarly, in [42], a grid-
connected VSC’s impedance models are investigated without
considering VSC outer-loop control nor operating condition.
The omission of operating condition and outer-loop controls
renders the admittance or impedance model not suitable for
grid-level low-frequency dynamics. This point will be further
emphasized in Vision 2 Assembling.
A few research has moved forward to conduct vector/matrix
fitting to obtain analytical form from the frequency-domain
measurements, e.g., [43]. Vector/matrix fitting method was
developed in 1999 [30] and the codes are posted in the public
domain. [43] adopts vector fitting to come up with analytical
forms. Eigenvalues of the system can be computed based on
the analytical forms.
For both approaches, more efficient approaches are desired.
In power grids, nonlinear analytical model building is a mature
technology. Numerical perturbation is popularly adopted to
conduct linearization and find linear state-space models at
various operating conditions. This approach will be elaborated
in Section III-A. For measurement-based characterization,
harmonic injection requires hundreds of experiments to obtain
a Bode plot. On the other hand, past research conducted
by Sanchez and Chow [47] shows that impulse time-domain
responses can be used to find a linear state-space model or a
single-input single-output (SISO) transfer function. In Section
III-B, we provide an example to demonstrate how to use
step responses to find a 2 × 2 dq-frame admittance matrix.
Only two experiments are needed for this characterization.
While the previous research in [47] deals with measurements
created from one experiment, a challenge to tackle is to
have the identification algorithm handle data created from two
experiments. A modified algorithm that can handle data from
multiple events is presented.
A. White-Box Approaches
Two types of admittance derivation approaches are demon-
strated in this subsection. The first approach relies on lin-
earization conducted at every step. The second approach is
a more efficient approach where linearization is conducted on
a nonlinear model.
1) Derivation-Based Approach: Classical synchronous gen-
erator admittance derivation: In this example, using the
second-order classic synchronous generator model, we show
how to derive the admittance model. This is essentially to
figure out the current response of a generator with its terminal
voltage perturbed. Hence, the terminal voltage is treated as
input and the current is treated as output.
The second-order model is given as follows for a generator.
δ˙ = ω0(ω − 1), ω˙ = 1
2H
(Pm − Pe −D1(ω − 1)) (4)
where δ is the rotor angle in radian (defined as rotor’s q-
axis position against the reference frame), ω is the machine
speed in per unit (pu), Pm and Pe are the mechanical power
and the electric power in pu. H , D1 are the inertia and
damping coefficient. The electromagnetic dynamics is ignored
and the generator is assumed as a voltage source with a
constant magnitude E behind a transient reactance Xg . The
voltage source’s phase angle is the rotor angle. Notate the
generator’s terminal voltage phasor as V¯ = Vx + jVy and the
current phasor flowing out of the generator as I¯ = Ix + jIy .
The real power from the generator can be expressed as:
5Pe = VxIx+VyIy. The current phasor can be expressed by the
internal voltage phasor E δ and the terminal voltages phasor:
I¯ =
E∠δ − V¯
jXg
.
Hence,
ix =
E
Xg
sin δ − Vy
Xg
, iy =
−E
Xg
cos δ +
Vx
Xg
. (5)
Substituting ix and iy in the power expression leads to the
following the real power expression.
Pe =
EVx
Xg
sin δ − EVy
Xg
cos δ. (6)
The small perturbation expression of ∆Pe is then found:
∆Pe = Tx∆Vx + Ty∆Vy + Tδ∆δ (7)
where
Tx =
E sin δ
Xg
, Ty = −E cos δ
Xg
, Tδ =
E(Vx cos δ + Vy sin δ)
Xg
.
It is to be noted that the expression (Vx cos δ + Vy sin δ)
is equivalent to Re(Vx + jVy)e−jδ), or the projection of the
terminal voltage vector on the q-axis of the machine that aligns
with the internal voltage E δ. Thus Tδ can also be written as
Tδ =
EV cos(δ − θv)
Xg
,
where θv is the terminal voltage’s phase angle. Hence, Tδ
will be intact regardless of the reference frame as long as the
operation condition is the same.
The linear state-space model can now be found as follows.[
∆δ˙
∆ω˙
]
=
[
0 ω0
−Tδ
2H
−D1
2H
]
︸ ︷︷ ︸
A
[
∆δ
∆ω
]
+
[
0 0
−Tx
2H
−Ty
2H
]
︸ ︷︷ ︸
B
[
∆Vx
∆Vy
]
(8a)
[
∆Ix
∆Iy
]
=
[−Ty 0
Tx 0
]
︸ ︷︷ ︸
C
[
∆δ
∆ω
]
+
[
0 −1Xg
1
Xg
0
]
︸ ︷︷ ︸
D
[
∆Vx
∆Vy
]
(8b)
The 2 × 2 dimension frequency-domain admittance model
of a synchronous generator can be found as:
Ygen = −C(sI −A)−1B −D (9)
It can be seen that (sI − A)−1 and D will keep the same
regardless of reference frames. On the other hand, C and B
are influenced by the reference frame assumption, since the
generator’s δ will be different when the generator’s terminal
voltage is assumed as the reference voltage or when a different
reference voltage is assumed.
It is to be noted that the similar derivation was carried out in
[48] for forced oscillation location research. Ref. [48] presents
not only the 2nd order model-base admittance but also a 6th-
order subtransient model-based admittance. In Section VI of
the present paper, torsional dynamics is further included in the
generator admittance for a more comprehensive study.
With the admittance model of a classical synchronous gen-
erator, two case studies are carried out to compute eigenvalues
based on the network admittance matrix.
a) Example 1: SMIB system: We will use the well-
known single-machine infinite bus (SMIB) system for il-
lustration of admittance-based linear analysis. The generator
is connected through a line (pure reactance jXL) to the
infinite bus (V∞ 0◦). If we consider a synchronous generator
represented by an internal voltage E δ behind a transient
reactance jXg has only second-order swing dynamics, the
linear system transfer function from ∆Pm to the rotor angle
∆δ is well known and is listed as follows.
∆δ
∆Pm
=
1
Ms2 +Ds+ T
, (10)
where M = 2H/ω0, D = D1/ω0, and T = EV∞X˜ cos δ, X˜
is the total reactance including line and generator’s transient
reactances. The system’s characteristic polynomial is
Ms2 +Ds+ T. (11)
Using the admittance model derived in (9), at the terminal
bus, the total admittance is
Y = Ygen +
[
0 1XL− 1XL 0
]
(12)
The numerator of Y is found:
X˜3ω0(Ms
2 +Ds+ T ). (13)
It can be seen that the two polynomials (11) and (13) share
the same roots.
b) Examples 2-3: Admittance-based Eigenvalue Anal-
ysis for Power Grids: We next demonstrate the exact match
of the eigenvalue computing results of the two-area four-
machine system (Fig. 5) and the 16-machine 68-bus system
(Fig. 6) from the proposed modular analysis tool versus those
from PST package. To the authors’ best knowledge, this type
of validation has not been conducted before.
Classical models are assumed for all synchronous genera-
tors. Loads are assumed as constant impedances. The 2-area
4-machine system has 8 eigenvalues while the 16-machine
system has 32 examples. PST uses numerical perturbation to
extract the linearized system and give eigenvalues.
 
Fig. 5: Two-area four-machine power grid in PST.
In the modular approach, first, power flow is conducted.
The terminal voltage phasors of the generator buses and rotor
angles of generators are found. The information is used to
compute the A, B, C, D matrices presented in (8) and further
6 
Fig. 6: 16-machine 68-bus power grid in PST.
to obtain the four generators’ admittances. For the 2-area 4-
machine system, Kron reduction is carried out on the 13-bus
power network to have only four generator buses left to define
the passive network. Each generator’s admittance is assembled
into the 4-node passive network admittance matrix (8 × 8).
Determinant of the total admittance is then obtained and the
roots of its numerator are computed. For the 16-machine
68-bus system, 16 generator nodes are left for admittance
matrix assembling. The total admittance matrix has 32 × 32
dimensional in the dq-frame.
The two sets of the eigenvalues obtained from PST and the
proposed modular tool are compared in Figs. 7a and 7b. It can
be seen that the results are exactly matched.
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Fig. 7: Comparison of eigenvalues obtained from PST and the modular tool.
(a) 2-area 4-machine system. (b) 16-machine 68-bus system.
2) Nonlinear Model-based Approach: Example 4: We
use an example to illustrate a more efficient approach: non-
linear model-based approach. This approach is used to obtain
the dq-frame admittance of a VSC from the nonlinear model.
The grid-following VSC is assumed to achieve two control
functions: regulate the dc-link voltage and regulate the PCC
voltage. The admittance of the VSC viewed from the PCC
bus is desired. To find the admittance, the integration system
is constructed to have the PCC bus directly connected to
the grid voltage source. Since the VSC regulates the PCC
voltage, direct connection of a voltage source at PCC bus is
not desirable since it yields the PCC voltage not controllable.
Rather, a very small Rg and Lg will be inserted between the
grid voltage source and the PCC bus. The topology is shown
in Fig. 9.
The analytical model of the system is constructed in the
dq-frame. This model has been used for stability analysis
related to VSC in weak grids [16]–[19]. The full details of
the modeling blocks are shown in Fig. 8(a). Using numerical
perturbation (e.g., MATLAB command linmod), lineraized
model at an operating condition can be found. An input/output
linearized model is found with the dq-axis voltages as input
and the dq-axis currents as output, shown in the following.[
id(s)
iq(s)
]
= −
[
Ydd(s) Ydq(s)
Yqd(s) Yqq(s)
]
︸ ︷︷ ︸
Yvsc,dq
[
vgd(s)
vgq(s)
]
(14)
Fig. 8(b) (“original”) presents the frequency-domain responses
of the admittance matrix.
Remarks: This approach to find admittance model can be
adopted for any component, including a synchronous generator
should its analytical model is available. Through terminal
voltage perturbation, a dq-frame admittance may be found.
B. Black-Box Approach: Finding impedance through time-
domain responses
From time-domain responses to find an SISO model or a
transfer function has been investigated in 1990s for control
design [47]. To obtain the plant model from the exciter input to
the speed, impulse signals are injected and the speed responses
are recorded. The data of the speed is fed into Eigensystem
Realization Algorithm (ERA) and the transfer function is
obtained. Other similar methods that lead to eigenvalue iden-
tification are Prony analysis and Matrix Pencil [49]. We will
adopt ERA to find VSC’s dq-frame admittance matrix using
time-domain responses. To have a clear picture of ERA, the
algorithm is first reviewed. Challenges of applying ERA for
admittance matrix identification is then laid out. A modified
ERA is demonstrated to tackle the challenge.
1) ERA for measurement data generated by single event:
ERA was proposed by Juang and Pappa in 1985 [50] to
find a linear model from measurement data in the field of
aerospace. ERA assumes that the dynamic response is due to
impulse input. Consider a Linear-Time Invariant (LTI) system
in discrete domain as the following:
xk+1 = Axk +Buk, yk = Cxk +Duk (15)
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Fig. 8: Block diagram of the analytical model and its admittance frequency-domain responses. Parameters of the test case in pu: (Rg , Xg) : (0.001, 0.1),
(RL, XL) : (0.003, 0.15), inner current PI controller: (Kpi,Kii) : (0.3, 5), outer loop PI parameters: (1, 100), second-order PLL: (Kp,PLL,Ki,PLL) =
(60, 1400). Dc-link capacitor time constant τ : 0.0272 s.
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Fig. 9: Grid-connected VSC circuit diagram.
where y ∈ RK×1 is defined as the output column vector of
the system with K output channels, A ∈ Rn×n, B ∈ Rn×1,
C ∈ RK×n, and D ∈ RK×1 are system matrices. Assuming
x0 = 0, the system response due to an impulse input (u0 = 1,
uk = 0, k > 0) can be found as follows.
x0 = 0, x1 = B, x2 = AB, · · · , xk = Ak−1B
y0 = D, y1 = CB, y2 = CAB, · · · , yk = CAk−1B
Two shifted Hankel matrices are formed as follows.
H1 =

y1 y2 · · · yL
y2 y3 · · · yL+1
...
...
. . .
...
yN−L+1 yN−L+2 · · · yN

K(N−L+1)×L
H2 =

y2 y3 · · · yL+1
y3 y4 · · · yL+2
...
...
. . .
...
yN−L+2 yN−L+3 · · · yN+1

K(N−L+1)×L
It can be seen that the Hankel matrices can be decomposed
as follows.
H1 =

CB CAB · · · CAL−1B
CAB CA2B · · · CALB
...
...
. . .
...
CAN−LB CAN−L+1B · · · CAN−1B

=

C
CA
...
CAN−L

︸ ︷︷ ︸
O
[
B AB · · · AL−1B]︸ ︷︷ ︸
C
= OC (16)
H2 = OAC (17)
where O is the observability matrix and C is the controllability
matrix. Note that the two matrices are of the following
dimensions:
O ∈ RK(N−L+1)×n, C ∈ Rn×L
ERA employs singular value decomposition (SVD) and rank
reduction to find two matrices to realize O and C. First, SVD
is conducted for H1 and the resulting matrices are listed as
follows with their dimensions notated.
H1 = USV
T ,
where U ∈ RK(N−L+1)×K(N−L+1),
S ∈ RK(N−L+1)×L, V ∈ RL×L
(18)
Only n components of diag(S) will be kept to construct the
reduced-rank Hankel matrix H ′1.
H ′1 = U(:, 1 : n)︸ ︷︷ ︸
U ′
S(1 : n, 1 : n)︸ ︷︷ ︸
S′
(V (:, 1 : n)︸ ︷︷ ︸
V ′
)T
U ′ ∈ RK(N−L+1)×n, S′ ∈ Rn×n, V ′ ∈ RL×n
(19)
Similarly, rank reduction may also be applied to H2 to
have a low-rank Hankel matrix H ′2. From the reduced-rank
Hankel matrix, the observability and controllability matrices
with correct dimensions can be realized.
O = U ′S′ 12 , C = S′ 12 (V ′)T (20)
Thus, the system matrix A can be realized through the use of
(17). Moreover, B and C can be found from the controllability
matrix and the observability matrix. D is the data at the initial
time.
A = S′−
1
2U ′TH ′2V
′S′−
1
2 , B = C(:, 1),
C = O(1 : K, :), D = y0. (21)
The entire state-space model is known. Hence, the eigenvalues
of the system and each signal’s transfer function are all known.
2) Example 5: Identification of Admittance for a VSC:
The dq-frame admittance of the grid-connected VSC (shown
in Fig. 9) will be identified. This 9th order dq-frame based
model, shown in Fig. 8a is used to produce data. Small-
signal model can be extracted from the analytical model at
an operating condition through numerical perturbation. This
8model can serve as the benchmark for the measurement-based
admittance.
The foremost challenge is how to create data that is suitable
for admittance identification. In harmonic injection method,
sinusoidal perturbation is used. On the other hand, for time-
series data, Laplace transform of the step response of a system
is associated with the product of the transfer function of the
system and 1/s. Thus, step changes may be used as perturba-
tion. This requires the perturbed variables and measurements
be constant at steady-state. Hence, dq-frame models will be
suitable to generate step responses.
A step change with 0.001 pu size will be applied to vgd. Line
currents are measured and notated as i(1)d and i
(1)
q . Another
step change with 0.001 pu size is applied to vgq and the line
currents are notated as i(2)d and i
(2)
q . The step response data
are presented in Fig. 10.
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Fig. 10: Dynamic responses of id and iq for two events. Event 1: vgd step
change of 0.001 pu at t = 1 s. Event 2: vgq step change of 0.001 pu at
t = 1 s.
Data in the time frame from 1 second to 1.98 is used for
analysis. Sampling frequency is 2500 Hz. Since ERA assumes
the initial state variables are zeros, the data are processed to
have the initial steady-state values taken off. Proper scaling is
applied to signals to have similar degree of variation. For the
four signals, the scales are 1000, 1, 100, and 10. The two sets
of scaled event data will be used.
a) ERA for MIMO systems: A distinct feature of the dq-
admittance model is that it is a two-input two-output system.
Since the dynamic event measurements are generated from the
same dynamic system, the estimated system dynamic matrix
A is expected to be the same. If the two event data are treated
separately, it is possible that the resulting A matrix is different
in two cases. To solve this challenge, a modified ERA that can
handle multiple event data is worked out by the authors.
The two event data are generated based on dq-axis voltage
perturbation, respectively. Each event corresponds to a single-
input two-output system. For the two events, the inputs are
different, while the outputs are the same. Hence, the corre-
sponding The two linear systems share the same A and C
matrices. The B and D matrices for the two systems are
different.
Event 1: xk+1 = Axk +B(1)u
(1)
k
y
(1)
k = Cxk +D
(1)u
(1)
k
(22)
Event 2: xk+1 = Axk +B(2)u
(2)
k
y
(2)
k = Cxk +D
(2)u
(2)
k
(23)
where superscript (i) notates ith event related system.
For each event data, two shifted Hankel matrices may be
formed. We already know that they can be expressed as
the multiplication of the observability matrix, A, and the
controllability matrix. The observability matrices for the two
events will be the same, while the controllability matrices for
the two events will be different.
H
(1)
1 = OC(1), H(2)1 = OAC(2),
H
(1)
2 = OC(2), H(2)2 = OAC(2)
(24)
The first two Hankel matrices may form a new Hankel
matrix while the latter two Hankel matrices may form another
shifted new Hankel matrix. Their relationship can be found as
follows.
H1 =
[
H
(1)
1 H
(2)
1
]
= O [C(1) C(2)]
H2 =
[
H
(1)
2 H
(2)
2
]
= OA [C(1) C(2)] (25)
The two Hankel matrices formed by two event data now
assume the same relationship of the two formed by single
event data. The same procedure that is used to find A matrix
can be used. Further, B and C matrices can be found.
b) Study results: The two sets of the data are fed into
a modified ERA that can handle data from multiple events.
The estimated system is assumed to have an order of 10. This
order is chosen by considering the 9th order system and the
step response perturbation.
The system matrix A is first computed. The eigenvalues
of the continuous system are estimated and the residuals
for each signal can be computed. With the eigenvalue and
residuals found, measurement data can be reconstructed and
the transfer function can be found for each signal. Fig. 10
presents the reconstructed signals with their initial steady-state
values added. The reconstructed signals have a close to 100%
match with the original data.
Fig. 11 presents the estimated eigenvalues versus the eigen-
values of the original system in the complex plane. It can be
seen that the identified eigenvalues align very well with the
original eigenvalues. The estimated eigenvalue at the original
point is due to the step input which introduces an “s” in the
denominator of the current transfer functions.
For each signal, its estimated Laplace domain expression
can now be found: i(1)d (s), i
(1)
q (s), i
(2)
d (s), i
(2)
q (s), where
superscript notates event number. The admittance model can
be found by taking into the effect of step response of vd or
vq .
Y = −s
p
[
i
(1)
d (s) i
(2)
d (s)
i
(1)
q (s) i
(2)
q (s)
]
(26)
where p is the size of perturbation. For this study, p = 0.001.
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Fig. 11: Actual eigenvalues of the 9th order system and the estimation from
current signals. The right figure is the zoom-in of the left figure.
Fig. 8b presents the frequency responses of the estimated
admittance versus the original admittance. It can be seen
that the estimated admittance gives excellent match in the
frequency range of 1 Hz to 100 Hz. Considering that grid
dynamic studies are concerned of dynamics in this range, the
proposed approach, using step responses of 1 second data for
admittance identification, has been demonstrated as a powerful
tool for device characterization.
IV. VISION 2: ASSEMBLING INTO A NETWORK
ADMITTANCE MATRIX
While majority of the current research on stability analysis
of inverter penetrated systems considers an entire system as
two impedances, a few also adopted the notation of impedance
network or network admittance.
In [33], [38], components of a power grid, including indi-
vidual wind farms, are modeled as impedances. Topology of
a network with impedances is illustrated in [33], [38]. On the
other hand, multi-node network admittance matrix assembling
is not mentioned, nor used. The authors continued with circuit
branch aggregation using manual methods to aggregate series
branches and shunt branches to arrive at two impedances
viewed from the terminal bus of a wind farm.
Assembling component admittances into an network admit-
tance matrix of dimension N ×N (where N is the number of
node) is a familiar task to power system engineers. The ad-
mittance matrix formed for power flow analysis is essentially
a steady-state admittance matrix in phasor domain.
In [31], N × N complex network admittance matrices or
2N × 2N network admittance matrices (with real and imag-
inary part separated) are employed for harmonics analysis.
In this case, frequency-domain network admittance matrix is
formed, considering passive components. In [40], s-domain
admittance further includes sources.
In this paper, we give detailed formulation procedure to
assemble components into a dq-frame 2Ns×2Ns (where Ns is
the number of sources) network admittance matrix. dq-frame
admittance is preferred since dq-frame based modeling has
been a tradition for synchronous generators.
Consider a N -node power network with its passive ele-
ments, e.g., line, transformers and constant impedance loads,
all expressed by an admittance matrix. The system can be
reduced into a network with only the source buses. This
reduction can be achieved through Kron reduction.
Is = YredVs (27)
where Is notates the vector of current injection by sources,
Vs notates the vector of voltage of the source buses, and
Yred represents the reduced-size network obtained by Kron
reduction.
If every source (synchronous generators, wind, and solar)
can be represented by a Norton equivalent as a current source
in parallel with an admittance (Isi = Igi − ygiVsi), then the
entire system may be represented by an admittance matrix Y .
Ig = (Yg + Yred)︸ ︷︷ ︸
Y
Vs (28)
where Yg is a diagonal matrix with each diagonal element the
admittance of a source. This assembling procedure has also
been mentioned in the 1976 paper [20].
To examine system stability, the following MIMO system
is examined.
Vs = Y (s)
−1︸ ︷︷ ︸
Z(s)
Ig (29)
Thus, if the MIMO transfer function matrix, represented by
the impedance matrix Z(s) is proper, the system is stable.
The system eigenvalues are the roots of det(Y (s)) = 0.
Accurate assembling is necessary to lead to accurate sta-
bility analysis results. In the following, we present two chal-
lenges, namely, initial operating condition consideration for
admittance characterization and reference frame consideration.
A. Challenge 1: Accurate Initial Condition Setup
We start from an example: VSC in weak grids (Example
6). The analytical model shown in Fig. 8 has been derived in
our prior work [16]–[19] and can be used to demonstrate low-
frequency oscillations. Fig. 12 presents the system response
subject to a small step change in dc-link voltage order.
0.5 1 1.5 2
0.98
1
1.02
V P
CC
0.5 1 1.5 2
0.98
1
P
0.5 1 1.5 2
0.34
0.35
0.36
Q
Time (s)
0.5 1 1.5 2
1
1.005
1.01
V d
c
Fig. 12: Dynamic responses of the VSC grid integration system subject to
0.5% change in dc-link voltage order. Rg = 0.08 pu, Xg = 0.8 pu. The
system is unstable with growing 5 Hz oscillations.
We now approach to view the system as a one-node system
with two shunt admittances: YVSC and Yline. The node is the
PCC bus. The VSC admittance can be found using the methods
presented in Section III.A or B.
For the initial operating condition (Initial condition 1), the
power output from the converter is assumed to be 1 pu and
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the PCC voltage is 1 pu. The voltage source to be perturbed
is set at 1 0 pu.
With the VSC admittance available, the total admittance
viewed at the PCC bus is as follow:
Y = YVSC + Yline. (30)
where Yline =
[
Rg + sLg −ω0Lg
ω0Lg Rg + sLg
]
and ω0 is the nominal
frequency 377 rad/s.
The system’s eigenvalues are the roots of det(Y ). The
eigenvalues, along with the eigenvalues of the analytical model
obtained at an operating condition of P = 1 pu, VPCC = 1
pu, and Xg = 0.8 pu are plotted in Fig. 13a.
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Fig. 13: Comparison of eigenvalues obtained using admittance-based approach
and analytical model-based approach. (a) Initial condition 1. (b) Initial
condition 2.
It can be seen that the eigenvalues from the analytical
model correctly indicate the system is unstable with a pair
of eigenvalues located in the RHP. On the other hand, the
admittance-based modular tool indicates that the system is
stable with the dominant mode located in the LHP.
Mitigation The inaccurate eigenvalues indicate that the
admittance matrix obtained using Initial Condition 1 is not
suitable. For both the VSC with weak grid integration testbed
and the VSC admittance measurement testbed, the initial
conditions are compared. Table I lists the operating condition
for the VSC at two testbeds. It can be observed that for the two
systems, the operating condition of the VSC is very different
on reactive power generation. The measurement testbed’s
voltage source is then configured so that VSC exports the
same level of real or reactive power as the original testbed
(Initial Condition 2). The voltage source is configured based
on the PCC frame. Fig. 13b presents the eigenvalues of the
admittance-based approach and the original set. They show
exact match.
TABLE I: Operating condition comparison
Original Testbed Measurement Testbed
P (pu) 1 1
VPCC (pu) 1 1
Q (pu) -0.355 -0.09
∆θPCC 50.5
◦ 0.57◦
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Fig. 14: (14a) Bode plots of two admittances Y g and Y PCC based on two
frames. (14b) Bode plots of Y g and TTY PCCT .
B. Challenge 2: Reference Frame
Comparison is also made when different reference frame
is adopted during the measurement procedure. Two reference
frames are adopted: grid frame and the PCC frame. For grid
frame adoption, the PCC voltage phasor is 1 50.5◦. For the
PCC frame, the PCC voltage phasor is 1 0. It can be seen from
Fig. 14a that the admittance frequency domain responses are
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very different for different reference frame. On the other hand,
based on experiment results, the two different admittances
lead to the same eigenvalues.
This difference in frequency-domain responses and the same
closed-loop system eigenvalues are explained by the following.
The PCC frame leads the grid frame by ∆θPCC (the
PCC voltage phase angle relative to the grid frame). Notate
the variables and admittance matrix in the grid frame using
superscript g and those in the PCC frame using superscript
PCC. The following relationship can be found.
IPCC = Y PCCV PCC, Ig = Y gV g,
IPCC = TIg, V PCC = TV g, (31)
where
T =
[
cos(∆θPCC) sin(∆θPCC)
− sin(∆θPCC) cos(∆θPCC)
]
.
T is an orthogonal matrix that defines rotation. Its inverse is
its transpose. Hence, it can be found:
Y g = T−1Y PCCT, (32)
where T−1 = TT . Fig. 14b confirms the relationship between
the two admittances in different frames.
For this particular system, where a single VSC is connected
to a voltage source through a transmission line, the two
different admittances lead to the same eigenvalues. A question
naturally arise is if this is a general case or just a special
case. In general, does reference frame matter? This particular
example is indeed a special case. This is due to the fact that
the admittance of the passive component keeps intact.
Yline = T
−1YlineT. (33)
The total admittances for the two cases are examined:
Y g = Y gvsc + Yline
= T−1(Y PCCvsc + Yline)T
= T−1Y PCCT.
For this specific case, the total admittances in different
reference frames are two similar matrices. They share the same
determinant. Hence, the eigenvalues computed are the same.
Example 7: Two-area four-machine power grid reference
frame test The two-area four-machine power grid is used
as the test case to further investigate the effect of reference
frame. In case 1, the system reference frame is adopted for
every generator’s admittance calibration. This is the same
assumption that is used in Section III’s Example 2 eigenvalue
computation. In case 2, component admittance calibration is
conducted based on the terminal bus. That is, each generator’s
terminal bus’s voltage space vector is assumed as the d-axis.
This leads to 0 for the q-axis terminal voltage at steady-state.
The resulting eigenvalues are compared with the PST output
and shown in Fig. 15. It can be seen that using individual
frames leads to inaccurate eigenvalues. Hence, in general, a
system reference frame is desired to lead to accurate network
admittance matrix assembling. This point has also been em-
phasized in [33].
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Fig. 15: Inaccurate eigenvalues of the 2-area 4-machine system due to
individual reference frame assumption.
C. Remarks on Vision 2
In Vision 2, two important challenges need to be tackled
when forming an network admittance matrix. First, steady-
state analysis of the entire grid with IBR should be conducted.
This step is essential for traditional power grid dynamic stabil-
ity analysis. The testbed for admittance measurement should
have the exact same terminal condition as that from the entire
grid. This condition guarantees that a component measured is
exactly working at the specific operating condition.
Second, a system reference frame should be used. If a
component is measured at its terminal voltage reference frame,
the obtained admittance should be referred back to the system
framework before final assembling.
V. VISION 3: AGGREGATION
Instead of conducting series/shunt branch aggregation as
[33], [38], efficient and systematic aggregation methods are
desired. In power network steady-state computing, aggrega-
tion technology is well established. One such is Thevenine
equivalent. For a network, we may find its Thevenin equivalent
impedance at any bus. The Thevenin equivalent impedance at
Bus k, notated as Zkk is indeed the kth diagonal component
of the inverse of the admittance matrix [51] (Chapter 9).
For the frequency-domain network admittance matrix matrix
Y (s), aggregation may be conducted at any frequency for
Y (jω). Indeed, this aggregation method is exactly the one
adopted by Undrill and Kostyniak in [20]!
Example 8 In the following, we use the two-area four-
machine system as an example to illustrate how to conduct
aggregation. We would like to view the entire grid as two
impedances. The view point is Gen 1’s terminal bus. Through
Kron reduction and admittance computing, we first obtain a
4-node network admittance matrix. The topology is shown in
Fig. 16.
To find the Thevenine equivalent of the rest system other
than Gen 1, the network admittance matrix should be built by
excluding Gen 1’s admittance.
Y ′ =

0
Yg2
Yg3
Yg4
+

[Y11] [Y12] [Y13] [Y14]
[Y21] [Y22] [Y23] [Y24]
[Y31] [Y32] [Y33] [Y34]
[Y41] [Y42] [Y43] [Y44]

12
1 3
2 4
Fig. 16: Passive network topology of the 2-area 4-machine system after Kron
reduction. The steady-state complex admittance matrix is notated as Ybus, a
4× 4 matrix.
where [Yij ] =
[<(Ybus,ij) −=(Ybus,ij)
=(Ybus,ij) <(Ybus,ij)
]
The first diagonal component of the inverse of the network
admittance matrix Y ′−1 for the system without Gen 1 is found,
notated as Z11. Finally, the total admittance is a 2× 2 matrix:
Y = Yg1 +Z
−1
11 . Numerator of the determinant has 8th order.
The roots are found and they exactly match the eigenvalues
of the system computed by PST.
VI. VISION 4: STABILITY ASSESSMENT
The assembled system admittance matrix assumes two for-
mats: transfer function matrix or frequency-domain measure-
ments. Many methods are suitable only for the first format,
including the eigenvalue approach relying on admittance ma-
trix’s determinant’s roots.
A few frequency-domain methods, such as Bode plots,
reactance crossover, are suitable for frequency-domain mea-
surements. Those methods have been popularly used in the
literature, e.g., [37], [52], [53]. To be able to apply for Bode
plots, two subsystems should be identified. For example, in
[53], SSR screen is conducted using reactance cross over
method. The system is viewed at the terminal of a series
compensated line or a series capacitor. One subsystem is the
capacitor, the other subsystem is the rest system.
Similarly, in [33], an impedance network is presented with
every node considered. The system is then viewed as two
subsystems based on the wind farm terminal bus: wind farm
versus the other the rest system. For the rest system, aggrega-
tion is conducted.
The two-port system or two-impedance approach has to
guarantee that the instability happens only due to the specific
two subsystem interaction. If one subsystem is unstable, the
approach is not applicable. An example of inaccurate analysis
is presented in [53] to show that if the system is viewed as a
single wind farm versus the rest of the grid, which includes
other wind farms and the series compensated line, the analysis
result is not accurate.
For a power grid with multiple nodes, the two-subsystem
approach which requires aggregation has two pitfalls. First, we
need to guarantee that the subsystem is stable. This requires
prior knowledge or additional study. Second, with aggregation,
information on those aggregated part cannot be found. Thus,
methods suitable to deal with admittance matrices of multiple
nodes are desired.
In this regard, RMA that was proposed for harmonic study
[31], is suitable for the new need. At every frequency, eigen-
value decomposition may be conducted for the admittance
matrix. Since V = Y −1I , singularity of the admittance
matrix in the frequency domain will be manifested as a
small eigenvalue of Y and a large eigenvalue of Y −1. The
eigenvalues of Y −1 are named as modal impedance in [31].
If a pair of the system’s eigenvalues, notated as −σ ± jω
have σ very close to 0, the determinant of Y (s), evaluated at
jω will reach 0. This indicates singularity of Y (jω) and in
turn a large modal impedance at this frequency ω. Singularity
of Y can also be manifested as the minimum of singular values
of Y becomes very small. MATLAB’s command sigma gives
the singular value plots over frequency for a transfer function
matrix.
In the following, we present three examples to demonstrate
stability assessment.
The VSC in weak grid example (Example 6) is again used
to illustrate RMA and sigma plots. In the RMA analysis, we
deal with an admittance matrix Y = Yvsc+Yline. The eigenval-
ues of the matrix in the frequency domain are computed and
the inverse of the eigenvalues (modal impedances) are plotted
in Fig. 21. Since the matrix is 2×2, the system has two modal
impedances. One of the modal impedances show a large value
in the range of 5 Hz -6 Hz. When the grid strength is weaker
or the line reactance is larger, the maximum of the modal
impedance becomes even larger. The singular value plot of Y
is also shown in Fig. 21. It can be seen that longer line leads
to smaller minimum singular value, indicating the system is
approaching singularity.
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Fig. 17: (a) Modal impedances for VSC in weak grids. A larger modal
impedance is observed when line is longer. The resonance happens at 5.5
Hz. (b) Singular value plot for the admittance matrix. Longer line leads to
smaller minimum singular value.
Example 9: Subsynchronous resonance due to induction
generator effect This example is taken from [27]. A type-
3 wind turbine is radially connected to a series compensated
network. To arrive at frequency-domain impedance model, the
slip should be represented by slip = 1 − jωms , where ωm is
the motor speed in rad/s.
Impedance or admittance-based frequency domain analysis
can provide better insights for this dynamic phenomenon.
The equivalent circuit is shown in Fig. 18. For a doubly-
fed induction generator (DFIG), the shunt branches of grid
side converter (GSC) and the magnetizing branch are assumed
to have large impedance and thus treated as open. The rotor
side converter (RSC)’s current control gains are assumed very
small so that the resulting impedance can also be ignored.
Nyquist plots of YDFIGZline have been presented in [27].
They are given in Fig. 19 to demonstrate the effect of series
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AC
Zline(s)ZDFIG(s)
rr’/slip   Llr Lls         rs R  L  C
ZRSC(s)
Fig. 18: Equivalent circuit of a type-3 wind connected to an RLC circuit.
rs, Xls, rr, Xlr : 0.00488, 0.09231, 0.00549, 0.09955. ωm = 0.75 pu.
R,XL: 0.03, 0.64.
compensation (SC) level on resonance. It can be seen that for
the series compensation levels invesigated, 50% does not lead
to instability while the rest lead to instability.
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Fig. 19: Nyquist plots of YDFIGZLine. SC at 50%: (-1,0) is not encircled
clockwise and the system is stable. SC at 57.5%, 60%, 62.5%, 65%: (-1,0)
encircled unstable.
We also compute the roots of the total admittance in (34)
in the static frame.
Y = YDFIG + YLine
=
1
rr/slip + rs + (Lls + Llr)s
+
1
R+ Ls+ 1/Cs
(34)
Fig. 20 presents the eigenvalues of the system. A dominant
mode in the range of 37 Hz to 45 Hz appears when the
series compensation level increases from 50% to 65%. The
eigenvalue plot confirms that the system is stable at 50%
compensation level and unstable at the rest compensate levels.
Next, RMA is conducted. Fig. 21 presents the modal
impedance for the scalar admittance at different compensation
level. It can be seen that at 56% compensation level, the
maximum of the modal impedance achieves a great value. This
is due to the fact that at 56% compensation level, the dominant
mode has the smallest real part. Hence, at the corresponding
mode frequency, the magnitude of the admittance is very
small or the modal impedance is very large. RMA is most
effective to indicate that a system has an oscillation mode
at a certain frequency. On the other hand, RMA does not
tell if the system is stable or not. When the compensation
level changes from 50% to 56%, if the system is previously
stable, the sudden increase of the modal impedance magnitude
indicates the system may start to lose stability.
Finally, time-domain step response of current due to step
change in grid voltage is examined. The transfer function,
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Fig. 20: Eigenvalues of the system in the static frame show a dominant mode
with oscillation frequency in the range of 37 Hz to 45 Hz when SC changes:
50%, 57%, 60%, 62%, 65%.
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Fig. 21: Modal impedance for Example 9. Modal impedance is maximum
when the system’s eigenvalue is close to the imaginary axis.
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Fig. 22: (22a) Step response of id subject to a step change in vd of the grid
voltage. (22b) Step response of iα subject to a step change in vα of the grid
voltage. SC at 50%: stable and oscillation frequency is 23 Hz in dq, 37 Hz
in static frame. SC at 56%: unstable.
1
ZDFIG+Zline
, in the static frame has complex terms. Thus, the
transfer function is converted to αβ frame and dq-frame. For
any transfer function notated as F (s) in the static frame, its
transfer function matrix in αβ frame and dq-frame are shown
as follows.
Fαβ(s) =
[<(F (s)) −=(F (s))
=(F (s)) <(F (s))
]
(35)
Fdq(s) =
[<(F (s+ jω0)) −=(F (s+ jω0))
=(F (s+ jω0)) <(F (s+ jω0))
]
(36)
Note that s is replaced by s+ jω0 to find transfer functions in
the dq-frame. A step change is applied in the d-axis voltage
or α-axis of the voltage, the current responses are shown in
Fig. 22. It can be seen oscillations manifest as 37 Hz in the
αβ static frame and 23 Hz in the dq-frame.
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Example 10: Torsional interaction in a synchronous
generator radially connected to an RLC circuit
In this last example, we demonstrate how to build admit-
tance model for a synchronous generator with torsional dy-
namics included. The study system is a synchronous generator
connected to an infinite bus through an RLC circuit. The gener-
ator electric model is assumed to be a constant voltage behind
a transient reactance. Parameters of the torsional dynamics are
taken from [54].
The procedure of admittance block building was mentioned
in the 1976 paper [20] with Nyquist plots presented for the
open-loop gain (YgenZline). In the current paper, frequency
response Bode plots of the obtained generator admittance with
torsional dynamics included will be presented. This generator
admittance and the RLC circuit admittance are assembled into
a total admittance Y . Eigenvalues of the system computed
from Y and the RMA analysis results will be presented. As a
comparison, a conventional linear model is constructed. The
open-loop analysis using the Root-Locus method demonstrates
a 24 Hz mode losing stability when the compensation level is
35%.
The conventional linear model building blocks are presented
in Fig. 23 with the system parameters listed in the caption. The
mechanical system and the electric system are coupled through
the rotor angle δ and the electric power Pe. Linear relationship
between δ and Pe for an RLC circuit has been derived and
presented in the first author’s textbook Chapter 8.3 [55]. At
1 second, a step change is applied at the mechanical power.
The resulting dynamic performance of the speed of the high
pressure turbine mass is shown in Fig. 24. It can be seen that
there is a 24 Hz oscillation mode.
Torsional dynamics block
Generator admittance
Fig. 23: Conventional model building blocks in MATLAB/Simulink. Sys-
tem base: 110 MW. RLC circuit parameters: XL = 1.0, RL = 0.1,
Xc = 0.35. Generator base 600 MW. H = [0.8551.1921.1550.2320.124],
D = [0.31040.31040.31040.050.05], K = [62.375.648.421.8]. Generator
operating condition: P,Q, V : 0.5, 0.1, 1.
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Fig. 24: Dynamic performance of the high pressure turbine mass’ speed.
At the point of Pe that fed to the torsional block, the
system is decoupled into an open-loop system. The root loci
are obtained using the Root-Locus method, shown in Fig. 25.
It can be seen that closing the loop causes the LC mode at
25.3 Hz moving left while the two torsional modes at 16 Hz
and 24 Hz moving towards the RHP. At unity gain, the 24
Hz is located at the RHP, which indicates instability of the
closed-loop system.
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Fig. 25: Root loci show two torsional modes (16 Hz, 24 Hz) moving towards
RHP. At unit gain, the 24 Hz mode is located in the RHP.
The generator’s admittance is obtained by considering a
generator connected at the terminal bus to a voltage source.
Bode plots of the admittance are shown in Fig. 26.
The eigenvalues of the system subject to a increasing series
compensation are computed using the assembled Y , shown in
Fig. 27. It can be seen that the 16 Hz mode 24 Hz mode
are moving towards right when series compensation level
increases.
Finally, the modal impedances in the frequency domain
are computed and shown in Fig. 28. At the frequencies
corresponding to three torsional modes, increase in modal
impedance magnitudes is observed.
Remarks: In Vision 4, stability assessment tools are re-
viewed. Tools suitable for the admittance measurement-based
network model are desired. In this paper, we use three ex-
amples to demonstrate the use of roots of det(Y ) and RMA
for stability or robustness assessment. Further investigation
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Fig. 26: Bode plots of the generator admittance. Peaks in magnitudes
correspond to 2.3 Hz, 16 Hz, 24 Hz, and 31 Hz.
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Fig. 27: System eigenvalues computed using total admittance Y .
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Fig. 28: Modal impedances show resonance mode at 16 Hz, 24 Hz, and 31
Hz.
implementing those methods on large size systems is desired.
Further, tool such as participation factor that have been used
in traditional analysis to reveal component involvement in os-
cillation modes need to be re-designed for the new framework.
VII. CONCLUSION
This visionary paper lays out visions for the modular small-
signal analysis framework suitable for power grids with IBR
penetration. The four visions are related to component admit-
tance measurement, network admittance matrix assembling,
aggregation, and stability assessment. First, a stability criterion
suitable for a general network admittance matrix is presented.
Two approaches to obtain an admittance are then presented:
the white-box approach and the black-box approach. For both
approaches, efficient methods are examined. Further, this paper
uses numerical examples to demonstrate challenges in network
admittance matrix assembling and how to conduct efficient
aggregation. Finally, stability assessment is carried out on
examples using various methods: Nyquist criterion, roots of
the determinant of the admittance matrix, and RMA method.
The visions as well as the numerical examples are expected
to provide guidelines and references for a modular modeling
and small-signal analysis framework.
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