Petersen, Hans Christian by unknown
Syddansk Universitet
Efficient estimation for incomplete multivariate data
Jørgensen, Bent; Petersen, Hans Christian
Published in:
Journal of Statistical Planning and Inference
Publication date:
2012
Document Version
Early version, also known as pre-print
Link to publication
Citation for pulished version (APA):
Jørgensen, B., & Petersen, H. C. (2012). Efficient estimation for incomplete multivariate data. Journal of
Statistical Planning and Inference, 142, 1215–1224.
General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal ?
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Download date: 09. Jan. 2017
E¢ cient estimation for incomplete multivariate data
Bent Jørgensen, Hans Chr. Petersen
Department of Mathematics and Computer Science
University of Southern Denmark, Campusvej 55, DK-5230 Odense M, Denmark
August 8, 2011
Abstract
We review the Fisher scoring and EM algorithms for incomplete multivariate data from an
estimating function point of view, and examine the corresponding quasi-score functions under
second-moment assumptions. A bias-corrected REML-type estimator for the covariance
matrix is derived, and the Fisher, Godambe and empirical sandwich information matrices
are compared. We make a numerical investigation of the two algorithms, and compare with
a hybrid algorithm, where Fisher scoring is used for the mean vector and the EM algorithm
for the covariance matrix.
Keywords: EM algorithm; Estimating function; Fisher scoring algorithm; Godambe in-
formation matrix; Missing data; REML estimation
1 Introduction
Incomplete multivariate data are a major concern in many applied areas such as for example
osteology and paleontology, where the proportion of missing values may be large, and it is
clearly important to use incomplete data methods that are both statistically and computationally
e¢ cient, see e.g. Holt and Benfer (2000), Stefan (2004) or Petersen (2007). We shall hence
compare the two main algorithms for incomplete multivariate normal data, namely the EM
algorithm of Dempster et al. (1977), and the Fisher scoring algorithm developed by Trawinski
and Bargmann (1964) and Hartley and Hocking (1971). However, we discuss these algorithms
in the more general setting of estimating functions under second-moment assumptions, drawing
inspiration from the generalized estimating equations (GEE) of Liang and Zeger (1986), and
developing suitable matrix representations for the results. The use of estimating functions under
second-moment assumptions is a well-established technique, especially in biostatistics, see for
example Diggle et al. (2002).
A further motivation comes from the need to obtain a bias-corrected estimator for the co-
variance matrix , which we achieve using the REML-type estimation method developed by
Jørgensen and Knudsen (2004), based on a bias-corrected estimating function for . The esti-
mate of  often serves as input to further multivariate analysis procedures, such as principal
Corresponding author.
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components analysis, classication, and clustering, requiring an estimator for  that is as accu-
rate as possible. This point is particularly delicate for data with arbitrary missing-data patterns,
where the e¤ective degrees of freedom may vary across the di¤erent variable pairs in the data.
We concentrate on the simple case where the full data are assumed to be i.i.d. from a multi-
variate distribution with nite second moments, which helps bring out the main points in the
discussion without the complications of more general sampling schemes.
The study of estimation based on incomplete samples from the multivariate normal distri-
bution has a long history, dating back to Wilks (1932), Matthai (1951) and Lord (1955), who
considered the bivariate and trivariate normal cases. Further special cases were considered by
Nicholson (1957) and Buck (1960), after which Trawinski and Bargmann (1964) and Hartley
and Hocking (1971) developed the Fisher scoring algorithm in full generality.
A separate development based on techniques for imputing missing values began with An-
derson (1957), followed by authors such as Orchard and Woodbury (1972) and Beale and Little
(1975), who developed what is now known as the EM algorithm for multivariate normal data.
When Dempster et al. (1977) introduced the EM algorithm as a simple and reasonably e¢ cient
estimation technique for incomplete data, this algorithm quickly became the standard for in-
complete multivariate normal data, see e.g. Liski (1985), Liski and Nummi (1988), Kleinbaum
(1973), Schafer (1997, Ch. 5), Johnson and Wichern (2007, pp. 251256), and Little and Rubin
(2002, Ch. 11). The popularity of the EM algorithm all but arrested the further development of
the Fisher scoring algorithm in this setting.
The EM algorithm generally requires more iterations for convergence than the Fisher scoring
algorithm, although the latter takes more computing time per iteration. However, the EM
algorithm does not easily produce the information matrix required for the asymptotic variance
of the estimators, and the well-known bias of the maximum likelihood estimator for  is not
easily removed in this context. This motivates a review of the two algorithms along with a
discussion of the proper calculation of the Fisher and Godambe information matrices and the
derivation of a bias-corrected estimator for .
2 Incomplete data
We rst establish a suitable notation for missing data, following Hartley and Hocking (1971), in
order to facilitate the theoretical development and practical implementation of the methods.
Consider a k-vector of data Y ; partitioned into observed data Y r and missing data Y m,
Y r
Y m

=

R
M

Y . (2.1)
Here the k  k matrix R>;M>> appearing on the right-hand side of (2.1) is an orthogonal
permutation matrix of zeroes and a single one in each row and each column (R = retain;M =
missing). It follows from the orthogonality that the inverse of the mapping (2.1) is
Y =

R
M
> 
Y r
Y m

= R>Y r +M>Y m. (2.2)
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This matrix representation of the missing data structure is very useful both theoretically and
practically, and we may think of (2.1) and (2.2) as giving the relation between the rectangular
(Y ) and ragged (Y r) representation of the data. The orthogonality relation
R
M
 
R
M
>
= I
implies the useful relations
RR> = I, MM> = I, RM> = 0. (2.3)
Similarly, the relation 
R
M
> 
R
M

= I
implies
R>R+M>M = I.
Let us introduce the notation
Y  [;] ,
which means that Y follows a (k-variate) distribution with mean vector  and covariance matrix
. We consider estimation of  and  based on this second-moment assumption. Let r and
m denote the mean vectors of Y r and Y m, respectively. Then (2.1) and (2.2) imply
r
m

=

R
M

 and  = R>r +M
>m,
respectively. Also, (2.1) implies that
Var

Y r
Y m

=

R
M



R
M
>
=

RR> RM>
MR> MM>

=

r rm
mr m

, (2.4)
say. Similarly, calculating the covariance matrix on both sides of (2.2) yields
 = R>rR+M> mM +R> rmM +M> mrR.
Regarding the missingness process, we assume that the k components of Y are missing com-
pletely at random (MCAR) (Little and Rubin; 2002, p. 327), which means that the distribution
of Y r, conditional on the missing data indicator (R;M), is given by
Y r 
h
R;RR>
i
. (2.5)
The less restrictive assumption of missing at random (MAR) is associated with the maximum
likelihood method, and is not suitable for estimating functions. We shall not discuss the question
of the missingness process further here, except that we note that our problem resembles the
problem of drop-outs in longitudinal studies, where a weighted form of GEE is often used, cf.
Robins et al. (1995) and Robins and Rotnitzky (1995).
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Let us now consider the prediction of Y m from Y r using the BLUP (Best Linear Unbiased
Predictor), which is dened by
bY m = m +mr 1r (Y r   r)
= M+MR>

RR>
 1
R (Y   ) .
Similarly, the BLUP for Y based on Y r, which is used for the E step of the EM algorithm
(Section 4), is given by bY = +R> 1r (Y r   r) , (2.6)
which is the imputation of the missing data values from the observed data Y r.
3 The Fisher scoring algorithm
3.1 The quasi-score function for 
As the rst step in our analysis, we consider estimation of  for known value of the covariance
matrix . We consider the full data Y 1; : : : ;Y n to be an i.i.d. sample from the distribution
[;]. Under multivariate normality, the score function for  using the complete data is
U =
nX
i=1
 1 (Y i   ) . (3.1)
Let the observed (incomplete) data be given by Y ri = RiY i, say, with distribution [ri;ri] for
i = 1; : : : ; n, where subscript i refers to the ith data case, and R1; : : : ;Rn represent the missing
data patterns. Here ri = Ri, and we let ri etc. denote the covariance matrix blocks dened
for each i by (2.4).
The corresponding quasi-score function for  is the BLUP of U given the observed data,
  =
nX
i=1
 1
 bY i    = nX
i=1
R>i 
 1
ri (Y ri   ri) . (3.2)
This is the optimal linear estimating function for  in the sense of Crowder (1987), which under
multivariate normality is the score function for , i.e. the derivative of the log likelihood function
L(;) =  1
2
nX
i=1
h
log jrij+ (Y ri   ri)> 1ri (Y ri   ri)
i
, (3.3)
where jrij denotes the determinant of the quadratic matrix ri.
The quasi-score equation   = 0 has the following explicit solution,
^ = J 1
nX
i=1
R>i 
 1
ri Y ri, (3.4)
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where J is the Fisher information matrix for , or the expected second derivative of the
likelihood (3.3), dened by
J =
nX
i=1
R>i 
 1
ri Ri. (3.5)
The estimator ^ has distribution
^  ;J 1  : (3.6)
We note that the estimating function   is -insensitive (see Jørgensen and Knudsen, 2004),
in the sense that E
 
@ =@

= 0, which in turn is a consequence of (3.2) and the fact that
E (Y ri   ri) = 0. Insensitivity implies that the asymptotic variance of ^ remains the same
whether or not  is known, independently of which estimating function for  is used. The
asymptotic variance for ^ is hence J 1 , and (3.6) yields the asymptotic mean and variance
matrix for ^. We shall elaborate further on these results in Subsection 3.4.
3.2 Starting values
For later use, we now investigate the starting value for (3.4) obtained from  = I, which in
view of (2.3) gives the following value of ,
1 = J
 1

nX
i=1
R>i

RiR
>
i
 1
Y ri = J
 1

nX
i=1
R>i Y ri. (3.7)
Similarly, the information matrix (3.5) now becomes
J =
nX
i=1
R>i

RiR
>
i
 1
Ri =
nX
i=1
R>i Ri.
It is easy to see that R>i Ri is a k  k diagonal matrix with the value 1 for those diagonal
elements that correspond to observed variables, and 0 elsewhere. Hence, in this case J is a
diagonal matrix holding the counts of the number of available cases for each variable. Similarly,
the second sum of (3.7) gives a vector holding the sums of the available cases for each variable.
Hence 1 is the vector of averages of available cases, which is an appealing and commonly used
starting value for .
3.3 The quasi-score function for 
We now present the quasi-score function for , which together with the sensitivity matrix for
 derived in Subsection 3.4 provide the main ingredients of the Fisher scoring algorithm for
, dened as the Newton algorithm based on the expected derivative of the score function.
Together with the results of Subsection 3.1, this leads to the Fisher scoring algorithm for the
full parameter (;).
Let `m denote the `mth element of  for 1  m  `  k, and let K = k(k + 1)=2. The
score function   for  under multivariate normality, the derivative of (3.3) with respect to ,
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is given by the following K elements,
 `m =
nX
i=1
tr
n
W i`m

rir
>
i  ri
o
, (3.8)
for 1  m  `  k. Here ri = Y ri   ri denotes the ith residual vector, and
W i`m =  @
 1
ri
@`m
=  1ri
@ri
@`m
 1ri (3.9)
are the weights proposed by Hall and Severini (1998). The weights (3.9) are optimal in the sense
of Crowder (1987) under fourth-moment assumptions, that is, if the third and fourth cumulants
are zero, as implied by multivariate normality. The derivatives needed for (3.9) are given by
@ri
@`m
= RiI`mR
>
i with I`m =
@
@`m
,
where the matrix I`m contains a diagonal 1 when ` = m and two symmetrically placed ones
when m < `, the remaining entries being zero.
3.4 The sensitivity matrix for 
The K  K sensitivity matrix S for , dened as the expected derivative of the quasi-score
function   with respect to the entries `m, has elements given by
S(`m)(`0m0) =  
nX
i=1
tr

 1ri
@ri
@`m
 1ri
@ri
@`0m0

.
The matrix  S is the Fisher information matrix for  under multivariate normality. Under
second-moment assumptions, however, this is no longer the appropriate information matrix,
and instead we need the Godambe information matrix, see Section 5.
Let vech denote the matrix operator that stacks the k(k+1)=2 lower triangle elements of the
matrix  with elements dened by (3.8) into a K-vector (Harville; 1997, p. 350), and let Vech
denote the corresponding operator that maps S into a K K symmetric matrix. The Fisher
scoring algorithm for  may then be dened by means of the update
vech = vech  (VechS) 1 vech , (3.10)
where and S and   are evaluated at the value . Here it is understood that the upper triangle
of  is dened by symmetry. The Fisher scoring algorithm for the full parameter (;) is
then obtained as the algorithm that combines (3.10) is with (3.4).
Under second-moment assumptions, the Fisher scoring algorithm becomes the chaser algo-
rithm of Jørgensen and Knudsen (2004), which, due to the -insensitivity of  , is equivalent to
the Newton scoring algorithm for the full parameter (;), as shown by Jørgensen and Knudsen
(2004). The latter algorithm corresponds to a Newton algorithm based on the expected deriva-
tive of the estimating function. However, since the algorithm, as such, is the same whether we
use maximum likelihood or the estimating function approach, we use the term Fisher scoring
algorithm in general.
6
4 The EM and hybrid algorithms
We now turn to the EM algorithm, where we follow Johnson and Wichern (2007, pp. 251-256),
except for a small modication of the  part of the algorithm. In the present setting, the E step
of the algorithm amounts to imputing the missing data values, whereas the M step involves the
maximization of the full data likelihood.
Let  and  denote the current values of the parameters in the iterations. The  part of the
algorithm is obtained by rst calculating the BLUP bY i for all i using (2.6), and then calculating
the update  as follows:
 =
1
n
nX
i=1
bY i = + 1
n
nX
i=1
R>i 
 1
ri (Y ri   ri) = +
1
n
 , (4.1)
where   is dened by (3.2). Note that upon convergence we obtain 
 = , which is equivalent
to the quasi-score equation   = 0, as it should be.
The  part of the algorithm involves the predicted value of Y iY >i , which together with Y i
forms the su¢ cient statistic for the (;), namely
E

Y iY
>
i jY ri

= bY i bY >i +Var (Y ijY ri) ,
where the conditional variance of Y i given Y ri is given by
Var (Y ijY ri) =M>i
 
mi  mri 1ri rmi

M i.
We hence update  as follows:
 =
1
n
nX
i=1
 bY i    bY i   > +Var (Y ijY ri) . (4.2)
The EM algorithm is dened by means of (4.1) and (4.2).
Upon convergence, the EM algorithm yields the maximum likelihood estimates for  and 
under multivariate normality. However, since the equations involve only rst and second mo-
ments, they also serve as estimating equations for  and  under second-moment assumptions.
The observed information matrix for  and  may be calculated by the method of Louis
(1982), see also Oakes (1999). However, since there is no obvious analogue of the observed
information matrix in the case of estimating functions, we shall here concentrate on the expected
information matrix (Section 5). See also Little and Rubin (2002, p. 179).
The hybrid algorithm is dened by combining the explicit solution for  dened by (3.4)
with the  part (4.2) of the EM algorithm. The hybrid algorithm has a more e¢ cient  part
than the EM algorithm, but requires the additional inversion of the k  k matrix J in each
step, which in turn yields the asymptotic variance of the estimator ^ as a by-product. The 
part of the hybrid algorithm, given by (4.2), is likely to be the bottleneck, and it will hence be
interesting to see if the hybrid algorithm presents an improvement over the full EM algorithm.
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5 The full information matrix
5.1 General
Let us now consider the information matrix and the asymptotic distribution for the estimator for
(;) under second-moment conditions, and compare with the asymptotic distribution under
multivariate normality. We denote the full parameter and the corresponding full quasi-score
function by
 =




 =

 
 

, (5.1)
respectively. In the following we use terminology and results of Jørgensen and Knudsen (2004).
Under second-moment assumptions, the asymptotic variance of the estimator (b; b) is given
by J 1 , the inverse Godambe information matrix for . The general form of J is
J = S
>
 V
 1
 S,
where S and V  are the sensitivity and variability matrices for  , respectively. The variability
matrix is dened by
V  = Var ( ) =

V  V 
V  V 

.
In the present case, the sensitivity matrix takes the form
S = E (r ) =

S 0
0 S

.
The zero o¤-diagonal blocks of S follow from the fact that S = 0 (by the -insensitivity of
 ) along with the symmetry of S, the latter being the sensitivity matrix for the quasi-score
function  .
5.2 The Fisher information matrix
Under multivariate normality, the Godambe information matrix J becomes the Fisher infor-
mation matrix, in which case
J = V  =  S. (5.2)
Furthermore, the parameter orthogonality of  and  implies that J is block diagonal,
J =

J 0
0 J

=

V  0
0 V 

=
  S 0
0  S

.
In particular we have that V  = 0 in this case, a fact that follows from the third-moment
assumption implied by multivariate normality: The inverse Fisher information matrix J 1 is
also block diagonal in this case.
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5.3 The inverse Godambe information matrix
In the general case, where we abandon multivariate normality in favour of fourth-moment as-
sumptions, the inverse Godambe information matrix J 1 is no longer block diagonal: However,
the -insensitivity of   along with the block diagonal form of S imply the following simpler
form for the inverse Godambe information matrix,
J 1 =

J 1 S
 1
 V S
 1

S 1 V S
 1
 S
 1
 V S
 1


. (5.3)
Here J is the Fisher information matrix for  dened by (3.5) which, due to the quasi-score
form of   satises J = V  =  S, similar to (5.2), but now only for  and not for the
full parameter . In particular, the appearance of J 1 in the upper left-hand corner of J
 1

conrms the claim made in Subsection 3.1, that the asymptotic variance of b is una¤ected by
the joint estimation of  and . We also note that (5.3) depends on the third and fourth
moments via V  and V , respectively, although J 1 , the asymptotic variance for b, depends
on second-moment assumptions only.
5.4 The empirical sandwich estimator
In case we are not prepared to make assumptions about fourth moments or multivariate nor-
mality, we may turn to the empirical (Huber-White) sandwich estimator bJ 1 , which is obtained
by substituting the blocks of the empirical variability matrix dened by
bV  = nX
i=1
 i(
b) >i (b) = nX
i=1
"
 i(
b) >i(b)  i(b) >i(b)
 i(
b) >i(b)  i(b) >i(b)
#
,
for the blocks of V  in (5.3): Note that, due to the form of (5.3), the asymptotic variance of b
is not a¤ected by this procedure. Under second-moment assumptions, the empirical sandwich
estimator provides a consistent estimator of the asymptotic variance of the estimator (b; b).
6 Correction of bias for b
We shall now present the bias-corrected version of the quasi-score function for , following Holst
and Jørgensen (2010) and Jørgensen and Knudsen (2004).
6.1 General case
Let b be dened by (3.4), and consider the corresponding estimated version of the residual ri,
namely bri = Y ri  Rib. The estimating function b , say, obtained by substituting bri for ri in
(3.8) is then no longer unbiased. Instead we consider the bias-corrected estimating function  
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for , dened by the elements
 `m =
nX
i=1
tr
n
W i`m
bribr>i  rio  @ log jJj =@`m
=
nX
i=1
tr
n
W i`m
bribr>i  rio  trJ (`m) J 1 
=
nX
i=1
tr
n
W i`m
bribr>i  rio+ nX
i=1
tr

R>i W i`mRiJ
 1


, (6.1)
say, where J is the Fisher information matrix for  dened by (3.5) and J
(`m)
 denotes the
`m-derivative of J. The equality (6.1) follows from (3.9),
J (`m) =
@J
@`m
=
nX
i=1
R>i
@ 1ri
@`m
Ri =  
nX
i=1
R>i W i`mRi. (6.2)
The solution , say, to the equation   = 0 yields a REML-type estimator for  in the
sense of Jørgensen and Knudsen (2004). It is a stationary point of the conventional REML log
likelihood function
L(;) =  1
2
(
nX
i=1
h
log jrij+ (Y ri   ri)> 1ri (Y ri   ri)
i
+ log jJj
)
, (6.3)
compare with Speed (1997), so we shall simply call it the REML estimator. The bias correction
term in (6.1) is generally designed to produce an estimator  with smaller bias than that of the
uncorrected estimator b. In the present case, we now show that the estimating function   is
in fact unbiased.
To show the unbiasedness of  , we calculate the mean of b `m, the rst term of (6.1). To
this end we write bri = ri  Ri (b  ), whereby
bribr>i = rir>i +Ri n(b  ) (b  )>   (Y i   ) (b  )>   (b  ) (Y i   )>oR>i .
Since E
 
rir
>
i

= ri we obtain
E
bribr>i  = ri +Ri nJ 1  R>i  1ri RiJ 1   J 1 R>i  1ri RioR>i .
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By repeated use of the linear and commutative properties of the trace operator we obtain
Eb `m = nX
i=1
tr
h
W i`m
n
E
bribr>i  rioi
=
nX
i=1
tr
n
W i`mRi

J 1  R>i  1ri RiJ 1   J 1 R>i  1ri Ri

R>i
o
=
nX
i=1
tr
n
R>i W i`mRi

J 1  R>i  1ri RiJ 1   J 1 R>i  1ri Ri
o
=
nX
i=1
tr

R>i W i`mRiJ
 1
  R>i W i`mRiR>i  1ri RiJ 1   J 1 R>i  1ri RiR>i W i`mRi

=
nX
i=1
tr

R>i W i`mRiJ
 1
  R>i W i`mRiJ 1   J 1 R>i W i`mRi

=  
nX
i=1
tr

R>i W i`mRiJ
 1


,
which shows the unbiasedness of  , as desired.
6.2 Complete data case
It is useful to consider the bias correction in the complete data case where Y ri = Y i  [;]
for all i. In this case we show that the unbiased quasi-score function   yields the classical
unbiased estimator for ,
 =
1
n  1T n, (6.4)
where
T n =
nX
i=1
bribr>i = nX
i=1
 
Y i   Y
  
Y i   Y
>
,
and b = Y is the root of (3.1), i.e. the vector of sample averages.
To show this result, we note that the Fisher information matrix in the complete data case is
J = n
 1. Hence the bias-corrected estimating function   is given by the following elements,
 `m = ntr

 1I`m 1
 
n 1T n  
	  tr @J
@`m
J 1

= tr

I`m
 1 (T n   n) 1
	
+ tr
 
I`m
 1
= tr

I`m
 1T n 1   nI`m 1 + I`m 1
	
= tr

I`m
 1T n 1   (n  1) I`m 1
	
.
It follows that the equation   = 0 has solution given by (6.4), as desired.
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6.3 The corrected sensitivity matrix
The bias-corrected estimating function   requires a correction to the information matrix from
Section 5, as follows. Since the correction term in (6.1) does not depend on the data, nor on ,
only a correction to the sensitivity matrix S is required. Following Holst and Jørgensen (2010)
the corrected sensitivity matrix S is given by the following elements,
S(`m)(`0m0) = S(`m)(`0m0) + tr
h
J (`m) J
 1
 J
(`0m0 )
 J
 1
   J (`m:`0m0 ) J 1
i
,
where J (`m) is the derivative of J dened by (6.2), and J
(`m:`0m0 )
 denotes the second deriv-
ative of J with respect to `m. In view of (3.9) and (6.2) the second derivative is given by
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The Fisher scoring algorithm for solving   = 0 is dened by inserting   and S into (3.10),
vech = vech   Vech S 1 vech  , (6.5)
which is combined with (3.4) to form what we may call the REML algorithm. This algorithm
calculates the solution (; ), say, of the equation  = 0, where  is the version of  in (5.1)
obtained by replacing   by  . In particular the estimator  is slightly di¤erent from ^,
although the di¤erence is usually small, cf. Jørgensen and Knudsen (2004).
7 Numerical experiments
We now present the results of a small set of numerical experiments to compare the four algorithms
considered above, using both real and simulated data. The four algorithms are:
Fisher The Fisher scoring algorithm dened by (3.4) and (3.10), yielding (b; b).
REML The REML algorithm dened by (3.4) and (6.5), yielding (; ).
EM The EM algorithm dened by (4.1) and (4.2), yielding (b; b).
Hybrid The hybrid algorithm dened by (3.4) and (4.2), yielding (b; b).
In all four cases we used the starting values  = I and the averages of available cases (3.7).
We stress that each of the three algorithms Fisher, EM and Hybrid calculates the maximum
likelihood estimate (b; b), whereas the REML algorithm calculates the bias-corrected estimate
(; ). The stopping criterion was based on the relative step length being less than 10 4.
Table 1 summarizes the results of the numerical experiments for three data sets of varying
sizes and varying patterns of missingness. The e¢ ciency of each algorithm was measured by
means of the number of iterations required for convergence. All four algorithms were imple-
mented by us in R (R Development Core Team, 2006).
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Data n k ave min max Fisher REML EM Hybrid
S1 40 5 15 7.5 15 10 10 135 18
S2 40 5 19 0 50 14 15 223 34
D1 128 10 29 10 52 17 17 84 45
Table 1: Results for simulated (S1S2) and real (D1) data, including sample size (n), number
of variables (k), percentage missing values (ave), minimum and maximum percentage missing
values per variable (min, max), and number of iterations for each of the four algorithms.
1 2 3 4 5
1
10.57 (1.50)
10.87 (1.46)
4.30 (1.70)
4.41 (1.65)
4.41 (2.03)
4.52 (1.97)
4.84 (2.65)
4.96 (2.57)
4.81 (3.11)
4.93 (2.99)
2
7.23 (0.94)
7.43 (0.91)
4.00 (1.57)
4.11 (1.52)
4.54 (2.01)
4.65 (1.93)
4.76 (2.80)
4.88 (2.67)
3
7.44 (1.43)
7.64 (1.38)
4.21 (2.44)
4.31 (2.35)
4.74 (3.58)
4.86 (3.41)
4
6.52 (2.36)
6.70 (2.27)
3.83 (4.65)
3.92 (4.42)
5
5.81 (4.31)
5.96 (4.08)
Table 2: A comparison of estimates by maximum likelihood b (top) and REML  (bottom)
for the S1 data. Standard errors based on Fisher information are given in brackets. The true
elements of  used in the simulation were 10, 9, 8, 7, 6 (diagonal elements) and 5 (covariances).
Judging by the results of Table 1, the Fisher scoring and REML algorithms come out as
much faster than the EM algorithm in terms of the number of iterations, by more than an
order of magnitude. The hybrid algorithm is also a much faster than the EM algorithm, which
is surprising in view of the fact that these two algorithms have the same  part, which was
initially thought to be the bottleneck. The REML algorithm appears to be just as fast as the
Fisher scoring algorithm.
We have also made a numerical comparison of the maximum likelihood estimate b and the
REML estimate , in order to illustrate the e¤ect of the bias correction. Table 2 shows the
two estimates for the S1 data, along with their standard errors based on the Fisher information
matrix (5.2). As expected, almost all maximum likelihood estimates show a downward bias
compared with the true values indicated in the legend of the table. Some of this bias seems to
have been removed in the REML estimates, but the fact that these still seem to underestimate
the values of  can perhaps be explained by the right skewness of the sampling distributions of
variance and covariance estimators.
The ratio between the REML and maximum likelihood estimates in Table 2 varies between
1.0235 and 1.0275 for the ten covariances in the table, and between 1.0258 and 1.0284 for the ve
variances in the table. This may be compared with the naive correction factor n=(n 1) = 1:0256
(n = 40), which is roughly half way between the two extremes of the above values. This variation
in the value of the e¤ective correction factor to some extent reects the variation in the e¤ective
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degrees of freedom available for di¤erent variable pairs in the data. It is, however, surprising
that the correction factor tends to be slightly lower for the covariances, where one would have
expected higher values due to the smaller e¤ective degrees of freedom available for estimating
the covariances for unbalanced data. This indicates that the bias correction procedure cannot
in general be reduced to an application of the naive correction factor.
8 Conclusions
Our estimating function approach to multivariate incomplete data analysis provides a clear
theoretical analysis of the Fisher scoring and EM algorithms, and facilitates the calculation
of the asymptotic variance of the estimators using either the Fisher or Godambe information
matrix, the latter being preferable from a robustness point of view.
As expected, the numerical experiments show that the EM algorithm generally requires many
more iterations than the Fisher scoring algorithm, although the latter is computationally heavier
for each iteration, due to the need for inverting the K K sensitivity matrix for  each time.
In order to obtain a bias-corrected estimator for , we hence recommend the REML algorithm,
which is just as fast as the Fisher scoring algorithm. For very large data sets we recommend
the hybrid algorithm, which still requires much fewer iterations than the EM algorithm, while
producing the Fisher information matrix for  as a by-product of the iteration procedure.
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