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前沿物理大科学装置数据策略的
一些思考
陈 刚

中国科学院高能物理研究所 北京 100049

摘要

前沿物理大科学装置是物理基础研究和满足国家战略需求的国之重器。特别是近年来，我国加大对前沿物理

大科学装置建设与运行的投入，为基础及应用研究提供了重要的平台。大科学装置产生的数据对科学计算、数据分
析、数据管理提出巨大的挑战。除了需要关注建设高水平的数据处理和科学计算平台所需要的软硬件技术以外，应
同时关注极大发挥数据作用所需的策略问题。文章分析了前沿物理大科学装置的数据特点，就数据的共享、数据长
期保存及再利用、数据人才策略3个方面进行简要的讨论，希望对我国大科学装置的数据应用提供参考。
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前沿物理大科学装置占我国大科学装置比例最大，

验装置、中微子实验、重离子加速器、托卡马克实验、

对国家科学研究和国家战略需求尤为重要。这类大科学

FAST 和 LAMOST 等天文望远镜、地面及太空宇宙线与

装置产生的数据规模最大、数据结构最复杂。如何高效

天体物理观测装置、同步辐射实验平台、散裂中子源实

地发挥这些数据的最大效益是我们追求的目标。如何将

验、稳态强磁场实验装置等 [1]。粒子物理实验、聚变实

数据在科学研究中的应用不是本文的重点。本文试图对

验、天文望远镜及宇宙线观测装置基本属于专用装置，

数据的管理与应用中涉及的部分政策保障等作简要讨

用于从微观到宇观尺度研究物质基本结构及宇宙演化等

论，希望能为数据生产者、使用者、大科学装置投资者

前沿科学问题。同步辐射、散裂中子源及稳态强磁场实

在制定政策和策略时提供参考。

验装置属于国家公共实验平台，向科研及产业界开放用

1 前沿物理大科学装置简介

于生命科学、材料科学、化学、物理学等领域的微观研
究及高新技术开发。

前沿物理大科学装置是当今国内外基础物理及应

国际高能物理实验以欧洲核子中心的大型强子对撞

用科学研究最重要的手段和条件，包括大型粒子物理实

机 LHC 实验[2]为代表，每年产生的数据达数十 PB。北京
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正负电子对撞机是中国最重要的高能物理实验装置，近

果，提升自己在合作组内及国际上的显现度。因此，除

年来产生的数据达到 10 PB 以上。宇宙线与天体物理观

了投入最优秀的科学家以外，需要在数据传输、计算条

测平台大致分地面宇宙线观测平台及空间科学卫星两大

件方面创造良好的条件，以便以最快的速度产生科学成

类。羊八井宇宙线观测站和正在稻城建设的大型高海拔

果。中国在 LHC 实验的建设与升级方面作出了重要的贡

宇宙线观测站 LHAASO 是国际上最重要的地面观测站，

献，但是在数据传输共享及科学计算方面的投入不足，

每年采集的宇宙线数据将达到 PB 量级。

这对中国科学家开展 LHC 物理研究造成不利影响。由

我国的同步辐射光源包括运行的北京同步辐射光

于 LHC 开始向高亮度升级，数据产生率将有数十倍的增

源、上海同步辐射光源、合肥同步辐射光源，以及（即

长，这对数据的传输和处理提出巨大的挑战。建议国家

将开工的）北京高能光源和（在建的）上海硬 X 射线自

在网络及分布式计算等方面给予 LHC 实验中国组强有力

由电子激光装置；此外，中国散裂中子源已经建成投入

的支持，促进中国科学家利用 LHC 国际合作实验数据产

运行。这些公共实验平台每年将吸引来自各学科领域的

生一流物理成果。同时，我们在以中国为主导的粒子物

数千名科学家开展实验，产生的数据也达到 PB 量级。所

理实验中具有管理主动权。在公平合作的前提下，我们

有大科学装置产生的海量数据都是科学研究的第一手资

应采取适当的策略和技术手段，在数据共享和利用方面

料，是产生科学成果的源泉。

取得主动权。

2 数据共享与利用

（2）天文观测（特别是大型通用型望远镜）。在国
际上，该研究领域数据的共享大部分采用延时公开。天

前沿物理大科学装置的特点是装置规模大，建设

文观测者在望远镜上取得的观测数据经过一段保护期后

和运行周期长，其科学技术目标为瞄准国际科学技术前

将公开发布。在保护期内，观测者可以独享数据并尽快

沿，为国家经济建设和社会发展作出战略性、基础性和

进行数据分析以获得科学成果。保护期后，数据将存放

前瞻性贡献。前沿物理大科学装置产生的数据是产生科

在数据库服务器上供世界各国的天文学家访问和使用。

学成果的金矿。装置性质的不同，数据共享与应用的模

一般这种延时为 1—2 年。天文观测数据的这种共享方式

式也不同。

值得其他领域学习。一方面，数据的公开可以让更多的

（1）粒子物理实验（包括对撞机实验、中微子

科学家充分利用数据获得更多的研究成果；另一方面，

实验、宇宙线实验等）。 当前我国科学家参与的粒子

把数据交给同行更有利于检验自己的成果。目前，空间

物理实验包括以国外为基地的实验，如欧洲核子中心

科学卫星及宇宙线观测实验也借鉴这种模式，以一定的

的 LHC 实验，以及以中国为基地且中国主导的实验，如

方式将卫星观测数据和宇宙线观测数据分批公开，提供

北京正负电子对撞机 BESIII 实验，大亚湾中微子以及高

给同行用于科学研究。

海拔宇宙线观测站 LHAASO 实验等。所有这些粒子物

（ 3 ）同步辐射装置及散裂中子源装置。 此类装置

理实验均采用国际合作的模式，合作各方共同分担实验

是国家投资建设的公共实验平台。学术领域的科学家可

的建设、运行及管理的任务。因此，粒子物理实验数据

申请在平台上开展实验，实验产生的数据将用于科学研

基本采用合作成员单位内自由共享、共同利用的模式，

究。国外的同步装置对实验数据有相应的政策[3]。欧洲同

合作组内产生的科学成果以集体名义发表并共同拥有成

步辐射光源（ ESRF ）规定， ESRF 将保存所有实验的原

果。尽管如此，大型粒子物理实验的合作成员之间存在

始数据和元数据。数据有为期 3 年的保护期，必要时可

竞争，合作各方都尽最大的努力争取首先获得研究成

以延长。在保护期内，实验者有完全的使用权。保护期
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过后，ESRF 根据相应的许可条件下将数据向 ESRF 的注

领域成立了数据长期保存合作组 DPHEP （中国科学院高

册用户公开。用户使用数据产生研究成果在发表时须标

能物理研究所是发起单位之一），并编写了数据长期保存

明引用。国内的同步辐射装置及散裂中子源装置为大学

技术白皮书[4]。该白皮书对数据和知识库的保存、相关技

及研究机构的科学家开放免费使用。目前，国内这些装

术及策略进行了详尽的描述。我国前沿物理大科学装置的

置还没有统一的数据政策，这不利于发挥实验数据的最

数据策略缺乏系统的数据长期保存及再利用的规划及策

大利益。由于这些装置都是国家投资建设和运行，国家

略，因此该白皮书对国家制定相关政策具有很好的参考意

对装置产生的数据应该拥有共同所有权。因此，建议国

义。此外，我国的经费资助基本是针对项目的，当大装置

家建立与国际上类似的数据政策，既保护实验者对数据

运行结束后，很难得到对数据保存给予支持的后续经费。

的优先使用权，也通过数据共享充分发挥数据的作用。

因此，应建立相应的资助机制，以确保大科学装置运行

公共实验平台的数据共享可以采取两种模式：① 建立数

结束后数据的长期保存和高效再利用。

据保护期，期限 2—3 年，确保实验者对数据的优先使用

4 人才策略

权。② 对急需使用实验数据的外部用户，可以与实验者
签订合作协议，建立数据共享机制，让这些用户在保护

前沿物理大科学装置是目前中国规模最大的一批科

期也能及时利用数据开展科学研究。

学装置，产生的数据规模也是空前的。管理和分析这些

3 数据保存及再利用

数据需要最先进的算法和软件。这对人才队伍提出了巨
大的挑战。数据分析的算法和软件一般需要相关物理专

前沿物理大科学装置的建造、维护和数据采集消耗了

业的人才进行开发和实现。而大部分物理专业人员在计

大量的人力、物力，因此实验数据是极其宝贵的。科学家

算机技术方面训练不够，特别是年轻硕博士毕业生和博

对数据的利用不会随着数据采集的结束而立即停止，很多

士后在工作中将面临数据分析工具、软件及编程语言等

实验在数据采集结束后的若干年内，仍然在进行数据分析

问题。因此，一个大科学装置项目应该为这些物理学专

研究并有相关的论文发表。不同大科学装置的数据具有唯

业人员提供在职的计算机技术培训。欧洲核子中心每年

一性，随着理论研究的进步和分析手段的提高，旧的实验

举办高水平的计算技术暑期学校[5]，挑选世界各国的优秀

数据中可能会有新的科学发现。另外，对不同实验的新、

青年学生或青年科学家参加，提供科学计算技术培训课

旧数据的联合分析和交叉验证，能够提高科学发现的精度

程和实习。国内应针对不同的大科学装置或者不同的科

和可信度。大科学装置的数据的另一个重要用途是提供给

学计算方法建立高水平的培训课程，鼓励科学家参加计

大专院校和中小学校用于教学和科普。由此可见，前沿物

算技术培训。这将极大地推动科研人员软件及数据分析

理大科学装置的数据的长期保存具有极其重要的意义。

的水平，促进科学产出。

数据的保存不仅仅是实验采集的数据，还应该包括

前沿物理大科学装置的规模和复杂度都是空前的。

知识库。所谓知识库包含描述实验条件的参数、分级数据

数据分析的过程复杂、任务量巨大，仅靠物理学专业的科

所用的软件、文档以及其他数据分析所需的资料。所以这

学家是不够的。另外，在光源、散裂中子源等公共实验平

些信息是保证正确进行数据再利用和分析的必要条件。后

台上开展实验的科学家来自不同的专业领域，对实验平台

续数据分析的类型不同，有些数据分析需要使用实验的原

的结构及数据结构了解不一定深入。这种情况下，计算机

始数据，有些只需使用经过处理的高级数据，这对数据的

专业的科研技术人员与物理学及其他相关领域科学家的合

长期保存提出不同要求。以高能物理为例，国际高能物理

作将变得非常重要。以中国科学院高能物理研究所为例，
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其组建了一支计算机专家队伍与物理学家配合和沟通，对

全心全意投入软件研究开发的重要性。一方面，为提升软

数据分析软件进行优化；同时，物理学家依据物理分析计

件开发者的显现度，应鼓励他们将软件开发的技术和成果

算的需求和特性与计算机专家深入沟通，对计算机硬件平

写成文章发表。另一方面，应该鼓励或要求领域科学家在

台、数据管理系统、中间件系统进行优化。在物理学家开

发表文章和论文时恰如其分的引用其使用的软件。这对正

发数据分析软件时，计算机专家帮助他们优化软件，提高

确认可软件开发者的贡献尤其重要。

数据访问的效率和软件运行的效率。计算机专家同时根据
物理学家访问数据的特点和对 CPU 的利用特点设计和建
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Perspective on Data Strategy for Large Facilities of Physics Frontiers
CHEN Gang
（Institute of High Energy Physics, Chinese Academy of Sciences, Beijing 100049, China）
Abstract

Large research facilities play important roles in the fundamental and applied scientific researches in China. In recent years, the

investment has been increasing in large facilities of physics frontiers which provides essential infrastructure of physics researches. These large
facilities lead to big challenges to scientific research, data analysis and management. In addition to the computer technologies to build the high
performance computing platform, the strategy to use and manage the data may be more important to guarantee the large facilities have the most
scientific merits. Trying to facilitate the scientific productivity, this article will discuss the strategies of data sharing, data preservation and reuse,
staffing and careers based on the characteristics of data generating from different facilities.
Keywords

large facilities, big data, data management, data sharing, data preservation, physics frontier
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