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A continuum structure function is a nondecreasing mapping from the non- 
negative orthant to the nonnegative real numbers which determines the state of a 
system from the states of its components. It is supposed that the various com- 
ponents can be divided into types such that only components of the same type may 
be interchanged. Such an interchange, called a cannibalization, is performed to 
increase system reliability when spare parts or repair facilities are not available. The 
cannibalization operation induces a new structure function whose properties are 
examined in detail; in particular, the BlockkSavits decomposition is extended to 
such functions. Optimal cannibalizations are deduced for some special cases. 
c> 1988 Academic Press, Inc. 
1. INTRODUCTION 
In many instances, repair facilities or spare parts are not immediately 
available so that the reliability of a system can. only be enhanced by 
extracting needed replacement components from another part of the 
system. This process is known as cannibalization. The mathematical theory 
of cannibalization was first studied by Hirsch et al. [ 131; see also 
Hochberg [14] and Simon [15, 161. These authors considered systems 
modelled by multistate structure functions, i.e., nondecreasing mappings 
from a finite lattice to a finite set. They limited their discussion to structure 
functions satisfying what Hirsch et al. [13] call the “minimum condition.” 
Essentially, this states that the performance of the system is determined 
solely by that of a single type of component and hence “could be viewed as 
a kind of generalized k-out-of-n structure” [ 131. 
In the present paper, we develop a theory of cannibalization for con- 
tinuum structure functions (CSFs), i.e., mappings of the form y: d H [O, 00) 
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which are nondecreasing in each argument where A c IX!;, the nonnegative 
orthant, is a closed product set. (See Cl-61 for further details of CSFs.) 
Since the original formulation of the cannibalization paradigm depends 
heavily on the fact that the domain of the structure function is finite, a 
rather different formulation is required. This is given in Section 2 below. 
The properties of the induced structure function are studied in Section 3 
and in Section 4 optimal cannibalizations are presented for some special 
cases. 
2. THE CANNIBALIZATION PARADIGM 
Let C= { 1, 2, . . . . H} denote the n components of a system modelled by a 
CSF y : A w [0, cc) and suppose that they can be divided into N types 
(1~ N< n) such that only components of the same type may be 
interchanged. The relation “components i and j are of the same type” is 
clearly an equivalence relation on C; we denote the corresponding 
equivalence classes by Q, , . . . . QN. 
Let Y(X) denote the symmetric group on a set X and let xA denote the 
vector obtained by deleting those components of the vector x E A for which 
i E C - A. We write xRy if there exists a P, E Y(Qi) such that xQ1 = PiyQ’ for 
i= 1, 2, . . . . N for x, y E A. Since xRy, y is obtained from x by rearranging 
the components of type i for i= 1, 2, . . . . N. Clearly, R is an equivalence 
relation on A. Let [x] denote the equivalence class generated by the 
natural quotient mapping on A/R by a fixed vector x. 
DEFINITION. A cannibalization is a transformation T: A H A such that 
TX E [x ] for all x E A. 
Let Y denote the set of all cannibalizations of (C, y) for given 
equivalence classes Qi , . . . . QN of component types. Clearly, Y does not 
depend on x. It is easily seen that .Y is a non-Abelian group of transfor- 
mations of A, the group operation being the composition of can- 
nibalizations. The identity is the null cannibalization, the cannibalization 
which leaves each component in situ. 
Cannibalization T changes the state of the system from y(x) to y(Tx). It 
is reasonable to assert that cannibalizations which do not increase the state 
of the system, or which do not increase it as much as possible, are of 
limited interest. This motivates the following definition. 
DEFINITION. The cannibalization T is admissible (for x) if 
~(Tx)>y(T’x) for all T’EY. 
The class of all admissible cannibalizations for a fixed vector x E A is 
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denoted r* = Y*(x). Notice that Y*, unlike Y-, depends on x and has no 
algebraic structure. 
DEFINITION. Suppose that the null cannibalization is admissible for all 
x E A. Then the CSF y is said to be cannibalization-invariant. If y is can- 
nibalization-invariant for all possible partitions Q, , . . . . QN (N> 2) of C, y is 
said to be uniformly cannibalization-invariant. 
THEOREM 2.1. A CSF y is uniformly cannibalization-invariant if and only 
ify(x) = y(Px) for all PE Y(C). 
Proof: The sufficiency of the given condition is immediate. To prove the 
necessity, assume, conversely, that there exists a PE Y(C) such that 
Y(X) < Y(PX). 
Now P: C H C is a permutation and can thus be decomposed into a 
product of disjoint cycles; i.e., we may write P = P, P, . . P, where each 
P,: C I-+ C is a cyclic permutation of a disjoint subset C, c C. Suppose that 
we associate with the elements of C, a component ype, j-say, distinct from 
the types of the elements of C- C, for j= 1, 2, . . . . m. It then follows that P 
is a cannibalization for the partition {C,, . . . . C,} of C such that 
y( Px) > y(x); i.e., y is not uniformly cannibalization-invariant. 
The case y(x) > y(Px) is proved similarly. i 
Examples of uniformly cannibalization-invariant CSFs include 
~(x)=max,,~<.x,, . . y(x) = n;= i x,, and y(x) = l/n C:= l x,. 
3. THE CANNIBALIZED STRUCTURE FUNCTION 
For any given CSF y and component types Q,, . . . . QN, the set of 
admissible cannibalizations induces a new function 
Y*(x) = my, Y(Y) = Y(TX), for TE Y*(x) 
which we call the cannibalized structure function. Clearly, y(y) <y*(x) for 
all YE [x] with equality if and only if y= TX for some TEE*. 
THEOREM 3.1. y * is a CSF. 
Proof It is sufficient to show that y* is nondecreasing in x. Suppose 
that x < y and hence TX < Ty for any TE Y. Then y( TX) < y( Ty) for any 
TE F and, since y*(x) = max..,, y( TX), it follows that y*(x) < y*(y). 1 
THEOREM 3.2. If y is a continuous CSF, then y* is continuous. 
CANNIBALIZATION 293 
Proof. Let {x~} denote a sequence of vectors in A such that 
lim, + Iu x, = x. Clearly, lim, _ m TX, = TX for each TE Y and hence, by 
the continuity of “J, lim,, 3c y( TX,) = y( TX). Since 9 is finite, 
lim y*(x,) = ,,lLrnz m;,x y( TX,) = ?Etg y(Tx) = y*(x); 
n--r* 
i.e., y* is continuous at x. 1 
By considering one-sided limits, it follows similarly that y* is right (left)- 
continuous whenever y is right (left)-continuous. 
Thus y* inherits the continuity of its progenitor y. The following example 
shows, however, that neither image nor component relevancy are 
necessarily inherited. 
EXAMPLE 3.3. Define the functionf: [0, 1) H [0, l] by 
and consider the CSF y: [0, 113-[0, l] defined by y(x)=f(x,) v 
[x2 A f(x3)]. If Q, = { 1, 3f and Q,= {2}, it is easily seen that 
y*(x) =f(x, v x3) so that component 2 is irrelevant to the cannibalized 
structure function. Further, Im y = [0, l] whereas Im y* = (0) u [t, 11. 
(Im y denotes the image of y.) 1 
The following are conditions under which Im y* = Im y ; i.e., can- 
nibalization does not change the set of possible values of the state of the 
system. 
(1) da, a, ...> %)=a for all a>0 (assuming A=R”,). 
This assumption is sometimes made for multistate structure functions 
(e.g., [lo, 12]), but does not appear to be quite so natural for continuum 
structures. The Barlow-Wu [l] and Natvig [2] CSFs satisfy this con- 
dition. 
(2) ~(0, .. . . O,x,,O, . . . . O)=xi for all xi>0 and ~EC (assuming 
A=&). 
This is a stronger version of the property that Baxter [2] calls com- 
pleteness. 
(3) Continuity. 
Before proving the sufficiency of condition (3), it is convenient o record 
the following propositions. Define U, = {x E A 1 y(x) B a} (~12 0) and 
p,= (XE4Y( ) x >a whereas y(y)<a for all y<x} (a>O) where y<x 
means that y <x but that y # x. 
409 I36 1-X 
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PROPOSITION 3.4 (Baxter and Kim [S]). (i) y is right-continuous if 
and only if each U, is closed. 
(ii) If y is continuous, then y(P,) = {a}, a > 0. 
PROPOSITION 3.5 (Block and Savits [6]). Zf U, is closed, then, for each 
x E U,, there exists a y E P, such that y < x. 
THEOREM 3.6. Let y be a continuous CSF. Then Im y* = Im y, 
Proof: Choose cr~Imy (cc>O) and x~y-‘({cr}). If y*(x)=cc, there is 
nothing to prove, so suppose that ?*(~)>a. 
Since y* is continuous (Theorem 3.2), U,* = {x E A 1 y*(x) B M} is closed 
(Proposition 3.4(i)) and hence, by Proposition 3.5, there exists an x0 < x 
suchthatx,~P,*={x~A~y*(x)~~whereasy*(y)~ccforally~x}.Since 
y* is continuous, it follows from Proposition 3.4(ii) that y*(xO) = a. Thus 
c( E Im y * and hence Im y c Im y * (the case a = 0 follows by continuity). 
A similar argument verifies that Im y* c Im y, completing the proof. 1 
Block and Savits [6] show that if y is right-continuous, each P, is non- 
empty and 
where I, denotes the indicator of A. Our main result is an extension of the 
Block-Savits decomposition to establish a representation of y* in terms of 
the P,‘s. Since the decomposition (3.1) may be applied directly to y*, it is 
sufficient to express P: in terms of P,. Define 
n,(x)= u {YITYEP,). 
TE9-*(x) 
(3.2) 
LEMMA 3.7. If y is right-continuous, P,* c U, cd n,(x) (a > 0). 
Proof: The right-continuity of y ensures that each P, and each Pj is 
nonempty. Choose x E P,* ; then y( TX) 2 a whereas y( T’y) < a for all y < x 
where TE T*(x) and T’ E F*(y). Hence y(Tx) > a whereas y(Ty) < a for 
all y<x where TEE*, i.e., TXE P,. Thus x~U,(y) for some YEA, 
completing the proof. # 
LEMMA 3.8. Let y be a right-continuous CSF. Zj 
YE u n,(x)-p,*T 
XEA 
then y > y0 for some y0 E P$. 
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Proof: Choose y E U, E d n,(x). Then TYE P, for some TE Y*(x) and 
some XE~. Thus y*(y)=max rtY y(Ty) aa so that YE iJ,*. Hence, by 
Proposition 3.5, there exists a yOe P,* such that y0 < y. In particular, if 
Y$P,*, then yo<y. I 
In summary, we have shown that 
(3.3) 
where .%%[A] =A - U, EA {x E A 1 x > y}. The following theorem is thus 
immediate. 
THEOREM 3.9 (Decomposition of Cannibalized CSFs). Let y be a right- 
continuous CSF. Then we have the representation 
where P,* is given by (3.3) above. 
A similar argument yields an analogous decomposition of cannibalized 
multistate structure functions, thereby generalizing the Representation 
Theorem of Hirsch et al. [13]. 
4. SOME ALGORITHMS FOR OPTIMAL CANNIBALIZATION 
In this section, we illustrate the general theory with algorithms for 
constructing optimal cannibalizations for the Barlow-Wu CSF 
i: [0, 11”~ [0, l] defined by 
c(x)= max minx, 
l<r<p iEP, 
(4.1) 
and the CSF I++: [0, 11” I--* [0, l] defined by 
w=4+rI,xj)~ (4.2) 
where P,, . . . . P, are the p minimal path sets of a binary coherent structure 
function. 
A number of authors have considered a related problem: given a 
specified binary coherent structure function and the reliabilities of its com- 
ponents, find an allocation of the components which maximizes system 
reliability. See, for example, [7-9, 111. 
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(1) The Barlow-Wu CSF with a parallel-series structure. Consider a 
parallel-series binary structure function, each minimal path set of which 
is composed of N components, one of each type. Then an optimal 
cannibalization for the associated Barlow-Wu CSF is to install the best 
component of each type in the same minimal path set. 
(2) The Barlow- Wu CSF with a series-parallel structure. Consider a 
series-parallel binary structure function, each of the k minimal cut sets of 
which being composed of no fewer than N components, at least one of each 
type. Order the components, irrespective of type, so that x, 3 x2 3 . . > x,, 
Then an optimal cannibalization for the associated Barlow-Wu CSF is to 
install component j in thejth minimal cut set for j= 1, 2, . . . . k. 
(3) The CSF gb with a parallel-series structure. Consider, now, the 
CSF $ for which the underlying binary structure is a parallel-series 
function with minimal path sets P,, . . . . P,, each of which contains N 
components, one of each type (cf (1) above). Thus we can write 
p, = {jr1 9 ..., jrN} where component j,, is of type i (i= 1, 2, . . . . N; 
r = 1, 2, . . . . p). Hence 
$(x)= I- fi (1- fi Xjr,). 
r= I i= I 
It is sufficient to consider only cannibalizations comprising the 
interchange of two components of the same type. Suppose, in particular, we 
interchange components j,, and j,, . For such an interchange to be 
worthwhile. we must have 
If T denotes this interchange, a little algebra shows that I//(Tx) > $(x) if 
and only if 
xj~~ ( I? xjb - l!l xj2.) < xizI ( ii xih - It xhf). (4.4) 
r=2 ,=2 ,=2 r=2 
From (4.3) and (4.4), we see that T increases the value of $ if and only if 
xi,, < (>) xjZ, and ny=“=, x ,,> (<) n;“i=,x,,,. Thus, we are seeking to 
maximize the larger of l-IF=, xi,, and n,“=, xl*,. 
An extension of this argument leads to the following algorithm. Order 
the components as in (2) above and install thejth best component of each 
type in P, (j= 1, 2, . . . . p). If x,, . . . . x, are distinct, the optimum is unique up 
to a relabelling of the minimal path sets. 
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