We consider a dilute suspension of dumbbell joined by a finitely extendible nonlinear elastic (FENE) connector evolving under the classical Warner potential U (s) = − b 2 log(1 − 2s b ), s ∈ [0, b 2 ) defined on the ball of radius b > 2. The solvent under consideration is modelled by the compressible Navier-Stokes system defined on the torus T d where d = 2, 3 coupled with the Fokker-Planck equation (Kolmogorov forward equation) for the probability density function of the dumbbell configuration. We prove the existence of a local-in-time unique strong solution to the coupled system. Our result holds true independently of whether or not the centre-of-mass diffusion term is incorporated in the Fokker-Planck equation.
Introduction
The interactions of polymer molecules and fluids are of great importance in many areas of applied sciences. Polymeric fluid analysis also has various practical applications including performances in industrial and household items such as paints, lubricants, plastics and in the processing of food stuff, see [11] . A common mathematical model to describe the behaviour of such complex fluids is the FENE dumbbell model introduced by Warner [36] , where the polymer molecules are idealized as a bead-spring chain with a finitely extensible nonlinear elastic (FENE) type spring potential. Two beads are connected by a spring which is represented by a vector q ∈ B, where B ⊂ R d , d = 2, 3 is a ball. On the microscopic level, we describe the evolutionary changes in the distribution of the dumbbell configuration by the Fokker-Planck equation for the polymer density function ψ = ψ(t, x, q) (depending on time t ≥ 0, spatial position x ∈ R d and the prolongation vector q ∈ B of the spring). On the macroscopic level, we consider a viscous isentropic fluid described by the compressible Navier-Stokes equations for the fluid velocity u = u(t, x) and density ̺ = ̺(t, x). The beads of the dumbbells, which model the monomers that join to form a polymer chain, unsettle the flow field around the dumbbells once immersed in the fluid. These microscopic effects of the polymer molecules on the fluid motion are described by an elastic stress tensor T. It is meant to describe the random movements of polymer chains/springs and can be modelled using the spring potential U . The potential U is unbounded on the interval [0, b/2), U (0) = 0 and belongs to the class U ∈ C 1 [0, b/2); R ≥0 . The elastic spring force F : B ⊂ R d → R d and associated Maxwellian M are defined by
and M (q) = e −U( 1 2 |q| 2 ) B e −U( 1 2 |q| 2 ) dq (1.2) respectively such that´B M (q) dq = 1. Several of such models are proposed in the literature, see for example [11, Table 11 .5-1]. We will concentrate our attention on the following spring potential introduced by Warner [ 
or equivalently, given (1.1), the following elastic spring force
for q ∈ B so that in particular, |q| 2 = b. The choice of the above potential or spring force reflects its conformity with physical applications unlike other unrealistic models such as the Hookean dumbbell and Hookean bead-spring models which assume arbitrary large extensions of their polymer chains, see for instance [13, 25, 33] . For simplicity of the presentation, we focus on periodic boundary conditions in space, hence the underlying domain can be identified with the flat torus T d ⊂ R d . If ψ = ψ(t, x, q) is the probability density function of the polymer depending on time t ≥ 0, spatial position x ∈ T d and of the elongation /conformation vector q ∈ R d , then the elastic stress tensor T is given by
Using (1.1), we can rewrite (1.4) as T(ψ) =ˆB ψ(t, x, q) F(q) ⊗ q dq.
(1.5)
The stress tensor (1.4) or (1.5) encodes the relationship between the rheological behaviour and fluid dynamics. In particular, it elucidates how the polymers -described by the force law for the spring -are transmitted through the fluid. In addition to the surface forces induced by the viscous stress tensor (whose precise definition we shall introduce shortly) as well as the elastic stress tensor T, we consider an external volume force f : (t, x) ∈ R ≥0 × T d → f (t, x) ∈ R d in the fluid motion. This force may account for the influence of gravity and/or electric force as well as artificial forces produced by for example, an ultracentrifuge. The coupled system is now described by the compressible Navier-Stokes-Fokker-Planck system. We wish to find the fluid's density ̺ : (t, x) ∈ R ≥0 × T d → ̺(t, x) ∈ R >0 , the fluid's velocity field u : (t, x) ∈ R ≥0 × T d → u(t, x) ∈ R d and the probability density function ψ : (t, x, q) ∈ R ≥0 × T d × B → ψ(t, x, q) ∈ R ≥0 such that the equations ∂ t ̺ + div x (̺u) = 0, (1.6) ∂ t (̺u) + div x (̺u ⊗ u) + ∇ x p(̺) = div x S(∇ x u) + div x T(ψ) + ̺f , (1.7)
are satisfied pointwise a.e. in R ≥0 × T d × B subject to the following initial and boundary conditions
The momentum equation is complemented by Newton's rheological law
with shear viscosity µ S > 0 and bulk viscosity µ B ≥ 0; as well as the adiabatic pressure law p(̺) = a̺ γ , a > 0, γ > 1.
(1.13)
The parameter A 11 > 0 in (1.8) is the first component of the symmetric positive definite Rouse matrix or connectivity matrix A = A ij for polymer chains, see [34] . The Rouse matrix describes the network of the incompressible Fokker-Planck equation in [28] . In particular, since our fluid is compressible, the solution of the Fokker-Planck equation is no longer transported by the Lagrangian flow as was the case in [28] . As such, it is of little use, if at all, to lift and study the Fokker-Planck equation from the Eulerian description to the Lagrangian description. We therefore solve the Fokker-Planck equation in its entirety in the Eulerian framework. To close the fluid and kinetic equations, we use a fixed-point argument. As is now widely known in contraction arguments, we are faced with the hitherto interesting twist where after showing boundedness in the natural space, one is unable to show contraction in the same space. Indeed, we perform a difference estimate (for two solutions of the Fokker-Planck equation in terms of the given density and velocity of the fluid, cf. Theorem 4.3) in a weaker space with lower norms which when combined with the difference estimate for the fluid system, suffices to obtain the solution we are looking for. This completes the proof when the fluid system is in its symmetric hyperbolic form. A transformation in density then yields a solution to the original coupled system. Finally, as a consequence of the proof of our main theorem, a blow-up criterion is presented in Corollary 5.4.
Preliminaries and main result
In this section, we fix the notation, collect some preliminary material (on function spaces) and present the main result.
2.1.
Notations. We will primarily deal with three independent variables: t ≥ 0, x ∈ T d and q ∈ B.
Time and space variables are represented by t and x respectively whereas q ∈ B is the elongation /conformation vector of a polymer molecule. The spacetime cylinder (0, t) × T d will sometimes be denoted as Q t . For functions F and G and a variable p, we write F G and F p G if there exists a generic constant c > 0 and another such constant c(p) > 0 which now depends on p such that F ≤ c G and F ≤ c(p)G respectively. By L p x := L p (T d ) and W s,p
x := W s,p (T d ) for 1 ≤ p ≤ ∞ and s ∈ N, we denote the standard Lebesgue and Sobolev spaces for functions with periodic boundary conditions. For a separable Banach space (X, · X ), we denote by L p (0, T ; X) the space of Bochner-measurable functions u : (0, T ) → X such that u X ∈ L p (0, T ). Similarly, we consider the space L p (B; X) for B ⊂ R d . Finally, C([0, T ]; X) is the set of continuous functions u : [0, T ] → X.
Function spaces.
Let us recall some Moser-type inequalities whose proofs can be found in the appendix of [22] . let α = (α 1 , . . . , α d ) be a d-tuple multi-index of nonnegative integers α i such that |α| = α 1 + . . . + α d ≤ s for a nonnegative integer s ≥ 0.
• For any u, v ∈ W s,
• If 1 ≤ |α| ≤ 2, then for any u ∈ W s,2 (T d ) ∩ C(T d ) and an s-times continuously differentiable function F on an open neighbourhood of a compact set G = range[u], we also have
We now define a couple of weighted spaces for functions depending of the conformation vector. For the real-valued Maxwellian M > 0, whose precise definition is given by (1.2), and p ≥ 1, we denote by
. Then for every δ > 0, there exists c δ > 0 such that
2.3. Main result. We start by giving a rigorous definition of solution to the coupled system (1.6)-(1.8).
. We call the triple (̺, u, ψ) a strong solution to the system (1.6)-(1.8) with initial condition (̺ 0 , u 0 , ψ 0 ) in the interval [0, T ] provided the following holds.
(a) ̺ satisfies ̺ ∈ C([0, T ]; W s,2 (T d )), ̺ > 0 a.e.;
(b) the velocity u satisfies
We remark that the assumed regularity of the solution (r, u, ψ) as well as the data together with the equations in (d) immediately imply that r, u and ψ are differentiable in time so that indeed we obtain (3.1)-(3.2). Similarly, it is easy to see that r(0) = r 0 , u(0) = u 0 and ψ(0) = ψ 0 . Our main result, stated below in Theorem 2.3, establishes the existence of a unique local-in-time strong solution to the coupled kinetic-fluid system (1.6)-(1.8) satisfying the boundary and initial conditions (1.9)-(1.11).
. Then there is T > 0 such that there is a strong solution (̺, u, ψ) to problem (1.6)-(1.8) in the sense of Definition 2.2 on the interval [0, T ] with the initial condition (̺ 0 , u 0 , ψ 0 ). Remark 2.4. One can easily adapt the method used in this paper to solve the equivalent version of Theorem 2.3 on the whole space by imposing the following far field condition
where ̺ is a constant. An extension to bounded domains complemented with the no-slip boundary conditions for the velocity field seems more involved. In particular, a Galerkin approximation cannot be used for the justification of the estimates.
We shall prove Theorem 2.3 in an indirect way by first rewriting (1.6)-(1.7) as a symmetric hyperbolicparabolic system in terms of (r, u) where r = r(̺) similar to [12] . This reformulation relies on the non anticipation of possible vacuum region (i.e. ̺ = 0) in the construction of strong solutions to (1.6)-(1.7). Having transformed the original system (1.6)-(1.7) into a symmetric hyperbolic-parabolic one, we derive a priori estimates for (r, u) under the assumption that the given data has enough regularity. To derive this reformulation, we first observe that formerly we have (1.6) . As such, we can rewrite the momentum balance equation (1.7) as
Now since the non appearance of a vacuum state is anticipated for the existence of a strong solution to the compressible system, we can further rewrite the above equation as
Finally, if we introduce 
respectively, and we can endow the above system with the following initial and boundary conditions
Analogous to Definition 2.2, we shall aim to construct the following notion of a solution. 
. We call the triple (r, u, ψ) a strong solution to the system (1.6)-(1.8) with initial condition (r 0 , u 0 , ψ 0 ) in the interval [0, T ] provided the following holds.
(a) r satisfies r ∈ C([0, T ]; W s,2 (T d )), r > 0 a.e.; (b) the velocity u satisfies
Majority of our effort will now be concentrated on solving the following problem.
. Then there is T > 0 such that there is a strong solution (r, u, ψ) to problem (2.5)-(2.7) in the sense of Definition 2.5 in the interval [0, T ]and with the initial condition (r 0 , u 0 , ψ 0 ).
Solving the fluid system
We start by solving the fluid system for a given elastic stress tensor and a given external force. That is, for a given T and f , we want to solve the following system
Let us start with a precise definition of the solution.
. We call the tuple (r, u) a strong solution to the approximate system (3.1)-(3.2) with initial condition (r 0 , u 0 ) in the interval [0, T ] provided the following holds.
, r > 0 a.e.;
We now formulate our results concerning existence and uniqueness of solutions to (3.1)-(3.2).
. Then there is T ∈ (0, T 0 ] such that there is a strong solution (r, u) to problem (3.1)-(3.2) in the sense of Definition 3.1 with the initial condition (r 0 , u 0 ) in the interval [0, T ]. Moreover, we have the estimate
where R is a constant and where the other constant c depends only on γ, s and d.
The proof of Theorem 3.2 can be found in Section 3.2.
Theorem 3.3. Let the assumptions of Theorem 3.2 be satisfied but suppose additionally that s ′ ≤ s − 1.
Then the solution from Theorem 3.2 is unique. Moreover, we have the estimate
where (r 1 , u 1 ) and (r 2 , u 2 ) are two strong solutions to (3.1)-(3.2) with data (r 0 , u 0 , f , T 1 ) and (r 0 , u 0 , f , T 2 ) respectively.
The proof of Theorem 3.3 can be found in Section 3.3.
3.1. The Galerkin approximation. In order to obtain a proper lower bound for r, we introduce cutoff's for the convective terms. They are not seen provided the W 2,∞
x stays below a given bound R ≫ 1. Consequently, they disappear in short-time as a consequence of the uniform estimates which we will show in the proceeding subsection. To be precise, we consider the system
To begin with, observe that for any u ∈ C([0, T ]; W 2,∞ (T d )), the transport equation (3.5) admits a classical solution r = r[u], uniquely determined by the initial datum r 0 . In addition, for a certain universal constant c, we have the estimates
Next, we consider the orthonormal basis {ψ m } ∞ m=1 of the space L 2 (T d ) formed by trigonometric functions and set X n = span {ψ 1 , . . . , ψ n } , with the associated projection P n : L 2 → X n .
We look for approximate solutions u n of (3.6) belonging to C([0, T ]; X n ), satisfying
u n (0) = u n 0 := P n u 0 .
(3.9)
As all norms on X n are equivalent, solutions of (3.5), (3.9) can be obtained in a standard way by means of the Banach fixed point argument. Specifically, we have to show that the mapping
is a contraction on B = C([0, T * ]; X n ) for T * sufficiently small. For
Consequently, we easily deduce that
noting that r 1 , r 2 coincide at t = 0 and that r j , ∇ x r j are bounded by a constant depending on R, recall (3.8) . As a consequence of (3.8), (3.11) and the equivalence of norms on X n we can show that the mapping T satisfies the estimate
The inequality (3.12) shows that T is a contraction provided we choose T * > 0 small enough. A solution (r n , u n ) to (3.5)-(3.6) on the whole interval [0, T ] can be obtained by decomposing it into small subintervals and gluing the corresponding solutions together.
3.2.
A priori estimates. Consider the solution (r n , u n ) to (3.5)-(3.6) constructed in the previous section. From the maximum principle, we gain the estimate
as well as
Furthermore, per the definition (2.4) and the pressure law (1.13), it follows from (3.13)-(3.15) that
Additionally, it follows from (2.3) and (3.13) that
With the above preparation, we now derive uniform a priori bounds for the solution (r n , u n ) of the coupled mass and momentum balance equations (3.5)-(3.6) given (r 0 , u 0 , T, f ) as assumed in Theorem 3.2. In particular, we suppose s > d 2 + 2. In what follows, the constants hidden in depend on R only through the constant K R from (3.13)-(3.17) but are otherwise independent of R. We proceed by applying ∂ α x to (3.5)-(3.6). This yield
respectively. We obtain from (2.2) the estimates 20) and
for the right-hand side of (3.18). We also obtain the estimates
for the indicated terms on the right-hand side of (3.19) . For the last term in (3.19 )
Now if we multiply (3.18) by ∂ α x r n and integrate by parts when necessary, we gain 
with a constant depending only on s, d, T and K R . By substituting (3.25) into (3.24), integrating in time and summing over α such that |α| ≤ s, we obtain for any t > 0, (3.19) by ∂ α x u n ∈ X n , integrate by parts where necessary and then integrate in time, we gain
where Q t = (0, t) × T d . We can estimate the K i s as follows. Firstly, we have
Furthermore, we can estimate K n 3 using (3.13) by
Also, by (3.15) we have that
where δ > 0 is arbitrary. By using (3.16),
whereas by (3.15)
Finally, we use (3.22)-(3.23) to obtain the following estimate
It therefore follows from (3.13)-(3.17) that for any δ > 0, we can find c δ = c δ (s, d) > 0 such that
If we now substitute (3.28)-(3.34) into (3.27) and sum over α such that |α| ≤ s and use again (3.13), then we obtain
Now if we multiply (3.35) by γ−1 2 (which is always positive) and sum the resulting inequality with (3.26), we obtain
with a constant c depending only on γ, δ, s, d and K R . Now since For any fixed R ≫ 1 we can find T 0 ≪ 1 such that
for all t ≤ T 0 . Consequently, (r R , u R ) is a solution to (3.1)-(3.2) as the cut-offs are not see. Moreover, we can assume (by further decreasing T 0 if necessary) that the constant K R in the limit version of (3.13)-(3.17) does not depend on R. This implies the required a priori estimate and finishes the proof of Theorem 3.2.
3.3.
Difference estimate for fluid system. The purpose of this subsection is to show uniqueness of solutions to (3.1)-(3.2) and hence prove Theorem 3.3. Based on the estimates from the previous subsection (that is Theorem 3.2) the constructed solutions possess enough regularity provided the existence interval is chosen small enough. Let (r i , u i ), i = 1, 2 be two solutions of (3.1)-(3.2) with data (r 0 , u 0 , f , T 1 ) and (r 0 , u 0 , f , T 2 ) respectively. Set r 12 = r 1 − r 2 , u 12 = u 1 − u 2 , T 12 = T 1 − T 2 so that (r 12 , u 12 ) satisfies 
On the other hand, the application of ∂ α x to (3.40) yields
(3.55)
(3.56) Now note that from Hölder's inequality, (3.44), Young's inequality and Sobolev embedding, we can obtain the following estimatê
x dσ.
(3.57) By integrating (3.56) in time, we can treat the corresponding terms on the right side of the equation as in (3.57) . Indeed, some are easier to tackle. Subsequently, it follows from (3.44)-(3.47) and the continuous embedding W s ′ +1,2
x ֒→ W s ′ ,2
x that r 12 (t) 2
(3.58)
Note that we need W s ′ +1,2
x -regularity of r 1 and u 2 in the above because of the second and third terms on the right-hand side of (3.56). Also note that by (3.42), s ′ + 1 ≤ s and as such, W s,2
x is contained in W s ′ +1,2
x . Now if we also test (3.48) by ∂ α x u 12 and integrate by parts where necessary, we gain
(3.59) We can now integrate (3.59) in time and estimate the right-hand terms. First of all, we can use Sobolev's inequality to obtain,
x dσ whereas in combination with Hölder's inequality, Also, a consequence of (3.16) is that
(3.66)
In order to estimate the term involving T 2 we integrate by parts to obtain
Using (3.14) and (3.15) we can estimate these terms as follows
As a result of (3.48)-(3.51) and the continuous embedding W s ′ +1,2
Furthermore, due to (3.16) 
(3.70) Summing (3.58) with the product of γ−1 2 and (3.70) then yield (r 12 (t), u 12 (t)) 2
(3.71)
Applying Gronwell's lemma finishes the proof of Theorem 3.3.
Remark 3.4. We remind the reader that the condition (3.42) means that in particular, s ′ + 2 ≤ s + 1 which is the threshold differentiability exponent of the solutions u i , i = 1, 2 to the momentum equation (2.6).
Solving the Fokker-Planck equation
The aim of this section is to solve the Fokker-Planck equation
with ε ≥ 0 and A 11 , λ > 0. Here, u is a given smooth function and we recall that the Maxwellian is given by
with b > 2. Let us start with a precise definition of the solution.
Definition 4.1 (Strong solution). Let s ∈ N and T > 0. Assume there is ψ 0 ∈ W s,2 T d ; L 2 M (B) and u ∈ C([0, T ]; W s,2 (T d ; R d )) ∩ L 2 (0, T ; W s+1,2 (T d ; R d )). We call ψ a strong solution to the system (4.1) with initial condition ψ 0 in the interval [0, T ] provided the following holds.
(a) ψ satisfies
As in the case of Definition 2.2, differentiability in time as well as the correct initial datum follows from the equation in (b). We now formulate our results concerning well-posedness and uniqueness for (4.1). R d ) ). Then there is T ∈ (0, T 0 ] such that there is a strong solution ψ to problem (4.1) in the sense of Definition 4.1 defined on the interval [0, T ] and with the initial condition ψ 0 . Moreover, for δ > 0 arbitrary, we have the estimate
with a constant depending only on s, b, d, δ and T . 
where δ > 0 is arbitrary and where ψ 1 and ψ 2 are two strong solutions to (4.1) with data (ψ 0 , u 1 ) and (ψ 0 , u 2 ) respectively.
The proof of Theorem 4.3 can be found in Section 4.2.
4.1.
A priori estimates. In order to justify the following calculations, we need to work with an approximate system. Following [28] , we consider an orthonormal basis {φ n , . . . , φ n } of eigenfunction of the operator
where the boundary condition is interpreted in the weak sense. We denote Y n = span {φ 1 , . . . , φ n }. Furthermore, we introduce a cut-off in the last term in order to avoid the blow-up of M for q close to ∂B. So let χ n = χ n (q) ∈ C 1 (B), B := B(0, √ b) where χ n = 1 in B(0, √ b − 2 n ) and χ n = 0 when |q| ≥ √ b − 1 n . It will be needed to ensure that certain terms belong to L 2 M . Similar to Section 3.1, we consider a smooth orthonormal basis {ω m } ∞ m=1 of the space L 2 (T d ) with X n = span {ω 1 , . . . , ω n }. Finally, let Π n : L 2 (T d ; L 2 M (B)) → X n ⊗ Y n be the orthogonal projection. We aim to solve
. . , n, j = 1, . . . , n.
ψ n (0) = ψ n 0 := Π n ψ 0 . where n ∈ N. Equation (4.4) is an ODE which can be solved locally in time. We start by showing an estimate for ψ n in L 2 x L 2 M which will imply global solvability of (4.4). By a density argument, we can take ψ n dq dx dσ,
for any δ > 0. Note that all three terms together can be bounded by δˆt 0 ψ n 2
Plugging this into (4.5) and using Gronwall's lemma yields sup 0<t<T ψ n 2
(4.6) since ε ≥ 0 and A11 4λ − δ > 0 for δ > 0 small. Note that (4.6) implies that there is a global solution to (4.4). Next apply ∂ α x to (4.4) to obtain
As a consequence of (2.2) and |q| < √ b, it follows that
x . (4.10)
Analogously, we use Young's inequality to estimate K n 1 and K n 2 . Substituting (4.12)-(4.15) into (4.11) yields
On the other hand, by (4.8)-(4.10) we have
(4.17)
Substituting (4.16) and into (4.16) yields
(4.18)
By Gronwall's lemma we obtain sup 0<t<T ψ n (t) 2
uniformly in n. It is now standard to pass to the limit n → ∞ in (4.4) and to show that (4.19) also holds in the limit. The proof of Theorem 4.2 is hereby complete.
4.2.
Difference estimate for the Fokker-Planck equation. Given the estimates from the previous section (see, in particular, Theorem 4.2) the solution posses enough regularity to justify the following calculations. Let ψ 1 and ψ 2 be two solutions of (4.1) with data (u 1 , ψ 0 ) and (u 2 , ψ 0 ) respectively. Now set ψ 12 = ψ 1 − ψ 2 and u 12 = u 1 − u 2 so that ψ 12 solves
subject to the following initial and boundary conditions
where δ > 0 is arbitrary. Inserting the above into (4.24) yields
Finally, we obtain from Gronwall's lemma
(4.25)
Now we turn to higher order estimates. Let the multi-index α satisfy
The commutator-terms can be estimated analogously to (4.17) such that
where the hidden constant is c = c(s, b, d). Substituting (4.31) into (4.30) yields
As a consequence of Gronwall's lemma, we obtain
which completes the proof of Theorem 4.3.
Remark 4.4. Note that the s ′ + 1 spatial derivatives of ψ i and u i appearing in (4.33), where i = 1 or i = 2, are only bounded because of (4.26). In order words, replacing s ′ with s means that we are requiring more regularity of ψ i and u i than they actually possess. This is a common phenomenon encountered in uniqueness or contraction arguments where one is expected to give up a degree of regularity in order to gain suitable bounds.
The coupled system
After solving the fluid system and the Fokker-Planck equation both independently from each other in the two previous sections, we are now in the position to solve the coupled system. This shall be done by a fixed point argument which finally leads to the proof of the main result from Theorem 2.6. Set X s = L ∞ 0, T ; W s,2 (T d ; L 2 M (B)) ∩ L 2 0, T ; W s,2 (T d ; H 1 M (B)) which is a Banach space equipped with the norm
For ψ ∈ X s , let (r, u) be the unique solution to (3.1)-(3.2) with data (r 0 , u 0 , f , T( ψ)). The existence of such a solution of class r ∈ C([0, T ]; W s,2 (T d )), r > 0 a.e., u ∈ C([0, T ]; W s,2 (T d ; R d )) ∩ L 2 (0, T ; W s+1,2 (T d ; R d )), is guaranteed by Theorems 3.2 and 3.3 noticing that ψ ∈ X s implies T( ψ) ∈ C([0, T ]; W s,2 (T d )) by Lemma 2.1. Now, given (r, u) with the regularity above, we can solve equation (4.1) using Theorems 4.2 and 4.3. Hence we obtain a unique ψ ∈ X s . We denote the mapping ψ → ψ by T. We start with the following lemma. using Lemma 2.1. Now, we first choose δ = R −2 and then T so small such T c δ ≤ 1. Consequently, the right-hand side is bounded by a constant only depending on the given data. On the other hand, we obtain from Theorem 4.2
where the constant only depends on the data (but we have to choose T small enough). It is bounded by R 2 provided the latter one was chosen large enough compared to the data (r 0 , u 0 , f , ψ 0 ).
As a by-product of the proof of Lemma 5.1, we obtain the following corollary. where c only depends on the data (r 0 , u 0 , f ).
In the next step we have to show that T is a contraction. Unfortunately, we are unable to show this on X s . However, we can work in the following superset Proof. Let (r 1 , u 1 ) and (r 2 , u 2 ) be two strong solutions to (3.1)-(3.2) with data (r 0 , u 0 , f , T( ψ 1 )) and (r 0 , u 0 , f , T( ψ 2 )) respectively. We obtain from Theorem 3.3 
