Abstract. This note is devoted to the study of the maximum of the excursion of a random walk with negative drift and light-tailed increments. More precisely, we determine the local asymptotics of the joint distribution of the length, maximum and the time at which this maximum is achieved. This result allows one to obtain a local central limit theorems for the length of the excursion conditioned on large values of the maximum.
Introduction and statement of main results
Let {S n ; n ≥ 1} be a random walk with i.i.d. increments {X k ; k ≥ 1}. We are interested in the asymptotic properties of some functionals of the excursion {S 1 , S 2 , . . . , S τ }, where
τ := inf{n ≥ 1 : S n ≤ 0}.
Clearly, τ is almost surely finite for all random walks satisfying lim inf n→∞ S n = −∞. This holds, in particular, for all random walks with non-positive drift. Denote M n := max k≤n S k , n ≥ 1.
The main purpose of this note is to determine the asymptotic behaviour of local probabilities of the vector (M τ , θ τ , τ ), where
We shall always assume that S n is integer-valued, has negative drift, and satisfies the Cramer condition: there exists λ > 0 such that ϕ(λ) := Ee λX1 = 1.
Moreover, according to Theorem II in Doney [2] , one has, for all aperiodic walks satisfying (1) ,
where µ > 0 is uniquely determined by E[X 1 e µX1 ] = 0. These marginal asymptotics do not allow one to guess the right asymptotic behaviour of the joint distribution. The reason is a very strong dependence between large values of τ and M τ . This can be illustrated by the optimal strategy for the occurence of the event {M τ = x}. First, the random walk goes up linearly with the rate a := E[X 1 e λX1 ]/E[e λX1 ].
After reaching the level x, the random walk goes down with the standard rate a.
As a result, the stopping time τ is of the order x/ a + x/a on {M τ > x}.
According to Theorem 5.2 in Asmussen [1] , conditioned on the large value of the maximum M τ , θ τ satisfies a central limit theorem. More precisely,
where c := σ 2 a 3 and
Clearly, this result improves the description of the first part of the optimal strategy leading to {M τ > x}.
Our main result describes the asymptotic behaviour of the mass function of the vector (M τ , θ τ , τ ). Theorem 1. Assume that (1) holds and, furthermore,
Assume also that the distribution of X 1 is aperiodic. Then there exists Q > 0 such that, as x → ∞,
uniformly in k, n such that k < n. The exact form of the constant Q is given in (51).
The proof strategy in Theorem 1 enables one to prove local limit theorems for τ and θ τ conditioned on M τ = x.
Corollary 2. Under the conditions of Theorem 1, as x → ∞,
and
uniformly in k. Furthermore, conditionally on M τ = x, the random variables θ τ and τ − θ τ are independent. Consequently,
where
Since the tail of M τ is exponentially decreasing, one infers from (4) that
Thus, (5) is a local version of this central limit theorem for θ τ . Our approach to the excursions of random walks satisfying the Cramer condition (1) is based on the standard change of measure:
Under this new measure the drift of S n becomes positive: EX 1 = a > 0. Furthermore, the variance of X k under the new measure becomes equal to σ 2 . For that reason we study in the next section local probability asymptotics for conditioned random walks with positive drift. These results are later used in the proof of Theorem 1, which is given in Section 3.
Local limit theorems for functionals of a random walk with positive drift
In this section we shall always assume that EX 1 = a > 0 and E(X 1 − a) 2 = σ 2 ∈ (0, ∞).
2.1.
Local limit theorem for a walk conditioned to stay positive. Define the stopping times
In the case of random walks with positive drift one has P(τ z = ∞) > 0 and, consequently, the asymptotic behaviour of S n conditioned to stay positive should be the same as for the unconditioned walk. In the case z = 0 Iglehart [4] has shown that for conditioned random walk the standard form of the functional central limit theorem is still valid, see Proposition 2.1 in [4] . Our first result shows that CLT for marginals holds for all starting points z.
Proposition 3. Assume that a > 0 and that σ 2 ∈ (0, ∞). Then, for every z ≥ 0,
where Φ(x) is the the standard normal distribution function.
Proof. As in the proof of Proposition 2.1 from [4] , we shall use the decomposition
By the central limit theorem,
By the Markov property, for every fixed k,
Then, using (11) and the dominated convergence, we obtain
Consequently, for every fixed N > 1,
For the tail of the sum one has, uniformly in n > N ,
Combining (12) and (13) and letting N → ∞, we obtain
The positivity of the drift implies that P(τ z = ∞) is positive. Therefore, the previous convergence is equivalent to the statement of the proposition.
We now turn to the corresponding local limit theorem.
Theorem 4.
Assume that a > 0 and that σ 2 ∈ (0, ∞). Assume also, that the distribution of X 1 is aperiodic. Then, uniformly in x > −z,
Proof. Set m = n 2 . By the Markov property,
We split the sum in (15) into two parts. First,
Using the Chebyshev inequality we infer that
Furthermore, by the local limit theorem for unconditioned random walks,
Plugging this estimate into (16) and using (17), we get
Second, for y > am/2 we shall use the representation
Therefore,
Applying the classical Kolmogorov inequality, we get
Consequently,
Combining (19) and (21) we get
By the local limit theorem for {S n },
Using now Proposition 3, we get
Plugging (23) into (22), we obtain
Recalling that P(τ z > m) → P(τ z = ∞), we finally get the relation (14).
2.2.
Local asymptotics for (M n , S n ). Define
Theorem 5. Under the assumptions of Theorem 4, uniformly in x ≥ 0 and r ≥ 0,
Proof. Let θ n be the first time the random walk achieves its maximum. That is,
By the Markov property,
It follows from the duality lemma for random walks that
Combining (24) and (25), we obtain
Fix some ε ∈ (0, 1/2). The assumption a > 0 implies that Eτ + is finite. Therefore, uniformly in k ≤ (1 − ε)n and r ≥ 0,
Consequently, using the transience of {S n },
If k ≥ (1 − ε)n then, by (18),
This bound implies that, for every fixed N ,
We also note that the finiteness of Eτ + yields
Using Theorem 4 with z = 0, we obtain
Plugging (27), (29) and (31) into (26), we obtain
Letting now N → ∞ and taking into account (30), we arrive at (32).
Corollary 6. Under the conditions of Theorem 4,
Proof. Similar to the proof of Theorem 5,
The bound
implies that
in the last step we have also used the fact that {S k } is transient. Using the same arguments as in the derivation of (28),
Finally, using (14), we obtain
Combining (33),(34), (35) and (36) and letting N → ∞, we conclude that
Noting that the duality of stopping times τ and τ + implies that
Dividing both parts by 1 − z and letting z → 1, we get
This equality completes the proof.
Proof. Combining Theorem 5 and Corollary 6 and using (37), we obtain the desired relation.
Consider the sequence
It is well-known and easy to see that this sequence can be defined by
Furthermore, for every n the distribution of R n is equal to that of max k≤n (−S k ). The assumption a > 0 implies now that, as n → ∞,
By the ladder heights representation for max k≥1 (−S k ) and by the duality lemma,
P(S n = −r, n is a descending ladder epoch )P(τ = ∞)
As a result, as n → ∞,
Eτ + for every r ≥ 0. Obviously, this classical relation is a consequence of our Corollary 7.
Theorem 8. Under the conditions of Theorem 4, for fixed non-negative numbers y, z,
Proof. Fix ε > 0. If |x − na| > nε then by the Chebyshev inequality
Thus, it remains to consider the case |x − na| ≤ εn. Set again m = [n/2] . By the Markov property,
where Σ 1 is the sum over u ∈ (−z, [an/4]], and Σ 2 over u ∈ ([an/4] + 1, x + y − 1). Using the Chebyshev inequality once again, we obtain
By the Kolmogorov inequality, for x ≥ (a − ε)n and y ≥ 0,
Using once again the Kolmogorov inequality, we get
Furthermore, by the duality lemma,
Plugging these equalities into Σ 2 , we conclude that
Applying now Theorem 4, we finally get
This completes the proof.
Proofs of main results.
3.1. Proof of Theorem 1. Clearly,
Furthermore, for every y ∈ {1, 2 · · · , x} we have
Consider a new measure P given by
Then one has
Applying Theorem 8 with z = y = 0, we obtain, uniformly in x,
For every k ≥ 0 set S k = −S k . Then
Applying Theorem 8 to the random walk {S n }, we get, for every fixed y,
Furthermore, by (18),
Combining these estimates with (44) and (47), we obtain
Combining (46) and (48), we conclude that
Clearly,
Plugging now (50) and (49) into (43) and letting N → ∞, we conclude that
3.2. Proof of Corollary 2. We first prove (5). Using (45), we obtain
It is obvious that P(τ + > τ x ) ∼ P(τ + = ∞) as x → ∞. From this relation and from Theorem 8 with y = z = 0 we have
Combining this expression with (2), we conclude that, uniformly in k,
Summing over all k satisfying |k − x/ a| ≤ A √ x and letting A → ∞, we obtain
It remains to note that (8) implies that the left hand side in the previous relation equals 1. Therefore, c = c 0 a/ √ 2π σ 2 and (5) is proven. By the total probability formula,
Therefore, uniformly in j,
Furthermore, P(τ + > τ x = j) = P(M j ≥ x, M j−1 < x, τ 1 > j).
If j ≤ x/2a then, by the Kolmogorov inequality,
Therefore, it remains to prove (6) for j > x/2a. For such values of j we shall use the following representation:
P(τ + > τ x = j) = P(M j ≥ x, M j−1 < x, τ 1 > j) 
Combining (54)- (56) and letting N → ∞, we arrive at the relation P(τ + > τ x = j) = c 2πσ 2 j e −(x−aj) 2 /2σ
Plugging (57) into (52) and taking into account (53) we conclude that, uniformly in j,
Thus, it remains to show that c ′ = a 3/2 . It suffices to repeat the argument from the proof of (5) and to notice that = 0, which follows from (52) and from the Kolmogorov inequality. This completes the proof of (6).
