Abstract. Take a centered random walk S n and consider the sequence of its partial sums A n := n i=1 S i . Suppose S 1 is in the domain of normal attraction of an α-stable law with 1 < α ≤ 2. Assuming that S 1 is either right-exponential (that is P(S 1 > x|S 1 > 0) = e −ax for some a > 0 and all x > 0) or right-continuous (skip free), we prove that
1. Introduction 1.1. The problem. Consider a non-degenerate sequence of centered random variables. What is the probability that it stays positive for a long time? Surprisingly little is known about this problem. Only one situation is well understood besides the trivial case that the variables are independent: For a random walk S n , the classical Sparre-Andersen theorem expresses the generating function of q N := P min q N is slowly varying at infinity. Consider the sequence A n := n i=1 S i , which we call an integrated random walk. We are interested in the asymptotics of
as N → ∞. One may also refer to similar types of questions as to asymptotics of the tail of one-sided exit times, unilateral small deviation probabilities, or persistence if adopting the terminology from physics.
This problem was introduced in the seminal paper by Sinai [21] who considered the specific case that S n is a simple random walk. Sinai studied the question in connection with the behavior of solutions of the Burgers equation with random initial data. The author's initial motivation comes from his study [24] of sticky particle systems with gravitational attraction. The asymptotical behavior of p N is directly related to the characteristics of such systems with random initial data at the critical moment of total gravitational collapse. The probabilities p N also arise in the wetting model of random polymers with Laplacian interaction considered by Caravenna and Deuschel [5] . More generally, the probability that a certain random function does not change sign over a large time scale is relevant to the analysis of many physical models, Majumdar [17] .
Although continuous-time versions of our question have received more attention, there are few results even in this direction. Aurzada and Dereich [1] give a comprehensive overview of this work. A recent breakthrough [1] shows universality of the asymptotics in the one-sided exit problem for general integrated Lévy processes.
1.2. The background. The first result on the subject is due to Sinai [21] (see, for example, Isozaki and Watanabe [14] ), it was conjectured in [5, 24] that
for any walk S n with ES 1 = 0 and V ar(S 1 ) < ∞. This conjecture has not yet been fully proved and below we briefly explain existing approaches. Sinai's method relies on the observation that if S n is a simple random walk, then all the local extrema of A n occur at the times when S n returns to zero, and such times form a renewal sequence. This property is based on the very specific structure of the increments of the walk and does not hold for different distributions. However, the main message here is to partition the trajectory of S n with a suitable sequence of regeneration times. Vysotsky [25] explored this idea and showed that p N N −1 /4 for any integer-valued walk (we write a n b n for two non-negative sequences a n and b n if a n /b n stays bounded while a n b n means a n b n and b n a n ). Unfortunately, further development of this method required restrictive assumptions on the positive increments of the walk. Due to technical difficulties, [25] also imposed similar constraints on the negative increments and showed that p N N −1/4 for double-sided exponentials, symmetric geometric, lazy simple, and two other "mixed" types of random walks. We stress that the present paper removes these superfluous assumptions on the negative increments.
The second approach is due to Aurzada and Dereich [1] who used strong approximation by a Wiener process assuming Ee a|S 1 | < ∞ for some a > 0. This powerful method allowed them to prove universality of the asymptotics for general integrated Levy processes but, because the strong approximation technique does not work well for small values of time, [1] obtains extra factors in the estimates:
The third method by Dembo and Gao [7] is based on decomposition of the sequence A n at its maximum. [7] proved that
for any (centered) walk; this bound clearly scales as the desired N −1 /4 for walks with V ar(S 1 ) < ∞. For the sharp lower bound, Dembo and Gao still had to impose assumptions on the positive increments of the walk.
They showed that c 2 (E|S
≤ p N −1 assuming, essentially, that the tail P(S 1 > x) decays exponentially or super-exponentially. Thus the results of [7] cover those of [25] and essentially of [1] .
1.3.
Results and organization of the paper. This paper proves the sharp asymptotics for p N in certain cases. We follow the approach developed in [25] but work under much less restrictive conditions on the increments of S n . At present, it seems impossible to get the sharp asymptotics using the other methods described above.
Let us state the assumptions. A random walk S n is right-exponential if Law(S 1 |S 1 > 0) is an exponential distribution. An integer-valued walk S n is right-continuous (skip free) if P{S 1 = 1|S 1 > 0} = 1; the name comes from the analogy with spectrally negative integrable Lévy processes, which do not have positive jumps and hit all intermediate values before reaching any positive horizontal level. The distributions above are well known in the renewal theory and have the characteristic property that all overshoots of S n over any fixed level are identically distributed.
Suppose that S 1 belongs to the domain of normal attraction (to be denoted as S 1 ∈ DN (α)) of a strictly stable law with the index 1 < α ≤ 2. If α < 2 and S 1 is rightexponential or right-continuous, then such a law is spectrally negative. By the stable central limit theorem and Eq. (2.2.30) in Zolotarev [26] for the positivity parameter, it holds that
S n is either right-exponential or right-continuous, ES 1 = 0,
Recall that (Theorem 2.6.6 in Ibragimov and Linnik [13] ) S 1 ∈ DN (2) is equivalent to V ar(S 1 ) < ∞, which ensures the convergence of the series (Feller [11, Ch. XVIII.5] ). Due to Egorov [10] , for 1 < α < 2 a sufficient condition for the convergence is
where F (x) and G α (x) are the distribution functions of S 1 and the limit stable law, respectively.
We now state the main result of the paper.
Remark. The computable bounds for C 2 when S 1 is upper-exponential are given below in (9).
Our proof should also work if we drop convergence of the series in the definition of R α . Then N 1 2 − 1 2α p N becomes slowly varying at infinity instead of being convergent. We also point out that [7] proved the weak asymptotics p N N 1 2α − 1 2 for centered random walks with S 1 ∈ DN (α) whose tail P(S 1 > x) decays exponentially or super-exponentially. This class of distributions is much wider than R α .
We can also apply our method to a conditional version of the problem with integrated discrete bridges instead of integrated random walks. For an integer-valued walk S n , put
for N ∈ D S 1 := {n : P(S n = 0) > 0} where this expression is well-defined. Although this statement covers quite a narrow class of distributions, it is the first result of such type. An open and very challenging problem that has recently received some attention is to find the asymptotics of
These probabilities are related to polymer models similar to the one of Caravenna and Deuschel [5] . This paper is organized as follows. Sec. 2 explains our approach of partitioning the trajectory of S n into independent parts (so-called cycles) by the appropriate moments of regeneration. The pivotal result of the section is Proposition 2 on bivariate random walks that stay in the right half-plane. Roughly speaking, it is a bivariate version of the famous Sparre-Andersen theorem that q N does not depend on the distribution of the walk if S 1 is symmetric and continuous. In addition to its independent interest, Proposition 2 leads to a simple and very intuitive proof that p N N 1 2α
for S 1 ∈ R α ; one may regard this proof as a rigorous version of the heuristic arguments in [25, Sec. 2.1]. We give the proof here to make the paper more readable and to show the advantage of our technique. In Sec. 2.4 we apply Proposition 2 to get our results on the positivity of integrated bridges. Theorem 1 is proved in Sec. 4. The necessary ingredients are prepared in Sec. 3, where we study joint tails of areas and lengths of stable excursions, cycles and meanders. There we also discuss conditional limit theorems for bivariate random walks, one of the main tools in Sec. 4.
2.
Partitioning into cycles and non-sharp asymptotics of p N 2.1. Partitioning by regenerating times. The main idea of our approach is to partition the trajectory of the random walk S n into appropriate independent parts. Define the moments of crossing the zero level from below as
for k ≥ 0. A non-degenerate centered random walk is recurrent hence the r.v.'s defined above are proper. We stress that although the variables Θ k + 1 are stopping times, the variables Θ k are not. The trajectory of S n is thus partitioned into parts that we call cycles (except for the part until Θ 0 that will be excluded from the consideration), and each cycle starts with a positive excursion followed by a negative excursion. For k ≥ 1, let θ k := Θ k − Θ k−1 be the length of the kth cycle and let ψ k := A Θ k − A Θ k−1 be its area; also, set Ψ k := A Θ k for the total area of the first k cycles so that
Define P(·) := P(·|S 1 > 0) as it is more convenient to assume that S n starts with a positive excursion and so Θ 0 = 0 P-a.s.; also put σ 2 := V ar(S 1 ). The following observation from Vysotsky [25] (see Lemmae 1, 2 and Proposition 1) plays the crucial role for our method. 
Here is an explanation of this result. The i.i.d. property follows as each cycle starts with the overshoot S Θ k +1 which is independent of the preceding part S 1 , . . . , S Θ k of the trajectory. The symmetry holds by
Of courseθ 1 = θ 1 for a right-exponential S 1 while for a right-continuous S 1 ,θ 1 equals the length of the first cycle by the last return to zero. The key observation is the duality relation
which holds for any random walk and follows from the standard duality principle that states
The duality immediately implies (1) if S 1 is right-continuous, while for the right-exponential case we use the fact that
Relation (1) is extremely useful as it essentially states that the negative part of a cycle has the same distribution as the time-reversed positive part. Hence for a right-exponential S 1 we immediately get θ + D = θ − for the lengths of the parts that are defined as
To cover the right-continuous case, definê
to be the lengths of the parts by their last returns to zero. Then we haveθ + D =θ − , which clearly covers the first case asθ
Since the Sparre-Andersen theorem implies that θ + ∈ DN (1 − 1/α), byθ + D =θ − the same holds for θ − . Hence one also expects θ 1 ∈ DN (1 − 1/α) as stated in Lemma 1 for α = 2. We prove this for 1 < α < 2 in the next section. Note that there is a significant difference in the shape of long cycles: for α = 2 the walk essentially stays either positive or negative while for 1 < α < 2 it spends positive parts of time in both half-planes.
2.2.
Bivariate walks staying in the right half-plane. We see that under the conditions of Lemma 1, (Θ k , Ψ k ) is a bivariate (two-dimensional) random walk. Its second component is symmetric, and the walk starts at (Θ 0 , Ψ 0 ) = (0, 0) under P. It turns out that such walks enjoy a useful property stated below in Proposition 2. This result actually is a slight improvement of the famous Sparre-Andersen theorem which states, in particular, that the probabilities q N that a symmetric continuous random walk stays positive until time N do not depend on the distribution of the increments. Proposition 2 is inspired by Lemma 3 (see (5) below) by Sinai [21] ; we also refer to Feller [11, Ch. XII] for appropriate definitions and general ideas. It is worth mentioning that Sinai's lemma is a special case of the results by Greenwood and Shaked [12] who give a half-plane Wiener-Hopf type factorization for bivariate distributions. This reference was pointed out to the author by Vitaliy Wachtel.
Then for any n ≥ 1 and x ∈ R it holds
Proof. It is useful to consider the inequalities simultaneously for all n ≥ 1 and think that the sides of (2) define the two measures Q(dx, n) andQ(dx, n) on R × N. We start by noting that the characteristic function
of the measure Q(dx, n) in the left-hand sides of (2) satisfies
where T 1 is the first weak ascending ladder epoch of the walk S (2) and
. This follows by the standard argument of considering the equally distributed dual walk (S
n−k ) 1≤k≤n and getting
where
Further, Lemma 3 by Sinai [21] , which is just a two-dimensional version of the SparreAndersen theorem (see Feller [11, Sec. XII.7, Theorem 1]), states
hence with the symmetry of S (2) n ,
The second term in the right-hand side can be transformed we did in (4) and we get
,
is the characteristic function of the non-probability measure
k = 0 on R × N which in a certain sense is the distribution of the defective random vector (U * 1 , T * 1 ), where T * 1 is the first moment when S (2) n hits zero from below and U *
and similarly, the characteristic function χ
Finally, the characteristic function of the measureQ(dx, n) in the right-hand sides of (2) isχ
where T + 1 is the first strong ascending ladder epoch of S (2) , and by (6), (7) 
implying (2) . A similar argument concludes (3).
Note that (6) and (7) actually follow from Eq. (4) by Greenwood and Shaked [12] with τ and ν from their Example (a) on p. 568, but we have chosen to start from the Sinai lemma to go along the lines of our original proof.
2.3. Weak asymptotics of p N . The next statement is not new since it follows from Theorem 1.2 by Dembo and Gao [7] . As explained in the introduction, we give the proof here to show a simple and very intuitive way to understand the asymptotics of p N and demonstrate advantage of our technique.
Proof. The key observation is that
Under P, this quantity is just the number of up-crossing of the zero level by the walk S n by the time N . Then
For the lower bound, our idea is to flip the last incomplete cycle using the conditional symmetry of ψ i (Lemma 1) to make sure it has a positive area: condition on η(N ) and Θ η(N ) and get
Case 1: S 1 is right-exponential. By conditioning on η(N ) and using Proposition 2, we proceed as above in (11) and get the most important relation
As the distribution of Φ k is symmetric, the Sparre-Andersen theorem implies the existence of a positive limit
where we used that
It remains to check that the expectations stay bounded away from zero and infinity. Let Θ + k and Θ − k be the total length of the first k positive and k negative excursions of S n , respectively. Under P it is true that Θ 
where τ is a stable r.v. with index 1 − 1/α that is the weak limit of
. We conclude the proof if check the uniform integrability of 
The last probability can be estimated by the following analog of the Chebyshev inequality attributed by Nagaev [18] to Tkachuk (1977): if X n are i.i.d. r.v.'s and X 1 ∈ DN (γ) for 0 < γ < 1, then there exist c, K > 0 such that
for all n and R ≥ K. Then the uniform integrability follows as x −2 is integrable at infinity. Case 2: S 1 is right-continuous. Denote
and use (2) to replace (13) by the appropriate inequality; then get an analog of (14) with "=" and c 1 replaced by "≤" andc 1 , respectively, and by the uniform integrability conclude with r N N 
Recall we assumed that S n is centered and integer-valued. Let d be the maximal positive integer such that P{S 1 ∈ dZ} = 1, and let h be the maximal step of S 1 /d, that is the maximal positive integer such that there exists an 0 ≤ a ≤ h − 1 satisfying
We need to modify the definition of the regeneration moments considered in Sec. 2.1. Define the moments of leaving zero as Θ * 0 := min{n ≥ 0 : S n+1 = 0} and Θ * k+1 := min{n > Θ k : S n = 0, S n+1 = 0} for k ≥ 0, and introduce θ *
The following result is completely analogous to Lemma 1 and is essentially proved in [25] while the local asymptotics are due to Kesten [16] .
We are ready to prove Proposition 1 from Sec. 1 on the asymptotics of p * hN . Similarly to (10), write
(which is the equality when S 1 is right-continuous) and then condition on the number of returns to zero η * (hN ) as in (11) to get
By Proposition 2 we get the following analog of (14):
Apply Lemma 1 to use the result by Doney [9] on local large deviation probabilities that states P *
Then the contribution of the terms with
).
Once we have bounded √ N /n away from zero, the local limit theorem gives
, where g is the density of a strictly stable r.v. τ with index 1/2 that is the weak limit of Θ * n /n 
Areas and lengths of excursions of asymptotically stable random walks
This section gathers the preliminary results needed to prove Theorem 1. Sec. 3.1 reviews limit theorems on the shape of the trajectories of conditionally positive asymptotically stable random walks. We explain the method of proofs and apply it to get a two-dimensional version, which is used later in Sec. 4 to describe the bivariate walk (Θ k , Ψ k ) conditioned on its second component staying positive.
3.1. Conditional limit theorems for random walks. Results and methods. Let S n be a random walk such that the first descending ladder moment T = min{k ≥ 1 : S k < 0} < ∞ a.s. Bolthausen [4] showed that if ES 1 = 0 and V ar( 
Bolthausen [4] essentially showed that P{τ W < ∞} = 1 and Γ considered as a mapping (18) as for any strictly stable centered process S with index 1 < α ≤ 2. As above, it suffices to check continuity along step functions. Then Λ α Γ : (1) for some slowly varying function l(n). We restate the result of Doney as we did above with Shimura's (18) in the form 
It now suffices to prove that
which means that the overshoot and the undershoot of an excursion are positive a.s. Consider the walk S n := S(n) and write 
The latter is continuous and differentiable so S ex (1) has a density. The argument above also implies
Thus (21) is proved. Extension to two dimensions. We stress that all the mentioned results follow from the functional stable limit theorems with the use of the continuous mapping theorem. Let us give a little strengthening to (16) . First extend the definitions of τ f and Γ to the higher dimension: for an f = (f (1) , f (2) ), put τ f := τ f (2) and Γ(f ) :
n , S (2) n ) be a bivariate random walk that satisfies
, S (2) [n·]
in D
2
[0, ∞) for some bivariate stochastic process S, slowly varying functions l 1 (n), l 2 (n), and 0 < α 1 , α 2 ≤ 2. By Resnick and Greenwood [19] , (23) is equivalent to existence of the finite positive
for all 1 , 2 ∈ {−1, 1} and x, y ≥ 0 such that x+y > 0. [19] also shows that (23) is equivalent to the weak convergence of the one-dimensional distributions at t = 1. The limit random vector S(1) is sometimes called bivariate stable with indices α 1 , α 2 as its independent copies S (1), S (1) satisfy
(1), (a
for any a 1 , a 2 > 0. [19] gave a complete characterization of such bivariate distributions. By the P{S ∈ ·}-a.s. continuity of Γ :
[n·]
is the first ladder moment of S (1) and S + := Γ(S). A simple consideration of (25) shows that it also holds true if T (1) is replaced by the first strict ladder moment.
3.2. Areas of cycles. The first statement of this section generalizes Proposition 1 by Vysotsky [25] that covers the case α = 2. The second statement will be used to describe the last incomplete cycle. We stress that the long cycles of a random walk from R α behave very differently for α = 2 and 1 < α < 2, and the same is true for the excursions. In the first case the whole cycle is essentially either positive or negative, while for 1 < α < 2 the walk spends positive parts of time in both half-planes, see (26) . For α = 2, a typical excursion is continuous while for α < 2, a typical excursion looks like a meander and then it takes only one big step to change its sign, see (22) . Lemma 2. Let S n be a random walk such that S 1 ∈ R α for some 1 < α ≤ 2. Then for any ∈ {−1, 1} and s, t ≥ 0 such that s + t > 0 there exists a finite positive
Thus (24) holds true and we conclude that the bivariate stable limit theorem (23) holds for the walk (Θ n , Ψ n ).
Proof. For α = 2, this is the result of Proposition 1 from [25] , which actually proves it only for a right-exponential S 1 but the right-continuous case should be considered exactly in the same way. Assume now that 1 < α < 2.
By Lemma 1, we should consider only = 1. S 1 ∈ R α implies T ∈ DN (1 − 1/α) and we denote
We first claim that lim
Heuristically this means that a long cycle starts with a positive excursion of comparable length. Use (1) and θ + = T − 1 under P to write
where T (u) := min{k ≥ 0 : S k > u} and T (u) := inf{r ≥ 0 : S(r) > u}, and we used (21) in the second line and the self-similarity T (u)
in the fourth line. Consider s = 0, then by the obvious change of variables it suffices to take s = 1. For an ε ∈ (0, 1/2), write
In the second factor, condition on the parameters of the first positive excursion and write
It clear that for any u > 0 and v, w it holds that
We claim that this convergence is uniform in (u, v, w 
w) by self-similarity of S, we should check that the convergence is uniform in (v, w) ∈ R Thus the integrands in (28) converge uniformly in (x, y, z)
Further, (20) 
+ for any fixed ε, where
As we seen in (21), S ex (1) does not have an atom at zero, so (26), (27) and (28) imply
This expression is finite as by (1),
It remains to consider s = 0, t > 0 and it suffices to take t = 1. With ψ 1 ≤ A T in mind, we have
and then argue as above in (28) and (29) to get
The last expression is finite as
) by Corollary 2 and Example 6 by Doney [8] .
3.3. Areas of incomplete cycles. Lemma 3. Let S n be a random walk such that S 1 ∈ R α for some 1 < α ≤ 2. Then for any s, t > 0 there exists a finite positive Proof. The remark is obvious by the change of variables and
Let us put s = 1.
Case 1 < α < 2. We literally repeat the proof of Lemma 2 to get
The continuity of F (1, t) follows from the same of f (u, v, w) and the theorem of dominated convergence. As F (1, t) is bounded, continuous and monotone and the converging functions are uniformly bounded and monotone, the convergence is uniform in t.
Case α = 2. The main difference with 1 < α < 2 is that (26) is no longer true. We should prove that c 3 G 2 (t) = lim
, and the goal is to show that the contribution comes only from the negative excursion:
(30) Heuristically this holds as the positive part of such a long cycle with θ + < n is negligible, according to our previous comment on the shape of long cycles for α = 2.
Let us first find the value of the right-hand side. By (1), we get
(31) as n → ∞, reducing the problem to consideration of the first positive excursion of S n . Then we apply (19) to get
where we used δ
, which follows from (16) and (19) . Due to Janson [15] , the area of Brownian meander has density so G 2 is continuous.
It remains to prove (30). Fix a δ ∈ (0, 1/2) and write
where 
which is Eq. (17) from [25] . Its heuristical meaning is that a long cycle is essentially either positive or negative. Thus D gives the main contribution in (33). Further, from (33) we have
Here lim
(0, 0) given in Proposition 1 in Vysotsky [25] . For the same relation for E 2 , write
, use the symmetry as in (31) and then argue as in (32) to get
Finally, combine
with (32) and the continuity of G 2 to get
Together with (34) and the estimates above this concludes (30).
Sharp asymptotics of p N
In this section we prove the core result of the paper. Let us first explain the main ideas of the proof. When considering the weak asymptotics of p N in Proposition 3 we used the symmetry and successfully disregarded the last incomplete cycle obtaining (12) Step 2 we essentially apply the conditional limit theorem (25) to describe the joint distribution of (Θ η(N ) , Ψ η(N ) ) conditioned that its second component stayed positive.
Step 3 is somewhat technical.
Step 1. Condition on η(N ) in (10) to obtain
where an ε ∈ (0, 1/2) is fixed while R 1 and R 2 by definition corresponds to η(N ) < εN Step 2. By Lemma 3, 
We simply the formula for the constant using 
The right-hand side is finite by Proposition 3. Of course this can be checked directly using
and the observation that S (1), which follows from Proposition 2.
Step 3. It remains to check (36) to show that the contribution of R = R 1 + R 2 + R 3 is negligible. Use (14) in the right-exponential case and use the analogous inequality in the right-continuous case to get Then the required estimate for R 1 + R 2 follows from (15) and the uniform integrability of
, which we checked when proved Proposition 3. For the last term we proceed as above to obtain
and by Feller [11, Ch. XIV.3] , the last probability converges to Combine the estimates above to conclude (36) and the proof of the theorem.
