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WEIGHTED ESTIMATES FOR GENERALIZED STEADY
STOKES SYSTEMS IN NONSMOOTH DOMAINS
SUN-SIG BYUN AND HYOUNGSUK SO
Abstract. We consider a generalized steady Stokes system with discontin-
uous coefficients in a nonsmooth domain when the inhomogeneous term be-
longs to a weighted Lq space for 2 < q < ∞. We prove the global weighted
Lq-estimates for the gradient of the weak solution and an associated pressure
under the assumptions that the coefficients have small BMO (bounded mean
oscillation) semi-norms and the domain is sufficiently flat in the Reifenberg
sense. On the other hand, a given weight is assumed to belong to a Muck-
enhoupt class. Our result generalizes the global W 1.q estimate of Caldero´n-
Zygmund with respect to the Lebesgue measure for the Stokes system in a
Lipschitz domain.
1. Introduction
Let Ω ⊂ Rn, n ≥ 2, be a bounded domain with nonsmooth boundary ∂Ω. In this
paper, we consider the following generalized Stokes problem with inhomogeneous
data:
(1.1)


div (A(x)∇u) −∇p = div F in Ω
div u = 0 in Ω
u = 0 on ∂Ω,
where F =
(
Fiα
)n
i,α=1
is a given matrix-valued function in Lqω(Ω)
n2 which we will
specify later, as is the tensor matrix-valued function A =
(
Aαβij
)n
i,j,α,β=1
: Rn →
R
n2×n2 , satisfying uniform ellipticity and boundedness, namely; there exist positive
constants ν and L such that
(1.2) ν|ξ|2 ≤ A(x)ξ : ξ, |A(x)| ≤ L ∀ξ ∈ Rn
2
, a.e. x ∈ Rn.
Here (· : ·) denotes the standard inner product in Rn
2
and the unknowns are the
velocity u = (u1, . . . , un) and the pressure p.
The generalization of the classical steady Stokes system consists of general second
order elliptic equations in divergence form instead of Laplace equations. This type
of generalization can be found in [15, 26] and references given there. For this
generalization, we allow the tensor matrix of coefficients A to be discontinuous, but
we impose a small BMO (bounded mean oscillation) condition, as we now state.
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Definition 1.1. We say that A is (δ, R)-vanishing if
(1.3) sup
0<r≤R
sup
x∈Rn
∫
−
Br(y)
∣∣A(x)−ABr(y)∣∣2 dx ≤ δ2,
where ABr(y) =
∫
−
Br(y)
A(x)dx is the integral average of A over the open ball Br(y).
We will clarify δ and R later after Definition 1.3.
Solvability and the regularity properties of solutions of the Stokes system form
the fundamental part of fluid dynamics. In particular, there have been notable
research activities on the boundary regularity regularity in the generalized Stokes
system on the Lipschitz domain (see [18, 21]) and interior regularity of Stokes
system (see [4, 10, 11, 12]). In the classical approach, which uses the representation
formulas in terms of singular operators and commutators, one needs to overcome the
obstacle coming from the non-graph domain, if one wants to deal with a nonsmooth
domain beyond the Lipschitz category. In this situation, we cannot use directly the
results obtained by using the representation formula, so we need other approach
like a maximal function, as we will use here. The main goal of the present article
is to develop a Caldero´n-Zygmund type theory for the steady Stokes system (1.1)
in the setting of weighted Sobolev and Lebesgue spaces. This result will provide
a new result in this literature, even for the unweighted case (in standard Sobolev
and Lebesgue spaces).
We now introduce the definition of a weak solution pair of the problem (1.1).
Definition 1.2. Let F ∈ L2(Ω)n
2
. Then u ∈ W 1,20,σ (Ω)
n is called a weak solution
of the Stokes system (1.1), if
(1.4)
∫
Ω
A(x)∇u : ∇φdx =
∫
Ω
F : ∇φdx
holds for all φ ∈ W 1,20,σ (Ω)
n = {v ∈ W 1,20 (Ω)
n : div v = 0}. If u is such a weak
solution and p ∈ L2(Ω) satisfies∫
Ω
A(x)∇u : ∇φ − p div φdx =
∫
Ω
F : ∇φdx
for all φ ∈ W 1,20 (Ω)
n, then (u, p) is called a weak solution pair to (1.1), and p is
called an associated pressure of u.
In the next section we will return to the existence and uniqueness up to a con-
stant of a weak solution pair to (1.1) over a bounded domain Ω with the following
geometric regularity condition.
Definition 1.3. We say that Ω ⊂ Rn is (δ, R)-Reifenberg flat if for every x ∈ ∂Ω
and every r ∈ (0, R], there exists an (n − 1) dimensional plane L(x, r) passing
through x such that
1
r
D[∂Ω ∩Br(x), L(x, r) ∩Br(x)] ≤ δ,
where D denotes the Hausdorff distance which is defines as
D(E,F ) := max
{
sup
x∈E
dist(x, F ), sup
y∈F
dist(y, E)
}
, E, F ∈ Rn.
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We can assume that R in both (1.3) and Definition1.3 equals to 1 by scaling
the system, while δ is still invariant under such a scaling. Note that the concept
of δ-Reifenberg flatness is a meaningful one for a small δ < 12n+1 (see [29]). In this
paper, we assume δ to be a small positive constant so that Ω, (δ, R)-Reifenberg flat
domain, is also a non-tangentially accessible domain (see [20]). In particular, such
domains are John domain (see [2]) and then Sobolev-Poincare´ inequality holds on
this domain (see [5]). For the properties of the Reifenberg flat domain, we refer to
papers [17, 20, 23, 29].
We investigate this problem in weighted function spaces. More specifically, we
consider Lebesgue spaces with respect to the measure ωdx, where ω is a weight in
the Muckenhoupt class As with 1 < s < ∞. This is the class of nonnegative and
locally integrable weight function in Rn, for which
(1.5) [ω]s = sup
y∈Rn
sup
r>0
(∫
−
Br(y)
ω(x) dx
)(∫
−
Br(y)
ω(x)
−1
s−1 dx
)s−1
<∞.
As in [14], typical examples of Muckenhoupt weights are
ω(x) = |x|α, −n < α < n(q − 1),
ω(x) = dist(x,M)α, −(n− j) < α < n(s− j)(s− 1),
where M is a compact j-dimensional Lipschitzian submanifold. Therefore through
choosing a particular weight function, the advanced theory can be used for a better
control of the solution, such as in the neighborhood of a point or close to the
boundary.
Given a weight ω ∈ As, the weighted spaces is defined as
Lsω(Ω) =
{
f ∈ L1loc(Ω) : ‖f‖Lsω(Ω) =
(∫
Ω
|f(x)|sω(x)dx
) 1
s
<∞
}
,
and we let
(1.6) ω(E) =
∫
E
ω(x) dx.
The main result of the paper is the following Caldero´n-Zygmund type estimate
for a weak solution pair to (1.1).
Theorem 1.4 (Main result). Let ω ∈ A q
2
with 2 < q <∞. Assume F ∈ Lqω(Ω)
n2 .
Then there exists a small constant δ = δ(n, q, ν, L, ω) > 0 such that if A(x) is
(δ, R)-vanishing and Ω ⊂ Rn, n ≥ 2, is (δ, R)-Reifenberg flat domain, then a weak
solution pair (u, p) satisfies
∇u ∈ Lqω(Ω)
n2 , p ∈ Lqω(Ω) with the estimate
(1.7) ‖∇u‖Lqω(Ω)n2 + ‖p‖L
q
ω(Ω) ≤ c‖F‖Lqω(Ω)n2 ,
where the constant c depends only on n, q, ν, L, ω,Ω.
Our result is an extension of the results in [9] to the context of Newtonian fluids
and weighted spaces. In [9], the authors studied
(1.8)
div (A(x)∇u) = div F in Ω
u = 0 on ∂Ω
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under similar conditions. In that article, Caldero´n-Zygmund type estimate for the
weak solution to (1.8) was proved. This type estimate for an elliptic equation on
the Reifenberg flat domain was first studied in [6] and then has been extended for
system and parabolic problems.
The paper is organized as follows: In section 2, we introduce some notations
and weighted Lebesgue space. Then we collect and prove the necessary statements
needed for the main theorem. In section 3, we study global regularity of the gradient
of weak solutions and an associated pressure to the Stokes system (1.1).
2. Preliminaries
2.1. Notations.
(1) Br(y) = {x ∈ R
n : |x− y| < r} and Br = Br(0).
(2) Ωr(y) = Ω ∩ Br(y), Ωr = Ωr(0), B
+
r = Br ∩ {x ∈ R
n : xn > 0} and
Tr = Br ∩ {x ∈ R
n : xn = 0}.
(3) ∂Ω is the boundary of the domain Ω, and ∂wΩr(x) = ∂Ω ∩Br(x).
(4) |E| denotes the Lebesgue measure of the set E ⊂ Rn.
(5) uE =
∫
−
E
u(x)dx = 1|E|
∫
E
u(x)dx is the integral average of u over E.
(6) For vector valued function u : Ω→ Rn, we write u ∈ Xn if each component
of u belongs to the function space X .
2.2. Weighted Lebesgue spaces and technical lemmas.
An important property of the Muckenhoupt weight is the relation with the
Lebesgue measure as in the following lemma.
Lemma 2.1. [22] Let E be measurable subset of Ω and ω ∈ As for some 1 < s <∞.
Then there exist positive constant µ and τ ∈ (0, 1) independent of B, E, and ω such
that
1
[ω]s
(
|E|
|B|
)s
≤
ω(E)
ω(B)
≤ µ
(
|E|
|B|
)τ
,
where B is a ball and E is a measurable subset of B.
Proof. From the [22, Lemma 3.3], As has strong doubling property,
ω(B) ≤ [ω]s
(
|B|
|E|
)s
ω(E),
where B is a ball and E is a measurable subset of B. By [27, Proposition 9, V.5], we
can see that there are ω1 and ω2 for each ω ∈ As, 1 ≤ s <∞, so that ω = ω1ω
1−s
2 .
Then As has also reverse doubling property, using [28, Proposition 4.5, IX], as the
following :
ω(E) ≤ µ
(
|B|
|E|
)τ
ω(B)
for some τ ∈ (0, 1). Combining these two inequalities, the proof is completed. 
We introduce the following lemma, which is derived by the standard measure
theory.
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Lemma 2.2. [22] Suppose that f is a nonnegative measurable function in a bounded
domain Ω in Rn and ω ∈ As, 1 < s <∞. Then
f ∈ Lsω(Ω) if and only if S =
∑
k≥1
mksω
(
{x ∈ Ω : f(x) > θmk}
)
<∞
for some constants θ > 0 and m > 1.
Moreover, we have
c−1S ≤ ‖f‖sLsω(Ω) ≤ c(ω(Ω) + S),
where c = c(θ,m, s) is a positive constant.
We use the famous Hardy-Littlewood maximal function, which allows us to con-
trol the local behavior of a function in a scaling invariant way for qualitative study
of Lpω functions.
Definition 2.3. Let f be a locally integrable function on Rn. Then the function
(Mf)(x) = sup
r>0
1
|Br(x)|
∫
Br(x)
|f(y)|dy
is called the Hardy-Littlewood maximal function of f .
Further, for a function defined on a bounded U ⊂ Rn, we can define the Hardy-
Littlewood maximal function locally by
MUf =M (fχU ) ,
where χ is the standard characteristic function on U .
In the following lemma, we observe basic properties of the Hardy-Littlewood
maximal function.
Lemma 2.4. [24, 27] Suppose ω ∈ As for some s ∈ (1,∞), then there exists a
constant C = C(n, s, [ω]s) > 0 such that
(2.1)
1
C
‖f‖Lsω(Rn) ≤ ‖Mf‖Lsω(Rn) ≤ C‖f‖Lsω(Rn).
In particular, if s = 1 and ω(x) ≡ 1, then∣∣{x ∈ Rn : (M)(x) > ν}∣∣ ≤ C
ν
∫
|f(x)|dx
for every ν > 0, where C = C(n).
For the global estimate on a (δ, 1)-Reifenberg flat domain, we use weighted ver-
sion of the Vitali covering lemma as following. We refer Lemma 3.8 in [22] for the
proof.
Lemma 2.5. [22] Let ω ∈ As for some s ∈ (1,∞) and let C and D are measurable
sets, C ⊂ D ⊂ Ω where Ω, (δ, 1)-Reifenberg flat with 0 < δ < 18 , Suppose further
that there exists an ǫ > 0 such that
ω(C ∩B1(y)) < ǫω(B1(y)) for all y ∈ Ω
and for all y ∈ Ω and for all r ∈ (0, 1) it holds
Br(y) ∩ Ω ⊂ D if ω(C ∩Br(y)) ≥ ǫω(Br(y)).
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Then,
ω(C) ≤ c∗ǫω(D),
where c∗ = c∗(n, s, [ω]s).
Another tool that makes our argument clean is scaling and normalization. Con-
sider the following scaled and normalized setting: for 0 < ρ < 1 and λ > 1,
A˜(x) = A(ρx), u˜(x) =
u(ρx)
λρ
, p˜(x) =
p(ρx)
λ
, F˜(x) =
F(ρx)
λ
, and Ω˜ =
1
ρ
Ω.
Then the following lemma holds.
Lemma 2.6. (1) If (u, p) is a weak solution pair to (1.1), then (u˜, p˜) is a weak
solution pair to

div (A˜(x)Du˜)−∇p˜ = div F˜ in Ω˜
div u˜ = 0 in Ω˜
u˜ = 0 on ∂Ω˜.
(2) If A satisfies the assumptions (1.2) and (1.3), then so does A˜ with the same
constants ν and L.
(3) If A is (δ, R)-vanishing in Ω, then A˜ is
(
δ, Rρ
)
-vanishing in Ω˜.
(4) If Ω is (δ, R)-Reifenberg flat, then Ω˜ is
(
δ, Rρ
)
-Reifenberg flat.
Proof. The proof follows from a direct computation. 
2.3. Existence and energy estimates of weak solution pairs.
It is well known that if Ω is a bounded Lipschitz domain, then the following
Stokes system 

−∆u+∇p = div F in Ω
div u = 0 in Ω
u = 0 on ∂Ω,
has a unique weak solution pair (u, p) with the energy estimate
‖∇u‖L2(Ω)n2 + ‖p‖L2(Ω) ≤ c‖F‖L2(Ω)n2 ,
for some positive constant c = c(Ω, n), see [16, 25].
Now we return to the generalized Stokes system (1.1). Here we claim that the
problem (1.1) also has a unique weak solution pair with the standard estimate for
our case that the underlying domain is (δ, R)-Reifenberg flat. It is well known that
(δ, R)-Reifenberg flat domain is non-tangentially accessible for sufficiently small
δ > 0, it is a John domain as follows from [2, 20]. Roughly speaking, a domain is a
John domain if it is possible to travel from one point to another without going too
close to the boundary.
We need the following two lemmas regarding a John domain.
Lemma 2.7. [1] Let Ω ⊂ Rn, n ≥ 2, be a bounded John domain. Given f ∈ L2(Ω)
such that
∫
Ω f dx = 0, there exists at least one v ∈ W
1,2
0 (Ω)
n satisfying
div v = f in Ω,
‖∇v‖L2(Ω)n ≤ C‖f‖L2(Ω),
where c = c(Ω, n).
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Lemma 2.8. [1, 16] Let Ω ∈ Rn, n ≥ 2, be a John domain. Then any bounded
linear functional F on W 1,20 (Ω)
n identically vanishing on W 1,20,σ (Ω)
n is of the form
F (v) =
∫
Ω p div v dx for some uniquely determined p ∈ Lˆ
2(Ω) := L2(Ω)/R.
We now prove the existence and energy estimate of a weak solution pair to (1.1).
Lemma 2.9. Let Ω ⊂ Rn, n ≥ 2 be an open bounded (δ, R)-Reifenberg flat domain
with sufficiently small δ > 0 and let F ∈ L2(Ω)n
2
. Then there exists a unique
solution pair (u, p) ∈ W 1,20,σ (Ω)
n × L2(Ω) to (1.1) satisfying
∫
Ω
p dx = 0 and the
standard estimate
(2.2) ‖∇u‖L2(Ω)n2 + ‖p‖L2(Ω) ≤ C‖F‖L2(Ω)n2 ,
where c = c(Ω, n, ν, L).
In addition, if u ∈W 1,q0,σ (Ω)
n and F ∈ Lq(Ω)n
2
for 2 ≤ q <∞, then
(2.3) ‖p‖Lq(Ω) ≤ C
(
‖F‖Lq(Ω)n2 + ‖∇u‖Lq(Ω)n2
)
.
Proof. It is clear that u ∈ W 1,20,σ (Ω) is uniquely determined by applying Lax-Milgram
theorem to (1.4). Using u ∈W 1,20,σ (Ω) as the test function to (1.4), we have
ν‖∇u‖2
L2(Ω)n2
≤
∫
Ω
A(x)∇u : ∇udx =
∫
Ω
F : ∇udx ≤ ‖F‖L2(Ω)n2 ‖∇u‖L2(Ω)n2
and so we have
(2.4) ‖∇u‖L2(Ω)n2 ≤
1
ν
‖F‖L2(Ω)n2 .
We next assume u ∈ W 1,q(Ω)n, 2 ≤ q <∞ consider the functional
(2.5) F (v) ,
∫
Ω
A(x)∇u : ∇v − F : ∇v dx, v ∈ W 1,q
′
0 (Ω)
n,
where q′ is Ho¨lder conjugate. Note that if v ∈ W 1,q0,σ(Ω), then F (v) = 0. We also
observe from (2.4) that
|F (v)| ≤ c‖∇u‖Lq(Ω)n2 ‖∇v‖Lq′(Ω)n2 + ‖F‖Lq(Ω)n2‖∇v‖Lq′ (Ω)n2
≤ c‖F‖Lq(Ω)n2 ‖∇v‖Lq′(Ω)n2
for some positive c = c(n, ν, L). Consequently, F is a bounded linear functional F
on W 1,q
′
0 (Ω)
n identically vanishing on W 1,20,σ (Ω)
n. Then since (δ, R)-Reifenbefg flat
domain with small δ is a John domain, we apply Lemma 2.8 to discover that one
can find a uniquely determined p ∈ Lq(Ω) with
∫
Ω p dx = 0 such that
(2.6) F (v) =
∫
Ω
p div v dx
for all v ∈W 1,q
′
0 (Ω). Then we conclude that we have a unique solution pair (u, p) ∈
W 1,20,σ (Ω)
n × L2(Ω) satisfying
∫
Ω p dx = 0, if F ∈ L
2(Ω)n
2
.
To prove (2.3), we consider the problem
(2.7)
div v = |p|q−2p−
∫
−
Ω
|p|q−2p dx := g
v ∈W 1,q
′
0 (Ω)
‖v‖W 1,q′ (Ω) ≤ C‖p‖
q−1
q .
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Since
∫
Ω
g dx = 0, g ∈ Lq
′
(Ω), ‖g‖q′ ≤ c‖p‖
q−1
q , from Lemma 2.7 we deduce the
existence of v solving (2.7). If we replace such a v into (2.6) and use the assumption,∫
Ω
p dx = 0, together with the Ho¨lder inequality, we see
‖p‖qq =
∫
Ω
|p|q dx =
∫
Ω
p
(
|p|q−2p−
∫
−
Ω
|p|q−2p dy
)
dx
=
∫
Ω
p div v dx = F (v)
=
∫
Ω
A(x)∇u : ∇v + F : ∇v dx
≤ C‖∇u‖q‖∇v‖q′ + ‖F‖q‖∇v‖q′
≤ C (‖∇u‖q + ‖F‖q) ‖p‖
q−1
q
≤ C (‖∇u‖q + ‖F‖q)
q
+
1
2
‖p‖qq
This inequality yields (2.3). And (2.2) follows from (2.4) and (2.3).

A main point in this paper is that the nonhomogeneous term F belongs to a
weighted Lebesgue space. More precisely,
|F|2 ∈ L
q
2
ω (Ω), ω ∈ A q
2
for q ∈ (2,∞),
which means
F ∈ Lqω(Ω)
n2 , ω ∈ A q
2
⊂ Aq for q ∈ (2,∞).
Using Ho¨lder inequality and (1.5), we compute
‖F‖2
L2(Ω)n2
=
∫
Ω
|F|2ω
2
q ω−
2
q dx
≤
(∫
Ω
(
|F|2
) q
2 ω dx
) 2
q
(∫
Ω
ω
−2
q−2 dx
) q−2
q
=
∥∥|F|2∥∥
L
q
2
ω (Ω)n
2
|Ω|
q−2
q
(
1
|Ω|
∫
Ω
ω
−2
q−2 dx
) q−2
q
≤
∥∥|F|2∥∥
L
q
2
ω (Ω)n
2
|Ω|−
2
q ω(Ω)[ω]
2
q
q
2
,
which implies F ∈ L2(Ω)n
2
. This guarantees the existence of a unique weak solution
pair (u, p) to (1.1).
3. Gradient estimates in Lqω
Throughout this section we write c to mean any universal constant that can
be explicitly computed in terms of known quantities such as ν, L, n, q, ω and the
structure of Ω. Thus the exact value may vary from line to line. If necessary, we
specify it by c1, c2, · · · .
We first make interior comparison estimates. For doing this, we consider
(3.1) div (A∇u)−∇p = div F, div u = 0 in Ω ⊃ B6.
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Suppose that
(3.2)
∫
−
B5
|∇u|2 + |p|2dx ≤ 1.
As usual, a weak solution to (3.1) is a function u ∈W 1,2σ (Ω)
n such that∫
Ω
A∇u : ∇φdx =
∫
Ω
F : ∇φdx
for all φ ∈W 1,20,σ (Ω)
n, and (u, p) is a weak solution pair if and only if u ∈ W 1,2σ (Ω)
n
and p ∈ L2loc(Ω) satisfy
(3.3)
∫
Ω
A∇u : ∇φ− p div φdx =
∫
Ω
F : ∇φdx
for all φ ∈W 1,20 (Ω)
n.
We want to find local estimates of a weak solution pair to (3.3) in comparison
with the homogeneous problem
(3.4)


div A∇h−∇ph = 0 in B4
div h = 0 in B4
h = u on ∂B4,
and the limiting problem
(3.5)


div A¯B4∇v −∇pv = 0 in B3
div v = 0 in B3
v = h on ∂B3.
Taking the test function h− u for (3.4) and v−w for (3.5), respectively, and using
(1.2) and (3.2), we have
(3.6)
∫
−
B4
|∇h|2dx ≤ c
∫
−
B4
|∇u|2dx ≤ c and
∫
−
B3
|∇v|2dx ≤ c
∫
−
B3
|∇h|2dx ≤ c.
In what follows we need the following regularity results for v and h.
Lemma 3.1. Let h ∈ W 1,2σ (B4)
n be the weak solution to (3.4) satisfying (3.2).
Then there exists an exponent r1 = r1(ν, L, n) > 2 such that ‖∇h‖Lr(B3) ≤ c.
Proof. By Theorem 2.2 in [18], there is an exponent r1 = r1(ν, L, n) > 2 such that∫
B3
|∇h|r1dx ≤
(∫
B4
|∇h|2dx
) r1
2
.
But by (3.6) and (3.2), we have∫
B4
|∇h|2dx ≤ c
∫
B4
|∇u|2dx ≤ c.
The conclusion now follows immediately. 
Lemma 3.2. Let (v, pv) be a weak solution pair to Stokes system (3.5) in B3. Then
there holds
‖∇v‖L∞(B2)n2 + ‖pv‖L∞(B2) ≤ c.
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Proof. According to a known regularity for the limiting problem (3.5), see [18], we
have
‖∇v‖L∞(B2)n2 + ‖pv‖L∞(B2) ≤ c‖∇v‖
2
L2(B3)n
.
Then the conclusion follows from (3.6). 
Lemma 3.3. For any 0 < ǫ < 1, there exists a small δ = δ(ǫ) > 0 such that if
(3.7)
∫
−
B4
|A− A¯B4 |
2 + |F|2dx ≤ δ2
for any weak solution pair (u, p) to (1.4) with (3.2), then one can find a weak
solution pair (v, pv) to (3.5) in B3 such that∫
−
B3
|∇(u − v)|2 + |p− pv|
2dx ≤ ǫ2.
Proof. Let (h, ph) be a weak solution pair to (3.4). Then (u−h, p−ph) ∈W
1,2
0,σ (B4)×
L2(B4) is a weak solution pair to

div A∇(u − h)−∇(p− ph) = div F in B4
div (u− h) = 0 in B4
u− h = 0 on ∂B4.
Using the Lemma 2.9 and (3.7), it follows that
(3.8)
∫
−
B4
|∇(u− h)|2 + |p− ph|
2dx ≤ cδ2.
For a weak solution pair (v, vp) to (3.5), (h− v, ph − pv) ∈ W
1,2
0,σ (B3)
n × L2(B3) is
a weak solution pair to

div A¯B4∇(h− v)−∇(ph − pv) = −div
(
(A− A¯B4)∇h
)
in B3
div (h− v) = 0 in B3
h− v = 0 on ∂B3.
Then by Lemma 2.9, Ho¨lder inequality and the boundedness of A(x), we estimate∫
−
B3
|∇(h− v)|2 + |ph − pv|
2dx
≤ c
∫
−
B3
∣∣A− A¯B4 ∣∣2 |∇h|2dx
≤ c
(∫
−
B3
∣∣A− A¯B4 ∣∣ 2r1r1−2 dx
) r1−2
r1
(∫
−
B3
|∇h|r1dx
) 2
r1
≤ c
(∫
−
B3
∣∣A− A¯B4 ∣∣2 ∣∣A− A¯B4 ∣∣ 4r1−2 dx
) r1−2
r1
≤ c
(∫
−
B4
∣∣A− A¯B4 ∣∣2 dx
) r1−2
r1
≤ cδ2−
4
r1 .
These estimates and (3.8) imply∫
−
B3
|∇(u − v)|2 + |p− pv|
2dx ≤ c
(
δ2 + δ
2− 4
r1
)
≤ ǫ2,
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by taking δ > 0 so small that the last inequality holds. This finishes the proof. 
We next extend the interior comparison estimate obtained in Lemma 3.3 to find
its boundary version. To do this, based on the definition of the (δ, R)-Reifenberg
flatness, we are under the following geometric setting
(3.9) B+6 ⊂ Ω6 ⊂ B6 ∩ {xn > −12δ}.
From now on we consider a localized problem, the homogeneous problem, the
reference problem and a limiting problem as follows:
(3.10)


div (A∇u)−∇p = div F in Ω6
div u = 0 in Ω6
u = 0 on ∂wΩ6,
(3.11)


div (A∇h) −∇ph = 0 in Ω5
div h = 0 in Ω5
h = u on ∂Ω5,
(3.12)


div (A¯B+
6
∇w) −∇pw = 0 in Ω4
div w = 0 in Ω4
w = h on ∂Ω4,
and
(3.13)


div (A¯B+
6
∇v)−∇pv = 0 in B
+
4
div v = 0 in B+4
v = 0 on T4.
L2-estimates for h and w are derived by selecting the test function h − u for
(3.11) and w−h for (3.12), respectively, and computing in a typical way along with
(1.2). We have
(3.14)
∫
−
Ω5
|∇h|2dx ≤ c
∫
−
Ω5
|∇u|2dx and
∫
−
Ω4
|∇w|2dx ≤ c
∫
−
Ω4
|∇h|2dx.
We further assume that
(3.15)
∫
−
Ω5
|∇u|2 + |p|2dx ≤ 1.
Then by (3.14), we discover that
(3.16)
∫
−
Ω5
|∇h|2dx ≤ c and
∫
−
Ω4
|∇w|2dx ≤ c.
As in Lemma 3.1, the gradient of h, which is the weak solution to (3.11), has a
higher integrability near the boundary. This is the following lemma.
Lemma 3.4. Let h ∈ W 1,2σ (Ω5)
n be the weak solution to (3.11) with (3.9) satisfying∫
−
Ω5
|∇h|2dx ≤ 1. Then there exists an exponent r2 = r2(n,Ω, ν, L) > 2 such that
‖∇h‖Lr2(Ω4) ≤ c.
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Proof. Let η be a standard cut off function such that η ∈ C∞0 (B5), 0 ≤ η ≤ 1,
η ≡ 1 on B4, and |∇η| ≤ c. Substituting the test function η
2h in (3.11), and using
(1.2) and Young’s inequality in a standard way, we see∫
Ω4
|∇h|2dx ≤ c
(∫
Ω5
|h|2|∇η|2dx+
∫
Ω5
η|p− p¯Ω5 ||∇η||h|dx
)
(3.17)
≤ c
(∫
Ω5
|h|2|∇η|2dx+
∫
Ω5
η2|p− p¯Ω5 |
2dx
)
.
By Lemma 2.7, we can use inequality (0.8) in [18], which gives us
‖p− p¯Ω5‖L2(Ω5) ≤ c‖div A(x)∇h‖W−1,2(Ω5)n
≤ c‖k‖W 1,2
0
(Ω5)n
≤ c‖∇k‖L2(Ω5)n2 ,
where k ∈W 1,20 (Ω5)
n satisfies∫
Ω5
∇k : ∇φ dx =
∫
Ω5
A(x)∇h : ∇φdx
for all φ ∈W 1,20 (Ω5)
n. Putting φ = k, we have∫
Ω5
|∇k|2dx ≤ c
∫
Ω5
|∇h||∇k|dx.
Then by Young’s inequality, we find∫
Ω5
|∇k|2dx ≤ c
∫
Ω5
|∇h|2dx.
Consequently, we discover∫
Ω5
|p− p¯Ω5 |
2dx ≤ c
∫
Ω5
|∇h|2.
Since a δ-Reifenberg flat domain has the measure density condition, Sobolev in-
equality holds true on this domain, see [29]. Applying the estimate of pressure to
(3.17) and using Sobolev inequality, we obtain∫
Ω4
|∇h|2dx ≤
1
2
∫
Ω5
|∇h|2dx+ c
(∫
Ω5
|∇h|2∗dx
) 2
2∗
,
where 2∗ =
2n
n+2 . Then the conclusion comes from Gehring lemma. 
We need the following better regularity for the limiting problem (3.13).
Lemma 3.5. [18] Let (v, pv) be a weak solution pair to the Stokes system (3.13)
in B+4 . Then we have
‖∇v‖L∞(B+
3
)n2 ≤ c‖∇v‖L2(B+
4
)n2
and
‖pv‖L∞(B+
3
) ≤ c
(
‖∇v‖L2(B+
4
)n2 + ‖pv‖L2(B+4 )
)
.
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Lemma 3.6. For any 0 < ǫ < 1, there exists a sufficiently small δ = δ(ǫ) > 0
such that if (w, pw) is a weak solution pair to (3.12) with (3.9) and the following
normalization condition
(3.18)
∫
−
Ω4
|∇w|2 + |pw|
2dx ≤ 1,
then there exists a weak solution pair (v, pv) to (3.13) in B
+
4 with∫
−
B+
4
|∇v|2 + |pv|
2dx ≤ 1
such that ∫
−
B+
4
|w − v|2dx ≤ ǫ2.
Proof. We prove this lemma by contradiction. If not, then there exist ǫ0 > 0,
{(wk, pwk)}
∞
k=1, and {Ω
k
4}
∞
k=1 such that (wk, pwk) ∈W
1,2
σ (Ω
k
4)
n ×L2(Ωk4) is a weak
solution pair to
(3.19)


div (A¯B+
6
∇wk)−∇pwk = 0 in Ω
k
4
div wk = 0 in Ω
k
4
wk = 0 on ∂wΩ
k
4
with
(3.20) B+6 ⊂ Ω
k
6 ⊂ B6 ∩
{
xn > −
12
k
}
and
∫
−
Ωk
4
|∇wk|
2 + |pwk |
2dx ≤ 1.
But it holds that
(3.21)
∫
−
B+
4
|wk − v|
2dx > ǫ20
for any weak solution v to (3.13) satisfying
∫
−
B+
4
|∇v|2 + |pv|
2dx ≤ 1.
Since we can say (wk, pwk) = 0 in B4 \ Ω4 by the zero extension from the fact
w = h = u = 0 on ∂wΩ4, (wk, pwk) is uniformly bounded in W
1,2
σ (B4)
n × L2(B4)
in view of Poincare´ inequality with (3.20). It implies that (wk, pwk) is uniformly
bounded in W 1,2σ (B
+
4 )
n × L2(B+4 ). Thus there exists a subsequence, which we still
denote by {(wk, pwk)}, and (w0, pw0) ∈ W
1,2
σ (B
+
4 )
n × L2(B+4 ) such that
(3.22)


wk ⇀ w0 in W
1,2
σ (B
+
4 )
n
wk → w0 in L
2(B+4 )
n
pwk ⇀ pw0 in L
2(B+4 ).
From (3.19), (3.20) and (3.21), it follows that

div (A¯B+
6
∇w0)−∇pw0 = 0 in B
+
4
div w0 = 0 in B
+
4
w0 = 0 on T4.
Furthermore, it follows from (3.20) and (3.22) that∫
−
B+
4
|∇w0|
2 + |p0|
2dx ≤ lim inf
k→∞
∫
−
B+
4
|∇wk|
2 + |pk|
2dx ≤ 1.
Therefore, we reach a contradiction to (3.21) by (3.22). This completes the proof.

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Lemma 3.7. For any 0 < ǫ < 1, there exists a sufficiently small δ = δ(ǫ) > 0
such that if (u, p) is a weak solution pair to (1.4) with (3.9) and the following
normalization conditions
(3.23)
∫
−
Ω5
|∇u|2 + |p|2dx ≤ 1 and
∫
−
Ω6
|F|2 + |A− A¯Ω6 |
2dx ≤ δ2,
then there exists a weak solution pair (v, pv) of (3.13) in B
+
3 with
∫
−
B+
4
|∇v|2 + |pv|
2dx ≤ 1
such that
∫
−
Ω2
|∇u−∇V |2 + |p− pV |
2dx ≤ ǫ2.
where V is the zero extension of v from B+4 to B4 and pV is an associated pressure
of V .
Proof. Let (h, ph) and (w, pw) be weak solution pairs to (3.11) and (3.12), respec-
tively. Applying Lemma 2.9 to the system which is derived by subtracting (3.11)
from (3.10), it follows that
(3.24)
∫
−
Ω5
|∇(u − h)|2 + |p− ph|
2dx ≤ c
∫
−
Ω5
|F|2dx ≤ cδ2,
where the last inequality comes from (3.23).
By subtracting (3.12) from (3.11), we discover


div A¯B+
6
∇(h− w)−∇(ph − pw) = −div
(
(A− A¯B+
6
)∇h
)
in Ω4
div (h− w) = 0 in Ω4
h− w = 0 on ∂Ω4.
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Using Lemma 2.9, we compute∫
−
Ω4
|∇(h− w)|2 + |ph − pw|
2dx
≤ c
∫
−
Ω4
|A− A¯B+
6
|2|∇h|2dx
≤ c
(∫
−
Ω4
∣∣∣A− A¯B+
6
∣∣∣ 2r2r2−2 dx
) r2−2
r2
(∫
−
Ω4
|∇h|r2dx
) 2
r2
≤ c
(∫
−
Ω4
∣∣∣A− A¯B+
6
∣∣∣2 ∣∣∣A− A¯B+
6
∣∣∣ 4r2−2 dx)
r2−2
r2
≤ c
(∫
−
Ω6
∣∣∣A− A¯B+
6
∣∣∣2 dx) r2−2r2
≤ c
(∫
−
Ω6
∣∣A− A¯Ω6 ∣∣2 dx + ∣∣∣A¯Ω6 − A¯B+
6
∣∣∣2) r2−2r2
≤ c
(
δ2 +
∫
−
B+
6
∣∣A− A¯Ω6 ∣∣2 dx
) r2−2
r2
≤ c
(
δ2 +
|Ω6|
|B+6 |
∫
−
Ω6
∣∣A− A¯Ω6 ∣∣2 dx
) r2−2
r2
≤ c
(
δ2 + δ2(1 + δ)
) r2−2
r2
≤ c
(
δ2 + δ3
) r2−2
r2 ,
where we have used Ho¨lder inequality, Lemma 3.4, (1.2), (3.9), and (3.23). Then
(3.24) implies
(3.25)
∫
−
Ω4
|∇(u − w)|2 + |p− pw|
2dx ≤ c
(
δ2 + δ2−
4
r2 + δ3−
6
r2
)
.
According to (3.23) and (3.25), we discover that
(3.26)
∫
−
Ω4
|∇w|2 + |pw|
2dx ≤ c.
Then we apply Lemma 3.6 to find that there exists a weak solution pair (v, pv) to
(3.13) such that
(3.27)
∫
−
B+
4
|∇v|2 + |pv|
2dx ≤ 1 and
∫
−
B+
4
|w − v|2dx ≤ ǫ2∗,
where ǫ∗ is to be determined. We extend v from B
+
4 to B4 by zero and then denote
it by V . A direct computation and Lemma 2.9 imply that (V, pV ) is a weak solution
pair to
(3.28)

div (A¯B+
6
∇V )−∇pV = −
∂
∂xn
(
a¯αβnn
∂vα
∂xn
(x′, 0)χRn
−
(x)
)
in Ω4
div V = 0 in Ω4
V = 0 on ∂wΩ4,
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where A¯B+
6
= a¯αβij , v = (v
1, · · · , vn), x′ = (x1, · · · , xn−1) and χ is the standard
characteristic function.
Note that V ∈ W 1,2σ (B4) and ∇V = ∇v a.e. in B
+
4 , as v = 0 on T4. Then it
follows from Lemma 3.5 and (3.27) that
(3.29) ‖∇V ‖L∞(Ω3) = ‖∇v‖L∞(B+
3
) ≤ c‖∇v‖L2(B+
4
) ≤ c.
It follows from (3.12) and (3.28) that (w−V, pw− pV ) is a weak solution pair to

−div (A¯B+
6
∇(w − V )) +∇(pw − pV ) =
(
a¯αβnn
∂vα
∂xn
(x′, 0)χRn
−
(x)
)
xn
in Ω4
div (w − V ) = 0 in Ω4
w − V = 0 on∂wΩ4.
Almost similarly as in the proof of Lemma 3.4, we obtain the following Caccioppoli
type inequality
(3.30)∫
−
Ω2
|∇(w − V )|2dx ≤ c
(∫
−
Ω3
|w − V |2dx+
∫
−
Ω3
∣∣∣∣a¯αβnn ∂vα∂xn (x′, 0)χRn−(x)
∣∣∣∣2 dx
)
.
The first term in right-hand side is estimated as follows.∫
−
Ω3
|w − V |2dx ≤
∫
−
B+
3
|w − v|2dx+
1
|Ω3|
∫
Ω3\B
+
3
|w|2dx
≤ ǫ2∗ +
1
|Ω3|
(∫
Ω3\B
+
3
|w|
2n
n−2 dx
)n−2
n ∣∣Ω3 \B+3 ∣∣ 2n
≤ ǫ2∗ + cδ
2
n
∫
−
Ω2
|∇w|2dx
≤ ǫ2∗ + cδ
2
n ,
where we have used Sobolev inequality, Ho¨lder inequality, and (3.16). Using (1.2),
(3.29) and (3.9), we estimate
∫
−
Ω3
∣∣∣∣a¯αβnn ∂vα∂xn (x′, 0)χRn−(x)
∣∣∣∣2 dx ≤ c|Ω3|
∫
Ω3\B
+
3
∣∣∇v(x′, 0)∣∣2dx
≤ c
|Ω3 \B
+
3 |
|Ω3|
≤ cδ.
Therefore, we deduce from (3.30) that
(3.31)
∫
−
Ω2
|∇(w − V )|2dx ≤ ǫ2∗ + c(δ + δ
2
n ).
Since an associated pressure is determined uniquely up to a constant, we assume∫
−
Ω2
pw−pV dx = 0. Then by Lemma 2.7, we can use inequality (0.8) in [18], which
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gives us
‖pw − pV ‖L2(Ω2)
≤ c
∥∥div (A¯B+
6
∇(w − V ))−
∂
∂xn
(
a¯αβnn
∂vα
∂xn
(x′, 0)χRn
−
(x)
)∥∥
W−1,2(Ω2)n
≤ c‖∇k‖L2(Ω2)n2 ,
where k ∈W 1,20 (Ω2)
n satisfies the following weak formulation∫
Ω2
∇k : ∇φdx =
∫
Ω2
A¯B+
6
∇(w − V ) : ∇φ+ a¯αβnn
∂vα
∂xn
(x′, 0)χRn
−
(x)
∂φβ
∂xn
dx
for all φ ∈W 1,20 (Ω2)
n. Taking φ = k, we have∫
Ω2
|∇k|2dx ≤
∫
Ω2
A¯B+
6
∇(w − V ) : ∇k + a¯αβnn
∂vα
∂xn
(x′, 0)χRn
−
(x)
∂kβ
∂xn
dx
≤ c
∫
Ω2
|∇(w − V )|2dx+
1
2
∫
Ω2
|∇k|2dx+ cδ|Ω2|.
Therefore, we have
(3.32)
∫
−
Ω2
|pw − pV |
2dx ≤ cǫ2∗ + c(δ + δ
2
n ).
Combining (3.31), (3.32) with (3.25) and taking ǫ∗ and δ small enough, we complete
the proof.

Lemma 3.8. Given F ∈ L2(Ω)n
2
, let (u, p) ∈W 1,20,σ (Ω)
n×L2(Ω) be a weak solution
pair to the steady Stokes system (1.1). Then there is a constant N = N(ν, L, n) > 0
so that for any ǫ > 0, there exists a small δ = δ(ǫ, ν, L, n) > 0 such that if A is
(δ, 42)-vanishing, Ω is (δ, 42)-Reifenberg flat, and Br(y) for r ∈ (0, 1] and y ∈ Ω
satisfies
(3.33)
∣∣{x ∈ Ω :M(|∇u|2 + |p|2)(x) ≤ N2} ∩Br(y)∣∣ ≤ ǫ|Br(y)|,
then we have
(3.34) Ωr(y) ⊂ {x ∈ Ω :M(|∇u|
2 + |p|2)(x) > 1} ∪ {x ∈ Ω :M(|F|2)(x) > δ2}.
Proof. We prove this lemma by contraposition. Assume that Br(y) satisfies (3.33)
and that the conclusion (3.34) is false. Then there exists a point y1 ∈ Ωr(y) such
that for all ρ > 0,
(3.35)
∫
−
Ωρ(y1)
|∇u|2 + |p|2dx ≤ 1,
∫
−
Ωρ(y1)
|F|2dx ≤ δ2.
We first consider the interior case that B6r(y) ⊂ Ω. Since B5r(y) ⊂ Ω6r(y1), we see
from (3.35) that
(3.36)
∫
−
B5r(y)
|∇u|2 + |p|2dx ≤
|Ω6r(y1)|
|B5r(y)|
∫
−
Ω6r(y1)
|∇u|2 + |p|2dx ≤
(
6
5
)n
< 2n.
In the same way, it follows that
(3.37)
∫
−
B5r(y)
|F|2dx ≤ 2nδ2.
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We assume y = 0 and then consider the rescaled functions
A˜(x) =
A(rx)
2n/2
, (u˜(x), p˜(x)) =
(
u(rx)
2n/2r
,
p(rx)
2n/2
)
, F˜(x) =
F(rx)
2n/2
, and Ω˜ =
1
r
Ω.
With this setting, it is not difficult to see that all the assumptions of Lemma
3.3 are satisfied by Lemma 2.6, (3.36) and (3.37). Then according to Lemma
3.3 and Lemma 3.2, after scaling back, we find that there exists a pair (v, pv) ∈
W 1,2σ (B
+
3r)× L
2(B+3r) such that
(3.38) ‖∇v‖L∞(B2r)n2+‖pv‖L∞(B2r) ≤ N0 and
∫
−
B3r
|∇(u−v)|2+|p−pv|
2dx ≤ c∗ǫ
2
for some positive constant N0 = N0(n, ν, L), where c∗ is to be determined in a
universal way. We write N1 = max{2N0, 2
n/2} to discover that
{x ∈ Br :M(|∇u|
2+ |p|2) > N21 } ⊂ {x ∈ Br :MB3r (|∇(u−v)|
2+ |p−pv|
2) > N20 }.
From this inclusion, Lemma 2.4 and (3.38), we conclude
1
|Br|
∣∣{x ∈ Br :M(|∇u|2 + |p|2)(x) > N21 }∣∣
≤
1
|Br|
∣∣{x ∈ Br :MB4r (|∇(u − v)|2 + |p− pv|2) (x) > N21}∣∣
≤c
∫
−
Br
|∇(u − v)|2 + |p− pv|
2dx
≤cc∗ǫ
2 < ǫ,
by taking sufficiently small c∗ in order to have the last inequality. This is a contra-
diction to (3.33).
We next consider the boundary case that B6r(y) 6⊂ Ω. In this case, there is
a boundary point y0 ∈ ∂Ω ∩ B6r(y). By the Reifenberg flatness condition and
the small BMO condition, we assume that there exists a new coordinate system
through suitable orientation and translation, depending on y0 and r, so that in this
new coordinate system, the origin is y0 + δ0
−→n0 for some small δ0 > 0 and for some
inward unit normal −→n0. We now denote the variable as z in the new coordinate,
y0 = z0 and y1 = z1. The we find
(3.39) B+42r ⊂ Ω42r ⊂ {z ∈ B42r : zn > −84rδ}
and
(3.40)
∫
−
Ω42r
∣∣A(z)−AΩ42r ∣∣2 dz ≤ δ2.
Moreover, it follows from (3.35) that
(3.41)
∫
−
Ω35r
|∇u|2 + |p|2dx ≤
|B42r|
|B+35r|
∫
−
Ω42r
|∇u|2 + |p|2dx ≤ 2
(
6
5
)n
< 2n+1
and
(3.42)
∫
−
Ω35r
|F|2dx ≤ 2n+1δ2.
We apply Lemma 2.6 to ρ = 7r and λ = 2
n+1
2 to see that all the assumptions
of Lemma 3.7 are satisfied by (3.39), (3.40) and (3.41). As a consequence, we find
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that there exists a function V ∈ W 1,2σ (Ω28r) such that
‖∇V ‖L∞(Ω21r)n2 + ‖pV ‖L∞(Ω21r) ≤ N2
for some constant N2 = N2(ν, L, n) and∫
−
Ω7r
|∇(u− V )|2 + |p− pV |
2dx ≤ c1ǫ,
where c1 is to be determined.
As in the interior case, putting N3 = max{2N2, 2
n
2 }, we conclude
1
|B7r|
∣∣{z ∈ Ω : (|∇u|2 + |p|2) > N23 } ∩B7r∣∣ ≤ cc1ǫ,
which implies that
1
|Br|
∣∣{z ∈ Ω : (|∇u|2 + |p|2) > N23 } ∩Br∣∣ ≤ cc1ǫ < ǫ,
by taking c1 so that the last inequality holds. Finally, we set N = max{N1, N3} to
complete the proof. 
Lemma 3.9. Assume that ω ∈ As for some s ∈ (1,∞). Given F ∈ L
2
ω(Ω)
n,
let (u, p) ∈ W 1,20,σ (Ω)
n × L2(Ω) be a weak solution pair to the steady Stokes system
(1.1). Then there is a constant N = N(ν, L, n) > 0 so that for any ǫ > 0 there
exists a small δ = δ(ǫ, ν, L, q, ω) > 0 such that if A is (δ, 42)-vanishing, Ω is (δ, 42)-
Reifenberg flat, and Br(y) for r ∈ (0, 1] and y ∈ Ω satisfies
(3.43) ω
(
{x ∈ Ω :M(|∇u|2 + |p|2)(x) ≤ N2} ∩Br(y)
)
≤ ǫω (Br(y)) ,
then we have
(3.44) Ωr(y) ⊂ {x ∈ Ω :M(|∇u|
2 + |p|2)(x) > 1} ∪ {x ∈ Ω :M(|F|2)(x) > δ2}.
Proof. From Lemma 2.1 and (3.43), we have∣∣{x ∈ Ω :M(|∇u|2+|p|2) > N2} ∩Br(y)∣∣
≥
(
1
µ
ω({x ∈ Ω :M(|∇u|2 + |p|2) > N2} ∩Br(y))
ω(Br(y))
) 1
τ
|Br(y)|
≥
(
ǫ
µ
) 1
τ
|Br(y)|.
We use Lemma 3.8 with ǫ replaced by
(
ǫ
µ
) 1
τ
, to find δ = δ(ǫ, ν, L, n, ω, s) so that
(3.44) holds. 
We are now all set to prove the main result.
Proof of Theorem 1.4. We first assert that
(3.45) ‖∇u‖Lqω(Ω)n2 + ‖p‖L
q
ω(Ω) ≤ c, if ‖F‖Lqω(Ω)n2 ≤ δ
for some constant c = c(n, q, ν, L,Ω, ω). To do this, we compute
(3.46) ‖F‖2
L2(Ω)n2
=
∫
Ω
|F|2ω
2
q ω−
2
q dx ≤
(∫
Ω
|F|qω dx
) 2
q
(∫
Ω
ω
−2
q−2 dx
) q−2
q
.
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Since Ω is bounded, there is a ball B d
2
(x0) ⊃ Ω for some x0 ∈ Ω, where d is the
diameter of Ω. Using (1.5) and (1.6), we estimate
(∫
Ω
ω
−2
q−2 dx
) q−2
2
≤

∫
B d
2
(x0)
ω
−2
q−2 dx


q−2
2
=

∫−
B d
2
(x0)
ω dx



∫−
B d
2
(x0)
ω dx

−1

∫−
B d
2
(x0)
ω
−2
q−2 dx


q
2
−1 ∣∣∣B d
2
∣∣∣ q2−1
≤
∣∣∣B d
2
∣∣∣ q2
ω
(
B d
2
(x0)
) [ω] q
2
≤
d
nq
2 |B1|
q
2
ω(Ω)
[ω] q
2
.
Thus from (3.45) and (3.46), we have
(3.47) ‖F‖2
L2(Ω)n2
≤
dn|B1|
ω(Ω)
2
q
[ω]
2
q
q
2
δ2.
We now take ǫ ∈ (0, 1) and N and choose the corresponding δ given by Lemma
3.9. Then write
C =
{
x ∈ Ω :M
(
|∇u|2 + |p|2
)
(x) > N2
}
and
D =
{
x ∈ Ω :M
(
|∇u|2 + |p|2
)
(x) > 1
}
∪
{
x ∈ Ω :M
(
|F|2
)
(x) > δ2
}
.
By using Lemma 2.4, (2.2) and (3.47), one can check that the first hypothesis of
Lemma 2.5 as follows.
|C ∩B1(y)| ≤ c
∫
Ω
|∇u|2 + |p|2dx
≤ c
∫
Ω
|F|2dx
≤ cδ2
≤
(
ǫ
µ
) 1
τ
|B1|,
by choosing a small enough δ, if necessary, in order to get the last inequality. Then
Lemma 2.1 implies
ω
(
C ∩B1(y)
)
≤ µ
(
|C ∩B1(y)|
|B1|
)τ
ω
(
B1(y)
)
≤ ǫω
(
B1(y)
)
.
On the other hand, the second hypothesis of Lemma 2.5 follows directly from
Lemma 3.9. Therefore thanks to Lemma 2.5, we have
(3.48)
ω
({
x ∈ Ω :M
(
|∇u|2 + |p|2
)
(x) > N2
})
≤ ǫ1ω
({
x ∈ Ω :M
(
|∇u|2 + |p|2
)
(x) > 1
})
+ ǫ1ω
({
x ∈ Ω :M
(
|F|2
)
(x) > δ2
})
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for ǫ1 = c
∗ǫ, where c∗ depends only on n, q, [ω] q
2
. Using an iteration argument from
(3.48), we further have the following power decay estimate.
ω
(
{x ∈ Ω :M(|∇u|2 + |p|2)(x) > N2k}
)
≤ ǫk1ω
( {
x ∈ Ω :M
(
|∇u|2 + |p|2
)
(x) > 1
} )
(3.49)
+
k∑
i=1
ǫi1ω
({
x ∈ Ω :M
(
|F|2
)
(x) > δ2N (k−i)2
})
.
Then using this estimate (3.49), we estimate
∞∑
k=1
N qkω
({
x ∈ Ω :M(|∇u|2 + |p|2)(x) > N2k
})
≤
∞∑
k=1
(N qǫ1)
kω
({
x ∈ Ω :M
(
|∇u|2 + |p|2
)
(x) > 1
})
+
∞∑
i=1
(N qǫ1)
i
∞∑
k=i
N q(k−i)ω
({
x ∈ Ω :M
(
|F|2
)
(x) > δ2N (k−i)2
})
︸ ︷︷ ︸
S
≤
∞∑
k=1
(N qǫ1)
kω(Ω) +
∞∑
i=1
(N qǫ1)
i S.
We next show that S is finite. In light of Lemma 2.2, Lemma 2.4 and the
assumption that ‖F‖Lqω(Ω)n2 ≤ δ, we compute
S ≤ c
1
δ
‖F‖Lqω(Ω)n2 ≤ c
for some c = c(n, q, ν, L, ω,Ω). Consequently, we discover
∞∑
k=1
N qkω
({
x ∈ Ω :M
(
|∇u|2 + |p|2
)
(x) > N2k
})
≤ c
∞∑
k=1
(N qǫ1)
k ≤ c,
by selecting ǫ so small that N qǫ1 < 1. Therefore, the assertion (3.45) is now proved
by Lemma 2.2.
To derive the desired estimate (1.7) in Theorem 1.4, we consider the normalized
functions as
uλ =
u
λ
, pλ =
p
λ
and Fλ =
F
λ
,
where λ = δ−1‖F‖Lqω(Ω)n2 . Then it follows that
‖Fλ‖Lqω(Ω)n2 ≤ δ.
Then (3.45) implies that there is a constant c = c(n, q, ν, L, ω,Ω) such that
‖∇uλ‖Lqω(Ω)n2 + ‖pλ‖L
q
ω(Ω) ≤ c,
which is (1.7). This completes the proof.
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