Abstract. The isomorphism number (resp. isogeny cutoff) of a p-divisible group D over an algebraically closed field is the least positive integer m such that D[p m ] determines D up to isomorphism (resp. up to isogeny). We show that these invariants are lower semicontinuous in families of p-divisible groups of constant Newton polygon. Thus they allow refinements of Newton polygon strata. In each isogeny class of p-divisible groups, we determine the maximal value of isogeny cutoffs and give an upper bound for isomorphism numbers, which is shown to be optimal in the isoclinic case. In particular, the latter disproves a conjecture of Traverso. As an application, we answer a question of Zink on the liftability of an endomorphism of D[p m ] to D.
Introduction
Let k be an algebraically closed field of positive characteristic p. Let D be a p-divisible group over k. It is well-known that D is determined by some finite truncation In this paper we study how these invariants of D behave in families and how large they can get. As it turns out, the following distance function on isogeny classes of p-divisible groups has closely related properties. The distance q D,E between two p-divisible groups D and E over k is the minimal non-negative integer m such that there exists an isogeny D → E with kernel annihilated by p m , while q D,E = ∞ if no such m exists. The minimal height of D is defined to be q D = q D,D 0 where D 0 is the unique (up to isomorphism) minimal p-divisible group in the isogeny class of D. We recall that a minimal p-divisible group is characterized by its isomorphism number being 1.
If k is an algebraic closure of another field k ′ and if D and E are the inverse images of p-divisible groups D ′ and E ′ over k ′ , then we define
, and q D ′ = q D . The isogeny cutoffs, isomorphism numbers, minimal heights, and distance functions defined in this way for all p-divisible groups over fields of characteristic p, are geometric invariants.
Families
If D is a p-divisible group over an F p -scheme S, for each point s ∈ S we denote by b D (s), n D (s), and q D (s) the isogeny cutoff, the isomorphism number, and the minimal height (respectively) of the fibre D s . If E is another p-divisible group over S we write q D,E (s) = q Ds,Es . Theorem 1.1. Let D and E be two p-divisible groups with constant Newton polygon over an F p -scheme S and let m be a non-negative integer. It follows that S carries three natural stratifications into a finite number of reduced locally closed subschemes associated to D: The strata of the bstratification are the loci where the function b D : S → N is constant; the n-stratification and the q-stratification are defined similarly. Let us repeat in words part (d) for m = 0: The set of points of S over which the geometric fibres of D and E are isomorphic, is a closed subset of S. When one of the p-divisible groups is constant this is [Oo2, Thm. 2.2].
The main step in the proof of Theorem 1.1 is the following going down principle: For p-divisible groups over k [[t] ] with constant Newton polygon, the numbers b D , n D , q D , and q D,E go down under specializations (see Theorems 3.1, 3.8, 3.9, and Corollary 3.3). To deduce the general case we pass through a truncated variant of Theorem 1.1; this allows us to use the fact that truncated Barsotti-Tate groups have parameter spaces of finite type. For brevity, in this introduction we state only the truncated forms of (a) and (b) as follows.
We say that a truncated Barsotti- Tate (b) The set U n B = {s ∈ S | n B (s) is defined and ≤ m} is closed in S.
Here the functions b B and n B are defined as in the case of p-divisible groups. Theorems 1.1 and 1.2 are proved in Subsection 4.3.
Explicit upper bounds
In the following we fix a non-trivial p-divisible group D over k of dimension Here endpoints of ν are considered as breakpoints. This is proved in Section 6. Note that ν(c) ≤ cd/(c + d) with equality precisely when ν is linear. Thus Theorem 1.3 refines the Traverso isogeny conjecture which is proved in [NV2] and which asserts that b D ≤ ⌈cd/(c + d)⌉ when cd > 0 with equality for some D of dimension d and codimension c.
We have a similar upper bound for isomorphism numbers. If D is ordinary then n D = 1. We refer to Corollary 9.4 for the proof ofTheorem 1.6. We have q D ≤ ⌊ν(c)⌋ with equality when a D = 1. In other words, if D 0 is the unique (up to isomorphism) minimal p-divisible group over k of Newton polygon ν, then there exists an isogeny D → D 0 whose kernel is annihilated by p ⌊ν(c)⌋ , and this exponent is optimal when a D = 1.
By the new approach, this result gives the inequalities n D ≤ 1 + 2⌊ν(c)⌋ and b D ≤ 1 + ⌊ν(c)⌋ because n D 0 = b D 0 = 1. When ⌊2ν(c)⌋ is odd, the first of these estimates is precisely Theorem 1.4, while it is off by 1 otherwise. The second estimate coincides with the upper bound in Theorem 1.3 except when ν(c) is an integer and ν is linear at c, in which case it is off by 1 again.
We remark that the existence of some upper bound of q D is already proved in [Ma, p. 44 ]; see also [Oo2, p. 270] . The supersingular case of Theorem 1.6 follows from [NV1, Rmk. 2.6 and Cor. 3.2].
Lifting of endomorphisms
We apply the explicit upper bounds of n D to the lifting of endomorphisms of truncations of D and to the level torsion ℓ D of D defined in [Va3] .
There exists a non-negative integer e D , which we call the endomorphism number of D, characterised by the following property: For positive integers m ≥ n, the two restriction homomorphisms If D is ordinary we have n D = 1 and ℓ D = e D = 0. We assume now that D is not ordinary. In [Va3] it was shown that n D ≤ ℓ D and that the equality holds if D is a direct sum of isoclinic p-divisible groups; the equality was also expected to hold in general therein. In this paper, we prove the inequalities
The second inequality e D ≤ ℓ D is not too difficult. The other two inequalities use again the [GV] characterization of n D mentioned above. Then n D ≤ e D is immediate, but the inequality ℓ D ≤ n D is a lot more involved.
Together with the upper bound of Theorem 1.4 we obtain the following effective lifting of endomorphisms, which answers a question of Th. Zink. For similar results on homomorphisms we refer to Subsections 8.4 and 9.1. As a special case, for each h ∈ N we compute the minimal number N h such that for every two p-divisible groups D and E over k of height at most
By Proposition 9.20 we have N h = ⌊h/2⌋.
Terminology.
A BT group of level n is a truncated Barsotti-Tate group of level n. We denote by N * the set of positive integers.
Preliminaries
We begin with a lemma on homomorphisms.
Lemma 2.1. Let D and E be p-divisible groups over k.
(a) For each positive integer n there exists a non-negative integer e D,E (n) with the following property: For e ∈ N, the two restriction maps 
where ι n maps u ∈ H n to the obvious composition
For m ∈ N ∪ {∞} with m ≥ n let H m,n be the image of H m → H n . One deduces a homomorphism of exact sequences with vertical injections:
The snake lemma implies that
By induction on n ∈ N * we get that e D,E (n) = e D,E (1). Thus (b) holds.
Lemma 2.1 (b) allows to define:
Definition 2.2. The homomorphism number e D,E ∈ N of D and E is the constant value of e D,E (n) for n ∈ N * . The endomorphism number of D is defined as e D = e D,D .
By Lemma 2.1 (c), for h ∈ N there exists a minimal number N h ∈ N such that for every two p-divisible groups D and E over k of height at most h we have e D,E ≤ N h . In Proposition 9.20, we will see that N h = ⌊h/2⌋.
We continue with a formal version of the numerical invariants n D and b D .
Definition 2.3. Let D be a p-divisible group over k. The isomorphism number n D (resp. the isogeny cutoff b D ) is the smallest non-negative integer m with the following property: If E is a p-divisible group over k such that Again, the following is easily checked.
Lemma 2.6. The following properties hold.
(a) We have q D,E = 0 if and only if D and E are isomorphic. 
As (D 0 )
∨ and (D 0 )
• are also minimal, Lemma 2.6 implies that
We have the following permanence properties.
Lemma 2.8. Let k ⊆ κ be an extension of algebraically closed fields. For p-divisible groups D and E over k we have:
Proof. Part (a) is well-known, and (b) follows from (a). For positive integers m ≥ n, let H m,n be the (scheme theoretic) image of the reduction homomor-
We have e D,E ≥ m − n if and only if H m,n (k) = H l,n (k) for all integers l ≥ m. As H m,n is of finite type over k and as its definition is compatible with the base change k → κ, we get (c).
The identities n D = n Dκ and b D = b Dκ also hold, cf. Corollary 4.8 below.
The going down principle
In this section, we prove Theorem 1.1 in the case S = Spec k [[t] ]. By standard arguments this implies that the functions n D , b D , q D , and q D,E go down under specialization when the base scheme is noetherian.
Distances and minimal heights
Going down of distance numbers follows from the constancy results of [OZ] :
, and letK be an algebraic closure of K. If D and E are p-divisible groups over R with constant Newton polygon ν, then
Proof. LetR be the normalization of R inK. By [OZ, Cor. 3 .2] there exist p-divisible groups D and E over k and isogenies
Let m = q DK ,EK . Note that m < ∞. By definition there exists an isogeny ξK : DK → EK with kernel annihilated by p m . As Hom(D, E) is equal to Hom(DK, EK), the composite quasi-isogeny overK
is defined over k i.e., it arises from a quasi-isogeny χ : D → E. Hence ξK extends to a quasi-isogeny overR
As ξ and p m ξ −1 are isogenies overK, by the well-known Lemma 3.2 below the same is true overR. As the residue field of the local ringR is k, the special fibre of ξ is an isogeny ξ k : D k → E k with kernel annihilated by p m , which implies that q D k ,E k ≤ m as required.
Lemma 3.2 ([RZ, Prop. 2.9]). For a quasi-isogeny χ : D → E of p-divisible groups over a scheme T of characteristic p, there exists a unique closed subscheme T 0 ⊆ T such that a morphism T ′ → T factors through T 0 if and only if χ T ′ is an isogeny.
Corollary 3.3. With R andK as in Theorem 3.1, for a p-divisible group D over R with constant Newton polygon ν we have
Proof. Let D 0 be the minimal p-divisible group over k with Newton polygon ν and apply Theorem 3.1 with E = D 0 × Spec k Spec R.
Remark 3.4. The proof of Theorem 3.1 could also be formulated in terms of Dieudonné modules over the perfect ringR. Then the reference to [OZ] can be replaced by [Ka, Thm. 2.7 .4]. Here one only needs to know that to a p-divisible group overR one can associate a Dieudonné module (by [Be, Cor. 3.4 .3] this association is actually an equivalence of categories).
An auxiliary family of p-divisible groups
The following general construction is used in the proof of going down for isogeny numbers, but we prove more than is actually needed.
Lemma 3.5. Let D be an infinitesimal p-divisible group of height h over an affine F p -scheme X and let m ≥ 1 be an integer. Then there exists a vector bundle Y → X of rank h 2 and a p-divisible group E over Y such that the following three properties hold.
(
The proof uses displays. For a commutative ring R with unit, let W (R) be its p-typical Witt ring, and let I R be the kernel of the projection W (R) → R. The Frobenius endomorphism of W (R) is denoted by σ.
Let us first recall how the display of a p-divisible group over k is related to the covariant Dieudonné modules of its truncations. For a positive integer n, let W n = W n (k) be the truncated Witt ring, and let W ∞ = W (k). A Dieudonné module over k of level n ∈ N * ∪ {∞} is a triple (P, F, V ) where P is a free W n -module of finite rank, F : P → P is σ-linear, V : P → P is σ −1 -linear, and we have F V = V F = p. If n = 1, we require that Ker(F ) = Im(V ). A different way to represent these objects is the following. Definition 3.6. Let n ∈ N * ∪ {∞}. A display over k of level n is a collection (P, Q, ι, ε, F 1 ), where P and Q are free W n -modules of the same finite rank, where ι : Q → P and ε : P → Q are W n -linear maps with ιε = p and ει = p, and where F 1 : Q → P is a σ-linear isomorphism. For n = 1, we require that Ker(ε) = Im(ι).
For n ∈ N * ∪{∞}, Dieudonné modules of level n are equivalent to displays of level n via the association (P, Q, ι, ε, F 1 ) → (P, F, V ) with F = F 1 ε and V = ιF −1 1 . On the other hand, Dieudonné modules of level n are equivalent to BT groups of level n over k. These equivalences are compatible with the natural truncation operations on all sides. Displays of level ∞ are equivalent to (not necessarily nilpotent) displays over k in the sense of [Zi1] because for n = ∞ we can identify Q with the W n -submodule ι(Q) of P .
The essence of the proof of Lemma 3.5 is the following. Assume that for n ∈ N * we want to lift a display (P, Q, ι, ε, F 1 ) over k of level n to a display
It is easy to see that the quadruple (P ′ , Q ′ , ι ′ , ε ′ ) is uniquely determined up to isomorphism and thus we can fix it. The set of lifts F ′ 1 of F 1 is a principally homogeneous space under the k-vector space of σ-linear maps Q → p n P ′ ∼ = P/pP .
Proof of Lemma 3.5. Let X = Spec R. We recall that the category of infinitesimal p-divisible groups over R is equivalent to the category of nilpotent displays over R, cf. [Zi1] and [La] . Let P = (P, Q, F, F 1 ) be the nilpotent display over R associated to D i.e., D = BT (P) in the sense of [Zi1, Thm. 81].
We choose a normal decomposition P = J ⊕T of finitely generated projective W (R)-modules such that Q = J ⊕ I R T . Let Ψ : P → P be the associated σ-linear automorphism given by F 1 on J and by F on T , cf [Zi1, Lemma 9]. Let E = End W (R) (P ). We define Y = Spec R ′ to be the vector bundle over X associated to the projective R-moduleĒ = E/I R E, in other words
Letũ ∈ E R ′ be a lift of u that maps to zero under the W (R)-linear map E R ′ → E induced naturally by the zero section of Y . LetP = (P R ′ , J R ′ ⊕ I R ′ T R ′ ,F ,F 1 ) be the display over R ′ such that the associated operatorΨ :
. ThenP is again a nilpotent display because the nilpotency condition depends only onΨ modulo p. Finally let E = BT (P) be the associated p-divisible group over Y .
We have to verify that properties (i) to (iii) hold. Condition (i) follows from the construction. The discussion preceding this proof implies that (iii) and the following weakening of (ii) hold (they suffice for our application).
(ii') If y 1 , y 2 : Spec κ → Y are geometric points with equal image in X(κ), then there exists an isomorphism y Lemma 3.7. Let R be a ring in which p is nilpotent and let P = (P, Q, F, F 1 ) and
be two displays over R with the same W (R)-modules. For a given normal decomposition P = J ⊕ T i.e., Q = J ⊕ I R T , let Ψ : P → P (resp. Ψ ′ : P → P ) be the associated σ-linear automorphism given by F 1 (resp. F ′ 1 ) on J and by F (resp. F ′ ) on T . If Ψ ′ − Ψ = p n Ω for a σ-linear map Ω : P → P , then there exists an isomorphism
Proof. Let P 2 = P ⊕ P and Q 2 = Q ⊕ Q with the induced normal decom-
We define two displays K and K ′ with the same underlying modules Q 2 ⊆ P 2 such that the associated operators Ψ with respect to these normal decomposition are
Indeed, as Γ respects the normal decompositions, this is equivalent to the relation ΓΨ K ′ = Ψ K Γ, which is easily checked. Moreover, there exist homomorphisms of displays
given by the matrices Θ = p n 1 0 1 and Θ ′ = 1 0 1 p n ; the required relations
Consider the following homomorphisms of complexes of displays.
[P
The middle isomorphism is given by Γ : K ′ ∼ = K and the identity of P ⊕P ′ . The homomorphism u is x → (x, 0) in both degrees, while u ′ is x → (0, x) in both degrees. We have an exact sequence of complexes of displays
and a similar one with the roles of u and Θ taken by u ′ and Θ ′ . As the functor BT preserves exact sequences, it follows that BT (u) and BT (u ′ ) are quasiisomorphisms of complexes of fppf sheaves. Thus [p n :
, and the lemma holds.
Isogeny numbers
Theorem 3.8.
and letK be an algebraic closure of K = k((t)).
For every p-divisible group D over R with constant Newton polygon ν we have
Proof. We can assume that D is infinitesimal because there exists an exact 
We claim that E has constant Newton polygon ν. Let Y ν ⊆ Y be the ν-stratum of the Newton polygon stratification on Y defined by E . As Next we consider the function
By the maximality property of b D k it follows that b E (y) = m + 1 for all closed points y ∈ Y k . As E has constant Newton polygon, from the property (iii) of Lemma 3.5 we get that b D k ≤ m. Contradiction.
Isomorphism numbers
Theorem 3.9. Let R, K, andK be as in the previous theorem. For every p-divisible group D over R with constant Newton polygon ν we have
Proof. As in the proof of Theorem 3.8 we can assume that D is infinitesimal.
. By the choice of m, the last isomorphism implies that EK and DK are isomorphic. Thus q DK ,EK = 0. By Theorem 3.8 and Lemma 2.4 (a) we have b D k ≤ b DK ≤ m. Therefore E k and D k have the same Newton polygon, which implies that E has constant Newton polygon ν. As q DK ,EK = 0, from Theorem 3.1 we get that
Semicontinuity
In this section, we prove Theorems 1.1 and 1.2.
Lifting the level of truncated BT groups
Assume that n ≥ m ≥ 1 are integers. Let X n be the algebraic stack of BT groups of level n and let τ : X n → X m be the truncation morphism.
Definition 4.1. Let B be a BT group of level m over a scheme X. An exhaustive extension of B to level n is a BT group C of level n over an Xscheme Y together with an isomorphism
It is easy to see that each B over X as above has an exhaustive extension to level n over an X-scheme Y of finite type. Namely, if Z → X n is a smooth presentation, we can take Y = X × Xm Z. As τ is smooth and surjective by [Ill, Thm. 4 .4], Y → X is smooth and surjective too. With more effort, one can arrange that the universal BT group of level n over Z (and thus also the exhaustive extension C over Y ) comes from a p-divisible group, see [NVW, Prop. 2 .3]. Here we need only the following consequence of this fact, which can be deduced from the previous case by a limit argument; we note that if Z is chosen affine then the above morphism Y → X is affine. 
Next we show that having a unique lift (up to isomorphism or up to isogeny) is a constructible property of truncated BT groups.
Proposition 4.3. Let B be a BT group of level m over a scheme X and let n ≥ m be an integer. There exists a constructible subset U of X such that a geometric pointx : Spec κ → X lies in U(κ) if and only if all BT groups of level n over κ which extend the geometric fibre Bx are isomorphic.
This includes the following invariance under field extensions.
Corollary 4.4. Let k ⊆ κ be an extension of algebraically closed fields. A BT group B of level m over k extends uniquely to level n (up to isomorphism) if and only if B κ extends uniquely to level n (up to isomorphism).
Proof of Proposition 4.3. We can assume that X is of finite type over Spec Z. Let Y → X be a morphism of finite type such that over Y there exists an exhaustive extension C of B to level n.
Let x ∈ X be the image ofx : Spec κ → X. The geometric fibre Bx extends uniquely to level n (up to isomorphism) if and only if the geometric fibre
x is surjective on κ-valued points, which is equivalent to the fibre
Proposition 4.5. Let B be a BT group of level m over an F p -scheme X. There exists a constructible subset U of X such that a geometric pointx : Spec κ → X lies in U(κ) if and only if the geometric fibre Bx has a welldefined Newton polygon.
We recall that Bx has a well-defined Newton polygon if all p-divisible groups over κ that extend Bx are isogenous. Proposition 4.5 includes the following invariance under field extensions: Corollary 4.6. Let k ⊂ κ be an extension of algebraically closed fields. A BT group B over k has a well-defined Newton polygon if and only if B κ has a well-defined Newton polygon.
The proof of Proposition 4.5 uses the following standard fact.
Lemma 4.7. Let B be a BT group of level n over an F p -scheme X such that for each geometric pointx : Spec κ → X, the geometric fibre Bx has a welldefined Newton polygon ν(x). If x ∈ X is the image ofx, then ν(x) := ν(x) is well-defined. Moreover, for each Newton polygon ν the set X ν = {x ∈ X | ν(x) ν} is closed is X.
We recall that ν ′ ν if and only if the polygons ν ′ and ν share the same endpoints and all points of ν ′ lie on or above ν.
Proof. As Newton polygons of p-divisible groups are preserved under extensions of the base field, ν(x) is well-defined. By Lemma 4.2 there exists a faithfully flat affine morphism f :
is the set of points where the Newton polygon of D is ν, which is closed in Y by [Ka, Thm. 2.3.1]. It follows that X ν is closed in X as f is faithfully flat.
Proof of Proposition 4.5. We can assume that X is of finite type over Spec F p . Choose n ∈ N * such that for each geometric pointx : Spec κ → X and every p-divisible group D over κ that extends Bx, we have b D ≤ n. This is possible because B has bounded height. Let Y → X be a morphism of finite type such that over Y there exists an exhaustive extension C of B to level n. For y ∈ Y let ν(y) be the well-defined Newton polygon of the fibre C y . By Lemma 4.7 the set
This is a constructible set by Chevalley's theorem. The required subset U of X is the union of all U ν , which is constructible because only finitely many U ν 's are non-empty. 
Distances of truncated BT groups
In order to deduce semicontinuity from the going down property we need to also define distance numbers for truncated BT groups.
Definition 4.9. Let B and C be truncated BT groups of level n over a field k ′ with algebraic closure k. The distance q B,C is the smallest non-negative integer m such that there exist homomorphisms B k → C k and C k → B k whose kernels are annihilated by p m .
If κ ′ is a field extension of k ′ , then we have q B,C = q B κ ′ ,C κ ′ . This can be viewed as a consequence of the following semicontinuity proposition.
Proposition 4.10. Let B and C be truncated BT groups of level n over an F p -scheme X. There exists a constructible subset U of X such that a geometric pointx : Spec κ → X lies in U(κ) if and only if q Bx,Cx ≤ m.
Proof. We can assume that X is of finite type over Spec F p . Let
be the subscheme of all pairs (f, g) such that p m annihilates both Ker(f ) and Ker(g). This is a closed subscheme. The set U is the image of Z → X, which is constructible by Chevalley's theorem.
The number N h is defined in Section 2.
Proof. Lemma 4.12. For a positive integer l, let B and C be truncated BT groups over k of level l + 1. Let f : B → C be a homomorphism with restriction
Proof of the semicontinuity results
Proof of Theorem 1.2. Let 2 ∈ {n, b}. The set U 2 B is functorial in the sense that for a morphism π :
; here we use Corollary 4.8. Thus we can assume that S is of finite type over Spec F p . The set U b B (resp. U n B ) is constructible because it coincides with the set U associated to B[p m ] in Proposition 4.5 (resp. in Proposition 4.3 applied with sufficiently large n). Hence it suffices to show that U 2 B is stable under specializations. To prove this we can assume that S = Spec k[[t]] for some algebraically closed field k; here we use functoriality again. By [Ill, Thm. 4.4] there exists a p-divisible group D over S that extends B. As for s ∈ S we have b Bs = b Ds , and n Bs = n Ds when n Ds ≤ l while n Bs is undefined otherwise, Theorem 1.2 follows from Theorems 3.8 and 3.9.
For distance numbers we have the following analogue of Theorem 1.2.
Theorem 4.13. Let B and C be truncated BT groups of level n over an F pscheme S with well-defined and constant Newton polygons and height ≤ h. For each non-negative integer m < n − N h the set
is closed in S. Here we write q B,C (s) = q Bs,Cs as usual.
Proof. We can assume that S is of finite type over Spec F p . The set U q B,C is constructible, cf. Proposition 4.10. Thus, as in the preceding proof, we can assume that
for p-divisible groups D and E over S. By Proposition 4.11, for s ∈ S we have s ∈ U q B,C if and only if q Ds,Es ≤ m. Thus U q B,C is stable under specializations by Theorem 3.1. We conclude that U q B,C is closed in S.
Proof of Theorem 1.1. We can assume that S is quasi-compact. Then D and E have height ≤ h for some integer h. We choose an integer l ≥ m such that 
Complements on Dieudonné modules
In this section we collect several properties of Dieudonné modules which will be used later to study n D and b D . The results of Subsections 5.1 and 5.2 are either well-known or trivial. Subsections 5.3 and 5.4 are more involved and contain new material.
In this section, to be short we write W = W (k) and where I is the two-sided ideal generated by all elements F a − σ(a)F with a ∈ B(k). Let V = pF −1 ∈ D and let E = W {F, V } as a subring of D.
Valuations on Frobenius modules
A valuation on a W -module M is a map w : M → R ∪ {∞} that has the following two properties: (i) w(ax) = v(a) + w(x) for all a ∈ W and x ∈ M; (ii) w(x + y) ≥ min{w(x), w(y)} for all x, y ∈ M. The valuation is called non-degenerate if w(x) = ∞ implies that x = 0. It is called non-trivial if w(x) = ∞ for some x ∈ M. One can assume that the torsion submodule M tors of M is zero because w always factors through M/M tors . Valuations on M extend uniquely to valuations on 
and the functions ν Φ,λ are maximal with this property. We have
In the following let N be a left D-module of finite dimension over B(k).
Lemma 5.3. There exists a non-degenerate F -valuation of slope λ on N if and only if N is isoclinic of slope λ. When N is simple of slope λ, then any two non-trivial F -valuations on N differ by the addition of a constant.
Sketch of proof. Use the facts that N has a B(k)-basis consisting of elements x with F sx (x) = p rx x for some integers s x = 0 and r x , and that N is isoclinic of slope λ if and only if we have r x = λs x for all x in the B(k)-basis.
Lemma 5.4. Let N be as above and let λ ∈ R. We consider a free Wsubmodule M ⊂ N with M Q = N. Let W be the set of all F -valuations w of slope λ on N with w(x) ≥ 0 for all x ∈ M. Then W has a minimal element w • i.e., we have w • (x) ≤ w(x) for all w ∈ W and x ∈ N. The valuation w • is non-degenerate if and only if N is isoclinic of slope λ.
The last assertion follows from Lemma 5.3.
Let N be as above. For an F -valuation w on N of slope λ we consider the W -submodules of N defined for α ∈ R by:
Let gr α N be the k-vector space N w≥α /N w>α .
Lemma 5.5. Let Φ ∈ D be a sum Φ = i∈Z e i F i with e i ∈ B(k) such that only a finite number of them are non-zero. Let δ = Û λ (Φ). Then the multiplication by Φ induces a group homomorphism
which is surjective with finite kernel.
Proof. Clearly Φ(N w≥α ) ⊆ N w≥α+δ and Φ(N w>α
Presentations of cyclic Dieudonné modules
In this subsection we fix a non-zero bi-nilpotent Dieudonné module M over k i.e., M is an E-module which is free of finite positive rank as a W -module, and F and
positive. An element z ∈ M generates M as an E-module if and only if z generates M/F M + V M as a k-module. For completeness we prove the following well-known lemma.
Lemma 5.7. Assume that z generates M as an E-module.
(a) The set Υ = {(
(b) There exists an element Ψ ∈ E for which we have Ψz = 0 and which is of the form
with a 0 and b d as units in W and with a i ∈ pW for i ∈ {1, . . . , c} and
We have an isomorphism of E-modules E/EΨ ∼ = M given by 1 → z.
Proof. As V is nilpotent on M/F M and as M/F M is a k-vector space of dimension d generated by the iterates of z under V , we get that (V i z) 0≤i<d is a k-basis of M/F M. Similarly we argue that (F i z) 0≤i<c is a k-basis of M/V M, which implies that (F i z) 1≤i≤c is a k-basis of F M/pM. We conclude that Υ is a k-basis of M/pM. From this (a) follows.
By ( 
Proof. This is proved in [De, Lemma 2 on p. 82].
Remark 5.9. In view of Lemma 5.8 it would be natural to shift the Newton polygon of M so that its domain is [−c, d] . This would cause c to be replaced by 0 in many formulas, including the assertions of Theorems 1.3, 1.4, and 1.6. We keep the traditional notation in order to avoid confusion.
Valuations on cyclic Dieudonné modules
We assume now that M is a non-zero bi-nilpotent Dieudonné module over k generated as an E-module by a fixed element z ∈ M. Thus M ∼ = E/ΨE with Ψ as in Lemma 5.7 and we have a(M) = 1. Proof.
Then w 1 is a valuation for which the W -basis Υ is valuative. We claim that w = w 1 . It is easy to see that w(x) ≥ w 1 (x) ≥ 0 for all x ∈ M. Hence we must show that w 1 is an F -valuation of slope λ i.e., that we have w 1 (F x) = w 1 (x) + λ. This is a straightforward computation based on the relation v(a i ) ≥ iλ for all 0 ≤ i ≤ h with equality for i = 0 and i = h. The details are left to the reader.
For the general (non-isoclinic) case we need some extra notations.
Notation 5.11. Let N = M Q and let N = N 1 ⊕ · · · ⊕ N r be the direct sum decomposition into isoclinic components, ordered such that each N j with j ∈ {1, . . . , r} is isoclinic of slope λ j and 0 < λ 1 < · · · < λ r < 1. Let h j be the dimension of N j i.e., the multiplicity of λ j in ν. We write
and gr
We define β = (β 1 , . . . , β r ) ∈ R r by β j = ν j (c).
The following result will be used in the proof of Theorem 9.1. Another application of it, to minimal Dieudonné modules, is given in Subsection 5.4.
Proposition 5.12. We have N β+ ⊆ pM as submodules of N.
We will deduce this from a description of N β+ in terms of certain auxiliary valuationsw j on N. Let I = {0, 1, . . . , h − 1}. We recall that (F c−i z) i∈I is a B(k)-basis of N; see Lemma 5.7. For j ∈ {1, . . . , r} letw j be the valuation on N which for x = i∈I e i F c−i z ∈ N with e i ∈ B(k) is given bỹ
This is an F -valuation only when M is isoclinic. A different way to look at w j is the following one. Let ν x,j : R → R be the maximal linear function of slope λ j such that we have ν x,j (i) ≤ v(e i ) for all i ∈ I. Theñ
Lemma 5.13. We haveÑ β+ ⊆ pM as submodules of N.
Proof. Let x ∈ N. As β j = ν j (c) we see that x ∈Ñ β+ if and only if we have ν x,j > ν j for all 1 ≤ j ≤ r. In other words, x ∈Ñ β+ if and only if v(e i ) > ν(i) for all i ∈ I. The last condition implies that x ∈ pM.
By Lemma 5.13 the following description of N β+ implies Proposition 5.12.
Proposition 5.14. We have N β+ =Ñ β+ as submodules of N.
The inclusionÑ β+ ⊆ N β+ does not depend on the specific choice of β:
Lemma 5.15. The following two properties hold: (a) For x ∈ N with projection x j ∈ N j we have
Proof. If x = F c−i z with i ∈ I, then w j (x j ) = (c − i)λ j =w j (x). As w j is a valuation and as the B(k)-basis (F c−i z) i∈I of N is valuative forw j we get (a). Clearly (a) implies (b).
The opposite inclusion N α+ ⊆Ñ α+ does not hold in general. To prove Proposition 5.14 we need conditions on x under which equality holds in Lemma 5.15 (a). For x = i∈I e i F c−i z with e i ∈ B(k) let I j (x) ⊆ I be the (non-empty) set of those indices i with v(e i ) = ν x,j (i) and let s j (x) be the difference between the maximal and minimal elements of I j (x). Similarly let Λ j (x) ⊆ [0, h − 1] be the closed interval of all t with ν x,j (t) = ν x (t) and let s ′ j (x) be the length of Λ j (x). We have
Lemma 5.16. Let x ∈ N and let x j ∈ N j be its projection. If s j (x) < h j , then w j (x j ) =w j (x).
Proof. As w j (x j ) ≥w j (x), to prove that w j (x j ) =w j (x) we can replace x by an arbitrary element x ′ ∈ N withw j (x − x ′ ) >w j (x). Using this and the inequality s j (x) < h j , we can assume that for some integer i 0 the element x lies in the B(k)-vector subspace of N spanned by the finite set
. Thus it suffices to show that Υ i 0 ,j projects to a valuative B(k)-basis of N j for w j . For i 0 = c − c j this is true by Lemma 5.10. The general case follows because the operators F and F −1 on N j preserve valuative B(k)-bases as w j is an F -valuation.
Proof of Proposition 5.14. We know thatÑ β+ ⊆ N β+ , see Lemma 5.13 (b). Thus to prove Proposition 5.14, it suffices to show that the assumption that there exists an element x ∈ N β+ \Ñ β+ leads to a contradiction. As x ∈Ñ β+ there exists at least one index j ∈ {1, . . . , r} such that w j (x) ≤ β j . Choose a maximal chain J = {j 1 , j 1 + 1, . . . , j 2 } ⊆ {1, . . . , r} such thatw j (x) ≤ β j for all j ∈ J . Let [a, b] ⊆ [0, h] be the closed interval of all t with ν(t) ∈ {ν j (t) | j ∈ J }, and let [a
is the maximal interval where the slopes of ν (resp. of ν x ) lie in the set {λ j | j ∈ J }. We claim that the following implications hold:
As the proofs are similar, we will only check here the first implication. Assume in the contrary that j 1 > 1 and a ′ ≤ a. Then j 0 = j 1 − 1 lies in {1, . . . , r} \ J . We have ν j 0 (a) = ν j 1 (a) and ν x,j 0 (a ′ ) = ν x,j 1 (a ′ ), which implies that ν x,j 0 (a) ≤ ν x,j 1 (a) as a ′ ≤ a. Thus we computẽ
which contradicts the maximality of J . This proves our claim. We note that j 1 = 1 implies a ′ = a = 0, while j 2 = r implies b ′ = h − 1 and b = h. Thus in all cases we have a ′ ≥ a and b ′ < b, and hence
On the other hand, as x ∈ N β+ , for j ∈ J we havẽ
From this and Lemma 5.16 we get that s
Contradiction. This ends the proof of Proposition 5.14 (and thus also of Proposition 5.12). 
Minimal Dieudonné modules
(c) For some F -valuation w on N = M Q of slope λ we have M = N w≥0 .
We begin with a special case; see also [dJO, Subsects. 5.3-5.6].
Lemma 5.18. If N is a simple D-module, then the above statements (a) and (c) are equivalent.
Proof. Let Γ = End D (N). Let w be an F -valuation of slope λ on N. We note that w is unique up to adding a constant, see Lemma 5.3. Thus for each ϕ ∈ Γ there exists aṽ(ϕ) ∈ R ∪ {∞} such that w(ϕx) = w(x) +ṽ(ϕ) for all x ∈ N. Thenṽ is the unique valuation on the division algebra Γ that extends the p-adic valuation on Q p . The maximal order in Γ is Γ 0 = {ϕ ∈ Γ |ṽ(ϕ) ≥ 0}. In view of these remarks, (c)⇒(a) is clear. We prove (a)⇒(c). Let h = dim(N). We choose w such that Z ⊆ w(N). The k-vector space gr α N is 1-dimensional if hα ∈ Z, and it is 0 otherwise. In particular, w(N) = (1/h)Z. Let π ∈ Γ 0 be a generator of the maximal ideal, which means thatṽ(π) = 1/h. As M is stable under π, the subset w(M) of w(N) takes the form {i/h | i ∈ Z, i ≥ i 0 } for some integer i 0 . By replacing w with w − i 0 /h we can assume that i 0 = 0. It follows easily that M = N w≥0 .
Proof of Proposition 5.17. Let λ = l/n with coprime integers l, n and n ≥ 1.
The element Φ is unique up to multiplication by an integral power of Φ 0 . Let q = p n . Let µ = dim(N)/n be the multiplicity of the D-module N. First we show that (b) implies the existence of a W -basis of M of the form
such that each x j ∈ M satisfies the equation Φ 0 (x j ) = x j . Indeed, let Π = {x ∈ M | Φ 0 (x) = x}. As Φ 0 has slope zero and preserves M by the assumption (b), we have M = Π ⊗ W (Fq) W . As Φ n : Π → Π is multiplication by p, the quotient Π/ΦΠ is an F q -vector space of dimension µ. We choose elements x 1 , . . . , x µ ∈ Π which project to an F q -basis of Π/ΦΠ. Then for each i ≥ 0, (Φ i x j ) 1≤j≤µ projects to an F q -basis of Φ i Π/Φ i+1 Π. We conclude that Υ 1 is a W -basis of M.
The implication (c)⇒(b) is clear. We prove (b)⇒(c). Let Υ 1 be as above. There exists a unique F -valuation w of slope λ on N such that w(x j ) = 0 for 1 ≤ j ≤ µ and such that the W -basis Υ 1 is valuative for w. As w(Φ i x j ) = i/n lies in the interval [0, 1) when 0 ≤ i < n, property (c) follows easily.
We prove (b)⇒(a). Let Υ 1 be as above and let M j = D Û λ ≥0 x j for 1 ≤ j ≤ µ. Then as Φ 0 (x j ) = x j , it follows that M = M 1 ⊕ · · · ⊕ M µ is a direct sum decomposition into pairwise isomorphic simple Dieudonné modules. Hence End(M) is a matrix algebra over End(M 1 ), and (a) follows by Lemma 5.18. By Proposition 5.14 the W (k)-module N β+ has a W (k)-basis consisting of easily computable W (k)-multiples of F c−i z for i ∈ I = {0, . . . , h − 1}, which makes it more explicit than the module N 0 .
Proof of Theorem 5.21. Let M j be the image of M → N j . We recall that w j is the minimal F -valuation of slope λ j on N j such that w j (M j ) ≥ 0. This implies (a); see the proof of Proposition 5.19. The Dieudonné module p −1 N β+ is minimal by Proposition 5.17 and contained in M by Proposition 5.12. Thus we have inclusions
For a W -module A, let A ∨ = Hom W (A, W ). If A has finite length, let ℓ(A) be its length. Consider
We claim that ℓ 2 = 2ℓ It remains to show that ℓ 2 = 2ℓ 1 . Let s be the multiplicity of N (i.e., the sum of the multiplicities of the isoclinic direct factors N j of N). Then
On the other hand, let ρ be the ordinary Newton polygon with the same endpoints as ν and let Ω ⊆ R 2 be the compact set enclosed by ν and ρ. A W (k)-basis of pM is formed by the elements p n i F c−i z for 0 ≤ i < h where n i is the minimal integer such that n i > ρ(i). A W (k)-basis ofÑ β+ is formed by the elements p m i F c−i z for 0 ≤ i < h where m i is the minimal integer with m i > ν(i). Thus ℓ(pM/Ñ β+ ) is the number of elements of Z 2 which lie strictly above ρ and on or below ν. Hence the cardinality of the finite set int(Ω) ∩ Z 2 is equal to ℓ(pM/Ñ β+ ) − s + 1, which is equal to ℓ 1 − s + 1 by Proposition 5.14. The set ∂Ω ∩ Z 2 has s + h elements. Hence the area of Ω can be expressed in two ways as follows.
Finally, the function g(t) = ν(t) − ν ′ (t)(t − c) is well-defined for those t ∈ [0, h] where ν is linear. Its value is g(t) = β j if ν ′ (t) = λ j . Thus we get
by integration by parts. The last three displayed equations give ℓ 2 = 2ℓ 1 .
The p-exponent of a finitely generated torsion W -moduleM is the smallest non-negative integer m such that p m x = 0 for all x ∈M . 
Values of isogeny cutoffs
In this section we fix a p-divisible group D over k of dimension d and codimension c with Newton polygon ν. We begin with some preliminary reductions.
Lemma 6.1. To prove Theorem 1.3 we can assume that D is connected with connected Cartier dual and that a D = 1.
Proof. There exists a p-divisible group over k [[t] ] whose special fibre is D and whose geometric generic fibre has a-number at most 1, cf. 
we must show that ν = ν ′ . As j(ν) ≥ 1 the p-divisible group D ′ and its Cartier dual are connected, and a D ′ = 1. Choose an element z ′ ∈ M ′ such that the class of z maps to the class of z
and let Ψ
′ z ′ = 0 be the associated relation given by Lemma 5.7 with a 0 = 1. Lemma 6.3. Let g : D → E be an isogeny of p-divisible groups over k such that the kernel of g is annihilated by p.
Proof. As pg −1 is an isogeny E → D with kernel annihilated by p, by symmetry it suffices to show that b E ≥ b D −1. Let m be an integer with 0 < m < b D . This means that there exists a p-divisible group D ′ over k which is not isogenous to D and for which there exists an isomorphism u : 
A variant of homomorphism numbers
Let D and E be p-divisible groups over the algebraically closed field k. As suggested by the results of [GV] (see Theorem 7.3 below) we consider the following variant of the homomorphism numbers e D,E .
Lemma 7.1 ([GV, Subsect. 7.1]). There exists a non-negative integer f D,E such that for positive integers m ≥ n the restriction homomorphism
has finite image if and only if m ≥ n + f D,E .
Proof. As Hom(D, E) is a finitely generated Z p -module, its image in the
is finite for each n. By Lemma 2.1 it follows that for each n there exists an m such that τ m,n has finite image. We have to show that the minimal such m takes the form m = n + f where f does not depend on n. This follows from the last exact sequence in the proof of Lemma 2.1 by the same string of inequalities as for e D,E . Remark 7.4. We note that [GV] also gives a similar interpretation of f D,E in general. Namely, let n D,E be the minimal non-negative integer m such that the truncation map Ext
The resulting equality n D = n D,D if D is not ordinary seems not to be obvious from the definitions.
The following is the first and easiest of three related inequalities.
Proof. This is immediate from the definitions and the finiteness of the image of the reduction homomorphism Hom(
The following analogue of Lemma 2.4 is easily checked.
has positive dimension. This property is invariant under the base change k → κ.
Semicontinuity of coarse homomorphism numbers
We will show that the coarse homomorphism numbers f D,E are lower semicontinuous in families of p-divisible groups with constant Newton polygon. The following characterisation of f D,E is taken from [GV] . 
The semicontinuity of f D,E rests on the following result of [Va2] . As earlier, if k is an algebraic closure of another field k ′ and if D and E are the base change of p-divisible groups D ′ and E ′ over k ′ we write f D ′ ,E ′ = f D,E etc. If D and E are p-divisible groups over an F p -scheme S we define functions
Theorem 7.11. Let D and E be p-divisible groups of constant Newton polygon over an F p -scheme S.
(a) The function s D,E is locally constant on S.
Proof. We have s D⊕E = s D +s E +s D,E +s E ,D as functions on S. The functions s D⊕E , s E , and 
Homomorphisms of truncated BT groups
In this section, we prove Theorem 1.7, but we work with homomorphisms instead of endomorphisms.
The level torsion ℓ D,E
Let W (k), σ, and B(k) be as in Section 5. Let D and E be two p-divisible groups over k. Let (M, F, V ) and (L, F, V ) be the covariant Dieudonné modules of D and E (respectively). Let
We consider the direct sum decomposition into B(k)-vector spaces
which is invariant under F and such that all slopes of (N + , F ) are positive, all slopes of (N 0 , F ) are 0, and all slopes of (N − , F ) are negative.
The level module of D and E is defined as
For a more explicit description, let A 0 = {z ∈ H | F (z) = z}, which we identify with the free Z p -module Hom(D, E). We have
Proof. As all slopes of (N + , F ) are positive, for each z ∈ N + the sequence (F q (z)) q∈N of elements of N + converges to 0 in the p-adic topology. Therefore there exists s ∈ N such that p s z ∈ O + . Thus we have O + [ Definition 8.3. The level torsion of D and E is the smallest non-negative integer ℓ D,E such that we have
If D and E are isoclinic, then this definition of ℓ D,E coincides with the one in [Va3, Def. 4.1 (c)]. The level torsion is symmetric:
] be the minimal W (k)-submodule which contains H and which takes the formÕ =Õ 
In terms of these isomor- Proof. We define
we have x 0 = F (y 0 ) − y 0 if and only if for each i ∈ {1, . . . , s} we have
It is well-known that this equation in z i has solutions in W (k). Therefore y = y + + y 0 + y − is a solution of (8.1) in O. Two solutions of (8.1) in O differ by a solution of the equation F (X) = X and thus they differ by an arbitrary element of A 0 . If x = p s x ′ with x ′ ∈ O, then there exists an element y ′ ∈ O with x ′ = F (y ′ ) − y ′ , and p s y ′ is a solution of (8.1) in p s O.
Lemma 8.7. Let m ∈ N * . Each homomorphism of truncated Dieudonné modules
It is not true that every lift of ζ m satisfies F (ζ) − ζ ∈ p m H.
Proof. By passing to M ⊕ L it suffices to consider endomorphisms instead of homomorphisms, so we consider End(M) instead of Hom(M, L). Proof. Let m = ℓ D,E + 1. We have to show that for each homomorphism
of truncated Dieudonné modules, its reduction
by Lemma 8.6 there exists an element ξ ∈ pO such that
Let m R be the maximal ideal of a local ring R.
. For P ∈ R and x ∈ m R ′ the expression P (x) ∈ R ′ is well-defined. Moreover we have P (x) = 0 only if either P = 0 or x = 0.
Proof. The power series P (x) converges m R ′ -adically, so P (x) is well-defined. If x = 0 and P = 0 let r, s ∈ N be minimal such that x ∈ m r R ′ and P ∈ m Proof. We show that the assumption that f D,E < ℓ D,E leads to a contradiction. By Lemmas 7.7 and 8.5 we can replace the field k by some algebraically closed extension of it. Therefore we can assume that there exists an algebraically closed field k ′ and an inclusion of rings
we define y η = y η,+ + y η,0 + y η,− ∈ O by the two p-adically convergent series
and by the t-adically convergent series in
The last series converges because σ p i (η) → 0 for i → ∞, so for each n ∈ N the series maps to a finite sum in W (R/m n R ). We have
We note that for every η ∈ W (k) the last equation can be solved for y η (see Lemma 8.6) and that the components y η,± are always given by the above p-adic series, but in general we do not have a natural choice for y η,0 and in particular no explicit formula for it.
The reduction modulo
we conclude that F • y η and y η • F (resp. V • y η and y η • V ) coincide modulo p ℓ D,E . By classical Dieudonné theory it follows that each y η defines a homo-
take only finitely many values, which means that the reductions of y η in H/pH take only finitely many values. As the assignment η → y η is additive and as m R is infinite it follows that there exists an element η = (η 0 , η 1 , . . .) ∈ W (m R ) with η 0 = 0 such that
From the relation y η ∈ O ∩ pH we want to deduce:
By the definition of O this implies that p −1 x = p −1 (x + + x 0 + x − ) ∈ O, which contradicts the assumption that x ∈ pO. Hence to end the proof of Proposition 8.10 it remains to prove the claim.
Let
we denote by b ∈ O/pO (resp.b ∈ k) its reduction modulo p. We denote also by F (resp. F −1 ) the σ-linear (resp. σ −1 -linear) endomorphism of O + /pO + and O 0 /pO 0 (resp. O − /pO − ) induced by F (resp. F −1 ). Let q + (resp. q − ) be the minimal non-negative integer such that F q + (x + ) ∈ pO + (resp. F −q − (x − ) ∈ pO − ). An elementz ∈ O/pO lies inV if and only if for every k ′ -linear map
For n ≥ q + we have a +,n = 0 and for n ≥ q − we have a −,n = 0. To prove the claim we have to show that a +,n = a 0,n = a −,n = 0 for all n ≥ 0.
As y η ∈ V we have (̟ ⊗ 1 k )(ȳ η ) = 0. From the definition of y η we get
This expression can be viewed as a power series in
. By Lemma 8.9 it follows that we have a −,n = 0 for n ≥ 1 and a +,n + a 0,n = 0 for n ≥ 0; in particular we have a 0,n = 0 for n ≥ q + . As F is bijective on O 0 /pO 0 , the subspace of O 0 /pO 0 generated by {F n (x 0 ) | n ≥ 0} is equal to the subspace generated by {F n (x 0 ) | n ≥ q + }. Thus we get a 0,n = 0 for n ≥ 0, which gives also a +,n = 0 for n ≥ 0. As x ∈ p ℓ D,E H and as 0 ≤ f D,E < ℓ D,E we have x ∈ pH. Thus 0 = ̟(x) = a +,0 + a 0,0 + a −,0 and therefore a −,0 = 0.
Conclusions
Theorem 8.11. For two p-divisible groups D and E over k we have 
As the outer modules are stable under either F or F −1 and as their quotient is annihilated by p, we conclude that (M ∨ ⊗L)
Values of homomorphism numbers
In this section we discuss possible values of the homomorphism numbers e D,E and the isomorphism numbers n D ; the latter is a special case of the former by Theorem 1.7. We actually work with f D,E and ℓ D , which gives equivalent results by Theorem 8.11.
Upper bounds
We fix p-divisible groups D and D ′ over k. The dimension, codimension, height, and Newton polygon of D (resp. D ′ ) are denoted d, c, h, and ν (resp. d ′ , c ′ , h ′ , and ν ′ ). Recall that Theorem 1.4 claims that if D is not ordinary, then the isomorphism number n D is at most ⌊2ν(c)⌋. We will provide an upper bound for the coarse homomorphism number f D ′ ,D , which will imply Theorem 1.4 by setting D = D ′ .
′ be the codimension, and 
Proof. This is elementary and left to the reader.
Proof. This follows from Remark 7.4, Theorem 8.11, and Theorem 9.1.
Proof. For D ′ = D we have r + = r, c + = 2c. Thus from Theorem 9.1 we get that
Proof of Theorem 1.4. It follows from Theorem 7.3 and Corollary 9.4.
Lemma 9.5. To prove Theorem 9.1 we can assume that D and D ′ are connected with connected Cartier duals and that a D = a D ′ = 1.
Proof. This is similar to the proof of Lemma 6.1. One has to replace Lemma 2.4 (b) by Lemma 7.6 and Theorem 3.8 by Theorem 7.11 (b). If D = D ′ one can also use Theorem 3.9 instead of Theorem 7.11 (b).
Proof of Theorem 9.1. Let M and M ′ be the Dieudonné modules of D and D ′ , respectively. By Lemma 9.5 we can assume that M and M ′ are binilpotent and that a(M) = a(M ′ ) = 1. Let z ∈ M and z ′ ∈ M ′ be generators as E-modules. Let M = E/EΨ and M ′ = E/EΨ ′ be the associated presentations given by Lemma 5.7. For m ∈ N we have a canonical isomorphism
where the second isomorphism maps a homomorphism φ to φ(z ′ ).
By the definition of f D ′ ,D there exists an infinite set L and a subset {x l | l ∈ L} of M such that Ψ ′ x l ∈ p m M for all l ∈ L and such that the reductionsx l ∈ M/pM of the elements x l are pairwise distinct.
We use Notation 5.11 with respect to M, so that N = M Q , the slopes of N are λ 1 < · · · < λ r , and for j ∈ {1, . . . , r} we have β j = ν j (c). For j ∈ {1, . . . , r} let ν ′ j : R → R be the maximal linear function of slope λ j such that we have ν
We note that β ′ is not the analogue of β for M ′ in place of M. By Lemma 5.8 the polygon ν ′ coincides with ν Ψ ′ shifted to the right by c ′ . Using (5.1) this implies
As N β+ ⊆ pM by Proposition 5.12, the images of x l in N 0 /N β+ are all distinct. By Lemma 5.5 the operator Ψ ′ induces a homomorphism
Hence for some index j ∈ {1, . . . , r} we have m ≤ β j + β ′ j . There exists a unique j + ∈ J D ⊆ {0, . . . , r + } such that λ j = λ + j + . By Lemma 9.6 below we have β j + β
Lemma 9.6. With the above notations, we have 
Remark 9.7. Corollary 9.4 can be proved directly by letting D = D ′ in the proof of Theorem 9.1. Then the last two lines of that proof can be replaced by the conclusion f D ≤ β j + β We have the following lower bound of ℓ D .
Proposition 9.13. If D is isoclinic with a D = 1 then ℓ D ≥ min{c, d}.
Proof. Let q = min{c, d}. We calculate ℓ D ≥ δ q (M) = β q (M) − α q (M) = q using Lemmas 9.11 and 9.12.
Corollary 9.14. Assume that D is isoclinic with a D = 1 and |c − d| ≤ 2. Then we have ℓ D = min{c, d}.
Proof. We have min{c, d} ≤ ℓ D ≤ ⌊2cd/(c + d)⌋ = min{c, d}.
The lower bound in Proposition 9.13 is optimal:
Example 9.15. Let D be the isoclinic p-divisible group with Dieudonné module M = E/EΨ for Ψ = F c + V d where cd > 0. Then ℓ D = min{c, d}.
Proof. This is a particular case of [Va3, Thm. 1.5.2]. We give here a direct proof. As the W (k)-basis Υ of M defined in Lemma 5.7 is annihilated by
It follows that α q+c+d (M) = α q (M) + d and β q+c+d (M) = β q (M) + d for q ∈ Z. We also have α −q (M) = −β q (M). Thus Lemma 9.12 gives a complete description of δ q (M) for all q, which implies that δ q (M) ≤ min{c, d} with equality when q = min{c, d}. Therefore ℓ D = min{c, d} by Lemma 9.11.
The following optimality result ends the proof of Corollary 1.5. We will show that Ψ can be chosen such that M is isoclinic and there exists x ∈ M \ pM with 
Possible values of isomorphism numbers
For a non-ordinary Newton polygon ν let N ν be the set of all possible values of n D = e D = f D = ℓ D for p-divisible groups D with Newton polygon ν. We make two fragmentary remarks on the structure of N ν . First, as two isogenous groups can be linked by a chain of isogenies with kernels annihilated by p, in view of Proposition 9.8 the difference between two consecutive numbers in N ν is at most 2. In certain cases we can say more (cf. Proposition 6.2): 
The number N h
Recall that N h is defined in Section 2 as the minimal number such that for all D and E over k of height at most h, we have e D,E ≤ N h . Proposition 9.20. We have N h = ⌊h/2⌋.
Proof. By Theorem 8.11 and Corollary 9.2 we have N h ≤ h/2. By Example 9.15 there exists an isoclinic p-divisible group D of slope 1/2 and dimension ⌊h/2⌋ with f D = ⌊h/2⌋; its height is 2⌊h/2⌋ ≤ h. As we have e D,D = f D by Theorem 8.11, we get that N h ≥ ⌊h/2⌋. We conclude that N h = ⌊h/2⌋.
Remark 9.21. In the last proof the reference to Example 9.15 can be replaced by [NV1, Example 3.3] if we use that f D = n D .
