Abstract-Classifier ensembles have emerged in recent years as a promising research area for boosting pattern recognition systems' performance. We present a new base classifier that utilizes Oblique Decision Tree technology based on Support Vector Machines for the construction of oblique (non-axis parallel) tests on the nodes of the decision tree inducted. We describe a number of heuristic techniques for enhancing the tree construction process by better estimation of the gain obtained by an oblique split at any tree node. We then show how embedding the new classifier in an ensemble of classifiers using the classical Hedge(β) algorithm boosts performance of the system. Testing 10-fold cross validation on UCI machine learning repository data sets shows that the new hybrid classifiers outperforms on average by more than 2.1% both the WEKA implementation of C4.5 (J48) and the SMO implementation of SVM in WEKA. The application of the particular ensemble algorithm is an excellent fit for online-learning applications where one seeks to improve performance of self-healing dependable computing systems based on reconfiguration by gradually and adaptively learning what constitutes good system configurations.
I. INTRODUCTION
ANY different algorithms for induction of classifier models if trained with a big and diverse enough dataset perform with very high accuracy. But each has its own different strengths and weaknesses. Some perform better over discrete data, some with continuous, other classifiers have different tolerance for noise, and they have different speed of execution.
The work presented here is focused on improving known machine learning techniques by introducing new ways of combining the strengths of different approaches to achieve higher performance. We implemented an oblique tree classifier called SVMODT that exploits the benefits of multiple splits over single attributes and combines them with Support Vector Machine (SVM) techniques to take advantage Manuscript of the accuracy of combined splitting on correlated numeric attributes.
To further boost the performance, particularly over noisy data and changing environments, we implemented a classifier ensemble with base classifiers, the SVMODT classifiers mentioned. The resulting system provides highly accurate classification in diverse and changing environments, as exhibited in extensive results with UCI Machine Learning repository datasets.
II. OBLIQUE DECISION TREES
Tree induction algorithms like Id3 [3] and C4.5 [1] create decision trees that take into account only a single attribute at a time. For each node of the decision tree an attribute is selected from the feature space of the dataset which brings maximum information gain by splitting the data on its distinct values. As an example consider an attribute X 1 having values a, b and c. We split the data in three subsets where in the first X 1 is a, in the second b and in the third c. This attribute is selected as a best split for the current node of the tree if the split brings maximum information gain on the subset's classification. The information gain is calculated as the difference between the entropy of the initial dataset and the sum of the entropies of each of the subsets after the split.
Let info(T) be the average amount of information to identify a class of information in T. Then
is the amount of information to identify each of the subsets − gain(X) = info(T) -info x (T) is the information gain by partitioning the data on test X Id3 selects at each node the split on the attribute which gives the biggest gain.
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Vlado Menkovski, Ioannis T. Christou, and Sofoklis Efremidis Such trees make splits parallel to the axis in the feature space of the dataset. On the other hand, oblique decision trees split the feature space by considering combinations of the attribute values, be them linear or otherwise (see Fig. ) [4] . Oblique decision trees have the potential to outperform regular decision trees because with a smaller number of splits an oblique hyperplane can achieve better separation of the instances of data that belong to different classes.
A. Using Support Vector Machines as Test Creators for Multiple Numeric Attributes
SVM builds an optimal hyper-plane (or multiple hyperplanes) separating the instances of data belonging to different sets, settings the hyper-plane's position so that it maximizes the margin of each class from the hyper plane, while minimizing the number of points lying on the "many" side of the hyper-plane. The result of the SVM technique is a hyperplane described by the equation w T x+w 0 = 0. This approach brings high accuracy in the separation of the data.
B. The ODT-SVM Algorithm
The algorithm that realizes the idea of building Oblique Decision Trees by using Support Vector Machines -ODT-SVM [4] is the basis for the J48-SVM-ODT implementation. The algorithm is given in Fig. 2 where X denotes the original input training data-set, N the cardinality of the input training data-set, and Nt the cardinality of the data-set of node t. The main thing to notice is that the embedded SVM algorithm is not applied to the whole attribute set of the training data-set available at the current node, but to the projection of this dataset on the sub-space of continuous attributes. Clearly then, the proposed algorithm is identical to classical C4.5 system on data-sets that consist of discrete attributes only. 
C. Heuristics for Improving Performance
Many further improvements were introduced to boost the overall performance of the system. As with many classification algorithms decreasing the size of the decision tree brings better generalization; this is why most tree algorithms implement pruning heuristics. It is also beneficial to introduce pre-pruning techniques like stopping conditions in order to improve the performance of the induction if the further splits bring very little benefit to the classifier.
1) Pruning Principles
The partitioning method for tree induction will continue subdividing the set of training cases until each subset in the partition contains cases of a single class, or until no test offers any improvement. The result is often a complex tree that "over fits the data: by inferring more structure than is justified by the training cases" [1] . To overcome this problem and achieve better generalization a mechanism for pruning the decision tree is implemented. The pruning mechanism substitutes branches on an attribute with a leaf when the pruning criteria have been met. The pruning mechanism used is Reduced Error Pruning [7] , which assesses the error rates of the tree and its components directly on the set of separate cases. For a given confidence level CF, the upper limit on the probability of error can be found from the confidence limits of the binomial distribution; this upper limit is U CF (E, N) where N is the number of training cases and E is the number of training cases that are miss-classified. N×U CF (E, N) is the predicted error for each leaf. If the sum of these errors is larger than the predicted error of the parent node the split is pruned and the parent node becomes the leaf. When a node is pruned it takes a sum of the distribution of all of its children and the class associated with this node is taken to be the class of the majority of all the training cases.
2) Clustering of Node Instances
The use of a hybrid of decision trees and linear combination splits like SVM gives possibilities of creating multiple hyper plane splits over the same feature space, achieving better precision. But the design of the SVM algorithms is such that the areas near the hyper plane have more errors than areas far away from the hyperplane. In other words we can classify data points with much higher accuracy when they are far from the separating hyperplane than when they are close to the hyperplane. The presence of these low certainty regions near the hyperplane lead to lower total accuracy of the SVM split. In order to overcome this effect the SVM-ODT algorithm clusters the training data of the current node using as single criterion the distance of the point from the separating hyperplanes found by SVM. Clustering is done via an application of the well-known very fast X-Means algorithm [9] which has the added advantage of automatically computing the optimal number of clusters in the problem set. The resulting clustering is taken to be a new split of the data set of the current node and its information gain is evaluated using the heuristics described above. In Fig. 3 the x-axis shows the distance of each point from the chosen SVM hyper-plane. Note that when more than 2 classes are involved, there are multiple hyper-planes produced, and clustering is done on a R L vector space where L is the number of hyper-planes produced by the SVM algorithm. The idea behind the clustering is to identify the areas of high accuracy against the areas of low accuracy. The low accuracy areas are expected to be near the hyperplane or spreading on both sides of the hyperplane. By splitting in this manner the high accuracy areas can end up as leaves in the SMV-ODT tree with high confidence on the classification and the low accuracy areas can be further spitted on a single or multiple attributes in order to divide it into more precise regions.
3) MDL-based Gain Computation
The Minimum Description Length (MDL) principle is a relatively recent method for inductive inference that provides a generic solution to the model selection problem. MDL is based on the idea that any regularity in the data can be used to compress the data, i.e., to describe it using fewer symbols than the number of symbols needed to describe the data literally. The more regularities there are, the more the data can be compressed [5] . MDL procedures automatically and inherently protect against over-fitting. The MDL principle is integrated into J48 such as that the value of particular information gain is lowered by the length of the message carrying the explanation of the split. This way complex splits are discouraged against simple splits of the data. The MDL principle in J48 is implemented by calculating the binary coding cost of the index of the attributed on which the split is proposed and the cost is subtracted from the information gain.
The SVM split in SVM-ODT algorithm uses more than one attribute for splitting so the MDL is implemented analogously to J48 by subtracting the coding of all the attributes used in the split from the information gain.
The SVM Clustering Split MDL is implemented by calculating the coding cost for the SVM Split as described plus adding to this the cost of coding the clusters. This value is subtracted from the information gain also.
The MDL principle should reduce the size of the trees and prevent over-fitting in the model but better compression of the SVM-ODT and SVM-ODT Clustering coding should bring less decrease in the information gain of these two algorithms and preferable results (this can be seen in the results section).
III. SVM-ODT IMPLEMENTATION DESIGN
The implementation of the system uses the WEKA platform. WEKA (Waikato Environment for Knowledge Analysis) is a popular suite of machine learning algorithms written in Java and developed at the University of Waikato [2]. The WEKA platform provides a powerful set of utilities for loading of different types of datasets, architecture for classifiers, clusterers as well as functionalities for cross validation of the models. The platform also provides a GUI for executing the algorithm on different data sets as well as many other implementations of classification algorithms.
Besides providing an API for building and validating machine learning algorithms WEKA carries also implementation for many modern machine learning algorithms some of which are tightly integrated into the implementation of this system. 
B. SVM-ODT Split
The SVM-ODT split is implemented in the SVMSplit class which takes all the continuous attributes from the feature set and builds a SVM using the SMO implementation in WEKA. Then the dataset is split into subsets one for each of the classes of the dataset. The information gain of the split is calculated and returned to the model selector to decide which split brings most gain. 
C. SVM-ODT ClusteringSplit
The clustering model is implemented by the SVMClusteringSplit class. This class uses the previously generated SVM by the SVM-ODT split to improve performance avoiding recalculation the SVM hyperplane. Then a distance function calculates the distance from the (possibly more than one) hyperplane using the modified implementation of SMO called ClusterableSMO which is extended to include the SVMDistance method. The clustering algorithm used is XMeans the XMeans [9] clustering algorithm implementation for WEKA. XMeans returns the number of clusters as well as the cluster each datapoint is assigned to. The result of the SVM-ODT clustering split is a number of subsets each one corresponding to a cluster of XMeans. The clusters far away from the hyperplane are expected to purely belong to one class and the clusters near or around the center ought to have mixed values.
IV. SVM-ODT PERFORMANCE
The results from the testing of the J48-SVM-ODT algorithm with UCI M2 repository datasets are shown in TABLE I. All tables report accuracy obtained via 10-fold cross-validation. 
V. USING SVM-ODT IN ONLINE LEARNING SETTINGS
In order to exploit the SVM-ODT algorithm in an Online Learning Settings we use it as a base classifier in an updatable classifier ensemble. The ensemble uses weight majority algorithm to boost the decisions of the more accurate classifiers. The weights of the base classifiers are continually updated based on their classification accuracy. As the environment changes the ensemble online adapts to the changes. Further improvements would be discarding individual classifiers and training new ones with the latest data points. The algorithm used for the classification ensemble is Hedge(β).
A. The Hedge(β)<SVMODT> System
Hedge(β) [6] , [8] is a direct generalization of Littlestone and Warmuth's weighted majority algorithm [10] . The algorithm maintains a vector of weights for each classifier in its ensemble. The weights are values between 0 and 1 and they change overtime depending on the performance of the classifier the weight is assigned to. This is an online learning algorithm which means that it adapts to the changes in the environment. The weights of the classifiers are scaled according to the current accuracy of the classifier. The classifier that is most accurate has the largest weight which can be interpreted as the probability of this classifier accuracy. When a new instance comes the classifiers all classify it, the classification distribution that Hedge(β) returns is a weighted sum of the distribution of all of the classifiers. When a feedback of the actual class of the instance is received the weights of the classifiers that misclassified the instance is lowered by the factor β. This way the algorithm continuously boosts the better classifiers.
An extension of the Hedge(β) algorithms discards classifiers that reached the low threshold of the weight and new classifiers are trained with only the most recent instances that will come in their place. This way the Hedge(β) algorithm benefits from the diversity of classifier assembles and also is capable of online learning to the changes in the environment.
This implementation for WEKA works with multiple classifiers of different types which are initially trained on slightly different datasets and weighted homogeneously.
VI. ENSEMBLE COMPUTATIONAL RESULTS
The accuracy of the Hedge(β) algorithm on UCI datasets is given in TABLE II. For the simulation the ensemble consisted of ten J48-SVM-ODT instances. Each instance of a base classifier was trained on different 90% of the data and the accuracy reported was obtained using again 10-fold cross validation.
VII. OBLIQUE DECISION TREES RESULTS COMPARISON
Other efforts have also explored use of Oblique Decision Trees for classification. Murthy, Kasif and Salzberg [11] describe the algorithm OC1 that uses deterministic hill climbing with randomization to find oblique hyperplane split and form nodes of an Oblique Decision Tree. The results of OC1 compared to J48-SVM-ODT are with lower accuracy as shown on couple of overlapping datasets (breast cancer, ionosphere, diabetes), only a slight difference on the Iris dataset (95.33 to 96%).
In the research of Setiono and Liu [12] a hybrid approach using Artificial Neural Nets and Decision Trees is showing improvement in performance over other tree classification algorithms. The results compared with J48-SVM-ODT on common datasets show that J48-SVM-ODT performs better. On the ionosphere dataset J48-SVM-ODT has 4% superior performance and on other datasets the results are close (breast cancer, iris, and diabetes).
An evolutionary approach is considered by Cantú-Paz and Kamath [13] for building Oblique Decision Trees. Even though the classification accuracy results do not over perform J48-SVM-ODT the stated speed of Decision Tree evolution can be very beneficial in specific implementations. Oblique Decision Trees with nonlinear splits are explored by Ittner and Schlosser [14] . This interesting approach proves improvement in accuracy in particular datasets like the iris over J48-SVM-ODT but on average the performance is lower. 
VIII. CONCLUSIONS AND FUTURE DIRECTIONS
We have designed and implemented a classifier ensemble using Oblique Decision Trees combining C4. 5 and Support Vector Machines that shows improvement over both C4.5 and SVM because it is capable of implementing several SVM splits and executing better separation in several regions. The addition of clustering SVM splits further improve the performance in cases where there is a region of uncertainty on the borders between separate regions.
Future improvements in the SVM-ODT classifications are also possible. The MDL implementation for the SVMSplit as well as the SVMClustering split brought some decreased performance in particular datasets. An effort to find a better compression for describing the split might result in improved performance as well.
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