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Abstract
This thesis contains experimental observations of fundamental nuclear spin properties in
single self-assembled quantum dots (QDs). Using optically detected nuclear magnetic
resonance (NMR) techniques, we investigate both the dense quadrupolar nuclear spin
system of III-V InGaAs/GaAs dots and for the first time the dilute nuclear spin bath of
II-VI CdTe/ZnTe QDs at large external magnetic fields. Non-resonant optical pumping can
be used to demonstrate dynamic nuclear polarisation (DNP) of the spin bath (> 60 %) and
changes in the nuclear magnetisation can be probed through changes in the hyperfine shifts
of the spectral exciton emission lines. We present the first direct measurement of DNP in
the CdTe/ZnTe QD system containing only a few hundred nuclear spins. We observe a
robust nuclear polarisation formed via quantum well states and a system governed by a
strong Knight field (from the confined electron) as well as spectral wandering effects due
to charge fluctuations in the environment.
Using a newly developed continuous wave (cw) NMR technique as a tool for QD structural
analysis, the structure of single, self-assembled QDs (with only 105 nuclei) in different
InGaAs/GaAs samples were determined. The first measurement of NMR signal from low
strain nuclei revealed shallow, disc-like shapes for the QDs with the electron wavefunction
penetrating significantly into the weakly strained surrounding GaAs barrier layers.
Finally, we compare the nuclear spin bath properties for an InGaAs/GaAs QD with and
without a resident electron. Using cw radiofrequency excitation with a spectral shape of
a frequency comb, the underlying homogenous nuclear linewidth could be extracted from
the large strain induced inhomogeneous broadening. By all indications, the presence of a
single electron spin trapped in a QD has a detrimental effect on the nuclear spin bath due
to cotunnelling with electrons in the Fermi sea and the Knight field.
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Chapter 1
Introduction
In the last century or so, quantum mechanics (QM) has become one of the fundamental
pillars of our understanding of the universe. Its philosophically unintuitive statements have
been confirmed by numerous ground-breaking experiments. Though originally developed
to understand the properties of sub-atomic particles, research in the last few decades
has steered towards harnessing the properties of quantum systems to store, process and
transmit information.
The development of computation has certainly been a fascinating journey undertaken by
human kind. Since the pioneering work by Charles Babbage on the ‘Analytical Engine’
through the concepts proposed by Alan Turing on computational algorithms to the modern
day micro chips containing billions of transistors. The number of atoms that are required
to form a transistor is continuously decreasing and clearly at some point there is a limit to
the computing power of such ‘classical computers’. However, if the strange properties of
quantum mechanics can be controlled to create a ‘quantum computer’, certain tasks could
be solved far more efficiently than even the most powerful classical counterpart.
The first proposals to use quantum effects to create a computer were made by Richard
Feynman [12] and others [13–15]. These quantum computers would be able to compute
certain problems such as Shor’s prime factorization [16], Grover’s list search [17] and the
‘quantum random walk’ [18] algorithms much more efficiently by scaling polynomially
with time (as opposed to exponentially for their classical counterparts). Such a computer
would be based around quantum bits or ‘qubits’. In contrast to the classical bits which
can only be in the state “0” or “1”, a qubit is written as Ψ = a |0〉 + b |1〉 and is a linear
combination of both |0〉 and |1〉 states. This wavefunction Ψ is probabilistically defined so
that the normalisation condition holds for the probability amplitudes |a|2 + |b|2 = 1.
1
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The fundamental requirements of a qubit to realise a fault tolerant quantum computer
were set out by the DiVincenzo criteria [19] and later summarised [20] into 3 more general
categories:
• scalability - it should be possible to create many qubits with the ability to control
each one individually, without the cost of external resources (including space, time
and energy) growing exponentially,
• universal logic - a finite set of universal quantum logic gates should exist to control
all necessary computing operations,
• correctability - the system is able to be efficiently initialized into and measured from
a specific quantum state.
These categories are difficult to implement all together as they require a strong interaction
for fast initialisation and readout but enough isolation from the surrounding environment
for long coherence times so that a state can be stored in ‘memory’. Divincenzo also added
additional criteria regarding the ability to convert between a ‘stationary qubit’ and a
‘flying qubit’ (such as a photon) so that small quantum circuits can communicate with
each other to form larger quantum computers.
Several directions of research have ensued to find systems that can be used as the hardware
for quantum computers [20] including individual atomic ions trapped by electric fields [21–
23], nuclear spins in liquid solutions [24–26], superconducting Josephson junctions [27–29],
single impurities in crystals such as silicon [30–32] or Nitrogen Vacancy (NV) centres in
diamond [33–35] and last but not least quantum dots (QDs). QDs confine charge carriers
(electrons and holes) in all 3 spatial directions and can be formed in a variety of ways such
as electrostatic confinement [36], colloidal crystals in solution [37], fluctuations at crystal
boundaries [38, 39] and self assembled QDs due to lattice mismatch [1, 40].
1.1 Motivation for using quantum dots
Throughout the work presented in this thesis, only samples containing self assembled QDs
were studied and most experimental results will be from an individual dot. It is beyond
the scope of this brief background to provide a complete comparison between all of the
potential qubit candidates stated above (for more information see [20]). Instead only the
advantages and disadvantages of the self assembled QD system shall be discussed.
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The most commonly studied compound semiconductor self assembled QD systems use
III–V materials such as Indium Arsenide (InAs) or Gallium Arsenide (GaAs). The lattice
mismatch between InAs and GaAs causes a strain driven random growth process (see
Chapter 2.1). The single most important feature of these materials is that they have strong
light-matter interactions. Both InAs and GaAs are direct bandgap semiconductors and
there exists a strong optical transition [41] between the electron in the highest occupied
energy level (Valence band) and the lowest unoccupied level (Conduction band). This
allows photons to be absorbed and emitted very efficiently from the dots and they have
been identified as excellent single photon sources [42–45]. The spin degree of freedom of an
electron trapped in a QD is a good candidate for Divincenzo’s ‘stationary qubit’ and the
polarisation of the emitted photons can carry this information and act as ‘flying qubits’,
thus creating quantum networks. This well studied material system also benefits from years
of development in growth and processing techniques allowing for advanced nano-fabrication
technology. Since they are grown within a semiconductor matrix, additional structures can
be incorporated around the QD such as diodes [1, 46] for electrical charge control, cavities
[47] to enhance the optical coupling and waveguides [48, 49] for transporting of photons
within the crystal (leading to so called ‘on-chip’ integration).
However, there are also significant difficulties in taking these promising attributes and
having a developed, working quantum computer. Firstly, the carriers confined within a QD
can interact with phonons in the crystal lattice [50] which leads to dephasing. Moreover,
the self assembly process occurs randomly so the size and quantity of the grown QDs varies
across the surface of the crystal and each dot will emit at a different wavelength. Whilst
attempts have been made to deterministically control the sites at which QDs are grown [51–
53], the resulting dots are unsatisfactory since their optical properties are not as good as
randomly positioned dots. Finally, the confined spin in a self assembled QD is not isolated
from its surroundings; there are a large number (approximately 105 in InGaAs/GaAs QDs)
of fluctuating quadrupolar nuclear spins which create a time varying nuclear magnetic field
which again causes decoherence of the carrier spin [10, 54–57]. Whilst some of the issues
such as the site control of dots may be improved through clean growth conditions, some
issues like the presence of a fluctuating nuclear spin bath are an inherent part of the III-V
quantum dot system and can not be removed in a simple way.
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1.2 Outline of this thesis
The work contained within this thesis is to primarily understand the fundamental proper-
ties of the nuclear spins in single self assembled QDs. The aim is to manipulate and control
the nuclear spins so that a more stable environment is created for the confined carrier. The
nuclei are optically polarised and manipulated using specially designed nuclear magnetic
resonance (NMR) techniques and the NMR signal can be detected optically by looking at
the effect of the nuclear field on the electron spin states.
Typically there are two routes to decrease the amplitude of the nuclear spin bath fluctua-
tion: either align all the spins so that they don’t fluctuate (i.e. polarise the nuclear spins)
or use a system with less nuclear spins. For the former, high degrees of nuclear polarisation
can be already be achieved in InGaAs/GaAs [10, 58, 59] and GaAs/AlGaAs QDs [9] and
we use this fact as part of our pump-probe scheme (see Chapter 3), which is integral to
optical detection of NMR. For the latter, it has been shown in group IV semiconductors
such as isotopically controlled phosphorus in silicon that the electron spin coherence time
can be enhanced by many orders of magnitude [60] when isotopes with no nuclear spins
are used. As part of the work presented in this thesis (see Chapter 4), we look at an
intermediary system of II–VI Cadmium Telluride on Zinc Telluride (CdTe/ZnTe) QDs,
where most nuclei are spin free but still have good optical properties comparable to III–V
dots.
A brief description of the contents of each chapter is summarized below. After some initial
background and explanations of the experimental methods used, there are three chapters
containing separate, novel pieces of experimental research:
• Chapter 2 presents some of the basic concepts associated with self assembled QDs
including the growth procedure, electron, hole and nuclear spin properties. Also in-
cluded are the various ways in which the spins can be manipulated including electric,
magnetic and radiofrequency fields.
• Chapter 3 outlines the key experimental methods and equipment used throughout
this work. The most important techniques of photoluminescence (PL) spectroscopy
and optically detected NMR are explained as well as the necessary hardware required
(including the cryostat, optical setup and radiofrequency components).
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• In Chapter 4, the first direct measurement of the nuclear Overhauser field in the
dilute nuclear spin bath system of CdTe/ZnTe QDs is presented together with im-
portant properties such as the time dynamics, pump power and magnetic field de-
pendence. Together with this, the first detection of Cd and Te NMR signals in these
materials are also presented, indicating a system with a large Knight field due to the
confined electron and significant charge fluctuations.
• In Chapter 5, the structure of individual InGaAs/GaAs QDs using NMR spectra
and TEM images is analyzed. Since the nuclei are coupled to the strain within the
QD, important structural information of individual QDs may be determined from
NMR spectroscopy such as the chemical composition and the strain distribution.
A novel 3-band inverse NMR technique is developed and previously undetectable
signals from nuclei in low strain regions are able to be measured.
• In Chapter 6, direct experimental comparisons are shown between the neutral In-
GaAs/GaAs QD and a single electron charged state. Spatial inhomogeneity in the
electron-nuclear spin interaction is studied and the additional electron provides an
additional pathway to depolarise the nuclear spins.
• Chapter 7 contains the key conclusions and possible directions of future research
from the experimental results.
Chapter 2
Optically active self assembled
quantum dots
All experimental work in this thesis is conducted on semiconductor samples of individual
optically active, self assembled quantum dots. As the wording suggests, there are several
important characteristics to this system. The ‘quantum dot’ (QD) refers to the fact that
carrier spins (such as electrons or holes) are confined in all 3 spatial dimensions leading to
atom-like, discrete spacing between energy levels. ‘Optically active’ means that both an
electron and a hole are confined together and the system can be populated by an incoming
photon as well as recombine and emit a photon. ‘Self assembled’ describes how the growth
procedure occurs spontaneously and randomly driven by the crystal lattice mismatch.
The samples studied in Chapters 5 and 6 contain the most commonly studied system
of InGaAs QDs on a GaAs substrate and the material system used in Chapter 4 is the
potentially promising alternative of CdTe QDs on a ZnTe substrate. All samples were
grown using molecular beam epitaxy (MBE) but in this chapter, the concepts and the
growth procedure will be introduced through the InGaAs/GaAs QD system only. Most of
the discussion will also apply to CdTe/ZnTe QDs but any differences in growth methods
or specific properties will be included directly within Chapter 4.
Here, the fabrication techniques required to create self assembled QD samples are dis-
cussed. The basic properties of this system are explored including the energy level struc-
ture/transitions and finally the way the energy levels change with external fields is de-
scribed. Though the work in this thesis primarily concerns the nuclear spin properties,
it is essential to understand the electronic properties first because as we will see, the two
6
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systems are inherently intertwined. The interactions between the electron and nuclear
system is then discussed along with spin relaxation mechanisms.
2.1 Quantum dot sample growth
The first discovery of 3 dimensional confinement in semiconductor nanocrystals was made
by Ekimov [61]. Various types of QDs have already been discussed in Chapter 1, but
optically active QDs are fabricated primarily using epitaxial techniques such as molecular
beam epitaxy (MBE) [62] or metal organic vapour phase epitaxy (MOVPE) [63].
The word epitaxy refers to depositing layers of material onto a crystalline substrate along
a specific crystal axis. The QD samples used throughout this thesis were grown with
MBE. An MBE reactor consists of a very high vacuum chamber attached to a series of
cells containing pure elements such as In, Ga or As. Upon heating, these elements sublime
and can be directed into beams of gaseous atoms that are fed into the vacuum chamber.
To grow InAs QDs, beams of In and As condense onto the surface of a crystalline GaAs
substrate wafer and react to form (mono)layers of InAs. The crucial next step to create
3 dimensional confinement occurs because of the lattice mismatch between the InAs film
and the GaAs substrate (approx. 7 %) which leads to strain between nuclei in the two
materials.
The growth can then proceed in one of three distinct ways [64] depending on the surface
tensions of the film/substrate:
• monolayer by monolayer - Frank-van der Merwe (FM) growth [65],
• island growth - Volmer-Weber (VW) [66],
• a combination of the above methods where initially layers are grown, then islands
are formed - Stranski-Krastanov (SK) [67].
For the self assembled QDs studied in this work, the dots grow randomly via the SK growth
mechanism and there is a distribution in the size and energies of the dots depending on
various growth parameters such as pressure, temperature and deposition rates. Typically
InGaAs QDs have a diameter of about 20 nm and a height of 5 nm. The islands form on
top of the flat layer (called the wetting layer (WL)) as a way of relaxing the energy due to
strain in the growth direction and clean, defect-free QDs can form [68] provided the energy







Figure 2.1: Illustration of quantum dot growth. The left panel shows how the lattice
mismatch between the GaAs substrate (blue) and the InGaAs film (red) creates strain
in Stranski-Krastanov (SK) dots. The right panel shows how the growth progresses in
SK dots: 1) the initial GaAs substrate, 2) monolayers of InGaAs are deposited onto the
substrate and grow layer by layer (similar to Frank-van der Merwe growth), 3) the growth
then proceeds by forming islands (as in Volmer Weber growth), 4) Finally the dots are
capped with the substrate material (GaAs) to achieve a good confinement potential.
bandgap of the film (InAs) is smaller than that of the substrate (GaAs). Furthermore, the
InAs islands are capped (see Figure 2.1) with the substrate material (GaAs) to achieve
a good confinement potential [6]. This provides a better optical signal by moving the
interface between substrate and air further away from the QD layer. Also, this prevents
the formation of non-radiative pathways via surface state recombination which would
suppress the QD emission. It is worth mentioning that the system is usually labelled as
an InGaAs QD since a significant amount of alloying can take place. Even if the intended
film layer is purely InAs, intermixing between the InAs and GaAs layers occurs via surface
diffusion [69, 70] and the final island will be composed of some combination of In and
Ga atoms. Experimental evidence for this process is discussed in Chapter 5, where NMR
techniques are used to analyze the structure of InGaAs QDs.
The fabrication techniques for III-V semiconductor materials are now quite advanced
through 30 years of development and the QD layer can be embedded within more so-
phisticated heterostructures. The emission of the light from the QD can be enhanced
(in the growth direction) by growing distributed Bragg reflector (DBR) layers around the
dots. This consists of alternating layers of materials with different refractive index (such
as GaAs/AlGaAs). Light is partially reflected at the boundary between each layer and
this leads to constructive interference which can be tuned to enhance the emission at a
particular wavelength. To ensure light is emitted from the system in one direction, for
example the +ẑ direction up from the dot layer, an asymmetric set of GaAs/AlGaAs DBR
pairs are grown with more pairs below and less pairs above the dots. This forms a planar
microcavity consisting of two reflective “mirrors” that enhances the signal from the dots by




















































Figure 2.2: Schematic diagram of a typical Schottky diode hetrostructure. Top panel
shows the contents of each layer (not to scale). A highly n-doped region forms the back
contact of the diode and provides a large number of free electrons at the fermi energy.
Bottom panel shows the conduction and valence band edges for each of the layers. This
illustrates the confined QD states, the blocking barrier above the dot layer to prevent
charges reaching the surface. As a gate voltage VG is applied, the confined QD levels
can be tuned with respect to the Fermi level, thus allowing electrons to tunnel into the
QD from the n-doped layer. Adapted from [1]
overcoming the total internal reflection caused by the large refractive index of GaAs. The
top surface is a partially reflective mirror, which allows some light to escape and improves
the extraction efficiency of the signal.
Another important feature that can be achieved through fabrication techniques is charge
tuning [71, 72] where the number of electrons and/or holes in the QD can be controlled
by changing the bias voltage and embedding the system in a Schottky diode structure
[73]. This involves growing a highly n-doped region below the dot layer separated by an
undoped tunnelling barrier. The n-layer acts as a back contact for the diode and behaves
as a metallic conductor with many free electrons (also referred to as the Fermi sea). Above
the dots, a superlattice of alternating AlAs/GaAs is grown (which is faster to grow than
an AlGaAs layer) and since AlAs has a larger bandgap than GaAs, it acts as a blocking
barrier and prevents carriers flowing to the surface of the heterostructure (and prevents
injection of electrons from the top contact). Finally, a layer of Titanium/Gold is grown
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on the surface which acts as a top contact for the diode, which has to be semi transparent
to allow for the QD signal to be collected.
A depiction of the heterostructure and the band gaps of the various layers of the diode are
shown in Figure 2.2. When a gate voltage VG is applied between the top contact and the
back contact, the electric field in the vertical direction can be controlled and this allows
the tuning of the QD energy level with respect to the Fermi level of the electrons in the
Fermi sea (of the back contact). Depending on the voltage applied and the level of doping,
when the Fermi level is close to the ground state of the QD, an electron can tunnel into
the dot from the Fermi sea and the dot will be occupied by a single electron. By changing
the bias, we can control the charge state of the dot so that it may be unoccupied, charged
with a single electron or with 2 electrons. Under reverse bias (VG < V1e), the Fermi energy
of the reservoir is below the lowest lying energy level of the QD and no electrons tunnel
into the dot. As the forward bias is raised to V1e ≤ VG ≤ V2e, one electron can tunnel
into the dot because the lowest QD level is below the Fermi energy (this configuration is
shown in Figure 2.2 where the dot is occupied by a single electron). Further electrons are
blocked by the Coulomb repulsion of the electron that is already present in the dot. A
further forward voltage of VG > V2e is required to overcome the effect of this “Coulomb
blockade” and then a second electron can also tunnel into the dot [74].
2.2 Electronic states and optical properties of quan-
tum dots
Quantum confinement of the carriers in the QD region occurs because of a mixing of two
different materials with different bandgaps. The bandgap of pure GaAs bulk material at
liquid helium temperatures is ≈ 1.52 eV [75]. The bandgap of the InGaAs QD region
(and hence the confinement potential) depends strongly on the ratio of In to Ga [76] with
more indium reducing the band gap and also depends on the strain distribution and the
temperature [77, 78]. At low temperatures, the direct bandgap of pure InAs is ≈ 0.43 eV
[79]. The structure of the band alignment between InGaAs and GaAs is of type I, meaning
that the conduction band (CB) edge of the QD region is lower compared to the bulk GaAs
and the valence band (VB) edge is higher, both of which act to reduce the bandgap and
provide confinement for both electrons and holes. In the InGaAs region, discrete atom-like
energy levels are observed as opposed to the continuous band-like density of states in the
bulk semiconductor.









Figure 2.3: Band structure diagram of a bulk GaAs semiconductor near the centre of
the Brillouin zone. The conduction band (red) only has a single band whose minima is
separated in energy with the valence band edge (blue) by a bandgap Eg. There are 3
sub bands in the valence band - the heavy hole (HH), the light hole (LH) and the split
off (SO) band which is offset by the spin orbit splitting ∆ of a few hundred meV. The
HH and LH bands are degenerate at the the Γ point (k = 0) but for k 6= 0, the LH band
gets increasingly further in energy than the HH band with respect to the conduction
band edge.
The CB is created by the underlying highest unoccupied orbitals of the atoms that form
the semiconductor. The bands of energy form when the individual atoms are brought
close together like in a semiconductor lattice and their discrete atomic levels become
continuous bands of allowed energies. In the case of III-V materials, the CB contains
predominantly s-type electrons with no orbital angular momentum (L̂ = 0) and the VB
has predominantly hybridised p-type electrons (or holes if the electron has been excited to
the CB) with angular momentum L̂ = 1 [10, 80] and some contribution from the d-orbitals
[81]. The total angular momentum (Ĵ) is the sum of the orbital (L̂) and spin (Ŝ) angular
momentum:
Ĵ = L̂ + Ŝ. (2.1)
By choosing the quantization axis to be parallel to the QD growth axis (+ẑ), the total
angular momentum of the CB electron is simply je = se = 1/2 with a projectionmj,e = ±1/2,
which corresponds to the spin up/down electron states (which shall hereby be labelled
↑ / ↓).
Chapter 2. Quantum Dots. 12
For the VB hole, the situation is more complex because there are 3 distinct projections
ml,h = [1, 0,−1] for a lh = 1 state. Now, because the orbital angular momentum is no
longer zero, the effects of the spin-orbit interaction dictate the band structure for the
hole states. The spin-orbit interaction [80] originates from the fact that if the electron
moves with respect to some potential (such as the electric field due to the nucleus), it
will experience an effective magnetic field acting on its magnetic moment. This field
is parallel to the orbital angular momentum of the electron and it shifts the energy of
the electron magnetic moment depending on the orientation of the electron spin1. The
spin-orbit interaction has a form that is proportional to L̂ · Ŝ, so the spin Ŝ and orbital
momentum L̂ are inherently linked and the only conserved quantity now is the total
angular momentum Ĵ for J = 3/2 particles.
The eigenvalues of Ĵ for the holes are jh = 3/2 and jh = 1/2 and each of these states
have spin projections of half-integer values. For the jh = 3/2 band, the projections may
be mj,h = [+3/2,+1/2,−1/2,−3/2] and for the jh = 1/2 band, also referred to as the split-off
(SO) band, msoj,h = [+1/2,−1/2]. The split-off band is separated in energy from the jh = 3/2
by the spin-orbit splitting of ∆ ≈ 350 meV for InGaAs QDs [82]. Furthermore states with
mhhj,h = [+3/2,−3/2] in the jh = 3/2 sub band are referred to as heavy hole (HH) states
and those with mlhj,h = [+1/2,−1/2] and jh = 3/2 are called light holes (LH). In the bulk
semiconductor, the HH and LH states are degenerate at the centre of the Brillouin zone
(also referred to as the Γ point where k = 0, see Figure 2.3). But in self assembled QDs,
the degeneracy is lifted due to strain and quantum confinement effects and typically there
is a HH-LH splitting EHL of several tens of meV [10]. The lowest energy state (ground
state) is mainly of HH type (though can have a light hole character in some cases[83]) and
transitions involving the CB electrons and the HHs are the most important and dominant
interactions, but anisotropy in the shape and rotational symmetry breaking [84, 85] can
cause HH-LH mixing and transitions to the light hole states are possible with different
probabilities [5].
To summarize the VB states, the holes are split into 3 sub-bands where the split-off band
can usually be neglected because it is relatively far in terms of energy from the heavy
hole/light hole bands. In self assembled QDs, the heavy hole band is the ground state and
is the most important when considering optical transitions with the CB electron, but there
can be significant mixing between the heavy hole and light hole states due to asymmetry
in the growth process.
1in Atomic Physics, the spin-orbit interaction is responsible for the fine structure splitting of atomic
energy levels
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Figure 2.4: The band gaps and important energy offsets in the InGaAs/GaAs self
assembled quantum dot system at liquid helium temperatures. a) the confinment in
the growth direction is strong and the potential acts like a finite square well leading
to discrete energy levels. b) the confinement is weaker in the lateral x-y plane and
can be treated as a 2D parabolic potential. Due to the cylindrical symmetry in the
x-y plane, there are 1, 2, 3... pairs of opposing spin electrons or holes for the s, p, d...
states. Only the heavy hole states are considered in this figure. The electron ground
state energy level is offset from the minimum in the InGaAs conduction band edge by
Eoffs1e ≈ 400-500 meV and the heavy hole state is offset by E
offs
1hh ≈ 70-100 meV from
the maximum in the valence band edge. The intershell separation between the s and
p-shells are Es−pe = 15-60 meV for the electron and E
s−p
hh = 10-40 meV for the heavy
holes. All values are approximate (from [2–4]) and the actual numbers vary significantly
between individual dots.
As discussed in Section 2.1, the width of self assembled QDs is typically larger than the
height by a factor of ∼ 5. So the confinement is much stronger in the growth direction
[10] than the x-y plane and the confinement potential can be considered separately [2]. In
the growth direction, the confinement can be approximately modelled by a finite square
well and in the lateral dimensions, a 2D parabolic potential [86] can be used, which gives
cylindrically symmetric orbitals (s, p, d etc.) similar to atomic energy levels except only
in the two x-y dimensions. A summary of the band structure and the energy levels due
to the confining potentials can be found in Figure 2.4. If we denote the energy levels as
s, p, d... in the vertical direction and treat the z confinement as a fixed energy offset, due
to the cylindrical symmetry in the x-y plane, additional sub-shells are formed analogous
to the atom. Considering the optically active configurations of these degnerate sub-shells
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[87], an s-shell may accommodate 1 opposing spin pair of electrons (or holes), a p-shell
can accommodate 2 spin pairs and a d-shell can hold 3 pairs.
2.2.1 Excitons and optical selection rules
As has been established thus far, self assembled QDs provide quantum confinement in all
3 dimensions to a nano-scale volume and thus create discrete atom-like energy levels for
electrons and holes. At room temperature, this system would be overwhelmed by thermal
excitations (phonons with energy kBT , where kB = 1.38 × 10−23 J/K is the Boltzmann
constant and T is the temperature in Kelvin) which would promote electrons to the higher
energy states. For InGaAs/GaAs and GaAs/AlGaAs systems, the electrons and holes
would escape from the dot entirely. All our experiments (see Section 3) are performed at
liquid helium temperatures of 4 K and such cryogenic temperatures (typically < 50 K)
ensure that the spacing between the discrete energy levels are sufficiently larger than the
thermal energy of the electrons. So if a single electron or hole is generated within the QD
it will only occupy the lowest energy states.
The InGaAs/GaAs QD system used in this work contains direct bandgap semiconductors
and so interact strongly with photons of light without the need to absorb additional energy
from the crystal in terms of phonons. The system may be driven “resonantly” where a
photon (with energy equal to the difference in energy between the two levels) excites an
electron from the VB to the CB leaving behind a heavy hole in the VB. The bound pair of
electron and hole is called an exciton and can be treated as an electrically neutral quasi-
particle in its own right. The main reason the individual electron and hole are treated as
an exciton and not separate is because of the strong confinement in the volume of the QD.
This reduces exciton scattering and narrows the homogeneous linewidth (first seen in 1982
[88]) and in fact optical linewidths of QDs can be very narrow and reach the radiative
lifetime limit [89]. There is an additional effect which is caused by the direct Coulomb
and exchange interaction between the negatively charged electron and the positive hole.
The Coulomb attraction is responsible for the exciton binding energy (and is enhanced by
the QD confinement) which lowers the exciton transition energy by about 10-30 meV in
InGaAs QDs [90, 91] and is considerably larger than the bulk binding energy of excitons
(in GaAs, the binding energy is 4.2 meV [92]).
Another way in which the system may be populated optically is called “non-resonant”
excitation, where a photon of higher energy than the QD resonance is absorbed and an
electron-hole pair is created in higher order states such as the p (referred to as p-shell









Figure 2.5: Schematic diagram to show the non-resonant excitation of carriers in a
quantum dot. If non resonant excitation is applied in the wetting layer (WL), electrons
from the valence band are excited into the conduction band leaving behind holes. Nearby
carriers are quickly captured into the higher QD shells and subsequently relax into the
lower shells non-radiatively. Finally the electrons/holes recombine and emit a photon
which can be detected optically.
excitation) or d energy levels or even the wetting layer/barrier. These carriers are then
captured by the QD very quickly (on a picosecond timescale) and this relaxation process
occurs much faster than the radiative lifetime of the ground state of the QD exciton
(nanosecond timescale [1]). The exciton can be detected optically as the carriers finally
recombine and emit a photon with the same energy as the exciton’s resonant excitation
energy (see Figure 2.5). This is useful because the incoming non-resonant laser light will
have a different energy (frequency) than the light emitted by the QD exciton and allows
the observer to easily identify emission lines from single or multiple dots in non-resonant
photoluminescence (PL) spectra. If the laser has the same energy as the dot, scattered
laser light needs to be suppressed to differentiate it from the actual emission from the QD
exciton. There are techniques to achieve this such as cross polarisation, where excitation
is with a linear polarised laser and detection with an orthogonal linear polarisation would
suppress the scattered laser and is used for example in detecting resonance fluorescence
signals [93].
Due to parity and angular momentum conservation rules, only certain transitions are
“allowed” when exciting a QD optically. Concerning parity [74], between the bands, only
states with the same orbital angular momentum are allowed (such as se ↔ shh or pe ↔ phh)
and within a band relaxation takes place between states whose orbital angular momenta
differ by ±1 (se ↔ pe). The angular momentum of an electron in the QD is altered
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when a photon is absorbed by a value of ±1 depending on whether σ+/σ− (left or right
circular) polarised light is used. This is because the photon itself has a total angular
momentum of magnitude 1 and to conserve angular momentum, this photon must induce
this change in angular momentum in the created exciton. Hence, the neutral exciton state
(denoted X0) can consist of two circularly polarised states whose spins are anti-parallel:
the J = mj,e + mhhj,h = −1/2 + 3/2 = +1 state (which can also be labelled |↑⇓〉 2) and
the J = mj,e + mhhj,h = +1/2 − 3/2 = −1 (|↓⇑〉) and they are collectively known as “bright
excitons” because they are optically allowed. The parallel spin configurations with J = ±2
(either |↑⇑〉 or |↓⇓〉) are called “dark excitons” and they are optically disallowed as they
would require twice the angular momentum transfer of a single photon.
These selection rules discussed so far assume an idealised system. In practice, the self
assembly process is unclean and leads to asymmetry in the dots (even of atomic scale [94])
and significant HH-LH mixing can occur (as discussed in Section 2.2) and also the QD
quantization can be tilted slightly with respect to the incoming laser. Therefore these
rules are relaxed in a real system and forbidden transitions can be observed [4] such as the
dark neutral exciton states using low power optical excitation [59].
2.2.2 Exciton fine structure
Fine structure in the ground state exciton occurs due to the exchange interaction between
the electron and the hole spin [4]. The fine structure is also affected by the Zeeman
interaction when an additional field is applied and furthermore by the nuclear spins via
the Overhauser shift, but we will limit our discussion here to an unpolarised nuclear spin
bath. The effect of the exchange interaction takes into account the orientation of the spins
and adds correction terms to the energy level diagram through shifts and splittings of the
exciton states.
Asymmetry in the self assembly process (even at an atomic scale) can cause an irregular
elongation in the shape of a real QD and it causes mixing of the two bright excitons and the
two dark excitons due to the exchange interaction [5]. So at zero external magnetic field,
the pure circularly polarised states are mixed together and the total angular momentum
is no longer a good quantum number. The bright exciton states become linearly polarised
and are not degenerate with the following eigenstates for the bright excitons
2Here the single arrows ↑↓ represent the electron spin with spin projection sz = 1/2 and the double
arrows ⇑⇓ represent the heavy hole spins with projection of the total momentum jz = 3/2




















































|B+〉 ∝ |↓⇑〉+ |↑⇓〉






Figure 2.6: Correction terms and fine structure of the neutral exciton in self assembled
QDs (not to scale). Quantum confinement in the dot creates discrete energy levels
and the neutral exciton is formed when a single electron-hole pair populates the dot.
The Coulomb interaction lowers the exciton transition energy by the exciton binding
energy EBX0 = 10 − 30 meV in InGaAs dots. The spin-orbit interaction (caused by
reduced symmetry) splits the p-type hole bands into the heavy hole (HH) and light
hole (LH) states with a HH-LH splitting EHL of several tens of meV. The exchange
interaction between the electron and hole causes the splitting of bright (antiparallel
spins that are optically active) and dark (parallel spins that do not interact with photons)
exciton states. The isotropic part splits the bright states from the dark by the electron-
hole exchange energy δ0 = 100 − 300 µeV and mixes the dark states with splitting
δD = 0 − 100 µeV. The anisotropic exchange interaction, which changes considerably
based on asymmetry in the formation of the dot, causes the fine structure splitting
between the bright excitons δB = 40− 200 µeV [5]. The pure bright states |↓⇑〉 and |↑⇓〉
are circularly polarised (σ+/σ−) but due to the mixing of the states, the observed bright
exciton states at zero external magnetic field are linearly polarised (ΠX/ΠY ).
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∣∣∣B±〉 = 1√
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(|↓⇓〉 ± |↑⇑〉). (2.3)
Two types of exchange interaction may be considered: a short range isotropic interaction
which is characterized by the probability of finding the electron and hole in the same
part of space and a long range anisotropic interaction where the electron and hole are not
in the same space. The isotropic part is present in all dots and gives rise to a splitting
between the bright and dark exciton pairs called the electron-hole exchange energy δ0 =
100−300 µeV. It also creates a small splitting between the two dark exciton (D+ and D−)
states δD = 0− 100 µeV. The anisotropic part of the exchange interaction varies strongly
from dot to dot and splits the two bright exciton states (B+ and B−) by the fine structure
splitting δB = 40− 200 µeV.
The effects of the exchange interaction on the energy levels of the neutral exciton are
summarized in Figure 2.6 alongside the effect of the spin orbit interaction from Section
2.2. Optical emission of the biexciton state also shows a fine structure splitting at zero
magnetic field but unlike the exciton (due to the initial state of the transition), it arises
from the finalX0 state of recombination [4]. The charged trion states show no fine structure
splitting at zero magnetic field. The exchange and coulomb interactions do renormalise
the transition energies of the trions [10], but because the initial state is a single electron
or hole and it interacts with a spin singlet pair of holes or pair of electrons, according to
Kramer’s degeneracy theorem [5, 95], there is no exchange energy.
2.2.3 Charged excitons and biexcitons
Additional types of exciton can be formed within self assembled QDs by generating further
carriers in the QD. The dot may naturally be occupied by an extra electron or hole
by growing the appropriate doping layer near the dot and with the appropriate doping
concentration and tunnelling barrier, the carriers can tunnel into the QD so that there is
on average one additional electron/hole [96, 97]. Alternatively, the dots can be tuned into
various charge states by adjusting the voltage in a diode structure and changing the Fermi
level of the sea of electrons relative to the QD energy [71, 72] (see Section 2.1).



















Figure 2.7: Illustrative energy level diagram of the various exciton types in a quantum
dot. The electron spin is represented by a red single arrow and hole spin by a blue double
arrow. The biexciton (XX) to exciton (X0) cascade is shown on the left panel and the
XX state is not at twice the X0 energy with respect to the ground state because of the
biexciton binding energy EBXX caused by the Coulomb interaction. The states here are
shown in a circular polarisation basis which is the case for large external magnetic fields
in Faraday configuration. The middle panel shows the two possible configurations for
the positive trion X+ and the right panel shows the negative trion X−. Each spin state
for the trions couples to only one circular polarisation of light. The energies are not
to scale and unlike the schematic energy levels shown here, the transitions of the trion
states are shifted in energy with respect to the X0 transition.
The different types of excitons are summarized in Figure 2.7. The lowest energy states in
the CB and VB of the QD can both contain two carriers (as long as they have opposite
spin projections), so it is possible to form a 4-particle state known as a biexciton (called
XX or 2X, |↑↓⇑⇓〉) with a total spin J = 0. It is not possible to go directly from the
biexciton state to the ground state due to the selection rules. A single electron-hole pair
of the biexciton recombine to form the neutral exciton X0 which can then subsequently
recombine to the ground state. Also, the energy difference from the XX to X0 transition
is less than that of the X0 recombination energy because in the same way that an exciton
forms, the Coulomb interaction between the two excitons leads to a biexciton binding
energy. Since the biexciton state feeds into the exciton state, it can only be created by
high optical excitation powers. So in a photoluminescence spectrum XX appears at lower
energies to the X0 line (by a few meV in InGaAs dots) and has a strong (quadratic)
dependence on the optical power for above bandgap excitation [6].
Using tunnelling techniques, a single electron may occupy the QD ground state and this
allows for the manipulation and study of single carriers. When such a QD is excited
optically, an additional electron hole pair is generated and this leads to the formation of
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a different type of exciton known as the negatively charged trion (X−, such as |↑↓⇑〉 or
|↓↑⇓〉). The QD may initially contain an extra hole instead and this creates a positively
charged trion (X+, such as |↑⇓⇑〉 or |↓⇑⇓〉). The trion states interact with opposite circular
polarisations of light, so it is possible to “pump” the system into a particular spin state by
repeatedly injecting photons of one polarisation. The charged trions are shifted in energy
from the X0 transition line because of the different magnitudes of the Coulomb interaction
felt by the carriers. The X− line is found towards lower energies (by a few meV) and the
X+ line can vary but is usually found towards higher energies for InGaAs QDs [98, 99].
2.2.4 Quantum dots in electric fields
The energy level structure and the selection rules discussed so far were for single QDs
without the influence of external fields. The excitons in self assembled QDs are influenced
by both electric and magnetic fields. Here we start by looking at the effect of a DC electric
field.
Due to imperfections in the self assembly process, Ga atoms are not evenly distributed
across the InGaAs QDs. The electron and hole in a QD are vertically aligned in space
with the hole being localized towards the top of the dot which is rich in In and the electron
found towards the bottom [100]. So typically a quantum dot possess a finite permanent
electric dipole moment p even when there is no external electric field (F = 0).
The DC electric field F modifies the band structure of the layers surrounding the QD - as an
illustration, see Figure 2.2. The bending of the bands alters the distance between the hole
and the electron thus changes the emission energy. The carriers are still strongly localised
because of the difference in bandgap between the InAs QD layer and the surrounding GaAs.
The shift in the transition energy with electric fields is called the quantum confined Stark
effect (QCSE) and was first observed in 1984 in semiconductor materials [101]. The energy
shift ∆EQCSE has both linear and quadratic terms and can be written [102]
∆EQCSE = E0 − p · F − βF 2, (2.4)
where E0 is the energy at zero electric field, and β is the electric polarisability in the
direction of the field. This equation was used to fit the neutral exciton line in the p-i-n
diode sample (see Section 3.1.2) used in this work and can be seen in Figure 2.8. As the
bias in this diode structure is changed, the shift due to the QCSE is clearly observed.
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Figure 2.8: Effect of the electric field on the exciton transitions measured using the
diode sample used in this work. As the bias is changed, the different charged states of
the dot (X0 and X−) are observed and the plotted datapoints are the energies of the
peaks as the bias is changed. This bias dependent photoluminescence spectra was taken
at an external magnetic of 8T in Faraday geometry and using a low power non-resonant
excitation so there are two Zeeman split components of each exciton. As the electric
field changes, it can be seen that the energies of all 4 lines are shifted (mostly in a linear
fashion but a small quadratic curvature is visible). The inset shows a close up of the low
energy X0 line along with a quadratic fit (fitting parameters are shown in Section 3.1.2)
of the quantum confined Stark effect.
The QCSE can be used to find the separation of the electron and hole [100] but the main
application comes from its ability to tune the transition energy. The range of tuning is
limited by the electron and hole tunnelling out of the QD before they can recombine but
it is possible in some diode devices with large bandgap barriers to observe upto 25 meV
Stark shifts [103]. The tuning is of fundamental interest in various applications such as
being used to create interference between two remote QDs [104] or bringing a QD into
resonance with a cavity [105].
An AC electric field may also be used to shift the energy of QD transitions. This is usually
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applied using a high power (quasi-) resonant laser and the shift depends on the frequency
and strength of the AC field. The important aspect of this so-called “optical Stark effect”
is that the shift depends on the polarisation of the transition and can be used to remove
the fine structure splitting by only shifting one of the eigenstates [106].
2.2.5 Quantum dots in magnetic fields
In an external magnetic field, the individual spin components are split due to the Zeeman
effect in which the exciton’s spin interacts with the external B field. The general form of
this Zeeman interaction [107] between an electron (Se) and heavy hole (Jh) spin with a










where µB is the Bohr magneton and ge and gh are the electron and hole g-factors. The
different exciton spin components are split in energy depending on their alignment with
the magnetic field. There is also a spin-independent shift of the exciton states to higher
energy in a quadratic fashion with respect to increasing the magnetic field. This is called
the diamagnetic shift [108] and is caused by the squeezing of the wavefunction due to
strong geometrical confinement and is characterized by the diamagnetic constant γ2.
The orientation of the magnetic field is very important and we can characterize the ob-
servations into two sets of geometry. The first type is called “Faraday geometry” and
describes the situation where the magnetic field is oriented parallel to the optical axis
(+ẑ). All experimental work presented in this thesis where an external magnetic field was
applied, was done in Faraday geometry and for convenience, the optical path for the exci-
tation laser and collection of the signal was also aligned to +ẑ. The second type is called
“Voigt geometry” and here the external magnetic field is perpendicular to the growth axis.
A summary of the effects of an external magnetic field on the energy levels of a neutral
exciton in both Faraday and Voigt configurations is given in Figure 2.9. The field applied
along the growth axis gradually transforms the eigenstates that are initially linear at zero
field into the circularly polarised components |+1〉 = |↓⇑〉 and |−1〉 = |↑⇓〉. This happens
when the effect of the Zeeman splitting becomes larger than the fine structure splitting
∆EZeeman > δB. We can explicitly write out the emission energies of the excitonic states
in Faraday geometry. For the bright excitons,






























Figure 2.9: Schematic diagram illustrating the effect of an external magnetic field (B)
on the fine structure of a neutral exciton X0. At 0 field, the bright states B± are split
from the dark states D± by energy δ0 due to the isotropic exchange interaction. The
eigenstates B+ or B− are linearly polarised (Πx,Πy). In Faraday geometry (field along
optical axis), the bright states B± are split into pure states |±1〉 (eg. |+1〉 = |↓⇑〉)
which are circularly polarised (σ+, σ−), while the dark states are optically forbidden. In
Voigt geometry (field perpendicular to optical axis), both bright and dark states become
optically active with linearly polarised components. Adapted from [6].






δ2B + µ2B(gh,z − ge,z)2B2z + γ2B2z , (2.6)
and for dark excitons






δ2D + µ2B(gh,z + ge,z)2B2z + γ2B2z , (2.7)
where E0 is the band gap energy of the QD at zero field, δ0 is the electron hole exchange
energy, δB (δD) is the bright (dark) exciton fine structure splitting. Note that we use these
equations to calculate the g factors for the II-VI CdTe/ZnTe QD system in Chapter 5.
By contrast, in Voigt geometry, the in-plane field mixes the bright and dark states as there
is no longer a rotational symmetry and the dark states can now be observed. There are no
longer clear bright and dark states and instead there are 4 linearly polarised carrier states.
Typically, the g-factors do vary from sample to sample because they depend on the size,
shape, strain and chemical composition [109]. The magnitude of the g-factors for the
electron and hole in the InGaAs QDs have previously been measured to be |ge,z| = 0.60 and
|gh,z| = 0.53 in Faraday geometry [110]. In Voigt geometry, it can be seen that the electron
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g-factor is similar (|ge,x| = 0.54) but the hole g-factor is much smaller (|gh,x| = 0.08) and
this is due to the anisotropic confinement in QDs and depends on its shape [110].
It is important to note that for non-resonant excitation and using a Faraday configuration,
it is possible to initialize the spin state of a carrier. If a trion state is used, such as X−, the
two zeeman split components are spectrally separated and the spin state can be identified
as it only couples to one circular polarisation of light. This allows for the spin pumping
scheme by repeatedly injecting photons of one circular polarisation for the preparation of
a spin state to a high fidelity [111]. This is in contrast to the Voigt configuration where
both vertical and horizontal transitions are allowed and a spin pumping mechanism is only
possible with resonant excitation [1].
2.3 Interactions with nuclear spins in quantum dots
The QD system described thus far has concentrated on the exciton spin states and it has
been implied that the system is well isolated due to the strong confinement of the carrier.
In a real QD system however, the wavefunction of the trapped electron can penetrate
significantly into the surrounding material and also impurities and trapped charges near
the dot can interact with the dot carrier. But primarily the most important interaction
in the InGaAs self assembled QD system is with the surrounding nuclear spins. There are
approximately 105 nuclei in a single dot and all of them carry a quadrupolar nuclear spin.
This creates the central spin problem [10] where a large and fluctuating nuclear spin bath
is linked with the electron spin. This also applies to the II-VI QD system, but the nuclear
isotopes have no quadrupolar moment (all spin I = 1/2) and there are fewer nuclei by a
factor of about 100 (see Chapter 4). Here we look at some of the basic properties of the
nuclear spins and their interaction with the electron and holes in a III-V QD.
We start by writing out the total Hamiltonian ĤT for nuclear spins in a solid [112]
ĤT = ĤZ + Ĥhf + Ĥdd + ĤQ, (2.8)
which contains four terms. Here, we will briefly describe the effects of each term in our
QD system where the electron is confined and more general overviews can be found in the
relevant texts [113, 114]. The first term is the Zeeman interaction for nuclei interacting
with an external magnetic field pointing along the +ẑ axis Bz (and is analogous to the
Zeeman effect in Section 2.2.5 for the exciton) and can be written as







where the sum is over all nuclei j in the QD and Iz is the nuclear spin. γN is the nuclear
gyromagnetic ratio and is related to the nuclear magneton3 µN by γN = gNµN/~, where gN
is the nuclear g-factor (we have set Planck’s constant ~ = 1). Since the nuclear magneton
is much smaller than the equivalent factor for the electron (the Bohr magneton µB), the
energy splitting of the nuclear spin states due to the Zeeman interaction is negligible with
respect to the electron Zeeman splitting [10].
The second term Ĥhf in Equation 2.8 is the hyperfine coupling of the electron and nuclear
spins and is discussed in Section 2.3.1. The third term Ĥdd describes the magnetic dipolar
interaction between nuclei (see Section 2.3.2) and finally ĤQ is the quadrupolar coupling
between nuclear spins and electric field gradients in QDs (see Section 2.3.3).
2.3.1 Coupling of electron and nuclear spins: the hyperfine in-
teraction
In the field of Atomic Physics, the hyperfine interaction describes how the energy of a
magnetic moment of a nuclear spin changes due to the presence of a magnetic field caused
by the electron possessing an orbital (and spin) angular momentum. Here, we have a
system where a trapped electron spin has a wavefunction which overlaps with a mesoscopic
number of nuclear sites. The hyperfine Hamiltonian can be written as Ĥhf = Ĥfchf + Ĥanhf +
Ĥorbhf , where the isotropic Fermi-contact part of the Hamiltonian is Ĥ
fc
hf , the anisotropic
part Ĥanhf is a long range interaction and behaves like a dipole-dipole coupling, and Ĥorbhf
is the orbital interaction. The contact part is dominant when there is a physical overlap
between the periodic part of the Bloch wave function of the electron and the nuclear lattice
site. This is important for s-shell orbitals such as the electrons in the conduction band of a
QD where the orbital angular momentum is zero. The anisotropic part is more important
for the hole spins in the valence band which occupy p-type bands which have only a small
wavefunction amplitude at the site of a nucleus [10].
The Fermi-contact hyperfine interaction between an electron spin Sez = σ
e/2 4 and the
nuclei in a dot can be written [113, 115]
3which is defined in terms of the fundamental constants µN = e~2mp , where e is the charge of an electron
and mp is the mass of a proton
4where σe is the Pauli matrix operator















where ν0 = a30 is the volume of a unit cell and a0 is the lattice constant, Aj is the hyperfine
constant, Ij and rj are the nuclear spin and position of the jth nucleus and ψ is the
normalized electron envelope wavefunction. The first term in the parentheses of Equation
2.10 shifts the energies of the electron spin and acts as an effective magnetic field felt by the
electron [95]. This is called the Overhauser shift [116] and we will see that the reciprocal
process also occurs, where the average electron spin acts as an effective magnetic field for
each nucleus (called the Knight field [117]). The second term is the electron-nuclear spin
flip-flop and this allows for the transfer of polarisation between the two systems and can
lead to dynamic nuclear polarisation (DNP) [56], electron [118] or nuclear spin dephasing
[55, 113].
The hyperfine constant Aj depends on the nuclear isotope and the electron wavefunction
at the nuclear site |ψ(0)|2 which depends on the material. It can be defined as [119, 120]
Aj = (2µ0/3)~γNjgeµB|ψ(0)|2, (2.11)
where µ0 is the vacuum permeability, ge ≈ 2 is the free electron g-factor and µB is the
Bohr magneton. The hyperfine constants and other important values are shown for various
isotopes in Table 2.1.
In QDs, the hole spins are more robust than in a bulk semiconductor due to the strong
confinement and discrete energy levels. The anisotropic part of the hyperfine interaction
causes a dipole-dipole like interaction between the p-type hole spins Sh and the nuclear
spins. For this to be energetically possible, there needs to be some amount of valence band
mixing β (where |β| << 1) which mixes the heavy hole and light hole states [10]. As we
have seen in Section 2.2, there is a HH-LH splitting EHL of tens of meV in InGaAs QDs
due to the spin-orbit interaction but valence band mixing can occur because of anisotropy
in the shape of QDs. Now, a mixed spin state needs to be considered with a contribution
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The anisotropic part of the hyperfine interaction between the hole and nuclear spins can




















where Ahj is the hole dipole-dipole hyperfine constant. This equation has a similar form
to the contact hyperfine interaction but it has been shown that the hole coupling is much
smaller Ahj /Aj ∼ 0.1 [121, 122]. Also, the constants Ahj are negative for cations (In and Ga)
and positive for anions (As) (from NMR data [122]) and an explanation of this phenomena
is that there is a small contribution from the d-type orbitals in the valence band as well
as the mainly p-type orbitals.
The nuclear orbital interaction Ĥorbhf describes the spin-orbit coupling between a non rela-
tivistic charged particle in the presence of a nuclear magnetic dipole [112]. It is another
term that together with Ĥanhf affects carriers in the valence band (holes) that have a non-










where µ0 is the permeability of free space and Lj is the total orbital angular momentum
of the hole and rj is the position of the nuclear site.
2.3.2 Nuclear magnetic dipole-dipole interaction
The most important interaction within the nuclear spin bath itself is the nuclear dipolar
interaction where the magnetic moments of two individual nuclear spins interact. We have
already seen a Hamiltonian of dipolar type when describing the anisotropic part of the
hyperfine interaction Ĥanhf which was a dipolar coupling between the hole and nuclear spins.
Here we describe the interaction between two nuclear spins I and J with gyromagnetic
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where rij is the displacement vector of one spin from another. This process allows the
transfer of the nuclear polarisation through the material via dipole-dipole spin flips in a
process called nuclear spin diffusion [10]. Due to this dipolar interaction, a nucleus will
experience a weak fluctuating local magnetic field from the other nuclei. Through the non
spin conserving (non secular) part of the dipolar Hamiltonian, the spin can be transferred
to the crystal and in general not conserved [113]. But even at zero external magnetic field,
the Knight field and the nuclear quadrupolar interaction can suppress the nuclear spin
diffusion. This is because the resonance frequencies of each nucleus are shifted and the
dipolar coupling strength may not be enough to induce a spin flip.
The strength of the dipolar coupling between nuclei decays inversely to the cube of the
distance between nuclei. So the coupling is strong between adjacent nuclear sites and weak
when the nuclei are further away. It is possible to have enhanced coupling between far
away nuclei via a virtual transition with the electron spin and is a limiting mechanism to
the lifetime of the nuclear spin polarisation at certain biases in a diode sample [7].
When a significant external magnetic field is applied, only the secular (spin conserving)
part of the dipolar interaction is non-zero, as it commutes with the Zeeman Hamiltonian
[112]. Hence, we obtain a static part ∝ IzJz and a flip-flop term ∝ [I+J− + I−J+] that
acts on nuclei of the same isotope. Only the homonuclear dipolar (same isotope) interac-
tion remains at large fields because the Zeeman splittings are quite different between the
different isotopes and so the heteronuclear dipolar interaction is suppressed.
2.3.3 Quadrupolar energy levels of nuclei in strained systems
In self assembled InGaAs QDs, all naturally occurring stable nuclear isotopes possess a
quadrupolar moment Q because their nuclear spin quantum numbers are all I > 1/2.
Due to the growth process of these dots being driven by strain, there are substantial local
deformations. The local elastic strain tensor εij gives rise to an electric field gradient
(EFG) with traceless tensor Vij and the two are related via the 4th rank gradient elastic








where V is the electrostatic crystal field potential. Note that the sum in Equation 2.16
is chosen to be over the axes x, y, z which are the cubic crystallographic axes (with the z
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direction aligned to the growth direction [001]). For cubic crystals (such as the zincblende
lattice in GaAs and InGaAs), there are only three independent components of the gradient
elastic tensor S11 and S44 and the traceless property of Vij [125], leads to a trivially related
3rd non-zero component S12 = −S11/2. The components for the electric field gradient
then become Vzz = S11εB and Vxy = 2S44εxy (along with cyclic permutations [126]) with
biaxial strain defined as εB = εzz − (εxx + εyy)/2.
Let us consider a situation where we take only the Zeeman and the quadrupolar interaction
terms from Equation 2.8. This simplified scenario is suitable for understanding the self-
assembled QD system where these two effects are dominant. The quadrupolar moment
of the nuclei in QDs interact with the EFG and results in a specific set of energy levels
and features in the magnetic resonance spectra [113, 127–129]. The Hamiltonian ĤN , that
describes the quadrupolar nuclear spin states of a single nuclear species in the presence of
a static external magnetic field can be written
ĤN = ĤZ + ĤQ. (2.17)
Note that this Hamiltonian describes a single species unlike Equation 2.8 which is summed
over all nuclear isotopes. The first term is the Zeeman interaction between nuclear spin Î
and an external magnetic field B,
ĤZ = −γ~Î · B, (2.18)
where γ is the nuclear gyromagnetic ratio and ~ is Planck’s constant.
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, (2.19)
where e is the charge of an electron, q ≡ Vzz/e is the EFG parameter, Q is the electric
quadrupole moment of the nucleus and η = VXX−VY Y
VZZ
is the EFG asymmetry parameter.
Note that Equation 2.19 is in the basis ofX, Y, Z which are the principal axes (eigenvectors)
for the symmetric EFG tensor Vij (and is generally different from the x, y, z crystallographic
axes used in Equation 2.16). Finally the EFG components satisfy |VZZ | ≥ |VY Y | ≥ |VXX |
so 0 ≤ η ≤ 1.
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For the case of high magnetic fields (which is the case for the majority of experiments pre-
sented here), the Zeeman part of the Hamiltonian is the dominant effect and the quadrupo-
lar part can be treated as a perturbation. In Faraday geometry, with a magnetic field Bz
applied along the Oz axis, we define the angle between Bz and the EFG principal axis OZ
to be θ and for simplicity, we assume cylindrical symmetry of the EFG so η = 0. Next,
we introduce the Larmor ωL and the quadrupolar frequency ωQ (which characterize the
strength of the Zeeman and quadrupolar interaction respectively) as
ωL = −γBz and ωQ =
3e2qQ
~2I(2I − 1) (2.20)
and by using second order perturbation theory[113], the energy difference between adjacent
energy levels in zeroth, first and second order is given by
∆E(0) = E(0)Iz+1 − E
(0)
Iz = ~ωL (2.21)
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If there were no quadrupolar effects (using only the zeroth order term ∆E(0)), the nuclear
resonance would purely be determined by the Zeeman interaction and there would be a
single frequency at the Larmor frequency ωL. If the EFG is uniaxial and pointing along Bz
(i.e. θ = 0), then ∆E(1) = ~ωQ(Iz+ 12) and ∆E
(2) = 0, so there would simply be 2I equally
spaced lines separated by ωQ. In general ∆E(1) >> ∆E(2) and for the central transition
(CT, Iz : −12 ↔
1
2), ∆E
(1) = 0, so the CT is only weakly affected in second order by the
quadrupolar interaction. The side transitions (STs) are affected by both ∆E(1) and ∆E(2)
but the the second order effect ∆E(2) on the side transitions is negligible.
The effects of this perturbative approach on the energy level structure of a spin I = 3/2
isotope (such as 75As, 69Ga or 71Ga) is summarized in Figure 2.10, where the first order
quadrupolar correction to the frequency ω(1)Q = ∆E(1)/~. ω
(1)
Q is negative for Iz = −3/2






2) ST appears on the low
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(high) frequency side of the CT. The second order correction ω(2)Q = ∆E(2)/~ has only
been shown for the CT and is much weaker than ω(1)Q .
The quadrupolar interaction in self assembled QDs suppress the dipolar nuclear spin flips
by changing the energy level spacing between adjacent nuclei. This reduces the nuclear
spin diffusion in strained samples [130]. There is also a mismatch in the energy levels with
dot nuclei compared to atoms in the surrounding bulk, which suppresses the nuclear spin
diffusion from the dot to the surrounding material [10].
2.3.4 Overhauser and Knight fields due to hyperfine interaction
We have seen how the electron and nuclear spin systems in self assembled QDs are in-
herently linked via the strong confinement of the electron and the hyperfine interaction
with the nuclei. The electron spin state can be initialized with circularly polarised light
or with resonant optical excitation. The spin state is transferred to the nuclei through
the hyperfine interaction and the polarised nuclear spins create an effective magnetic field
(Overhauser field) that the electron experiences. The polarised electron also acts back on
the nuclei via the Knight field. The system can be summarized as in Figure 2.11.
Since there are 105 nuclear spins interacting with the electron, we can consider the average







So the total magnetic field felt by the electron is the sum of the external field and the
Overhauser field BTot = Bz +BN . This provides an additional shift in the electron energy
level splitting (as well as the Zeeman splitting) known as the Overhauser shift (OHS) and
can be written as
EOHS = ~wOHS = µBgeBN . (2.25)
Using these ideas, it is clear that the average nuclear spin polarisation can be probed by
looking at changes in the Zeeman splitting of an exciton’s optical transition lines. All of
the experimental work presented here relies on optically detecting nuclear spin polarisation
via changes in the OHS as the nuclear spins are manipulated using radiofrequency fields.
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Figure 2.10: a) Energy level diagram for a single nucleus with spin I = 3/2. When
a magnetic field Bz is applied, the degeneracy of the I = 3/2 is lifted and 4 states
are observed equally separated by the Larmor frequency ωL. Including the effects of the
quadrupolar interaction perturbatively, the STs are strongly modified in first order (ω(1)Q )
whereas the CT is only affected weakly in second order (ω(2)Q ). b) Schematic diagram
of the three observed peaks in the nuclear resonance spectrum of a single nucleus that
occur due to the energy levels shown in a) for a spin I = 3/2 nucleus. c) Schematic
diagram of the inhomogeneously broadened NMR spectra for a spin I = 3/2 isotope
where the signal from all nuclei of a given isotope are summed. The linewidth of the CT
is narrower than the ST for a wide range of magnetic fields because of the weak second
order ω(2)Q , but the STs are broad because of the large variation in ω
(1)
Q across the QD.

















Figure 2.11: The quantum dot electron-nuclear spin system showing the reciprocal
interaction between the electron and nuclear spins through the Overhauser and Knight
fields caused by the hyperfine interaction.
The Knight field is the reciprocal part of the hyperfine interaction to the Overhauser field.
As implied by Figure 2.11, the average electron spin 〈Sez〉 also acts as an effective magnetic





which acts on an individual nuclear spin j and fe ∈ [0, 1] is the filling factor for the
occupation of the dot by the electron. The hyperfine interaction energy of the Knight
field is much smaller than the Overhauser field because the ratio µB/µN ≈ 2000 and the
Knight field is “split” among multiple nuclear spins. The amplitude of the Knight field
varies with the electron wavefunction, so a nucleus near the centre of a dot experiences a
larger Knight field acting on it than one near the edges. Experimental values for Be are
found to be in the mT range [131, 132].
Dynamic nuclear polarisation (DNP) is the process of building up the nuclear spin polar-
isation via the transfer of spin from the electron. In our self assembled dots, the electron
spin polarisation is built up using a large optical excitation power and circularly polarised
light. The electron then transfers its spin to the nuclei through the hyperfine interaction -
specifically the spin flip-flop term. If the electron spin can be reinitialized at a sufficiently
high rate, the nuclear spins in the QD can be aligned preferemtially in one direction to
















75As 3/2 100 43.5 7.315 31.4
113In 9/2 4.3 56 9.365 79.9
115In 9/2 95.7 56 9.385 81.0
69Ga 3/2 60.1 43.1 10.248 17.1
71Ga 3/2 39.9 54.8 13.021 10.7
111Cd 1/2 12.8 -30 -9.07 -
113Cd 1/2 12.22 -30 -9.49 -
123Te 1/2 0.89 -45 -11.23 -
125Te 1/2 7.07 -45 -13.55 -
Table 2.1: Important parameters relating to all of the nuclear isotopes found in the
samples used in this work. The values are given for both the InGaAs system and for the
CdTe/ZnTe system. Note that these are the stable naturally occuring isotopes which
possess non-zero nuclear spin I. The hyperfine constants A for Ga and As are taken
from [9] and for In, Cd and Te are averaged over the stable isotopes of the same element
and taken from [10]. The other parameters are from [11].
achieve significant non-equilibrium polarisation. It is possible to create the spin flips in
neutral exciton states but this requires the dark states and is efficient when a magnetic
field can overcome the exchange splitting δ0 [133]. Additionally, the spin flip can occur
through the electron spin in a charged trion state. Build-up of DNP can occur through
non resonant excitation and large optical powers (many times the photoluminescence sat-
uration power [134]) are required which suggest that delocalized electrons can induce spin
flips as well.
For a fully polarised spin bath, the expression for the maximum OHS simplifies to a
sum over all isotopes of the spin and hyperfine constants. For example, for pure GaAs,
the maximum OHS is EmaxOHS = IGaAGa + IAsAAs = 137 µeV with an equivalent field of
BmaxN ≈ 5 T [120]. Note that the values for the hyperfine constants together with the
important parameters associated with the main nuclear isotopes in our samples are listed
in Table 2.1.
The nuclear field fluctuates about a mean value 〈BN〉 and these fluctuations can be treated
as an effective magnetic field δBN =
√
〈B2N〉 − 〈BN〉2 which has a Gaussian distribution
[55]. These fluctuations are not negligible because of the mesoscopic scale of the nuclear
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spin system and is the dominant ensemble decay mechanism [54, 55] for the electron spin at
zero external field and cryogenic temperatures as the electron “sees” a random orientation
of the fluctuating field (known as the frozen fluctuation model).
In reality the nuclear polarisation never reaches a maximally polarised state. More than
50% polarisation is now routinely observed [59, 115, 135] in a variety of III-V systems and
upto 80% has been observed in GaAs/AlGaAs dots [9]. The maximum value is limited by
the complicated many body interaction present in the electron-nuclear coupled system and
is balanced by the rate at which the nuclear polarisation can be built up and the various
loss mechanisms (such as the intrinsic nuclear spin lattice relaxation or spin diffusion to
the surrounding nuclei out of the dot).
At zero external field, it is possible to build up DNP because the Knight field [131] (which
is larger than the local dipolar field) suppresses the nonsecular dipolar interactions and
provides an axis for the nuclear spin states to align. The confined electron can cause
relaxation of the nuclear spin polarisation on a timescale of ms [136] due to the the nuclear
spins coupling through the electron spin and also depolarisation of the electron because of
cotunnelling to electrons in the Fermi sea.





where ∆e = µBge(Bz + BN) is the total Zeeman splitting of the electron and γB is the
spin state broadening of the electron. The maximum DNP pumping rate occurs when
the elecronic Zeeman splitting is cancelled BN = −Bz and increasing Bz further actually
reduces the magnitude of the Overhuaser field. As the magnetic field is changed, significant
non-linear effects are observed because of the dependence on the total splitting. As the field
is swept the nuclear polarisation can be aligned or anti-aligned to the field and provides a
feedback mechanism to the rate at which the nuclei can be polarised. Several examples of
non-linear effects have been observed such as a bi stability with applied power or magnetic
field or through “dragging” effects [137, 138].
2.3.5 Nuclear magnetic resonance and spin relaxation
It is important for spin qubit applications that the spin is sufficiently isolated from its
surroundings so that the information that has been created by initializing the spin state is




~ωL Bx cos(wrf t)
Figure 2.12: Simple illustration of an NMR experiment for a spin half nucleus. In an
external static magnetic field Bz, the two Zeeman split nuclear levels are separated by
the Larmor frequency ωL. The population of the two levels can be manipulated using
an oscillating transverse rf field Bx, oscillating at frequency ωrf and is resonantly driven
when ωrf = ωL.
not lost to the environment [19]. The ways in which the spin state decays can be categorized
and was given a theoretical framework in the field of nuclear magnetic resonance (NMR).
Initially, the historic Stern-Gerlach experiment in 1922 [139] first showed that different
discrete quantized spin states exist by looking at deflected beams in a magnetic field.
Then, the first experiment in the field of NMR was a modified Stern-Gerlach experiment
by Rabi in 1939 [140] in which radio frequency (rf) excitations resonant with nuclear
transitions were used to measure the magnetic moment directly. The pioneering work of
Bloch [141] and Purcell et al. in 1946 [142] proved to be important advancements in the
field particularly for solid state systems.
The experiments involved using rf fields applied through a coil to create a net non-
equilibrium magnetization in the sample and studying the decay of this magnetization
back to the equilibrium state by detecting a current in another pickup coil. Here we will
look at a two level system of a spin 1/2 nuclear spin, but the general concepts still apply for
spin > 1/2. If a static external magnetic field is applied in the ẑ direction B0 = Bzẑ, the
system is split into two eigenstates with energy E0 = ∓~ωL/2, where the Larmor frequency
ωL = −γBz is the precession frequency of the nuclear spin about the external field.
If a linearly polarized oscillating field Bx = Bxx̂ is now applied through the use of an
NMR coil, the field can be split into two counter rotating components [143]
B1 = Bx cos(ωrf t)x̂ =
Bx
2 (e
iωrf t + e−iωrf t)x̂, (2.28)
where the oscillating frequency is of the applied transverse field is ωrf . The effective am-
plitude of the two counter rotating components is B1 = Bx/2 with a corresponding Larmor
frequency ω1 = −γB1. The components can be treated separately, but the component
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rotating at close to the nuclear resonance (Larmor frequency) is the most important and
the component rotating in the opposite direction is negligible and is usually ignored in
what is known as the “rotating wave approximation” [113].












where the initial populations have been assumed to be p↑ = 1 and p↓ = 0, the detuning is
∆ = ωrf − ωL and the Rabi frequency is defined Ω =
√
∆2 + ω21. In an NMR experiment,
the NMR signal we measure is proportional to the difference in the populations of the two





Each nuclear spin in the bath experiences a slightly different magnetic field in space and
can also vary in time. These can be caused by inhomogeneities in the magnet applying
the external field, the fields from other nuclei that possess a dipole moment, hyperfine
interactions with the electron and quadrupolar interactions caused by strain [143]. The
relaxation of the magnetization can be split into two rates that characterize relaxation
parallel and perpendicular to the applied magnetic field. The Bloch equations of motion
[143] describe the precession of a magnetization vector M (which is the sum over all
nuclear spins) in the total magnetic field B = B0 + B1,
dMx,y
dt










where M0 is the magnetization reached at equilibrium, T1 is the spin-lattice or longitudinal
relaxation time and T2 is the spin-spin or transverse relaxation time. The longitudinal
component tends to the equilibrium magnetization M0 and the transverse components
relax to zero. Using the Bloch equation model, the relaxation is exponential










Figure 2.13: Representation of the a) longitudinal and b) transverse spin relaxation
mechanisms on the Bloch sphere. The arrows represent the magnetization vector at
various points in time and the left panel shows the longitudinal relaxation (characterized
be the lifetime T1) to the horizontal plane (M0 = 0) from an initial magnetization M(t=0)
along z and the right panel shows the transverse relaxation (governed by the coherence




Mz(t) = M0 − (M0 −Mz(0))e−
t
T1 , (2.34)
and if the relaxation is not observed to be a purely exponential function, then the times
can be used as an approximate measure of the relaxation dynamics.
The longitudinal component T1 involves exchanging energy with the environment (also
called ‘lattice’) and involves the probability of a spin flip occurring parallel to the quan-
tization axis (see Figure 2.13). It characterizes the time scale over which the polarisation
averaged over many spins in an ensemble or many measurements of an individual spin,
decays back to its equilibrium value. In subsequent chapters, the T1 time of the nuclear
polarisation in a QD is measured by looking at the decay of the OHS and fitted with an
exponential function to extract the characteristic time.
The transverse component T2, called the coherence time, does not involve a transfer of
energy to the environment and can be thought of as a type of destructive interference
between nuclear spins as each spin precesses at a different rate. This type of process is
usually associated with a broadening of the NMR linewidths. Additionally, the transverse
magnetization of a spin ensemble can usually be seen to decay at a much faster rate,
called the ensemble dephasing time T ∗2 , due to variations in the magnetic field. But this
coherence information is not lost completely and can be refocussed using pulse sequences
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that cleverly reverse the oscillation direction such as the spin-echo sequence [143] and the








and strictly T2 ≤ 2T1 and T ∗2 is always less than T2. Both T2 and T ∗2 depend strongly on the
nuclear isotope and we can measure the values through the linewidths of the homogeneous
and inhomogeneous NMR spectra (see Section 6).
These time scales are measured experimentally in this work, but we will describe here the
general processes associated with the relaxation of nuclear spins. At low temperature, the
small coupling to phonons [145] ensures that the nuclear spin polarisation is stable and
long lifetimes T1 of hours have been observed [7, 135]. However T1 depends on the number
of electrons in the dot. It changes over many orders of magnitude as the applied bias is
sweeped through regimes where cotunnelling effects or long range nuclear spin diffusion via
the electron are strong [7]. The transverse times can be measured using pulse sequences
and depend strongly on the properties of the isotope being measured (namely their spin,
quadrupolar moments and the strain in the QD). The ensemble dephasing time T ∗2 is in
the range of ∼10 µs [146] and the coherence times are a few ms [147].
Such relaxation times also apply to the electron spin magnetization. At zero external
magnetic fields, the evolution of the electron is determined by the fluctuation of the nuclear
field via the hyperfine interaction (see Section 2.3.4). The system can be described by
partial relaxation over three distinct timescales (Merkulov-Efros-Rosen model [55]). At
large magnetic field in Faraday geometry, an electron spin lifetime of T1 = 20 ms was
measured for InGaAs dots and the limiting factor is single-phonon scattering processes via
the spin orbit interaction which has a characteristic T1 = B−5 dependence with magnetic
field [148]. The ensemble dephasing time (also called pure dephasing time) for the electron
T ∗2 is a few ns [118, 149], again due to the random directions that the nuclear field is
pointing. But using spin echo pulse sequences, the pure dephasing can be suppressed
and the coherence time of T2 = 1 µs has been observed [150, 151]. Another decoherence
mechanism has been related to the coherent precession of the nuclear spins around a
quadrupolar axis which causes electron spin decoherence at timescales of 750 ns [152].
The hole spin lifetime is also limited by a phonon relaxation with measured values of
T1 = 1 ms [153] at low fields and a reduced T1 = 11 µs at high fields [154]. The transverse
relaxation times for the hole are found to be similar to the electron with a pure dephasing
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As an outline for this chapter, the important experimental techniques and hardware used
throughout this work are described. Using single self assembled quantum dots, the prop-
erties of this mesoscopic nuclear spin system are explored. Two samples were used for
the work in Chapter 5 both of which were InGaAs/GaAs quantum dot samples. One of
the samples (“Low Temp Cap”) is embedded in a p-i-n diode structure which allows for
the tuning of the QD charge state. The other InGaAs/GaAs sample (“In-flush”) has no
charge tuning capabilities. We are able to analyze the structure of single QDs from both
of these samples using novel experimental NMR techniques. In Chapter 6, the effect of
a single electron on the nuclear spin properties in a single dot is explored. The sample
used in Chapter 6 is the same as the “Low Temp Cap” diode sample used in Chapter
5, but a different QD was studied. We will describe the properties of the self assembled
InGaAs/GaAs QD samples used in Chapters 5 and 6 (see Section 3.1).
The work in Chapter 4 concerns a different system of II-VI CdTe/ZnTe QDs. These were
studied to see how the nuclear spin properties change when most of the nuclear isotopes
have zero spin and the confined carriers interact with a dilute nuclear spin bath. To keep
the work on CdTe/ZnTe QDs self contained, these samples will not be described here but
rather within Chapter 4 itself.
The hardware required for these experiments are discussed next. The raw data comes
from optical photoluminescence (PL) spectra and we require low temperatures and high
magnetic fields. Hence, the sample is contained in a liquid helium bath cryostat (see
Section 3.2) which contains a superconducting magnet. The optical components required
to measure PL spectra are described in Section 3.3. For the measurements concerning
the II-VI QDs, many of the components needed to be changed because the nuclear spins
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properties were observed over much quicker timescales. Again to create a self contained
chapter, any changes to the experimental setup that were made to measure the II-VI
samples will be described explicitly in Chapter 4.
Next, we describe how the NMR experiments were conducted. The fundamental require-
ment is the so called pump-rf-probe technique which allows for the preparation, manipu-
lation and readout of the nuclear spin state (see Section 3.4.1). Also, explained in more
detail in Sections 3.4.2, 3.4.3 and 3.4.4 are the hardware and radio frequency waveforms
required to perform our continuous wave (cw) inverse NMR technique.
3.1 Self assembled quantum dot samples
The growth techniques for self assembled QDs have been described previously in Section
2.1. Here, more specific details are given about the InGaAs/GaAs QD samples used in this
work (for the CdTe/ZnTe samples, see Chapter 4). The experimental measurements in
Chapter 5 were performed on two samples: an ungated “In-flush” sample that is nominally
undoped and a charge tunable diode “Low Temp Cap” sample. A different dot from the
same “Low Temp Cap” sample was used for the experiments in Chapter 6, so this sample
will only be described here once.
3.1.1 Ungated InGaAs/GaAs quantum dot “In-flush” sample
The first “In-flush” sample contains InGaAs/GaAs QDs grown in Sheffield by M. Hop-
kinson with MBE at the National Epitaxy Facility and has been used in previous work
in our group [146, 156]. This sample contains a single InAs dot layer which is embedded
in a microcavity structure that allows the enhancement of the photoluminescence signal
from part of the inhomogeneous spread of QD emission energies. This sample was grown
using the “indium flush” technique [157, 158] and will be labelled “In-flush” when refer-
ring to it in the text. This consists of depositing a pure InAs layer (additional indium is
used to form large mature dots), briefly interrupting the growth to form the initial QDs
and then depositing a thin GaAs layer and increasing the temperature. This removes any
surface resident indium and causes the tops of the QDs to be flattened as the indium can
evaporate. Then, the temperature is decreased back to the original growth temperature
and GaAs is deposited again to completely form the capping layer. This results in the
formation of shallow disc-shaped dots, which is explored further in Chapter 5.















Figure 3.1: a) Optical microscope image of the surface of the sample grown using
the In-flush technique (4 by 2 mm in dimensions). b) Zoomed in section of the sample
marked by the red rectangle in a) where the QDs studied in this work were found.
The features visible on the surface are markers which can be used as a reference when
relocating specific dots. c) Bright field TEM image of a cross section of the “In-flush”
sample with 3000 times magnification. The asymmetric DBR cavity is clearly visible
around the dot layer (courtesy of Richard Beanland). d) Representative PL spectrum of
a dot measured in this work at an external magnetic field of Bz = 8 T. The excitation
power of the non-resonant laser is 1 µW, the polarisation is linear and the wavelength
of the laser is 850 nm. The dominant exciton line is the Zeeman split neutral exciton
(X0), but other exciton lines from the same dot are also visible (X+ and XX).
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The dot layer is created by depositing 1.85 monolayers (MLs) of InAs at a growth temper-
ature of 510 ◦C and a growth rate of 0.1 ML/s. This thickness is chosen to be above the
value required for QD nucleation (about 1.65 MLs), but below that required for a mature
distribution of QDs. Hence, we observe a low density of infant QDs of about 1 dot /µm2,
which are small and flat with a relatively low concentration of indium. Note that there
must be some larger dots present in the sample but bright emission lines from such dots are
not observed in PL spectra because the cavity is designed to enhance emission at around
920 nm.
The cavity layers around the QDs are created using an asymmetric set of DBR pairs of
GaAs/Al0.8Ga0.2As layers, with 17 pairs below the dot layer and 6 pairs above (see Figure
3.1c). This allows for preferential emission vertically up from the dots (+ẑ) and the cavity
has a resonant wavelength of around 920 nm at liquid helium temperatures and a cavity
Q factor of ∼ 250 [81]. The dot is protected from charges tunnelling in from impurities
by using a short-period superlattice of GaAs/AlAs immediately surrounding the QD layer
and both the superlattice and the DBR cavity are grown at 620 ◦C. Using non-resonant PL
spectra, narrow emission lines (limited by the resolution of the spectrometer) are observed
(see Figure 3.1d). The dominant emission line is from the neutral exciton (X0) because
the dot is nominally undoped, but other excitons from the same dot are also visible since
a non-resonant excitation is used.
A series of markers are patterned onto the surface of the sample using optical lithography
and depositing a gold layer. These markers can be used to navigate across the sample and
relocate a specific dot with respect to the position of the marker. Dot emission is very
weak through the markers so the laser spot must be moved away from a marker to locate
QDs. The surface of the sample is shown in the images in Figure 3.1a and 3.1b.
3.1.2 InGaAs/GaAs quantum dot diode “Low Temp Cap” sam-
ple
The InGaAs/GaAs QDs were embedded in a p-i-n diode structure in the second “Low Temp
Cap” sample and were grown using MBE. Acknowledgements go to our collaborators at
the Cambridge Research Laboratory, namely R. M. Stevenson, A. J. Bennett and A. J.
Shields at Toshiba Research Europe Limited for design of the structure, I. Farrer and D.
A. Ritchie for sample growth and J. Nilsson for processing in the Cavendish Laboratory at
the University of Cambridge. A single layer of InGaAs QDs are grown which is displaced
from an electron doped layer by a 30 nm tunnelling barrier. This sample is capped with









Figure 3.2: a) Optical microscope image of the surface of the “Low Temp Cap” p-i-n
diode sample. The 10 by 10 array of apertures are labelled and can be used to easily
relocate a particular QD. The two dark spots towards the top are used for bonding of the
wires to the diode to allow for bias tuning. b) The current-voltage (IV) curve measured
for one of the diodes shows characteristic diode behaviour. The data was measured with
no optical illumination and at T = 4.2 K. c) Annular dark field TEM images to show
the cross section of the sample with 80000 times magnification. A thin InAs layer is just
visible as the bright layer beneath the AlGaAs superlattice.
GaAs at a lower temperature relative to the ungated “In-flush” sample and will be labelled
“Low Temp Cap” when referring to it in the text. The signal here is also enhanced by a
GaAs/AlGaAs DBR cavity with 2 pairs above and 12 pairs below the dot layer. Emission
of QD signal is efficient at similar wavelengths (∼ 920 nm) to the other sample and the
PL signal in saturation reaches a similar intensity.
There is a short period AlGaAs superlattice barrier layer just above the dots which is
used to prevent charges from tunnelling out of the dot and the p-contact is located on
the surface of the sample. This configuration allows us to control the native charge in
the QD by changing the applied bias between the p-contact and the n-contact below
the dot layer. The IV curve in Figure 3.2b shows a typical characteristic diode shape
where the current increases (under forward bias) rapidly after reaching a threshold voltage
- the built-in voltage is around Vint ≈ 1.8 V. With reverse bias, the current increases
significantly less than the forward bias configuration. The electric field can be calculated
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from the applied bias using F = (V − Vint)/d, where d is the inrinsic region [103]. By
performing a quadratic fit (using Equation 2.4 from Section 2.2.4) of the X0 transition
line (shown in Figure 2.8), the parameters of p = −9.85 × 10−4 [meV kV−1 cm] and
β = −7.82×10−7 [meV kV−2 cm2] are obtained for the dipole moment and the polarisability
respectively. These values (adapting the same units) are similar to previously reported
values in diode structures for InGaAs QDs [103].
In Chapter 5, only the neutral exciton state is used to analyse the structure, but in Chapter
6, we compare a dot which is empty to when it contains a single electron. For some dots,
we are able to tune the charge occupation from empty (X0) to single electron (X−) to two
electrons (X2−) over the voltage range of about 0.5 V. PL emission can be safely observed
over a range of about 2-3 V beyond which the forward current through the diode starts
to increase. When a negative bias is applied, the dot is flushed of all charges and can be
used to reproducibly empty the dot. Narrow, resolution limited spectral lines are visible
for all the charge states depending on the exact bias applied and whether this creates a
charge in a stable portion of the charging bias plateau. This will be investigated for the
single electron charged plateau in Chapter 6.
This sample is patterned with a series of apertures on the surface which are in a 10 by 10
array (see Figure 3.2a). In contrast with the markers from the other sample, the dots here
are only found within an aperture. These are smaller than the laser spot and so reduce
the number of QDs that can be controlled with the laser. The advantage here is that the
PL spectra are clearer as there are less lines from other dots and it is trivial to relocate a
particular dot. The disadvantage is that throughout most of the sample, there is no visible
dot emission. Typically in one aperture, emission from 1 to 3 dots are visible depending
on the applied bias and the emission wavelength being observed.
3.2 Sample control and cryostat
There are many pieces of experimental equipment that are essential to perform the optically
detected NMR measurements presented in this thesis. We start by describing the cryogenic
chamber that holds the sample. Most experiments using self assembled InGaAs/GaAs QDs
require low temperatures (< 50 K) to ensure that the spacing between the confined energy
levels is larger than the thermal energy of the electrons and holes. Once the electron
spin state is initialized at low temperatures, the state can be manipulated and detected
before the information is destroyed by interactions with phonons (see Section 2.2.1). This
























Figure 3.3: Simplified schematic diagram of the cryogenic system. The cryostat holds
a liquid He reservoir that allows for the use of a superconducting magnet with fields up
to 8 T along the vertical axis. A laser can pass through the system and is focussed onto
the sample surface with an aspheric lens, which is also used to collect the emitted dot
signal. The sample is mounted on a non magnetic holder that can be positioned precisely
using 3 piezoelectric nanopositioners. The sample is not in contact with the liquid He,
but instead is contained within an insert tube filled with a low pressure He gas used for
exchange gas cooling. There is a copper coil near the sample used to apply radiofrequency
excitations to the quantum dots and another coil used as a pickup coil to monitor the
waveforms. Wires are fed through the cage structure and the electrical components can
be controlled externally through the electrical connectors at the top of the insert. A
breadboard housing important optical components sits on top of the cryostat and the
structure is damped to minimize vibrations and maintain optical alignment.
Chapter 3. Experimental techniques 48
is possible in the laboratory by placing the sample in a cryostat filled with liquid helium
which has a boiling point of T = 4.2 K. A summary of the cryogenic system discussed in
this section is illustrated in Figure 3.3.
In this work, an Attocube LTSys-He liquid helium bath cryostat was used to hold the
sample. This is essentially a large cryogenic dewar which has insulated vacuum layers that
prevent the heating of the liquid helium reservoir. The cryostat also houses a supercon-
ducting magnetic coil which is used to apply an external static magnetic field (of up to a
maximum persistent field of Bz = 8 T) to the sample along the vertical (ẑ) direction. The
field can be adjusted through an external power supply that controls the current flowing
through the coils and can also be configured to create a persistent field. The sample can
be mounted so that the optical direction is along the field axis (Faraday geometry) or
perpendicular (Voigt geometry), but all measurements were performed in Faraday config-
uration. The chamber can hold a reservoir of upto about 50 litres of liquid helium and
the sample could be kept cold for several months at a time by refilling the cryostat every
4 days, beyond which the helium level would drop below the coil. This creates a stable
system and avoids issues with a different QD charge environment when the sample heats
up and cools down. The reservoir is suspended from the external casing of the cryostat
through vibration dampeners which enforce mechanical stability and allow us to perform
measurements over night with only small drift corrections in the excitation laser path.
The sample itself is mounted on a copper holder on an aluminium pedestal (both of
which are non-magnetic) through the use of silver paint which provides a good thermal
conductive contact. The sample holder is glued onto a stack of 3 Attocube piezo-electric
nanopositioners which are used to move the sample with high precision (sub micron). The
two “x” and “y” stages can control the position of the sample with respect to the fixed
excitation laser and the third “z” stage controls the focussing of the laser spot onto the
surface. The sample, holder and piezo stack rest on a cage plate which is fixed onto a
Thorlabs cage structure which comprises 4 long stainless steel rods with more cage plates
at various locations across the rods. The cage plates provide stability to the structure and
access points to feed the various cables and wires required for the sample (bias control
and temperature sensor) and experiments (controlling the piezo positioners and the NMR
coil). One of the cage plates just above the sample holds an aspheric objective lens (with
focal length f ≈ 2 mm and numerical aperture NA≈ 0.5), which focusses the laser down to
a small micrometer sized spot onto the sample surface and also collimates the PL emission
from the dot into a beam so that it can be detected in confocal PL spectroscopy. This small
spot is what allows us to perform “micro-PL” measurements where individual spectral PL
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lines can be identified (as opposed to “macro-PL” spectroscopy which detects a broadened
ensemble).
The entire cage structure is inserted into a cylindrical stainless steel tube which has a glass
window in the top of the tube allowing free space optical access for the laser and the QD
signal. This “insert” tube is pumped to a high vacuum and a small amount of low pressure
He gas (< 1 mbar) is added into the tube. This tube is then immersed into liquid helium
in the cryostat and through the central hole (bore) in the magnetic coil, where the sample
will sit approximately level with the center of the coil. The sample does not make contact
with the liquid He; the sample is surrounded by the low pressure He gas within the insert
tube and the exterior surface of the tube is in contact with the liquid He. This means the
sample cools down in a slower controlled way and together with the inert atmosphere does
not allow for contamination of the surface due to condensation.
Finally, to perform NMR experiments, a small multi-winding copper coil is used to generate
oscillating radio-frequency (rf) magnetic fields which interact with the nuclear isotopes in
the sample. The coil is aligned to be as close as possible to the edge of the sample to
provide the maximum rf field on the nuclei in the sample. An additional single loop
copper coil is placed on the other side of the sample and is used as a pickup coil to
monitor the transmitted rf waves from the excitation coil. The NMR signal for the main
experiment is detected optically and the pickup coil is only used during calibrations to
check the intensity and distortions of the applied rf waveform. Both coils are wired to
BNC connectors connected near the top of the insert tube via coaxial cables. Also near
the top of the tube is a specially designed Fischer connector socket to which the other
wires for diode bias, temperature sensors and piezo stages are connected. Above the insert
tube, an optical breadboard is mounted which holds the various optical components used
for the pump-probe PL measurements.
3.3 Optical photoluminescence spectroscopy
Spectroscopy is a very broad technique used to analyze the transitions between energy
levels of a certain entity through emission or absorption of electromagnetic waves. Here we
detect the light emitted from a QD ground state exciton which is typically in the infrared
part of the electromagnetic spectrum (∼ 920 nm). In the previous section, the cryostat
part of the experimental setup was described which holds the sample and magnet. Now,
we will describe the rest of the optical components and the arrangement that is required





















Figure 3.4: Diagram of experimental setup for optical photoluminescence spectroscopy.
Two diode lasers are used to realize the pump-probe technique and pass through shutters
and a series of polarisation optics via single mode (SM) fibres to create a high power,
circularly polarised pump laser that polarises the nuclear spin bath and a low power,
linear probe laser that detects the quantum dot signal. The emitted signal from the
sample is directed through a high resolution double spectrometer and onto a CCD to
measure the spectra. Also, the laser power and the location on the sample can be
monitored by deflecting part of the beam onto a power meter and an imaging camera
respectively. The components located on the breadboard above the cryostat are shown
by the dotted rectangle.
to perform confocal photoluminescence spectroscopy. We will look at the components
located on the breadboard above the cryostat as well as the lasers used for pump-probe
experiments and the hardware for detection of the PL signal.
The entire experimental setup is illustrated in Figure 3.4. For the pump-probe scheme
required for initialization and detection of the nuclear spin polarisation, two 850 nm diode
lasers are used. This wavelength lies within the InAs wetting layer bandgap and allows
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us to perform non-resonant PL and see the entire ensemble of QD emission lines. The
current through the laser diode can be adjusted with an external power supply to change
the power of the emitted beam. However, we choose a constant current value above the
threshold value for lasing and we maintain this current in order to keep the power stable.
Instead the power of the two lasers can be controlled individually by passing the beam
through variable ND (neutral density) filters with an exponential gradient allowing for
attenuation of the laser upto 3 orders of magnitude. If more dynamic range is needed,
two such filters can be used in series. The experimental cycle typically consists of pump
pulses and probe pulses where part of the time the dot is illuminated by the high power
pump laser (to polarise the nuclei) and part of the time by a low power probe laser (to
detect the polarisation). Each laser can be turned “on” and “off”, by allowing the beam
to pass through or be blocked by a mechanical shutter. The time it takes for the shutters
to open or close limits the width of the pulses and the shutters used here had a minimum
operating time of ∼ 1 ms. This is sufficient for most of our experiments on InGaAs/GaAs
QDs but the CdTe/ZnTe system had faster dynamics and different hardware was used (see
Chapter 4).
Due to limited space and ease of access, the lasers are on a separate optical table to the
breadboard that is mounted above the cryostat. To transport the light from the lasers
to the breadboard, the beams are focussed by lenses into single mode optical fibres. The
fibres guide the beam to a pump path and a probe path located on the breadboard. In
the pump path, the laser passes through a half wave plate (HWP) and a linear polariser.
The half wave plate here is used to rotate the polarisation axis of the light coming out of
the fibre to be aligned with the axis of the linear polariser so that a maximum intensity
passes through. The linear polariser is oriented to create a linearly polarised beam parallel
to the plane of the breadboard. This light is then directed towards a 50:50 non-polarising
beam splitter cube. The horizontal polarisation of the beam here is aligned to the axis
of the beam splitter to ensure that it does not create any ellipticity in the polarisation.
Half of the light passes to a power meter and half is deflected down to the sample where
the beam is focussed into a spot (of size ∼ 1 µm2) on the sample surface by an aspheric
lens. A quarter wave plate (QWP) is placed just below the central beam splitter before
the light reaches the cryostat. This is mounted on a mechanical rotation stage which is
calibrated to change the polarisation state of the light to be circularly polarised (σ+/σ−).
The idea of the probe laser is to detect clearly the Zeeman splitting of the QD without
influencing the nuclear polarisation state itself. This is done by using a low power (well
below the saturation power of the exciton ground state) and by using linearly polarised
light. The probe path also contains the combination of a HWP and a linear polariser, but
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requires an additional pellicle beam splitter to deflect the probe laser into the path of the
pump (the pump laser passes through the pellicle before reaching the beam splitter cube).
Here the polarisation axis of the light is setup to be aligned with one of the optical axes
of the QWP and this ensures a linear polarisation is incident on the sample surface.
The light emitted from the dot is then collimated by the objective lens in the cryostat
and is passed back through the central beam splitter cube to the detection path. In
the detection path, there is another beam splitter mounted on a flipper-mirror that can
intercept some of the light and direct it to a digital camera connected to a TV monitor.
This is used to look at the image of the sample and allows us to align the probe laser
spot to the pump laser spot so that the same location of the sample is excited efficiently.
The piezo nanopositioners also allows for fine tuning of the focussing of the beams and
to navigate around on the sample surface to relocate specific dots relative to the surface
markers. The detection path on the breadboard concludes by focussing the light into
another single mode (and occasionally multi mode) fibre.
The light from the detection path fibre is then sent to a 1 m double spectrometer (Ramanor
U-1000 Monochromator). The double spectrometer has a pair of gratings (900 lines/mm),
which allow for high resolution spectroscopy. The gratings can be rotated together to
detect different wavelengths of light and are calibrated so that the energies of the QD
lines can be derived. Finally, the light from the spectrometer falls onto a liquid nitrogen
cooled charge coupled device (CCD) Princeton Instruments camera that is connected to a
computer to record the spectra. There is another mechanical shutter before the entrance
to the spectrometer, which is used to select the portion of the experimental cycle that light
is allowed to pass to the CCD. For example, in pump-probe measurements, the shutter
only opens when the dot is illuminated by the probe laser. The light is carefully focussed
onto the entrance slit of the spectrometer using an adjustable lens so that the maximum
signal and minimum linewidth is detected on the CCD. In this way, the resolution of the
spectrometer is about 20 µeV and several tens of thousands of counts per second of QD
signal is measured with non resonant PL at saturation powers. The integration times are
of the order of ∼ 1 s for a single spectra so the detected lines are actually time-averaged
over the conditions that the QD experiences.
It should be mentioned that all the optical components discussed here (as well as various
mirrors throughout the setup omitted for simplicity) are not perfect and will contribute
to distortions in the beam profile, imperfections in the polarisation and losses in the
beam throughput. However, these effects are relatively small for the requirements of our
experiments. The beam shape of both lasers are circular and a diffraction limited ∼ 1 µm2
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spot size is achieved on the sample surface. Perfect circular polarisation is not needed
because asymmetry in the dot itself causes the nuclear spin polarisation to be a maximum
when the polarisation is slightly different from σ+ or σ− (and is calibrated for each dot).
There are losses in the intensity of the beam, but the pump laser reaches upto a few mW
in power (at the power meter location) and the probe laser upto tens of µW, both of which
are sufficient to polarise the nuclear spin bath and detect the PL signal. The alignment
can also drift in time due to various external factors including vibrations and temperature
fluctuations in the lab. On rare occasions, the data is discarded and remeasured, but
usually measurements can be reliably performed over several days with brief interruptions
to correct for small drifts.
3.4 Nuclear magnetic resonance techniques
Nuclear magnetic resonance is a branch of radiofrequency spectroscopy [113] where the
spacing between energy levels is in the radiofrequency part of the electromagnetic spectrum
- as is the case for most nuclear species. In this work, we only utilize cw NMR techniques to
interact with the nuclear spin system in the frequency domain, as opposed to pulsed NMR
which governs the time domain. In this section, we describe the experimental components
required for the optical detection of the NMR signal.
3.4.1 Optically detected NMR: the Pump-RF-Probe technique
The fundamental concept of optically detected NMR in single self assembled QD systems
is to measure changes in the Zeeman splitting of the QD lines. This is caused by changes
in the net magnetic field acting on the electron as the Overhauser field due to the nuclear
spin polarisation changes (see Section 2.3.4). Single QDs are particularly suited for optical
observation of DNP because the linewidths of the QD emission are very narrow and a
change in Zeeman splitting can be detected directly. This is in contrast to the equivalent
bulk systems where linewidths are much larger than the energy shift from the nuclear field.
In our experiments, we apply repeated cycles of a three stage procedure: pump to polarise
the nuclear spins, rf to manipulate the spins and probe to read out the final state. This
is the basic scheme for most of the measurements and a schematic illustration of what
happens to the nuclear spins is presented in Figure 3.5.
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Figure 3.5: Schematic illustration of the Pump-RF-Probe technique used for optically
detected NMR measurements. The initially randomly fluctuating nuclear spins are po-
larised by a high power pump laser. Nuclei of a particular isotope are depolarised by
applying a cw radiofrequency excitation and the final nuclear spin state is detected op-
tically in the PL spectra with a low power probe laser. A change in splitting in the PL
spectra is observed as the nuclear polarisation is altered.
Initially without external excitation, the nuclear spins fluctuate randomly and reach some
thermal equilibrium where no net nuclear spin polarisation is present when averaging over
the ensemble. In the initial part of Figure 3.5, this is represented by all the nuclear spins
(denoted by the black and purple arrows) pointing in random directions.
The first step requires the polarisation of the nuclear spins. This is done by applying a
high power, circularly polarised laser onto a QD. Using an 850 nm non resonant pump
laser, polarised electrons and holes are generated in the wetting layer and are quickly
captured by relaxation into the dot (see Section 2.2.1). As the polarised electron spin tries
to relax back to equilibrium, it can interact with the surrounding nuclear spins via the
contact hyperfine interaction and a spin flip can occur between the electron spin and the
nuclear spin. Due to the high power of the pump laser, the electron is polarised again
very quickly and transfers its spin to another nucleus. This process repeats to create a net
non-zero nuclear spin polarisation, where only nuclei that are covered by wavefunction of
the electron trapped in the QD become polarised. This process is called optically induced
dynamic nuclear polarisation (as introduced in Section 2.3.4) and was first realized in
silicon [159] and later in doped GaAs samples [120]. All nuclei are polarised because all
the isotopes present in our InGaAs sample have a non-zero hyperfine constant (see Table
2.1) and this is shown in Figure 3.5 by all arrows pointing in the same direction during the
pump step. The sign of the nuclear polarisation depends on which circular polarisation is
used for pumping; σ+ acts to increase the overall Zeeman splitting and σ− acts to reduce
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Figure 3.6: PL spectra recorded using the pump-probe technique from the X0 tran-
sition of a quantum dot from the In-flush sample at Bz = 8 T. The sample is pumped
with different polarisations of light for a few seconds before recording the spectra and
a clear Overhauser shift ∆EOHS is visible. With linear pumping, the Zeeman splitting
is 1.124 meV and under σ+ (σ−) pumping, a shift of ∆EOHS = +125µeV (−125µeV) is
observed.
the Zeeman splitting (in InGaAs dots where all hyperfine constants are positive). This is
visible in the PL spectra where an Overhauser shift (OHS) of upto ±125µeV was observed
under σ+/σ− pumping compared to the pure Zeeman splitting with linear pumping. This
can be seen in the PL spectra in Figure 3.6 from the In-flush sample. Note here that
for this simple explanation, all nuclear spins have been shown to be polarised (all arrows
point in the same direction after the pump step in Figure 3.5), but in reality the maximum
achieved polarisation is about 70 % in this InGaAs QD.
In the second step, we manipulate the nuclear spins using a low power cw radiofrequency
pulse through the rf coil. The rf pulses have a specially designed spectral shape (see Section
3.4.3) and they are used to selectively depolarise nuclei of a particular isotope. Thus we
observe a change in the Overhauser shift (seen as a change in the Zeeman splitting of the
PL spectra) due to some nuclei being depolarised. This is shown in the rf step of Figure
3.5 by the purple arrows (which have been driven by the rf field) pointing in random
directions, whilst all the other isotopes (denoted by the black arrows) remain polarised.
In the final step, a linear probe laser is applied. There is a compromise in the choice of
parameters for this pulse so that a sufficient PL signal is obtained, but not affecting the
Chapter 3. Experimental techniques 56
nuclear spin polarisation. We calibrate the pulse by looking at different powers and pulse
lengths and ensure that the Overhauser shift does not fall below 95% of its original value.
These three steps form one cycle in our experiment. Typically for InGaAs/GaAs QDs, the
pump time is TPump = 6 s and is the dominant part of the cycle and limits the total length
of the experiment. The rf pulse time TRF varies between isotopes from tens of milliseconds
to a few seconds and the probe time is about TProbe = 30 ms.
The measurements are all automated by connecting all the relevant controls for the shut-
ters, laser power and polarisation controllers to a series of interconnected function genera-
tors that create the pulse cycles with TTL (transistor-transistor logic) signals. The cycle is
repeated (usually around 10-20 times) for each datapoint until a PL signal of > 500 counts
is obtained. The Zeeman split peaks are then fitted with a Gaussian function and the cen-
tre of mass is determined. Other fitting parameters such as the width and the amplitude
of the peak are monitored to check for drift over time, but the most important parameter
is the peak position and energy shifts as small as ∼ 1µeV can be measured. Additionally,
the noise in the data is reduced further by taking multiple spectral repeats per datapoint
and averaging the signal. Many calibration measurements are typically required before
an NMR measurement can be performed such as determining all of the pulse times, the
polarisations and powers for the lasers and any dependence on bias in the diode sample
and these are discussed in the experimental chapters.
3.4.2 Inverse NMR technique
In order to understand the properties of the nuclear isotopes present in a single QD con-
taining only 105 spins, we use an optically detected NMR (ODNMR) technique. The aim
is to map out how the nuclear spin magnetisation changes with frequency and this powerful
technique allows us to determine the chemical composition and the strain distribution in
a particular dot. Early ODNMR work was measured by detecting the change in electron
spin polarisation [160–162]. Then, the signal was detected by looking at changes in the
Zeeman splitting through “saturation” NMR methods, where the NMR spectra for 69Ga
and 75As were measured by stepping through the radiofrequency of the transverse field
[56]. In our research group, we have advanced this technique further [163], and created
a novel “inverse NMR” technique which uses a specially designed rf waveform [146]. The
saturation method is used to detect the signal from spin I = 1/2 nuclei or quadrupolar
nuclei in low strain systems. But in our self-assembled InGaAs QD system, there is a large
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inhomogeneously broadened ensemble due to the in-built strain and the inverse NMR tech-
nique can be used to significantly enhance the extracted signal. In previous sections, we
have discussed that a rf pulse is used to depolarise certain nuclei, and here we will explain
the spectral shape of these pulses in the context of saturation and inverse NMR.
We have seen in Section 2.3.3, that the nuclear spin level structure of a quadrupolar nucleus
in a large external magnetic field is dominated by the Zeeman effect and the states have
a well defined spin projection m (from −Iz to +Iz) along the field axis (ẑ). Quadrupolar
shifts induced by strain give additional shifts and since the only dipole-allowed transitions
are m ↔ m + 1, we find for the example case of a spin I = 3/2, three allowed resonance
peaks (called the central transition CT between −1/2↔ 1/2, and side/satellite transitions
ST −3/2↔ −1/2 or 1/2↔ 3/2).
After the optical pump step of the experimental cycle and before any rf pulse is applied,
most of the nuclear spins will have been polarised. For spin I = 3/2 isotopes in our InGaAs
dots, this means that under σ− pumping, the probability pm of finding a nucleus with a
projection Iz = +3/2 is much higher than Iz = −3/2 (and vice versa for σ+ pumping). The








where the dimensionless inverse temperature is defined β = ~ωL/kBTe, ~ and kB are the
Planck and Boltzmann constants, ωL = −γNBz is the Larmor frequency (see Section
2.3.3) and Te is the spin temperature of the electrons inducing DNP.







which can be detected optically by detecting the total OHS.
For saturation NMR in its simplest form, rf excitation at a single frequency νsat is applied
to the sample. This will alter PN only when νsat is in resonance with one of the transitions
of an isotope present in the system. PN changes under a sufficiently long rf excitaiton
because the population of the two spin levels equalize. Especially for an inhomogeneously
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broadened spectrum, the number of nuclei of a given isotope with the same resonance
frequency is small so the signal detected through a single frequency νsat rf pulse is low. To
improve the signal (but at the risk of lower resolution), a distribution of frequencies that
form a spectral band of width wsat may be applied instead and now more nuclei will have
their spin state populations equalized.
However the maximum signal achievable here is still low because it is limited by the
difference in the initial populations between the two levels. For the example of the 1/2↔ 3/2
transition, the signal is proportional to ∝ p+3/2−p+1/2 and the rf waveform has no effect on
the populations of the other spin levels. This is shown schematically in Figure 3.7b where
a rf pulse resonant with the 1/2 ↔ 3/2 transition equalizes their populations and does not
change the other levels.
This is why the inverse NMR technique was developed, as it provides a large enhancement
in the detectable changes in PN for quadrupolar spins I > 1/2. Here, two broad cw
radiofrequency bands are applied separated by a gap. The total width of the bands is
calibrated to cover the entire width of the resonance (CT and ST) for a particular isotope.
If there is no gap, all of the populations are equalized (see Figure 3.7c) and the nuclear
spin polarisation is fully erased. When a gap is introduced, the width of the gap is
carefully chosen to balance the amount of signal versus the resolution of the spectra. The
gap is narrow to detect high resolution CT spectra (see experimental Chapter 5) and is
much broader for the ST spectra that suffer from quadrupolar broadening. If the gap is
in resonance with the Iz ↔ Iz+1 transition, this transition is not excited and hence the
populations equalize in two separate groups of levels with m ≤ Iz and m ≥ Iz+1. This is
shown in Figure 3.7d, where a gap resonant with the 1/2↔ 3/2 ST causes the equalization
of the populations of the −3/2,−1/2 and +1/2 states and the +3/2 level remains at a large
population. The central gap frequency fgap is moved across the resonance and the more
nuclei that lie within the gap, the larger the signal and the NMR spectra can be traced
out.
For a saturation NMR measurement, a spectra is taken with no rf waveform applied
(Figure 3.7a) and the Overhauser shift is detected ∆Eno,rfOHS and this acts as a reference
splitting value (where the nuclei are in a polarised state). Spectra are then taken with the
rf band applied ∆EsatOHS (Figure 3.7b) and the difference in splitting |∆E
no,rf
OHS − ∆EsatOHS|,
caused by the difference in the nuclear spin polarisation, provides the NMR signal. For
an inverse NMR measurement, the reference level of splitting is provided by a “no gap”
spectra ∆Eno,gapOHS where a single band depolarises the entire isotope (Figure 3.7c) and the
signal comes from the splitting ∆EgapOHS measured when a gap is introduced (Figure 3.7d).































inv. NMR, no gap
d) wgap
inv. NMR, gap at ST
Figure 3.7: Schematic comparison of the saturation and inverse NMR techniques for
quadrupolar nuclei with the example case chosen as spin I = 3/2. a) Shows how the
populations (green bars) of the various spin states of a single nuclear isotope follow the
Boltzmann distribution after strong optical pumping (with polarisation of ∼ 70%) and
with no rf applied. b) Using the saturation NMR method, a narrow band with width
wsat is applied for a sufficient time in resonance with the 1/2 ↔ 3/2 ST and equalizes
the populations between these two states. The other spin states are unaffected. c) If a
single broadband cw pulse is applied covering all three transitions (spectrum indicated
be the blue rf waveform) the populations of all 3 states are equalized. d) In the inverse
NMR method, two broad rf bands are applied separated by a gap of width wgap. When
applied to the ST, all levels are affected and the populations are equalized separately
for two groups of levels m ≤ +1/2 and m = +3/2, resulting in a larger overall change in
polarisation and enhancement of the detected NMR signal.
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Again the final NMR signal is the difference between the two |∆Eno,gapOHS −∆E
gap
OHS|. It can
be seen visually from Figure 3.7 that the difference in populations between ∆Eno,gapOHS and
∆EgapOHS through the inverse NMR method is much larger than ∆E
no,rf
OHS and ∆EsatOHS from
the saturation method and this is what provides the larger signal. It can be derived [146]
that the CT signal is enhanced with the inverse method by a factor of (I + 1/2)3 compared
to the saturation method. As the formula suggests, the signal scales with the nuclear
spin, so it is particularly useful for nuclear isotopes with large spin such as 115In with spin
I = 9/2. However, it makes no difference for spin I = 1/2 nuclei (with no quadrupolar
moment) and so in Chapter 4, we measure the NMR spectra of Cd and Te (both having
only I = 1/2 isotopes) using the saturation method.
3.4.3 Frequency combs
To perform such inverse NMR measurements, we have thus far discussed aperiodic rf
spectral “bands” which are used to depolarise a nuclear isotope in the sample. Due to the
large inhomogeneous broadening in self-assembled QDs, a band can reach upto 20 MHz in
width. Such a broad continuum of rf excitation could not be created by our digital devices
in the lab and instead we approximate such a band by using rf frequency combs. The idea
is to have a large number of densely spaced discrete modes with equal separation (mode
spacing fMS ∼ 125 Hz) such that each nuclear resonance of an isotope is being driven
uniformly by multiple modes and are depolarised. The mode spacing of fMS ∼ 125 Hz is
significantly smaller than the homogeneous NMR linewidth, which results in fast nuclear
spin depolarisation [8] (this will be discussed in more detail in Chapter 6).
To introduce schematically how the frequency combs can be created and applied at some
arbitrary frequency range, lets first consider a much simpler system of just 2 sine waves.
The first sine wave is denoted as the carrier and the frequency fcar can be chosen to be
resonant with a particular isotope - in our experiments, this is usually 50 − 110 MHz for
the InGaAs isotopes at Bz = 8 T. The second sine wave acts as a modulating waveform
(with frequency fmod) and it is well known in the field of rf electronics that when two sin
waves are mixed together, a low and high frequency side band are created. This can be
derived explicitly using the trigonometric identity




cos[(fcarr − fmod)t]− cos[(fcarr + fmod)t]
)
, (3.3)


























Figure 3.8: Schematic illustration of the generation of a rf frequency comb that is used
in inverse NMR experiments. First, in a) we consider a simple case of two rf sine waves
with frequency fcar and fmod being modulated. b) A high and low frequency side band
is formed either side of fcar and are separated by fmod. c) Now, we consider modulating
the carrier with an arbitrary waveform, which has a frequency comb shape that consists
of a large number of closely spaced modes. d) Again high and low frequency sidebands
are formed. e) This final frequency comb waveform approximates a spectral frequency
band and can be arbitrarily positioned for use in inverse NMR experiments.
where A and B are arbitrary amplitudes and the low frequency side band has frequency
(fcarr − fmod) and the high frequency band has frequency (fcarr + fmod). The remaining
waveform is two sin waves separated by twice the modulation frequency centred on the
carrier frequency (see the left half of Figure 3.8).
Now if we consider the modulating waveform as an arbitrary waveform with the shape
of a frequency comb, which is itself computed by a summing over a series of sine curves.
Again when the carrier is multiplied by the frequency comb using analogue modulation, we
obtain low and high frequency side bands either side of the carrier. The carrier here is then
typically suppressed to have the same spectral amplitude as the other modes (shown in
the right half of Figure 3.8). In this way, we can create a rf frequency comb with densely
spaced modes centred on the carrier frequency and this approximates a wide spectral
band (Figure 3.8e). The rf signal must have a finite power and is designed to be evenly
distributed over the entire spectral width of the comb wcomb. The number of modes in
the comb is Nm = wcomb/fMS + 1 and can range from a few hundred to a few hundred
thousand modes.
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We can create and sum two such frequency combs and one is used as the rf band on the
low frequency side of the gap and one on the high frequency side to form the inverse NMR
waveform (see Figure 3.7d). We can control the total width of the excitation so that it
covers an entire nuclear isotope’s resonance and the width of the gap (which dictates the
resolution) by carefully choosing the width and carrier frequency of the two combs. The
phases δφm = (m − 1)/(2Nm) of each mode are chosen to minimize the peak envelope
power compared to the average power (known as the crest factor). The amplitude of the
applied rf field used in the inverse NMR measurements had a peak value of Brf / 0.3 mT
and the root mean square value was
√
〈B2rf〉 ≈ 0.15 mT, which caused the sample to heat
up by < 1 K.
3.4.4 NMR hardware
In this section, we describe the physical equipment required to apply the frequency combs
to the sample in inverse NMR measurements. A schematic circuit diagram summarizing
the important components are shown in Figure 3.9. As mentioned in the last section, two
combs are required - one for the low frequency and one for the high frequency side of the
gap. The carriers and arbitrary waveform envelopes are created and stored in the memory
of two arbitrary waveform generators (Agilent 81150 and Agilent 33600). The applied
rf signal is created by using external analogue mixers with “carrier 1” and “envelope 1”
mixed together to form the low frequency spectral band and “carrier 2” and “envelope 2”
mixed to form the high frequency band. The final shape of the applied rf waveform is
achieved by using an analogue summator to add together the two bands.
The waveform is then sent to a 30 W class A power amplifier and a directional coupler.
Most of the time the signal passes straight through this coupler but for some calibration
tests for the matching, the reflected signal can be measured. The amplified rf excitation
is coupled to the rf excitation coil through 50 Ω coaxial cables. The pickup coil can then
be used to monitor the transmitted rf waveform with an Agilent EXA spectrum analyser
in the frequency domain (or an oscilloscope for the time domain).
The rf excitation coil is placed very close to the sample < 1 mm and the amplitude of the
rf field at the position of a dot depends on the transmission and reflection coefficient of
the coil. This depends on the load impedance which in turn depends on the frequency of
the applied rf field. This is not equivalent to the 50 Ω impedance of the coaxial cables
and so the system is “mismatched” and a significant amount of rf signal will be reflected
back to the source and not transmitted to the sample. To match the coil, an additional
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Figure 3.9: Circuit diagram for the applied rf waveform in inverse NMR experiments.
Two sets of carriers and envelopes are stored in arbitrary waveform generators. The final
shape of the waveform is created using external analogue mixers and a summator and
then passed through a 30 W amplifier. This amplified rf field is applied through an rf coil
placed near the sample via a variable length of 50 Ω coaxial cable to ensure broadband
matching. The reflected signal (through the directional coupler) and the transmitted
signal (through the pickup coil) can be monitored with a signal analyser.
“stub” line was added to the circuit, which consists of another coaxial cable connected in
parallel to the main cable going to the coil. By applying a rf broadband noise waveform
(> 100 MHz bandwidth) and changing the various lengths of cable through an iterative
procedure, good matching can be achieved by monitoring the transmitted rf spectrum
through a signal analyser. We require matching over a broad range of upto 30 MHz and
this is not possible to execute perfectly with a real rf circuit. However, we adjust the cable
lengths until the mismatched circuit forms a flat transmission profile within about 2 dB
over the width of the frequency combs.
The shape that is created in the inverse NMR waveform is supposed to have no spectral
amplitude within the gap and an evenly distributed amplitude across all the modes. But
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Figure 3.10: Transmitted radiofrequency waveform detected using a signal analyser
via the pickup coil, which was used to measure the 75As isotope in the In-flush sample.
The gap is centered on the 75As resonance frequency at Bz = 8 T which is 58.576 MHz
and the total width of the band is 18 MHz and the gap width is 12 kHz. Left panel:
The transmitted waveform on a linear amplitude scale and a broad frequency scale with
a span of about 20 MHz (inset shows a zoomed in spectra with span ≈ 100 kHz to
explicitly monitor the narrow gap). Right panel: The same transmitted waveform as
the left panel but shown with a logarithmic amplitude scale. The matching can not be
perfect across the whole 18 MHz range but on the log scale, the entire band is flat to
within about ∼ 2 dB. There is a small rf power within the gap due to imperfections with
the amplifier but the power spectral density of the band is at least 30 dB (1000 times)
larger than the power density within the gap (see inset of right panel). The waveforms
appear as bands because the modes of the frequency comb are closely spaced - here a
mode spacing of fMS = 125 Hz was used.
because of noise in the rf circuit and non-linear intermodulation distortions of the amplifier,
the rf amplitude in the gap is not strictly zero. Here we calibrate the applied power so
that the spectral power density in the gap is at least 1000 times smaller (30dB) than the
spectral density in the comb. An example of the broadband matching and the depth of
the gap achieved for inverse NMR measurements of 75As on the In-flush sample is shown
in Figure 3.10.
Chapter 4
Nuclear spin properties of single
CdTe/ZnTe quantum dots
Due to the large quantum confinement and the strong light matter interaction in self
assembled semiconductor quantum dots, a lot of research in the last few decades has gone
into attempting to store, process and transmit information in these quantum systems.
However, the large nuclear spin fluctuations in Group III-V semiconductor, self assembled
quantum dots present significant challenges in using the spin of the trapped electron for
qubit applications as it suffers from fast spin decoherence [10, 54–57]. Another alternative
system of group IV semiconductors such as defects in silicon and diamond have large
coherence times exceeding 200 µs [164, 165], but they do not couple efficiently to optical
fields due to their indirect band gap.
Here, we attempt to combine the advantages of both systems by using a system of optically
active self assembled quantum dots where most nuclear isotopes have no nuclear spin. We
study the II-VI system of CdTe/ZnTe quantum dots which contain isotopes that are mostly
spin free, while the dot can still be populated optically as both CdTe and ZnTe are direct
bandgap semiconductors (as is the case for InGaAs QDs).
A lot of research has been done into the nuclear spin system in III-V QDs and advanced
experimental techniques now exist to control and detect the nuclear spin polarisation (some
of them will be covered in the other experimental chapters of this thesis). However, studies
of the nuclear spin properties in II-VI dots are few and this is directly related to the fact
that there are are fewer nuclear spins. The total achievable spin polarisation in such a
dilute nuclear spin bath is small and it is difficult to detect any signal from changes in
this small magnetization. The previous work on this topic have studied the nuclear spin
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properties indirectly by detecting changes in the electron spin dynamics [166–169]. Such
experiments can only be performed at low magnetic fields of B < 0.5 T.
Here we present the first direct observations of the Overhauser shifts in the photolumi-
nescence spectra of single self assembled CdTe/ZnTe dots at high magnetic fields. This
regime of large fields is of interest because the nonsecular electron-nuclear spin interactions
are suppressed and this extends the electron spin lifetime. We explore important funda-
mental properties of the nuclear spin polarisation, its dynamics and the NMR spectra of
the individual nuclear isotopes, which are detected optically.
4.1 Comparison of nuclear environment in II-VI and
III-V quantum dots
We begin by looking at the important differences between the II-VI QD system and the
III-V dot system specifically with regards to the properties of the nuclear spins. Firstly,
the self assembled CdTe/ZnTe dots that are formed are much smaller than in InGaAs dots.
It is estimated in our CdTe/ZnTe samples (see Section 4.2) that a typical dot contains
approximately 5000 nuclei, which is at least an order of magnitude less than in a InGaAs
dot, where there are usually 104 − 105 nuclei.
Secondly and most importantly, the most abundant naturally occurring nuclear isotopes in
CdTe/ZnTe have no nuclear spin I = 0. The small fraction of nuclei that do possess a spin
are all isotopes with spin I = 1/2 and therefore have no nuclear quadrupolar moments. It
can be seen from Table 2.1 in Section 2.3.4 that for cadmium there are two stable isotopes
111Cd with abundance ρ(111Cd) = 12.8 % and 113Cd with ρ(113Cd) = 12.22 % and only one
isotope for tellurium 125Te with ρ(125Te) = 7.07 %. The other isotope for tellurium 123Te
has such a small fraction ρ(123Te) = 0.89 % that it will not be possible to detect with the
methods used in this wark and it is ignored. Also note that there will be a small amount
of zinc present in the dot due to intermixing and its isotope 67Zn is a quadrupolar isotope
(I = 5/2), but it too has a small abundance of 4.1% [11]. For a quadrupolar isotope which
will experience significant quadrupolar broadening and with such a low abundance, it will
be very difficult to detect any NMR signal and will not contribute significantly to the
overall nuclear spin polarisation. Additionally, 67Zn has a smaller gyromagnetic moment
and is lighter than Cd and Te, which reduces the hyperfine constant.
This CdTe/ZnTe dot, where only a fraction of all nuclei present in the sample have a
spin, can be thought of as a dilute nuclear spin bath as opposed to the dense and strongly
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InGaAs/GaAs CdTe/ZnTe
Figure 4.1: Schematic illustration comparing the nuclear spin baths in semiconductor
quantum dots. On the left (in blue) is the dense nuclear spin bath found in InGaAs/GaAs
dots and all the quadrupolar nuclear spins I ≥ 3/2 are shown with thick arrows. On
the right (in brown) is the dilute nuclear spin bath found in CdTe/ZnTe dots, which are
smaller (contain less nuclei) and only a fraction of them possess a nuclear spin; most
nuclei have no spin I = 0 (shown as grey dots) and the few nuclei with a spin are spin
I = 1/2 isotopes (depicted with thin arrows).
fluctuating nuclear spin bath in InGaAs dots where all nuclei possess quadrupolar isotopes.
A schematic comparison of the two systems is shown in Figure 4.1. It is also possible that
the bath can be diluted further by selection of specific isotopes with I = 0 and this is not
possible in III-V dots.
The obvious consequence of there being less nuclear spins is that there will be a much
smaller maximum nuclear spin polarisation that can be created. In InGaAs dots the
maximum Overhauser shift is > 100 µeV and it is observed as a clear effect. In our
CdTe/ZnTe dots, the maximum OHS achievable is estimated to be only a few µeV, so we
expect to observe a change in the Zeeman splitting which is much smaller than the PL
linewidths of these dots which can be as narrow as ∼ 20 µeV. This is the main reason it
is so difficult to measure the nuclear spin properties directly as the maximum available
hyperfine shift is so low.
Finally, there can be a significant effect due to the Knight field which is caused by the small
dot size and low nuclear spin density. The maximum field is estimated in the literature
to be Bmaxe ≈ 100 mT for the Cd nuclei [169] whereas in InGaAs dots, the typical Knight
field is of the order ∼ 10 mT [131]. The Knight field amplitude varies across the dot and
follows the shape of the electron wave function density and so is different for each nuclear
site. We will see in Section 4.7, that the Knight field strongly influences the shape of the
optically detected NMR spectra of the nuclear isotopes.
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4.2 CdTe/ZnTe self assembled quantum dot samples
Here we describe the two samples used in this work. Both samples were grown with MBE
in the University of Warsaw in Poland and acknowledgements go to our collaborators W.
Pacuski for growth and especially Jakub Kobak who was involved in the sample growth as
well as directly involved in the experimental work here at Sheffield. The general procedure
is similar to that described for III-V QDs (see Section 2.1 and 3.1), but we will describe
the specific properties and differences here.
Sample A contained a low density of single self assembled quantum dots and Sample
B contained single dot lines as well as emission from a quantum well. Note that most
experimental results on the nuclear spin phenomena were from sample B (with the quantum
well), but sample A was measured first and unexpected shifts in the PL spectra were
observed that resembled an Overhauser shift but were not caused by the nuclear spins.
We briefly describe this effect in Section 4.4.1, before a full discussion is presented for the
nuclear spin properties in Sample B.
Fabrication of the first sample (sample A) was performed on a GaAs:Si (100) substrate.
After deposition of 1 µm ZnTe buffer layer, a CdTe film was grown by Atomic Layer
Epitaxy. Though the lattice mismatch between CdTe/ZnTe (5.8 %) is only slightly smaller
than InAs/GaAs (6.7 %), the formation energy for dislocations is lower[170]. Hence, to
assist with 3 dimensional QD formation (as opposed to forming dislocations), an additional
step is required which is not needed for III-V dot growth. For the first structure, such
a step was realized with the commonly applied amorphous Te technique[170], where the
substrate is strongly cooled (to ∼ 100 ◦C) whilst Te is deposited onto the dot layer. This
leads to a decrease of the surface energy and the thin CdTe film layer subsequently forms
a low density of single quantum dots.
The second sample (sample B) was fabricated slightly differently. This sample contains
not only QDs but also a quantum well (QW). First a GaAs:Zn (100) oriented substrate
is covered by a 1.3 µm ZnTe buffer layer and then a 2 nm CdTe dot layer is deposited.
Next, to induce formation of QDs and at the same time keep the QW in the structure, the
substrate cooling time was reduced under a Te flux and so the deposition of amorphous
Te was avoided. Finally, a 100 nm ZnTe cap layer is deposited. This procedure of sample
fabrication results in a higher density of QDs compared to the first sample and can be
seen from the broad PL spectra in Figure 4.2.
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Figure 4.2: Broad range photoluminescence spectra taken from the CdTe/ZnTe QD
samples used in this work at Bz = 0 T using 405 nm excitation. a) Sample A contains
a low density of single dot lines and b) Sample B has a higher density of dots (the inset
shows the magnified signal from the single dot region) accompanied by a quantum well.
Both samples are nominally undoped and are not embedded into any kind of cavity. This
results in a lower PL signal compared to the III-V dots studied in the other chapters of this
thesis. The broad range PL spectra measured for both samples are shown in Figure 4.2
and for Sample A, we observe a low density of single dot lines between 2130−2330 meV (∼
530−580 nm) and for sample B, a higher density of lines is seen between 1930−2100 meV
(∼ 590− 640 nm) and a broad quantum well peak at ∼ 2150 meV.
The additional step in the growth of these CdTe/ZnTe dots to assist with 3D dot formation
(compared to the growth of InGaAs QDs) makes this a challenging material to obtain good
quality single dot PL spectral lines. The charge environment surrounding the dot is more
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(a)
(b)
Figure 4.3: a) Bright field transmission electron microscopy (TEM) image of a cross
section of Sample B. The dark regions indicate the presence of CdTe and the arrows
show the approximate boundaries of two regions representing single CdTe quantum dots.
b) Energy-dispersive X-ray (EDX) image of the same region as a) with the red dots
(cadmium nuclei) showing there is an inhomogeneity in the distribution of cadmium
atoms. An almost horizontal (with ∼ 2 ◦ tilt) layer rich in Cd is seen in the EDX image
and is attributed to the quantum well layer in Sample B.
disordered and there is significant evidence (as we shall see later in this chapter) of charge
fluctuations surrounding the dot and intermittent occupation of the dot with carriers.
This has a large impact of the noise in the spectral measurements as the emission lines are
shown to exhibit spectral wandering [171] (see Appendix A).
Some basic analysis was performed using TEM images of the cross sections of the samples
and acknowledgements go to our collaborators K. Sobczak and J. Borysiuk from the Faculty
of Chemistry in the University of Warsaw for the TEM images. For sample A, only a small
fraction of cadmium is detected and makes it difficult to obtain qualitative results. This
complements the low density of QD lines observed in the PL spectra. For sample B (see
Figure 4.3), a clear Cd rich region is observed and fluctuations of the Cd within the
quantum well layer allow for the approximate size of the dots to be derived. The dots
appear to be approximately cylindrical in shape and have a diameter of ∼ 10 nm and
a height of ∼ 2.5 nm (marked by arrows in Figure 4.3a). The lattice constant of CdTe
is a0 = 0.648 nm and there are 8 atoms per unit cell, so we can estimate that the dot
contains ∼ 5000 atoms. This includes nuclei from all isotopes including those without any
spin (I = 0) and is similar to the value of ∼ 8000 nuclei in a single dot that was estimated
from similar samples [169].
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4.3 Experimental hardware changes to measure nu-
clear spin properties in CdTe/ZnTe dots
The general experimental setup described in Chapter 3 still applies to these measurements
on CdTe/ZnTe QD samples. The samples are kept at T = 4.2 K in a liquid He bath
cryostat and external magnetic fields upto Bz = 8 T can be applied. Most of the nuclear
spin work on sample B is done at Bz = 2.5 T and we use the Faraday configuration.
Most measurements still involve the use of pump-probe techniques and we measure micro
photoluminescence spectra of the neutral exciton line X0 and detect changes in the Zeeman
split lines. In this section, we describe the main differences in the experimental setup
that are required to measure the nuclear spin properties of CdTe/ZnTe dots compared to
InGaAs dots.
One important difference is the change in the emission wavelength region of the dots.
The InGaAs dots emit in the infra-red part of the electromagnetic spectrum from ∼
890 − 960 nm, while the dots studied in the CdTe/ZnTe sample B show PL emission
from 590 − 640 nm which is visible light. Hence, all of the necessary optical components
(waveplates, polarisers, mirrors and lenses) were changed to have efficient transmission at
this wavelength of light. Here we also use non-resonant excitation, but unlike the 850 nm
diode lasers used for InGaAs dots, we used a diode pumped solid state (DPSS) laser
emitting at 532 nm for sample A and a Vortran Stradus 561 nm (with higher energy than
the quantum well emission), 50 mW laser for sample B.
The other main difference is that the nuclear spin dynamics are much faster (see Section
4.6) for the II-VI quantum dot system. So the equipment used, needed to have quicker
response times so that the various experimental parameters could be changed faster than
the evolution of the nuclear spin polarisation. To achieve the pump-probe type cycles, a
single 561 nm laser was used and the power was changed between the nominal pump power
(about ∼ 160 µW to polarise the nuclear spins), the nominal probe power (about ∼ 20 µW
to detect the splitting) and no power (during the dark time). Analogue modulation of the
diode current in the 561 nm laser allows us to control the power with a fast response time
of < 1 µs. This is in contrast with the ∼ ms response time of the mechanical shutters for
the individual pump/probe laser for III-V dots. The polarisation of the laser is controlled
using a Leysop low voltage electro optical light modulator (EOM) with response time
≈ 500 ns. This is essentially a Pockels cell where a voltage applied to the EOM rotates
the polarisation axis of the beam that passes through. The pump pulse is circularly
polarised, so the beam passes through a linear polariser, then the EOM and then through a
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quarter-wave plate (QWP) and a voltage is applied to the EOM such that the polarisation
axis of the beam is 45 ◦ to the QWP axis. The probe pulse is linearly polarised, so a
voltage is applied to the EOM so that the polarisation axis is rotated to be along the
QWP axis. To detect the PL signal with a fast switching time, we use an acousto-optical
modulator (AOM) with a faster response time of ≈ 1.1 µs or a liquid crystal shutter
with a slower response time of ≈ 4.5 ms (but a higher transmission of light). Unlike a
mechanical shutter that blocks all of the beam from passing through, these components
have a characteristic on/off extinction ratio which was measured to be > 1000 for the
AOM and > 5000 for the liquid crystal shutter. The appropriate component was chosen
depending on the experiment, for example in dynamics measurements, the AOM was used
for the faster response, but for the NMR spectra, the liquid crystal shutter was used to
ensure a better extinction ratio and a better signal.
It was anticipated that any spectral shifts due to the Overhauser shift in such a dilute
nuclear spin bath were small (on the order of a few µeV). The narrowest linewidths mea-
sured for the CdTe/ZnTe QDs in sample B were about 20 µeV and were limited by the
resolution of the spectrometer. This spectral width of light falls onto about 2 pixels on
the CCD camera (out of a total of 1340 pixels) and it was found to be very inaccurate
to measure changes in splitting of a small fraction of a linewidth due to the inability to
resolve the spectral spot within one pixel. So after the exit of the spectrometer, we placed
a pair of achromatic doublet lenses with focal lengths (f = 40 mm and f = 150 mm)
pointing in opposite directions, which magnifies the light coming out of the spectrometer
and onto the CCD by a factor of 3.75. These magnifying lenses, along with taking multiple
spectral repeats, averaging and Gaussian fitting provides sufficient spectral resolution for
the direct detection of splitting changes less than 0.5 µeV.
4.4 Experimental observations in CdTe/ZnTe QD sam-
ple A
4.4.1 Large spectral shifts in continuous wave spectra
The first sample studied was sample A and initially only cw PL measurements were per-
formed by applying a non-resonant laser with either σ− or σ+ excitation and observing
the change in splitting. An example of such a spectrum of a single CdTe/ZnTe dot in
sample A and sample B is shown in Figure 4.4. Both samples show narrow spectral lines
Chapter 4. CdTe/ZnTe QDs 73
2 . 3 0 1 5 2 . 3 0 2 0 2 . 1 0 7 0 2 . 1 0 7 5









P L  e n e r g y  ( e V )
 σ−  p u m p
 σ+  p u m p
E z









P L  e n e r g y  ( e V )
 σ−  p u m p
 σ+  p u m p
E z
Figure 4.4: a) Continuous wave (cw) PL spectra of the neutral exciton X0 of a single
CdTe/ZnTe QD from sample A at Bz = 4 T using a non-resonant 532 nm excitation and
a power of 2.2 mW. b) Similar cw PL spectra of a dot in sample B with 200 µW, 561 nm
excitation at Bz = 2.5 T. Circularly polarised light was used and blue circles represent
σ− excitation and the red squares represent σ+ excitation. For sample A, a clear change
in splitting is visible of (Eσ−Z − Eσ
+
Z )/2 ≈ −22 µeV which is unrelated to nuclear spin
effects, but for sample B a small change of (Eσ−Z −Eσ
+
Z )/2 ≈ 1.5 µeV is measured when
the data is fit with Gaussian lineshapes and is related to the nuclear spin polarisation.
from individual excitons and the narrowest dot lines have a full width at half maximum
FWHM measured to be 30 µeV in sample A and 20 µeV in sample B.
For the dot in sample A, a clear change in splitting of (Eσ−Z −Eσ
+
Z )/2 ≈ −22 µeV is visible.
This was initially unexpected as such a large change in splitting is thought to be impossible
even for a fully polarised nuclear spin bath in these dots (calculated to be about ±4 µeV
in Section 4.7). However when such a measurement was conducted using the pump-probe
technique, no measurable change in splitting was observed with either 532 nm or 561 nm
pumping. To investigate further, the excitation polarisation was switched rapidly between
σ+ and σ− in sample A and the measured change in splitting was found to occur on a
timescale quicker than 500 ns. This was the fastest timescale that was investigated and
was limited by the response time of the EOM. This is too quick to be caused by the
dynamics associated with the nuclear spin polarisation and the exact cause of this effect
would require additional measurements to deduce. In sample A, out of approximately 90
individual dots that were measured using cw PL spectra, at least 10 dots showed a clear
change in splitting (> 5 µeV). This effect is only observed when using 532 nm excitation
and only for QDs with a ground state energy emission in a small range of wavelengths
between ∼ 537− 539 nm with a small detuning from the laser. It is possible that the fast
timescales are related to electron/hole spins which recombine on a timescale on the order
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of 300 ps in CdTe/ZnTe QDs [172]. It may also involve the dipolar or exchange interaction
with charge spins in nearby dots or defects. In any case, this result shows that a change in
the Zeeman splitting observed in the PL spectra alone is not an unambiguous signature of
dynamic nuclear polarisation and additional measurements such as the pump-probe cycle
or nuclear magnetic resonance techniques are required to verify the effects of the nuclear
spins.
In sample B, a similar cw PL spectrum reveals a much smaller change in splitting of
(Eσ−Z − Eσ
+
Z )/2 ≈ 1.5 µeV, but crucially is also observed in pump-probe spectra and so
this change in splitting survives for much longer than the effect measured in sample A and is
attributed to nuclear spin polarisation effects, which was confirmed by NMR measurements
(see Section 4.7). Another point of note is that in both samples, cw excitation using
circularly polarised light produces a non-zero spin polarisation of the excitons. This is
visible in the PL spectra of Figure 4.4 as an increase (decrease) of the low (high) energy
peak using σ− (σ+) polarised excitation. However, non-zero nuclear spin polarisation
occurs only in sample B and this provides evidence that the mechanism of DNP is not
related to electron-nuclear couplings during the radiative recombination of the ground
state exciton (it is related to the quantum well states, see Section 4.5).
4.4.2 Electron and hole g-factors and assignment of the sign of
nuclear spin polarisation
In Sample A, the dark exciton states could be observed and were used to calculate the
g-factors for the electron and hole, which were then used to determine the sign of the
hyperfine shift. Figure 4.5 shows the cw PL spectra of a single quantum dot in sample
A under a large magnetic field Bz = 8 T. When a large excitation power is applied
(Pexc = 400 µW, Figure 4.5a), two Zeeman split bright exciton states are observed (⇑↓
and ⇓↑, where ⇑/⇓ represents the hole spin and ↑/↓ the electron spin). However when a
low power is applied (Pexc = 7 µW, Figure 4.5b), two additional lines can be seen, which
correspond to the dark exciton states (⇑↑ and ⇓↓, see Section 2.2.1). These states become
optically active by mixing with the bright states because of the asymmetry potential in
the quantum dot [173] and have previously been observed in CdTe/ZnTe QDs [174]. These
states can only be observed at low power as they are only weakly optically active and have
a small dipole moment. It is observed that one type of circular polarisation enhances one
bright and one dark transition. For example, the low energy bright and the high energy
dark transition states (the two middle peaks in Figure 4.5b) are enhanced by σ− excitation
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Figure 4.5: a) Continuous wave PL spectra of the neutral exciton in a single dot in
sample A at Bz = 8 T using σ− (blue dashed lines) and σ+ (red solid lines) excitation.
a) At high power Pexc = 400 µW, two Zeeman split bright exciton states are observed
and b) at low power Pexc = 7 µW, both bright and dark exciton states are seen. Note
⇑/⇓ represents the hole spin and ↑/↓ the electron spin projection.
and these two states must have the same electron spin projection since the hole spin is
usually lost during relaxation. This only tells us which two states share an electron spin
projection and there are two possible options for the spin states - the one labelled in Figure
4.5 and another one with all electron and hole spin projections reversed.
The correct assignment of the exciton state to the spectral lines can be deduced by calcu-
lating the electron and hole g-factors. We use the energies of the bright and dark exciton
states (explicitly written out in Equations 2.6 and 2.7 in Section 2.2.5) and calculate the g-
factors for the dot in sample A. Since we only want to assign the states, the calculation was
simplified by ignoring the small contributions from the dark exciton fine structure splitting
δD. From PL spectra measured in a low magnetic field, we observe that δB ≈ 60 µeV and
we calculate that ge ≈ ∓0.49 and gh ≈ ±1.59. The bulk electron g-factor in CdTe is
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ge ≈ −1.59 [175] and ZnTe is ge ≈ −0.6 [176], which suggests it should be negative in
CdTe/ZnTe quantum dots, as was confirmed in previous work [177]. So we can conclude
that ge ≈ −0.49 and gh ≈ +1.59 and the spin states are labelled correctly in Figure 4.5.
Such spectra on several individual QDs in sample A revealed similar values of ge and gh
and the dark exciton states are not observed in sample B. However, the Zeeman splitting
of the bright states which is governed by gh−ge is very similar to sample A, suggesting the
individual ge and gh values are also similar. Also, when the ⇑↓ state recombines, it emits
a circularly polarised photon with a +1 momentum (σ+) and the ⇓↑ state, a photon with
−1 momentum (σ−). Hence in the PL spectra, σ+ polarised excitation enhances emission
from the ⇑↓ state, whereas σ− polarised excitation enhances emission from the ⇓↑ state.
Having assigned the correct labels to the exciton spin states, we can now identify the sign
of the nuclear spin polarisation. The Hamiltonian for the hyperfine interaction between
the electron spin ŝ in the conduction band and nuclear spin Î has the form Ĥhf ∝ A(ŝ · Î)
(see Section 2.3.1), where A is the hyperfine constant whose sign depends on the sign of
the gyromagnetic ratio γN (see Section 2.3.1). The primary DNP mechanism in quantum
dots is the spin conserving electron-nuclear spin flips through the hyperfine interaction [9].
Because of this spin conserving property of the interaction, the signs of the non-equilibrium
electron and nuclear spin polarisations are the same. So for example, if the electron spin
state is initialised with a positive ↑ (negative ↓) spin projection, the average nuclear spin
polarisation will also be positive 〈Iz〉 > 0 (negative 〈Iz〉 < 0), hence the product (ŝ · Î)
is always positive. Therefore, the sign of the Overhauser shift which acts on the exciton
state is only determined by the sign of the hyperfine constant A.
For III-V semiconductors, all isotopes have positive γN and so A > 0 (see Table 2.1). So
if a cw circularly polarised excitation enhances an exciton transition line, that line shifts
to higher energy due to the Overhauser shift and this occurs regardless of the electron
spin projection sz = ±1/2 [178]. But for CdTe/ZnTe dots, the most abundant non-zero
spin isotopes of Cd and Te have negative γN and A < 0, so the exciton state whose PL
signal is enhanced with a given circular polarisation will shift to lower energy as a result
of the Overhauser shift. Using the pump-probe technique, we measure for sample B that
σ+ polarisation decreases the Zeeman splitting EZ and σ− increases EZ , which agrees well
with this analysis and shows that DNP is produced by secular electron-nuclear spin flips.
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4.5 Basic properties of the dynamic nuclear polari-
sation in CdTe/ZnTe dots: power and magnetic
field dependence
The nuclear spin polarisation in a single CdTe/ZnTe dot was only observed in sample B
using pump-probe techniques (see Figure 4.6b). Unless otherwise stated, the typical pump
time used was TPump = 40 ms with a power of 160 µW and a typical probe time used was
TProbe = 1 ms with a power of 20 µW. Between the pump and probe pulse, there was
typically a delay of TWait = 4.5 ms (limited by the liquid crystal shutter response) and
hence only effects that are persistent over such a timescale were measured (as should be
the case for nuclear spin polarisation). The detected Overhauser shift is much smaller than
the linewidth of the dot, but out of ∼ 120 dots that were measured in sample B, about
∼ 20 showed a clear OHS signal of > 2 µeV (most dots showed a small OHS ≤ 2 µeV).
The raw pump-probe PL spectrum is shown in Figure 4.6 for a single dot. The measured
change in splitting is only (Eσ−Z − Eσ
+
Z )/2 ≈ 2 µeV and is much smaller than the PL
linewidth of the transition line (FWHM ≈ 20 µeV) but can be detected by Gaussian
fitting of the peaks and averaging over spectral repeats.
To understand the mechanism of DNP further in CdTe/ZnTe QDs, a pump power depen-
dence measurement was conducted where only the pump power was changed and the probe
power and all other experimental parameters were kept constant and is shown in Figure
4.7. The total X0 PL intensity is observed to saturate at ≈ 50 µW in this dot (under cw
excitation) and is typical for all dots studied in this sample. The Zeeman splitting at low
pump power does not depend on the pump polarisation and a splitting of EZ ≈ 392 µeV is
observed under both σ+/σ− pumping. As the power is increased, there is a clear increase
(decrease) in splitting with σ− (σ+) pumping and this reaches a maximum (and saturates
at ∆Eσ
−,max
Z ≈ +2.3 µeV and ∆E
σ+,max
Z ≈ −2.4 µeV) at approximately the same power as
the PL signal saturates and again this is seen for most dots in the sample. This situation
is very different to III-V QDs where DNP under non-resonant pumping is observed to be
most efficient when the pump power is much higher than the saturation of the PL ground
state recombination signal and this was attributed to the effect of multi-exciton and ex-
cited states within the QD that contribute to the mechanism of DNP [134, 173, 179]. Here
in CdTe/ZnTe dots, we see DNP only in the sample containing the QW and DNP reaches
a maximum with saturation of the X0 PL intensity. This suggests that the method of
DNP is through a relaxation cascade of the electron-hole pair, where the quantum well is
Chapter 4. CdTe/ZnTe QDs 78
































Figure 4.6: a) Pump-probe PL spectra of the neutral exciton X0 in a single dot in
sample B at Bz = 2.5 T using σ− (blue circles, fit shown by solid lines) and σ+ (red
squares, fit shown by dashed lines), under excitation with a 561 nm laser. b) Pump-probe
measurement cycle timing diagram used for CdTe/ZnTe dots.
an intermediate state and X0 is the final state. Such broad energy intermediate states can
assist with DNP by reducing the strict energy conservation required for nuclear spin flips
[180].
Though the Overhauser shift increases approximately monotonically with pump power, a
high power incident on to the sample causes severe fluctuations in the charge environment
around the dot. So the pump power was chosen to be limited to 160 µW, which induced an
Overhauser shift below the maximum observed value but reduced the spectral wandering
observed in the PL spectra. This is discussed in more detail in Appendix A.
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Figure 4.7: a) The detected X0 Zeeman splitting EZ as a function of the pump power
for a single dot from sample B, measured at Bz = 2.5 T using the pump-probe scheme
and pumped with a 561 nm laser with polarisation σ− (blue circles) or σ+ (red squares).
The maximum Overhauser shifts observed at high power were ∆Eσ
−,max
Z ≈ +2.3 µeV
and ∆Eσ
+,max
Z ≈ −2.4 µeV. b) The total X0 PL intensity (sum of the Zeeman split
components), measured under cw conditions. The PL signal from the dot saturates at
≈ 50 µW under both σ+/σ− excitation.
Next, the Overhauser shift dependence on the external magnetic field is presented in Fig-
ure 4.8. Almost no DNP is observed at Bz = 0 T and this is due to exchange interaction
between the electron and hole spin resulting in the fine structure splitting (see Section
2.2.2). This causes the bright states to become linearly polarised without an external
magnetic field (with fine structure splitting δB ≈ 115 µeV for this dot), no net electron
spin polarisation can be induced with circularly polarised pumping and hence no nuclear
polarisation is observed. As the external magnetic field is increased, the Zeeman splitting
increases (by ≈ 150 µeV/T for this dot) and also the DNP increases and reaches a max-
imum at Bz ≈ 2.5 T because the electron spin polarisation is restored along the ẑ axis
through σ−/σ+ pumping and enables spin flips with the nuclear spins. There is still a clear
observation of DNP upto the maximum field of Bz = 8 T, but there is a reduction beyond
Chapter 4. CdTe/ZnTe QDs 80
Figure 4.8: The detected change in splitting between σ− and σ+ pumping ((Eσ−Z −
Eσ
+
Z )/2) of X0 as a function of the external magnetic field (in Faraday configuration)
for a single dot from sample B using the pump-probe scheme.
Bz ≈ 2.5 T which has also been observed for III-V dots [135]. The detailed analysis of the
DNP at various external fields will depend on the polarisation and depolarisation rates
of the electron, hole and nuclear spins, but as the field is increased, the electron Zeeman
splitting increases much faster than the nuclear splitting and this mismatch in energy slows
down the DNP. Since the intermediate QW states are very broad compared to the electron
Zeeman splitting, we see that DNP is still detected at high fields. Due to the maxima at
Bz ≈ 2.5 T, this field was chosen for all subsequent dynamics and NMR measurements so
that the maximum available change in splitting could be used.
4.6 Nuclear spin dynamics in CdTe/ZnTe dots
Now that the effect of DNP has been observed in CdTe/ZnTe QDs, we determine the
timescales associated with the nuclear spin polarisation - that is how long it takes to
buildup and how long it takes to decay. The observation of how the OHS builds up as a
function of pump time under σ−/σ+ pumping is shown in Figure 4.9a. Before the pump
pulse (only in this buildup dynamics measurement, see Figure 4.9c), a linear erase pulse
with duration TErase = 50 ms and 160 µW power is applied so that the nuclear polarisation
is erased between cycles and not built up over time. The data is fitted with an exponential
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function of the form EZ(t) = EZ(0) + ∆EZ(1− exp(−t/τ)) and the characteristic buildup
time for the DNP is determined to be τbuildup ∼ 1 ms. This is similar amongst several
dots measured in the sample at Bz = 2.5 T and is about a factor of ∼ 1000 smaller
than the buildup time for III-V dots at similarly large fields (where τbuildup ∼ 0.5 − 3 s
[135, 179, 181, 182]). Since the only isotopes present in CdTe/ZnTe dots are spin I = 1/2
(unlike in III-V dots where I ≥ 3/2) and only a fraction of the nuclei possess a spin (∼ 25 %
for Cd, ∼ 8 % for Te, but 100 % for III-V), the buildup time for DNP is expected to be
faster by about a factor of ∼ 30. The remainder of the difference is because of the smaller
number of nuclei within the dot, which is estimated to be ∼ 5000 nuclei from the TEM
images for a CdTe/ZnTe dot (see Section 4.2) compared to 104 − 105 in a typical III-V
dot. Also, here we measure τbuildup ∼ 1 ms at Bz = 2.5 T, which is at least an order of
magnitude longer than times reported in the literature (τbuildup < 100 µs) at low magnetic
fields B / 0.1 T in CdTe/ZnTe [169] and CdSe/ZnSe [166] dots. This was expected,
because at large magnetic fields, there is a large mismatch in the Zeeman energies between
the electron and nuclear states and there is a lower probability of an electron-nuclear spin
flip occurring.
In Figure 4.9b, we present the decay dynamics of the nuclear spin polarisation. Here, the
nuclear spins are allowed to decay naturally by leaving the sample in the dark for different
lengths of time TWait between the pump pulse and the probe pulse (see Figure 4.9d) and
the final exciton spectral splitting is measured. Again the data is fit with an exponential
decay function and the characteristic decay time of the nuclear spin polarisation is found to
be τdecay ∼ 4 s at Bz = 2.5 T. Similar times are measured for various dots in Sample B and
are much longer (by 3 orders of magnitude) than the < 1 ms decay times in charged CdSe
QDs in low external magnetic fields [167]. However these times are much shorter than the
decay times (of > 102 s) measured in neutral [135, 181] and charged [7, 136] III-V dots at
large magnetic fields. The decay times are large in III-V dots (on the timescale of hours
[7]) because spin diffusion through the nuclear dipolar interaction is suppressed due to
the strong quadrupolar broadening induced by strain. Due to the absence of quadrupolar
effects for spin I = 1/2 nuclei, spin diffusion is expected to provide a significant contribution
to nuclear polarisation decay in CdTe QDs (see supplementary of [183]) and additional
relaxation mechanisms may include the hyperfine interaction with the fluctuating electron
spin environment. These fluctuations are observed in this CdTe/ZnTe QD system through
the spectral wandering effects (discussed in Appendix A) but additional measurements
such as the depolarisation rates of individual isotopes would need to be performed for
detailed analysis (and with dots embedded charge-tunable structures).






















Figure 4.9: a) Nuclear spin polarisation buildup dynamics in a single CdTe/ZnTe
QD from sample B using the pump-probe scheme at Bz = 2.5 T. The characteristic
buildup time under σ− pumping (blue, open symbols) is τbuildup = 0.9+1.3−0.5 ms and under
σ+ pumping (red, solid symbols) is τbuildup = 1.5+3.0−1.0 ms, where the 95 % confidence
intervals are quoted. b) Nuclear spin polarisation decay in the dark of the same QD.
A combined exponential fit gives the characteristic decay time τdecay = 4.3+2.5−1.6 s. c)
Pump-probe measurement cycle timing diagram used for buildup dynamics where an
extra linear erase pulse prevents buildup of DNP between cycles. d) Pump-probe timing
diagram for decay dynamics measurement.
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4.7 Optically detected NMR spectra of CdTe/ZnTe
dots
So far we have shown that optical techniques can be used to initialize and detect the
nuclear spin polarisation in single CdTe/ZnTe QDs. Now we discuss measurements of the
NMR spectra, which require radiofrequency fields to control the nuclear spin polarisation.
We use repeated cycles of pump-rf-probe (see Figure 4.11c) for the “saturation NMR”
technique described in Section 3.4.2, by applying a rectangular band of excitation with
width wsat centred at a frequency frf , which is varied across a nuclear resonance. The
width of the band is chosen to be between a few kHz to a few hundred kHz to balance
the spectral resolution and the amplitude of the NMR signal (as discussed in Section
3.4.2). The pulse duration TRF is calibrated separately where a large band with wsat wide
enough to cover the entire nuclear resonance is applied and TRF is changed to detect the
exponential depolarisation decay time due to applied rf pulse. The final pulse durations of
TRF = 50− 120 ms used for the NMR spectra measurements were chosen so that > 99 %
of the nuclear spin polarisation is depolarised by the rf pulse. Note that the (natural)
decay time of the nuclear spin polarisation was measured to be τdecay ∼ 4 s in the previous
section, so the proportion of nuclei that decay naturally over the applied TRF ∼ 100 ms
will be low and a sufficient signal can be observed.
Additionally for the cadmium nuclei, there are two spin I = 1/2 isotopes of 111Cd and 113Cd
that are distributed randomly within the QD so on average, both isotopes will experience
the same fluctuations of the Knight field and chemical shifts. So the lineshape of the NMR
spectrum of 113Cd will be approximately the same as 111Cd, but the resonance frequency
will be offset by their gyromagnetic ratios γ(113Cd)/γ(111Cd) (see Figure 4.10). In order
to increase the magnitude of the observed NMR signal for cadmium, we depolarise both
111Cd and 113Cd simultaneously by applying 2 rf bands centred at frequencies frf and
(γ(113Cd)/γ(111Cd)) ∗ frf and stepping through different frf so that the final measured NMR
spectra is the sum of the 111Cd and 113Cd lineshapes.
The NMR spectra of two individual dots on sample B were measured and the results
are shown in Figure 4.11. For QD1, there are two resolution limited peaks observed at
resonance frequency ∼ 22.6 MHz for 111Cd and ∼ 33.7 MHz for 125Te as expected for the
nuclei at Bz = 2.5 T (resonance frequency = γBz/2π).
The total observed hyperfine shift from both Cd isotopes is |∆E111CdZ +∆E
113Cd
Z | ≈ 0.8 µeV.
The partial hyperfine shift, associated with a single isotope i can be written ∆EiZ =








frf (γ(113Cd)/γ(111Cd)) ∗ frf
Figure 4.10: Schematic illustration of the shape of the rf waveform applied to excite
both cadmium isotopes for the NMR spectra measurements in CdTe/ZnTe dots.
kiρiAiI iP iN , where 0 ≤ ki ≤ 1 is the element mole fraction that describes spatial non-
uniformities within the electron envelope wave function, ρi is the natural abundance of the
isotope and P iN is the average nuclear spin polarisation degree. Using the bulk hyperfine
shifts [175], A111Cd ≈ −31 µeV and A113Cd ≈ −32 µeV, so the product ρiAiI i ≈ −2.0 µeV
for either Cd isotope. Using the bulk band gap values ECdTe0 = 1.60 eV and EZnTe0 =
2.38 eV, we can interpolate that QD1 with PL energy ≈ 2.05 eV has roughly k ≈ 0.4
for cadmium and so the average spin polarisation is |PN | ≈ 0.5. The average value of
|PN | ≈ 0.5 should also apply to Te isotopes as the average spin polarisation is similar for
all spin I = 1/2 isotopes (as seen in GaAs/AlGaAs dots [9]). Since we measure that the
total hyperfine shift from all isotopes to be about ∆EZ ≈ ±2 µeV (see Figure 4.9), the
maximum Overhauser shift we could observe with 100 % nuclear polarisation would be
about ≈ ±4 µeV.
NMR measurements from another dot (QD2 in Figure 4.11b) produce a more complex
spectral lineshape. A resolution limited peak (wsat = 174 kHz) is only observed for the Cd
isotopes under σ− pumping (between 22.7 and 22.8 MHz with amplitude ∼ −0.5 µeV), but
is accompanied by a flat background offset of ∼ −0.3 µeV from the background splitting
without rf (dashed horizontal line). An additional measurement was taken with the rf
applied at a frequency range that does not correspond to the resonance frequency of any
isotope in the sample (see middle panel in Figure 4.11b). Here, no obvious change in
splitting is measured with respect to the dashed line without rf and it confirms the broad
backgrounds observed in the Cd spectra under both σ− and σ+ pumping are real signals
due to nuclei being depolarised by the rf and not related to any spurious experimental
effects (such as rf heating of the sample).
Since there are no quadrupolar nuclei, the only source for such a large inhomogeneous
broadening is the Knight field of the electron acting on the nuclei (see Section 2.3.4).
The knight shift of the 111Cd isotope can be written as γ(111Cd)Be/2π and the observed
















Figure 4.11: Optically detected NMR spectra at Bz = 2.5 T for the Cd and Te isotopes
in two single CdTe/ZnTe quantum dots: a) QD1 and b) QD2 in sample B. Both σ− (thin
blue line) and σ+ (thick red line) pumping are shown and the width of the rf waveform,
which indicates the spectral resolution (also shown with horizontal bars), was 63 kHz
(dotted line) or 174 kHz (solid line). The dashed horizontal lines show the measured
splitting without any rf and indicate the “background” level of splitting and the “off
resonant” spectra show a measurement with fRF between ∼ 25.3 and ∼ 26.2 MHz where
no nuclear isotopes are present. c) Pump-rf-probe measurement cycle timing diagram
used to measure NMR spectra.
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broadening in the NMR spectra of QD2 are at least ±0.5 MHz, which leads to an estimate
of the Knight field of |Be| ' 50 mT, which can be created by electrons partially occupying
the dot during the rf pulse in the dark. This is about a factor of ∼ 5 larger than the Knight
fieldBe ∼ 10 mT observed in III-V dots [131]. The detected NMR spectra of 111Cd can then
be thought of as the averaged sum of a narrow peak (when the dot is empty) and a broad
background (when the dot is occupied by an electron). For a dot charged with an electron,
the average Knight shift due to the polarised electron with spin s = 1/2 on the 111Cd nuclei
can be approximated as ∼ sI|A111Cd|/N ≈ 3 neV ≈ h× 0.75 MHz, where N ≈ 2500 is the
number of group-II atoms (see Section 4.2) in the volume of the electron and h is the Planck
constant. This value is close to the ±0.5 MHz (≈ µs) observed from the NMR spectra,
which indicates that the correlation time of the electron spin (trapped within the dot) is
much longer than the nuclear spin precession period (= 1/frf ≈ 40 ns). At any given
time the nuclei may interact with a ↑ (↓) electron which produces a positive (negative)
Knight field and appears as part of the NMR signal on the high (low) frequency side of
the resonance. It can occur over a broad frequency range because of the inhomogeneity in
the Knight field across the volume of the dot (the Knight field is strongest for nuclei near
the center of the dot).
Also shown in Figure 4.11b (as the dotted line) is an attempt to measure the 111Cd NMR
peak with a narrower resolution of 63 kHz and this peak itself is a sum of a resolution
limited peak and a broad ∼ 100 kHz tail. Even narrower spectral resolution does not
reliably produce a change in splitting. This time, the smaller broadening is likely due
to the Knight field caused by electrons in nearby QDs or charge traps (that produce the
spectral wandering effects discussed in Appendix A).
4.8 Summary
In this chapter, we have presented the first direct experimental observation of the Over-
hauser shift in CdTe/ZnTe quantum dots. This system consists of a dilute nuclear spin
bath with only a few hundred nuclear spins, and in the regime of strong magnetic fields,
hyperfine shifts of ∆EZ ≈ ±2 µeV are observed corresponding to approximately 50 %
nuclear polarisation. We see that DNP is only observed in a sample containing a quantum
well suggesting that the quantum well states play a key role in the mechanism of DNP
in this structure. We have shown the robust nature of this nuclear polarisation with an
initialization time of ∼ 1 ms and a decay time of ' 1 s (both of which are about two
orders of magnitude quicker than their III-V counterparts) and the ability to manipulate
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the nuclei using radiofrequency fields. The measurements revealed the strong Knight field
of |Be| ' 50 mT, which is an order of magnitude larger than in III-V dots. Severe spectral
wandering effects due to charge fluctuations in the environment were also observed.
The optically active CdTe/ZnTe QD system has the potential to combine the advantages
of III-V dots which have good optical properties and the long coherence times in nuclear
spin free systems such as group IV semiconductors. The coherence time of the electron
in InGaAs dots is limited to ∼ 1 µs [152] due to the nuclear spin fluctuations and by
adapting the isotopic purification methods from silicon [60] and applying it to the II-VI QD
system, it is possible in principle to have optically active QDs with electron spin coherence
times in the millisecond timescale. Alternatively, the few nuclear spins themselves could
be used as a resource to store and process quantum information. The strong electron-
nuclear interaction (indicated by the Knight field shifts), and individual isotopic control
could allow for the transfer of coherence between the electron and the nuclear spins and
implementation of quantum registers based on electron-nuclear spin qubits [35], which is
not possible in III-V dots. In any case, the crucial next step is to be able to control the
charge environment of the dot and further samples need to be designed and fabricated in
gated charge-tunable diode structures.
Chapter 5
Structural analysis of InGaAs/GaAs
quantum dots using optically
detected NMR
In this chapter, we present the experimental results in analysing the structure of individual
self assembled InGaAs/GaAs QDs using optically detected NMR techniques. We have
already discussed that such dots have favourable properties as fast, narrow linewidth, single
photon sources [43, 44] that may be used for spin qubit applications [1, 40]. However, for
this to become a scalable multi-qubit system, a detailed understanding of the underlying
structure of the individual QDs is required. Most microscopy techniques [184, 185] used
to analyse the structure are destructive and hence an individual QD will not be usable
again after microscopy. Typically, a section of the sample needs to be cleaved to look at
the cross section and it will most likely be a random dot in the sample. The important
advantages of our NMR technique is that the structure of a specific QD of interest may be
analysed and the technique is non-destructive so the same dot can be investigated for its
structural properties as well as continue to be used for further experiments of its optical
and spin qubit performance.
Here, we can detect NMR spectra optically from a system consisting of only ∼ 105 nuclei,
from which important structural information can be determined [124, 146]. We build upon
previous studies [146] and present a direct comparison of the structure of individual dots in
two different InGaAs/GaAs samples: the In-flush sample and the Low Temp Cap sample
that were introduced in Section 3.1. We measure high resolution NMR spectra of the
central transition (CT, between nuclear spin states Iz = +12 ↔ −
1
2) from which we extract
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the chemical composition (the proportion of indium) within the dot. The novel aspect of
this work involved designing a unique 3-band inverse NMR waveform to accurately measure







which are sensitive to the distribution of strain within the QD. This revealed important
structural information about nuclei within low strain areas of the QD that have previously
not been detected.
We start by looking at the calibration experiments required for the inverse NMR spectra
measured using the pump-rf-probe scheme. Then, we compare the high resolution spectra
of the central transition for all four isotopes in both samples. Next we look at the newly
developed 3-band inverse NMR technique, which was used to detect the satellite transitions
of all four isotopes in both samples. Finally, we present some basic structural analysis using
TEM images in comparison with the NMR measurements.
5.1 Calibration measurements for inverse NMR ex-
periments
Before an optically detected NMR measurement can be performed, a number of important
parameters must first be determined. The overall experimental setup and the pump-rf-
probe technique have been discussed in Chapter 3. However, even before an rf pulse is
applied, all of the parameters relating to the pump pulse and the probe pulse need to be
calibrated in pump-probe type measurements. Unless otherwise stated, in this chapter all
experiments were done with non-resonant lasers (850 nm) at large magnetic fields (Faraday
geometry, Bz = 8 T) and only the neutral exciton line X0 was used in the spectra.
Initially, both samples were searched for suitable QD candidates that showed a narrow
linewidth in the PL spectra (limited by the resolution of the spectrometer of ∼ 20 µeV)
and a large PL amplitude. Such characteristics are not fundamental requirements but
merely assist with the quality of the data. A large PL signal helps to limit the required
measurement time and a narrow optical linewidth improves the accuracy of the fitting.
We also select dots that have a large maximum Overhauser shift, which means a greater
fraction of polarised nuclei and a larger available signal for NMR experiments.
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Figure 5.1: Dependence of the Zeeman splitting on the angle of a rotatable quarter
wave plate (QWP). The data was measured on the neutral exciton X0 line in a pump-
probe scheme using the In-flush sample at Bz = 8 T. The other experimental parameters
were PPump = 1 mW, TPump = 6 s, PProbe = 0.25 µW and TProbe = 30 ms. With linear
pumping Π, the Zeeman splitting is ∼ 1.124 meV and under σ+ (σ−) pumping with a
corresponding QWP angle of 54◦ (−46◦), a shift of ∆EOHS ≈ +125 µeV (−125 µeV) is
observed.
5.1.1 Pump and probe pulse parameter calibration
There are several important parameters relating to the pump and probe pulse that need
to be determined before optically detected NMR spectra can be detected. Calibration
measurements are done to determine the polarisation, power and duration of the pump
and probe pulses. The lifetime of the nuclear spin polarisation in the dark needs to be
found, which is detected by changing the time in the dark between the pump and probe
pulses. Additionally in the Low Temp Cap sample, which is embedded in a diode structure,
the optimum bias during the pump/probe pulse and also in the dark time between pulses
needs to be found. In this chapter, since we are only using the neutral exciton X0 state,
we will not discuss the bias dependant measurements, but just state the bias values used.
In Chapter 6, the X0 and X− state are compared for a dot in the Low Temp Cap sample
and the explicit bias dependant calibrations will be presented and discussed there.
The change in the observed Zeeman splitting with different polarisations of the pump
laser is shown in Figure 5.1. This measurement is performed by changing the angle of the
quarter wave plate (placed just above the entrance to the cryostat as described in Section
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3.3) so that the polarisation of the pump laser changes from σ+ to σ− (through elliptically
polarised states and including linearly polarised Π). We can see that the maximum change
in the Overhauser shift occurs at an angle of 54◦ corresponding approximately to σ+
circular polarisation and −46◦ for σ− as indicated by the grey vertical lines. The maximum
Overhauser shift does not occur at the pure circularly polarised states at angles±45◦, likely
due to distortion of the polarisation at the interface between the dot and the surrounding
matrix. Additionally the angle of 0◦ does not correspond exactly to a linear polarisation,
but this is just an offset due to the way the QWP is installed on its mount. The raw spectra
for this measurement are shown in Figure 3.6 in Section 3.4.1. The pump polarisation for
all subsequent measurements can now be set by rotating the QWP to the appropriate
angle and similar angles are obtained for the Low Temp Cap sample. For the probe pulse,
the polarisation is adjusted using the HWP and linear polariser in the probe arm of the
optical setup (see Section 3.3). It is approximately aligned to have a linear polarisation
incident on the sample, but the small power and duration of the probe pulse ensure that
the precise polarisation should have little effect on the nuclear polarisation. Instead, the
most important consideration is that the amplitudes of the two Zeeman split components
are both approximately equal so that a Gaussian fit can be performed on both peaks to
determine the splitting.
The time required to build up the DNP is not inconsequently short. To determine the
duration of the pump pulse that is required, a pump-probe experiment is performed with
varying pump time TPump and all other parameters are kept constant. The measured
change in the Zeeman splitting from both pump polarisations are shown together in Figure
5.2a. Note that for this calibration measurement only, a linearly polarised erase pulse is
included after the probe pulse in a pump-probe-erase type cycle. This pulse has the power
of the probe pulse (PProbe = 0.25 µW) and is applied for a long time of TErase = 3.5 s. This
ensures that no net nuclear polarisation is built up between cycles and that the nuclear
spin bath in not polarised before a pump pulse is applied (similar considerations were made
for the pump time measurement in II-VI dots, see Section 4.6). A clear increase (decrease)
in the Zeeman splitting is observed under σ+ (σ−) pumping and reaches a maximum of
approximately ∆EOHS = ±125 µeV within a few seconds of optical pumping. Note that
such a large polarisation is only achieved by using a pump power of PPump = 1 mW which
is approximately 50 times the saturation power of the neutral exciton recombination PL
line (PSat ∼ 20 µW for this dot). For NMR experiments, we choose TPump = 6 s which is
sufficiently high to ensure that there is a reproducible nuclear spin bath polarisation. This
long time of TPump = 6 s dominates the experiment cycle TCycle and controls how long it
takes to measure a complete dataset.




Figure 5.2: a) Dependence of the Zeeman splitting on the pump pulse duration TPump
under both σ+ (red solid squares) and σ− (blue open squares) pumping at Bz = 8 T for a
single dot in the In-flush sample. Inset shows the pump-probe-erase timing diagram used
for this measurement only. A clear buildup in the Overhauser shift is observed and the
vertical line shows the chosen pump time of TPump = 6 s for NMR experiments. The other
experimental parameters for this measurement were PPump = 1 mW, PProbe = 0.25 µW
and TProbe = 10 ms. b) Effect of the duration and power of the probe pulse on the Zeeman
splitting. Three different probe powers were applied and both σ+ (solid symbols) and
σ− (open symbols) pumping with TPump = 6 s and PPump = 1 mW are shown. A clear
decay of the nuclear polarisation is observed which is faster for larger probe powers.
Here, the vertical line shows the chosen probe time of TProbe = 40 ms at a probe power
of PProbe = 1 µW for NMR experiments.
We also calibrate the effect of the probe pulse on the nuclear spin polarisation. An ideal
probe pulse would have no effect on the nuclear spin bath and allow us to simply detect the
final Zeeman splitting. However, a real linear probe pulse will always depolarise the spins
over time and this is clearly observed in Figure 5.2b. The higher the probe power, the
faster the decay of the polarisation and by 300 ms, a significant change in the splitting of
∼ 50 µeV is observed for the highest probe power applied here of PProbe = 5 µW (∼ PSat/4).
However when using low probe powers and/or probe times, this reduces the PL signal that
can be accumulated onto the CCD in a given pump-probe cycle and would require many
more cycles to acquire enough signal for accurate Gaussian fitting and therefore leads to
much longer measurements. Hence for NMR experiments, we choose a compromise of
PProbe = 1 µW (∼ PSat/20) and TProbe = 40 ms, for which the OHS changes by no more
than 5 % of the maximum observed value.
Though the data is not explicitly shown here, the same measurements were performed for
the dot measured in the Low Temp Cap sample. The final pump parameters used in NMR
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Figure 5.3: Dependence of the Zeeman splitting on the wait time TWait in the dark
between the pump and probe pulse (shown schematically in the inset) under both σ+ (red
solid squares) and σ− (blue open squares) pumping at Bz = 8 T for a single dot in the
In-flush sample. The other experimental parameters were PPump = 1 mW, TPump = 6 s,
PProbe = 1 µW and TProbe = 30 ms.
experiments for this sample were also TPump = 6 s and PPump = 1 mW and for the probe
pulse TProbe = 40 ms and PProbe = 0.25 µW. Also in this sample, the diode bias values
were chosen to be VPump = 1.36 V which was the value that provided the largest OHS and
VProbe = 1.724 V which provided the largest PL signal. For a more detailed analysis of
such bias calibration measurements on another dot in this sample, see Chapter 6.
5.1.2 Nuclear spin lifetime
Another important consideration is to ensure the intrinsic lifetime of the nuclear spin
polarisation (nuclear T1 time) is sufficiently long. This means that the natural decay
of the nuclei without any optical illumination is slow and the polarisation state can be
manipulated, for example with an rf pulse, without having to correct for the T1 decay.
The measured decay of the nuclear spin polarisation for a dot in the In-flush sample is
shown in Figure 5.3. The large change in the splitting due to the Overhauser shift can
be seen to survive even at very long times of > 1000 s under both circular polarisations
of pumping. The longest time point measured in this experiment of 1500 s was limited
to maintain a reasonable total measurement time. It was not possible to fit the data
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and extract the nuclear lifetime T1 because more datapoints (at longer TWait) would be
necessary but we measure the Overhauser shift to drop to only 94 % of the maximum
value after ∼ 1000 s. Such long nuclear spin lifetimes indicate that the dot is absent of
charge carriers and this can be deduced by looking at different biases applied to the diode
(see Chapter 6) and agrees with the timescale measured by other groups [7].
Similar nuclear spin lifetimes of > 1000 s were found under reverse bias (where the dot
is emptied of charges) in the Low Temp Cap sample. For the purposes of our NMR
experiments, the requirement is that no significant nuclear spin polarisation decay occurs
naturally when the rf pulse is applied. For all of the isotopes detected with the NMR
spectra, the maximum duration of the applied rf pulse was TRF < 6 s (see Section 5.1.3)
and so only negligible DNP decay is expected.
5.1.3 Radiofrequency pulse parameter calibration for cw NMR
For the optically detected NMR spectra measurements, there are some important parame-
ters relating to the applied rf pulse that must first be calibrated. As introduced in Section
3.4.2, the signal for an inverse NMR spectrum of a single isotope is given by the change in
the Overhuaser shift between a “no gap” and a “gap” measurement. For a “no gap” spec-
trum, a single rf spectral band is applied wide enough to cover the entire isotope resonance
(CT and STs) which depolarises the isotope. Then for the “gap” measurement, a gap is
introduced within this band and nuclei within the gap will not be depolarised and there
will be a change in the nuclear spin state populations (see Figure 3.7). The gap width can
be chosen to balance the spectral resolution and the amount of signal and is very different
depending on whether the CT or the STs are being measured and the isotope. Therefore
the important parameters here that must first be calibrated are the total width wBand of
the applied band for each isotope (indicating the total width of the resonance) and the
amount of time TRF that the rf pulse must be applied to depolarise the isotope.
The total inhomogeneous width of the nuclear resonance (CT and STs) changes consider-
ably between isotopes in InGaAs/GaAs QDs. This is governed by the quadrupolar moment
Q of each isotope (see Table 2.1) and the nuclear spin I through ωQ ∝ Q/(I(2I − 1)).
The quadrupolar moments interact with the electric field gradients caused by strain, as
discussed in Section 2.3.3. The STs show a large inhomogeneous broadening (as they are
affected by the first order quadrupolar shifts ω(1)Q ) and there are multiple STs for 115In
which has a spin I = 9/2.
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Figure 5.4: Nuclear resonance spectra schematic of the four studied isotopes in a
single self assembled InGaAs/GaAs quantum dot at Bz = 8 T. There are narrow central
transition peaks corresponding to the −12 ↔ +
1
2 spin states of each isotope. There are
two satellite transitions for the spin I = 3/2 isotopes for Ga and As, but eight for the
I = 9/2 isotope of 115In.
To determine the width of the entire resonance, a pump-rf-probe type cycle is utilised
and a single broad spectral rf band is applied during the “rf” part of the cycle. This rf
band has its central frequency fBand chosen to be at the middle of the CT resonance of a
particular isotope. Whilst keeping the central frequency constant, the width of this band
wBand is varied and the change in the Overhauser shift ∆EOHS between the “gap” and
“no gap” measurements will be plotted. So here, we use the amplitude of the CT signal
to determine the total width of the isotope. Note that the width of the gap wGap in all
inverse NMR experiments is always less than wBand.
The relative widths and frequencies of the four nuclear isotopes in InGaAs dots at Bz =
8 T are illustrated schematically in Figure 5.4. We ideally want to perform the width
dependence separately for each isotope and this is possible for 71Ga which has a central
frequency of ∼ 104.85 MHz at Bz = 8 T and so is well isolated from the other isotope
resonances. Note that the resonance frequency is governed by the gyromagnetic ratio of
the isotope (see Table 2.1) and depends on the magnetic field (resonant Larmor frequency
ωL = −γBz). We can also measure the width of 75As separately which has a resonance at
∼ 58.84 MHz. There is only a small overlap between the low frequency ST of 115In and
the high frequency ST tail of 75As but this should have a minimal effect on 115In because
the overlapping states are depopulated for a specific specific sign of optical pumping. This
is due to the fact that 115In and 75As have opposite signs of quadrupolar splitting (see
further discussion in Section 5.4). However, for 115In (with frequency ∼ 75.37 MHz), the
high frequency ST overlaps with the entire 69Ga resonance (with frequency ∼ 82.52 MHz).
These two isotopes can not be separated in frequency space at such large magnetic fields
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Figure 5.5: Calibration measurement to determine the total spectral width of each
isotope in the In-flush sample at Bz = 8 T using σ− pumping only. The change in
Overhauser shift ∆EOHS is between the “no gap” measurement where a single band of
width wBand depolarises the isotope and a “gap” measurement where a gap is introduced
in the band. The gap widths (and length of rf pulse TRF) used were 400 kHz (4.4 s) for
75As (left panel), 200 kHz (3 s) for 115In + 69Ga centred on the 115In resonance frequency
(middle panel) and 100 kHz (1.28 s) for 71Ga.
and the width dependence is done by applying the rf band centred on 115In but changing
the width until both isotopes (115In and 69Ga) are being depolarised.
The rf spectral band width dependence for each isotope in the In-flush sample is plotted
in Figure 5.5. At small spectral band widths, not all nuclei and not all transitions of a
particular isotope are being driven by the rf band. So less nuclei are being depolarised and
there is a smaller detected change in the OHS between “gap” and “no gap” measurements.
The signal (∆EOHS) then increases approximately monotonically until an rf spectral band
width that covers the entire isotope is applied, beyond which the signal saturates. The first
and most important point to note is that all isotopes show a significant total broadening
on the order of several MHz (at Bz = 8 T) and indicate the severity of the inhomogeneous
first order quadrupolar broadening ω(1)Q that affect the STs in these self assembled QDs.
It can be seen that the narrowest total width is observed for 71Ga where ∆EOHS saturates
when approximately wBand = 7 MHz and this is because 71Ga has a relatively small
quadrupolar moment Q compared to the other isotopes (see Table 2.1). To be clear, this
is wBand = 7 MHz centred at ∼ 104.85 MHz so the resonance extends from ∼ 101.35 MHz
to ∼ 108.35 MHz and is illustrated schematically in Figure 5.4.
For the other isotope of gallium 69Ga, the total resonance width will be about ∼ 1.6
times broader (ratio of quadrupolar moments) than that of 71Ga, but as discussed it
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cannot be isolated from the broad 115In resonance (which has the largest Q of all the
studied isotopes, see Table 2.1). The 115In + 69Ga isotopes have a combined width of
wBand = 24 MHz (middle panel of Figure 5.5). Again this is centred around the 115In
frequency of ∼ 75.37 MHz and so extends from ∼ 63.37 MHz to ∼ 87.37 MHz. The
69Ga resonance is at ∼ 82.52 MHz so the high frequency STs of 115In which extend to
∼ 87.37 MHz essentially cover the whole of the 69Ga resonance, again illustrated in Figure
5.4.
For 75As (left panel of Figure 5.5), the total width of the resonance is measured to be
within wBand = 18 MHz and this centred at ∼ 58.84 MHz (so between ∼ 49.84 MHz and
∼ 67.84 MHz). We determine wBand based on the signal that is detected above the noise
but it is possible that there are some nuclei with even larger quadrupolar shifts but give too
small a signal to detect. The 75As resonance has been observed to have characteristic long
“tails” in the ST spectra (discussed later in this chapter), which have a small contribution
to the overall signal ∆EOHS and extend over many MHz. Therefore the overlap between
the high frequency ST of 75As extending to ∼ 67.84 MHz and the low frequency ST of 115In
down to ∼ 63.37 MHz is minimal and the 75As NMR spectra can be measured separately.
The applied spectral width of the band was usually chosen to be slightly higher than
the measured saturation width to ensure that all isotopes are being depolarised under
both circular polarisations of pumping. So for the In-flush sample, the final widths were
w
75As
Band = 18 MHz, w
115In+69Ga
Band = 30 MHz and w
71Ga
Band = 9 MHz. Similar measurements on
the Low Temp Cap sample yielded widths of w75AsBand = 20 MHz, w
115In+69Ga
Band = 27 MHz and
w
71Ga
Band = 9 MHz and are summarised in Table 5.1 for the In-flush sample and Table 5.2 for
the Low Temp Cap sample.
Now that we have determined the spectral width of the rf band required for each isotope,
the other important parameter that was calibrated in relation to the rf pulse was the
duration of the pulse TRF. Again this was measured using the inverse NMR “gap” minus
“no gap” technique and was chosen based on the value that provided the largest signal
∆EOHS as well as minimising the total experimental measurement time. The specific value
was usually optimised for the gap width used in CT or ST NMR spectra and is inversely
proportional to the amount of rf power applied for a given isotope and the quality of the
rf matching achieved (which indicates how much power is transmitted to the coil and not
reflected back along the cables, see Section 3.4.4).
The change in the Overhauser shift ∆EOHS between “gap” and “no gap” waveforms mea-
sured as the rf time TRF is varied is shown in Figure 5.6 for the In-flush sample for 75As,
115In and 71Ga. The shape of the curves show that there is an optimal time required to













6 0.040 1000 1 120
High resolution CT spectra parameters
Isotope 75As 113In 69Ga 71Ga
Central frequency of
band, fBand (MHz)
58.84 75.37 82.52 104.85
Width of band, wBand
(MHz)
18 30 14 9
Gap width, wGap (kHz) 12 18 4 4
RF time, TRF (s) 3.5 3.0 1.7 1.28
3 band inverse NMR ST spectra parameters
Central frequency of
band, fBand (MHz)
58.84 75.37 82.52 104.85
Width of band, wBand
(MHz)
18 30 30 9
Gap width, wGap (kHz) 600 600 600 600
RF time, TRF (s) 4.4 3.0 3.0 1.28
Width of 3rd CT satura-
tion band, wCTband (kHz)
503† 81 39 39
Table 5.1: List of all important experimental paramters used for the cw inverse NMR
spectra measurements in the In-flush sample at Bz = 8 T. To account for the skewness
in the 75As lineshape, the 3rd band is offset to lower frequencies by †100 kHz, see
Appendix C.
apply the rf pulse to obtain the most signal. At short times, the pulse does not fully
depolarise the isotope, so the population change is small. At long times nuclei within the
gap of the “gap” waveform are weakly excited due to imperfections in the waveform (for
example due to distortions from the amplifier, see Section 3.4.4), so there is a smaller
change between the “gap” and “no gap” waveforms (smaller change in the CT NMR sig-
nal amplitude). At even longer times, the decay of the nuclear spin polarisation (on a
timescale of T1) would be visible, but at the longest times measured here ∼ 15 s, this
decay is negligible (see Section 5.1.2). Hence there is an optimal value of TRF which is
Chapter 5. Structural Analysis 99
















1.36 1.724 6 0.040 1000 0.25 120
High resolution CT spectra parameters
Isotope 75As 113In 69Ga 71Ga
Central frequency of
band, fBand (MHz)
58.84 75.37 82.52 104.85
Width of band, wBand
(MHz)
20 27 14 9
Gap width, wGap
(kHz)
12 18 4 4
RF time, TRF (s) 2.9 3.2 0.36 0.36
3 band inverse NMR ST spectra parameters
Central frequency of
band, fBand (MHz)
58.84 75.37 82.52 104.85
Width of band, wBand
(MHz)
20 27 27 9
Gap width, wGap
(kHz)
600 600 600 600
RF time, TRF (s) 2.9 2.5 2.5 0.5
Width of 3rd CT sat-
uration band, wCTband
(kHz)
503? 81 27 39
Table 5.2: List of all important experimental paramters used for the cw inverse NMR
spectra measurements in the Low Temp Cap sample at Bz = 8 T. To account for the
skewness in the 75As lineshape, the 3rd band is offset to lower frequencies by ?30 kHz,
see Appendix C.
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Figure 5.6: The difference in Overhauser shift ∆EOHS produced by the “no gap” and
“gap” waveforms (which provides the amplitude of the CT NMR signal) as the duration
of the rf pulse TRF is varied. The data is taken for each isotope in the In-flush sample
at Bz = 8 T using σ− pumping only. The chosen widths of the gap are similar to those
used in the high resolution inverse NMR CT spectra i.e. 30 kHz for 75As (left panel),
30 kHz for 115In (middle panel) and 10 kHz for 71Ga.
visible in the data as a peak in the NMR signal ∆EOHS.
The 71Ga calibration (right panel of Figure 5.6) shows a clear peak in the signal and an
optimal rf time of TRF = 1.28 s is chosen for the NMR spectra measurements. For 75As
and 115In (left and middle panel), the maxima of the peak occurs at quite large rf times.
In order to keep the total measurement time reasonable, a compromise time of TRF = 3.5 s
for 75As and TRF = 3.0 s for 115In was chosen at the cost of some signal ∆EOHS. Note
that this data was measured using narrow gap widths (≤ 30 kHz) such as those used for
the CT spectra measurements and more data was taken for large gap widths to determine
the optimal TRF for ST spectra. This was repeated for the other Low Temp Cap sample
and all of the relevant control parameters used for the cw inverse NMR spectra dataset
is summarised in Table 5.1 for the In-flush sample and Table 5.2 for the Low Temp Cap
sample.
Finally, another important parameter that can be extracted from the TRF calibration is
the total Overhauser shift per isotope. Here we take only the change in splitting from
“no gap” minus “no rf” (see Figure 5.7) where a single rf band is applied that is wide
enough to cover the entire resonance and depolarises the entire isotope. We can see that
the signal saturates at long rf times TRF for all isotopes and this corresponds to the
maximum available OHS for that particular isotope. The isotopic Overhauser shifts are
∆EOHS(71Ga) ≈ 17 µeV, ∆EOHS(75As) ≈ 37 µeV and again 115In + 69Ga are depolarised
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Figure 5.7: The change in Overhauser shift ∆EOHS observed by applying a single rf
band only (“no gap”) to depolarise the entire isotope as the length of the rf pulse TRF is
varied. This measurement allow us to determine the total Overhauser shift per isotope:
37 µeV for 75As (left panel), 69 µeV for 115In + 69Ga (middle panel) and 17 µeV for
71Ga. The data is taken for each isotope in the In-flush sample at Bz = 8 T using σ−
pumping only.
together with a total ∆EOHS(115In +69Ga) ≈ 69 µeV. The sum of all of these shifts is
17 + 37 + 69 = 123 µeV, which is very close to the total OHS (using σ−) measured directly
after the pump pulse (see Figure 5.2a) of 125 µeV which polarises all isotopes. This tells
us that our rf pulse can essentially depolarise all of the available nuclear spin polarisation
built up by optical pumping. The corresponding measurements in the Low Temp Cap
sample showed that ∆EOHS(71Ga) ≈ 14 µeV, ∆EOHS(75As) ≈ 27 µeV and ∆EOHS(115In
+69Ga) ≈ 38 µeV. These values can be used (together with the amplitudes of the CT
NMR peaks, see Section 5.3) to calculate the indium fraction ρIn within the dot.
5.2 Inverse NMR CT spectra example
Now that all of the important experimental parameters have been determined, we can
measure the NMR spectra using the inverse NMR pump-rf-probe scheme discussed in
Section 3.4.2. As a summary, a low power, cw radiofrequency waveform is applied to
the sample. First a single rf spectral band (“No Gap”) waveform is applied that is wide
enough to cover the entire resonance (CT and ST) of a particular isotope and depolarise
those nuclei. Then a gap is introduced within the band (“Gap”) which is achieved by
applying two rf bands - the width of the gap provides the resolution and since the CT is
narrow, high resolution spectra require a narrow gap width wGap. Nuclei with resonance













Final NMR signal = minus =
Figure 5.8: The optical pump pulse polarises all isotopes and the populations of the
nuclear spin states for a spin I = 3/2 follow the Boltzmann distribution where most nuclei
are initialised into the Iz = +3/2 for σ− pumping. The “no gap” waveform depolarises
all nuclei of a specific isotope so the populations of all states are the same. The “gap”
waveform (with the gap centred on the CT) creates a population probability distribution
with different probability values based on Iz and a change in the Overhauser shift is
detected due to nuclei within the gap. The final NMR signal is obtained by taking
the change in splitting between the “no gap” minus “gap” measurements as fGap moves
across the resonance. For σ+ pumping the changes in splitting are reversed and the final
NMR signal is from “gap” minus “no gap”.
frequencies [energy difference between the Iz = +12 ↔ −
1
2 (CT) states] within the bands
are depolarized and nuclei within the gap remain polarized and we detect a change in
Zeeman splitting of the exciton PL line. The central frequency of the gap fGap is then
moved across the isotope’s resonance to trace out the shape of the nuclear resonance
spectra. The schematic illustration of the optically detected NMR signal together with
how the populations of the nuclear spin states change is shown in Figure 5.8.
To provide an experimental example of how the nuclear resonance is measured, we present
the change in the exciton Zeeman splitting as the wGap = 18 kHz gap is moved across the
115In resonance (with σ− pumping) in the In-flush sample (see Figure 5.9). The unfiltered
data is shown in Figure 5.9a and the data filtered with a Gaussian averaging filter is shown
in Figure 5.9b together with a Gaussian fit. For a typical measurement we take four PL
spectral repeats with the “Gap” waveform applied at a given frequency and two spectral
repeats for the “No Gap” waveform and the plotted data points are the averaged PL
spectral splitting. The data shown here is unfiltered, but in the final CT spectra shown in
Section 5.3 and ST spectra in Section 5.4, the data is filtered using a Gaussian average filter
with a width less than a third of the resolution of the measurement (filter width < wGap/3,
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Figure 5.9: Inverse NMR CT spectra of 115In in the In-flush sample at Bz = 8 T using
σ− pumping only. The “No Gap” waveform provides a background level of splitting
and the change in splitting observed when applying a wGap = 18 kHz (which is the
resolution and shown by the horizontal bar) provides the NMR signal. a) shows the
unfiltered Zeeman splitting and b) shows the data filtered with a Gaussian averaging
filter with a filter width of wGap/3 = 6 kHz. Also shown in b) is an example of a
Gaussian fit which is used to extract the approximate width of the peak winh.
see comparison between filtered and unfiltered data in Figure 5.9). This allows for a clearer
detection of the features in the spectrum such as peaks in the NMR signal as well as the
extent of the tails (see Section 5.4). Additionally, this data is corrected for the decay of the
external magnetic field from the magnet. The superconducting magnet is not a perfectly
isolated system and when the current (field) of the magnet is ramped to the desired value
(Bz = 8 T) and switched to persistent mode, we observe a slow decrease of the magnetic
field over long time scales (of days/weeks). This is detectable as the resonance frequency
of a nuclear isotope shifts to lower frequencies and this decay of the magnetic field is
approximately linear with a rate of approximately (dB/dt)/B = 1.2×10−4 per day (which
corresponds to 10 kHz/day for 71Ga). A single detailed NMR spectrum can take several
days to acquire a complete dataset and we cannot ignore this drift over such a time scale as
the nuclear resonance would shift away from the central frequency of the gap fGap in the rf
bands and no signal would be detected. We know the drift rate of the magnetic field as a
function of the wall clock time and the wall clock time is recorded for each datapoint in the
NMR spectrum. Hence we correct for this drift by appropriately rescaling the frequency
of each datapoint (fCorrected = fRaw + fRaw × (elapsedtime× driftrate)) to determine the
true NMR spectral profile. We also rescale the datasets between individual NMR spectra
so that the resonance frequencies are the same (for a single isotope) and the shape of the
resonance can readily be compared between samples or pump polarisations.
The “No Gap” measurement should be a flat horizontal line that denotes the splitting when
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all 115In nuclei have been depolarised. This is indeed observed from Figure 5.9, where the
“No Gap” dataset is at a splitting of about 1.060 meV and shows a fluctuation of < 1 µeV.
We observe that as the gap is moved across the 115In CT resonance frequency of 75.37 MHz
there is a decrease in the observed splitting of about 8 µeV. This is illustrated schematically
in Figure 5.8 and is because σ− pumping was used in the measurement. This σ− pumping
creates a negative change in the total OHS. Then the “No Gap” rf waveform depolarises
one isotope to induce a positive change in the OHS relative to the “σ− pumping” value.
Finally, the “Gap” rf waveform provides a decrease in the Zeeman splitting relative to
the “No Gap” value. Note that the opposite is true for σ+ pumping and we can compare
datasets by taking the absolute value of the splitting change.
The width of the peak is the inhomogeneously broadened linewidth of the central transi-
tions for all nuclei of a given isotope in the dot. It is measured by fitting the peak with a
Gaussian function and the FWHM is derived to be winh(115In) ≈ 33 kHz. Note that this
is just an approximation for the linewidth because the NMR lineshape is not perfectly
Gaussian and is asymmetric. Though the amplitude can also be extracted from the fit,
it is more reliable, particularly for 75As whose signal has a peak that is accompanied by
a broad tail (see Section 5.3), to integrate the area under the curve SCT. To compare
with other isotopes (and between samples) where different gap widths were used, SCT
is divided by wGap and the total “normalised” signal of the CT peak will be quoted as
∆ECT = SCT/wGap (= 18.7 µeV for the 115In CT peak in the In-flush sample).
5.3 Comparison of all inverse NMR CT spectra
The inverse NMR CT spectra discussed in the previous section were measured for the four
most abundant nuclear isotopes (75As, 115In, 69Ga, 71Ga) in both InGaAs QD samples
(In-flush and Low Temp Cap sample). The full dataset was measured for a single dot
from each sample. Certain NMR spectra were repeated for several other dots from each
sample and similar spectral shapes were obtained (but full datasets were not repeated for
detailed comparisons). To obtain spectra with non resolution limited linewidths, the gap
widths wGap had to be chosen as narrow as possible for each isotope whilst still being able
to resolve enough signal. All of the important experimental parameters are listed in Table
5.1 and 5.2, and the final inverse NMR CT spectra are shown in Figure 5.10.
The amplitudes and widths of the peaks extracted from the CT NMR spectra are shown
in Table 5.3. It can be seen that the width of both Ga isotopes are narrow < 10 kHz
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Figure 5.10: High resolution central transition (CT) NMR spectra of all nuclear iso-
topes in both InGaAs/GaAs QD samples. All spectra were taken at Bz = 8 T and using
σ− polarized pumping. The horizontal bars indicate the resolution which in these exper-
iments are given by the width of the gap in the inverse NMR radiofrequency waveform
and differ by isotope (wGap = 4 kHz for both Ga isotopes, wGap = 12 kHz for 75As and
wGap = 18 kHz for 115In).
Low temp Cap
sample
75As 113In 69Ga 71Ga
wGap (kHz) 12 18 4 4
winh (kHz) 20.6 25.9 4.5 6.3
∆ECT (µeV) 17.7 9.7 6.7 6.0
In-flush sample
wGap (kHz) 12 18 4 4
winh (kHz) 29.5 33.1 10.4 8.9
∆ECT (µeV) 23.9 18.7 9.6 8.0
Table 5.3: The inhomogeneous linewidths (FWHM) of CT peaks (winh) from fitting
NMR CT spectra and the normalised integrated CT signal (∆ECT) for all isotopes in
both InGaAs/GaAs QD samples.
Chapter 5. Structural Analysis 106
in both samples. However, both In and As are a factor of 3-5 times broader. This is
in agreement with previous work (see [146]). This width of the CT is governed by the
inhomogeneous second order quadrupolar interaction (ω(2)Q , see Section 2.3.3). For the
case of 115In, this broadening occurs because it has a larger quadrupole moment Q (see
Table 2.1) than the other isotopes which manifests in a more severe broadening in the CT
spectra. The 75As resonance is also broad but this is because of the compositional disorder
around the As nuclei. For example in the zincblende crystal lattice for InGaAs dots, each
75As nucleus can be surrounded by exactly four In nearest neighbours, exactly four Ga
nearest neighbours or some combination of In and Ga. However, Ga or In may only be
surrounded by exactly four As neighbours in a tetragonal configuration. This creates an
additional source of local strain at the atomic length scale that is felt by the 75As nuclei
and they show larger quadrupolar shifts than Ga [146, 186].
Additionally, the ensemble dephasing time of the nuclei T ∗2 which arise from the widths of
these inhomogeneously broadened spectra are related through the equation T ∗2 = 1/(2πwinh).
We can therefore estimate for the Low Temp Cap sample T ∗2 (75As) ≈ 7.7 µs and T ∗2 (71Ga) ≈
25.3 µs and for the In-flush sample T ∗2 (75As) ≈ 5.4 µs and T ∗2 (71Ga) ≈ 17.9 µs. Such times
(calculated by measuring in the frequency domain with cw NMR) are in good agreement
with previous work using pulsed NMR (in the time domain) techniques [147].
The amplitudes of the peaks are similar between samples when comparing the isotopes of
75As, 69Ga and 71Ga. However, for the 115In CT peak, the amplitude in the In-flush sample
(integrated signal ∆ECT(115In) = 18.7 µeV) is much higher than in the Low Temp Cap
sample (∆ECT(115In) = 9.7 µeV). This reflects the differences in the chemical compositions
and agrees with the growth methods of the two samples – the In-flush technique requires
deposition of more indium before the growth temperature is increased (see Section 3.1).
We see a distinct CT NMR signal from both Ga and In isotopes and so there is a clear
substitution of Ga nuclei by In nuclei within the QD. We can estimate the relative concen-
trations of indium ρIn and gallium ρIn within the specific InGaAs QDs in both samples.
Being more specific, this corresponds to all the nuclei that overlap with the wavefunction
of the electron trapped within the QD. We obtain numerical values for ρIn and ρGa in
both samples by combining the measurements of the total Overhauser shift per isotope
∆EOHS (see Figure 5.7) and the normalised integrated CT signal ∆ECT (see Table 5.3).
The detailed calculation is described in Appendix B) and we find for the In-flush sample
ρIn = 19.2 % and ρGa = 80.8 %, and for the Low Temp Cap sample ρIn = 9.9 % and
ρGa = 90.1 %. Immediately we recognize the sample grown with the Indium flush tech-
nique does indeed contain more indium because more indium was deposited during the
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In-flush technique, but the dots from both samples have significantly more Ga than In.
Also in the Low Temp Cap sample, the dots are observed to be smaller (see Section 5.5) as
an indium rich core surrounded by GaAs. The spread of the electron wavefunction means
that the average contribution of In observed in the NMR spectra is small.
This all indicates that the wavefunction of the electron trapped in the QD overlaps signif-
icantly more Ga nuclei than In. The information gained from these CT spectra provide
hints that the electron wavefunction is significantly penetrating into the surrounding GaAs
barrier layers in both samples and we actually corroborate this idea further with observa-
tions from inverse NMR ST spectra as well as analysis of TEM images.
5.4 Novel 3-band inverse NMR technique to measure
ST spectra
The ST spectra (transitions between Iz = +3/2↔ +1/2 or −3/2↔ −1/2 for I = 3/2 nuclei)
are much broader than the CT (Iz = +1/2 ↔ −1/2) due to strong 1st order quadrupolar
shifts ω(1)Q induced by strain in self-assembled QDs on the spin I = 3/2 nuclear isotopes
(and I = 9/2 for In). The individual resonance frequency of the ST nuclear transition
depends on the position of the nucleus in the dot and the different combinations of neigh-
bouring nuclei leading to different local strain environments.
To be able to detect any signal from the STs, the width of the gap in the inverse NMR
waveform has to be much larger. As shown in previous work [146], when measuring such
spectra using large gap widths for each isotope, a broad, resolution limited peak is observed
together with additional secondary peaks and long tails. The resolution limited peak in
the middle is observed because the large gap overlaps both the CT and any STs that have
a small frequency offset. A change in splitting is observed due to both transitions and it
is not possible to isolate the signal of the ST alone since the CT contribution dominates.
This is an unwanted side effect of this technique and masks any ST signal with small
frequency offsets from the CT frequency coming from nuclei with small total elastic strain.
In order to isolate the ST signal close to the central frequency of an isotope’s resonance,
we propose a novel 3-band inverse NMR waveform where a 3rd narrow band is positioned
(at frequency fCTband) to saturate the CT as the large gap (wGap > wCTband, with central
frequency fGap) is moved across the resonance. The width of the 3rd CT band wCTband is
chosen based on extensive measurements of the CT NMR spectra (see Appendix C and
Figure 5.10 above) to cover at least 90% of the width of the CT for each isotope.













Figure 5.11: Comparison of the 2 and 3 band inverse NMR technique. a) Schematic
illustration of the shape of the NMR signal from a spin I = 3/2 quadrupolar nuclear
isotope. A narrow central transition (Iz = +12 ↔ −
1
2) is accompanied by 2 broad






2) due to the strain distribution in
single quantum dots. b) The shape of the inverse NMR radiofrequency waveform used
to manipulate the isotope to measure the CT spectra. Two broad bands that are wide
enough to cover the entire resonance are accompanied by a narrow gap and the central
frequency of the gap fGap is moved across the CT resonance peak to measure the CT
signal. c) The shape of the rf waveform for the new 3-band inverse NMR technique used
to measure the STs. The gap between the bands is large and if the gap overlaps the
CT transition, a 3rd narrow CT band (wCTband < wGap) is applied to saturate the CT
signal. The position of the 3rd band fCTband remains fixed and the width of the 3rd
band is chosen to cover at least 90% of the CT resonance peak.
The shapes of the applied rf waveforms are compared between the 2 band method used to
measure the CT spectra and the new 3 band method for the ST spectra in Figure 5.11.
Note that this technique only affects datapoints where the gap position fGap is close to
the central frequency. The inclusion of the 3rd band can lead to the effective gap width
wGap being reduced and in order to compare all datapoints equally, the NMR signal was
rescaled. The rescaling procedure based on different gap positions relative to the 3rd CT
band is comprehensively described in Appendix D and provides only a small correction to
the signal of the order wCTband/wGap.
To explicitly show the experimental effect of the 3rd CT band on the inverse NMR ST
spectra, we performed a measurement of the ST spectra for 71Ga in the Low Temp Cap
sample. A set of spectra were taken (both σ+ and σ− pumping) using the new 3 band
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Figure 5.12: The inverse NMR ST spectra of 71Ga in the Low Temp Cap sample. Both
pump polarizations are shown for both 2 and 3 band techniques and a clear reduction in
peak amplitude is visible in the 3 band measurement due to saturation of the CT signal.
All spectra were taken at Bz = 8 T with a gap width (resolution) of wGap = 600 kHz.
technique with a gap width wGap = 600 kHz and a CT band with width wCTband = 39 kHz,
and a set of spectra were taken without the 3rd band (regular inverse NMR “2 band”
technique) with a gap width wGap = 600 kHz. This allows for a direct comparison and
the sole effect of the 3rd band can be investigated. Both sets of spectra for a single QD
in the Low Temp Cap sample are shown in Figure 5.12 and it can be seen that far away
from the central resonance, the spectra are almost identical. Characteristic features in
the spectra are visible with both techniques including the “tails” at both the high and
low frequency side of the spectra and also secondary peaks away from the central peak
such as the “shoulder” shaped feature at the higher frequency of ≈ 105.55 MHz for σ−
and at a lower frequency of ≈ 103.98 MHz for σ+. Near the CT frequency, the difference
between the two methods is clearly visible. The 3 band technique reduces the amplitude of
central peak from ∼ 11 µeV (maxima with the regular inverse NMR “2 band” technique)
to ∼ 6 µeV. The fact that the peak near the CT frequency still persists with the 3 band
method indicates that some of the signal near the CT frequency is due to the ST signal.
These are due to nuclei with a small quadrupolar shift and this new 3 band technique has
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Figure 5.13: Inverse NMR satellite transition (ST) spectra of all nuclear isotopes in
both QD samples using the novel 3-band inverse NMR technique and pumping with
either σ+ or σ− circularly polarized pumping. All spectra were taken at Bz = 8 T and
an inverse NMR gap width of wGap = 600 kHz which is the resolution of the spectra. Top
Panel: ST spectra from a single QD in the sample grown with In-flush. Bottom Panel:
ST spectra from a dot in the Low Temp Cap sample. The shaded lines at frequency
58.84 MHz, 75.37 MHz, 82.52 MHz and 104.85 MHz indicate the width of the CT-band
used to saturate the CT of each of the 4 nuclear isotopes: 75As (wCTband = 503 kHz),
115In (wCTband = 81 kHz), 69Ga (wCTband = 39 kHz) and 71Ga (wCTband = 39 kHz)
respectively.
allowed us to directly detect these low strain nuclei.
Now we present the full 3 band inverse NMR ST spectra for all isotopes in two individual
QDs from the two studied samples under both σ+ or σ− pumping (shown in Figure 5.13).
A gap width of wGap = 600 kHz was used in the inverse NMR waveform and the vertical
shaded lines show the position and width of the 3rd CT saturation band (all of the other
important experimental parameters are shown in Tables 5.2 and 5.1). The width of this
CT band is broad (wCTband = 503 kHz) for 75As because analysis of the CT spectra
(see Appendix C) shows that 75As has a broad low frequency tail (see top left panel in
Figure 5.10). This arises due to the additional compositional disorder around the As
nuclei as discussed in Section 5.3 and is further evidenced by the long ST tails as wide
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as ±10 MHz visible in the ST spectra for both samples (see Figure 5.13). Again, as seen
from the CT spectra, the widths of 3rd CT saturation bands chosen for the other three
isotopes are relatively narrow (about 40− 80 kHz) compared to wGap = 600 kHz.
Comparing the NMR spectra between samples, the shapes and distributions (for each
polarisation) of the ST signal are remarkably similar for each dot in the two samples even
though their growth procedure was quite different. The fact that the frequency offsets
created by the quadrupolar shifts are similar indicates the distribution of strain felt by
the nuclei is also similar in each sample. Even secondary peaks such as the pronounced
maxima at 73.4 MHz and 77.4 MHz for 115In are visible in both samples at approximately
the same frequencies. The peaks in the ST spectra reach similar amplitudes for all isotopes
except for 115In which has a maximum of about 12 µeV for the In-flush sample and 6 µeV
for the Low Temp Cap sample. This is consistent with the data from the CT spectra
and is a consequence of the indium flush growth technique that deposited more indium.
Note that there are a few noticeable differences in the ST spectra as well. The high strain
tail in the 75As ST signal and the high strain peaks at approximately ∼ 103.7 MHz and
∼ 106.0 MHz in the 71Ga ST signal (labelled in the top panel in Figure 5.13) have larger
amplitudes in the In-flush sample. Again, this is caused by the larger dots observed in
the In-flush sample (see Section 5.5), which allows for the detection of a larger ST NMR
signal compared to the smaller dot in the Low Temp Cap sample.
Since 115In is a spin I = 9/2 isotope, the ST spectra extend over large ranges in frequency
of about ±15 MHz. However, the individual transitions between the higher order states
(Iz = +3/2 ↔ +5/2, Iz = +5/2 ↔ +7/2, etc.) are not individually resolved and the
strong variation in strain smooths out the signal into a single inhomogeneously broadened
spectrum. Note that the secondary peaks in the 115In ST spectra at about 73.4 MHz and
77.4 MHz are from the Iz = −3/2↔ −1/2 and 1/2↔ 3/2 transitions because they have the
smallest quadrupolar shifts and therefore the smallest inhomogeneous broadening. The
high frequency side of the 115In spectra also overlaps the 69Ga spectra so the signal from
the two isotopes were measured together (as discussed in Section 5.1.3). The broad bands
in the inverse NMR waveform are chosen to cover the entire resonance of both isotopes
and when the gap is moved near the 69Ga frequency, the observed NMR signal is the sum
of ST signals from both 115In and 69Ga.
The other important characteristic of the system that can be probed with these NMR
techniques is the elastic strain magnitude and distribution. It must be noted however, that
strain inside a QD is a complicated 3D function and the NMR spectrum that we measure
is a convolution of the strain profile with the electron wavefunction [124, 126, 146]. We
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can use the change in radio frequency between the CT and the 115In ST peaks to estimate
values for the biaxial strain in the dots. The +1/2 ↔ +3/2 and Iz = −1/2 ↔ −3/2 ST of
115In has the smallest frequency offset and also the smallest inhomogeneous broadening
and are responsible for the ST peaks at 73.4 MHz and 77.4 MHz (which are offset by
-1.97 and +2.03 MHz from the CT frequency). From Section 2.3.3, we can obtain that for
biaxial strain (with the electric field gradient axis pointing along Bz) the frequency offset
between the m↔ m+ 1 transition and the CT (−1/2↔ 1/2) is ∆fQ = fQ(m+ 1/2), where
fQ =
3eS11QεB
2hI(2I − 1) (5.1)
and Q is the quadrupolar moment, S11 is the gradient elastic tensor component and εB
is the biaxial strain parameter. Using the measured frequency offsets of |∆fQ| from the
115In ST spectra, Q = 81.0× 10−30 m2 for 115In (see Table 2.1) and S11 = 5.0× 1022 V/m2
(measured for indium in bulk InAs [125]), the peak value of biaxial strain can be estimated.
With |∆fQ| ≈ 1.99 MHz for the Low Temp Cap sample, we find |εB| ≈ 4.9 % and for the
In-flush sample with |∆fQ| ≈ 1.89 MHz, |εB| ≈ 4.6 %.
Similarly, the maximum biaxial strain can be estimated using the 71Ga ST peak which
is separated in frequency from the other isotopes. The maximum offsets from the 71Ga
ST signal is found to be within |∆fQ| ≈ 2.90 MHz for the In-flush sample and |∆fQ| ≈
3.16 MHz for the Low Temp Cap sample. Using the quadrupolar moment for 71Ga of
Q = 10.7 × 10−30 m2 and S11 = 2.7 × 1022 V/m2 (measured for gallium in bulk GaAs
[125]), the maximum biaxial strain is |εB| / 8.3 % for the In-flush sample and |εB| / 9.1 %
for the Low Temp Cap sample, which is consistent with the peak values (≈ 4.9 % for Low
Temp Cap sample and ≈ 4.6 % for In-flush sample) calculated above.
As observed previously [146], there is an asymmetry in the ST peaks depending on the
polarization of the pump laser. This is because of the high degree of polarization of the
nuclear spin bath, so transitions involving positive (negative) Iz spin states show a higher
signal in the high (low) frequency side of the resonance under σ− (σ+) pumping for In
and Ga. For As the situation is reversed and the low frequency side is enhanced under σ−
pumping and this is due to the direction of the electric field gradients being reversed for
anions (As) from cations (Ga and In).
The new 3-band technique shows that the NMR signal from the STs with small quadrupolar
shifts (close to the CT frequency) is a significant fraction of the overall signal. There is
a non-zero ST signal for all of the isotopes in both samples and indeed in isotopes such
as 71Ga, the large peak within ±0.5 MHz of the CT forms most of the ST signal for
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the isotope. This was a surprising result for gallium - it was assumed that some nuclei
would have little to no strain but once the CT signal was eliminated, the remaining ST
signal still shows such a large peak. It is possible for the biaxial strain to be completely
relaxed to zero near the centre of the dot [85, 187] and ∆fQ = 0 for some nuclei. But
such a large ST signal with small ∆fQ indicates that the electron wavefunction must
have a significant penetration into the surrounding GaAs barrier layers where there is
no intermixing with InAs and the elastic strain on the Ga nuclei is small. There is more
evidence for this interpretation from the chemical composition of the dot obtained from the
CT inverse NMR spectra which show that there is a small indium content in both samples
(ρIn ≈ 19.2 % for the In-flush sample and ρIn ≈ 9.9 % for the Low Temp Cap sample) so
most of the cations are gallium atoms. But most importantly, the 115In ST signal shows a
dip at the CT frequency as opposed to the peak for both gallium isotopes, which suggests
that the large ∆fQ = 0 peak is from nuclei outside of the dot centre (where no 115In nuclei
are present). This new 3 band method has allowed us to extract these minute structural
details of single QDs, which so far have not been observed experimentally.
5.5 TEM image analysis of InGaAs/GaAs QD sam-
ples
To obtain a comprehensive picture of the internal structure of the QD, we can use the
complementary properties from the NMR spectra as well as TEM images. Using TEM
images, we can extract information about the indium fraction ρIn, as well as the size
and shape of the QDs. Using the annular dark field technique [188], which provides a
strong contrast in the measured image based on the chemical composition of the material,
TEM images were recorded for both samples (see Figure 5.14 and 5.15a-b). In the In-
flush sample, clear QD islands of InAs are visible and both large pyramid shaped (about
30 nm wide and 5 nm high) dots and shallow disc shaped dots (20 nm wide and 2 nm
high) have formed (also visible just below the dot layer is the short-period GaAs/AlAs
superlattice around the QD layer used to enhance the photoluminescence). However, in
the Low Temp Cap sample, there are no obvious islands of InGaAs that can be identified
as clear QD candidates. Instead the InGaAs layer is seen as a bright layer with only small
scale fluctuations (on the order of tens of nanometres).
An example of a small shallow dot in the In-flush sample is shown in Figure 5.14b and a
large pyramidal dot in Figure 5.14c. The wetting layer is also visible in the images as the






Figure 5.14: a) Transmission electron microscope (TEM) 002 dark field images of a
cross section of the In-flush sample with 50000 times magnification. Both larger pyra-
midal shaped dots and shallower disc like dots both visible. b) Shows a magnified TEM
image of a shallow dot and c) a large dot in the In-flush sample with 150000 times
magnification.
thin horizontal dark layer and its thickness is seen to vary between ∼ 2.6−3.1 nm. For this
In-flush sample, we do not have very high resolution TEM images (unlike in the Low Temp
Cap sample, see Figure 5.15b), but ρIn may still be estimated by looking at the brightness
of the various layers. Using the analysis presented in previous work analysing TEM images
[189], the small dot (Figure 5.14b) which is essentially a thickened region of the dark
wetting layer has a ρIn value between ∼ 15−30 %. This agrees well with the findings from
the NMR CT spectra, where for the In-flush sample, we found that ρIn = 19.2 %. The
much brighter region in the centre of the large dot (Figure 5.14c) corresponds to a higher
indium content with ρIn ∼ 50 %. But from the work by Gerthsen et al. [190] such large
pyramidal dots are observed to emit at a much higher PL wavelength (∼ 1200 nm) than
the dots studied here in the In-flush sample (∼ 920 nm). Additionally, simulations of the
NMR spectra for these large pyramidal dots [126] reveal a clearly different shape to that
measured in the inverse NMR ST spectra in Figure 5.13. Hence, although both small and
large dots are visible in the TEM images, only the NMR spectra (and PL emission) from
the small dots are studied here and we can approximate that the dots are about 20 nm
wide and 2 nm high.
To explore the small scale fluctuations in the InGaAs layer of the Low Temp Cap sample,
the very high resolution image (Figure 5.15b) was analysed to extract the In content












Figure 5.15: a) Annular dark field TEM image of Low Temp Cap sample with 2.5×106
times magnification. An indium layer is clearly visible (as the bright layer), but no
obvious quantum dot like structures are found. b) Very high resolution TEM image of
InAs layer in the Low Temp Cap sample with 6× 106 magnification. The image growth
axis and in plane axis are labelled with dimensions and these values values are used for
the axes scales in the plots in c) and d). c) In plane variation of ρIn calculated from
the intensity values of the high resolution TEM image (shown in b)) of the Low Temp
Cap sample. Note that ρIn = 0 corresponds to pure GaAs and ρIn = 1 is pure InAs. d)
The variation of the fraction of In ρIn in the growth direction by averaging over rows of
pixels in the high resolution TEM image (shown in b)). Thanks to Richard Beanland
from the University of Warwick for the TEM images.
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surrounding the InGaAs layer. In these dark field TEM images, the intensity I of the
detected light (that has been scattered from the sample) at any point in the image is
proportional to Z1.5, where Z is the proton number of a nucleus. The exponent of 1.5 is a
good approximation for a realistic image but in the ideal case of Rutherford scattering, the
proportionality would be to Z2. To get some numerical estimates of the In concentration
ρIn, the image was filtered to smooth out atomic scale fluctuations and the intensity at
any given pixel can be written






where I0 is a background intensity, k is an intensity proportionality coefficient and the sum
is over all isotopes i present at that pixel with an abundance ρi. There are two unknowns
(I0 and k) in the equation and thus require two reference points. The reference points
used were the intensity of the GaAs layer IGaAs and that of the AlAs IAlAs layer and were
estimated by averaging the intensities over a region of GaAs pixels (below the InAs layer)











First, an approximate analysis was performed to visualise how the In fraction ρIn varies in
the growth direction (see Figure 5.15d) using the very high resolution TEM image shown
in Figure 5.15b. For each pixel in the vertical growth direction, the entire row of pixel
intensities were averaged to obtain IInGaAs in Equation 5.3. This is then used to calculate
ρIn as an average for that row. We observe that the InAs to GaAs interface below the dot
layer (at ∼ 4.5 nm) is quite abrupt and the cations have changed over a thickness of about
1 nm in the growth direction, whereas above the dot layer (at ∼ 6.5 nm) the interface is
much more smooth as the InAs diffuses into the GaAs capping layer (this change occurs
over a length scale of 3 nm).
To get a better understanding of the in-plane variation of ρIn, instead of averaging over
rows of pixels, the intensity value of each pixel in a region around the InAs layer was used
to find ρIn. A density plot showing the variation of ρIn over a 2D cross section is plotted in
Figure 5.15c. Though there are no clear dots identified in the TEM images, the in-plane In
fraction plot shows there are regions of higher In content within the In layer. We ascribe
that these fluctuations on the atomic scale in the InGaAs layer create the confinement
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required to form QDs. There is a small “core” region with a large proportion of Indium
(ρIn > 50%, such as the red region in Figure 5.15c at position (25.5 nm, 5.2 nm) with
an approximate height of 0.7 nm and width of 10 nm) and the indium spreads into the
surrounding GaAs layer. Also there appear to be regions where a maxima of ρIn > 60 %
is observed but from the experimental NMR CT spectra for the Low Temp Cap sample
ρIn = 9.9 %. These two observations imply that the dot confines an electron whose
wavefunction penetrates significantly into the surrounding GaAs layers.
This technique to calculate ρIn was a simplified approach and there are a few sources of
uncertainty to consider. The sample itself is of finite thickness (estimated to be 20-30 nm
thick for the piece in Figure 5.15b) and the intensity detected at a given pixel is the sum of
all the atoms present at that point. This includes nuclei behind the surface that are visible
at the cleaved edge of the cross section (so called channelling effects). This is of particular
significance near the interfaces between InAs and GaAs layers where the In nuclei at
the surface may have some Ga nuclei behind (and vice versa). Also the variation of the
measured brightness in the in-plane direction can be due to a combination of impurities,
variations in the thickness of the sample as well as actual changes in ρIn. These effects
were checked by performing the same analysis except using a similar sized region of pure
GaAs (below the InGaAs layer) and the variations in brightness were much less than that
of the In layer so that the majority of the change in brightness can be attributed to a
change in the indium fraction ρIn. Other procedures in the literature using high angle
annular dark field (HAADF) images take into account the vacuum intensity [191] and use
intensity ratios of the form IInGaAs/IGaAs [192, 193] for various sample thicknesses. But
these effects are only of major significance when the In fraction is small, whereas for large
In fractions (as high as 60% we see here), they only provide a small correction to the
numerical values. The overall conclusions drawn from this analysis will still remain: the
indium concentration is high in the InAs layer, the indium atoms diffuse into the GaAs cap
above the dots and the In content is not uniform across the InAs layer and they segregate
together to form pockets of InAs sufficient to provide QD confinement.
5.6 Summary
Optically detected NMR techniques have been used to analyse the structure of single, self-
assembled QDs in two different InGaAs/GaAs samples. The experimental results together
with TEM images have shown that the dots are very shallow and have disc-like shape (as
opposed to large pyramids). The TEM images indicate that the InAs deposition layer is
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abundant in indium at the centre of the layer and that there is a significant intermixing
between In and Ga particularly in the interface above the dot layer (during the capping
process). However the data from the NMR experiments suggest that the dot contains little
In on average and the majority of the cations in the InGaAs dot are Ga. Moreover the
majority of the Ga nuclei are shown to have very little quadrupolar shift and thus originate
from regions of low strain in the dot. The electron wavefunction that is confined by the
InAs layer penetrates significantly into the surrounding GaAs barrier layers where the
total elastic strain felt by the Ga nuclei is small. This new technique has allowed for the
first direct, in-situ measurement of the NMR signal from these low strain nuclei. Further
work to verify the experimental conclusions would involve a computational study to model
different quantum dot structures and strain distributions and see the effect on the NMR
spectra (this is similar to previous studies [124, 126] by our collaborator C. Bulutay of
Bilkent University).
The cw NMR techniques performed here are very versatile and the only requirement is that
it is possible to detect the optical Overhauser shift via the hyperfine interaction between
nuclei and electron, which means that it can be used for other structures such as quantum
wells or nanowires. Furthermore it can be used in-situ to measure a specific QD of interest
(rather than another representative QD in the sample through TEM analysis) and requires
no specific preparation of the sample. The applied rf field is of relatively low power and
so provides only a minimal heating of the sample at liquid helium temperatures, which
causes no deterioration of the optical quality of the QD for any subsequent measurements.
It allows us to analyse the structure of small nanoscale structures (with only 105 nuclei)
which will be crucial to understand if these structures are to be combined for multi qubit
applications.
Chapter 6
Effect of a single electron on the
nuclear spin properties in an
InGaAs/GaAs quantum dot
The experiments thus far have involved measuring a single neutral self assembled quantum
dot that is empty of trapped charge carriers. Under such conditions, the nuclear spin bath
can be optically pumped to show a large stable nuclear polarisation. However for the real
implementation of a spin qubit in this system, a dot would need to have a trapped charge
and its spin states would form the two logical states of a qubit [40]. In the work by Wüst
et al. in 2016 [194] using pulsed NMR Hahn Echo measurements, it was shown that the
coherence times T2 of the nuclear spins in an InGaAs dot are reduced from a few ms in
the neutral state to tens of µs with a single trapped electron state and recovers back to a
few ms when a second electron is trapped. This is the only direct study and there is no
complete picture of the nuclear spin coherence properties in a central spin system.
In this chapter, we address the problem from an alternative perspective and see what the
effect of a single electron is on the key properties of the nuclear spins. Here instead of the
pulsed NMR techniques used in [194], we employ our cw NMR frequency comb techniques
to directly compare a single InGaAs dot with no electrons and one trapped electron. Using
a dot in the Low Temp Cap p-i-n diode sample (see Section 3.1) and changing the diode
gate voltage, we can preferentially allow charges to tunnel into the dot and control the
charge state.
First we discuss the bias dependent photoluminescence spectra and see how the bias can
be adjusted to observe the different QD exciton states and show calibration measurements
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to determine the optimal bias to observe the maximum Overhauser shift. The aim of
this work is to directly compare three important nuclear spin timescales T1, T2 and T ∗2
between a neutral and singly charged dot. The nuclear spin lifetime T1 is measured by
looking at the decay in the dark of the OHS, the ensemble dephasing time T ∗2 is extracted
from the inhomogeneous linewidth measured using the optically detected inverse NMR
technique and the nuclear coherence time T2 is deduced from the homogeneous linewidth
which is observed by manipulating the mode spacing fMS of the frequency combs used for
rf excitation.
6.1 Bias dependant photoluminescence spectra and
Overhauser shift of InGaAs quantum dots
For the main experimental results in this chapter, we will again be utilising pump-probe
cycles for the optically detected measurements. In Chapter 5, we showed how the calibra-
tion measurements are performed to determine some of the key parameters in pump-probe
measurements such as TPump and TProbe. Chapter 5 consisted of comparing QDs from an
ungated, undoped sample (In-Flush) to the p-i-n diode Low Temp Cap sample. In that
chapter for the Low Temp Cap diode sample, we simply stated the bias values that were
used.
Now in this chapter, we will be showing the calibration measurements explicitly to deter-
mine the optimal bias for the various pulses in the pump-probe cycle: the bias applied
during the pump pulse (VPump), the bias applied during the probe pulse (VProbe) and the
bias applied in the dark time between the pump and probe pulses (VDark). Here in Chapter
6, we use a different dot from the Low Temp Cap diode sample (as opposed to the dot
used in Chapter 5), but the logic used to deduce the bias parameters was similar.
Figure 6.1 shows the bias dependant PL spectrum for the dot studied in this chapter. As
previously discussed (in Section 2.1 and Section 2.2.4), a change in bias between the top
contact and the back contact of the diode, changes the dot energy with respect to the
Fermi level allowing for the control of the QD charge state. We see that below ∼ 1.58 V,
no emission is observed and the dot is empty, between about ∼ 1.58− 1.68 V an electron-
hole pair can be photoexcited and their recombination emits X0 and finally between about
∼ 1.68 − 1.88 V an additional electron can now tunnel in to be resident in the dot and
emission of the X− state is observed. As discussed in Section 2.2.3, the transition lines
are observed at different energies because of the different magnitudes of the Coulomb
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Figure 6.1: Bias dependant photoluminescence spectra of a single dot from the Low
Temp Cap sample at Bz = 8 T with low power (0.3 µW) non-resonant 850 nm excitation.
a) PL map showing the appearance of different exciton (X0 and X−) states as the bias is
changed. b) The measured PL amplitudes and c) the detected linewidths of each exciton
line as the bias is changed.
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interaction between the different combinations of carriers. The fact that the 2e electron
state is at a higher energy and the 1e state is stable (no extra electron can tunnel into the
dot) is referred to as the Coulomb blockade [1].
Each peak in the bias dependant PL spectrum is fit with a Gaussian function and the
amplitudes and widths (FWHM) are plotted as a function of the bias in Figure 6.1b and
Figure 6.1c. There is a clear range in bias where the PL signal from the X0 exciton lines
(orange and purple in Figure 6.1) are strong between ∼ 1.59−1.67 V and the corresponding
linewidths are narrow in this range. Similarly the X− exciton (red and green in Figure 6.1)
shows the largest signal between ∼ 1.70− 1.76 V but doesn’t emit as brightly as X0. The
narrowest linewidths measured here of ∼ 15 µeV are limited by the resolution of the double
spectrometer and to measure the true transition linewidths, resonant excitation would be
required (for resonance fluorescence measurements).
Note that within the range of bias where the X− exciton is narrow (∼ 1.70 − 1.76 V),
both X− and X0 are observed and this is because this is a cw PL spectrum recorded using
non-resonant excitation. Since the excitation laser is at a higher energy (wetting layer)
than the QD states and the sample is being continuously excited, the observed spectrum
is essentially the time averaged emission from the QD. Within this bias range, for some
fraction of the exposure time the dot may contain a resident electron (and emit at the
energy of X−) or the dot may be empty (emit at X0). The dot can only truly be thought
of as containing a single (stable) extra electron in the dark with no optical excitation (we
can see the evidence for this in the nuclear spin lifetimes, see Section 6.2). Additionally,
we have only shown the X0 and X− lines, but both X+ and XX states were observed
when investigating this dot. Detailed PL spectra were not taken of these states as the
scope of this work is to specifically compare the neutral dot to a dot containing a single
electron.
We use this data to determine the bias applied during the probe pulse VProbe. The role of
the probe laser is to accumulate PL signal to determine the final Zeeman splitting but not
affect the nuclear polarisation during the probe pulse. It was found by performing a probe
time calibration (similar to Figure 5.2 in Section 5.1.1) that a VProbe applied to the X0
maxima or the X− maxima could both be used. A probe with a bias of VProbe = 1.76 V (X−
maxima) was finally chosen because it affected the nuclear polarisation by a marginally
lower amount than a probe voltage at the X0 maxima.
Next, we can calibrate the bias required during the pump pulse to observe the maximum
OHS. An explicit measurement is conducted (see Figure 6.2) where the voltage during the
pump pulse VPump is varied and the OHS is detected under both σ+ and σ− pumping. An
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Figure 6.2: Dependence of the Zeeman splitting on the bias applied during the pump
pulse VPump under both σ+ (red solid squares) and σ− (blue open squares) pumping at
Bz = 8 T for a single dot in the Low Temp Cap sample. The vertical line shows the
optimal pump bias of VPump = 1.28 V (which induces the largest Overhauser shift) used
in NMR experiments. The other experimental parameters for this measurement were
PPump = 1 mW, TPump = 6.8 s, PProbe = 0.25 µW and TProbe = 10 ms.
OHS (of at least ±15 µeV) is detectable at all VPump but a clear maximum is observed of
about ±110 µeV at a value of VPump = 1.28 V.
6.2 Bias dependant nuclear spin lifetime of InGaAs
quantum dots
The optimal choices for VPump and VProbe have been discussed in the previous section and
the other remaining important bias in the pump-probe cycle is the bias applied in the
dark time between the pump and probe pulses (VDark). In essence, this is the charging
state that the QD will be kept at once the nuclear spin polarisation has been initialised
(as well as the magnitude of the tunnelling rate). It should be emphasised that this charge
state is only stable when the sample is kept in the dark. During optical excitation, the
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Figure 6.3: Bias dependence of the nuclear spin lifetime for a single InGaAs QD in the
Low Temp Cap sample. The exponential decay of the nuclear polarisation is measured
and the extracted T1 times from the fit are plotted as the sample is kept at different
biases in the dark VDark. Three distinct charging states of the QD are observed with
long nuclear T1 > 104 s for the empty (0e) and doubly charged (2e) states and a smaller
T1 > 560 s for a singly charged dot (1e). The other experimental parameters for this
measurement were Bz = 8 T, PPump = 1 mW, TPump = 10 s, PProbe = 0.25 µW and
TProbe = 25 ms. Note that all T1 values > 104 s are estimated values since long delay
times TWait > 900 s were not explicitly measured.
charge state of the dot completely depends on the properties of the excitation laser. It is
by changing the dark bias VDark that we can compare important nuclear spin timescales
(set out at the start of this chapter as the nuclear T1, T2 and T ∗2 ) between a neutral and
singly charged QD.
We begin by measuring the lifetime (T1) of the nuclear spin polarisation as VDark is varied.
This is again done using a pump-probe scheme and is similar to the measurements done
in previous chapters, where we measure the exponential decay of the nuclear polarisation
as the delay (TWait) between the pump and probe pulse is varied (see Section 5.1.2 and
Section 4.6). However in this bias-dependant measurement, we first measure the decay
at a particular value of VDark, fit the data to extract the lifetime T1 and then repeat at
different dark biases VDark.
The final dataset showing how the extracted nuclear T1 times change as the dark bias is
varied is shown in Figure 6.3 and is similar to the observations from other groups [7, 194].
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We observe three distinct charging states of the QD characterised by the values of the
nuclear spin lifetimes T1. Below about VDark ≤ 1.67 V, the T1 is very long > 104 s and
is when the (neutral) dot contains no electrons and hence the nuclear spin polarisation is
very stable. Additionally, at a bias of VDark ∼ 1.87 V, the lifetime T1 recovers to similarly
high values of ∼ 104 s. This is again a stable spin configuration because the two electrons
in the dot form a spin singlet with a total spin of zero and do not interact with the
nuclei. Such long lifetimes are indicative of the suppression of nuclear spin diffusion due
to the large strain induced quadrupolar shifts in the InGaAs/GaAs self assembled QD
system (measured in Chapter 5). Hence the nuclear polarisation is robust and does not
significantly diffuse out into the surrounding layers.
Once again, since the scope of this work is to compare a neutral and a singly charged dot,
the doubly charged state beyond VDark ∼ 1.80 V was not investigated in detail. We propose
that the dot is charged with two resident electrons because of the recovery of the nuclear
spin lifetime and the similar results presented by other groups [7, 194]. It is possible there
are more than one (higher order) charged biexciton states and these could be investigated
by exciting the dot with different polarisations and studying the polarisation of emission.
The reduction of the nuclear spin lifetime beyond VDark ∼ 1.90 V was a real effect and
likely due to the current through the diode increasing rapidly beyond this bias value and
thus creating an unstable QD charge environment.
The most interesting feature of the nuclear T1 data is the bias range over which the QD
is charged with a single electron. We observe a 1-electron (1e) charging plateau whose
edges are given by two minima at about VDark ∼ 1.70 V and VDark ∼ 1.76 V where the
nuclear T1 is only a few seconds and a maximum at the centre of the 1e plateau at about
VDark = 1.732 V with a maximum T1 ≈ 560 s. Note that similar results were obtained from
several other dots in this sample where the maximum T1 in the 1e plateau was > 100 s.
The electron in a QD in a charge tunable sample can interact with electrons in the broad
continuum of electron states in the Fermi reservoir through the tunnelling barrier. The
centre of the 1e plateau is where a QD populated with one electron is the ground state
and the spin state is most stable because the cotunnelling rate with the electron reservoir
is low. On the other hand, at the edges of the plateau is where the cotunnelling is strong
and the optically initialised electron spin state is quickly lost by cotunnelling with the
electron reservoir.
To be clear, as opposed to just tunnelling where a single carrier tunnels into or out of the
dot, the effect of cotunnelling assisted nuclear spin relaxation is where a nuclear spin flip
can occur without a flip of the confined electron spin, with the energy being provided by














Figure 6.4: Schematic illustration of a nuclear spin flip via cotunnelling with the
electron reservoir in the Fermi sea. The nuclear spin (black arrow) may be flipped
without changing the confined electron spin (red arrow) with the energy difference ∆EN
1) provided by electron-hole annihilation or 2) absorbed by electron-hole excitation in
the Fermi reservoir. Adapted from [7].
carriers in the Fermi reservoir [7] (see Figure 6.4). Now the orientation of the nuclear spin
has changed and so we observe a fast decay of the nuclear spin polarisation (low nuclear
T1). In the centre of the 1e plateau, the cotunnelling rate is smaller than plateau edges
but the maximum nuclear T1 ≈ 560 s still doesn’t reach the value of ∼ 104 s observed for
neutral dots. Though the effect of cotunnelling is smaller, it is still the dominant effect in
our samples (due to the relatively narrow tunnelling barrier width of 32 nm).
In the work by Latta et al. [7], they propose an additional mechanism as to why the nuclear
lifetime T1 in the centre of the 1e plateau is lower due to the so called “electron mediated
nuclear spin diffusion”. Usually dipolar nuclear spin flips only occur between nearest
neighbour nuclei, but with an electron trapped in a QD, two distant nuclei (provided they
both overlap with the electron wavefunction) can swap spins (see Figure 6.5). Because of
the large quadrupolar shifts and the Knight field due to the electron, there can be a large
distribution in the energy levels of the nuclei (as discussed in Chapter 5), so this is only
possible for nuclei with a similar energy difference (Zeeman splitting). This second order
process can effectively redistribute the nuclear spin polarisation and cause a decay of the
Overhauser shift and thus reduce the nuclear T1 for a dot charged with a single electron
(compared to an empty dot). Latta et al. [7] measure much longer nuclear T1 ≈ 4000 s for
the centre of the 1e plateau (at liquid helium temperatures) and perform resonant pumping
experiments so this electron mediated nuclear spin diffusion plays a significant part in the
nuclear spin relaxation. For our experiments, with non resonant pumping at 850 nm, we
observe a maxima of nuclear T1 ≈ 560 s in the 1e plateau due to the cotunnelling assisted
relaxation, though the electron mediated diffusion effect may provide some contribution to
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Figure 6.5: Schematic illustration of an electron mediated nuclear spin flip. Two dis-
tant nuclear spins (black arrows) that overlap the electron wavefunction (shaded orange
area) and with a small difference in energy (shown within the dashed circles) can ex-
change their spins via a virtual second order spin flip with the electron spin (red arrow).
This redistributes the nuclear spin polarisation and causes a faster decay of the nuclear
spin lifetime in the 1-electron charging plateau. Adapted from [7].
the nuclear spin relaxation. These mechanisms could be investigated further, for example
by investigating samples with different barrier thicknesses.
6.3 Inhomogeneous linewidth measurement using NMR
spectra
Next we investigate the inhomogeneous linewidth of a nuclear isotope resonance and how it
changes between an empty QD and when there is a single electron confined in the dot. Once
again we utilise the cw, low power “inverse NMR” technique as we have done in Chapter 5
(for details, see Section 3.4 and 5.2) to measure the NMR spectra of a quadrupolar nuclear
isotope. Again several NMR calibration measurements were performed to determine the
width of the rf band wBand and the length of the rf pulse TRF but the methodology is
similar to that of Section 5.1.3 and is omitted here.
Here in this chapter, we only present the NMR spectra for the one nuclear isotope of
71Ga because of its relatively narrow transition linewidth (due to the small quadrupolar
moment Q, see Table 2.1) and its isolation in frequency from the other isotopes in the dot
(due to the large gyromagnetic ratio γ). This is convenient because it means that 71Ga
nuclei can be manipulated with negligible effect on the other nuclear isotopes. The aim is
to directly compare the linewidth of the 71Ga resonance between when the dot is empty
and when a single electron is present. This is done by measuring the NMR spectra using











Figure 6.6: a) Inverse NMR CT spectra of 71Ga for a single dot in the Low Temp
Cap sample for an empty dot (VDark = 1.64 V, brown squares) and a singly charged dot
(VDark = 1.732 V, blue circles). The inset shows a magnified version of the 0e peak. The
data was taken at Bz = 8 T using σ− pumping and the gap widths used in the inverse
NMR waveform were wGap = 6 kHz for the 0e peak and wGap = 140 kHz for the 1e peak
(shown by the horizontal bars). b) Timing diagram for NMR spectra measurements
illustrating the bias values used for the various pulses in the cycle. By changing the bias
applied in the dark VDark, we control the QD charge state during the rf pulse.
the pump-rf-probe cycle but by changing the bias applied to the diode in the dark VDark
between the pump and probe cycles (i.e. during the rf pulse, see Figure 6.6b). A bias of
VDark = 1.64 V was applied to measure the NMR spectra when the dot is empty and a
bias of VDark = 1.732 V was chosen for the centre of the 1e plateau.
The CT NMR spectra of 71Ga for both the 0e and 1e state are shown in Figure 6.6a. It is
clear that the width of the 71Ga peak measured when a single electron is present in the dot
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(VDark = 1.732 V) is much broader than the 71Ga peak with an empty dot (VDark = 1.64 V).
To obtain high resolution peaks, the width of the gap wGap (which provides the resolution
for inverse NMR spectra) was chosen to be different for each of the two spectra. For the 0e
state, wGap = 6 kHz and the width (FWHM) of the peak is measured to be winh = 7.2 kHz
and for the 1e state, wGap = 140 kHz and the peak width is winh = 170 kHz. This is
approximately a 25 times increase in linewidth and is a direct indication of the Knight
field induced inhomogeneous broadening due to the extra confined electron.
Using a similar method to the calculation in Chapter 4 (for II-VI dots), we can estimate
the magnitude of the Knight field in these InGaAs dots. The Knight shift of the 71Ga can
be written as γ(71Ga)Be/2π and using the observed broadening of approximately ±80 kHz,
we can estimate that the peak Knight field is |Be| ≈ 6.2 mT. This is similar to previously
reported values for III-V dots [131]. Again using similar arguments to Chapter 4, the
symmetric character of the broadening occurs because at a specific time, the nuclei may
interact with a ↑ (↓) electron which produces a positive (negative) Knight field. In the
NMR spectrum, this appears as a signal on the high (low) frequency side of the resonance
and because of the inhomogeneity in the Knight field across the dot (inhomogeneity in the
electron envelope wavefunction), we observe a broadening of the NMR peak.
The corresponding ensemble nuclear spin dephasing times T ∗2 are related to the inhomo-
geneous linewidths via T ∗2 = 1/(2πwinh). For the 0e state, T ∗2 = 22 µs (which agrees with
previously reported values [146]) and for the 1e state, T ∗2 = 0.94 µs. Just as with the
nuclear spin lifetime T1, there is a significant decrease in T ∗2 for the 1e state compared to
the 0e state. Our NMR techniques provides a way of measuring the ensemble timescale T ∗2
by using cw measurements in the frequency domain (as opposed to pulsed NMR methods
in the time domain).
The effect of a single electron trapped in a QD on the nuclear spin ensemble was inves-
tigated further by measuring the inverse NMR spectra for different biases across the 1e
plateau (see Figure 6.7). Figure 6.7b shows part of the 1e plateau data from the bias
dependent nuclear spin lifetime measurement in Figure 6.3. The vertical lines show 5 dif-
ferent biases chosen at various positions across the 1e plateau with VDark = 1.732 V being
the middle of the plateau and where the electron spin is most stable. This is indicated by
the longest nuclear T1 ≈ 520 s measured in the 1e plateau and is because the cotunnelling
rate is small at this bias. The other bias values of VDark = 1.720 V and VDark = 1.744 V
are located towards the edges of the plateau maxima where the nuclear T1 is still long and




Figure 6.7: a) Inverse NMR CT spectra of 71Ga for a single dot in the Low Temp
Cap sample for different dark biases across the 1e plateau. The data was taken at
Bz = 8 T using σ− pumping and the gap widths used in the inverse NMR waveform
were wGap = 40 kHz for VDark = 1.716 V and VDark = 1.754 V and wGap = 140 kHz for
VDark = 1.720 V, VDark = 1.732 V and VDark = 1.44 V. b) A subset of the data shown in
Figure 6.3 of how the nuclear spin lifetime T1 varies across the 1e plateau. The vertical
lines (with the corresponding colours) show the different VDark values used to measure
the NMR spectra and their relative positions in the 1e plateau. c) The extracted NMR
CT linewidths winh (FWHM from Gaussian fitting) for the different biases across the 1e
plateau.
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Dark bias, VDark (V) 1.716 1.720 1.732 1.744 1.754
wGap (kHz) 40 140 140 140 40
winh (kHz) 42.7 156 170 160 45.9
Table 6.1: The inhomogeneous linewidths (FWHM) of CT peaks (winh) at different
dark biases VDark across the 1e plateau from fitting the inverse NMR 71Ga CT spectra
for the Low Temp Cap sample.
finally VDark = 1.716 V and VDark = 1.754 V were chosen to be part way down the decreas-
ing edges of the 1e plateau where the nuclear T1 has decreased significantly compared to
the maxima at VDark = 1.732 V.
Figure 6.7a shows the inverse NMR spectra measured at the 5 different dark biases across
the 1e plateau. It is observed that there is a clear change in the widths of the 71Ga NMR
peaks between the biases. The gap widths used wGap and the inhomogeneous linewidths
detected winh from the spectra are summarised in Table 6.1. The largest linewidth of
winh = 170 kHz is observed at the centre of the plateau and there is a small decrease
to winh ∼ 160 kHz towards the edges of the plateau maxima at VDark = 1.720 V and
VDark = 1.744 V and a significant decrease to winh ∼ 45 kHz at VDark = 1.716 V and
VDark = 1.754 V. This indicates that the maximum Knight field induced broadening occurs
only when the electron spin is most stable (largest electron spin lifetime) at the centre of
the plateau. The electron spin is much less stable at the decreasing edges of the plateau
(VDark = 1.716 V and VDark = 1.754 V) and the electron spin lifetime becomes comparable
or shorter than the nuclear spin precession frequency (∼ 100 MHz at Bz = 8 T). Here the
nuclei start to feel a “time-averaged” electron spin Knight field rather than the discrete
↑ (↓) field in the centre of the 1e plateau. Hence this “time-averaged” amplitude of the
Knight field felt by the nuclei is smaller and the NMR peaks are narrower at the edges of
the plateau.
This interlinked electron-nuclear spin system indicates one of the fundamental problems
in using a single trapped electron in self assembled QDs for spin qubit applications. For
the electron spin to be stable (large electron spin lifetime), a bias is required at the centre
of the 1e plateau, which in turn causes a large Knight field acting on the nuclei. This
causes a broader nuclear spin ensemble and larger nuclear spin fluctuations. On the other
hand, at the edges of the plateau, the time-averaged Knight field is small but the electron
spin is less stable due to tunnelling effects. This anticorrelation between electron spin
lifetime and the nuclear spin coherence is also discussed by Wust et al. [194], where pulsed
NMR experiments are performed, and indicates a fundamental issue with the InGaAs QD
system.
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6.4 Homogeneous linewidth measurement using fre-
quency combs
In this section, we describe how the nuclear spin coherence time T2 is measured. In
the previous section and in Chapter 5, we have seen that the strain and quadrupolar
isotopes present in the system of self assembled InGaAs QDs lead to large inhomogeneous
broadening of the NMR spectra. This large broadening is several MHz in width for the STs
and the underlying nuclear spin coherence dynamics is masked by the ensemble dephasing.
One method to remove the inhomogeneous broadening is to use spin-echo pulse sequences
[195]. However such pulsed NMR techniques including more sophisticated pulse sequences
[196, 197] typically require a high power and can lead to issues such as spin locking or
other interactions during the pulse itself [198–200].
Here, we use a low power, cw NMR technique that allows us to detect the underlying
homogeneous linewidth of the nuclear spin transitions with rf excitation in the shape of
frequency combs. This precise technique is adapted from the field of optical frequency
metrology [201, 202] and we generate combs in the radiofrequency part of the electromag-
netic spectrum to depolarise nuclear spins. We will first describe the methodology of how
the frequency comb technique can be used to determine the homogeneous linewidth in
Section 6.4.1 before discussing the experimental results comparing a neutral to a singly
charged dot in Section 6.4.2.
6.4.1 Frequency comb technique
The overall experimental cycle for this measurement to determine the homogeneous linewidth
whom of the nuclear transition is still the pump-rf-probe technique used in previous cw NMR
measurements (see Section 3.4.1 for a full discussion). The important difference here is the
shape of the applied rf excitation during the “rf” part of the cycle. For the NMR spectra
measurements (both the “inverse” and “saturation” methods, see Section 3.4.2), we applied
rf frequency combs with densely spaced modes that approximated a wide, uniform spectral
frequency band to depolarise an inhomogeneously broadened isotope. The generation of
these frequency combs and the hardware required to implement these rf experiments are
described in Sections 3.4.3 and 3.4.4 respectively.
Importantly for the NMR spectra measurements, the mode spacing fMS was kept constant
at a small value of fMS = 120 Hz and all nuclear transitions were excited uniformly within






















Figure 6.8: Schematic diagram to illustrate the frequency comb technique to measure
the homogeneous linewidth whom of a nuclear spin ensemble. a) The inhomogeneously
broadened NMR lineshape (with width wiso) of a quadrupolar nuclear isotope (black
line) showing both the central transition (CT, Iz : −12 ↔
1
2) and the satellite transitions






2) is actually the spectral sum of a large number of
individual nuclear transitions with width whom (red lines). Shown in green is the applied
rf excitation in the shape of a frequency comb with a mode spacing fMS and a width wcomb
that covers the entire resonance (wcomb > wiso). b, c) By changing the mode spacing
fMS we can experimentally determine the underlying homogeneous linewidth whom due
to the effect on the rf induced nuclear spin depolarisation time. The two extreme cases
are shown: b) either whom > fMS, so all nuclear transitions are driven by the rf (and
we observe fast depolarisation) or c) whom < fMS, so some nuclear transitions (dashed
red line) do not overlap with any of the modes of the comb and the depolarisation rate
is slow. When the depolarisation begins to slow down, we can estimate whom because
whom ∼ fMS. Adapted from [8].
the total width of the applied rf comb wcomb. Now to measure the narrow homogeneous nu-
clear linewidth whom from the inhomogeneously broadened ensemble, we apply a frequency
comb and vary the mode spacing fMS.
A conceptual diagram showing how this mode spacing experiment works is shown in Fig-
ure 6.8. The full inhomogeneously broadened NMR lineshape (black line in Figure 6.8a)
of a quadrupolar nuclear isotope has a total width wiso and is actually the spectral sum of
a large number (∼ 105) of individual, narrower nuclear transitions with width whom (red
lines). These all have some offset from the central frequency of the isotope due to the
specific environment around each nuclear lattice site.
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We apply a single frequency comb containing Nm = wcomb/fMS + 1 equally spaced modes
with amplitude B1 and wide enough to cover the CT and STs of a nuclear isotope
(wcomb > wiso). We then change the mode spacing fMS from between ∼ 20 Hz to ∼ 1 MHz
so there can be between a few modes to a few 100000 modes. Because fMS is being
changed, to keep the total rf power constant, the ratio of B21/fMS is kept constant between
datapoints (typically B1 is in the ∼ µT range). The actual amplitudes of each mode that
reach the sample cannot be totally uniform across the entire comb which is several MHz
wide, because it is determined by the rf matching of the circuit (all mode amplitudes are
within the same order of magnitude, see Section 3.4.4), but this has little effect on our
experimental results.
If the mode spacing is small with respect to the homogeneous linewidth fMS < whom (see
Figure 6.8b), all nuclear spin transitions are excited by multiple modes of the frequency
comb and the nuclear spins depolarise rapidly from the non-coherent excitation . On the
other hand if the mode spacing is larger than the homogeneous linewidth fMS > whom (see
Figure 6.8c), some nuclear transitions (dashed red line) do not overlap with any of the
modes of the comb. Hence these nuclei remain polarised and it takes longer to depolarise
the entire nuclear isotope. We can determine the homogeneous linewidth whom as the
mode spacing fMS at which the depolarisation rate starts to slow down. This technique
was originally introduced in [8], but applied only to neutral QDs. Here we apply it to
compare the 0e state with the 1e state of a single dot.
6.4.2 Measurement of homogeneous NMR linewidths
From the discussion in the previous section, to be able to find whom, we must observe how
the nuclear spin polarisation changes as a function of both the duration of the rf pulse TRF
(in the pump-rf-probe cycle) and the mode spacing fMS of the comb. The experimentally
measured decay curves for 71Ga are shown in Figure 6.9 for both the empty dot and the
dot confining a single electron. The signal plotted on the y-axis ∆EOHS is the optically
detected change in the Overhauser shift between applying the rf comb for duration TRF and
not applying the comb but instead leaving the sample in the dark for the same duration
TRF (“rf” minus “no rf”). In this way, ∆EOHS = 0 µeV corresponds to no nuclear spin
depolarisation and the maximum change in ∆EOHS corresponds to when all of the 71Ga
nuclei have been depolarised by the rf comb.
The data is shown together with a compressed exponential fit of the form (A0 − A1 ×
exp(−(TRF/τ)k)) × exp(−(TRF/T1), where A0, A1 and k are constants and τ characterises
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Figure 6.9: The change in the 71Ga nuclear spin polarisation ∆EOHS as the duration
TRF of the applied rf frequency comb is changed. Different modes spacings of the fre-
quency comb fMS are shown and a clear slow down of the nuclear spin depolarisation
is observed for large fMS whilst the sample is kept in a) the 0e state (VDark = 1.64 V)
and b) the centre of the 1e plateau (VDark = 1.732 V) in the dark during the rf pulse.
The data is taken at Bz = 8 T and using σ− pumping and the solid lines show the
exponential fitting.
the time it takes for the rf comb to depolarise the nuclei and T1 is the nuclear spin
lifetime (which is found from the natural decay of the nuclear spin polarisation in the
dark, see Section 6.2). The height of the curve is A1 ≈ 17 µeV and corresponds to the
total Overhauser shift due to 71Ga in the dot and agrees well with the rf calibration
measurements performed in Section 5.1.3.
For small comb mode spacings fMS, the polarisation decay due to the rf is fast with
τ < 200 ms regardless of the charging state of the dot. For an empty dot (Figure 6.9a),
a significant slow down of the depolarisation rate is observed when the mode spacing is
just fMS ≈ 3400 Hz and it now takes several seconds to reach the same change in splitting
∆EOHS. However in the 1e plateau (Figure 6.9b), no slow down in the depolarisation is
observed for fMS of a few kHz. This indicates that the mode spacing required to avoid
depolarisation of all 71Ga nuclei (the nuclear homogeneous linewidth whom of 71Ga) is much
higher when a single electron is present in the dot.
Note that the effect of the natural decay of the nuclear spins is also visible in the long
TRF datapoints in Figure 6.9. When the dot is left in the 0e state, the nuclear spin





Figure 6.10: Two-dimensional density plot of how the Overhauser shift changes ∆EOHS
due to 71Ga depolarisation with different mode spacing fMS of the frequency comb and
different durations of the rf pulse TRF. The fMS at which the depolarisation slows down
gives an estimate of the homogeneous linewidth whom (indicated by black arrows) and
this occurs a) for an empty dot (VDark = 1.64 V) at whom ≈ 400 Hz and b) for a singly
charged dot (VDark = 1.732 V) at a much larger whom ≈ 50000 Hz.
lifetime is very long with T1 > 104 s (see Section 6.2) at VDark = 1.64 V and there is
only a small decrease in ∆EOHS for TRF > 10 s. However at the centre of the 1e plateau
(VDark = 1.732 V), the nuclear spin lifetime is much shorter at T1 ≈ 560 s and the ∆EOHS
decreases significantly at long TRF because the total nuclear polarisation has decayed and
so there is a smaller change in splitting between “rf” and “no rf” datapoints.
The rf induced depolarisation curves were measured for many more values of mode spacings
and over many orders of magnitude. To be able to visualize the fMS at which the slow down
occurs, a detailed color coded density plot is shown in Figure 6.10. Here, to determine
the effect of the applied rf only, the data has been corrected for the natural decay of
the spin polarisation by dividing the datapoints by exp(−(TRF/T1) and using the values
from the fitted curves (such as those shown in Figure 6.9). The threshold value of fMS,
above which the slow down of the nuclear spin dynamics is observed, is shown by the
black arrows and gives an estimate of whom. For the 0e state whom ≈ 400 Hz and for the
1e state whom ≈ 50 kHz. Note that the underlying individual nuclear transitions have
a much narrower homogeneous linewidth than the inhomogeneously broadened ensemble
(with total width wiso ≈ 7 MHz) and shows the severity of the strain induced quadrupolar
broadening in self assembled InGaAs QDs.
Just as we did with the inhomogeneous linewidths winh to determine the ensemble nuclear
spin dephasing times T ∗2 , we can use the homogeneous linewidth whom to find the nuclear
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spin coherence time T2. Using the relation T2 ≈ 1/(π×whom), we obtain that T2 ≈ 0.8 ms
(compared to T ∗2 = 22 µs calculated from Section 6.3) for the 0e state (which is similar to
previous values for 71Ga obtained using spin echo pulsed NMR measurements [147, 203]
and using cw NMR [8]) and T2 ≈ 6.4 µs (compared to T ∗2 = 0.94 µs) for the 1e state.
This corresponds to at least two orders of magnitude smaller nuclear spin coherence time
due to the presence of the electron and agrees with the findings of Wüst et al. [194], who
used pulsed NMR techniques to observe a two orders of magnitude decrease for arsenic and
indium nuclear isotopes (for indium, they observed T2 = 3.3 ms for 0e state and T2 = 25 µs
for 1e state).
The electron spin lifetime at large magnetic fields has been measured to be on the order
of 100 µs [204] and a flip of the electron spin at this timescale can lead to the measured
homogeneous broadening of ≈ 50 kHz. Additionally, as discussed in Section 6.2, there may
be a significant contribution due to the electron mediated nuclear spin coupling as well as
coupling with the Fermi reservoir. Both our sample (32 nm tunnelling barrier) and the
sample used by Wüst et al. [194] (25 nm barrier) have strong cotunnelling effects, so a
systematic dependence of nuclear (and electron) spin dynamics on the tunnelling barrier
thickness would be required to investigate weaker cotunnelling samples.
6.5 Summary
The ability to tune the charge state of InGaAs QDs using the Low Temp Cap diode sample
has allowed for the direct experimental comparison of the nuclear spin dynamics for a QD
with and without a confined electron. Having identified the individual charge states, the
optimal bias values for the various part of the experimental pump-rf-probe cycle were
obtained by performing bias dependent calibration measurements. Then experimental
comparisons were shown between 0e and 1e states for the nuclear spin lifetime T1, the
ensemble dephasing time T ∗2 and the nuclear spin coherence time T2.
The first nuclear spin timescale of interest was the lifetime T1 which was measured by
looking at the natural decay of the nuclear spin polarisation in the dark at different biases.
The nuclear polarisation is stable for the empty dot and the doubly charged singlet state
(2e) where T1 > 104 s, due to the large quadrupolar shifts in self assembled InGaAs dots
that suppress spin diffusion. But in the centre of the 1e charging plateau, the lifetime is
significantly reduced to T1 ≈ 560 s because of cotunnelling with electrons in the Fermi sea
and the electron mediated hyperfine interaction that can couple two nuclear spins together
Chapter 6. Comparison of neutral and charged dots 138
via the Fermi reservoir. The observation of minima in the nuclear T1 at biases towards
each edge of the 1e plateau indicate that the cotunnelling rate is a maxima at these bias
values and this creates an unstable electron spin state.
By using our low power, cw NMR techniques to measure the inverse NMR spectra, the
inhomogeneous linewidths and the ensemble dephasing time of the nuclear spins were
compared between the 0e and 1e states. The presence of the electron once again caused
faster nuclear spin dynamics with T ∗2 = 22 µs for the 0e state and T ∗2 = 0.94 µs for the
1e state. This was caused by the inhomogeneity in the Knight field due to the electron
that is felt by the individual nuclei at each lattice site in the QD. Moreover, the broadest
inhomogeneous linewidth (shortest T ∗2 ) was observed to be at the centre of the 1e plateau,
where the electron spin is most stable, revealing the opposite tendencies between long
electron spin lifetime and short nuclear dephasing times.
Finally, by utilising the frequency comb NMR technique, the homogeneous linewidths of
a nuclear spin transition and the nuclear coherence time T2 were investigated between the
0e and 1e states. Once more the presence of the additional electron causes a decrease
in the nuclear T2 by at least two orders of magnitude (agreeing well with pulsed NMR
experiments [194]).
By all indications, the presence of a single electron spin trapped in a QD to be used
for spin qubit applications [40], has a detrimental effect on the nuclear spin bath and
highlights one of the fundamental problems in QDs with such a large strain variation
across its volume. To improve the situation, optical nuclear spin pumping may be combined
with various pulsed NMR sequences such as dynamical decoupling sequences [205] that
suppress inhomogeneous broadening but suffer from instantaneous diffusion [206] or solid
echo sequences [207] that average out the nuclear dipolar couplings but not inhomogeneous
broadening. Recently, more sophisticated sequences such as the Combined Hahn and Solid
Echo (CHASE) [203] that efficiently combines the features of both types of pulse sequences
have been developed and may be applied to singly charged InGaAs dots to prolong the
nuclear spin coherence times even in the presence of a confined electron. Additionally
further work could involve looking explicitly at the effect of cotunnelling on both the
electron and nuclear spin dynamics, for example by growing a series of samples with
different tunnelling barrier thicknesses.
Chapter 7
Conclusion
The experimental measurements presented in this thesis have been used primarily to un-
derstand the fundamental properties of the nuclear spins in single self assembled QDs. By
using optical pump-probe techniques and cw NMR, we have studied the dense quadrupolar
(I ≥ 3/2) nuclear spin system of III-V InGaAs/GaAs QDs and for the first time the dilute
nuclear spin bath of II-VI CdTe/ZnTe QDs where most of the nuclei have no spin (I = 0).
We have also developed a novel cw NMR method as a non-invasive way of analysing the
structural properties of a single InGaAs dot consisting of only ∼ 105 nuclei. Finally, direct
comparisons have been made of the nuclear spin evolution timescales between neutral and
singly charged dots. To conclude this thesis, we summarize the key results and potential
directions of future research for the three experimental chapters.
In Chapter 4, we presented the first direct measurement of the Overhauser shift (upto
∆EZ ≈ ±2 µeV) in the CdTe/ZnTe quantum dot system containing only a few hundred
nuclear spins. We propose that DNP is formed via the quantum well states and we saw
that this polarisation is robust with an initialisation time of ∼ 1 ms and decay time of ' 1 s
(both approximately two orders of magnitude faster than their III-V counterparts). Using
cw NMR techniques, the first detection of Cd and Te NMR signals revealed the strong
Knight field of |Be| ' 50 mT present in this system as well as spectral wandering effects due
to charge fluctuations in the environment. The promising optically active CdTe/ZnTe QD
system has the potential to combine the advantages of III-V dots which have good optical
properties and the long coherence times found in nuclear spin free systems such as group
IV semiconductors. However a better understanding is required of the limits of the nuclear
spin dynamics. This would require the design and fabrication of the next generation of
samples in gated charge-tunable diode structures so that the charge environment of the
dot may be controlled.
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We saw in Chapter 5 how optically detected NMR techniques can be used to compare the
structure of single, self-assembled QDs in two different InGaAs/GaAs samples. The cw
NMR techniques used require no specific preparation of the sample and can be used to
analyse (in-situ) the structure of small nanoscale structures (with only 105 nuclei) whilst
not affecting the optical quality of the QD for any subsequent measurements. The newly
developed 3-band inverse NMR technique has allowed for the first direct, measurement
of the NMR signal from low strain nuclei. The experimental NMR results together with
TEM images have revealed that the shape of the dots are very shallow and disc-like
(as opposed to large pyramids) with the electron wavefunction penetrating significantly
into the weakly strained surrounding GaAs barrier layers. Further work to verify the
experimental conclusions would involve a computational study to model different quantum
dot structures and strain distributions and see the effect on the NMR spectra (see Bultay
et al. [124, 126]).
In Chapter 6 we provided a direct experimental comparison of the nuclear spin dynamics
for a QD with and without a resident electron. The nuclear spin lifetime T1 measurement
showed a stable nuclear polarisation for the empty dot and the doubly charged singlet
state (2e) where T1 > 104 s, but for the 1e state, a reduction of the nuclear spin lifetime
to T1 ≈ 560 s was observed due to the cotunnelling with electrons in the Fermi sea. Using
the inhomogeneous linewidths from the inverse NMR spectra, the ensemble dephasing
times were extracted and the 1e state showed much faster nuclear spin dynamics (T ∗2 =
0.94 µs) than the 0e state (T ∗2 = 22 µs). This was a direct measurement of the Knight
field induced broadening due to the resident electron. Measurements at different bias
values across the 1e plateau revealed a fundamental problem with the InGaAs/GaAs QD
system – the opposite tendencies of long electron spin lifetime and short nuclear dephasing
times. Finally, using the frequency comb NMR technique, the homogeneous linewidths of
a nuclear spin transition were measured and the nuclear coherence time T2 was compared
between the 0e and 1e states. Once again the additional electron causes a decrease in
the nuclear T2 by at least two orders of magnitude. These measurements highlighted the
detrimental effect on the nuclear spin bath due to the presence of a single confined electron.
Further experiments could involve using recently developed, efficient pulse sequences (such
as the Combined Hahn and Solid Echo (CHASE) [203] demonstrated so far on neutral
dots) to prolong the nuclear spin coherence times even in the presence of a single electron.
Furthermore, the effect of cotunnelling may be investigated further by growing a series of
samples with different tunnelling barrier thicknesses and determining the effect on both
the electron and nuclear spin dynamics.
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Though self assembled QDs have been actively researched for a few decades now, there
are many fundamental processes and basic properties that we do not fully understand
yet. The research community should take caution in the approach towards spin qubit
applications. Even from the insights gained in Chapter 5 of this work, we may have even
misinterpreted what the shape and structure of a QD looks like. Particularly with the
eventual ambition of combining 2, 3, 5, 10 or more QD qubits together, it is imperative to
understand the fundamentals of a single dot first. Throughout this thesis, we have tried
to gain some understanding from the perspective of the nuclear spins. Though the II-VI
system of CdTe/ZnTe QDs show promise, a much more stable environment is necessary
surrounding the single dot even just to understand the limiting mechanisms more clearly.
Our collaborators at the University of Warsaw are now attempting to embed these QDs
in diode structures, with the ambition of creating reproducible, stable QDs with even
better optical properties. For the InGaAs system, one of the main issues we discussed
in Chapter 6 is the true limiting mechanism of the nuclear spin lifetime at the centre
of the single electron charging plateau. Various processes were described, but we now
believe that though the tunnelling rate is suppressed at the centre of the plateau, there
is still a significant contribution from electron cotunnelling with the Fermi reservoir. Our
group is now conducting a comprehensive study of the lifetimes for both the electron and
nuclear spins of the QD with samples of various tunnelling barrier thicknesses. Beyond
that, in order to narrow the nuclear spin bath fluctuations further in the presence of a
single electron, we will attempt to use pulsed NMR sequences [203] to prolong the nuclear
spin coherence time. Once again, this will give an insight into what the ultimate limiting
mechanisms are in the single electron and many nuclei central spin problem.
Appendix A
Appendix: Spectral wandering in
CdTe/ZnTe quantum dots
In this appendix, we discuss the spectral fluctuations that were observed in the CdTe/ZnTe
self assembled QD samples. The energy of the X0 line in the PL spectra is plotted for
two separate dots from sample B. It can be seen that the average energy varies over the
time of the experiment (this data was recorded during the NMR spectra measurements)
by ∼ 100 µeV over the time scale of hours. Part of this spectral fluctuation can be
from external environment factors such as the drifts in the ambient temperature which
can change the alignment of optical components in the spectrometer. However, in this
CdTe/ZnTe sample, a significant amount of spectral wandering was observed, which could
vary considerably between dots. Spectral wandering is caused by changes in the charge
environment around the dot due to continuous optical excitation of the sample [171, 208].
This adds noise to the optically detected pump-probe measurements because it reduces
the precision in measuring the splitting of the PL lines. This makes it very difficult to
measure small changes in splitting, which is required for the NMR spectra, and we chose
dots that have minimal spectral wandering.
There are also longer term variations of the detected Zeeman splitting in the PL spectra
on the timescale of days or weeks. For example in the dynamics measurements in Figure
4.9, a small difference (< 0.5 %) is observed between the initial splitting of ≈ 399.2 µeV
in the nuclear spin buildup measurement and the final splitting of ≈ 397.8 µeV in the
nuclear spin decay measurement. These datasets were measured 25 days apart but from
the same QD in sample B. Such a slow variation can be caused by external factors such as
the inability to reproduce the same static magnetic field or a change in the dispersion of
the spectrometer due to the ambient temperature. Alternatively, it can also be attributed
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Figure A.1: The observed variation in the PL energy of the neutral X0 state as a
function of wall clock time passed in the lab, during NMR measurements. The average
energies of the two Zeeman split peaks are plotted for two separate QDs in sample B.
to same charge fluctuations in the environment that cause the spectral wandering, which
can induce an electric field that creates a small variation in the electron and hole g-
factors. However, we can account for such fluctuations by designing the experiments to use
differential measurements. For the measurement of the NMR spectra for example, multiple
PL spectra are taken with rf (signal) and without rf (background) and the difference is
taken to find the NMR signal. Though the absolute value of the splitting may drift with
time, the change in splitting between rf and no rf can be used to reliably trace out the
NMR signal. Additionally, all experiments are run so that we step through multiple sweeps
(about 6-10) of the control variable from a low value to high, then high to low, then low
to high again etc. This allows us to not only monitor the drift with time, but check
for any hysteresis effects, and if a significant drift is observed, the data is discarded and
remeasured.
Finally, fluctuations in the charge environment of the dot are most likely the reason for the
broadening observed between the NMR spectra. A large broadening is clearly observed in
QD2 for the Cd spectrum with σ+ pumping and also for Te with σ− pumping. However
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under σ− pumping for Cd and σ+ pumping for Te a peak-like lineshape is observed.
So the broadening of the NMR lineshape does not appear to depend on the sign of the
circular polarisation and it is not obvious what the exact mechanism is for the observed
broadening. Again, the likely cause is the slow fluctuations in the charge environment over
the timescale of hours. So because the NMR spectra are measured for one isotope and one
pump polarisation at a time, it is possible that for some of the measurements, there was
a greater chance that an electron could be trapped by the dot and create a broadening of
the peaks.
Appendix B
Appendix: Estimate of the average
chemical composition of the InGaAs
QDs
In this appendix, we present the numerical analysis used to determine the relative concen-
trations of indium ρIn and gallium ρGa = 1− ρIn in the InGaAs QDs studied in both the
In-flush sample and the Low Temp Cap sample. The signal is combined from two datasets
to determine the final chemical compositions. We use both the maximum total OHS per
isotope ∆EOHS where a single band depolarises the entire isotope (see Figure 5.7) and
the normalised, integrated, high resolution CT NMR signal ∆ECT (see Table 5.3). The
measured values of these shifts for both samples are summarised in Table B.1.
Low temp Cap sample 113In 69Ga 71Ga
total OHS, ∆EOHS (µeV) 38 14




total OHS, ∆EOHS (µeV) 69 17
normalised, integrated CT signal,
∆ECT (µeV)
18.7 9.6 8.0
Table B.1: The experimentally measurered total OHS (∆EOHS) and the normalised
integrated CT signal (∆ECT) for In and Ga in both InGaAs/GaAs QD samples (using
σ− pumping only at Bz = 8 T). Note that ∆EOHS for 113In and 69Ga is a combined
value due to the total OHS from both isotopes.
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As discussed in Section 3.4.2, the application of the cw rf pulse changes the populations
of the nuclear spin states and this is detected by a change in the spectral splitting of the
exciton PL lines. The total OHS of the jth isotope ∆EOHS,j can be related to the nuclear
spin polarisation degree of that isotope PN,j via
∆EOHS,j = ρjAjIjPN,j, (B.1)
where ρj is the average mole fraction sampled by the electron wavefunction of the jth
isotope, Aj is the hyperfine constant and Ij is the nuclear spin. The polarisation degree







where the population probabilities pm follow the Boltzmann distribution when the DNP







and β is the dimensionless inverse temperature.
For InGaAs dots, whilst the natural abundance of σ115In ≈ 1, the two gallium isotopes have
a natural abundance of σ69Ga ≈ 0.60 and σ71Ga ≈ 0.40 (see Table 2.1). We can account for
this by writing ρ69Ga = 0.60ρGa and ρ71Ga = 0.40ρGa. Also since each cationic site is either
Ga or In, the concentration must sum to unity ρIn + ρGa = 1 (so ρIn = 1− ρGa).
The full set of equations for the total OHS ∆EOHS data can be written in terms of ρGa
and β as











with PN (which depends on β) substituted using Equations B.2 and B.3.
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Similarly, the inverse NMR signal ∆ECT, which corresponds to a change in the polarisation
degree ∆PN (as opposed to just PN), can be written as
∆ECT,j = ρjAjIj∆PN,j. (B.6)
To determine the change in the nuclear polarisation ∆PN using the inverse NMR technique,
we follow the derivation from the supplementary material of [146]. If the nuclear transition
between the m↔ m+ 1 states lies within the gap in the rf waveform, the transition is not
driven and the populations equalise for two sets of spin states (Iz ≤ m and Iz ≥ m + 1)
because the only dipole allowed transitions that can be induced by the rf field is between
states Iz that differ by ±1. After rf excitation, the populations of the two sets of spin












Finally, to obtain the expression for the change in nuclear polarisation using the Inverse
NMR technique, we substitute the Boltzmann distribution (Equation B.3) for pk in Equa-
tion B.7 and m = −1/2 for a gap at the central transition (−1/2↔ 1/2), to obtain
∆PN,j =
(Ij + 1/2) + (Ij + 1/2)e(2Ij+1)β − (2Ij + 1)e(Ij+1/2)β
2Ij(e(2Ij+1)β − 1)
. (B.8)
The set of equations relating the measured inverse NMR signal ∆ECT to the change in
nuclear polarisation ∆PN are analogous to Equations B.4 and B.5,












but with substitution of Equation B.8 for ∆PN,j.
Finally to combine the datasets of both techniques, we define a χ2 statistic as




(On − En)2, (B.11)
where O is the observed value and E is the expected value. The observed value (actually
measured from experiment) is taken to be the left hand side of Equations B.4, B.5, B.9
and B.10 and the expected value as the right hand side and we sum over the squares of the
differences of the n = 4 equations. In essence, the entire dataset is fit with the Boltzmann
distribution model for the populations and χ2 (the sum of the fitting residuals) is minimised
to obtain the best fit value for the fitting parameters of ρGa and β.
By minimising the χ2, we find for the QD measured in the In-flush sample that β = 0.93,
ρGa = 80.8 % and ρIn = 19.2 %. For the dot in the Low Temp Cap sample, β = 0.51,
ρGa = 90.1 % and ρIn = 9.9 %. This indicates significantly more indium in the dot
measured in the In-flush sample.
Appendix C
Appendix: Entire dataset for high
resolution inverse NMR CT spectra
In order to determine the precise resonance frequency and the width of the CT for each
isotope in both samples, more inverse NMR CT spectra were taken with larger gap widths
(lower resolution) in the radiofrequency waveform than the highest resolution spectra
shown in Figure 5.10. This provides a greater NMR signal as there are more nuclear
resonances within a larger gap size and comparing results with different wGap allows us to
see the true width of the CT resonance.
The full dataset that was measured for different gap sizes for all of the isotopes in both
samples is shown in Figure C.1. By analysing the width of the CT resonances of all the
spectra, different band widths were chosen for the 3rd CT band of each isotope for both
samples. The width of the band wCTband was chosen to cover approximately 90 % of the
observed CT spectra and the chosen values for each isotope in each sample is shown in
Table C.1.
For 75As, a narrow peak is accompanied by a broader tail which is why the CT band width
(of about 500 kHz) is much higher than the other isotopes. This also causes an asymmetric
lineshape due to the fact that As can have different combinations of nearest neighbours
and is discussed in the main text. The As CT spectra (shown in the top row of Figure
C.1) were further processed to identify the skew of the lineshape. To make sure 90% of
the CT is covered (including the tails), we estimate that the 3rd CT band should be offset
from the true 75As CT peak to lower frequencies - for the low temp. cap sample by 30 kHz
and for the In-flush sample by 100 kHz.
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Figure C.1: The inverse NMR CT spectra of all 4 isotopes for both samples. The
spectra were taken at Bz = 8 T and using σ− pumping. The horizontal and vertical
scales of each row (isotope) are set to be identical so that the equivalent lineshapes can
be compared for a specific isotope between samples.
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Sample 75As 113In 69Ga 71Ga
Low temp Cap 503? 81 27 39
In-flush 503† 81 39 39
Table C.1: The chosen widths of the third CT saturation band wCTband (in units of
[kHz]) of each of the isotopes in the two samples used in this work. To account for the
skewness in the 75As lineshape, the 3rd band is offset to lower frequencies (compared to
the 75As CT freqeuncy) by ?30 kHz for the Low temp cap sample and †100 kHz for the
In-flush sample.
Appendix D
Appendix: 3-band inverse NMR ST
spectra data correction
In an Inverse NMR measurement, a datapoint is taken by measuring the Zeeman splitting
of an exciton after depolarising nuclei of a particular isotope using an RF waveform. First,
a ‘No Gap’ measurement is taken where rf excitation in the shape of a single spectral band
is applied that is wide enough to cover the entire resonance (CT and STs) of a single
isotope, which provides the background level of splitting where a single isotope has been
fully depolarised. Then, a ‘Gap’ measurement is performed where a gap (with central
frequency fGap and width wGap) is introduced within this single band and any nuclear
resonances that lie within the band are depolarised and any resonances within the gap
remain polarised. The final NMR signal is obtained by subtracting the splitting of the
‘Gap’ waveform from the splitting with the ‘No Gap’ waveform. The position of the gap
is moved across the band and a NMR spectral lineshape is obtained.
To separate the ST signal from the CT in this paper, a 3rd CT saturation band was
positioned to cover at least 90% of the CT signal of a particular isotope. The precise
resonance frequency and the width of the isotope are determined using the inverse NMR
CT spectra (using the full dataset shown in Appendix C). The central frequency of the
3rd band fCTband, with a width wCTband, is aligned to the central frequency of the isotope’s
resonance in all cases apart from 75As. This is because 75As has an asymmetric CT line
shape accompanied by a broad tail. So to fulfill the 90 % coverage of the CT resonance, the
3rd CT saturation band has to be offset from the resonance frequency to lower frequencies
(by 30 kHz for the low temp. cap sample and 100 kHz for the In-flush sample).
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Figure D.1: Schematic illustration of various gap positions relative to the 3rd CT band
in inverse 3-band NMR measurements.
To simplify the mathematical expressions that follow, we define the lower fLCT and higher






























As the gap is moved across the resonance, datapoints in the inverse NMR spectra can be
separated into different categories.
1. Those with a whole gap positioned entirely to a lower frequency (see Figure D.1a)
than the 3rd CT band
fHGap ≤ fLCT, (D.2a)
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or entirely to a higher frequency
fLGap ≥ fHCT. (D.2b)
These datapoints require no rescaling and are unaltered. This is essentially equivalent
to 2-band inverse NMR because the gap is far enough away from the CT resonance
that there is no need to apply a 3rd CT saturation band.




Gap ≤ fHCT, (D.3a)
or the high frequency side
fLCT ≤ fLGap < fHCT. (D.3b)
These datapoints essentially have a narrower gap wnewGap with a new central gap fre-
quency fnewGap that is shifted from the nominal gap frequency fGap from the corre-
sponding experiment without the 3rd band. For the low frequency side, the new gap





with a narrower gap of
wnewGap = fLCT − fLGap, (D.3d)
and for the high frequency side, the new gap centre is the average of the upper edge




with a narrower gap of
wnewGap = fHGap − fHCT. (D.3f)
Chapter 7. Conclusion 155
In an inverse NMR spectra, a datapoint has an x coordinate fGap (central frequency
of gap), and a y coordinate Asig (amplitude of the NMR signal). The amplitude
is proportional to the width of the gap (provided the NMR signal is not resolution
limited by the gap width). For all datapoints to be compared equally, the amplitude
is scaled by the ratio of the old gap width to the new reduced gap width. Hence the





3. Those where the 3rd CT band is fully within the gap (so there is one gap on the low














The new central gap frequency fnewGap is calculated by taking into account the relative
widths of the 2 gaps on either side of the CT band













and the new narrower gap width is given by
wnewGap = wGap − wCTband. (D.4c)
For the same reasoning as category 2 above, the coordinates of the datapoints in the





4. Those with fGap within the 3rd CT band (a subset of category 3 above, see Figure
D.1d)
fLCT ≤ fGap ≤ fHCT (D.5)
These datapoints are removed because their recalculated central gap frequency would
lie within the 3rd CT band and no NMR signal can be detected from nuclei that are
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covered by the CT saturation band, whether those resonances are from the CT or
STs.
For completeness, the raw data where the procedure detailed in this appendix has not
been applied is presented in Figure D.2. This is the counterpart to Figure 5.13 in the
main text that shows the ST spectra for all isotopes in both samples. The effect of the
above procedure becomes clear when the raw data (solid lines) is compared to the corrected
data (dashed lines). The only datapoints that are affected are those that are close to the
CT frequency and the change in signal is very small in most cases. The only exception is
for 75As because the CT is so wide, a large CT band width of 503 kHz is chosen and this
is of comparable width to the inverse NMR gap width of 600 kHz, so many datapoints are
removed (that fulfill condition 4 above) and the rescaling of the signal (via condition 2 and
3) can lead to relatively large changes in amplitude of a few µeV. The “dip” observed in
the uncorrected dataset near the CT frequency is not a real feature of the 75As spectrum
and is removed by the data correction procedure.
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Figure D.2: Raw uncorrected data (solid lines) of the satellite transition (ST) NMR
spectra from all nuclear isotopes in both QD samples using the new 3-band inverse NMR
technique and pumping with either σ+ or σ− circularly polarised pump. Also shown in
thin dashed lines are the corrected NMR ST dataset using the data correction procedure
described in this appendix. All spectra were taken at Bz = 8 T and an inverse NMR
gap width of 600 kHz which is the resolution of the spectra. Top Panel: ST spectra from
the sample grown with In-flush. Bottom Panel: ST spectra from the sample capped
at low temperature. The shaded lines at frequency 58.84 MHz, 75.37 MHz, 82.52 MHz
and 104.85 MHz indicate the width of the CT-band used to saturate the CT of each
of the 4 nuclear isotopes: 75As (wCTband = 503 kHz), 115In (wCTband = 81 kHz), 69Ga
(wCTband = 39 kHz) and 71Ga (wCTband = 39 kHz) respectively.
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[49] Julien Claudon, Joël Bleuse, Nitin Singh Malik, Maela Bazin, Périne Jaffrennou,
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[63] R Nötzel, J Temmyo, A Kozen, T Tamamura, T Fukui, and H Hasegawa. Self-
organized growth of quantum-dot structures. Solid-State Electronics, 40(1):777–783,
1996. ISSN 0038-1101. doi: https://doi.org/10.1016/0038-1101(95)00363-0. URL
http://www.sciencedirect.com/science/article/pii/0038110195003630.
[64] Ernst Bauer. Phanomenologische Theorie Der Kristallabscheidung An Oberflachen.
II. Zeitschrift fur Kristallographie - New Crystal Structures, 110(1-6):395–431, 1958.
ISSN 00442968. doi: 10.1524/zkri.1958.110.1-6.395.
[65] F C Frank and J H van der Merwe. One-Dimensional Dislocations. II. Misfitting
Monolayers and Oriented Overgrowth. Proceedings of the Royal Society of Lon-
don A: Mathematical, Physical and Engineering Sciences, 198(1053):216–225, aug
1949. URL http://rspa.royalsocietypublishing.org/content/198/1053/216.
abstract.
[66] A. Weber M. Volmer. Keimbildung in ubersattigten Gebilden. Zeitschrift der.
pysikalischen. Z. Physik. Chem., 119:277, 1926.
[67] I N Stranski and L Krastanow. Zur Theorie der orientierten Ausscheidung von
Ionenkristallen aufeinander. Monatshefte fur Chemie und verwandte Teile anderer
Wissenschaften, 71(1):351–364, 1937. ISSN 1434-4475. doi: 10.1007/BF01798103.
URL http://dx.doi.org/10.1007/BF01798103.
[68] D Leonard, M Krishnamurthy, C M Reaves, S P Denbaars, and P M Petroff. Direct
formation of quantum-sized dots from uniform coherent islands of InGaAs on GaAs
surfaces. Applied Physics Letters, 63(23):3203–3205, dec 1993. ISSN 0003-6951. doi:
10.1063/1.110199. URL https://doi.org/10.1063/1.110199.
[69] P B Joyce, T J Krzyzewski, G R Bell, B A Joyce, and T S Jones. Composition of
InAs quantum dots on GaAs(001): Direct evidence for (In,Ga)As alloying. Physical
Review B, 58(24):R15981–R15984, dec 1998. doi: 10.1103/PhysRevB.58.R15981.
URL https://link.aps.org/doi/10.1103/PhysRevB.58.R15981.
[70] I Kegel, T H Metzger, A Lorke, J Peisl, J Stangl, G Bauer, J M Garćıa, and P M
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M S Skolnick, and A I Tartakovskii. Element-sensitive measurement of the




[157] Z R Wasilewski, S Fafard, and J P McCaffrey. Size and shape engineering of vertically
stacked self-assembled quantum dots. Journal of Crystal Growth, 201-202:1131–1135,
1999. ISSN 0022-0248. doi: https://doi.org/10.1016/S0022-0248(98)01539-5. URL
http://www.sciencedirect.com/science/article/pii/S0022024898015395.
[158] J P McCaffrey, M D Robertson, S Fafard, Z R Wasilewski, E M Griswold, and L D
Madsen. Determination of the size, shape, and composition of indium-flushed self-
assembled quantum dots by transmission electron microscopy. Journal of Applied
Physics, 88(5):2272–2277, aug 2000. ISSN 0021-8979. doi: 10.1063/1.1287226. URL
https://doi.org/10.1063/1.1287226.
[159] Georges Lampel. Nuclear Dynamic Polarization by Optical Electronic Saturation
and Optical Pumping in Semiconductors. Physical Review Letters, 20(10):491–493,
mar 1968. doi: 10.1103/PhysRevLett.20.491. URL https://link.aps.org/doi/
10.1103/PhysRevLett.20.491.
[160] M. Krapf, G. Denninger, H. Pascher, G. Weimann, and W. Schlapp. Optically
detected nuclear magnetic resonance and Knight shift in AlxGa1−xAs/GaAs het-
erostructures. Solid State Communications, 1991. ISSN 00381098. doi: 10.1016/
0038-1098(91)90704-Y.
[161] J. A. Marohn, P. J. Carson, J. Y. Hwang, M. A. Miller, D. N. Shykind, and D. P.
Weitekamp. Optical larmor beat detection of high-resolution nuclear magnetic res-
onance in a semiconductor heterostructure. Phys. Rev. Lett., 75:1364–1367, Aug
1995. doi: 10.1103/PhysRevLett.75.1364. URL https://link.aps.org/doi/10.
1103/PhysRevLett.75.1364.
[162] G. Kamp, H. Obloh, J. Schneider, G. Weimann, and K. Ploog. Overhauser shift
and nuclear spin relaxation in AlxGa1−xAs/GaAs heterostructures. Semiconductor
Science and Technology, 1992. ISSN 02681242. doi: 10.1088/0268-1242/7/4/017.
[163] M. N. Makhonin, E. A. Chekhovich, P. Senellart, A. Lemâıtre, M. S. Skolnick,
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