Abstract. We show that homologically projectively dual varieties for Grassmannians Gr(2, 6) and Gr(2, 7) are given by certain noncommutative resolutions of singularities of the corresponding Pfaffian varieties. As an application we describe the derived categories of linear sections of these Grassmannians and Pfaffians. In particular, we show that
Introduction
Derived categories of coherent sheaves on algebraic varieties and their semiorthogonal decompositions lately attract a lot of interest. The most powerful method to produce such decompositions was introduced in [K3] . It allows to describe derived categories of all complete linear sections of a given algebraic variety X if its Homologically Projectively Dual variety is known. In this paper we find Homological Projectively Dual varieties for the Grassmannians Gr(2, 6) and Gr(2, 7) and produce the corresponding semiorthogonal decompositions for their linear sections.
The Homological Projective Duality (HP-duality for short) is a homological extension of the classical notion of projective duality. To a smooth (noncommutative) algebraic variety X with a map X → P(V ) to a projective space it associates a smooth (noncommutative) algebraic variety Y with a map Y → P(V * ) into the dual projective space, depending on a choice of a semiorthogonal decomposition of D b (X) of a specific form (a Lefschetz decomposition). All necessary definitions can be found in section 2. Now we describe the HP-dual varieties for Gr(2, 6) and Gr(2, 7).
Let W be a vector space, dim W = n. Consider the projective space P(Λ 2 W * ) of skew-forms on W . For each 0 ≤ t ≤ ⌊n/2⌋ we consider the following closed subset of P(Λ 2 W * ) Pf(2t, n) = Pf(2t, W * ) := P({ω ∈ Λ 2 W * | rank(ω) ≤ 2t}),
where rank(ω) is the rank of ω (the dimension of the image of the map W → W * induced by ω). This subsets form a filtration of P(Λ 2 W * ). It is clear that Pf(2⌊n/2⌋, W * ) = P(Λ 2 W * ). The biggest proper component of this filtration is Pf(2⌊n/2⌋ − 2, W * ), we call it the Pfaffian variety, or simply the Pfaffian. If n = dim W is even then the Pfaffian variety Pf(n − 2, W * ) is a hypersurface of degree n/2 (its equation is the Pfaffian polynomial of a general skew-form), and if n = dim W is odd then the Pfaffian variety Pf(n − 3, W * ) has codimension 3 (its ideal is generated by Pfaffians of principal minors of a general skew-form). Other varieties Pf(2t, W * ) will be called generalized Pfaffian varieties.
It is a classical result that the Pfaffian variety Y = Pf(2⌊n/2⌋ − 2, W * ) is (classically) projectively dual to the Grassmannian X = Gr(2, W ). However, it is singular along Pf(2⌊n/2⌋ − 4, W * ), so it cannot be HP-dual to X. By some speculations based on the properties of HP-duality one can argue that the HPdual of X should be given by a (noncommutative) resolution of singularities of Y . Usual (commutative) resolutions of Y turn out to be too big, so noncommmutative resolutions come into focus.
A noncommutative resolution of singularities of an algebraic variety Y is a coherent sheaf R of Oalgebras on Y which is a matrix algebra at the generic point of Y (birationality, up to Morita equivalence), and which has finite homological dimension (smoothness). Such noncommutative resolutions of Pfaffian varieties Pf(4, 6) and Pf(4, 7) were constructed in [K6] . The main result of the present paper is the following Theorem 1. Let W be a vector space, dim W = 6 or dim W = 7. Let (Y, R) be the noncommutative resolution of singularities of the Pfaffian variety Y = Pf(4, W * ) constructed in [K6] . Then (Y, R) is Homologically Projectively Dual to the Grassmannian X = Gr(2, W ).
As we already mentioned above, whenever we have a pair of HP-dual varieties, there are semiorthogonal decompositions for their linear sections. In our case we obtain semiorthogonal decompositions for linear sections of the Grassmannians Gr(2, 6), Gr(2, 7) and of the corresponding Pfaffians Pf(4, 6), Pf(4, 7). The following particular case of these decompositions seems to be especially interesting.
Theorem 2. Let Y ′ be a smooth Pfaffian cubic 4-fold in P 5 . Then there is a semiorthogonal decomposition
where X ′ is a smooth K3-surface of degree 14.
By definition, a Pfaffian cubic fourfold is an intersection of the Pfaffian Y = Pf(4, 6) ⊂ P 14 with a linear subspace P 5 ⊂ P 14 (not every cubic 4-fold is isomorphic to a Pfaffian cubic, the Pfaffian cubics form a divisor in the moduli space of all cubic 4-folds). The corresponding K3-surface X ′ is then the intersection of the orthogonal linear subspace P 8 ⊂ (P 14 ) ∨ with the Grassmannian Gr(2, 6).
A relation of cubic 4-folds to K3-surfaces has been known for a long time. For example, they have similar primitive Hodge structures in the middle cohomology [H2] . Also, it is known that the Fano variety of lines on a cubic 4-fold is a deformation of the Hilbert scheme of length 2 subschemes on a K3 surface [BD] . For Pfaffian cubics, this relation is more explicit. The primitive Hodge structure of X ′ is a substructure of the primitive Hodge structure of Y ′ , and the Fano variety of Y ′ is isomorphic to the Hilbert scheme of X ′ [BD] . Moreover, the Pfaffian cubics are known to be rational, and the birational transformation from P 4 to Y ′ includes a blow-up of a K3-surface isomorphic to X ′ .
Note that the line bundles O(−3), O(−2), O(−1) form an exceptional collection on any cubic 4-fold Y ′ (not necessarily Pfaffian). So, for every Y ′ we can consider a triangulated category
which by Theorem 2 is equivalent to the derived category of a K3-surface if Y ′ is Pfaffian, and thus for general Y ′ , being a deformation of the derived category of a K3-surface, can be considered as the derived category of a noncommutative K3-surface. These speculations suggest the following
Conjecture 3. A smooth cubic 4-fold Y ′ is rational if and only if the triangulated category
is equivalent to the derived category of a usual K3-surface. This conjecture is supported by the following observation. Assume that Y ′ is a smooth cubic 4-fold, containing a plane P 2 ⊂ Y ′ ⊂ P 5 . The projection from this plane makes Y ′ into a family of 2-dimensional quadrics parameterized by another P 2 . The degenerate quadrics in the family are parameterized by a sextic curve, and the sheaf of even parts of Clifford algebras corresponding to this family of quadrics comes from a sheaf of quaterinionic algebras Q on the double cover of P 2 branched in the sextic curve, which is a K3-surface. This K3-surface ringed with a sheaf of agebras Q can be considered as a twisted K3-surface, which is a particular class of noncommutative K3-surfaces. Using results of [K4] one can show that C ′ is equivalent to the derived category of this twisted K3. On the other hand, one can check that the class of Q in the Brauer group vanishes (and noncommutativity of the K3-surface vanishes as well) precisely when the corresponding family of 2-dimensional quadrics has a rational section, which, as was noticed by B.Hasset in [H1] , implies rationality of the cubic Y ′ .
Another interesting application of Theorem 1 is the following. Let dim W = 7, consider the Grassmannian X = Gr(2, 7) = Gr(2, W ) ⊂ P(Λ 2 W ) and the corresponding Pfaffian variety Y = Pf(4, 7) = Pf(4, W * ) ⊂ P(Λ 2 W * ). Let L ⊂ Λ 2 W * be a 7-dimensional subspace and let L ⊥ ⊂ Λ 2 W be its orthogonal subspace (14-dimensional) . Denote by X L = X ∩ P(L ⊥ ) and Y L = Y ∩ P(L) the corresponding linear sections. Note that the expected dimension of both X L and Y L is 3.
Theorem 4. If dim X L = dim Y L = 3 and P(L) ⊂ P(Λ 2 W * ) doesn't intersect Gr(2, W * ) ⊂ P(Λ 2 W * ), then there is an equivalence of categories
If the condition dim X L = dim Y L = 3 holds then both X L and Y L are Calabi-Yau. So, the above Theorem gives an example of derived-equivalence between non-birational Calabi-Yau 3-folds. This equivalence was predicted by E.Rødland [R] , who compared solutions of the Picard-Fuchs equations corresponding to these Calabi-Yau families and argued that they have the same mirror. Another argument from the point of view of string theory was given recently by K.Hori and D.Tong [HT] . Theorem 4 has been independently proved in a particular case of smooth X L and Y L by L.Borisov and A.Cȃldȃraru in [BC] by a direct calculation. The equivalence in [BC] is given by the same functor as in our proof. Now let us say a few words about possible generalizations. First of all, it is natural to consider the case of dim W > 7. Then we expect the following Conjecture 5. Let X = Gr(2, W ) ⊂ P(Λ 2 W ) and let Y = Pf(2⌊n/2⌋ − 2, W * ) ⊂ P(Λ 2 W * ) be the corresponding Pfaffian variety. There exists a noncommutative resolution of singularities (Y, R) of Y which is Homologically Projectively Dual to X.
We expect the noncommutative resolution (Y, R) of Y = Pf(2⌊n/2⌋ − 2, W * ) for dim W > 7 to be constructed in a similar way as for dim W = 6, 7, see section 3. Moreover, we expect that our proof of Theorem 1 should work in the general situation as well. Among other applications, Conjecture 5 would lead to a description of derived categories of Pfaffian hypersurfaces of all degrees.
Another direction of generalization is to consider generalized Pfaffian varieties.
Conjecture 6. For every 0 ≤ t ≤ ⌊n/2⌋ there exist noncommutative resolutions of singularities of the generalized Pfaffian varieties X = Pf(2t, W ) and Y = Pf(2⌊n/2⌋ − 2t, W * ) which are Homologically Projectively Dual. Now let us describe the structure of the paper. In section 2 we introduce the necessary background, reminding the notions of semiorthogonal and Lefschetz decompositions and giving a brief overview of Homological Projective Duality. In section 3 we describe the noncommutative resolutions of singularities of the Pfaffian varieties Pf(4, 6) and Pf(4, 7). In section 4 we give a precise formulation and a plan of the proof of Theorem 1. The detailed proof takes sections 5-9. Finally, in sections 10 and 11 we list the corollaries of the Homological Projective Duality in cases dim W = 6 and dim W = 7. In particular, we prove Theorem 2 in section 10 and Theorem 4 in section 11.
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Preliminaries
We start this section with a brief reminder of the notions of Lefschetz decompositions and Homological Projective Duality. The general reference for this is [K3] .
2.1. Notation. All algebraic varieties are assumed to be of finite type over an algebraically closed field k. For an algebraic variety X, we denote by D b (X) the bounded derived category of coherent sheaves on X, and by D − (X) the unbounded from below derived category of coherent sheaves. For F, G ∈ D − (X), we denote by RHom(F, G) the local RHom-complex and by F ⊗ G the derived tensor product. Similarly, for a map f : X → Y , we denote by f * the derived pushforward functor and by f * the derived pullback. Finally, f ! stands for the twisted pullback functor.
Semiorthogonal decompositions.
If A is a full subcategory of T then the right orthogonal to A in T (resp. the left orthogonal to A in T ) is the full subcategory A ⊥ (resp. ⊥ A) consisting of all objects T ∈ T such that Hom T (A, T ) = 0 (resp. Hom T (T, A) = 0) for all A ∈ A.
For any sequence of subcategories A 1 , . . . , A n in T we denote by A 1 , . . . , A n the minimal triangulated subcategory of T containing A 1 , . . . , A n .
Definition 2.1 ( [BK, BO1, BO2] ). A sequence A 1 , . . . , A n of full triangulated subcategories in a triangulated category T is called semiorthogonal collection if Hom T (A i , A j ) = 0 for i > j. A semiorthogonal collection A 1 , . . . , A n is a semiorthogonal decomposition of T if for every object T ∈ T there exists a chain of morphisms 0 = T n → T n−1 → · · · → T 1 → T 0 = T such that the cone of the morphism T k → T k−1 is contained in A k for each k = 1, 2, . . . , n. In other words, if there exists a diagram
where all triangles are distinguished (dashed arrows have degree 1) and A k ∈ A k .
Thus, every object T ∈ T admits a decreasing "filtration" with factors in A 1 , . . . , A n respectively. Semiorthogonality implies that this filtration is unique and functorial.
If
Definition 2.2 ( [BK, B] 
Let f : X → S be a morphism of algebraic varieties. Triangulated subcategory A ⊂ D b (X) is called S-linear [K2] if it is stable with respect to tensoring by pull-backs of vector bundles on S:
A ⊗ f * F ⊂ A for any vector bundle F on S.
If E 1 , E 2 , . . . , E n is a sequence of objects of D b (X) of finite Tor-dimension over S we denote by E 1 , E 2 , . . . , E n S the S-linear triangulated subcategory of D b (X) generated by E 1 , E 2 , . . . , E n . In other words,
Let f : X → S and g : Y → S be morphisms to S. A functor Φ :
where G ∈ D b (X) and F is a vector bundle on S. If an S-linear functor Φ :
2.3. Kernel functors. Let X and Y be smooth projective varieties and let p X : X × Y → X and
We call Φ K the kernel functor with kernel K.
The convolution of kernels is defined as follows
It is well known [BO1, BO2] that the composition of kernel functors is given by the convolution of their kernels 
Proof: By theorem of D.Orlov [O1, O2] 
2.4. Lefschetz decompositions. Let X be an algebraic variety and let O X (1) be a line bundle on X. 
Similarly, a dual Lefschetz decomposition of D b (X) is a semiorthogonal decomposition of the form
Actually, these notions are equivalent. Given a Lefschetz decomposition one can canonically construct a dual Lefschetz decomposition with the same category A 0 and vice versa. Let D b 
We call this semiorthogonal decomposition of A 0 the dual primitive decomposition.
The simplest example of a Lefschetz decomposition is given by the Beilinson exceptional collection on the projective space P n :
.
The primitive categories are a 0 = · · · = a n−1 = 0 and a n = O . More relevant for the present paper are the following Lefschetz decompositions of the derived categories of Grassmannians Gr(2, W ) of lines in a vector space W . Let U denote the tautological rank 2 vector bundle on
, where m = dim W and
These decompositions were constructed in [K5] . The primitive subcategories here are
The dual primitive decomposition takes form
2.5. Homological projective duality. Fix a smooth projective variety X and a Lefschetz decomposition D b (X) = A 0 , A 1 (1), . . . , A i−1 (i − 1) with respect to a line bundle O X (1). Let f : X → P(V ) be a morphism into a projective space such that f * (O P(V ) (1)) ∼ = O X (1) and let X ⊂ X × P(V * ) be the universal hyperplane section of X (i.e. the canonical divisor of bidegree (1, 1) in X × P(V * )).
Definition 2.8 ([K3]
). An algebraic variety Y with a projective morphism g : Y → P(V * ) is called Homologically Projectively Dual to f : X → P(V ) with respect to the given Lefschetz decomposition, if there exists an object
is fully faithful and gives the following semiorthogonal decomposition
For every linear subspace L ⊂ V * we consider the corresponding linear sections of X and Y :
where
The main property of Homologically Projectively Dual varieties is the following 
with the same set of primitive subcategories:
We will need below the following necessary and sufficient condition for an algebraic variety Y to be Homologically Projectively Dual to X.
Let g : Y → P(V * ) be a regular map. Note that the map
Y with a divisor of bidegree (1, 1) in X × Y which we call the incidence quadric and denote by Q(X, Y ). Let j denote the embedding
is a fully faithful embedding into a subcategory
In [K3] there was constructed the following dual Lefschetz collection in the category C:
the image of the part α * 0 (a 0 (1)), . . . , α * 0 (a N −k−2 (N − k − 1)) of the dual primitive decomposition of the category A 0 under the functor γ * π * : 
is fully faithful on the components α * 0 (a k (k + 1)) ⊂ A 0 of the dual primitive decomposition of A 0 and that the categories
form a dual Lefschetz collection
Then the functor Proof: Actually, the proof of Theorem 6.3 in section 6 of [K3] uses nothing but the assumptions of the present theorem. On the other hand, at the output of the proof of Theorem 6.3 in [K3] we obtain an equivalence D b (Y ) ∼ = C, and the fullness of the above collection in D b (Y ).
2.6. The Borel-Bott-Weil Theorem. The Borel-Bott-Weil Theorem computes the cohomology of line bundles on the flag variety of a semisimple Lie group. We use it to compute the cohomology of equivariant vector bundles on Grassmannians. We restrict here to the case of the group GL(V ). Let V be a vector space of dimension n. The standard identification of the weight lattice of the group GL(V ) with Z n takes the k-th fundamental weight π k (the heighest weight of the representation Λ k V ) to the vector (1, 1, . . . , 1, 0, 0, . . . , 0) ∈ Z n (the first k entries are 1, and the last n − k are 0). Under this identification the cone of dominant weights of GL(V ) gets identified with the set of nonincreasing sequences α = (a 1 , a 2 , . . . , a n ) of integers. For such α we denote by Σ α V = Σ a 1 ,a 2 ,...,an V the corresponding representation of GL(V ). Note that Σ 1,1,...,1 V = det V .
Similarly, given a vector bundle E of rank n on a scheme S we consider the corresponding principal GL(n)-bundle on S and denote by Σ α E the vector bundle associated with the GL(n)-representation of highest weight α.
The group S n of permutations acts naturally on the weight lattice Z n . Denote by ℓ : S n → Z the standard length function. Note that for every α ∈ Z n there exists a permutation σ ∈ S n such that σ(α) is nonincreasing. If all entries of α are distinct then such σ is unique and σ(α) is strictly decreasing. Let X be the flag variety of GL(V ). Let L α denote the line bundle on X corresponding to the weight α (so that L π k is the pullback of
Denote by
half the sum of the positive roots of GL(V ). The corresponding line bundle L ρ is the square root of the anticanonical line bundle. The Borell-Bott-Weil Theorem computes the cohomology of line bundles L α on X.
Theorem 2.11 ( [D] ). Assume that all entries of α + ρ are distinct. Let σ be the unique permutation such that σ(α + ρ) is strictly decreasing. Then
Now consider a Grassmannian G = Gr(k, V ). Let U ⊂ V ⊗ O G denote the tautological subbundle of rank k. Denote by W/U the corresponding quotient bundle and by U ⊥ its dual, so that we have the following (mutually dual) exact sequences
Note that Σ 1,1,...,1 U * ∼ = Σ −1,−1,...,−1 U ⊥ is the positive generator of Pic G. Let π : X → G denote the canonical projection from the flag variety to the Grassmannian.
Corollary 2.13. If β ∈ Z k and γ ∈ Z n−k are nonincreasing sequences and α = (β, γ) ∈ Z n then
Note that every GL(V )-equivariant vector bundle on G is isomorphic to Σ β U * ⊗ Σ γ U ⊥ for some nonincreasing β ∈ Z k , γ ∈ Z n−k . Thus a combination of corollary 2.13 with the Borel-Bott-Weil Theorem allows to compute the cohomology of any equivariant vector bundle on G.
The Pfaffian varieties and their noncommutative resolutions
Let W be a vector space over k, dim W = n. Consider the projective space P = P(Λ 2 W * ) of skew-forms on W . For each 0 ≤ t ≤ ⌊n/2⌋ we consider the following closed subset of P = P(Λ 2 W * )
where rank(ω) is the rank of ω (the dimension of the image of the map W → W * induced by ω). We call Pf(2⌊n/2⌋ − 2, W * ) the Pfaffian variety, and other varieties Pf(2t, W * ) are called the generalized Pfaffian varieties. The ideal of the generalized Pfaffian variety Pf(2t, W * ) is generated by the Pfaffians of all diagonal (2t + 2) × (2t + 2)-minors of a skew-form, hence the name. It is clear that the following generalized Pfaffian varieties
are smooth. However, for t = 0, 1, ⌊n/2⌋ the Pfaffian variety Pf(2t, W * ) is singular, the singular locus being the previous Pfaffian
In this section we describe a noncommutative resolution of singularities of the generalized Pfaffian variety Pf(4, W * ) for n = dim W ≥ 6. So, put
Note that all skew-forms in Y \ Z are of rank 4, hence their kernels are (n − 4)-dimensional. Similarly, all skew-forms in Z are of rank 2, and their kernels are (n − 2)-dimensional. Let Y be the set of all pairs (ω, K), where K is an (n − 4)-dimensional subspace in W and ω is a skew-form containing K in the kernel. More precisely,
It is clear that it factors through a map to the Pfaffian variety g
Note that the bundle of kernels of skew-forms on Z ∼ = Gr(2, W * ) ∼ = Gr(n − 2, W ) can be identified with the tautological subbundle
, the relative Grassmannian. In the other words, Z ∼ = Fl(n − 4, n − 2; W ), the partial flag variety.
Let ζ : Y → G and g Z : Z → Z be the projections, and let i Y : Z → Y and i Y : Z → Y be the embeddings. Let η : Y → P be the embedding, so that g = η • g Y . Then we have the following commutative diagram of varieties and maps:
We denote by H G the divisor class of a hyperplane section of G and by H Y the divisor class of a hyperplane section of Y . The pullbacks of these classes to Y , Z and other varieties are denoted by the same letters.
and an isomorphism
, the Picard group of Z is generated by H G and H Y , and
By adjunction formula we find λ = −1, µ = 2.
From now on we restrict ourselves to the cases dim W = 6, 7. See [K6] for the description of a noncommutative resolution of singularities of the generalized Pfaffian varieties Pf(4, W * ) for all dim W .
In [K6] we have constructed a Z-linear dual Lefschetz decomposition with respect to
where n = dim W and
and there is a P-linear semiorthogonal decomposition
Moreover, the pushforward
is a pure sheaf, the category Coh(Y, R) of coherent sheaves of right R-modules on Y has finite homological dimension, and there is an equivalence of categories
) is the bounded derived category of Coh(Y, R). The equivalence is given by the functors
, and
Finally, the category D admits a Serre functor (see [BK]) S D : D → D and we have
Remark 3.3. Note that by (7) the restriction of the sheaf of algebras R to Y \ Z is isomorphic to a matrix algebra. This allows to consider the noncommutative variety D b (Y, R) as a noncommutative resolution of singularities of Y .
Below we will need also a description of the derived category of left R-modules (or, equivalently, of right R opp -modules) on Y , and of the derived category of R-bimodules (equivalently, of right
This will be done as follows. We take
The functors
and similarly defined t-structures (
(we have used a version of the projection formula in the third isomorphism).
We also will need relative analogues of these categories. Let S be a smooth algebraic variety. Consider the subcategories
and similarly defined adjoint functors ρ * S , ρ * oppS and ρ * ♮S by Theorem 6.4 of [K6] give equivalences
Moreover, for any map φ : S → T the functors ρ * , ρ opp * , ρ ♮ * and their adjoints commute with the pushforward φ * and the pullback φ * functors.
We denote by ( These t-structures are related as follows.
, where p 12 and p 23 are the projections of
On the other hand, for any
Lemma 3.6. Let φ : S → T be a morphism with fibers of dimension not exceeding n.
Lemma 3.7. Let φ : S → T be a morphism and assume that
The Main Theorem
Let W be a vector space, dim W = 6 or dim W = 7. Consider the Grassmannian X = Gr(2, W ) and the Pfaffian variety Y = Pf(4, W * ). Let (Y, R) be the noncommutative resolution of singularities of Y constructed in the previous section. We consider
can be considered as a morphism of the noncommutative variety (Y, R) to the projective space P = P(Λ 2 W * ), which we denote by the same letter g. So, consider the maps f : X → P ∨ = P(Λ 2 W ) (the Plücker embedding) and g : (Y, R) → P.
The main result of the paper, Theorem 1 from the Introduction, claims the Homological Projective Duality between X and Y . To make this statement precise we have to specify the involved Lefschetz decompositions of D b (X) and D b (Y, R) (or at least one of them).
Consider the following exceptional triple on X:
Here U ⊂ W ⊗ O X is the tautological subbundle of rank 2 on X. It was shown in [K5] that this triple generates the following Lefschetz decomposition for
where H X is the divisor class of a hyperplane section of X.
On the other hand, consider the following triple of bundles on Y
where K ⊂ W ⊗ O Y is the pullback of the tautological rank n − 4 subbundle on G = Gr(n − 4, W ) via the projection ζ : Y → G, H Y is the divisor class of a hyperplane section of Y , H G is the divisor class of a hyperplane section of G, and the embedding
We will show in proposition 5.4 below that the dual triple of (13) generates the following dual Lefschetz
Now we give a precise statement of Theorem 1. The proof of theorem 4.1 takes sections 6-9. Let us briefly describe the principal steps. First of all we have to construct an object E ∈ D b (X × P Y ) which gives a fully faithful functor
, where X ⊂ X × P is the universal hyperplane section of X. For this we will show that on X × Y there is a natural complex of vector bundles
and that this complex is quasiisomorphic to a coherent sheaf E supported on the incidence quadric
is the preimage of the usual incidence quadric Q ⊂ P ∨ × P under the projection f × g : X × Y → P ∨ × P). The canonical isomorphism X × P Y ∼ = Q(X, Y ) allows to regard E as a kind of object we need.
Let j denote the embedding Q(X, Y ) ∼ = X × P Y → X × Y . The most difficult part of the proof is to verify that the functor Φ j * E :
We do this using the following trick.
Let α : X → X × P be the embedding. Note that the functor
embedding. On the other hand, since α is a divisorial embedding, we have a distinguished triangle of functors
(the last term denotes the functor of the O X (−H X − H P )-twisting followed by the [2]-shift). Composing this with the functor Φ j * E on the right and with the functor Φ * j * E on the left we obtain a distinguished triangle of functors
. Taking any t ∈ Z and twisting by O(tH X + tH P ) we obtain the following distinguished triangles
. The point is that the first term of these triangles can be computed quite easily using the resolution
in the case dim W = 7 to which we restrict from this moment in this short explanation of the proof (in the case dim W = 6 the arguments are slightly different but of the same spirit). It follows immediately that
On the other hand, we can find an estimate for the set of k ∈ Z such that the k-the cohomologyH k of the kernel of the functor (Φ * j * E α * ) • (α * Φ j * E(7H X +7H P ) ) is nonzero (let us call this set the cohomology support interval), and a uniform (in t) estimate of the cohomology support intervals of the kernels of the functors Φ * j * E • Φ j * E(tH X +tH P ) . The [14]-shift in the above triangle makes the cohomology support intervals of the kernels of the functors in the last triangle intersect only at one point, which means in particular that the kernel of the functor Φ * j * E • Φ j * E is a pure object isomorphic to the (−13)-th cohomology of the kernel of the functor (Φ * j * E α * ) • (α * Φ j * E(7H X It is worth emphasizing that in the above arguments we always use the t-structure (
is not sufficiently sharp and doesn't work here.
The final step in the proof uses theorem 2.10. According to this theorem it remains to check that the functor Φ * j * E • π * :
which is a kernel functor with the kernel i * E ∈ D b (X × Y ). Again, using the resolution i * E ∼ = {E 2 ⊠ F 2 → E 1 ⊠ F 1 → E 0 ⊠ F 0 } it is easy to perform all required verifications.
The proof is spread between sections 5-9 as follows. In section 5 we show that (14) is a Lefschetz collection in D. In section 6 we compute the pushforwards of some objects on Y to P. These computations are used later in section 7 to identify a cohomology of some object in
In section 8 we construct the kernel E by showing that there exists a natural complex E 2 ⊠ F 2 → E 1 ⊠ F 1 → E 0 ⊠ F 0 and checking that it is quasiisomorphic to i * E for some E. Finally, in section 9 we finish the proof.
A Lefschetz collection for the Pfaffian varieties
Recall that we have defined in (13) a triple of vector bundles (F 0 , F 1 , F 2 ) on Y .
Proof: By definition (9) of the category D opp it suffices to verify the first inclusion. So, by (9) we just have to check that the restrictions of F 0 , F 1 and F 2 to Z = Fl(2, 4; W ) are contained in the subcategory
also gives the desired embedding. It remains to consider F 0 . By definition we have an exact sequence
Consider its restriction to the divisor Z = Fl(n − 4, n − 2; W ). Let K n−2 denote (the pullbacks to Z of) the tautological subbundle in W ⊗ O Gr(n−2,W ) of rank n − 2. Since we have
The first map here is induced by the embedding K ⊥ n−2 ⊂ K ⊥ on Z = Fl(n − 4, n − 2; W ). Therefore, we have the following exact sequence
and the claim follows.
Our next goal is to show that the triple (F * 0 , F * 1 , F * 2 ) in D is exceptional and to describe the subcategory of D generated by this triple. We start with the following Lemma 5.2. The quadruple
In other words, the algebra of endomorphisms of this exceptional quadruple is the path algebra of the quiver
Further, for all k we have
and the last claim follows. (14) is contained in D. So, it remains to check semiorthogonality of components of (14).
To check that (14) is a Lefschetz collection in case n = 6 we should check that
and
Note also, that by Theorem 3.2 the Serre functor of D acts on
hence the second line of (16) follows from the first. So, we must verify the first line of (16). It will be convenient to reformulate it slightly. By duality we have Hom
, so we must check that
Since F k is closely related to Λ 2−k (W/K) we start by noting
where we use the notation introduced in subsection 2.6. It follows from the Borel-Bott-Weil Theorem (theorem 2.11) that
for k, l ∈ {0, 1, 2} and 1 ≤ t ≤ 8. In particular, we have (17) for k, l ∈ {1, 2}. Further, we have
and the same arguments as above show that this is zero for l ∈ {0, 1, 2} and 1 ≤ t ≤ 8. Using (15) we see that (17) is satisfied also for k = 0 and l ∈ {1, 2}.
Further, twisting (15) by O Y (−tH Y ) and pushing forward to G we compute
0, for t = 1, 2, 3, 4 and t = 6
Using the Borel-Bott-Weil Theorem again we see that
for k ∈ {0, 1, 2} and 1 ≤ t ≤ 8. In particular we have (17) for k ∈ {1, 2} and l = 0. Finally,
and the same arguments as above show that this is zero for 1 ≤ t ≤ 8. Using (15) we see at last that (17) is satisfied for k = l = 0. Similarly, in case n = 7 we must check that
For 1 ≤ t ≤ 7 the same arguments as in the case n = 6 prove (18). On the other hand, for 8 ≤ t ≤ 13 we can use the Serre functor of D, which by theorem 3.2 takes
and since 1 ≤ 14 − t ≤ 6 for 8 ≤ t ≤ 13, we conclude that (18) holds for 8 ≤ t ≤ 13 as well.
Consider the following natural complexes on Y :
Note that
Remark 5.5. In terms of [B] the triple (
is the left mutation of the triple (F 2 , F 1 , F 0 ).
so we should investigate the cohomology of
Applying Borel-Bott-Weil theorem we deduce all the claims.
Some computations
In this section we compute ρ * (F * k ) and ρ * (F ′ k * ), where F k and F ′ k were defined in (13) and in (19). Consider the projectivization P Y (K). It is clear that P Y (K) = P Fl(1,n−4;W ) (Λ 2 K ⊥ ). Let us denote the line bundle O P(W ) (−1) by K 1 (as well as all its pullbacks). Then we have an embedding 
Lemma 6.1. The map
by the projections p and q is a closed embedding, and its image is the zero locus of a regular section of the vector bundle
K ⊥ 1 (H W ) ⊠ O P (H P ).
In particular, we have the following Koszul resolution
. . . → Λ 2 (W/K 1 )(−2H W ) ⊠ O P (−2H P ) → (W/K 1 )(−H W ) ⊠ O P (−H P ) → O P(W ) ⊠ O P → O P P(W ) (Λ 2 K ⊥ 1 ) → 0, where H W is the divisor class of a hyperplane in P(W ), so that O P(W ) (−H W ) = K 1 . Proof: The short exact sequence 0 → K ⊥ 1 → W * ⊗ O P(W ) → O P(W ) (H W ) → 0 gives (by taking Λ 2 ) an exact sequence 0 → Λ 2 K ⊥ 1 → Λ 2 W * ⊗ O P(W ) → K ⊥ 1 (H W ) → 0. Since the map P P(W ) (Λ 2 K ⊥ 1 ) → P(W )× P is
induced by the above embedding of the vector bundles Λ
it follows that it is a closed embedding and its image is the zero locus of a section of
Comparing the codimension of the image and the rank of the bundle we conclude that the section is regular.
Lemma 6.2. If n = 6 then the map φ :
) is birational and we have an isomorphism
and an exact sequence
is the space of all triples (K 1 , K n−4 , ω), where K 1 ⊂ K n−4 ⊂ W is a flag of dimension (1, n − 4) and ω is a skew form, such that K n−4 ⊂ Ker ω. Similarly,
is the space of all pairs (K 1 , ω), such that K 1 ⊂ Ker ω. The map φ forgets K n−4 . If n = 6 and ω has a nontrivial kernel (K 1 ⊂ Ker ω then r(ω) ≤ 4 hence there exists (unique if r(ω) = 4) subspace K 2 ⊂ Ker ω such that K 1 ⊂ K 2 . This shows that φ is birational and proves the isomorphism.
Further, consider a short exact sequence 0
, and taking into account that the sheaf O P Y (K) (H W − H G ) is acyclic on the fibers of P Z (K) ⊂ P Y (K) over P P(W ) (Λ 2 K ⊥ 1 ) (the fibers are P 2 and the sheaf restricts to O(−1)), we deduce that
we obtain the required exact sequence. Lemma 6.3. If n = 7 then the map φ is birational onto a divisor in P P(W ) (Λ 2 K ⊥ 1 ) and we have exact sequences
Proof: The image of φ is the space of all (K 1 , ω) such that K 1 ⊂ Ker ω and ω is degenerate on W/K 1 . This actually means that the fiber of φ over K 1 ∈ P(W ) is the Pfaffian cubic in P(Λ 2 (W/K 1 )). The Pfaffian is naturally an element of 
It is clear that its kernel is zero, and its cokernel is
On the other hand, it is clear that
Tensoring the pullback of (2) to
, and taking into account that the sheaf (K/K 1 ) * (H W − H G ) is acyclic on the fibers of P Z (K) ⊂ P Y (K) over P P(W ) (Λ 2 K ⊥ 1 ) (the fibers are Gr(2, 4) and the sheaf restricts to the tautological rank 2 subbundle), we deduce that
, hence by the projection formula we have an exact sequence
. Now applying φ * to the exact sequence 0 → K 1 → K → K/K 1 → 0 we deduce the second claim of the lemma.
Proposition 6.4. Let n = 6. We have the following resolutions
and for all l = 0, 1, 2 we have
Proof: Consider the diagram (20). We have
and similarly
Using resolutions of lemma 6.2 we reduce the computations of g * S l K * and g * (S l K * ⊗ K) for 0 ≤ l ≤ 2 to the computation of q * (p * O P(W ) (tH W )) for −1 ≤ t ≤ 3. Further, using the resolution of lemma 6.1 we reduce these to the computation of H • (P(W ), Λ s (W/K 1 )((t − s)H W ) for 0 ≤ s ≤ 5, −1 ≤ t ≤ 3, which can be easily done by the Borel-Bott-Weil Theorem. Further, we use the following evident resolutions
(the fibers of g Z are Grassmannians Gr(2, 4) and the sheaves in question restrict to the fibers as O(−1) and K(−1) which are acyclic by the Borel-Bott-Weil Theorem), we conclude that
which we already have computed above. This way we obtain the desired resolutions for g * F * l and
by definition of the functor ρ * , and the second claim follows. For the last claim it suffices to check that the pullbacks via g * of our resolutions lie in the subcategory D ≥−1 ( Y ). For the first four resolutions this is evident. For the last two we have to check that the maps
This can be checked in a generic point of Y and corresponds to the fact that for a skew-form ω of rank 4 the maps k ω∧ω G G Λ 2 W and W * −∧ω G G Λ 3 W * are embeddings, which is clear.
Proposition 6.5. Let n = 7. We have the following resolutions
In particular, we have
Proof: The same arguments as in the proof of proposition 6.4 with lemma 6.2 replaced by lemma 6.3.
Proof: Note that by definition of the functors ρ * and ρ opp * we have
Using resolutions of propositions 6.4 and 6.5 we deduce that g * g * (O Y ⊕ K) ∈ D ≥−1 , if n = 6, and
, and that
Since the functor g * is left-exact and
is a pure sheaf by theorem 3.2, we deduce the desired isomorphisms.
Proposition 6.7. If n = 6 then
, 
Proof: Using resolutions of propositions 6.4 and 6.5 and quasiisomorphisms 
Taking into account that F ′ 1 * ∼ = K * is a vector bundle on Y and that F ′ 0 * has two cohomology (in the standard t-structure), S 2 K * the 0-th and O Y (H Y − H G ) the (−1)-st, we see that
and since the embedding η : Y \ Z → P \ Z is a regular embedding of codimension 3, and moreover det N * (Y \Z)/(P\Z) ∼ = O Y \Z (−7H P ) (this follows, e.g., from proposition 6.5), we deduce the desired isomorphisms. 
Further computations
Note that we have base change isomorphisms
which gives us the desired isomorphism.
Recall that in section 3 we have defined a triangulated subcategory
and introduced on it a t-structure.
Lemma 7.2. For any t ∈ Z and k, l ∈ {0, 1, 2} we have
Further, again by lemma 7.1 we have
Further by projection formula we have
Note that by propositions 6.4 and 6.5 we have
is a vector bundle on Y and the pushforward functor g * is right-exact we see that
is in D ≥−1 (P) for n = 6 and in D ≥−3 (P) for n = 7. Hence by definition of t-structure on D ♮P the claim follows.
Proof: Consider the following diagram
Note that we have a base change isomorphism π * (g × id P × g) * ∼ = (g × g) * p 13 * by Corollary 2.27 of [K2] , hence
and we conclude by proposition 6.6 since
Finally, consider on Y × Y the objects T and
♮P for n = 6, 7. Further, if n = 6 we have
Proof: First of all note, that using the definition of objects F ′ 2 , F ′ 1 and F ′ 0 we can rewrite T * in the form
Arguing like in the proof of lemma 7.2 we can show that
Further, by lemmas 6.4 and 6.5 we have
On the other hand, by lemma 5.6 we have η * ρ
. Combining, we deduce the first claim.
Similarly, T can be rewritten as
) and we deduce the second claim from proposition 6.7.
Finally, put n = 7 and consider the spectral sequence
It follows also from propositions 6.6 and 6.7 that the first of the above differentials is a morphism
Let us show that this map is zero. For this we note that by proposition 6.7 the restriction of
It is clear that this map is induced by the canonical section of the vector bundle
But this section vanishes on the diagonal Y ⊂ Y × Y , hence the above map is zero. Finally, since the sheaf F 1 on Y is torsion free, it follows that the map
. Similarly, the second differential of the spectral sequence is a morphism
In the same way as before, it is clear that this map is induced by the canonical section of the vector
This section also vanishes on the diagonal Y ⊂ Y × Y , hence the above map is zero, and since the sheaf F 0 on Y is torsion free, it follows that the map
. Thus we see that
) which completes the proof.
The kernel
Recall vector bundles E 0 , E 1 , E 2 on X and F 0 , F 1 , F 2 on Y defined in (11) and (13). Note that the spaces Hom(E 2 , E 1 ) ∼ = Hom(E 1 , E 0 ) ∼ = W * are canonically dual to Hom(F 2 , F 1 ) ∼ = Hom(F 1 , F 0 ) ∼ = W . This allows to construct canonical maps on
where the first map is the coevaluation E k → Hom(E k , E k−1 ) * ⊗ E k−1 tensored by F k , and the second map is the evaluation Hom(
Proof: The maps are given by the canonical elements
0 ) which is easily seen to be zero.
We consider the complex {E
where Q ⊂ P ∨ × P is the usual incidence quadric. Note that Q(X, Y ) is a divisor on X × Y , and moreover
where H X and H Y are the divisor classes of hyperplane sections of X and Y respectively.
Let i : Q(X, Y ) → X × Y denote the embedding. Then we have the following resolution
Lemma 8.2. There exists a coherent sheaf E ∈ Coh(Q(X, Y )) such that
is an exact sequence. Moreover, i * E ∈ D 0 oppX .
Proof: Consider the locus of pairs of intersecting subspaces in X × G = Gr(2, W ) × Gr(n − 4, W ) and let T ⊂ X × Y be its preimage. It is clear that T is a subscheme in Q(X, Y ) (if the kernel of a skewform intersects with a given 2-dimensional subspace then this subspace is isotropic for the skew-form).
We are going to show that E ∼ = J T,Q(X, Y ) (H X + H G ), the sheaf of ideals of T in Q(X, Y ) twisted by O Q(X, Y ) (H X + H G ). For this we consider the projectivization P X (U) and the following morphism of vector bundles on P X (U) × Y :
(the first two morphisms here are the natural embeddings and the third morphism is the natural projection). The composition can be considered as a global section of the vector bundle
The zero locus of this section is a desingularization T of T . Consider the Koszul resolution of O T on P X (U) × Y :
Its pushforward to X × Y gives the following resolution of
It remains to note that the composition of the canonical embedding
from this resolution coincides with the embedding
that we obtain an exact triple of complexes
The corresponding long exact sequence of the cohomology sheaves shows that we have a quasiisomorphism
To prove the second claim we first note that
oppX since the functor ρ oppX * is left-exact and i * E ∈ D ≥0 (X × Y ). On the other hand, i * E ∈ D
≤0
oppX by lemma 5.6.
The proof
Recall the notation P = P(Λ 2 W * ). Let X ⊂ X × P be the universal hyperplane section of X.
Lemma 9.1 ( [K3] ). The universal hyperplane section X is a smooth projective variety, flat over P and its relative dimension over P equals 2n − 5.
Proof: It is easy to see that the projection X → X is smooth (in fact it is a projectivization of a vector bundle), hence X is smooth. On the other hand, the fibers of the projection X → P are hyperplane sections of X, hence all of them have dimension dim X − 1 = 2n − 5. The flatness is evident.
Recall that the incidence quadric Q(X, Y ) can be identified with the fiber product X × P Y . Let j : Q(X, Y ) → X × Y be the corresponding embedding. Then the sheaf j * E ∈ Coh(X × Y ) gives a kernel functor Φ j * E :
We are going to show that the functor Φ j * E :
. This will take the most part of this section. We will use appropriately modified arguments of [K2] .
Let α denote the embedding X → X × P. Note that we have the following resolution of
Let β denote the embedding of Y to P × Y given by the graph of g. Then we have a commutative square
where we write α instead of α × id Y and β instead of id X × β for brevity. Further, consider an object (25) we obtain a quasiisomorphism
, since i is a divisorial embedding, and by the duality theorem we have
Combining these two isomorphisms we deduce (28). Now note that from (28) it follows that i * E * ∈ D [−1,1] (X × Y ). On the other hand, E * ∈ D ≥0 (Q(X, Y )) since the dualization functor is left exact. It remains to note that the functor i * is exact and conservative since i is a closed embedding.
To prove the second claim we note that i * E * ∈ D
≥0
X since the functor ρ X * is left-exact and i * E * ∈ D ≥0 (X × Y ). On the other hand, i * E ∈ D
≤1
X by lemma 5.6. Denote
Lemma 9.3. We have
Proof: Use α * j * = β * i * and apply lemma 3.7 together with lemmas 8.2 and 9.2.
is left adjoint to Φ E 1 .
Proof: By lemma 2.4 it suffices to check that E #0 1
. Let q 1 and q be the projections
Using the duality theorem and the functoriality of the twisted pullback we deduce
Twisting (28) by O X× Y ((t−n+1)H X +H Y ) and taking into account (29), we obtain a quasiisomorphism
Consider the following diagram
where q is the projection along X and π is the projection along P. Consider the following objects in
Lemma 9.5. The convolution of kernels E 1 and E #t 1 is given by
Proof: Use the definition of the convolution (section 2.3) and note that π
Lemma 9.6. There exists an integer
Proof: By lemma 3.5 and lemma 9.3 we have p
We conclude by lemma 3.6 and lemma 9.1. Lemma 9.7. We have an exact triangleC
Proof: Since α : X → X × P is a divisorial embedding, and X is a zero locus of a section of the bundle
for any object F on Y × X × Y . Taking F = p * 23 E 1 , tensoring with p * 12 E #t 1 , applying q * α * and taking into account the projection formula α * (p
, and the definition (32) of C t andC t , we obtain (33). (22) and (23).
Recall the objects
Lemma 9.8. If n = 6 then we haveC t ∈ D
0, for t = 1, 2, 4, 5
0, for t = 1, 2, 3, 4, 5, 6
In particular,
with the rightmost term placed in degree 1, wherẽ
and note that
since q is flat. Substituting this into the formula forC
By lemma 7.2 we have (
for n = 7. On the other hand, it is clear that
for all t ∈ Z, k, l = 0, 1, 2. Hence, looking at (35) we see thatC t ∈ D ≥−11 ♮P if n = 6 andC t ∈ D ≥−15 ♮P if n = 7 for all t ∈ Z, which gives us the first claims of the lemma. Now we can compute the cohomology groups H • (X, E * k ((t − n)H X ) ⊗ E l ) for 0 ≤ t ≤ n explicitly via the Borel-Bott-Weil thoerem on X = Gr(2, W ). We have
Substituting this into (36) and using (35) we deduce that
The formulas and the cohomological bounds forC t with 0 ≤ t ≤ n evidently follow from lemma 7.4 and lemma 7.2.
So, it remains to check thatC 8 ∈ D ≥−13 ♮P if n = 7. For this we need to knowC
In particular, we see thatC . Finally, we see that the maps
Proof: We know already that C t ∈ D
≤1
♮P by lemma 9.6. So, it remains to establish the left cohomological bound. It follows from triangle (33) and lemma 9.8 that for any l ≤ −11 in case n = 6 and for any l ≤ −15 in case n = 7 we have an exact sequence
. So, in case n = 6 ifH l (C t ) = 0 for l ≤ −11 theñ H l−2s (C t+s ) = 0 for all s which contradicts the claim of lemma 9.6, and similarly in case n = 7.
Proof: Triangles (33) for t = 5 and t = 4 together with lemma 9.8 give isomorphisms
Then triangle (33) for t = 6 shifted by [−12 ] takes form
♮P by lemma 9.8, while
♮P by lemma 9.9 and the claim follows.
Proof: Triangles (33) for t = 2 and t = 1 together with lemma 9.8 give isomorphisms
Then triangle (33) for t = 3 shifted by [−6 ] takes form
♮P by lemma 9.10. Therefore C 0 ∈ D
≥0
♮P and 
Proof: Triangles (33) for t = 1, . . . , 6 together with lemma 9.8 give isomorphisms
Then triangle (33) for t = 7 shifted by [−14] takes form
♮P by lemma 9.12. Therefore C 0 ∈ D
♮P and
Proof: Triangle (33) for t = 0 takes formC
by lemma 9.9. Therefore C 0 ∈ D
≤0
♮P . Combining with lemma 9.11 we conclude that C 0 ∈ D 0 ♮P and C 0 ∼ =H 0 (C 0 ) ∼ =H −5 (C 3 ) if n = 6 and combining with lemma 9.13 we conclude that C 0 ∼ =H 0 (C 0 ) ∼ =H −13 (C 7 ) if n = 7. Using again lemma 9.8 we see that
follows from lemma 3.7 that in case n = 6 we have Further, we note that by proposition 9.17 we have Φ * j * E (B ′ t ) = B t , hence due to P-linearity of the functor Φ * j * E we have Φ * j * E (B ′ t (−tH P )) = B t (−tH Y ). Finally, the subcategories
by proposition 5.4. Therefore by theorem 2.10 the noncommutative variety (Y, R) is Homologically Projectively Dual to X and its dual Lefschetz decomposition is given by (14).
10. Applications to linear sections of Gr(2, 6) In this section W is a vector space, dim W = 6, X = Gr(2, W ) = Gr(2, 6), Y = Pf(4, W * ) is a cubic hypersurface in P(Λ 2 W * ), Z = Pf(2, W * ) = Gr(2, W * ) ⊂ P(Λ 2 W * ), and R is a sheaf of O Y -algebras on Y defined in section 3. As a consequence of Homological Projective Duality between X and (Y, R) we have the following
Then we have the following semiorthogonal decompositions
Let us write down explicitly semiorthogonal decompositions (38) 
admits an exceptional collection (of length 9) when Y L is smooth, we deduce the following Corollary 10.3. A smooth linear section X L of X = Gr(2, W ) = Gr(2, 6) of codimension 4 admits an exceptional collection of length 12. r = 5. In this case conditions (37) mean that Y L is a cubic 3-fold, and X L is a Fano threefold V 14 . In this case C L = D b (Y L ), and decompositions (38) give
reproving theorem 3.1 of [K1] . r = 6. In this case conditions (37) mean that Y L is a Pfaffian cubic 4-fold, and X L is a K3-surface of degree 14. In this case C L = D b (X L ), and the second decomposition of (38) 
In this case conditions (37) mean that X L is a curve of genus 8, Y L is a Pfaffian cubic 5-fold (which is necessarily singular), and Z L is a scheme of length 14. Certainly, Z L is contained in the singular locus of Y L , but actually, the latter can be strictly bigger then Z L . In this case
The second decomposition of (38) In particular, if X L is smooth we deduce that D b (Y L , R) admits a full exceptional collection.
11. Applications to linear sections of Gr(2, 7)
In this section W is a vector space, dim W = 7, X = Gr(2, W ) = Gr(2, 7), Y = Pf(4, W * ) has codimension 3 in P(Λ 2 W * ), Z = Pf(2, W * ) = Gr(2, W * ) ⊂ P(Λ 2 W * ), and R is a sheaf of O Y -algebras on Y defined in section 3. As a consequence of Homological Projective Duality between X and (Y, R) we have the following. 
Let us write down explicitly semiorthogonal decompositions (40) for different values of r. Note that for r ≤ 7 we have C L = D b (Y L , R) and for r ≥ 7 we have C L = D b (X L ). Note also that Z L is empty for r ≤ 10 by (39), hence the algebra R on Y L is a matrix algebra, so that D b 
r = 1, 2, 3. In this case conditions (39) mean that Y L is empty. It follows that X L is a smooth codimension r linear section of X = Gr(2, 7). Decompositions (40) then give D b (X L ) = A r (1), . . . , A 6 (7 − r) .
In particular, we deduce the following Corollary 11.2. A smooth linear section X L of X = Gr(2, W ) = Gr(2, 7) of codimension ≤ 3 admits an exceptional collection of length 21 − 3r consisting of bundles S 2 U(t), U(t), O(t) with 1 ≤ t ≤ 7 − r. r = 4. In this case conditions (39) mean that Y L = {y 1 , y 2 , . . . , y 42 } is a scheme of length deg Y = 42, and the first decomposition of (40) gives
(1), A 5 (2), A 6 (3) .
In particular, we deduce the following 
As it was explained in the Introduction, this theorem is a generalization of the result of [BC] . r = 8. In this case conditions (39) mean that X L is a canonically embedded surface of degree deg X = 14, Y L is a Fano 4-fold of index 1, and the second decomposition of (40) gives
. r = 9. In this case conditions (39) mean that X L is a curve of degree deg X = 14 in a half-canonical embedding (so that g(X L ) = 15), Y L is a Fano 5-fold of index 2, and the second decomposition of (40) gives D b (X L ) = B 13 (−2), B 12 (−1), D b (X L ) . r = 10. In this case conditions (39) mean that X L is a scheme of length deg X = 14, Y L is a Fano 6-fold of index 3, and the second decomposition of (40) gives
In particular, we deduce the following Corollary 11.5. A smooth 6-fold linear section Y L of the Pfaffian variety Y admits an exceptional collection of length 23 consisting of sheaves Φ * E (x i ), i = 1, . . . , 14, where X L = {x i }, and of the bundles F * 0 (t), F * 1 (t), F * 2 (t) with −3 ≤ t ≤ −1. r = 11, . . . , 20. In these cases conditions (39) mean that X L is empty, and Y L is a Fano variety of dimension r − 4 and of index r − 7, and the second decomposition of (40) shows that the objects and of the bundles F * 0 (t), F * 1 (t), F * 2 (t) with 7 − r ≤ t ≤ −1 form an exceptional collection in the derived category of a noncommutative crepant resolution (Y L , R) of Y L .
