Introduction
[2] Early models of auroral particle acceleration were based on observations that upward quasi-static parallel electric fields accelerate electrons downward and ions upward to roughly the same energy [e.g., Mozer et al., 1980] . However, increasing evidence, especially from the FAST satellite, has shown accelerated auroral electrons sometimes exhibit distributions that are narrow in pitch angle and broad in energy, consistent with acceleration in a time-varying parallel electric field [e.g., Chaston et al., 2002] , likely due to kinetic Alfvén waves that develop a parallel electric field when they have a small perpendicular wavelength [e.g., Lysak and Lotko, 1996] . Observations show that such waves can drive bright, narrow auroral arcs [Chaston et al., 2003] and can account for 25-39% of the total electron energy deposited in the ionosphere [Chaston et al., 2007] .
[3] The broad energy distributions seen in the Alfvénic aurora require a parallel electric field that fluctuates during the time that an electron passes through the auroral acceleration region. Since auroral acceleration is thought to take place up to 1-2 R E above the ionosphere and since a 100 eV electron traverses 1 R E in about 1 second, wave fluctuations in the 1 Hz range are necessary. Such waves are a natural consequence of propagation in the ionospheric Alfvén resonator [Polyakov and Rapoport, 1981; Lysak, 1991; Trakhtengertz and Feldstein, 1991] , a resonant cavity formed by the sharp gradient in the Alfvén speed above the ionosphere. This resonator has a characteristic frequency of the order of 1 Hz, consistent with the requirement for Alfvénic auroral acceleration. Thus, the existence of the Alfvénic aurora supports the notion that the ionospheric Alfvén resonator (IAR) is an essential feature of the auroral acceleration process.
[4] Furthermore, it has been known for some time that the auroral zone contains density cavities on a variety of spatial scales [e.g., Persoon et al., 1988] . Recently, Chaston et al. [2006] have presented observations from FAST regarding the propagation of Alfvén waves in the presence of such density cavities. They show that phase mixing at the edges of the density cavity leads to a narrowing of the wave structure. These narrow-scale Alfvén waves develop parallel electric fields, leading to the acceleration of electrons and ions.
[5] It is the purpose of this letter to present simulations of the auroral flux tube that model the propagation of kinetic Alfvén waves in the auroral acceleration region in the presence of density cavities. While two dimensional simulations of phase mixing have been previously presented [Génot et al., 1999 [Génot et al., , 2004 Tsiklauri, 2007] , our simulations include both parallel and perpendicular density gradients in a three-dimensional model. The next section will detail the theoretical basis for the model. Section 3 will discuss the simulation results. Discussion and conclusions will be presented in the final section.
Model Description
[6] The model to be used is based on the threedimensional, linear model of the auroral flux tube presented by Lysak and Song [2001] . In this model, the cold, two-fluid equations are cast in a dipolar coordinate system and coupled to a sheet ionosphere. The basic equations then consist of Faraday's Law, both the perpendicular and parallel components of Ampere's Law, and the electron equation of motion:
Here we have e ? = e 0 (1 + c 2 /V A 2 ), taking into account both the displacement current and the polarization current. The parallel displacement current is included, providing the proper dynamical equation for the parallel electric field Lysak, 2001, 2006] . As described by Lysak and Song [2001] , e k is artificially enhanced to allow for a larger computational time step without sacrificing accuracy. The ionospheric boundary in the model is treated as a thin layer carrying Pedersen and Hall currents with electromagnetic jump conditions imposed [Lysak, 2004; Lysak and Song, 2006] .
[7] The density profile in the model is taken to be the sum of an exponential density profile for oxygen plus a power law profile for hydrogen [e.g., Kletzing et al., 1998] :
In this expression, z is the altitude in kilometers, r is the geocentric radial distance in Earth radii, n O and n H are the reference number densities of oxygen and hydrogen, respectively, and h is the oxygen scale height in kilometers.
To model the density cavity, the parameters in equation (5) are allowed to vary in x according to a hyperbolic secant profile. For the runs presented here, the oxygen density n O = 1 Â 10 5 cm -3 and p = 1 in both regions, while the scale height varies from 600 km in the outside region to 300 km in the cavity, and the hydrogen density is 20 cm -3 outside the cavity and 5 cm -3 within it. These parameters are chosen to approximate the observations of Chaston et al. [2006] . Figure 1 shows the density and Alfvén speed distributions for this run. For these profiles, the Alfvén transit time from the top of the simulations at 4 R E to the ionosphere ranges from 1.2 s inside the cavity to 2.8 s outside.
Simulation Results
[8] We will show results from a run driven by a 1 Hz wave imposed at the top end of the system (4 R E ). The wave has a spatial profile in the electric field given by the derivative of a Gaussian with a width of 10 km. This yields a co-axial configuration with a radial electric field and an azimuthal magnetic perturbation. The results, however, are insensitive to the initial width or shape of the perturbation. In this run, the Pedersen conductance is set to 3 mho and the Hall conductance to 0.
[9] Figure 2 shows the profiles of the E x component near the y symmetry plane of the simulation at 1, 4, 7, and 10 seconds into the run. Due to the reflections of the waves from the ionosphere and the interactions with the ionospheric Alfvén resonator, an increasing amount of structure is found at the gradients in the Alfvén speed. It can be seen from Figure 2 that scales the order of 1 km, corresponding to the electron inertial length for a density of 25 cm -3 , develop over a time scale of a few seconds. It should also be noted that in this run, the parallel electric field (not shown) was the order of 0.1 mV/m, which is sufficient to accelerate electrons to a few 100 eV in a few thousand km. These linear fields may also be enhanced by nonlinear effects [e.g., Chaston et al., 2002] .
[10] An important feature of the Alfvén wave in the inertial limit is that it is a ''backward wave'' in the perpendicular direction, i.e., a wave whose phase and group velocities in the perpendicular direction are opposite in sign. This can be seen from the standard inertial Alfvén wave dispersion relation [e.g., Goertz and Boswell, 1979] :
Figure 1. Profiles of (top) density and (bottom) Alfvén speed for the model used in the text. Note that in this figure, as well as in Figures 2 and 4 , the simulation region has been mapped into a rectangle using dipolar coordinates, so that the magnetic field lines are vertical.
From this dispersion relation, it can be seen that the perpendicular group velocity is in the negative direction since the wave frequency decreases with increasing perpendicular wave number. This feature of inertial Alfvén wave dispersion was observed by Chaston et al. [2006] and modeled by Génot et al. [2004] . This can also be illustrated using results from the simulation. Figure 3 shows the perpendicular Poynting flux S x = ÀE z B y /m 0 in a space-time format in which time goes along the horizontal axis and the vertical axis gives the x position near the midplane in y and at r = 1.7 R E . In Figure 3 the blue and black colors (darker shades in the grey scale version) indicate Poynting flux in the negative x direction while the green and red colors (lighter shades) indicate positive Poynting flux. The phase fronts are generally moving away from the x = 0 point while the energy flows are moving toward the center line (i.e., positive Poynting flux for negative x and negative Poynting flux for positive x), consistent with the results of Génot et al. [2004] . Of particular interest in Figure 3 is the transition that occurs between 3 and 4 seconds, when the reflected wave from the ionosphere first interferes with the incident wave.
[11] A final point concerns the dependence of this process on the ionospheric conductance. Figure 4 shows the electric fields after 10 seconds for two runs identical with the run shown in Figures 2 and 3 but with the Pedersen conductance set to 1 mho ( Figure 4a ) and 10 mho (Figure 4b ). Figures 4a and 4b can be compared with the result at the same time for the 3 mho run as shown in Figure 2d . It can be clearly seen that small-scale structure is absent in the 1 mho case and that more small-scale structure is present in the 10 mho case than in the 3 mho case. Thus, low values of the ionospheric conductance restrict the ability of the system to phase-mix to small scales. This is consistent with the theory of phase mixing for field line resonances [Mann et al., 1995] , which shows that the resonance will narrow due to phase mixing until it is balanced by ionospheric damping. This damping becomes strong when the characteristic Alfvén impedance S A = 1/m 0 V AI is comparable to the ionospheric Pedersen conductance. For our parameters, V AI $ 1000 km/s giving S A $ 0.8 mho. This would suggest that the Alfvénic figure) while green, yellow and red colors indicate positive Poynting flux. It can be seen that while the Poynting flux is generally toward the center of the figure, the phase motion of the wave is away from the center. The slope of the lines decrease as the run progresses, indicating the smaller perpendicular phase velocity associated with decreasing perpendicular wavelength, consistent with the dispersion relation. The region from about 2.5 s to 4 s is the period in which the wave reflected from the ionosphere begins in interfere with the downgoing incident wave. acceleration of electrons in narrow arcs would be enhanced for higher ionospheric conductance.
Discussion
[12] These results have illustrated the role of both perpendicular and parallel gradients in the Alfvén speed on magnetosphere-ionosphere coupling and the formation of narrow-scale Alfvén waves. Two points deserve further discussion: alternative means to generate small-scale structure and methods to create the density cavity in the first place.
[13] The linear phase mixing process described here has the advantage of being nearly universal, in that weak density gradients are generally present not only in the terrestrial auroral zone but in other cosmic plasmas as well. The simulations presented above indicate that phase mixing can be an effective and rapid means for the development of small scales. Two other processes are also likely significant in the auroral zone. The precipitation of energetic particles can give rise to a feedback instability, which has been discussed by many authors [e.g., Atkinson, 1970; Miura and Sato, 1980; Lysak and Song, 2002; Streltsov and Lotko, 2008] . The feedback instability favors short perpendicular wavelength, and so can structure large-scale Poynting flux input into smaller scale structures. However, in contrast to phase mixing, the feedback instability favors low ionospheric conductance, and thus would likely operate in a different parameter regime than phase mixing.
[14] A third possibility for producing small scales is the development of nonlinear interactions that can transfer energy from large to small scales. Recently, Chaston et al. [2008] have presented observations indicating that a Kolmogorov k À5/3 law exists for Alfvenic magnetic field fluctuations in the auroral zone, consistent with a nonlinear cascade. However, in the auroral zone, the strong background magnetic field and the gradients in the background Alfvén speed violate the assumptions of cascade theory. In addition, the Chaston et al. [2008] results show an inconsistency between the spectra of the magnetic and electric field fluctuations, likely due to the interactions of these waves with the ionosphere. Thus, while it is likely that some kind of nonlinear interactions take place in the auroral zone, further work is required to determine the nature of such interactions in the auroral zone environment.
[15] A final point to be addressed is the formation of the density cavity. Chaston et al. [2006] suggest that the smallscale Alfvén waves, with a spectrum that extends to wavelengths comparable to the ion gyroradius, can directly heat ions perpendicular to the field. In addition, current-driven instabilities can be excited by the currents in these waves and give rise to extensive perpendicular heating Singh, 1994] . The subsequent enhancement of the mirror force can eject ions upward with an acceleration of the order of 1 km/s 2 . These cavities may also be produced self-consistently through the Alfvén wave ponderomotive force [e.g., Li and Temerin, 1993; Rankin et al., 1999] . Recently, Sydorenko et al. [2008] have included the parallel ponderomotive force in a model of the ionospheric Alfvén resonator. Their results indicate that the density can be reduced by half over times of 45 seconds to a minute. The phase mixing presented in the present paper can occur over periods of a few seconds, and so the assumption that the density profile is fixed is reasonable for the present work. However, it is clear that a complete model of Alfvén wave interactions in the ionospheric Alfvén resonator must ultimately include both the nonlinear effects as well as the dynamics of the density cavity, which will be the focus of future work. Electric field profiles at y = À0.25 km and t = 10 s for runs in which the ionospheric Pedersen conductance is (a) 1 mho and (b) 10 mho. These figures should be compared with Figure 2d , which shows the profile for 3 mho. Increased structuring with increasing ionospheric conductance is evident.
