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Resumen
Las ecuaciones diferenciales parciales estoca´sticas hacen parte de un conjunto de ecuacio-
nes diferenciales parciales (PDE) no lineales, las cuales por su comportamiento aleatorio
son difciles de resolver anal´ıtica y nume´ricamente; una de ellas, es conocida desde el
an˜o de 1973 como la ecuacio´n diferencial parcial de Black-Scholes la cual determina la
valoracio´n de bienes y/o activos denominados opciones financieras [1, pa´g 32]. El desa-
rrollo del presente trabajo consiste en encontrar aproximaciones nume´ricas a la solucio´n
mediante dos me´todos como lo son el Me´todo de L´ıneas (MOL) [2–4] y el Me´todo de
Perturbacio´n Homoto´pica (HPM) [5, 6]. La metodolog´ıa que se utilizo´ para realizar lo
antes mencionado se baso´ en un estudio anal´ıtico de la solucio´n cla´sica de la ecuacio´n
diferencial parcial de Black - Scholes y posteriormente se propuso otras formas de solu-
cio´n haciendo uso de la teor´ıa de las transformadas integrales y se emplearon me´todos
nume´ricos y algoritmos.
Palabras clave: Ecuaciones diferenciales parciales estoca´sticas, Ecuacio´n De Black-
Scholes, Me´todo de L´ıneas, Me´todo de perturbacio´n Homoto´pica, transformadas
integrales.
Abstract
The Stochastic Partial Differential Equations are part of a set of non-linear partial dif-
ferential equations (PDE), which by their random behavior are difficult to solve analy-
tically and numerically; One of them, has been known since the year 1973 as the Black-
Scholes PDE which determines the valuation of goods and/or assets called financial
options. The development of the present work is to find numerical approximations to
the solution by two methods, such as the Method of Lines (MOL). The methodology
used to perform the mentioned before was based on an analytical study of the classic
solution of the partial differential equation of Black - Scholes and subsequently was pro-
posed other forms of solution, making use of the theory of integral transformations and
were used numerical methods and algorithms.
Keywords: Stochastic Partial Differential Equations, Black-Scholes Equation, Met-
hod of Lines , Homotopy Perturbation Method, integral transformations.
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Introduccio´n
Los aspectos teo´ricos y pra´cticos del movimiento Browniano son objeto de numero-
sos estudios en muchas y muy diversas a´reas como la bota´nica, meca´nica estad´ıstica y
ma´s precisamente en casi toda la teor´ıa financiera en tiempo continuo en ambientes es-
toca´sticos los cuales modelan el comportamiento en el tiempo de un feno´meno aleatorio,
ocupando el 99 % de la teor´ıa de valuacio´n de riesgos e incertidumbres en las decisiones
de portafolios y productos derivados [1].
A pesar que el movimiento Browniano es una de las bases en la construccio´n de los
modelos de riesgos financieros y econo´micos, esta no puede, por s´ı mismo, representar el
comportamiento de todas las variables financieras que se encuentran en finanzas, como
por ejemplo el precio de los activos, ya que estos no parten de cero; para describir el
rendimiento (cambio porcentual) del precio de un activo se utiliza el proceso llamado
movimiento geome´trico Browniano, el cual se obtiene por una trasformacio´n exponencial
del movimiento Browniano esta´ndar [1].
Para determinar el precio de un activo subyacente, cuando es conducido por un movi-
miento geome´trico Browniano, Fischer Shffey Black (matema´tico estadounidense, 11 de
enero de 1938-30 de agosto de 1995) y Myron Scholes Samuel (economista matema´tico
canadiense, 1 de julio de 1942), en 1973 [7], desarrollaron el modelo denominado Black-
Scholes el cual es reconocido como una de las aplicaciones ma´s importantes del siglo XX
en el sector financiero, reconociendo su importancia con el premio nobel de economı´a
en 1997 y que luego fue desarrollada ma´s tarde en compan˜´ıa de Robert Merton Howard
Miller (economista estadounidense, 16 de mayo de 1923, 3 de junio de 2000) y publicada
en la tesis doctoral “Theory of Rational Option Pricing”.
El modelo de Black-Scholes es una ecuacio´n diferencial parcial lineal de segundo orden
de tipo parabo´lica, la cual mediante cambios de variables se transforma en la ecuacio´n de
difusio´n de calor, cuya solucio´n despue´s de invertir los cambios de variable determina el
1
2valor del precio de una opcio´n europea 1[1] para su compra y venta en una fecha futura
y esta´ dada por:
C = C(St, t;K,T, σ, µ, r)
donde,
C: Valor de la opcio´n.
St: Precio de la accio´n.
t: Fecha de vida del contrato.
K: Precio del ejercicio.
T : Fecha de vencimiento.
σ: Volatilidad.
µ: Rendimiento esperado.
r: Tasa de intere´s anual.
Los para´metros St, t,K, T y µ son valores conocidos que surgen del contrato y de las
cotizaciones en el momento de hacer el ca´lculo del valor de la accio´n mientras que la tasa
de intere´s r depende de la vigencia de los contratos [9]. La volatilidad σ es una medida
de riesgo que se deriva de los cambios en la rentabilidad de las acciones y que por su
comportamiento debe ser tratada como una serie temporal y no como un u´nico para´metro
que se mantiene fijo a lo largo del tiempo [10], es decir, el valor de la volatilidad se puede
expresar como una funcio´n σ(S, t) debido a la realidad del movimiento financiero. la
volatilidad se estima a partir de los datos histo´ricos del mercado, en caso que se sepa el
precio de la opcio´n, puede utilizarse para calcular la volatilidad estimada por el mercado
[11].
Actualmente uno de los campos con mayor actividad en la Matema´tica aplicada son
las ecuaciones diferenciales parciales dado que permiten resolver gran variedad de pro-
blemas que aparecen en ciencia e ingenier´ıa, entre las aplicaciones podemos citar por
ejemplo, en la f´ısica con ecuacio´n de conveccio´n - difusio´n la cual describe el feno´meno
de transformacio´n de las part´ıculas dentro de un sistema f´ısico debido a los procesos
de conveccio´n y difusio´n, en la biolog´ıa con la densidad de poblacio´n de una especie de
1Una opcio´n que puede ejercerse solamente durante un per´ıodo de ejercicio limitado al final de la vida
de la opcio´n. Esto contrasta con la opcio´n de tipo americano, que puede ejercerse en cualquier momento.
Los te´rminos europea y americana se derivan de las regiones en las que aparecieron estas opciones en
primer lugar, pero los te´rminos ya no tienen sentido desde el punto de vista geogra´fico [8].
3peces, donde la especie de peces viven en l´ınea recta y el movimiento de los individuos si-
guen un movimiento aleatorio, en Qu´ımica para calcular la distribucio´n de una sustancia
qu´ımica dependiendo del tiempo a lo largo del eje longitudinal de un reactor rectangular
y en las economı´a usando el modelo de Black-Scholes para determinar el precio del bien
subyacente [12].
Son varias las soluciones de la ecuacio´n diferencial parcial de Black-Scholes a parte de
la cla´sica [1] que han dado buenos resultados, entre ellas se pueden mencionar algunas
soluciones anal´ıticas como las de la simetr´ıa de Lie [13], el problema de Cauchy, o por ley
de conservacio´n [14], me´todos de transformadas integrales como de Mellin [15], Harper
[16], Adomian [17] y Fourier [18, 19], y soluciones nume´ricas como el me´todo Euler
Maruyama y el me´todo de Milstein [20, 21].
Este proyecto pretende dar a conocer la solucio´n de la ecuacio´n diferencial de Black-
Scholes mediante aproximaciones nume´ricas, para ello se pretende utilizar me´todos
nume´ricos, primero aplicandolos a ecuaciones diferenciales parciales conocidas y luego
generalizando los me´todos para la ecuacio´n diferencial de Black-Scholes. Los me´todos uti-
lizados sera´n el me´todo de l´ıneas (MOL) [2–4] y el me´todo de perturbacio´n Homoto´ptica
(HPM) [5, 6].
Este proyecto se compone de cinco capitulos, de la siguiente manera:
1. En el cap´ıtulo 1 se describe la teor´ıa estoca´stica y la solucio´n de la ecuacio´n
diferencial estoca´stica del movimiento Browniano que conlleva a la deduccio´n del
modelo de Black Scholes.
2. En el cap´ıtulo 2 se describe la teor´ıa de la dina´mica de los portafolios de la cual
se deduce la ecuacio´n diferencial parcial de Black-Scholes, se describe ademas su
solucio´n cla´sica y se hace una verificacio´n de sus condiciones de frontera como
tambien se ana´liza la incidencia de la volatilidad en esta ecuacio´n.
3. En el cap´ıtulo 3 se describe la solucio´n la ecuacio´n diferencial parcial de Black-
Scholes empleando la transformada de Fourier para observar la diferencia con la
solucio´n cla´sica.
4. En el cap´ıtulo 4 se encuentra una solucio´n nume´rica a la ecuacio´n diferencial de
Black - Scholes, as´ı como su implementacio´n por medio de algoritmos en un en-
torno computacional haciendo uso de software libre ; ademas se muestran algunos
ejemplos para ilustrar paso a paso la efectividad de los mee´todos brindando una
ayuda pedago´gica.
45. En el cap´ıtulo 5 se muestra gra´ficamente la solucio´n de la ecuacio´n diferencial de
Black-Scholes obtenida mediante los me´todos nume´ricos de L´ıneas y Perturbacio´n
Homoto´pica, ademas de la solucio´n de los ejemplos citados en el capitulo 4.
Cap´ıtulo 1
Procesos estoca´sticos
1.1. Preliminares
Definicio´n 1.1 (Probabilidad). El modelo matema´tico ba´sico de la teor´ıa de la pro-
babilidad es el espacio de la probabilidad que consta de una terna ordenada (Ω, F, P )
donde Ω es el espacio muestral el cual es el conjunto de todos los posibles resultados,
o estados de la naturaleza, de un experimento aleatorio ; F es una coleccio´n no vac´ıa
de subconjuntos de Ω llamada σ-A´lgebra de Ω, una σ-A´lgebra es un conjunto que tiene
como elementos a aquellos eventos que contienen informacio´n relevante para el experi-
mentador y por ultimo P : F 7−→ [0, 1] denominada medida de la probabilidad la cual
satisface los siguientes tres axiomas :[1, pa´g 20]
i. P (A) ≥ 0 para toda A ∈ F;
ii. P (Ω) = 1;
iii. σ−Aditiva, es decir, A1, A2, · · · , An es una sucesio´n de eventos disjuntos dos
a dos, por lo tanto:
P
( ∞⋃
n=1
An
)
=
∞∑
n=1
P (An)
A la pareja (Ω, F ) se le llama espacio medible y a
Z : Ω 7−→ R
se le denomina variable aleatoria la cual es una funcio´n que transforma a los elementos
de Ω en nu´meros reales.
5
6Definicio´n 1.2 (Proceso estoca´stico). Un proceso estoca´stico es un modelo matema´tico
del comportamiento en el tiempo de un feno´meno aleatorio. La aleatoriedad del feno´meno
se captura a trave´s de un espacio medible (Ω, F ). En este contexto, un proceso estoca´stico
es un conjunto de variables aleatorias {xt}t∈τ donde τ es un conjunto, finito o infinito,
de tiempos. Cada una de estas variables aleatorias {xt} esta´ definida sobre un espacio
medible (Ω, F ) y toma valores en otro espacio medible (R,B (R)), en donde B (R) es la
σ-A´lgebra de Borel sobre R. [1, pa´g 33], [22, pa´g 4]
Definicio´n 1.3 (Informacio´n generada por un proceso estoca´stico). Sea {xt} un proceso
estoca´stico entonces [23]:
1. Sea A un evento. Basados en observaciones de la trayectoria {X (t) , 0 ≤ s ≤ t}
es posible saber si ha ocurrido el evento A ∈ F (t)∗, donde F (t)∗ es informacio´n
generada por el proceso {xt} en [0, t].
2. Sea Z una variable aleatoria. Si, se puede determinar el valor de Z basados en
observaciones a la trayectoria si Z ∈ F (t)∗.
Los procesos estoca´sticos son u´tiles para describir el comportamiento aleatorio de las
variables financieras en el tiempo: los precios de los activos, las tasas de intere´s, los tipos
de cambio, los ı´ndices bursa´tiles, etc.
1.1.1. Movimiento Browniano
Sea (Ω, F, P ) un espacio de probabilidad fijo, el movimiento Browniano (esta´ndar y
unidimensional) es una funcio´n [1, pa´g 32, 49]
W (t, •)× ω 7−→ R,
tal que para cada t ≥ 0, la funcio´n
W : [0,∞)× Ω 7−→ R
es una variable aleatoria definida en (Ω, F ) denotada tambie´n como {Wt}t≥0. Mientras
que para cada ω ∈ Ω la funcio´n
W (•, ω) : [0,∞)× Ω 7−→ R
es continua en [0,∞) llamadas trayectorias y denotadas tambie´n como ω (t).
La familia {Wt}t≥0 satisface adicionalmente las siguientes condiciones:
71. W0 = 0 casi donde quiera (o casi en todas partes), es decir, P {ω ∈ Ω|W0 = 0} = 1,
es decir el proceso empieza en t = 0 con probabilidad 1;
2. Para cualquier conjunto de tiempos 0 ≤ t1 ≤ t2 ≤ t3 ≤ · · · ≤ tn, los incrementos
Wt1 −Wt0 ,Wt2 −Wt1 , · · ·Wtn −Wtn−1 son estoca´sticamente independientes;
3. Para cualquier par de tiempos t y s con 0 ≤ s < t,Wt −Ws ∼ φ (0, t− s), donde
φ (0, t− s) es la distribucio´n normal con media cero y varianza σ2 = t− s.
Si se tiene que Wt es una variable aleatoria que representa la posicio´n de una part´ıcula
en el instante t, las condiciones exigidas para el movimiento Browniano se justifican
de la siguiente manera: la part´ıcula sufre pequen˜os cambios en su posicio´n, se puede
suponer que Wt se distribuye de manera normal, el movimiento entre t y t+ s depende
solo de los choques y no de la posicio´n en que se encuentra la part´ıcula. Lo anterior tal
cual como lo observo´ Robert Brown en el movimiento de un grano de polen suspendido
sobre la superficie de un vaso con agua notando que la trayectoria que describ´ıa el grano
era continua. Luego se demostro´ que los movimientos ocurr´ıan debido a los choques
continuos entre las mole´culas del l´ıquido. Posteriormente Albert Einstein demostro´ que
el movimiento a trave´s del tiempo de dicha part´ıcula se poda modelar por medio de una
distribucio´n normal, origina´ndose as´ı el movimiento Browniano [1, pag 32], [21, pag 14].
1.1.1.1. Movimiento geome´trico Browniano
Aunque el movimiento Browniano es la base para las construccio´n de modelos de riesgos
financieros y econo´micos, este no puede, representar por s´ı mismo el comportamiento de
todas las variables financieras que se encuentran en finanzas como por ejemplo los pre-
cios de los activos ya que estos no parten de cero; para describir el rendimiento (cambio
porcentual) del precio de un activo se utiliza el proceso llamado movimiento geome´tri-
co Browniano, el cual se obtiene por una trasformacio´n exponencial del movimiento
Browniano esta´ndar [1, pa´g 39].
Sea Wt un movimiento Browniano esta´ndar, µ una constante (tendencia), σ una cons-
tante positiva (volatilidad) y So es un precio inicial conocido, entonces el proceso
St = Soe
{(µ− 12σ2)t+σWt}
Es llamado movimiento geome´trico Browniano, observese que
ln (St) = ln
(
Soe
{(µ− 12σ2)t+σWt}
)
8ln (St) = ln (So) +
(
µ− 1
2
σ2
)
t+ σWt
1.1.2. Calculo estoca´stico
Definicio´n 1.4. Una de las herramientas ma´s u´tiles en las matema´ticas financieras
modernas es el llamado ca´lculo estocstico, o ca´lculo de Ito, sobre el cual descansa toda
la teor´ıa econo´mica el ana´lisis financiero en tiempo continuo y en ambientes estoca´sticos
y cuyo el objeto de estudio es la integral y no la diferencial. Cuando se escribe una
ecuacio´n diferencial estoca´stica, realmente se esta´ pensando en una integral estoca´stica,
es decir, una ecuacio´n diferencial estoca´stica es una notacio´n simplificada de una integral
estoca´stica [21][24].
Definicio´n 1.5 (Reglas de diferenciacio´n estoca´stica). En el ca´lculo de variables reales,
si t es una variable independiente, se tiene que el cuadrado de una cantidad infinitesimal
(dt)2, es una cantidad despreciable, es decir (dt)2 = 0, en otras palabras, si algo es pe-
quen˜o, entonces su cuadrado es todav´ıa ms´ pequen˜o; a diferencia del ca´lculo estoca´stico,
en el cual el cuadrado de una cantidad infinitesimal normal es significativa, es decir, si
Wt es un movimiento Browniano estandarizado, entonces por el ca´lculo estoca´stico, la
integral [1, pag 67] ∫ t
0
(dW s)
2 =
∫ t
0
ds = t
puede ser escrita de una forma ma´s simple como (dW t)
2 = dt. Obse´rvese que
dW t = (dt)
1
2
(dt) (dW t) = (dt) (dt)
1
2
(dt) (dW t) = (dt)
3
2
la cual es de nuevo una cantidad despreciable, es decir (dt) (dW t) = 0. Las reglas ba´sicas
de la diferenciacio´n estoca´stica tambie´n llamadas reglas emp´ıricas de la diferenciacio´n
estoca´stica se pueden resumir de la siguiente manera:
dt dW t
dt 0 0
dW t 0 dt
Cuadro 1.1: Reglas ba´sicas de diferenciacio´n estoca´stica
Definicio´n 1.6 (Integral estoca´stica (Integral de Ito)). Sea {dW t,≥ 0} un movimien-
to Browniano unidimensional sobre el espacio de probabilidad (Ω, F, P ). Una
integral estoca´stica unidimensional (o proceso de Ito) es un proceso estoca´sti-
co {Xt,≥ 0} sobre probabilidad (Ω, F, P ) [25] tal que
9St = So +
∫ t
0
µ (Ss, s) ds+
∫ t
0
σ (Ss, s) dW s,
Donde la integral en ds es definida como una integral ordinaria y la integral en dW s
es estoca´stica [26]; es usual y conveniente expresar dicha ecuacio´n como una ecuacio´n
diferencial estoca´stica de la forma dSt = µtdt+ σtdW t, siendo So una variable aleatoria
independiente de todas las variables del proceso de Wiener Wt y µt = µ (St, t) y σt =
σ (St, t) funciones reales definidas y medibles en R+ ×R. Las soluciones van a depender
de la condicio´n inicial, del proceso Wt y del instante t.
Se debe tener siempre en mente que el objeto de estudio del ca´lculo estoca´stico es la
integral estoca´stica [1, pa´g 58].
Definicio´n 1.7 (Lema de Ito). La diferencial estoca´stica permite, en muchos casos,
obtener resultados de manera ma´s ra´pida y sencilla sobre la integral estoca´stica, adema´s
de que las reglas que se establecen con la notacio´n diferencial y los resultados que de ella
se desprenden son consistentes con la propiedad de la integral estoca´stica.[1, pa´g 69]
Considere una funcio´n y = f(St, t), como (dW t)
2 = dt entonces la diferencial de y =
f(St, t) se calcula considerando los te´rminos de segundo orden en una expansio´n en serie
de Taylor que en el caso de variables reales se calcula solo usando los te´rminos de primer
orden ya que el producto de cantidades infinitesimales es de orden despreciable pero
para diferencial de y = f(St, t) se calcula hasta los te´rminos de segundo orden quedando
como
dy =
∂f
∂St
dSt +
∂f
∂t
dt+
1
2
(
∂2f
∂S2t
(dSt)
2 + 2
∂2f
∂St∂t
(dSt) (dt) +
∂2f
∂t
(dt)2
)
Reemplazando la diferencial dSt = µtdt + σtdW t en la expansio´n en serie de Taylor se
tiene
dy = ∂f∂t dt+
∂f
∂St
[µ (St, t) dt+ σ (St, t) dW t]
+12
(
∂2f
∂S2t
[
µ2(St, t) (dt)
2 + 2µ (St, t)σ (St, t) (dt) (dWt) + σ
2(St, t) (dt)(dWt)
2
]
+2 ∂
2f
∂St∂t
[
µ (St, t) (dt)
2 + σ (St, t) (dWt) (dt)
]
+ ∂
2f
∂t (dt)
2
)
(1.1)
Usando las reglas emp´ıricas de la diferenciacio´n estoca´stica y agrupando los te´rminos
de dt y dW t la ecuacio´n anterior se puede escribir como
(
∂f
∂t
+
∂f
∂St
µ (St, t) +
1
2
∂2f
∂S2t
σ2(St, t)
)
dt+
∂f
∂St
σ (St, t) dW t
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1.1.3. Modelo de Black - Scholes
El modelo tiene un continuo de per´ıodos t ∈ [0, T ] y consta de dos activos [27]:
B = (Bt)t∈[0,T ] que evoluciona en forma determin´ıstica segu´n la ley:
dBt
Bt
= rdt, B0 = 1,
donde r es la tasa de intere´s por unidad de tiempo, B representa un bono.
El precio de la accin S = (St)t∈[0,T ] es de evolucio´n aleatoria o contingente segu´n
la ley
dSt
St
= µdt+ σdW, S0 = x,
donde σ: Volatilidad, µ: Rendimiento esperado y W : Movimiento Browiniano.
1.2. Conceptos necesarios de la teor´ıa de opciones
Las opciones son uno de los derivados financieros ma´s importantes, su uso data de
mucho tiempo atra´s, sin embargo hace varias de´cadas eran herramientas financieras
poco conocidas, puesto que no hab´ıa un procedimiento para determinar un precio justo
de la opcio´n. Los derivados financieros, como su nombre lo indica, son instrumentos cuyo
valor se deriva de la evolucio´n de precios de otros activos llamados activos subyacentes.
Los derivados pueden subdividirse en contratos adelantados (forwards, futuros), swaps
y como se menciono´ anteriormente en opciones.
Definicio´n 1.8 (Opcio´n). Una opcio´n es un acuerdo entre dos personas para vender o
comprar un activo en una fecha futura a un precio establecido. La persona que compra
la opcio´n tiene derecho a comprar o vender el activo subyacente, mientras el emisor de
la opcio´n tiene la obligacio´n de cumplir el contrato, independientemente si le conviene
o no; es decir, cuando llega la fecha de vencimiento el comprador de la opcio´n decide si
el trato se lleva acabo o no.
A simple vista, el acuerdo puede ser desventajoso para el que emite la opcio´n, para
compensar esto, el que adquiere la opcio´n debe pagar una cantidad llamada prima al
vendedor, con el pago de la prima el comprador adquiere derechos y ninguna obligacio´n.
Las opciones pueden ser clasificadas de acuerdo al derecho que otorgan o en funcio´n del
momento en que pueden ejercerse.
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Cuando las opciones son clasificadas dependiendo el tiempo en que pueden ser cobradas,
resaltan dos tipos de opciones:
Definicio´n 1.9 (Opcio´n europea). Es aquella que so´lo puede ser ejercida en la fecha de
vencimiento.
Definicio´n 1.10 (Opcio´n americana). Es aquella que puede ejercerse en cualquier mo-
mento, a partir de la fecha en que se realiza el acuerdo hasta la fecha del vencimiento.
Cuando las opciones son clasificadas de acuerdo al derecho que otorgan, existen dos
tipos, estos son:
Opcio´n de compra (option call): Es aquella que otorga al propietario el dere-
cho, ma´s no la obligacio´n de comprar un activo a un precio K determinado, en
una fecha futura T determinada.
Opcio´n de venta (option put): Es aquella que otorga al propietario el derecho,
ma´s no la obligacio´n de vender un activo a un precio K determinado, en un tiempo
T futuro tambie´n determinado.
En la deduccio´n de la prima de una opcio´n, influyen varias variables como el precio del
ejercicio, el tiempo de vida del contrato, el intere´s y la volatilidad. Esta u´ltima juega un
papel importante en el modelo de Black Scholes, a continuacio´n se define el concepto.
Definicio´n 1.11 (Volatilidad). Se refiere al posible rango de variaciones de los precios
del subyacente. Estad´ısticamente es la dispersio´n del rendimiento del activo subyacente,
definiendo como rendimiento a las variaciones del precio.
La volatilidad se puede clasificar en tres tipos:
1. Volatilidad histo´rica: Si un operador pretende utilizar un modelo teo´rico de
precios a´ realizar la estimacio´n ma´s acertada sobre la volatilidad futura. un punto
de partida para ello es calcular sobre la base de la informacio´n pasada.
2. Volatilidad futura: Es el dato que a cualquier operador en opciones le gustar´ıa
conocer. Con e´l, se puede valorar correctamente las opciones y ganar dinero aprove-
chando los errores en las expectativas de otros agentes. en teor´ıa este es el dato de
volatilidad que se ingresa en el modelo teo´rico de precio. los operadores raramente
hablan de volatilidad futura ya que es imposible saber lo que depara el destino.
3. Volatilidad impl´ıcita: A diferencia de la volatilidad futura e histo´rica que esta´n
asociadas a un contrato subyacente, la volatilidad impl´ıcita se asocia con una
opco´n. La volatilidad impl´ıcita es una conjuncio´n de las expectativas sobre la
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volatilidad futura que poseen los operadores del mercado. Esta se ver´ıa reflejada
en el precio de las opciones, es decir, en su prima.
Cap´ıtulo 2
Deduccio´n de la ecuacio´n
diferencial parcial de
Black-Scholes
La ecuacio´n de Black-Sholes es una ecuacio´n diferencial parcial de segundo orden de tipo
parabo´lica y lineal cuando el precio del activo subyacente (una accio´n) es conducida por
un movimiento geome´trico Browniano, su solucio´n determina el precio de una opcio´n
financiera cuando la condicio´n final es el valor intr´ınseco del instrumento. Representa
la base para valuar muchos y muy diversos productos derivados, ya que las diferentes
condiciones representan los precios de los distintos derivados financieros. [1, pa´g 203]
Los supuestos ba´sicos del modelo de Black-Sholes son:
i. El activo subyacente es una accio´n que no paga dividendos durante la vida del
contrato.
ii. El precio del activo subyacente es conducido por el movimiento geomtrico Brow-
niano.
iii. La volatilidad del precio del activo subyacente se mantiene constante a trave´s del
tiempo.
iv. Las ventas en corto del subyacente en cuestio´n son permitidas.
v. El mercado del subyacente es l´ıquido y divisible, es decir, el subyacente siempre se
puede comprar y vender en cualquier fraccio´n del t´ıtulo
vi. No hay costos de transaccio´n (comisiones e impuestos);
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vii. El mercado opera en forma continua, es decir, no hay sa´bados, domingos ni d´ıas
festivos.
viii. Existe un mercado de cre´dito, un sistema bancario, en el que los agentes pueden
prestar y pedir prestado a una tasa de intere´s constante para todos los plazos, y
libre de riesgo (tasa de intere´s pasiva igual a la activa).
ix. Todos los agentes comparten exactamente la misma informacio´n, es decir, la in-
formacio´n es sime´trica.
x. Los mercados esta´n en equilibrio, es decir, no existen oportunidades de arbitraje.
El valor, o precio de una opcio´n de compra es claramente funcio´n de los distintos para´me-
tros que intervienen en los tr´minos o cla´usulas del contrato, dicho de otra manera el valor
de una opcio´n se puede escribir como [1, pa´g 204]:
C = C(St, t;K,T, σ, µ, r), (2.1)
donde: C: Valor de la opcio´n, St: Precio de la accio´n, t: Fecha de vida del contrato, K:
Precio del ejercicio, T : Fecha de vencimiento, σ: Volatilidad, µ: Rendimiento esperado,
r: Tasa de intere´s anual.
Observe que St y t son las variables relevantes en el contrato, (de no ser necesario no se
hara´ mencio´n expl´ıcita de los para´metros K,T ,r,σ y µ), es decir, el valor de la opcio´n se
denotara´ simplemente como C = C(St, t).
Durante el intervalo de tiempo [t, t + dt] el activo subyacente cambia de St a St + dSt,
por lo que la opcio´n cambia de C(St, t) a C + dC, donde dC es el cambio marginal en
el precio el cual se obtiene mediante el lema de Ito [1, pa´g 69] teniendo en cuenta que
dSt = µtdt+ σtdW t y las reglas emp´ıricas de la diferenciacio´n estoca´stica:
dC =
(
∂C
∂t
+
∂C
∂St
µ (St, t) +
1
2
∂2C
∂S2t
σ2(St, t)
)
dt+
∂C
∂St
σ (St, t) dW t.
2.0.1. Dina´mica de un portafolio
Sea ω1 el nu´mero de unidades del activo subyacente (acciones) de precio St y ω2 el
nu´mero de unidades de opcio´n de compra (bonos) sobre el subyacente de precio C(St, t).
El valor actual del portafolio esta dado como:
Πt = ω1St + ω2C(St, t).
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Debido a las fluctuaciones propias del mercado, el cambio en el valor del portafolio
durante un instante dt esta dado por:
dΠt = ω1dSt + ω2dC(St, t),
Sustituyendo dSt y dC y agrupando trminos se obtiene:
dΠt =
(
ω1 + ω2
∂C
∂St
)
µStdt+
(
ω1 + ω2
∂C
∂St
)
σStdW t + ω2
(
∂C
∂t
+
1
2
∂2C
∂S2t
σ2S2t
)
dt,
donde los te´rminos de dt se denominan te´rminos de tendencia y los de dW t se
denomina te´rmino aleatorio el cual modela el riesgo del mercado del portafolio, el
cual se puede eliminar eligiendo adecuadamente las cantidades ω1 y ω2 de tal manera
que se anule el termino estoca´stico de la ecuacio´n, es decir
ω1 + ω2
∂C
∂St
= 0,
para lo cual existen infinitas posibilidades, si se toma por ejemplo ω2 = 1 y ω1 = − ∂C∂St =
−δ, se obtiene entonces:
dΠ
(δ)
t =
(
∂C
∂t
+
1
2
∂2C
∂S2t
σ2S2t
)
dt.
Esta eleccio´n particular de ω2 = 1 y ω1 = −δ se conoce como cobertura Delta , la cual
es una cobertura dina´mica, ya que durante el periodo [t, t+ dt], la cantidad ∂C∂St cambia
con St y t, por lo tanto el valor del portafolio se comporta de la forma:
Π
(δ)
t = C − δSt.
Si la cantidad Π
(δ)
t se deposita en un banco que paga una tasa de intere´s r, entonces el
cambio en el valor del portafolio, durante dt, esta´ dado por la ecuacio´n:
dΠ
(r)
t = Π
(δ)
t rdt = (C − δSt) rdt,
en este caso, dt es el tiempo en que se aplica la tasa r.
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Si existen oportunidades de generar ganancias (oportunidades de arbitraje) libres de
riesgo, entonces los mercados no esta´n en equilibrio. Rec´ıprocamente, si los mercados
esta´n en equilibrio, entonces no existen oportunidades de arbitraje. Por lo tanto bajo el
supuesto de equilibrio general, se tiene:
dΠ
(r)
t = dΠ
(δ)
t
Sustituyendo los valores de dΠ
(r)
t y dΠ
(δ)
t en la ecuacio´n anterior
(
∂C
∂t
+
1
2
∂2C
∂S2t
σ2S2t
)
dt =
(
C − ∂C
∂St
St
)
rdt
∂C
∂t
+
1
2
∂2C
∂S2t
σ2S2t +
∂C
∂St
Str − rC = 0 (2.2)
La cual es conocida como la Ecuacio´n Diferencial Parcial de Black-Scholes. Las
condiciones de frontera e inicial para determinar una solucio´n u´nica esta´n dadas por
Condiciones de Frontera:
C(0, t) = 0, C(St, t) ≈ St cuando St →∞. (2.3)
Condicion Inicial:
C(St, T ) = max(St −K, 0). (2.4)
El hecho de que la ecuacio´n diferencial parcial sea de tipo parabo´lica significa que esta´
relacionada con la ecuacio´n de difusio´n unidimensional, es decir, una ecuacio´n de la
forma
∂u
∂τ
=
∂2u
∂x2
, u = u(x, τ), −∞ < x <∞, τ > 0,
junto con la condicio´n inicial
u(x, 0) = uo(x).
2.0.2. Solucio´n de la Ecuacio´n Diferencial Parcial de Black-Scholes
Sea la ecuacio´n diferencial parcial
∂C
∂t
+
1
2
∂2C
∂S2t
σ2S2t +
∂C
∂St
Str − rC = 0
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Con las condiciones iniciales dadas por
C(0, t) = 0, C(St, t) ≈ St cuando St →∞,
C(St, T ) = max(St −K, 0)
Considerando el siguiente cambio de variables
C (St, t) = f (t) g (u1, u2) , u1 = u1 (St, t) y u2 = u2 (St, t) ,
donde f (t) y g (u1, u2) son funciones por determinar, de este modo
∂C
∂t
= f ′(t)g (u1, u2) + f(t)
[(
∂g
∂u1
)(
∂u1
∂t
)
+
(
∂g
∂u2
)(
∂u2
∂t
)]
∂C
∂St
= f(t)
[(
∂g
∂u1
)(
∂u1
∂St
)
+
(
∂g
∂u2
)(
∂u2
∂St
)] (2.5)
∂2C
∂S2t
= f(t)
[(
∂2g
∂u21
)(
∂u1
∂St
)2
+
(
∂g
∂u1
)(
∂2u1
∂S2t
)
+
(
∂2g
∂u22
)(
∂u2
∂St
)2
+
(
∂g
∂u2
)(
∂2u2
∂S2t
)
+ 2
(
∂2g
∂u1∂u2
)(
∂u1
∂St
)(
∂u2
∂St
)] (2.6)
Reemplazando las derivadas parciales en la ecuacio´n diferencial de Black-Scholes (2.2),
se tiene:
f ′(t)g (u1, u2) + f(t)
[(
∂g
∂u1
)(
∂u1
∂t
)
+
(
∂g
∂u2
)(
∂u2
∂t
)
+
1
2
σ2S
2
t f(t)
[(
∂2g
∂u21
)(
∂u1
∂St
)2
+ 2
(
∂2g
∂u1∂u2
)(
∂u1
∂St
)(
∂u2
∂St
)
+
(
∂g
∂u1
)(
∂2u1
∂S2t
)
+
(
∂2g
∂u22
)(
∂u2
∂St
)2
+
(
∂g
∂u2
)(
∂2u2
∂S2t
)]
+ rStf(t)
[(
∂g
∂u1
)(
∂u1
∂St
)
+
(
∂g
∂u2
)(
∂u2
∂St
)]
− rf(t)g (u1, u2) = 0
(2.7)
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Suponiendo que f(t) 6= 0:(
f ′(t)
f(t)
− r
)
g (u1, u2)
[(
∂g
∂u1
)(
∂u1
∂t
)
+
(
∂g
∂u2
)(
∂u2
∂t
)]
+
1
2
σ2S
2
t
[(
∂2g
∂u21
)(
∂u1
∂St
)2
+ 2
(
∂2g
∂u1∂u2
)(
∂u1
∂St
)(
∂u2
∂St
)
+
(
∂g
∂u1
)(
∂2u1
∂S2t
)
+
(
∂2g
∂u22
)(
∂u2
∂St
)2
+
(
∂g
∂u2
)(
∂2u2
∂S2t
)]
+ rSt
[(
∂g
∂u1
)(
∂u1
∂St
)
+
(
∂g
∂u2
)(
∂u2
∂St
)]
= 0
(2.8)
De donde se tiene que f
′(t)
f(t) − r = 0 f ′(t) = rf(t) cuya solucio´n es
f(t) = e−r(T−t), f(T ) = 1,
aqu f(t) representa el valor presente, en t, de una unidad monetaria en T . Si se escoge
u2 de la forma:
u2(St, t) = u2(t) = B(T − t), u2(T ) = 0,
siendo B una constante por determinar, se simplifica sustancialmente la ecuacio´n (2.8).
observe que u2 depende so´lo del tiempo, de esta manera:
∂u2
∂t = −B y ∂u2∂St = ∂
2u2
∂S2t
= 0.
En este caso[(
∂g
∂u1
)(
∂u1
∂t
)
+
(
∂g
∂u2
)
B +
]
1
2
σ2S
2
t
[(
∂2g
∂u21
)(
∂u1
∂St
)2
+
(
∂g
∂u1
)(
∂2u1
∂S2t
)]
+ rSt
(
∂g
∂u1
)(
∂u1
∂St
)
= 0,
(2.9)
∂g
∂u1
[
∂u1
∂t
+
1
2
σ2S
2
t
∂2u1
∂S2t
+ rSt
∂u1
∂St
]
+
1
2
σ2S
2
t
(
∂2g
∂u21
)(
∂u1
∂St
)2
−
(
∂g
∂u2
)
B = 0. (2.10)
Donde se puede suponer que ∂g∂u2 =
∂2g
∂u21
, de esta forma
∂2g
∂u21
[
1
2
σ2S
2
t
(
∂u1
∂St
)2
−B
]
+
∂g
∂u1
[
∂u1
∂t
+
1
2
σ2S
2
t
∂2u1
∂S2t
+ rSt
∂u1
∂St
]
= 0. (2.11)
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Suponiendo que el primer pare´ntesis se anula se tiene que
1
2
σ2S
2
t
(
∂u1
∂St
)2
−B, (2.12)
de tal manera que podemos afirmar que:
A =
1√
2
σSt
∂u1
∂St
, y B = A2. (2.13)
Lo que significa que A2 se mantendra´ constante y positivo. Por lo tanto, u2 mide el
tiempo hacia atra´s, es decir se comienza en T y se termina en cero. De esta manera
tenemos:
∂u1
∂t
+
1
2
σ2S
2
t
∂2u1
∂S2t
+ rSt
∂u1
∂St
= 0. (2.14)
Esta ecuacio´n difiere de la ecuacio´n diferencial de Black-Scholes (2.2) por el te´rmino rC,
es decir, el producto del precio de la opcio´n por la tasa de intere´s libre de riesgo.
De la expresio´n A = 1√
2
σSt
∂u1
∂St
, al despejar el te´rmino ∂u1∂St , se tiene
∂u1
∂St
=
A
√
2
σSt
, (2.15)
de esta manera ∫
du1 =
A
√
2
σ
∫
dSt
St
=
A
√
2
σ
(ln(St)− ln(K)) +D(t), (2.16)
donde ln(K) es la constante de integracio´n y D(t) es una funcio´n por determinar; la
razo´n por la que se introduce una nueva constante es la de introducir el precio del
ejercicio, por lo tanto
u1 =
A
√
2
σ
ln
(
St
K
)
+D(t). (2.17)
Determinando las derivadas parciales de u1 con respecto t y St se tiene
∂u1
∂St
=
A
√
2
σ
(
1
St
)
;
∂2u1
∂S2t
=
A
√
2
σ
(
− 1
St
)2
;
∂u1
∂t
= D′(t). (2.18)
Al reemplazar en la ecuacio´n (2.14), se tiene
1
2
σ2S
2
t
(
− 1
St
)2A√2
σ
+ rSt
A
√
2
σ
(
1
St
)
+D′(t) = 0. (2.19)
Al simplificar la ultima expresio´n;
− 1
2
Aσ
√
2 + r
A
√
2
σ
+D′(t) = 0. (2.20)
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Al despejar D′(t)
D′(t) =
1
2
Aσ
√
2− rA
√
2
σ
= −A
√
2
σ
(
r − 1
2
σ2
)
, (2.21)
la cual es una ecuacio´n diferencial ordinaria cuya solucio´n es:
D(t) =
A
√
2
σ
(
r − 1
2
σ2
)
(T − t), D(T ) = 0. (2.22)
Por lo tanto, reemplazando en (2.17)se tiene
u1(St, t) =
A
√
2
σ
[
ln
(
St
K
)
+
(
r − 1
2
σ2
)
(T − t)
]
=
A
√
2
σ
ln
(
St
K
) (2.23)
Donde se cumple que
St = Ke
u1T σ
A
√
2 , siendo u1T = u1(St, T ). (2.24)
Teniendo en cuenta que f(T ) = 1 y u2(T ) = 0, se tiene que:
C (St, T ) = f(T )g (u1(St, T ), u2(T )) = g(u1(St, T ), 0) = g
(
A
√
2
σ
ln
(
St
K
)
, 0
)
. (2.25)
Considerando la condicio´n inicial (2.4) de la ecuacio´n diferencial parcial de Black-Scholes
(2.2) se observa que:
C (St, T ) = max(St −K, 0) = g(u1(St, T ), 0) = g
(
A
√
2
σ
ln
(
St
K
)
, 0
)
. (2.26)
Por lo tanto
C (St, T ) = max(St −K, 0) =
 K
(
e
u1T σ
A
√
2 − 1
)
si u1T ≥ 0
0 si u1T < 0
(2.27)
Ya que St > K equivale a la condicio´n:
e
u1T σ
A
√
2 > 1
Esto a su vez implica que u1T > 0. As´ı, C(St, T ) representa el valor intr´ınseco de la
opcio´n, es decir, el pago de la opcio´n en la fecha de vencimiento. Ahora, sea la ecuacio´n
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diferencial parcial:
∂g
∂u2
=
∂2g
∂u21
, (2.28)
con
g = g(u1, u2),−∞ < u1 <∞, u2 > 0, (2.29)
y
g0(u1) =
 K
(
e
u1T σ
A
√
2 − 1
)
si u1T ≥ 0
0 si u1T < 0
(2.30)
Las ecuaciones (2.28)-(2.30) son la ecuacio´n de difusio´n con sus condiciones iniciales y
de frontera cuya solucio´n esta´ dada por:
g(u1, u2) =
1
2
√
piu2
∫ ∞
−∞
g0(x)e
−(x−u1)2/4u2 dx (2.31)
Para eliminar la variable temporal u2 se puede considerar el siguiente cambio de variable
y =
x− u1√
2u2
, dx =
√
2u2dy. (2.32)
Como g0(x) ≡ 0 para x ≤ 0. Entonces sustituyendo en (2.31) se tiene
g(u1, u2) =
1
2
√
piu2
∫ ∞
0
g0(x)e
− 1
2((x−u1)/
√
2u2)
2
dx
=
1
2
√
piu2
∫ ∞
−u1/
√
2u2
g0(u1 +
√
2u2y)e
− 1
2
(y)2
√
2u2dy
=
1√
2pi
∫ ∞
−u1/
√
2u2
g0(u1 +
√
2u2y)e
− 1
2
(y)2dy.
(2.33)
En virtud de la condicio´n (2.30) de la ecuacio´n de difusio´n, la ecuacio´n anterior se
transforma en
g(u1, u2) =
1√
2pi
∫ ∞
−u1/
√
2u2
K
(
e
σ
A
√
2
(u1+
√
2u2y) − 1
)
e−
1
2
(y)2dy. (2.34)
Buscando otra expresio´n para el limite inferior de integracio´n y para el argumento de la
funcio´n exponencial en el integrando se llega a
−u1√
2u2
= −
A
√
2
σ
[
ln
(
St
K
)
+
(
r − 12σ2
)
(T − t)
]
√
2A2(T − t) = −
ln
(
St
K
)
+
(
r − 12σ2
)
(T − t)
σ
√
T − t . (2.35)
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σ
A
√
2
(u1 +
√
2u2y) =
σ
A
√
2
[
A
√
2
σ
[
ln
(
St
K
)
+
(
r − 1
2
σ2
)
(T − t)
]
+
√
2A2(T − t)y
]
= ln
(
St
K
)
+
(
r − 1
2
σ2
)
(T − t) + σ
√
(T − t)y.
(2.36)
Reemplazando estos resultados en la funcio´n g(u1, u2) (2.34) se tiene:
g(u1, u2) =
K√
2pi
∫
Ψ
e
[
ln
(
St
K
)
+(r− 12σ2)(T−t)+σ
√
(T−t)y−1
]
e−
1
2
(y)2dy
=
K√
2pi
∫
Ψ
e
ln
(
St
K
)
e
[
(r− 12σ2)(T−t)+σ
√
(T−t)y−1
]
e−
1
2
(y)2dy
=
St√
2pi
∫
Ψ
e
[
(r− 12σ2)(T−t)+σ
√
(T−t)y
]
e−
1
2
(y)2dy − K√
2pi
∫
Ψ
e−
1
2
(y)2dy.
(2.37)
Donde
Ψ =
{
y|y > − u1√
2u2
}
=
{
y|y > − ln
(
St
K
)
+
(
r − 12σ2
)
(T − t)
σ
√
T − t
}
=
{
y| −∞ < y < ln
(
St
K
)
+
(
r − 12σ2
)
(T − t)
σ
√
T − t
}
.
(2.38)
Dado que C(St, t) = f(t)g(u1, u2) = e
−r(T−t)g(u1, u2), entonces
C (St, t) = e
−r(T−t)
[
St√
2pi
∫
Ψ
e
[
(r− 12σ2)(T−t)+σ
√
(T−t)y
]
e−
1
2
(y)2dy − K√
2pi
∫
Ψ
e−
1
2
(y)2dy
]
=
[
St√
2pi
∫ .
Ψ
e−r(T−t)e
(r(T−t)− 1
2
σ2(T−t)+σ
√
(T−t)y)
e−
1
2
(y)2dy − Ke
−r(T−t)
√
2pi
∫
Ψ
e−
1
2
(y)2dy
]
=
[
St√
2pi
∫
Ψ
e(−
1
2
σ2(T−t)+σ
√
(T−t)y− 1
2
(y)2)dy − Ke
−r(T−t)
√
2pi
∫
Ψ
e−
1
2
(y)2dy
]
=
[
St√
2pi
∫
Ψ
e−
1
2
(y−σ
√
(T−t))2dy − Ke
−r(T−t)
√
2pi
∫
Ψ
e−
1
2
(y)2dy
]
.
(2.39)
Haciendo el cambio de variable  = y − σ√T − t) se obtiene:
C (St, t) =
St√
2pi
∫
Λ
e−
1
2
2dy − Ke
−r(T−t)
√
2pi
∫
Λ
e−
1
2
(y)2dy, (2.40)
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donde
Λ =
{
y − σ√T − t > − u1√
2u2
− σ√T − t
}
=
{
| > − ln
(
St
K
)
+
(
r + 12σ
2
)
(T − t)
σ
√
T − t
}
=
{
| −∞ <  < ln
(
St
K
)
+
(
r + 12σ
2
)
(T − t)
σ
√
T − t
}
,
(2.41)
si la funcio´n de densidad de probabilidad normal esta dada por:
Φ(d) =
1√
2pi
∫ d
−∞
e−
1
2
(y)2dy, (2.42)
se tiene el valor de la opcio´n en te´rminos de Φ(d1) y Φ(d2):
C (St, t) = StΦ(d1)−Ke−r(T−t)Φ(d2) (2.43)
donde:
d1 =
ln
(
St
K
)
+
(
r + 12σ
2
)
(T − t)
σ
√
T − t , (2.44)
d2 =
ln
(
St
K
)
+
(
r − 12σ2
)
(T − t)
σ
√
T − t . (2.45)
La ecuacio´n 2,43 se puede reescribir de la forma
C (St, t) = StΦ (d)−Ke−r(T−t)Φ
(
d− σ√T − t
)
, (2.46)
con
d =
ln
(
St
K
)
+
(
r + 12σ
2
)
(T − t)
σ
√
T − t . (2.47)
2.0.3. Ana´lisis de la Ecuacio´n Diferencial Parcial de Black-Scholes
Se desea hacer un ana´lisis a las condiciones de frontera (2.3), verificando que estas
satisfacen la ecuacio´n (2.2).
1. La condicio´n de frontera C(0, t) = 0 con t ∈ [0, T ), describe el comportamiento
cuando S = 0, tomando el limite cuando S tiende a 0 en las ecuaciones (2.44) y
(2.45) se observa que d1 y d2 tienden a −∞, es decir
l´ım
S→0
d1 = l´ım
S→0
(
ln
(
St
K
)
+
(
r + 12σ
2
)
(T − t)
σ
√
T − t
)
= −∞, (2.48)
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y
l´ım
S→0
d2 = l´ım
S→0
(
ln
(
St
K
)
+
(
r − 12σ2
)
(T − t)
σ
√
T − t
)
= −∞. (2.49)
Reemplazando estos resultados en la ecuacio´n (2.42) se tiene Φ(d1) = 0 y Φ(d2) =
0, al reeemplazarlo en (2.43) cuando S tiende a 0 se obtiene que C(0,t)=0 con lo
cual queda demostrada.
2. La condicio´n de frontera C(St, t) ≈ St, describe el comportarmiendo cuando St
tiende a ∞, tomando el l´ımite cuando S tiende a ∞ en las ecuaciones (2.44) y
(2.45) se observa que d1 y d2 tienden a ∞, es decir
l´ım
St→∞
d1 = l´ım
St→∞
(
ln
(
St
K
)
+
(
r + 12σ
2
)
(T − t)
σ
√
T − t
)
=∞, (2.50)
y
l´ım
St→∞
d2 = l´ım
St→∞
(
ln
(
St
K
)
+
(
r − 12σ2
)
(T − t)
σ
√
T − t
)
=∞. (2.51)
Reemplazando estos resultados en la ecuacio´n (2.42) se tiene Φ(d1) = 1 y Φ(d2) =
1, por lo que reeemplazando en (2.43) cuando S tiende a ∞ se obtiene la siguiente
expresio´n C(St, t) ≈ St −Ke−r(T−t) ≈ St con lo cual queda demostrada.
2.0.4. La Volatilidad en la Ecuacio´n Diferencial Parcial de Black-Scholes
Definicio´n 2.1 (Volatilidad). La volatilidad mide el nivel de riesgo de un activo a trave´s
de la desviacio´n estandar, la cual representa que tan dispersos se encuentran los datos
respecto a la media, es decir, representa la posibilidad que los retornos del precio del
activo se alejen del valor esperado o mas probrable. la Volatilidad puede interpretarse
como la fluctuacio´n de los precios del activo subyacente en un periodo de tiempo, que
estima la frecuencia e intensidad de los cambios que se dan en el perioso del activo. [10,
pa´g 16]
Analizando el comportamiento del precio de la opcio´n cuando la volatilidad σ tiende a
0 y a ∞ se observa que:
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1. σ tiende a 0, tomando el limite cuando σ tiende a 0 en la ecuacio´n (2.47) se observa
que d tiende a ∞ y −∞, es decir
l´ım
σ→0
d = l´ım
σ→0
(
ln
(
St
K
)
+
(
r + 12σ
2
)
(T − t)
σ
√
T − t
)
= l´ım
σ→0
(
ln
(
St
K
)
+ r(T − t) + 12σ2(T − t)
σ
√
T − t
)
= l´ım
σ→0
(
ln
(
St
K
)− lne−r(T−t) + 12σ2(T − t)
σ
√
T − t
)
= l´ım
σ→0
(
ln
(
St
Ke−r(T−t)
)
+ 12σ
2(T − t)
σ
√
T − t
)
.
(2.52)
Entonces:
l´ım
σ→0
d =∞, si ln
(
St
Ke−r(T−t)
)
> 0, (2.53)
es decir
l´ım
σ→0
d =∞, si St > Ke−r(T−t) (2.54)
y
l´ım
σ→0
d = −∞, si St < Ke−r(T−t), (2.55)
reemplazando estos resultados en la ecuacio´n (2.42) se tiene
Φ(d) = 1, si d→∞ y St > Ke−r(T−t)
Φ(d) = 0, si d→ −∞ y St < Ke−r(T−t).
(2.56)
Por lo tanto la condicio´n incial esta´ dada por:
C(St, T ) = max(St −Ke−r(T−t), 0) (2.57)
2. σ tiende a ∞, tomando el limite cuando σ tiende a ∞ en la ecuacio´n (2.47) se
observa que d tiende a ∞ −∞, es decir
l´ım
σ→∞ d = l´ımσ→∞
(
ln
(
St
K
)
+
(
r + 12σ
2
)
(T − t)
σ
√
T − t
)
=∞ (2.58)
y
l´ım
σ→∞
(
d− σ√T − t
)
= l´ım
σ→∞
(
ln
(
St
K
)
+
(
r − 12σ2
)
(T − t)
σ
√
T − t
)
= −∞ (2.59)
Reemplazando estos resultados en la ecuacio´n (2.42) se tiene que Φ(∞) = 1 y
Φ(−∞) = 0, por lo que reeemplazando en (2.46) la condicio´n inicial es C(St, t) =
26
St.
2.0.4.1. Teorema de la volatilidad
Sea C(St, t) el valor del precio de una opcio´n definido como una funcio´n de clase C
2 y
de soporte compacto dada por:
C (St, t) = StΦ (d)−Ke−r(T−t)Φ
(
d− σ√T − t
)
.
con
d =
ln
(
St
K
)
+
(
r + 12σ
2
)
(T − t)
σ
√
T − t y Φ(d) =
1√
2pi
∫ d
−∞
e−
1
2
(y)2dy,
se puede ver que el valor del precio de la opcio´n esta dado entre el precio del ejercicio
Ke−r(T−t) y el precio de la accio´n hoy St cuando la volatilidad σ tiende a cero, es decir
cuando la accio´n es libre de riesgo; y es igual al precio de la accio´n hoy St cuando la la
volatilidad σ tiende a infinito.
Cap´ıtulo 3
Solucio´n de la ecuacio´n
diferencial parcial de Black –
Scholes mediante sustituciones y
la transformada de Fourier
Sea
∂C
∂t
+
1
2
σ2S2t
∂2C
∂S2t
+
∂C
∂St
Str − rC = 0.
Cuyas condiciones iniciales son
C (0, t) = 0, C (St, t) ≈ St cuando St →∞
C (St, T ) = max (St −K, 0)
Mediante cambios de variable la ecuacio´n diferencial parcial de Black – Scholes se trans-
forma en la ecuacio´n de difusio´n de calor, la cual representa el calor en una varilla de
longitud infinita despue´s de que se ha calentado en un tiempo inicial, teniendo la solucio´n
de esta, se invierten los cambios de variable y as´ı, se determina el precio de la opcio´n.
Sean los cambios de variable
St = Ke
xt , (3.1)
t = T − τ1
2σ
2
(3.2)
y
κ =
r
1
2σ
2
. (3.3)
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Por lo tanto, el precio de la opcio´n bajo etos cambios de variable es:
C(St, t) = Kv(xt, τ) (3.4)
Se observa de la condicio´n inicial C (St, T ) que
C(St, T ) = max(St −K, 0)
= max(Kext −K, 0)
= max(K(ext − 1), 0)
= Kmax(ext − 1, 0)
C(St, T ) = Kv(xt, 0) = G(St),
(3.5)
donde
v(xt, 0) = max(e
xt − 1, 0), (3.6)
de (3.1) y (3.2) se despeja xt y τ asi:
St = Ke
xt , donde xt = ln
(
St
K
)
(3.7)
y
t = T − τ1
2σ
2
, donde τ =
1
2
σ2(T − t), (3.8)
entonces el precio de la opcio´n queda:
C(St, t) = Kv(xt, τ)
= Kv
(
ln
(
St
K
)
,
1
2
σ2(T − t)
)
.
(3.9)
Calculando las derivadas parcialas
∂C
∂t
=
∂
∂t
Kv(xt, τ) =
∂
∂t
Kv
(
ln
(
St
K
)
,
1
2
σ2(T − t)
)
= K
∂v
∂τ
∂τ
∂t
= K
∂v
∂τ
(−1
2
σ2).
(3.10)
∂C
∂St
=
∂
∂t
Kv(xt, τ) =
∂
∂St
Kv
(
ln
(
St
K
)
,
1
2
σ2(T − t)
)
= K
∂v
∂xt
∂xt
∂St
= K
∂v
∂xt
1
St
=
K
St
∂v
∂xt
= e−xt
∂v
∂xt
.
(3.11)
∂2C
∂S2t
=
∂
∂St
(
e−xt
∂v
∂xt
)
=
∂xt
∂St
∂
∂xt
(
e−xt
∂v
∂xt
)
=
1
St
(
e−xt
∂2v
∂x2t
− e−xt ∂v
∂xt
)
=
1
Kext
(
e−xt
∂2v
∂x2t
− e−xt ∂v
∂xt
)
=
1
K
(
e−2xt
∂2v
∂x2t
− e−2xt ∂v
∂xt
)
.
(3.12)
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Reemplazando en la ecuacio´n diferencial parcial de Black-Scholes (2.2) se tiene
− 1
2
Kσ2
∂v
∂τ
+
1
2
K2e2xtσ2
1
K
(
e−2xt
∂2v
∂x2t
− e−2xt ∂v
∂xt
)
+rKexte−xt
∂v
∂xt
−rKv = 0. (3.13)
Simplificando y agrupando te´rminos se llega a
∂v
∂τ
− ∂
2v
∂x2t
+
∂v
∂xt
− r1
2σ
2
∂v
∂xt
+
r
1
2σ
2
v = 0. (3.14)
Teniendo en cuenta la sustitucio´n (3.3) la ecuacio´n anterior se transforma en
∂v
∂τ
=
∂2v
∂x2t
+ (κ− 1) ∂v
∂xt
− κv. (3.15)
Para obtener la ecuacio´n de difusio´n se hace un nuevo cambio de variables de la siguiente
manera:
v(xt, τ) = e
αxt+βτu(xt, τ). (3.16)
De nuevo, calculando las derivadas parciales
∂v
∂xt
=
∂
∂xt
eαxt+βτu(xt, τ) = e
αxt+βτ
(
∂u
∂xt
+ αu
)
, (3.17)
∂2v
∂x2t
=
∂
∂xt
(
∂v
∂xt
)
= eαxt+βτ
(
∂2u
∂x2t
+ 2α
∂u
∂xt
+ α2u
)
, (3.18)
∂v
∂τ
= eαxt+βτ
∂u
∂xt
+ ueαxt+βτβ = eαxt+βτ
(
∂u
∂τ
+ βu
)
. (3.19)
Reemplazando estas derivadas en la ecuacio´n (3.15) se obtiene
eαxt+βτ
(
∂u
∂τ
+ βu
)
= eαxt+βτ
(
∂2u
∂x2t
+ 2α
∂u
∂xt
+ α2u
)
+ (κ− 1)eαxt+βτ
(
∂u
∂xt
+ αu
)
− κeαxt+βτu
∂u
∂τ
+ βu =
∂2u
∂x2t
+ 2α
∂u
∂xt
+ α2u+ (κ− 1)
(
∂u
∂xt
+ αu
)
− κu
∂u
∂τ
+ u
[
β − α2 − (κ− 1)α+ κ] = ∂u
∂xt
(2α+ κ− 1) + ∂
2u
∂x2t
(3.20)
Eligiendo adecuadamente los para´metros α y κ de tal manera que 2α + κ − 1 = 0 y
β − α2 − (κ− 1)α+ κ se tiene que para
α = −1
2
(κ− 1) (3.21)
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y
β = −κ− α2 = −κ−
(
−1
2
(κ− 1)
)2
= −κ− 1
4
(κ2 − 2κ+ 1) = −1
4
(κ+ 1)2, (3.22)
la ecuacio´n (3.20) se transforma en la expresin:
∂u
∂τ
=
∂2u
∂x2t
, −∞ < xt <∞, τ > 0, (3.23)
cuya condicio´n inicial se obtiene teniendo en cuenta el cambio variable (3.16) as´ı
v(xt, τ) = e
αxt+βτu(xt, τ), si τ = 0
v(xt, 0) = e
αxtu(xt, 0)
u(xt, 0) = e
−αxtv(xt, 0)
(3.24)
Usando (3.6)
u(xt, 0) = e
−αxtmax(ext − 1, 0)
= e
1
2
(κ−1)xtmax(ext − 1, 0)
= max(e
1
2
(κ−1)xt+xt − e 12 (κ−1)xt , 0)
(3.25)
Por lo tanto
u(xt, 0) = u0(xt) = max
(
e
1
2
(κ+1)xt − e 12 (κ−1)xt , 0
)
(3.26)
De esta manera podemos relacionar a la solucio´n u(xt, τ) de la ecuacio´n de difusio´n (la
cual es cantidad de calor en τ > 0 en cada punto xt) con el valor intr´ınseco de
la opcio´n, xt con el rendimiento del activo ajustado por precio de ejercicio y τ con el
tiempo invertido yendo de la fecha de vencimiento hacia atra´s.
Dado que C(St, T ) = max(St −K, 0) = Kv(xt, 0) = G(St) segu´n (3.5), con G(St) una
funcio´n de clase C2 en [0,K] y de soporte compacto, y teniendo en cuenta el cambio de
vareable (3.1), podemos escribir la condicio´n inicial (3.24) de la ecuacio´n (3.23) como:
u(xt, 0) = e
1
2
(κ−1)xtv(xt, 0) = e
1
2
(κ−1)xt 1
K
G(Kext) = u0(xt) (3.27)
3.0.1. Transformada de Fourier
Debido a la no estacionariedad de las ecuaciones diferenciales estoca´sticas y ma´s preci-
samente la ecuacio´n diferencial parcial de Black-Scholes se hace u´til utilizar una trans-
formada tiempo-frecuencia que pueda reflejar los cambios en frecuencia con respecto al
tiempo mejorando los resultados de los me´todos espectrales clasicos como Correlograma,
Periodigrama, Welch, Blackman-Tukey, etc.[28]
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Sea la transformada de Fourier y su inversa dada por [29, 30]:
F (w) =
1√
2pi
∫ ∞
−∞
f(x)e−iwxdx (3.28)
y
f(x) =
1√
2pi
∫ ∞
−∞
F (w)eiwxdw. (3.29)
Aplicando la transformada de Fourier a a la solucio´n u(xt, τ) de la ecuacio´n de difusio´n
(3.23) se tiene:
U(w, τ) =
1√
2pi
∫ ∞
−∞
u(xt, τ)e
−iwxtdxt = F {u(xt, τ)} . (3.30)
Realizando las derivadas parciales se tiene:
∂U(w, τ)
∂τ
=
1√
2pi
∫ ∞
−∞
∂u(xt, τ)
∂τ
e−iwxtdxt =
∂U(w, τ)
∂τ
. (3.31)
∂U(w, τ)
∂xt
= (−iw) 1√
2pi
∫ ∞
−∞
u(xt, τ)e
−iwxtdxt = (−iw)U(w, τ). (3.32)
∂2U(w, τ)
∂xt2
= (−iw)2 1√
2pi
∫ ∞
−∞
u(xt, τ)e
−iwxtdxt = (−iw)2U(w, τ). (3.33)
Por lo tanto el problema se transforma en:
∂U(w, τ)
∂τ
= (−iw)2U(w, τ), τ ≥ 0, (3.34)
cuya condicion inicial es
U(w, 0) = F {uo(xt)} . (3.35)
Dado que solo aparece la derivada parcial con respecto a la variable τ , la solucio´n para
esta ecuacio´n diferencial ordinaria es entonces
U(w, τ) = c(w)e−w
2τ , con c(w) = U(w, 0) = F {uo(w)} , (3.36)
entonces
U(w, τ) = U(w, 0)e−w
2τ .
U(w, τ) = F {uo(w)} e−w2τ .
(3.37)
El objetivo ahora es aplicar la transforrmada inversa de Fourier para obtener la solucio´n
u(xt, τ) de la siguiente manera:
u(xt, τ) = F
−1 {U(w, τ)} = F−1
{
F {uo(w)} e−w2τ
}
. (3.38)
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3.0.2. Convolucio´n
La convolucio´n entre dos funciones f y g denotada por f ∗ g se define como:
h(x) = (f ∗ g) (x) =
∫ ∞
−∞
f (p) g (x− p) dp =
∫ ∞
−∞
f (x− p) g (p) dp. (3.39)
3.0.2.1. Teorema de la convolucio´n
Si se supone que f(x) y g(x) son funciones continuas por secciones, acotadas y absolu-
tamente insegrables en el eje x, entonces
F {f ∗ g} =
√
2piF {f}F {g} . (3.40)
F {fg} = 1√
2pi
∫ ∞
−∞
F {f(a)}F {g(w − a)} da = 1√
2pi
F {f(w)} ∗F {g(w)} . (3.41)
F−1 {fg} = 1√
2pi
∫ ∞
−∞
F−1 {f(a)}F−1 {g(w − a)} da
=
1√
2pi
F−1 {f(w)} ∗F−1 {g(w)} .
(3.42)
Por lo tanto al aplicar el teorema (3.42) a la ecuacin (3.38) para encontrar la funcio´n
u(xt, τ), se tiene
u(xt, τ) = F
−1
{
F {uo(w)} e−w2τ
}
=
1√
2pi
∫ ∞
−∞
F−1 {F {uo(a)}}F−1
{
e−(x−a)
2τ
}
da,
(3.43)
donde
F−1 {F {uo(a)}} = uo(a) (3.44)
reemplazando en (3.43) se tiene
u(xt, τ) =
1√
2pi
∫ ∞
−∞
uo(a)F
−1
{
e−(x−a)
2τ
}
da, (3.45)
teniendo en cuenta que
F−1
{
e−x
2τ
}
=
1√
2pi
∫ ∞
−∞
e−w
2τeiwxdw =
1√
2pi
∫ ∞
−∞
e−w
2τ+iwxdw
=
1√
2pi
∫ ∞
−∞
e−τ(w
2− iwx
τ )dw =
1√
2pi
∫ ∞
−∞
e
−τ
(
(w− ix2τ )
2−( ix2τ )
2
)
dw
=
e
−x2
4τ√
2pi
∫ ∞
−∞
e−τ(w−
ix
2τ )
2
dw.
(3.46)
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Sea el cambio de variables
y′ = τ
(
w − ix
2τ
)2
, (3.47)
despejando w
w =
(
y′
τ
) 1
2
+
ix
2τ
(3.48)
y diferenciando w se tiene:
dw =
dy′
2(τy′)1/2
. (3.49)
Por lo tanto
F−1
{
e−x
2τ
}
=
e
−x2
4τ√
2pi
∫ ∞
−∞
e−τ(w−
ix
2τ )
2
dw
=
e
−x2
4τ
2
√
2piτ
∫ ∞
−∞
e−τ
y′
τ
dy′
(y′)1/2
=
e
−x2
4τ
2
√
2piτ
∫ ∞
−∞
e−y
′(
y′
)−1/2
dy′,
(3.50)
donde ∫ ∞
−∞
e−y
′(
y′
)−1/2
dy = 2
√
pi (3.51)
reemplazando este resultado en (3.50) se tiene:
F−1
{
e−x
2τ
}
=
e
−x2
4τ
2
√
2piτ
2
√
pi =
e
−x2
4τ√
2τ
(3.52)
sustituyendo estos resultados en la ecuacio´n (3.45) se tiene
u(xt, τ) =
1
2
√
piτ
∫ ∞
−∞
uo(a)e
−(x−a)2
4τ da
=
1
2
√
piτ
∫ K
0
uo(a)e
−(x−a)2
4τ da
(3.53)
con uo(a) como la condicio´n inicial.
Para evaluar la integral de (3.53) se hace el cambio de variable
z =
a− x√
2τ
, (3.54)
donde
a = z
(√
2τ
)
+ x, da =
√
2τdz (3.55)
y
(x− a)2 = (−
√
2τz)
2
, (x− a)2 = 2τz2. (3.56)
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Por lo tanto
u(xt, τ) =
√
2τ
2
√
piτ
∫ K−x√
2τ
−x√
2τ
uo(z
√
2τ + x)e
−2τz2
4τ dz
=
1√
2pi
∫ K−x√
2τ
−x√
2τ
uo(z
√
2τ + x)e
−z2
2 dz.
(3.57)
Asi sustituyendo (3.57), (3.21) y (3.22) en la ecuacio´n (3.16) se obtiene:
v(xt, τ) = e
− 1
2
(κ−1)x− 1
4
(κ+1)2τ 1√
2pi
∫ K−x√
2τ
−x√
2τ
uo(z
√
2τ + x)e
−z2
2 dz (3.58)
y usando los cambios de variable (3.3), (3.7), (3.8) y la ecuacio´n (3.58) en (3.9) se tiene
C(St, t) = Ke
− 1
2
(
r
1/2σ2
−1
)
xt− 14
(
r
1/2σ2
+1
)2
τ 1√
2pi
∫ K−xt√
2τ
−xt√
2τ
uo(z
√
2τ + xt)e
−z2
2 dz
= Ke
− 1
2
(
2r−σ2
σ2
)
ln
(
St
K
)
− 1
4
(
2r+σ2
σ2
)2
1
2
σ2(T−t) 1√
2pi
.
.
∫ K−ln(StK )t√
2τ
−ln
(
St
K
)
√
2τ
uo
(
z
√
2
1
2
σ2(T − t) + ln
(
St
K
))
e
−z2
2 dz
C(St, t) =
KSt
− 1
2
(
2r−σ2
σ2
)
√
2piK
− 1
2
(
2r−σ2
σ2
)e−σ28
(
2r+σ2
σ2
)2
(T−t)
.
.
∫ K−ln(StK )t√
2τ
−ln
(
St
K
)
√
2τ
uo
(
z
√
2
1
2
σ2(T − t) + ln
(
St
K
))
e
−z2
2 dz.
(3.59)
Adema´s de uo (xt)
u0(xt) = e
1
2
(κ−1)xt 1
K
G(Kext)
=
1
K
G
(
Ke
ln
(
St
K
))
e
1
2
( r
1/2σ2
−1)ln
(
St
K
)
=
1
K
G (St)
St
1
2
(
2r−σ2
σ2
)
K
1
2
(
2r−σ2
σ2
).
(3.60)
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Por lo tanto una nueva formula que provee el precio de una opcio´n de clase C2 y de
soporte compacto es:
C(St,t)=
K
1+ 1
2
(
2r−σ2
σ2
)
St
− 1
2
(
2r−σ2
σ2
)
√
2pi
e
−σ28
(
2r+σ2
σ2
)2
(T−t) ∫ K−ln
(
St
K
)
t√
2τ
−ln
(
St
K
)
√
2τ
uo
(
z
√
2 1
2
σ2(T−t)+ln
(
St
K
))
e
−z2
2 dz,
(3.61)
con
u0(xt) = G (St)St
1
2
(
2r−σ2
σ2
)
K
−1− 1
2
(
2r−σ2
σ2
)
. (3.62)
Cap´ıtulo 4
Me´todo de L´ıneas y Me´todo de
Perturbacio´n Homoto´pica
4.0.1. Aproximacio´n de derivadas por diferencias divididas finitas
la expancio´n de una funcio´n f(x) diferenciable en una serie de Taylor alrededor de un
punto xi esta definida como [31, pa´g 532]
f(xi + h) = f(xi) +
h
1!
f ′ (xi) +
h2
2!
f ′′ (xi) +
h3
3!
f ′′′ (xi) + ... (4.1)
La cual se usara´ para aproximar la derivada de la funcio´n en xi a partir de los valores
de la funcio´n en xi y xi + h. Si h > 0 (la ecuacio´n (4.1) solo es valida delante del punto
xi) y si h  1 (tan pequen˜a) como para despreciar los te´rminos tercero, cuarto orden,
etc., del lado derecho de la ecuacio´n (4.1), entonces se puede aproximar la derivida de
la funcio´n f(x) en xi, es decir, f
′ (xi) mediante diferencias divididas hacia delante
as´ı:
f ′ (xi) ≈ f(xi + h)− f(xi)
h
. (4.2)
Para las diferencias divididas hacia atras basta con restar h a xi en (4.1), as´ı
f(xi − h) = f(xi)− h
1!
f ′ (xi) +
h2
2!
f ′′ (xi)− h
3
3!
f ′′′ (xi) + ... (4.3)
Como h 1, entonces despejando f ′ (xi)
f ′ (xi) ≈ f(xi)− f(xi − h)
h
. (4.4)
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Sumando (4.2) y (4.4)
2f ′ (xi) ≈ f(xi + h)− f(xi)
h
+
f(xi)− f(xi − h)
h
,
2f ′ (xi) ≈ f(xi + h)− f(xi − h)
h
,
se obtiene la aproximacio´n de f ′ (xi) mediante diferencias divididas centrales as
f ′ (xi) ≈ f(xi + h)− f(xi − h)
2h
. (4.5)
Si se desea aproximar la segunda derivada de f(x) en xi, es decir, f
′′ (xi), se desprecian
los te´rminos quinto, sexto orden, etc., del lado derecho de la ecuaciones en diferencias
divididas hacia delante y hacia atras, de tal manera que sumando las ecuaciones (4.1) y
(4.3)
f(xi + h) + f(xi − h) ≈ f(xi) + h
1!
f ′ (xi) +
h2
2!
f ′′ (xi) +
h3
3!
f ′′′ (xi)
+ f(xi)− h
1!
f ′ (xi) +
h2
2!
f ′′ (xi)− h
3
3!
f ′′′ (xi)
f(xi + h) + f(xi − h) ≈ 2f(xi) + 2h
2
2!
f ′′ (xi) ,
se obtiene la aproximacin de f ′′ (xi) mediante diferencias divididas centrales as
f ′′ (xi) ≈ f(xi + h)− 2f(xi) + f(xi − h)
2h2
. (4.6)
4.0.2. Aproximacio´n de derivadas para funciones de 2 variables por
diferencias divididas finitas
Sea la funcio´n F = F (x, t), la serie de Taylor alrededor de un punto (xi, tj) con h > 0 y
b > 0 esta dada por:
F (xi, tj) ≈F (xi, tj) + h∂F (xi, tj)
∂x
+ b
∂F (xi, tj)
∂t
+h2 +
1
2
(
∂2F (xi, tj)
∂x2
+ 2hb
∂2F (xi, tj)
∂x∂t
+ b2
∂2F (xi, tj)
∂t2
)
+ ...
(4.7)
Las diferencias divididas hacia delante para la variables xi y ti son de la forma:
F (xi + h, tj) ≈ F (xi, tj) + h∂F (xi, tj)
∂x
+ h2
1
2
∂2F (xi, tj)
∂x2
+ ... (4.8)
F (xi − h, tj) ≈ F (xi, tj)− h∂F (xi, tj)
∂x
+ h2
1
2
∂2F (xi, tj)
∂x2
+ ... (4.9)
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y
F (xi, tj + b) ≈ F (xi, tj) + b∂F (xi, tj)
∂t
+ t2
1
2
∂2F (xi, tj)
∂t2
+ ... (4.10)
F (xi, tj − b) ≈ F (xi, tj)− b∂F (xi, tj)
∂t
+ t2
1
2
∂2F (xi, tj)
∂t2
+ ... (4.11)
Teniendo en cuenta solo las derivadas de primer orden en las ecuaciones (4.8) a (4.11) se
pueden aproximar las derivadas
∂F (xi,tj)
∂x y
∂F (xi,tj)
∂t mediante diferencias divididas hacia
delante y hacia atras en (xi, tj) con h > 0 y b > 0 as´ı:
diferencias divididas hacia delante en (xi, tj)
∂F (xi, tj)
∂x
≈ F (xi + h, tj)− F (xi, tj)
h
. (4.12)
∂F (xi, tj)
∂t
≈ F (xi, tj + b)− F (xi, tj)
b
, (4.13)
diferencias divididas hacia atras en (xi, tj)
∂F (xi, tj)
∂x
≈ F (xi, tj)− F (xi − h, tj)
h
, h > 0. (4.14)
∂F (xi, tj)
∂t
≈ F (xi, tj)− F (xi, tj − b)
b
, b > 0. (4.15)
Sumando ahora las ecuaciones (4.12) y (4.14) y las ecuaciones (4.13) y (4.15) y despues
despejando las primeras derivadas parciales
∂F (xi,tj)
∂x y
∂F (xi,tj)
∂t se obtiene la aproxima-
cio´n por diferencias divididas centrales as:
∂F (xi, tj)
∂x
≈ F (xi + h, tj)− F (xi − h, tj)
2h
. (4.16)
∂F (xi, tj)
∂t
≈ F (xi, tj + b)− F (xi, tj − b)
2h
. (4.17)
Las segundas derivadas parciales de F = F (x, t) en (xi, tj) quedan aproximadas mediante
diferencias divididas centrales sumando las ecuaciones (4.8) y (4.9) y las ecuaciones
(4.10) y (4.11) as´ı:
∂2F (xi, tj)
∂x2
≈ F (xi + h, tj)− 2F (xi, tj) + F (xi − h, tj)
h2
. (4.18)
∂2F (xi, tj)
∂t2
≈ F (xi, tj + b)− 2F (xi, tj) + F (xi, tj − b)
b2
. (4.19)
4.0.3. Me´todo de L´ıneas (MOL)
El me´todo de l´ıneas (MOL) es un procedimiento general para la solucio´n de ecuaciones
diferenciales parciales de forma nume´rica, se puede decir, que MOL calcula la solucio´n
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nume´rica de forma exacta, aunque el e´xito al aplicarlo a un nuevo problema de PDE
depende en cierta medida de la experiencia y la inventiva del analista, es decir, MOL
no es un enfoque u´nico, directo y claramente definido de los problemas de PDE, sino
ma´s bien, es un concepto general que requiere especificacio´n de detalles para cada nuevo
problema PDE [2–4].
La idea basica de MOL es reemplazar las derivadas en la PDE con aproximaciones
algebraicas, estas estara´n expresadas en terminos ya no de dos variables independientes
como por ejemplo x y t, sino en te´rminos de una variable que por lo general es el tiempo
t, de esta manera la solucio´n consiste en resolver un sistema de ecuaciones diferenciales
ordinarias ODE que aproximan la PDE original, dicho sistema puede ser resuelto con
algu´n algoritmo de integracio´n de ODE, en este trabajo se usara el algoritmo ODE 45 de
MATLAB, el cual esta basado en el me´todo de Runge-Kutta de orden 4 para la solucio´n
de ecuaciones diferenciales ordinarias.
4.0.4. Procedimiendo del MOL aplicado a la ecuacio´n difusio´n
Sea la ecuacio´n con condiciones incial y de frontera ver ejemplo en [32, pa´g 21]:
ut = βuxx
u(x, 0) = sen(2pix) + 2x+ 1, 0 ≤ x ≤ a
u(0, t) = 1, ux(1, t) = 2, 0 ≤ t ≤ T ,
(4.20)
con β = 10−5, T = 12000, a = 1.
Primero se definen los nodos en x ∈ [0, a] = [0, 1] as´ı:
xi = i∆x, 0 ≤ i ≤ n+ 1,∆x = a
n+ 1
=
1
n+ 1
. (4.21)
0 = x0 < x1 < x2 < ... < xn < xn+1 = a = 1,
donde cada xn hace referencia a la semirecta vertical y se considera en ella una funcio´n
de t, es decir, un(t) = u(xn, t). Como se observa, solo se hace una discretizacio´n en la
variable x, pero no en la variable t, que sigue siendo continua. Razo´n por la cual el nombre
dado a este procedimiento (MOL), que acaba obteniendo las soluciones (generalmente
nume´ricas) a lo largo de las l´ıneas x = xn, t ∈ [0,∞).
Condicio´n inicial
u(xi, t = 0) = f(xi) = 1. (4.22)
Condicio´n de Dirichlet
u(0, t) = uo(t) = uo = g1(t) = 1. (4.23)
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Condicio´n de Neumann
ux(a, t) = ux(1, t) =
∂un+1
∂x
= g2(t) = 2. (4.24)
Sea u(xi, t) = ui(t), entonces usando la ecuacio´n (4.12) (diferencias divididas hacia
delante) la ecuacio´n (4.24) se puede escribir como:
∂u(xi, t)
∂x
≈ u(xi+1, t)− u(xi, t)
∆x
,
∂un+1
∂x
≈ ui+1 − ui
∆x
= g2(t),
(4.25)
asi que despejando ui+1 se tiene:
ui+1 = ∆xg2(t) + ui, (4.26)
y para la segunda derivada parcial con respecto a x se usa la ecuacio´n de diferencias
divididas centrales (4.18) as´ı:
∂2u(xi, t)
∂x2
≈ u(xi+1, t)− 2u(xi, t) + u(xi−1, t)
(∆x)2
,
∂2u(xi, t)
∂x2
≈ ui−1 − 2ui + ui+1
(∆x)2
.
(4.27)
Reemplazando estos resultados en la ecuacio´n de difusio´n ut = βuxx se obtiene
∂u(xi, tj)
∂t
= β
(
ui−1 − 2ui + ui+1
(∆x)2
)
,
∂u(xi, tj)
∂t
=
β
(∆x)2
(
ui−1 − 2ui + ui+1
)
.
(4.28)
El cual es un sistema de ecuaciones ordinarias ODE, cuya solucio´n viene dada por las n
funciones
u1(t), u2(t), ..., un−1(t), un(t), (4.29)
las cuales son una aproximacio´n para u(xi, t) en los puntos i = 1, 2, 3, ..., n de la malla,
teniendo en cuenta que las funciones u0 y un+1 son las condiciones de frontera dadas.
Para el caso del ejemplo con 5 puntos en la malla, los puntos van a estar distribuidos
como: 0 = x0 < x1 < x2 < x3 < x4 = xn+1 = a y de esta manera las condiciones de
frontera en x = 0 y x = 4 son:
u0 = u(0, t) = 1 y ui+1 = 2∆x+ ui,
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De esta manera la ecuacio´n (4.28) se puede escribir en forma matricial:
∂~u
∂t
=

u˙1
u˙2
u˙3
 = β(∆x)2

−2 1 0
1 −2 1
0 1 −2


u1
u2
u3
+ β(∆x)2

CF Dirichlet︷︸︸︷
u0
0
u4︸︷︷︸
CF Neumann
 , (4.30)
donde ∂~u∂t =

u˙1
u˙2
u˙3
, es un vector de ecuaciones diferenciales ordinarias (ODE) cuyas
soluciones

u1
u2
u3
 proporcionaran la temperatura en cada tiempo tj .
Usando las condiciones de frontera u0 = g1(t) = 1 y u4 = ∆xg2(t) + u3 = 2∆x + u3 y
utilizando s = β
(∆x)2
el sistema matricial viene dado por:
∂~u
∂t
=

u˙1
u˙2
u˙3
 = s

−2 1 0
1 −2 1
0 1 −2


u1
u2
u3
+ s

1
0
2∆x+ u3

∂~u
∂t
=

u˙1
u˙2
u˙3
 = s

−2 1 0
1 −2 1
0 1 −1


u1
u2
u3
+ s

1
0
2∆x
 (4.31)
El cual se puede escribir como:
~˙u = A~u+
−→
b . (4.32)
donde A = s

−2 1 0
1 −2 1
0 1 −1
, ~u =

u1
u2
u3
 y −→b = s

1
0
2∆x
.
4.0.5. Procedimiendo del MOL aplicado a la ecuacio´n diferencial par-
cial de Black-Scholes
La idea del Me´todo de L´ıneas (MOL) es discretizar el valor del activo, usando una
opcion de venta, se usara el metodo de diferencias dividades centrales para discretizar
la variable del activo asi la ecuacio´n (2.2)
∂C
∂t
+
1
2
∂2C
∂S2t
σ2S2t +
∂C
∂St
Str − rC = 0.
42
Para poder usar (MOL) se cambia la variable tiempo t, para ello se introduce la variable
τ = T − t, la cual ira hasta el tiempo de la expiracio´n y C(St, t) = C(St, T − τ). Con
este cambio de variable, la ecuacon se transforma en una ecuacio´n parabolica progresiva
as´ı:
∂U
∂τ
=
1
2
σ2S2t
∂2U
∂S2t
+ Str
∂U
∂St
− rU. (4.33)
Con condicion inicial:
Ui(0) = max(K − Si, 0) = f(Si,K), i = 0, 1, 2, ...,M, (4.34)
la cual representa la solucio´n del valor de una opcio´n europea tipo put.
4.0.5.1. Discretizacio´n del valor del activo S y las condiciones inicial y de
frontera de la ecuacio´n diferencial parcial de Black-Scholes
Sea el ancho de cada intervalo dado por:
∆S = h =
Smax
M
, (4.35)
donde M es el numero de particiones de S y Smax es el precio mas alto del activo S,
de esta manera la variable S puede tomar los valores 0, h, 2h, ...Mh = Smax, cada
uno de estos, se supone son los valores del precio del activo, los cuales son un numero
de precios de activos escogidos, espaciados igualmente h.[33]
El punto (i, j) en la malla formada por los puntos ih, i = 0, 2, ...M y j, j = 0, 1, ...T
corresponden a los valores del activo S en un tiempo τ , de ahora en adelante Ui(τ) que
representara´ el valor de la opcio´n en (i, j).
Usando las diferencias divididas centrales (4.5) y (4.6) al lado derecho de la ecuacio´n
(4.33) e´sta se transforma en:
dUi(τ)
dτ
=
1
2
σ2S2i
(
Ci−1(τ)− 2Ci(t) + Ci+1(τ)
h2
)
+rSi
(
Ci+1(τ)− Ci−1(τ)
2h
)
− rCi(τ), i = 1, 2, 3, ...,M + 1.
(4.36)
Esto nos lleva a un sistema de ecuaciones diferenciales ordinarias (ODE) que sera´n
resueltas mediante algoritmos numericos.
Discretizando la condicio´n inicial Ui(0) = mx(K − Si, 0) = f(Si,K) [33] se tiene
Ui(0) = f(Si,K) = (ih,K) = max(K − ih, 0),
Ui(0) = K − ih, i = 1, 2, ...M + 1.
(4.37)
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Con las condiciones de frontera
U0(τ) = Ke
−rτ , UM (τ) = 0, (4.38)
la ecuacio´n U0(τ) = Ke
−rτ se deduce de reemplazar S = 0 en la ecuacio´n (4.33) y (2.4).
Las ecuaciones (4.37) y (4.38) definen el valor de la opcio´n put a los largo de tres puntos
de la malla S = 0, S = Smx = hM y t = T
El sistema (4.36) con sus condiciones iniciales y de frontera puede escribirse en forma
matricial como:
d ~Ui(τ)
dτ
= (A + Y + O)~U(τ) + ~B(τ), (4.39)
donde ~U(τ) es el vector
~U(τ) =

U1(τ)
U2(τ)
...
UM−1(τ)
 . (4.40)
Las matrices A, Y y O estan definidas como:
A =
σ2
2h2

−2S21 S21 0 0 0 · · · · · · · · ·
S22 −2S22 S22 0 0 · · · · · · · · ·
0 S23 −2S23 S23 0 · · · · · · · · ·
· · · · · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · 0 0 S2M−2 −2S2M−2 S2M−2
· · · · · · · · · 0 0 0 S2M−1 −2S2M−1

(4.41)
Y =
r
2h

0 S1 0 0 0 · · · · · · · · ·
−S2 0 S2 0 0 · · · · · · · · ·
0 −S3 0 S3 0 · · · · · · · · ·
· · · · · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · 0 0 −SM−2 0 SM−2
· · · · · · · · · 0 0 0 −SM−1 0

(4.42)
O = −r

1 0 0 · · · · · · · · ·
0 1 0 · · · · · · · · ·
0 0 1 · · · · · · · · ·
· · · · · · · · · · · · · · · · · ·
· · · · · · · · · 0 1 0
· · · · · · · · · 0 0 1

(4.43)
44
~B(τ) =

(
σ2S21
2h2
− rS12h
)
Ke−rτ
0
...
0
 (4.44)
4.0.6. Me´todo de Perturbacio´n Homoto´pica (HPM)
Muchas de las ecuaciones diferenciales parciales no lineales representan muchos proble-
mas de la ciencia y la ingenier´ıa, entre estas ecuaciones se pueden nombrar las ecuaciones
diferenciales parciales estocasticas las cuales tiene un comportamiento aleatorio que las
hace usualmente muy dificiles de resolver por me´todos anal´ıticos y nume´ricos. Algunos
me´todos han sido usados para resolver algunos modelos estoca´sticos, entre ellos se pue-
den incluir el me´todo de descomposicio´n de Adomian (ADM) [34], Iteracio´n Variacional,
Discretizacio´n de Galarkin. En este trabajo se trabajara´ e´l Me´todo de Perturbacio´n
Homoto´pica (HPM) [35, 36].
4.0.6.1. Descripcio´n del me´todo
Sea la ecuacio´n diferencial no-lineal:
A(u)− f(τ) = 0, τ ∈ Ω. (4.45)
Junto con las condiciones de frontera
B
(
u,
∂u
∂n
)
= 0, τ ∈ Γ, (4.46)
donde A es un operador diferencial, B es un operador de frontera, f(τ) es una funcio´n
anal´ıtica conocida y Γ es la frontera del dominio de Ω. El operador A puede ser general-
mente dividido en dos operadores, L y N , donde L y N son operadores lineal y no-lineal
respectivamente, entonces reescribiendo la ecuacio´n (4.45) se tiene:
L(u) +N(u)− f(τ) = 0, donde A(u) = L(u) +N(u), (4.47)
la idea principal del HPM es construir una funcio´n
v(τ, p) : Ω× [0, 1]→ R,
que satisfaga las siguientes ecuaciones:
H(v, p) = (1− p) [L(v)− L(v0)] + p [A(v)− f(τ)] = 0, p ∈ [0, 1] , τ ∈ Ω, (4.48)
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la cual toma el aspecto:
H(v, p) = L(v)− L(v0) + pL(v0)− pL(v) + p [A(v)− f(τ)] = 0
= L(v)− L(v0) + pL(v0) + p [A(v)− L(v)− f(τ)] = 0
H(v, p) = L(v)− L(v0) + pL(v0) + p [N(v)− f(τ)] = 0,
(4.49)
donde p es llamado el para´metro Homoto´pico, y v0 es una solucio´n inicial aproximada
de la ecuacio´n (4.45) que satisface las condiciones de frontera.
La ecuacin (4.49) puede reescribirse de la forma:
L(v)− L(v0) = −pL(v0)− p [N(v)− f(τ)]
L(v)− L(v0) = p [f(τ)−N(v)− L(v0)]
L(v)− L(v0) = p [A(v)− L(v0)] ,
(4.50)
denominada la ecuacio´n Homoto´pica [6].
Si se reemplaza p = 0 en la ecuacio´n (4.48) y p = 1 en la ecuacio´n (4.49)se tiene:
H(v, 0) = L(v)− L(v0) = 0, (4.51)
H(v, p) = A(v)− f(τ) = 0. (4.52)
El incremento de p de 0 hasta 1 es el mismo cambio de v(τ, p) desde v0(τ) hasta v(τ).
En topolog´ıa esto es llamado deformacio´n y L(v) − L(v0) y A(v) − f(τ) son llamadas
homoto´picas. El HPM usa el para´metro homoto´pico p como un para´metro de expancio´n
para obtener una solucio´n en series de potencias de la ecuacio´n (4.48) y (4.49) de la
siguiente manera:
v =
∞∑
i=0
pivi = v0 + pv1 + p
2v2 + p
3v3 + ... (4.53)
De acuerdo al HPM, la solucio´n aproximada de la ecuacio´n (4.45) se obtiene haciendo
p→ 1 en la ecuacio´n (4.53), as´ı:
u = l´ım
p→1
v = v0 + v1 + v2 + v3 + ... (4.54)
la serie (4.54) es convergente para la mayoria de los casos y el radio de convergencia
depende de A(u)− f(τ) [37].
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4.0.7. Procedimiendo del HPM aplicado a la ecuacio´n de Fokker-Planck
La ecuacio´n de Fokker-Plank es un importante modelo estoca´stico que aparece en varios
campos de ciencia natural, incluyendo o´ptica cua´ntica, f´ısica en estado solido, qu´ımica-
f´ısica, biologia teo´rica y teor´ıa de circuitos. La ecuacio´n de Fokker-Planck fue primero
usada por Fokker y Planck [38] para describir el movimiento Browniano de part´ıculas. Si
una pequen˜a particula de masa m es sumergida en un fluido, la ecuacio´n de movimiento
para la funcio´n de distribucio´n F (x, t) esta dada por:
∂F
∂t
= γ
∂F
∂v
+ γ
KT
m
∂2F
∂v2
, (4.55)
donde v es la velocidad del movimiento Browniano de una pequen˜a particula, t es el
tiempo, γ es la fraccio´n constante, K es la constante de Boltzmann’s y T es la tem-
peratura del fluido [38]. Esta ecuacio´n es usada en los campos de fuerza para estudiar
la estabilidad de un plasma de colisiones y las part´ıculas Browniano en movimiento a
trave´s de un medio a una temperatura fija.
En el caso de una variable, la ecuacio´n Fokker-Planck no lineal se escribe de la siguiente
forma:
∂u
∂t
=
[
−∂A(x, t, u)u
∂x
+
∂2 (B(x, t, u)u)
∂x2
]
, (4.56)
con la condicio´n inicial dada por
u(x, 0) = f(x), x ∈ R, (4.57)
si (ver ejemplo 3.1)
A(x, t, u) =
2− x2
t+ x
, (4.58)
y
B(x, t, u) = 1, (4.59)
considerando (4.57) con
u(x, 0) = f(x) = x, x ∈ R, (4.60)
reemplazando en la ecuacio´n (4.56)
∂u
∂t
=
−∂
[
2−x
2
t+x
]
u
∂x
+
∂2(1u)
∂x2
 , (4.61)
con la condicio´n inicial
u0(x, 0) = u(x, 0) = f(x). (4.62)
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Aplicando la te´cnica del HPM se tiene por la ecuacio´n homoto´pica que:
∂u
∂t
− ∂u0
∂t
= p
−∂
[
2−x
2
t+x
]
u
∂x
+
∂2(u)
∂x2
− ∂u0
∂t
 , (4.63)
asumiendo la solucio´n de la ecuacio´n en la forma (4.53), es decir:
u = u0 + pu1 + p
2u2 + p
3u3 + ... (4.64)
reemplazando (4.64) en la ecuacio´n (4.63), resolviendo y agrupando los terminos de las
mismas potencias de p se tiene
∂u
∂t
− ∂u0
∂t
= p
[
−
∂
[
2−x
2
t+x
]
(u0 + pu1 + p
2u2 + p
3u3 + ...)
∂x
+
∂2(u0 + pu1 + p
2u2 + p
3u3 + ...)
∂x2
− ∂u0
∂t
]
.
Agrupando las potencias de p, es decir p0, p1, p2, p3, ... se tiene
p0 :
∂u
∂t
− ∂u0
∂t
= 0,
p1 :
∂u1
∂t
=
(
1
2
x
(
∂u0
∂x
)
(t+ x)
+
2u0
(t+ x)2
−
2
(
∂u0
∂x
)
(t+ x)
+
1
2
u0
(t+ x)
−
(
∂u0
∂t
)
− 1
2
xu0
(t+ x)2
+
∂2u0
∂x2
)
p2 :
∂u1
∂t
=
(
−
2
(
∂u1
∂x
)
(t+ x)
− 1
2
xu1
(t+ x)2
+
1
2
u1
(t+ x)
+
(
∂2u1
∂x2
)
+
2u1
(t+ x)2
+
1
2
x
(
∂u1
∂x
)
(t+ x)
)
p3 :
∂u1
∂t
=
(
−
2
(
∂u2
∂x
)
(t+ x)
+
1
2
u2
(t+ x)
+
1
2
x
(
∂u2
∂x
)
(t+ x)
− 1
2
xu2
(t+ x)2
+
2u2
(t+ x)2
+
(
∂2u2
∂x2
))
,
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por lo tanto solucionando cada ecuacio´n y sumando cada una de ellas se obtiene la
solucio´n aproximada de la ecuacio´n (4.64)
u(x, t) =
1
(t+ x)3
(
−53
4
x+
1
8
x4
)
+
1
(t+ x)2
(
ln(t+ x)
[
1
4
x3 − 3x2 + 11x− 12
]
5
8
x3 +
83
8
x2 − 47x+ 52
)
+
1
(t+ x)
(
ln(t+ x)
[
3
4
x2 +
19
2
x− 23
]
+
3
8
x2 − 19
2
x+ 33
)
+ ln(t+ x)
[
−x− 1
2
]
− 9
2
ln2.
(4.65)
4.0.8. Procedimiendo del HPM aplicado a la ecuacio´n diferencial par-
cial de Black-Scholes
Sea la ecuacio´n diferencial parcial de Black-Scholes
∂C
∂t
=
1
2
σ2S2
∂2C
∂S2
+ Sr
∂C
∂S
− rC. (4.66)
Con condicio´n inicial:
C(St, T ) = max(K − St, 0) = f(S). (4.67)
Para este ejercicio se tomara´ como condicio´n inicial la siguiente funcio´n [39]:
f(S) = C0(S, t) = S +
1
S7/5
. (4.68)
Usando la ecuacio´n homoto´pica (4.50) se tiene para la ecuacio´n de Black-Scholes
∂C
∂t
− ∂C0
∂t
= p
[
1
2
σ2S2
∂2C
∂S2
+ Sr
∂C
∂S
− rC − ∂C0
∂t
]
, (4.69)
dado que
∂C0
∂t
=
∂(S + 1
S7/5
)
∂t
= 0, (4.70)
entonces la ecuacio´n (4.69) se transforma en
∂C
∂t
− ∂C0
∂t
= p
[
1
2
σ2S2
∂2C
∂S2
+ Sr
∂C
∂S
− rC
]
. (4.71)
Asumiendo la solucio´n dada en series de potencias como
C = C0 + pC1 + p
2C2 + p
3C3 + ... (4.72)
49
reemplazando en la ecuacio´n (4.71) se tiene que
∂C
∂t
− ∂C0
∂t
= p
[
1
2
σ2S2
∂2(C0 + pC1 + p
2C2 + p
3C3 + ...)
∂S2
+ Sr
∂(C0 + pC1 + p
2C2 + p
3C3 + ...)
∂S
− r(C0 + pC1 + p2C2 + p3C3 + ...)
]
.
Realizando las operaciones indicadas para determinar las potencias de p se tiene:
∂C
∂t
− ∂C0
∂t
=
1
2
σ2S2
(
p
∂2C0
∂S2
+ p2
∂2C1
∂S2
+ p3
∂2C2
∂S2
+ p4
∂2C3
∂S2
+ ...
)
+ Sr
(
p
∂C0
∂S
+ p2
∂C1
∂S
+ p3
∂C2
∂S
+ p4
∂C3
∂S
+ ....
)
,
− r(pC0 + p2C1 + p3C2 + p4C3 + ...)
Como se realizo´ anteriormente tenemos:
p0 :
∂C
∂t
− ∂C0
∂t
= 0.
Por lo tanto C0(s, t) esta dada por
C0(s, t) = S +
1
S7/5
(4.73)
Las derivadas parciales ∂C0∂S y
∂2C0
∂S2
, vienen dadas por:
∂C0
∂S
= 1− 7
5
1
S12/5
,
∂2C0
∂S2
=
7× 12
25
1
S17/5
.
p1 :
∂C1
∂t
=
1
2
σ2S2
∂2C0
∂S2
+ Sr
∂C0
∂S
− rC0
=
1
2
σ2S2
(
7× 12
25
1
S17/5
)
+ Sr
(
1− 7
5
1
S12/5
)
− r
(
S +
1
S7/5
)
=
7× 6
25
σ2
1
S7/5
+ rs− 7
5
r
S7/5
− rs− r
S7/5
∂C1
∂t
=
7× 6
25
σ2
1
S7/5
− 12
5
r
S7/5
,
por lo tanto C1(S, t) esta dada por
C1(S, t) =
(
42
25
σ2
1
S7/5
− 12
5
r
S7/5
)
t =
1
S7/5
(
42
25
σ2 − 12r
5
)
t (4.74)
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hallando las derivadas parciales ∂C1∂S y
∂2C1
∂S2
∂C1
∂S
= −7
5
1
S12/5
(
42
25
σ2 − 12r
5
)
t
∂2C1
∂S2
=
7× 12
25
1
S17/5
(
42
25
σ2 − 12r
5
)
t.
p2 :
∂C2
∂t
=
1
2
σ2S2
∂2C1
∂S2
+ Sr
∂C1
∂S
− rC1
=
1
2
σ2S2
(
7× 12
25
1
S17/5
(
42
25
σ2 − 12r
5
)
t
)
+ Sr
(
−7
5
1
S12/5
(
42
25
σ2 − 12r
5
)
t
)
− r
(
1
S7/5
(
42
25
σ2 − 12r
5
)
t
)
=
42
25
σ2
1
S7/5
(
42
25
σ2 − 12r
5
)
t− 7
5
r
S7/5
(
42
25
σ2 − 12r
5
)
t− r
S7/5
(
42
25
σ2 − 12r
5
)
t
=
42
25
σ2
1
S7/5
(
42
25
σ2 − 12r
5
)
t− 12
5
r
S7/5
(
42
25
σ2 − 12r
5
)
t
∂C2
∂t
=
(
42
25
σ2 − 12r
5
)2 1
S7/5
t
por lo tanto C2(S, t) esta dada por
C2(S, t) =
(
42
25
σ2 − 12r
5
)2 1
S7/5
t2
2
=
(
42
25
σ2 − 12r
5
)
C1(S, t)
t
2
(4.75)
las derivadas parciales ∂C2∂S y
∂2C2
∂S2
vienen dadas por:
∂C2
∂S
= −7
5
1
S12/5
(
42
25
σ2 − 12r
5
)2 t2
2
∂2C2
∂S2
=
7× 6
25
1
S17/5
(
42
25
σ2 − 12r
5
)2
t2.
p3 :
∂C3
∂t
=
1
2
σ2S2
∂2C2
∂S2
+ Sr
∂C2
∂S
− rC2
=
1
2
σ2S2
(
7× 6
25
1
S17/5
(
42
25
σ2 − 12r
5
)2
t2
)
+ Sr
(
−7
5
1
S12/5
(
42
25
σ2 − 12r
5
)2 t2
2
)
− r
((
42
25
σ2 − 12r
5
)2 1
S7/5
t2
2
)
=
42
25
σ2
1
S7/5
(
42
25
σ2 − 12r
5
)2 t2
2
− 7
5
r
S7/5
(
42
25
σ2 − 12r
5
)2 t2
2
− r
S7/5
(
42
25
σ2 − 12r
5
)2 t2
2
=
42
25
σ2
1
S7/5
(
42
25
σ2 − 12r
5
)2 t2
2
− 12
5
r
S7/5
(
42
25
σ2 − 12r
5
)2 t2
2
∂C3
∂t
=
(
42
25
σ2 − 12r
5
)3 1
S7/5
t2
2
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por lo tanto C3(S, t) esta dada por
C3(S, t) =
(
42
25
σ2 − 12r
5
)3 1
S7/5
t3
2× 3 =
(
42
25
σ2 − 12r
5
)
C2(S, t)
t
3
(4.76)
en general la solucio´n de la ecuacio´n de Black-Scholes C(S, t) viene dada por la aproxi-
macio´n
C(S, t) = C0(S, t) + C1(S, t) + C2(S, t) + C3(S, t) + ... (4.77)
Reemplanzando los resultados anteriores se obtiene
C(S, t) = S +
1
S7/5
+
1
S7/5
(
42
25
σ2 − 12r
5
)
t
+
(
42
25
σ2 − 12r
5
)2 1
S7/5
t2
1× 2
+
(
42
25
σ2 − 12r
5
)3 1
S7/5
t3
1× 2× 3 + ...
(4.78)
la cual se puede escribir en terminos de sumatoria como
C(S, t) = S +
1
S7/5
(
1 +
∞∑
n=1
(
42
25
σ2 − 12r
5
)n tn
n!
)
(4.79)
Ejemplo: Consideremos el caso cuando la volatilidad es σ = 0,2 y r = 0,01, la C(S, t)
viene dada por la siguiente expresio´n:
C(S, t) = S +
1
S7/5
(
1 +
∞∑
n=1
(0,0432)n
tn
n!
)
(4.80)
Cap´ıtulo 5
Aplicaciones
El proposito de este capitulo es mostrar nume´ricamente los resultados de los ejemplos
resueltos anal´ıticamente en el capitulo anterior y otros planteados en este capitulo; ca-
da una de las gra´ficas y tablas mostradas describen las soluciones de cada una de las
ecuaciones con sus condiciones iniciales y de frontera, en algunos de ellos se variara´n
para´metros para observar el comportamiento de la solucio´n bajo estas variaciones.
5.0.1. Me´todo de L´ıneas aplicado a la ecuacio´n difusio´n
Ejemplo: Sea la ecuacio´n de difusio´n con condiciones incial y de frontera
ut = βuxx
u(x, 0) = sen(2pix) + 2x+ 1, 0 ≤ x ≤ a
u(0, t) = 1, ux(1, t) = 2, 0 ≤ t ≤ T,
(5.1)
con β = 10−5, T = 12000, a = 1,
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Figura 5.1: Gra´fica de la condicio´n inicial a lo largo del tiempo
52
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Figura 5.2: Solucio´n nume´rica de la ecuacio´n de difusio´n
5.0.2. Me´todo de L´ıneas aplicado a la ecuacio´n diferencial parcial de
Black-Scholes
Considerar una opcio´n Put europea con no pago de dividendos cuando el precio Strike,
K = 50, con la tasa libre de riesgo r = 10 % por an˜o, y la volatilidad σ= 40 % por ao.
Realizar una tabla que muestre los resultados tomando, M = 20 (particiones de S) y
∆S = h = 5 (ancho de cada particio´n ∆S). El precio de la opcio´n es evaluado en $5
para cada particin entre $0 y $100, con S ∈ [0, 100] . La vida u´til de la opcio´n es de 5
meses con particio´n cada medio mes, con N = 10 (particiones de t). [40, pa´g 212].
Se observa en la matriz como los valores del precio de la opcio´n Put C para M =
20 particiones del activo S obtenidos num´ericamente tienden a cero cuando S es muy
grande, verificando asi la tendencia de este tipo de opcio´n.
Figura 5.3: Matriz de la solucio´n nume´rica Opcio´n Put
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Figura 5.4: Gra´fica de la solucio´n nume´rica Opcio´n Put
Cada curva corresponde a los datos de cada columna en la matriz opcio´n Put nume´rica
para diferentes valores de tiempo T . Una curva se compone de 20 datos representando
la particio´n del activo en el eje horizontal y el valor de la opcio´n en el eje vertical.
Se observa que todas las curvas coninciden en un mismo punto (Valor activo S- Valor
opcio´n C) de manera aproximada para la particio´n M = 8,15 correspondiente a S = 51
en el activo y un valor de opcio´n C = 8,8.
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5.0.3. Me´todo de perturbacio´n Honoto´pica aplicado a la ecuacio´n di-
ferencial parcial de Black-Scholes
Sea la ecuacio´n diferencial parcial de Black-Scholes
∂C
∂t
=
1
2
σ2S2
∂2C
∂S2
+ Sr
∂C
∂S
− rC,
con condicio´n inicial:
C(St, T ) = max(K − St, 0) = f(S) = C0(s, t) = S + 1
S7/5
.
Cuya solucio´n usando HPM es:
C(S, t) = S +
1
S7/5
(
1 +
∞∑
n=1
(
42
25
σ2 − 12r
5
)n tn
n!
)
.
A continuacio´n se motrara´n los resultados nume´ricos de la solucio´n para diferentes va-
lores de la volatilidad σ y la condicio´n inicial C0(s, t).
Considerando el caso cuando la volatilidad es σ = 0,2, r = 0,01 y C0(s, t) = S +
1
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Figura 5.5: Gra´fica de la solucion de la ecuacion diferencial de Black-Scholes con con
condicion inicial C0(s, t) = S +
1
S7/5
y σ = 0,2
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Considerando el caso cuando la volatilidad es σ = t2r2, C0(s, t) = S +
1
S7/5
y r = 0,01
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Figura 5.6: Gra´fica de la solucion de la ecuacion diferencial de Black-Scholes con con
condicion inicial C0(s, t) = S +
1
S7/5
y σ = t2r2
Considerando el caso cuando la volatilidad es σ = 0,2, C0(s, t) = St
2 + t
S7/5
y r = 0,01
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Figura 5.7: Gra´fica de la solucion de la ecuacion diferencial de Black-Scholes con con
condicion inicial C0(s, t) = St
2 + t
S7/5
y y σ = 0,2
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Considerando el caso cuando la volatilidad es σ = t2r2, C0(s, t) = St+
1
S7/5
y r = 0,01
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Figura 5.8: Gra´fica de la solucion de la ecuacion diferencial de Black-Scholes con con
condicion inicial C0(s, t) = St+
1
S7/5
y y σ = t2r2
Como se puede observar en las figuras (5,5) y (5,6) no hay variaciones en el valor de
la opcio´n para valores de volatilidades diferentes, pero en las figuras (5,7) y (5,8) el
valor cambio para condiciones iniciales diferentes, con lo que se puede concluier que el
me´todo HPM es un me´todo que depende de la condicion inicial del problema, lo que
anal´ıticamente se demostro´ al ser un me´todo recursivo que depend´ıa de la condicion
inicial.
Cap´ıtulo 6
Conclusiones y recomendaciones
6.1. Conclusiones
Se planteo´ un teorema de la volatilidad debido a que el valor del precio de la opcio´n
obtenido de la manera cla´sica cambia para diferentes valores de la volatilidad, es
decir para valores muy grandes y valores muy pequeos.
Se encontro´ una diferencia significatica de la solucio´n anal´ıtica de la ecuacio´n
diferencial de Black-Scholes obtenida de forma cla´sica y mediante la transformada
de Fourier, mostrando ser anal´ıticamente mas ligera la transformada de Fourier.
Se encontro´ una solucio´n nume´rica, a trave´s de los me´todos de l´ıneas y perturbacio´n
homoto´pica a la ecuacin diferencial parcial que origina el modelo de Black-Scholes
por medio de algoritmos nume´ricos.
Se observo´ que la volatilidad σ en el sistema de ecuaciones diferenciales ordinarias
planteado por el me´todo de l´ıneas en la ecuacio´n diferencial de Black-Scholes debe
ser constante, ya que la escogencia de una volatilidad variable implica el adecuado
dimensionamiento de la nueva matriz para que los productos matriciales tengan
sentido.
Se observo´ en el me´todo de perturbacio´n homoto´pica HPM aplicado a la ecuacio´n
diferencial de Black-Scholes depende de la condicio´n inicial. El me´todo se hace mas
robusto o mas ligero anal´ıticamente debido a su depencia de la derivada parcial en
la condicio´n inicial. En otras palabras, se puede decir que el me´todo HPM depende
principalmente de la condicio´n inicial por ser este un me´todo recursivo.
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La solucio´n de la ecuacio´n diferencial de Black-Scholes obtenida por el me´todo
HPM usando el me´todo nume´rico aqu´ı utilizado permitio´ simular la solucio´n va-
riando diferentes para´metros como la volatilidad, la tasa de intere´s libre de riesgo
y volatilidad expresada en te´rminos del tiempo y la tasa de intere´s libre de riesgo.
6.2. Recomendaciones
Debido a la no estacionariedad de la ecuacio´n diferencial parcial de Black-Scholes y
a su energ´ıa asociada, se hace u´til utilizar una transformada tiempo-frecuencia que
pueda reflejar los cambios en frecuencia con respecto al tiempo por lo que el futuro
se usar otras transformadas integrales como por ejemplo la transforamada Wavelet
o la transformada Wigner Ville para determinar una solucio´n anal´ıtica-nume´rica.
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