The main goal is to study the Hopf algebra structure on quivers. The main result obtained by C. Cibils and M. Rosso is improved. That is, in the case of infinite dimensional isotypic components it is shown that the path coalgebra kQ C admits a graded Hopf algebra structure if and only if Q is a Hopf quiver. All nonisomorphic point path Hopf algebras and point co-path Hopf algebras are found. The relation between path algebras and path coalgebras is given. It is proved that Taft algebras and multiple Taft algebras are Hopf subalgebras of crown algebras and multiple crown algebras, respectively.
Introduction
It has been a long time since quivers were first used to study algebra structures. Quivers play an important role in the representation theory of algebras(see [2] ). In recent years, people began to study Hopf algebras and quantum groups using quivers because of the works of C. Cibils and M. Rosso [3] [4] . They obtained the necessary and sufficient condition for a path coalgebra of a quiver to admit a graded Hopf algebra structure. But they neglected the fact that there may be infinite arrows between two vertices. Results they obtained are limited. In this paper we solve completely the problem, calculate the number of non-isomorphic graded Hopf algebras on a finite Hopf quiver and find the forms of operations of those Hopf algebras and the relation between path algebras and path coalgebras. Crown algebras referred in [3] are studied. We prove that a Taft algebra is isomorphic to a Hopf subalgebra of a crown algebra and that a multiple Taft algebra is isomorphic to a Hopf subalgebra of a multiple crown algebra. By proving these results, we obtain a very interesting and unexpected quantum combinatoric formula Finally, the graph properties of Hopf quivers are studied. The book of S.Dascalescu, C.Nastasecu and S. Raianu [6] , the book of S. Montgomery [7] , and the book of M. E. Sweedler [10] provide the necessary background for Hopf algebras, while the book of M. Auslander I. Reiten and S.O. Smalφ [2] gives precise insight to the path algebra approach.
Basic Concepts
Let k be a field. If X is a set, letX be the cardinality of X. If X is finite, we also denote by | X | the number of elements of X. Let µ be the multiplication, ∆ the comultiplication , α − , α + , δ − and δ + the left module, the right module, the left comodule and the right comodule structure maps, respectively. The sigma notations for co-computations are the Sweedler notations, i.e. ∆(x) = x 1 ⊗ x 2 , δ − (x) = x (−1) ⊗ x (0) , δ + (x) = x (0) ⊗ x (1) .
f is called a character of a group G if f is a group morphism from G to the non-zero elements of k. LetĜ be the group of characters of G. ThenĜ is called the character group of G. If X = ⊕ i∈I X i as vector spaces, let ι i be the natural injection from X i to X, π i the natural projective from X to X i . ι i is always omitted in computations. i∈I X * i is called the direct sum part of X * = i∈I X * .
A quiver (Q 0 , Q 1 , s, t) , simply denoted by (Q, s, t) or Q , is an oriented graph given by two sets Q 0 and Q 1 of vertices and arrows, and two maps s and t from to Q 1 to Q 0 . For any arrow a ∈ Q 1 , s(a) and t(a) are called its source and terminal vertices, respectively. And a is called an arrow from s(a) to t(a). If s(a) = x and t(a) = y, we also denote by a yx or a y,x the arrow a. If N is a subset of Q 0 , and u, v ∈ N , we denote by P N 
. Q is called a quiver of a group G if Q 0 = G. We denote by (Q, G, s, t) this quiver. Let Q n be the set of n-paths, K(G) the set of conjugacy classes of G. Then r = C∈K(G) r C C is called a ramification data of group G, where each r C is a positive integer or the cardinality of a set. We will always assume that the cardinality of set I C is r C . r is a locally finite ramification data of G if for any C , r C is a positive integer. Moreover ,if G is a finite group, a locally finite ramification data r is called a finite ramification data. If for any C, r C ≤ 1, then r is called a simple ramification data of G. If there is unique r C = 1 and others are zero, r is called a basic ramification data of G. If r ′ = C∈K(G) r ′ C C is another ramification data of G, and for any C ∈ K(G), the cardinality r ′ C is less than or equal to the cardinality of r C , r ′ is called a ramification subdata of r. Q is a quiver of group G. If for any x, y ∈ G, the cardinality of the set of arrows from x to y is r C , where x −1 y ∈ C, Q is called the corresponding Hopf quiver with respect to the ramification data r. We denote by y Q x 1 = {a
yx | i ∈ I C } the set of arrows from x to y.
Let Q be a quiver. Path coalgebra kQ C = T C kG (kQ 1 ) is the cotensor coalgebra over kG(see [3] and [5] ). If Q is finite, path algebra kQ = T (kG) * (kQ 1 ) is the tensor algebra over (kG)
* (see [8, Section 1.4] 
where Θ C is the index of Z u(C) in G.
The representative element of coset Z u(C) is the unit element e of G. We will prove a simple fact: if g
α ∈ Z u(C) which implies α = β. If for any x, y ∈ G satisfying x −1 y ∈ C, then there exists unique α ∈ Θ C such that
Without specification, x, y, α and C have the relation as above. Notice that α is only decided by x −1 y. There exist unique h ′ ∈ Z u(C) and α
If u(C) lies in the center Z(G) of G, we have ζ α = id G . In particular, if G is abelian,
M is called a pointed A-module if M is the direct sum of A-modules of dimension 1. We will denote by P M A the category of pointed A-modules. M * is called a pointed
for any x, y ∈ G. If f is a kG-bicomodule morphism from B to B ′ , we write
Notations are those in [8, Section 1.4] . If A is an algebra, and M is an A-module, then the tensor algebra over A of M is denoted by T A (M) = A + n>0 ⊗ n A M. If D is the other algebra, h an algebra map from A to D, and f an A-bimodule map from M to D, by the universal property of [8, Proposition 1.
is an algebra map from
If D is another coalgebra, h the coalgebra map from D to C, and f the C-bicomodule map from D to M such that f (corad(D)) = 0, by the universal property of [8, Proposition 1. If C is a subcategory of a set category, we denote by ISOC the class of isomorphic objects classes of C.
The Category of Hopf bimodules
In this section, the category of Hopf bimodules will be described in a simple way.
Results in this section can be found in [4] which is not entire and is written in French. Proofs in this section are different from theirs. Results and their proofs will be given completely since we will use these proofs later.
Theorem 1.1 The category B(kG) of Hopf bimodules is equivalent to the cartesian product of categories
Proof. We define two functors by W :
where for any morphism f :
We will show that W and V are equivalent by four steps.
(i) If B is a kG-Hopf bimodule, it is easy to prove that u(C) B 1 is a right kZ u(C) -module with module structure
where h, x, y ∈ G, m ∈ M(C), and they have the relation (2) . It is easy to check that
. Then for any x, y ∈ G, m ∈ M(C), we have
(iii) By (i) and (ii), we can check step by step that V and W are functors.
(iv) We construct now two natural isomorphisms ϕ and ψ as follows. For any B ∈ B(kG), we define a kG-Hopf bimodule map
for any x, y ∈ G, b ∈ y B x . Since
(B is a kG-Hopf bimodule.)
and similarly we have
x is a map.
Suppose that
In this way, we can prove easily that ϕ :
It is easy to see that
it is easy to check that ψ :
is a natural isomorphism.
P

(Co-)path Hopf algebra
In this section, we provide the method to construct a (co-)path Hopf algebra from a Hopf quiver.In this way, we obtain all non-isomorphic pointed (co-)path Hopf algebras. We give an example to show that there exists a graded Hopf algebra with iso-typic components of infinite dimension, which shows that [3, Theorem3.3] in the paper of Cibils and Rosso is not complete and it is only the case of a locally finite quiver. Let X be an infinite dimensional vector space with a base of cardinality α. Denote dimX = α. If M is a kG-Hopf bimodule, and for any C ∈ K(G), we have dim
then M is called a corresponding Hopf-bimodule with respect to ramification data r. We denote by (B(kG)) r the subcategory of such objects of B(kG). If for any C ∈ K(G), M(C) is a right kZ u(C) -module and dimM(C) = r C , then we say that × C∈K(G) M(C) is decided by ramification data r. The subcategory of such objects of Proof. (i) Suppose that the tensor algebra T B (M) over B of M admits a graded Hopf algebra structure. Obviously, B is a Hopf algebra. Define two operations on M by
We first check that
Since ∆ is a graded map, then we only need check that (9) holds on M. For any
the equality (9) is checked. Thus it is immediate by (9) that
Now we show that (M, δ − ) is a B-comodule. Since
and
is a right B-comodule and (M,
for any b ∈ B, x ∈ M, δ − is a left B-module map. Similarly, δ − is a right B-module map and δ + is a left and right B-module map.
Conversely, suppose that B admits a Hopf algebra structure and M admits a B-Hopf bimodule structure. By [8, Section 1.4], T B (M) is a bialgebra and the comultiplication of
(ii) Assume that the cotensor coalgebra T C B (M) over B of M admits a graded Hopf algebra structure. Clearly, B is a Hopf algebra. Define two operations on M by
It is easy to check that
By (12), we have
Conversely, assume that B admits a Hopf algebra structure and M admits a B-Hopf bimodule structure. By [8, Section 1.4], T C B (M) is a bialgrbra, and the multiplication of
Since ∆ doesn't change the grading, µ is a graded map. Thus T Proof. (i) ⇒ (ii) Let Q be a Hopf quiver with respect to ramification data r. For any C ∈ K(G), assume that M(C) is a pointed right kZ u(C) -module with a base {ξ
It is easy to see that φ is bijective. In this way, a kG-Hopf bimodule structure of kQ 1 is induced.
(ii) ⇒ (iii) follows from Lemma2.1. (iii) ⇒ (i) Assume that path coalgebra kQ C = T kG (kQ 1 ) admits a graded Hopf algebra structure. By Lemma2.1, arrow comodule kQ 1 admits a kG-Hopf bimodule structure. Thus
we have dim
1 , which shows that Q is a Hopf quiver.
(i) ⇒ (iv) If Q is finite, it is easy to see that the dual (kQ) * of kG-Hopf bimodule kQ 1 is a (kG) * -Hopf bimodule. Define a linear isomorphism by
, where
In this way, a (kG) * -Hopf bimodule structure of k Q 1 can be induced.
bimodule, which implies that kQ 1 is a kG-Hopf bimodule. By the proof of (iii) ⇒ (i), we have that Q is a Hopf quiver. P Remark. Assume that conditions of the preceding Theorem hold. Let Q be a Hopf quiver with respect to ramification data r. In this case, the graded Hopf algebra T C kG (kQ 1 ) decided by arrow comodule kQ 1 is called a co-path Hopf algebra, denoted by (kQ C ) r or kQ C . Dually, the graded Hopf algebra T (kG) * (k Q 1 ) decided by arrow module k Q 1 is called a path Hopf algebra, denoted by (kQ) r or kQ. Moreover, the co-path Hopf algebra is called a pointed co-path Hopf algebra if kQ 1 is a Hopf bimodule with pointed module structure. We dually have the concept of pointed path Hopf algebra. Categories of such two kinds of graded Hopf algebras are denoted respectively by (P Q C ) r and (P Q) r .
The pointed module structures of (ii) are defined as follows. There exists f
Indeed, by the proof of (i) ⇒ (ii), we have
The multiplication of (iii) is defined by
yh,xh . The pointed comodule structures of (iv) are defined as follows. There exists f
where p h ∈ (kG) * satisfying that p h (h) = 1 and p h (g) = 0 if g = h. Indeed, it is enough to show that δ − and δ + are respectively the duals of module actions α
C (ζ α (g)), and 
Proof. (i) We write Φ = T B (ι 0 , ι 1 φ). It has been known that Φ is an algebra map. It is obvious that Φ is a graded map. For any
= (Φ ⊗ Φ)∆(x) (Φ and ∆ are algebra maps.)
It follows that Φ is a coalgebra map.
(ii) Set Ψ = T C B ((π 0 , φπ 1 )). We have known that Ψ is a coalgebra map. It is obvious that Ψ is a graded map. For any x ∈ P i B M, y ∈ P j B M with i + j = n, we have
(µ is a coalgebra map.) (12)).
It follows that Ψ is an algebra map. P are inverses to each other. Similarly, (i) ⇒ (iii) can be proved. Clearly, (ii) implies (i), and (iii) implies (i), too. P Lemma 2.5 Let I be a nonempty set with cardinality ν. Let (P M kG ) ν denote the category of pointed right kG-modules with cardinality ν. Then ISO(P M kG ) ν and × i∈IĜ = {{f (i) } i∈I | f (i) ∈Ĝ, i ∈ I} are cardinally equivalent.
Proof.Let M be a vector space with a base {ξ
Define φ : × i∈IĜ → ISO(P M kG ) ν , such that φ(f ) = M. We now show that φ is a map.
Let M ′ be a space with a base {ξ
, where h ∈ G. Obviously, M and M ′ are isomorphic as right kG-modules, which shows that φ is a map. It is clear that φ is surjective. We now show that φ is injective. By [1, Exersice 11.11], if f, f ′ ∈ × i∈IĜ and φ(f ) = M = ⊕ i∈I kξ
Theorem 2.6 r is a ramification data of G. Then the following sets are cardinally equivalent.
(i) Cartesian products {{f
Proof. For convenience, we denote respectively by A, B, C, D, E the five sets.
(I) By Lemma2.5, for any C ∈ K(G), cartesian products of × i∈I C Z u(C) and the set ISO (P M kZ u(C) ) r(C) have the same cardinality,i.e. there exists a bijection
Since φ C is bijective, so is φ.
(II) By Theorem1.1, B and C are cardinally equivalent.
(III) For proving that C and D have the same cardinal, it is enough to show the following fact. If X is a kG-Hopf bimodule with respect to r, then there exists a Hopf quiver Q with respect to r such that kQ 1 and X are isomorphic as kG-Hopf bimodules. This fact has been obtained in the proof of (i) ⇒ (ii) of Theorem2.2.
(IV) We now show that E and D are cardinally equivalent. Let Q and Q ′ be Hopf quivers with respect to ramification data r. Hopf algebra structure while Q is not a Hopf quiver of C. Cibils and M. Rosso.
Example 2.9 Let G = Z 2 = (g) be the group of order 2, X and Y be respectively the set of arrows from g 0 to g 0 and the set of arrows from g to g, andX =Ȳ . The corresponding quiver Q is a Hopf quiver with respect to ramification data r = r {g 0 } {g 0 }, where r {g 0 } =X.
By Theorem2.2, kQ C is a graded Hopf algebra. Assume that
. By Theorem 2.6, given {f i } i∈I , there is a unique co-path Hopf algebra kQ C . We now show their computations in details. For any i, j ∈ I, it is obtained easily that
By Theorem2.2, it is easy to show the following
Proposition 2.10 If r ′ is a ramification subdata of r, then the (co-)path Hopf algebra
with respect to r ′ is the graded Hopf subalgebra of the one with respect to r.
The Relation between Path Algebras and Path Coalgebras
Although the computations of path algebras and path coalgebras referred in [5] and [3] are dual to each other, there are not many results about them. In this section, the relation between path algebras and path coalgebras is provided. It is shown that a path coalgebra is the the direct sum part of the dual of a path algebra, and a path algebra is the direct sum part of the dual of a path coalgebra. Quivers in this section are finite. 
Proof. (i) is obvious.
(ii) For any m ∈ M, n ∈ N satisfying m⊗n ∈ MP B N, we have that (δ
, and u 1 , u 2 , · · · , u l are linearly independent. We now show that for i = 1, 2, · · · , l we have v i ⊗ n ∈ MP B N. Consider
Since u 1 , u 2 , · · · , u l are linearly independent, we have that v i ⊗ n ∈ MP B N, which shows that δ − M 2N is a map from MP B N to A ⊗ MP B N(indeed, the fact is given in [6, p.87]). In this way, we can finish the proof easily.
(iii) It has been known that σ(f
We will regard (M * ⊗ N * ) and (M ⊗ N) * as the same vector space. For any f
Thus σ can be lifted to a k-linear morphismσ from M * ⊗ B * N * to (MP B N) * . We now show thatσ is bijective.
which shows that u ∈ I. So I = W * .
We now show thatσ is surjective. Since for any v ∈ (MP B N)
, which shows thatσ is surjective.
Soσ is bijective. Finally, we can check directly thatσ is an A * -C * -bimodule map.P 
is an A-C-bimodule with structure maps α
Proof.(i) and (ii) are easy. (iii) Consider
Of course, we can also prove it in the dual way of the proof of Lemma3.1. P
Theorem 3.3 (i) Let A be a finite algebra and M a finite dimensional A-bimodule. Then T A (M) is isomorphic to the dense subalgebra of (T
is the direct sum part of (T
(ii) Let C be a finite dimensional coalgebra and M a finite dimensional C-bicomodule. Then T C C (M) is isomorphic to the dense subcoalgebra of (T C * (M * )) * as coalgebras, i.e.
Proof. (i) The direct sum part of (T
(ii) is the dual case of (i). P Corollary 3.4 Let Q be a finite quiver.
(i) Path algebra kQ is isomorphic to the dense subalgebra of (kQ C ) * , i.e. kQ is isomorphic to the direct sum part of (kQ C ) * .
(ii) Path coalgebra kQ C is isomorphic to the dense subcoalgebra of (kQ) * , i.e. kQ C is isomorphic to the direct sum part of (kQ) * .
Crown Algebra
In this section, we will show that a Taft algebra is a Hopf subalgebra of a crown algebra and that a multiple Taft algebra H(G, n, c * , c) (see [6, Definition 5.6.15 ] ) is a Hopf subalgebra of a multiple crown algebra. If (Q, {g}) is a basic Hopf quiver of a cyclic group G =< g > with respect to the ramification data r = {g}, the pointed co-path Hopf algebra kQ C of Q is called a crown algebra, denoted by K(g). We denote by E j the j-path from g 0 . We sometimes denote by
where 0 = q ∈ k. If g is of order n and q is a primitive n-th root of unity, K(g) is said to be of finite type. If g is of infinite order, K(g) is said to be of infinite type. In this section, k is of characteristic 0.
Proof. (i) By induction on r. For r = 1, the result obviously holds. Now assume that r > 1
(ii)By induction on r. For r = 1, it is easy to see that the result holds. Now suppose that r > 1.
(by the induction hypothesis)
= q βr (r)! q P r g αr +r ,g αr . P
Let T n denote the Taft algebra (see [6, p.166] ) over cyclic group C =< c > of order n, that is to say, T n is the algebra generated by c and x satisfying the relations
where q is a primitive n-th root of unity.
Theorem 4.2 Taft algebra T n is a Hopf subalgebra of the crown algebra K(g) of finite type over group G = (g) of order n.
Proof. We first define φ :
. By Lemma4.1, φ is a map. It is easy to show that φ is a Hopf algebra map.
By Lemma4.1 (ii), for any 0 ≤ i, j < n, we have
(iii) T n can be lifted, i.e. T n = kC ⊕ r(T n ).
Proof. (i) It is obvious that (x) is n-nilpotent. Thus (x) ⊆ r(T n ). It is easy to see that
(ii) and (iii) have been obtained in the proof of (i). P We consider now the second problem in this section that the relation between multiple Taft algebras and multiple crown algebras. Let g 1 , g 2 , · · · , g t be t elements of a group G. If for any families of natural numbers i 1 , i 2 , · · · , i t and j 1 , j 2 , · · · , j t , g
Definition 4.4 Let g 1 , g 2 , · · · , g t be independent elements in the center Z(G) of G.
Then the pointed co-path Hopf algebra with respect to the ramification data
It is necessary to mention that any path with source vertex in the subgroup < g 1 , g 2 , · · · , g t > is a path of this subgroup. There exists f i ∈Ĝ such that for any h ∈ G, a g i ,g 0
If for any 1 ≤ i, j ≤ t, g i is an element of order n i , q i an n i -th root of unity and q ij q ji = 1, then we call K(g 1 , g 2 , · · · , g t ) a multiple crown algebra of finite type.
In the rest of this paper, we only consider the case of finite type and always assume that g 1 , g 2 , · · · , g t are independent elements in the center of G.
We recall now the Hopf algebra H(C, n, c, c * ) defined in [6, Definition 5.6.15].
Definition 4.5 Let
be the Hopf algebra generated by {g, X j , | g ∈ C, j = 1, 2, · · · , t}, where (i) elements of group C are abelian group-like elements of
is a primitive n i -th root of unity, let J(a) be the ideal of A t generated by {X
Then A t /J(a) is called a multiple Taft algebra, denoted by H(C, n, c, c We denote by d u the number of ones of
We
(iii) There are
We assume that d u = 1. By the definition, the u-th arrow of (α, β) d is α d u · s(β u−d u +1 ) with its terminal vertex being the product of its source vertex and one element of g 1 , g 2 , · · · , g r . The u-th arrow of (α 
If α and α ′ have the same source vertex, then there
We can similarly prove the second claim.
(iii)By induction on t. For t = 1 it is obvious. For t = 2, since any path from e to g
is decided uniquely by the sequence of its vertices while the number of g 2 in such vertices sequence will be added sequentially i 2 times, there are
Now assume that t > 2. By the induction hypothesis, there are
vertex sequences of paths from e to g 
(iv) By induction on t. For t = 1, the result holds obviously. For t = 2, by (19), E i 1
. By (i) and (iii), the result holds, too. Now assume that t > 2. By the induction hypothesis, E
is the linear combinations of (i 1 + i 2 + · · · + i t−1 )-paths from e to g
) with non-zero coefficients. We complete the proof by (ii) and (iii).
, which follows from the fact that any path from g
can be obtained from one path from e to g
Lemma 4.7 T (c 1 , c 2 , · · · , c t ) is a graded Hopf algebra with coradical kC.
Proof. We call cX p = cX Proof. Let h :
And let f :
It is easy to show that h is a coalgebra map and f is a kG-bicomodule map. By Lemma4.6,
It is easy to check directly that F is a graded Hopf algebra map.
It is enough to show that F is injective. For any 0 ≤ i 1 < n 1 , · · · , 0 ≤ i t < n t , g ∈ C , we consider By [6, Proposition 5.6.14], {gX
Therefore, F is injective. P By the preceding Theorem, the subalgebra of the multiple crown algebra K(g 1 , g 2 , · · · , g t ) generated by elements {g, E g i | g ∈ G, i = 1, 2, · · · , t} is a graded Hopf subalgebra. We can regard it as the multiple Taft algebra T (g 1 , g 2 , · · · , g t ), which implies that G may not be albelian when we consider a multiple Taft algebra.
We find now a quantum combinatoric formula by a crown algebra K(g).
For convenience, for any permutation σ ∈ S n , let τ (σ) denote the negative of the order of σ.
Lemma 4.9 For any family i 1 , i 2 , · · · , i r of natural numbers, we have
where β r = r−1
Proof.
By Lemma4.1, we have the following (ii) If q is a primitive n-th root of unity, then S r (q)
Indeed, in (ii) of the preceding Proposition, the result of the case S n (q) = 0 can be obtained by the following Lemma.
We define an equivalence relation of S n of all n-permutations as follows. σ ∼ σ ′ if and
Lemma 4.11 Any equivalence class of S n includes (n − 1)! elements.
Proof. For n = 2, it is obvious. Suppose that the result holds for the case of n − 1.
For any σ ∈ S n−1 , we have (σ(1), . . . , r n, . . . , σ(n − 1)) ∈ S n , where 0 ≤ r ≤ n − 1. It is clear that τ ((σ(1) , . . . , r n, . . . , σ(n − 1))) = τ (σ) + r, which shows that n n-permutations induced by σ lie respectively in each equivalence class of S n . By the induction hypothesis, there are (n − 1)! elements in each of the equivalence classes of S n .P
Graph Properties of Hopf Quivers
In this section, we provide some graph properties of Hopf quivers. Four examples are given to show the following facts: There are a Hopf quiver with odd Hopf degree and a Hopf quiver with even Hopf degree. There are a regular graph with odd Hopf degree and a regular graph with even Hopf degree, which are not Hopf quivers. Since a connected graph is Eulerian if and only if the degree of any vertex of it is even, we provide examples to show that there exists a Hopf quiver being an Eulerian graph and one not Eulerian.
If arrows incident with the same two vertices of a simple directed graph have inverse orientations, we regard the two arrows as the same edge without orientation. In this way, we obtain an undirected graph regard as the same as the simple directed graph. If vertices of a graph have the same degree, then the graph is said to be regular and the degree of any vertex of it is called the Hopf degree of it. It is clear that a Hopf quiver is regular.
In this section, we only consider simple undirected Hopf quivers. k is a field. In this case, any Hopf quiver is a Cayley graph and the degree of any vertex of the quiver is the Hopf degree of it. Since quivers we consider are simple, any two arrows having the same source vertex and the same terminal vertex are the same one. A quiver is said to be Hopfizable if it is isomorphic to a Hopf quiver of some group up to edges. We regard a quiver as a Hopf quiver if it can be Hopfizable, when there is no danger of confusion. (ii) follows from [15, Corollary 7.3b ].P A regular Eulerian graph may not be a Hopf quiver. It is clear that (C 10 , {1} + {9} + {2} + {8}) and (C 10 , {3} + {7} + {4} + {6}) are isomorphic up to edges, and (C 10 , {1} + {9} + {4} + {6}) is isomorphic to (C 10 , {2} + {8} + {3} + {7}) up to edges. Thus it is enough to show that Fig.1 is not isomorphic to (C 10 , {1} + {9} + {2} + {8}),(C 10 , {1} + {9} + {4} + {6}) or (C 10 , {1} + {9} + {3} + {7}) up to edges.
We show first that Fig.1 is not isomorphic to (C 10 , {1} + {9} + {2} + {8}) up to edges. By way of contradiction, let φ be an isomorphism up to edges. Assume that φ(a) = 0. Vertices adjacent to 0 are 1,9,2,8, and vertices adjacent to a are b,c,i,j. It is impossible that φ(b) = 1, since vertex 1 is adjacent to 2, 9 of {1, 9, 2, 8} and b is adjacent to c of {b, c, i, j}. And it is also impossible that φ(c) = 1, since c is adjacent to b of {b, c, i, j}. Similarly, φ(i) = 1 and φ(j) = 1. It follows that φ(a) = 0. In the same way, φ(b) = 0. By the symmetry of the graph, vertex 0 doesn't lie in the image of φ, which contradicts the hypothesis that φ is an isomorphism.
Similarly, Fig.1 is not isomorphic to (C 10 , {1} + {9} + {4} + {6}) or (C 10 , {1} + {9} + {3} + {7}) up to edges. So Fig.1 is not a Hopf quiver of C 10 . P
The preceding example shows that a quiver with even Hopf degree may not be a Hopf quiver. We now give an example to show that a quiver with odd Hopf degree may not be a Hopf quiver, either.
Theorem 5.5 A complete graph with n vertices is a Hopf quiver.
Proof.Let G be a group of order n. r = K∈K(G) r C C is the ramification data with r {e} = 0 and r C = 1 for any other conjugacy class C. It is easy to see that (Q, G, r) is the complete graph with n vertices.
Smash Product
In this section, the smash product of a path Hopf algebra and a co-path Hopf algebra is studied.
Theorem 6.1 (see [8, p.1530 
