We carried out several simulation studies in order to evaluate the finite-sample performance of the proposed maximum composite likelihood estimators. In this section, we illustrate one of these studies. Similar results were obtained with other simulation settings.
time-varying covariate x 2ij is drawn from an autoregressive process of order one with autocorrelation 0.6 and standard error 0.2. Finally, the residuals ij are simulated from an autoregressive process of order one with autocorrelation parameter γ s i . We consider two different autocorrelation regimes: one for the first 100 subjects (S i = 1, i = 1, . . . , 100) and one for the second 100 subjects (S i = 2, i = 101, . . . , 200). For identifiability, we choose to fix the first cutpoint α 1 = 0 leaving the intercept β 1 free to vary. The model has seven parameters, namely one cutpoint α 2 , three regressor coefficients β 1 , β 2 and β 3 , two autocorrelation parameters γ 1 and γ 2 and the variance of the random effect σ 2 .
Here, we show a set of results obtained with parameter values fixed to α 2 = 1.5, β 0 = −1.5, β 1 = 1, β 2 = 1, γ 1 = 0.5, γ 2 = 0.8, σ 2 = 1. The values of parameters γ 1 , γ 2 and σ 2 are chosen in such a way that the correlation between two hidden continuous variables separated by one time-unit, ρ 1 = (σ 2 + γ)/(σ 2 + 1), is equal to 0.75 and 0.9 for the first 100 and the second 100 subjects, respectively. Thus, the simulated data is characterized by strong and very strong correlation regimes. We choose to illustrate this scenario because it is potentially difficult to handle by pairwise likelihood. Each of the 200 simulated data sets was refitted by pairwise likelihoods with an increasing number of subsequent pairs. The pairwise likelihood formed only by pairs separated by one unit (q = 1) cannot identify both the autocorrelation parameters and σ 2 , thus we must consider at least also pairs distant two units, q ≥ 2. Starting values for the pairwise likelihood with q = 2 are obtained as follow. The cut point α 2 and the regression coefficients β are provided by fitting ordinal probit regression as if the data were independent. Consequently, the starting values for the autocorrelation parameters γ 1 and γ 2 as well as the variance of the random effect σ 2 were fixed to zero.
The starting values for the pairwise likelihoods with q > 2 are the estimates by pairwise likelihood with q − 1. The maximal distance considered is q = 20. Before summarizing the results, we give some computational details. We implement composite likelihood estimation and model selection for MAOP models using the R programming language (R Development Core Team, 2008) . The bivariate Gaussian integrals are approximated by the method described in Genz (1994) . The parameter θ contains constraints on the cutpoints, the autoregressive parameters and the random effects. Such constraints are met by re-parametrizing the model in terms of a parameterθ with componentsα 2 = log α 2 , β r = β r (r = 1, 2, 3),γ r = log (γ r /(1 − γ r )) (r = 1, 2),σ 2 = log σ 2 . Optimization was performed by the Broyden, Fletcher, Goldfarb and Shanno (BFGS) algorithm as implemented in the R function optim with coded analytic gradient. Computer programs are include in the web supplementary material. Computations used an iMac 2.2 GHz Intel Core 2 Duo with 2 Gb 667 Mhz DDR2 SDRAM. The average computational time to obtain one estimate (and relative standard errors) ranges from 4.9 CPU seconds for the pairwise likelihood with q = 2 to 14.5 CPU seconds for the pairwise likelihood with q = 20.
The results displayed in Table 1 suggest that maximum pairwise likelihood estimators behave well for all the parameters despite the high level of serial correlation among the hidden variables. The precision of the estimates is sensibly affected by the chosen distance q. The behavior is quite different for the various parameters. For some parameters standard errors continue to decrease for increasing q, whereas for other parameters, after an initial decrease, the standard errors increase. As an overall measure of the effect of q on the parameter estimates, we consider the generalized variance shown in Figure 1 . According to this criterion, the overall performance of pairwise likelihood estimates improves until distance q = 11, after which the generalized variance seem to stabilize or, even, slightly increase. This simulation study was repeated by varying the values of the autocorrelation param-eters γ 1 and γ 2 . As expected, we found that the optimal distance q is strongly related to the level of serial correlation. For example, with parameters chosen in such a way that ρ 1 and ρ 2 are both smaller than 0.5, there are little or no improvements by using a pairwise likelihood with q larger than 2.
