between the independent mechanisms of speech variability and the concept of statistical independence we derive a new feature transformation that effects consistent improvement in recognition performance.
Introduction:
The feature extraction stage of current ASR systems converts the input speech waveform in a series of low-dimensional vectors, each summarizing a short segment of the acoustical speech input in order to minimize the computational demands of the Hidden Markov Model (HMM) classifier. The resulting feature vector produced by subsequent transformations is driven in a final decorrelation stage that permits the use of diagonal covariance mixture density HMMs.
Several successful decorrelation strategies have been applied to log-spectrum and cepstrum [1] . However, there are certain shortfalls inherent in these strategies.
Discrete Cosine Transform (DCT), is a non-adaptive procedure that projects logspectrum on the direction of global variance and achieves only partial decorrelation of features [ Fig. 1a ]. Linear Discrimination Analysis (LDA) is reported to provide insufficient degrees of freedom for discrimination between classes [2] and is very sensitive to SNR mismatches in training and test data [3] [Fig. 1c] . Principal Component Analysis (PCA), based on the principle of minimum reconstruction error, projects logspectrum on the directions of maximum variability [ Fig. 1b] . Unfortunately, there is no guarantee that the sources of variability explained by PCA are all useful in speech recognition. Last but not least, minimum reconstruction error does not imply minimum classification error.
Our attempt, based on ICA, is a departure from (rather than an extension of) the second-order statistics of PCA, DCT and LDA, which cannot handle the high-order, non-linear dependencies between the variables of the feature vectors. The training observational data X (log-spectrum/cepstral features) can be seen as a multivariate time series resulting from an unknown hidden linear mixing process A of independent functions S; that is, X=A*S. ICA finds a demixing matrix W such that U=W*X=W*A*S=P*D*S where P is a permutation matrix and D is a diagonal scaling matrix. The matrix W is formed using an unsupervised iterative algorithm based on the principle of optimal information transfer of observational data through a non-linear squashing function φ [4] . The algorithm maximizes the mutual information between input (X) and output (U). Minimum mutual information as a cost function is a measure that is described by all the higher order cross statistics. Optimising it results in a complete cross statistics optimisation. In [4] it is shown that an updating algorithm to obtain W is:
(1)
Where: (2) p(u) stands for the non-linear density function. We tried several nonlinearities with comparable performance. The logistic function was used so that φ(u)=2tanh(u).
The assumptions of ICA conform to the framework of homomorphic analysis [5] .
Viewing the speech spectrum |S(ω)| as consisting of a quickly varying part |E(ω)| and a slowly varying part |Θ(ω)| we can form the following equation:
We assume that the slowly-and fast-varying parts pertain to filter functions of the glottal pulse, vocal cord transfer function, mouth radiation and transmission line distortion, all of which can be added in the log-spectrum domain. Since these filters correspond to different mechanisms, the log-spectrum can be considered the result of an unknown linear mixing process of independent sources of variation, which is exactly the assumption that the ICA framework postulates. Our aim is to identify and exclude from the projection matrix W useless variability sources, thus achieving better feature discrimination.
Simulation and results:
To assess the effectiveness of the ICA derived projection functions, we trained Entropics' HMM Toolkit using part of the identity card corpus of the SpeechDat database. 1000 speech files formed the training set and 200 the testing set. We designed two sets of experiments; the one with 20 mel scale log filter-bank coefficients and the one with 20 Mel Frequency Cepstral Coefficients (MFCCs). For both experiments the ICA procedure resulted in the corresponding 20x20 weight matrix W derived solely from the training set. We retained the thirteen most dominant projection vectors according to their absolute norm which reduced W to 13x20. We
projected each training and testing feature file by applying the appropriate W matrix.
We did not employ first and second order derivatives in the comparison of the new feature set, as we were not interested in absolute performance. Table 1 
Conclusions:
The concept of statistical independence gives a better insight into the feature selection process due to the homomorphic property of log-spectrum. We wish to emphasize the practical advantage of our method which furthers considerably the discriminative ability of the MFCC and log-spectrum front-end by applying an additional transformation matrix without inflicting significant computational overhead, since W is derived off-line. 
