Abstract-The urban road networks undergo frequent traffic congestions during the peak hours and around the city center. Capturing the spatiotemporal evolution of the congestion scenario in real-time in an urban-scale can aid in developing smart traffic management systems, and guiding commuters in making informed decision about route choice. The congestion scenario is often represented by a set of distinguishable network partitions that have a homogeneous level of congestion inside them but are heterogeneous to others. Due to the dynamic nature of traffic, these partitions evolve with time in terms of their structure and location. In this paper, we propose a comprehensive framework to capture the evolution by incrementally updating the partitions in an efficient manner using a two-layer approach. The physical layer maintains a set of small-sized road network building blocks in a fine granularity, and performs low-level computations to incrementally update them, whereas the logical layer performs high-level computations in order to serve as an interface to query the physical layer about the congested partitions in a coarse granularity. We also propose an in-memory index called Bin that compactly stores the historical sets of building blocks in the main memory with no information loss, and facilitates their efficient retrieval. Our experimental results show that the proposed method is much efficient than the existing re-partitioning methods without significant sacrifice in accuracy. The proposed Bin consumes a minimum space with least redundancy at different time stamps.
INTRODUCTION
G ENERALLY the roads of different localities or suburbs in a city experience specific traffic flow patterns based on their spatiotemporal significance. In the spatial perspective, roads inside the city center or an area having popular venues like a stadium or hospital, usually remain more congested than others without such significance. The different small sub-networks (small areas like suburbs) of a large urban road network experience distinctive traffic flow depending on the significance of venues inside them. Previous works have applied the partitioning of urban road networks based on their traffic level to identify such sub-networks called spatial partitions or simply partitions [1] , [2] . On the other hand, in the temporal perspective, the roads usually remain busier during the peak times than the off-peak times. It reflects the dynamic nature of congestion in the spatial partitions. These spatiotemporal behaviors altogether lead to the evolution of traffic congestion. For example, during the morning officeopening hours, the congestion generally starts developing in the outer suburbs and the roads connecting the city center, mostly occurs inside the city during the day, and starts moving outwards again during the office-closing hours. The congestion can be simply understood and represented as a congested partition that keeps on changing its structure, location, and level of congestion. The continuous maintenance, tracking, and capturing of the differently congested partitions in an incremental approach has two applications [3] , [4] . First, it can potentially aid smart traffic management systems for a homogeneous distribution of traffic among different partitions, and second, it can be used in journey planning applications to provide information-rich visualization of the evolving traffic scenario and guide commuters in making informed decisions. The existing research on the evolution of road traffic networks deals with several problems, including prediction of future traffic condition [5] , [6] and causal discovery of anomalies and structures [7] , [8] , but a partition-based evolution of road traffic networks has not been investigated. The works dealing with road network partitioning consider only static partitioning [1] , [2] , [4] .
The Google Traffic feature of Google Maps visualizes real-time road traffic, based on anonymously collected data. It simply presents a heatmap of the actual traffic on the corresponding roads. Fig. 1 shows a snapshot of a typical Monday 11:00 AM. The commuters can plan their journey using this visual information. As the congestion forms and dissolves via the linked road segments, the level of congestion on a road segment is dependent on the preceding and following segments. Instead of naively considering the congestion level of individual road segments, they can be effectively grouped in the form of differently congested partitions (including both congested and non-congested ones), and visualized to show the real-time congestion scenario. It would further enrich the visual information about the congestion spread and connectivity of the different individual congestions [9] . Some other applications of the maintenance of urban road network partitions are partition-based route-guidance, trip planning, recovery of missing traffic data, and other complex graph processing methods for traffic-aware smart travel services [1] , [2] , [10] .
The naive way to track the change in partitions is to perform spatial partitioning of the urban road network at each time stamp based on the traffic measures, and analyze the change. But a complete re-partitioning is a computationally expensive task and may even require more time than the time-interval of data collection. On the other hand, gridbased indexing of road networks fail to distinguish the two oppositely directed traffic flows of the same road, which may experience different traffic load at the same time. Generally in successive time stamps, the traffic does not change abruptly. A logically better and efficient way is to incrementally update the previously obtained set of partitions by processing only the sections of probable change. It significantly reduces the computations, while may sacrifice the quality of partitions marginally. There exist works on the complete partitioning of urban road networks [1] , [2] , [4] , but the problem of incremental maintenance of their partitions is still unexplored. The main challenges in this problem are two folds. First, the computations need to be efficient enough to complete the incremental update before the arrival of data from the next time stamp. Second, there needs to be a mechanism to economically store the historical information in primary or secondary memory, which provides its efficient retrieval.
In our recent preliminary work [11] , we developed a twolayer method to track the evolution of congestion by incrementally updating a set of urban road network partitions. The physical layer performs low-level computations for the incremental update, whereas the logical layer presents those obtained results to the user after a light makeover. Our method in the physical layer starts with a set of building blocks (defined in Section 3.3) of the urban road network at the beginning time stamp. During the period of evolution, the unstable road segments are identified at each time stamp, indexed as a heap tree, and moved to their most suitable building blocks.We extend this work in the current paper, and develop a comprehensive framework to capture the spatiotemporal evolution of the traffic scenario. We model the building blocks in the form of a congestion evolution graph and propose an in-memory index called Bin to compactly store the historical sets of building blocks. Bin is referenced and updated by the physical layer during the incremental updates. The logical layer accesses Bin to efficiently retrieve and present the congestion evolution graph, and support queries related to congested partitions.
In summary, we make the following main contributions in this paper. First, we model the urban road network congestion in the form of a congestion evolution graph to effectively capture its spatiotemporal evolution (Section 3.3). Second, we develop an in-memory index for the building blocks (referred as Bin) to compactly store the historical information in the main memory. It facilitates efficient retrieval, visualization, and understanding of the evolution using the congestion evolution graph (Section 4.1.1). Third, we adapt the two-layer method for dynamic incremental maintenance of the differently congested partitions (proposed in our previous preliminary work [11] ) with respect to Bin, and develop a comprehensive framework. The method incrementally updates the building blocks at each new time stamp in Bin. The stability measure, used to identify the unstable road segments, and the concepts of road network motifs used to understand the grouping patterns, are the two main highlights, which set the foundation of our method (Sections 4.2, 4.3, and 4.4). Lastly, we perform extensive experiments on both real and synthetic data to demonstrate the efficacy of our framework (Section 5).
The rest of the paper is organized as follows. We start with some preliminaries and problem definition in Section 2. Section 3 presents a high level description of the our two-layer approach, followed by the proposed method in Section 4. The experimental results are presented in Section 5, followed by some related works in Section 6. We conclude the paper in Section 7.
PRELIMINARIES

Urban Road Networks
Urban roads exist in the form of a directed physical network, defined in Definition 1, spatially spread over a large urban area. To simplify this network for computational purpose, we give it a representation of an undirected graph in Definition 2 (please refer [2] for complete details).
Definition 1 (Road Network
). An urban road network is defined as N ¼ ðI; RÞ comprising a set of intersection points I ¼ i 1 ; i 2 ; . . . ; i n i f gas nodes that are connected among themselves by directed road segments R ¼ r 1 ; r 2 ; . . . ; r n r f g as links, where each road segment r i associates a measure of traffic density r i :d with itself.
Definition 2 (Road Graph). Given an urban road network N , the corresponding road graph G ¼ V; E ð Þis constructed by representing each road segment r i 2 N as a node v i , and establishing an undirected link e i between each possible node pair ðv j ; v k Þ if there exists at least one intersection point i l which is a common intersection for the roads r j and r k , and the traffic can flow either from r j to r k or vice versa. Each node v i nodeðr i Þ ð Þ2Vassociates with it a feature value v i :f, which is the road traffic density r i :d.
Definition 3 (Partition)
. An urban road network N can be partitioned into multiple segments, each called a partition P i of N . All the different segments form a set of partitions P ¼ P 1 ; P 2 ; . . . ; P k f g , such that i) S k i¼1 P i ¼ R and P i T P j ¼ ; for all i 6 ¼ j, and ii) each P i is connected inside and all adjacency relations, except the cross-partition relations (inter-partition links), are maintained as in N .
A partition of an urban road network can be transformed to that of a road graph by following Definition 2, and vice versa. Most of the urban roads exist as two-way roads, which are divided into two parts from the middle for traffic of the two opposite directions. These two parts undergo different kinds of traffic flow patterns. For example, on a road that connects outskirts with the city center, the morning office hours would find more traffic heading towards the city center, whereas the opposite would be seen in the evening hours. This is accommodated in the road graph by considering the two directions as separate adjacent road segments that share common intersection points.
Traffic congestion broadly refers to the traffic condition on a road segment, which is identified by different traffic flow measures. It does not have a uniform or standard definition [12] . We consider the traffic density (Definition 2) as a measure to characterize the level of congestion. It is a spatial measure of the traffic on a particular road segment, calculated as number of vehicles per meter. Thus, a high traffic density value indicates a high level of congestion.
Definition 4 (Inter-Partition Associativity). For a given partition P i , the inter-partition associativity is defined as the normalized summation of the level of congestion similarity between all possible linked pairs ðr a ; r b Þ such that r a 2 P i and
denotes the inter-partition associativity of
Definition 5 (Intra-Partition Associativity). For a given partition P i , intra-partition associativity is defined as the normalized summation of the level of congestion similarity between all possible linked pairs ðr a ; r b Þ such that fr a ; r b g 2 P i . denotes the intra-partition associativity of P i at time stamp t jÀ1 .
Problem Definition
Given an urban road network N ¼ ðI; RÞ and its road graph G ¼ ðV; EÞ, the problem addressed in this paper is to incrementally update the road network partitions with the aim to capture the evolution of traffic congestion in a dynamic environment. Let us suppose, we are given a set of road network partitions P jÀ1 ¼ fP
k g based on the traffic at time stamp t jÀ1 , such that P jÀ1 is min
Þ for a suitable a, as in [1] .
In this manner, P jÀ1 has a minimum inter-partition associativity and a maximum intra-partition associativity.
iÞ The first objective is to dynamically update P iÀ1 to
at each new time stamp t i based on the respective traffic data in an incremental manner without re-partitioning the whole network, in such a way that the properties of inter-partition and intra-partition associativities are maintained. The number of updated partitions k 0 may not be equal to k.
iiÞ The second objective is to develop an in-memory indexing scheme for a compact storage of the incrementally obtained historical sets of partitions P 0 ; P 1 ; . . . ; P j and facilitate their efficient retrieval.
PROPOSED METHOD
The proposed method dynamically tracks the evolution of traffic congestion in real-time. Instead of incrementally maintaining the partitions directly, we embed the functionalities in two different layers. The logical layer gets the query to identify the congested partitions at a time stamp from the user, passes it to the physical layer, lightly processes the returned data, and returns the results to the user, whereas the physical layer efficiently maintains a large number of evolving building blocks using an index structure.
Logical Layer
From the user end, the logical layer provides the service to get the congested/non-congested partitions at any point of time. It is based on a set of so-called building blocks that are maintained up-to-date by the physical layer. After getting a query from the user, this layer transforms the granularity of the query from partitions to the building blocks, and passes to to the physical layer. For example, a query to fetch k differently congested partitions of the network at the current time is transformed to fetch the building blocks of the current time [1] , [2] . Then a partitioning is performed on G b to obtain a set of k differently congested partitions, utilizing any existing method. For example, a-Cut [1] , [2] is one such algorithm to do this task. Higher mean values indicate higher levels of congestion. Using this information the user query is responded accordingly.
The physical layer always keeps itself up-to-date with the building blocks that are to be served to the logical layer, and the logical layer partitions a small graph of building blocks, which takes fractions of a second. Thus the method is able to produce the results immediately for any query. Below we will focus on the development of the physical layer and the algorithms to maintain the building blocks.
Physical Layer
The traffic congestion has the property to form and gradually grow from small regions to spread into other parts via the linked road segments. It is also very natural to have multiple blocks of independent congestions at the same time, which sometimes even merge with others. Considering both the congested and non-congested blocks of road segments, we propose the concept of building blocks in road networks. The physical layer is the backbone of the proposed tracking method. It continuously maintains the evolving building blocks by incrementally updating them based on the most recent traffic data. To efficiently perform the incremental update, we start with an off-line preprocessing step to mine the road network building blocks. In the illustration examples of this paper, we will partition the road network based on the historical traffic data using a-Cut because of its suitability [1] , [2] , and consider the obtained partitions as the building blocks for the starting point. Nevertheless, other alternatives can also be used in place of a-Cut. At each new time stamp, the most recent traffic data is fetched, based on which these blocks are incrementally updated by identifying and processing the unstable road segments. The building blocks for all the time stamps are stored and maintained in an index structure that facilitates their compact storage for later reference and efficient retrieval. For any query being passed from the logical layer, it retrieves the result from the index and returns back instantly. The continuously changing traffic conditions affect the structure of building blocks in terms of size, shape and location. For example, in the day time the traffic generally remains varied in the different regions, and thus require building blocks in fine granularity to effectively represent the traffic condition. At each subsequent time stamp their structure keeps changing, as much as the variation in network traffic, and the congestion hotspots keep evolving. The possible operations leading to the change are shifting the boundary nodes of G from one block to another, splitting one into multiple blocks, and merging of multiple blocks into one. We conceptually model this temporal evolution of spatially connected building blocks into a structure called congestion evolution graph, defined below, and illustrated later in 
Congestion Evolution
Stability
During the 24 hours of a day, the traffic load on an urban road network varies from time to time. For example, in early morning the roads are mostly free, and as peak hour draws near, they become busy quite rapidly. The period of time during which the traffic changes from free to congested (or vice versa) is very short for some roads, depending on their spatial importance, which makes the vicinity unstable. After sometime, the traffic gradually approaches towards being stable. Thus stability is an important feature of road networks that leads to a better understanding of the spatiotemporal aspects of traffic congestion.
Definition 10 (Node Stability). If a node v i of road graph belongs to building block B j at time t rÀ1 , then the stability stab r ðv i Þ is defined as the likelihood of v i to remain in the same block B j at time t r .
We consider two different kinds of node stability, i) spatial stability, which looks into how well the feature values of v i match with those of the rest in B j at the current time t r ; and ii) temporal stability, which looks into how much stable was v i in the previous time stamps. Equation 1 shows the formulation to compute its measure, where m r j denotes the mean feature value inside B j at time t r . The formula is an average of two quantities-the first one stab ðrÀ1Þ ðv i Þ, which is its stability measure from the previous time stamp t rÀ1 , stands for the temporal stability, and the second quantity, which is from the current time stamp t r , stands for the spatial stability. The second quantity first gets the normalized distance of the node from the centroid of its block, and then subtracts it from 1 to get the closeness, which determines the spatial stability. Its value (2 ½0; 1) becomes 1 when the node feature value is exactly the same as the block mean value. A low value of this measure indicates that the node is less suitable for being part of the corresponding block.
Road Network Motifs
Graph (or network) motifs are small connected components that exist in significantly large numbers in a graph globally [13] , and form the elementary structures or patterns to make up the whole graph. Motifs have been found to be very useful in understanding the local structural principles of real world graphs. Road networks too have small connected structures that are commonly found all over the network. Generally the intersection points connect four different roads, each of which have their own traffic in the two opposite directions. This kind of intersections lead to the formation of directed cycles of length 4 (4-cycle or rectangle), 6 (6-cycles), and other cycles of higher even length in the road network. Triangles, 5-cycles, and other cycles of higher odd length are rare. We define the following motif concepts in road networks.
Definition 11 (Road Cycle). Given a road network N ¼ ðI; RÞ, a path p ¼ ðr 1 ; r 2 ; . . . ; r l Þ comprising l different road segments is said to be an l-roadcycle if there exists a path p 0 ¼ ðr 1 ; r 2 ; . . . ; r l ; r lþ1 Þ such that r 1 ¼ r lþ1 and the traffic flow is directed as r 1 ! r 2 !! r l ! r lþ1 . An l-roadcycle ðr 1 ; r 2 ; . . . ; r l Þ is said to be a g-bounded-l-roadcycle if the euclidean distance between each r i and r iþ1 is less than or equal to g.
A bounded road cycle ensures that it is a tightly bound cycle where all the participating road segments have similar traffic measures up to a certain extent. Due to the static structure of the road networks, the road cycles remain the same throughout, but the dynamic traffic keeps the set of bounded road cycles open to change at any point of time.
The building blocks maintained by our method have the properties of high homogeneity and high connectivity inside them, whereas these properties are marked low (i.e., high heterogeneity and low connectivity) between different blocks in the road graph. Fig. 2 shows an example of a small road sub-network (each road segment has its own name and indicative traffic measure) and the list of all g-bounded-l-roadcycles where g and l are set to 2 and 4 respectively. The network in Fig. 2(a) is divided by a dashed line into blocks B 1 and B 2 , in which both the blocks have homogeneous traffic measures inside them, but heterogeneous to each other, with B 1 having higher measures than B 2 . Fig. 2(b) shows all the 2-bounded-4-roadcycles. It is found that out of the total of 13 cycles, 6 lie completely inside B 1 , the same amount inside B 2 , and only one cycle shown at the bottom is shared between the two blocks. This observation leads to the fact that the number of occurrences of bounded cycles inside each building block is significantly higher than those across different blocks. These bounded cycles give information about the block structure and can be used to locate their suitable boundaries, in order to maintain blocks of low inter-block and high intra-block associativities. The lengthy cycles are mostly composed of short cycles (e.g., rectangles). Therefore, instead of all the possible cycles, we consider only the short-length bounded cycles to give an indication about the building block structures.
CAPTURING THE EVOLUTION
This section presents our method to continuously track the change by incrementally updating the building blocks in an efficient manner, and thus capture the spatiotemporal evolution in a fine granularity in the form of historical building blocks.
Index Structure
For efficient computation and economic memory consumption, we index the historical sets of building blocks, the current boundary nodes, and the static short cycles using suitable structures.
Building Block Index (Bin)
The tracking of the evolution of building blocks needs to maintain the historical information (of selected time stamps) in the main memory. It demands an index structure that provides a compact in-memory storage and efficient retrieval. We propose an in-memory block index called Bin (illustrated in Fig. 3 ) to address these requirements. It consists of three different components: a tree structure Tr, a list of linked lists TL, and an inverted list NI. The design of Tr enables a compact storage, and TL and NI facilitate efficient retrieval. Each block at time t i is a set of road segments having a unique identifier. These blocks are indexed in the form of a tree Tr having a root node R, a set of internal nodes that correspond to the road segments, and a set of leaf nodes that stand for the different time stamps. All nodes except the root have one parent, and all nodes except the leaves have one or more children. Fig. 3 shows the index for sets of building blocks at three time stamps -iÞ ff12; 6; 1g; f4; 8; 7; 3; 2g; f11; 10; 5; 9gg at t 0 , iiÞ ff11; 12; 6; 1g; f8; 7; 3; 2g; f4; 10; 5; 9gg at t 1 ; and iiiÞ ff10; 11; 12; 6; 1g; f5; 8; 7; 3; 2g; f9g; f4gg at t 2 . A block can be retrieved by traversing up from the leaf node until the root node is reached, and the time stamp of that leaf node indicate the time stamp of the retrieved block. TL maintains a list of all the time stamps where each one of them is linked to all the leaf nodes referring to that time. As shown in the figure, t 0 from the list is linked to all the leaf nodes referring to t 0 in different branches of the tree. To access blocks of a particular time stamp, say t 0 , the linked list for t 0 can be accessed from TL, using which all the leaf nodes corresponding to t 0 can be accessed, which further lead to retrieval of all the building blocks by upward tree-traversal. For a fast lookup of the latest time stamp (supports faster incremental update computations), NI maintains an inverted list of the leaf nodes, which lead to access the corresponding node at the latest time stamp. The figure shows that at time t 2 , the node v 1 can be accessed by the leaf node in the left most branch (child of 10), and v 2 can be accessed by the leaf child of 5. NI is simply used to refer to the building block to which a particular node belongs.
Stability Tree
The building blocks are small subgraphs where road segments are represented as nodes of G and linked by the neighborhood relationship. The building blocks have one set of nodes lying on the boundaries (boundary nodes) and another set lying in the interior (internal nodes). As the boundary nodes are directly linked to nodes of a neighboring building block, they are more likely to undergo a change (change in the block to which a node belongs) than the internal nodes in the next time stamp. Moreover, through boundary adjustment an internal node can undergo a change only after at least one of its linked nodes has undergone a change that makes this internal node a boundary node. Even among the boundary nodes, they all differ in their likelihood of change, which is captured by our stability measure. We use this measure to prioritize the boundary adjustment of nodes with high unstablity. At the beginning time stamp, we compute all the boundary nodes and index them as follows. A min-heap tree is created based on the stability measure, in which the least stable or the most unstable node of G becomes the root. This tree is called stability tree (denoted by ST ) and shown in Fig. 4(a) . During the process of boundary adjustment the node with highest priority is processed first, and this min-heap tree is maintained all throughout the incremental update by adding all the newly becoming boundary nodes and removing all the newly becoming internal nodes.
Short Cycle Index
We pre-compute all the possible cycles of path length smaller than or equal to path in the road graph as an offline task and index them as follows. Fig. 4 (b). This structure is called short cycle index (SCI). We achieve two things with the help of SCI. First, having all the pre-computed short cycles available in the memory, they are not required to be computed repeatedly for each node during the runtime of the incremental update algorithm in Section 4.2. Second, indexing them in a trie structure consumes a minimum memory space, and enables to re-use the partly computed informations in the algorithm.
Incremental Update
The incremental update algorithm looks into all the unstable nodes of G and moves them to the most suitable building blocks at each time stamp. Broadly it consists of two main tasks-the incremental computation of the set of building blocks for the current time stamp followed by updating the index Bin. Let us suppose we have a given Bin and short cycle index SCI at time t iÀ1 for sets of building blocks from time t 0 to t iÀ1 . The complete algorithm to incrementally compute and update Bin at time t i is shown in Algorithm 1. It starts with computing the stability measures from the traffic data at t i for all the boundary nodes and creating the stability tree ST (lines 1-2) . Then the Tr, TL, and NI components of Bin are updated to add the leaf nodes for t i and re-direct the links in TL and NI (lines 3-5). The iterative steps of computing the most suitable building block for the most unstable boundary node and updating Bin is carried out until all the boundary nodes having their stability measure less than the threshold stab have been processed (lines 6-15). After getting the most unstable node v by deleting the root of ST (line 6), the short cycle tree sctree is accessed from SCI (line 9), and the most suitable leaf node lnext ð2 Bin:TrÞ is computed using the function IdentifyMSL(.) described later in Algorithm 2 (line 10). This computation is based on the new traffic data at t i in contrast to the current leaf node lcurrent ð2 Bin:TrÞ based on the data at t iÀ1 . If the new leaf node is different than the existing one (line 11), then v is deleted from the branch of lcurrent using function DeleteFromBranch(.) described later in Algorithm 3 (line 12). It is followed by inserting v into the branch of lnext using function InsertIntoBranch(.) described later in Algorithm 4 (line 13). This step completes the update of Bin for v. The stability tree ST is then updated by inserting all the newly created boundary nodes and deleting those nodes which no more lie on the boundary because of the change using function AddRemoveSTNodes(.)
Computing the Most Suitable Block
As mentioned earlier in Section 3.5, on the basis of the properties of network motifs and building blocks, the short length bounded road cycles are likely to be found in significantly large numbers within the building blocks rather than crossing multiple of them. A naive way to find the most suitable block for a node v at time t i is to select the one having the highest number of bounded road cycles with all the nodes of G lying in the same block. But often there are cycles passing through multiple blocks, where most part of the cycle lie within the most suitable block leaving some fractions in neighboring blocks. The naive method ignores these fractions. Our main idea here is to identify the block that is involved in most part of the bounded road cycles of node v. For this, we consider all the road cycles of path length shorter than or equal to path , making the range as ½3; path . Each block is quantified by a weight function W ð:Þ that considers the total of fractions from all the cycles lying in the respective block. For this quantification, all cycles account for a weight of 1, which is equally divided among all the cycle nodes other than v. For longer cycles the value being divided among more nodes gives lesser power to each. Therefore, the shorter the cycle, the bigger the impact of its nodes. 
Formulated in
where RCyclesðvÞ gives all the g-bounded short road cycles involving v, and u is another node of G that is involved in the same cycle and belongs to B j at time t i .
In
from all the different cycles, and the one with the highest weight is selected as the most suitable block. However, as the number of road cycles is usually large, traversing all of them individually to compute the weight for the building blocks in this way adds a lot of computations, and affects the running time.
In most of the road cycles in which a node v is involved, there exists overlapping of some parts of the complete path of multiple cycles. For example, the cycles C 1 ¼ fv; v 1 ; v 2 ; v 3 g and C 2 ¼ fv; v 1 ; v 2 ; v 4 g of v have three overlapping nodes (v, v 1 and v 2 ). Computing the weights by traversing through C 1 and C 2 independently, repeats the computations done for v, v 1 and v 2 . We make use of these overlappings in computing the building block weights, thereby avoid redundant computations. This is done by our multi-stack based algorithm (shown in Algorithm 2) with the help of our short cycle index SCI that keeps the cycles indexed as a tree, having no repeating nodes even for the overlapping cycles. It accesses the block index Bin and the short cycle tree sctree from SCI, and computes the most suitable leaf (2 Bin:Tr) for node v (root node of sctree) at time t i . The stacks used in the algorithm explore the cycles in sctree and keep part of the computed information saved for its reuse later for the overlapping cycles.
The algorithm uses three stacks s1, s2, and s3 to store and process the computed values throughout (line 1). It starts with pushing all the children of root node of sctree to the stack s1, if the euclidean distance between the parent and the child distðnparent; nchildÞ is less than or equal to g (lines 2-5). The distð:Þ function ensures that only the g-bounded road cycles are explored. It is followed by iterative steps of popping out a node from s1 (line 7), pushing it into the stack s2 (line 8), pushing all its children back into s1 if the parentchild satisfies the g distance condition (lines 10-12), and pushing the count of these children into the stack s3 (line 13). These steps are repeated until s1 becomes empty (line 14). They compute the number of children of each node in the short cycle tree, and keep them saved in the stacks for computing the block weights (or leaf weights) later. Thereafter an array of values is initialized to store the weights W ð:Þ computed for each block in order to select the most suitable one (line 16). As the blocks are retrieved by the leaf nodes in Bin, the weights correspond to the leaf nodes of Bin:Tr at time t i . Then the nodes are popped out from s2 one after another (line 18), the count of their children are popped out from s3 (line 19), followed by a set of steps to compute the weights. A value of 0 as the count of children indicates that it is the last node of a branch in the short cycle tree, and its depth gives the path length of the cycle. Hence the weight of 1 pathlengthðCÞÀ1 that is carried by each node in the cycle C is computed as 1 depthðnodeÞ (line 21) and pushed into s1 (line 27) to be used later to compute weights for its parents. The depth of the node is found from its leaf in the short cycle tree that contains the depth information. If the count of children is non-zero, the weight is computed by adding the weights of all its children obtained by popping up s1 as many times as the count (lines 22-26), which is again pushed back into s1 (line 27). In addition to pushing the weight of nodes into s1, the weight for the leaves in the array wleaf½ is updated by adding weight to the array element corresponding to the leaf of node, i.e., Bin:Tr:node:leaf (line 28). These steps of popping out from s2 and s3 and computing the values of wleaf½ using s1 (lines 18-28) are repeated until s2 becomes empty (lines 17, 29), which marks the completion of processing of all the bounded short road cycles. At last we select the most suitable leaf for the current time t i by getting the leaf corresponding to the maximum weight in wleaf½ (lines 30-35). 
Updating Index
After identifying the most suitable leaf in the index Bin at time t i for a node v of G, the remaining task is to update Bin and ST with this change. This is done by the functions DeleteFromBranch(.), InsertIntoBranch(.), and AddRemoveSTNodes(.). The operations of inserting/ deleting a node into/from a branch defined on Bin are performed in such a manner that the data redundancy at different time stamps is minimum and there is no information loss in the historical data. This section explains each of the three mentioned functions individually.
The function DeleteFromBranch(.) (Algorithm 3) is called to delete a node v from its current branch in Bin Its main objective is to delete v in such a way that the block retrieved for time t iÀ1 includes v in the set of nodes but excludes it for time t i . For this we start from the leaf of its branch, and traverse upwards towards the root using two pointers nodepre and node until v is found (lines 1-11) . During the traversal, we check if there are other nodes that do not lie in the traversal path (branch out somewhere). It is done by looking into the set of children of node. If there are other children in addition to nodepre (line 5), then a new node vclone is created as a clone of v (line 6), and inserted as parent of all the siblings of nodepre (line 7) and as child of node (line 8). This process is continued until nodepre reaches v (line 11), after which v is simply removed from there by making all its children (or that of nodepre) as the children of node (line 12). This node is added as child of the parent of leaf lcurrent:parent (line 13) and as parent of all the children of lcurrent:parent (line 14). At the end, the leaf lcurrent (referring to T i ) is set as the child of nodepre:parent or sibling of nodepre (line 15). After doing this change, the block retrieved by traversing from T i to root includes all the previous nodes except v, whereas the set of nodes remain the same for all other time stamps or leaves. By inserting additional clones of v, we add some redundancy, but it is kept the minimum that is required to keep all the information for previous time stamps without any loss. A delete operation takes the node closer to the leaf. The unstable nodes, which frequently undergo deletion from a branch, are quickly found in the upward traversal from the leaf, thereby improves its efficiency for such nodes. After the deletion of v from its previous branch it is inserted into the most suitable branch lnext in Bin using the function InsertIntoBranch(.) (Algorithm 4). The main idea here is that if v already exists there as a sibling of lnext (referring to T i ), then without adding any new node, lnext is simply set as the child of v (line 5). Otherwise (line 2), a new node is created for v (line 3) and added as a child of the parent of lnext (line 4), after which lnext is set as the child of v (line 5). After this update, the complete block including v can be retrieved directly by traversing upwards from lnext to the root. The stability tree ST contains all the boundary nodes in the road network at a point of time, heapified based on their stability measure. After deleting its root to get the unstable nodes and process them, if the node changes its branch in Bin:Tr (or changes it block), several nodes newly become boundary nodes. On the other hand, several nodes that were on the boundary earlier, no more lie on the boundary. The function AddRemoveSTNodes(.) (Algorithm 5) updates ST by adding the new boundary nodes into the tree and removing the internal nodes from the tree. It starts with getting all the nodes u (can be 7 at most) linked to v in the road graph (line 1). If the leaf of u referred in the node inverted list Bin:NI:u:leaf is same as the leaf node of v before the update lcurrent (line 2), it means that u is a boundary node. If it does not exist in ST , being a new boundary node it is added to the tree (lines 2-3). If the leaf of u referred in Bin:NI:u:leaf is same as the leaf node of v after the update lnext (line 4), it means that u may not be a boundary node anymore. If it does not exist in ST and does not lie on the boundary, it is removed from the tree (lines 4-5). Everytime a node v changes its branch in Bin:Tr, all its linked nodes are checked to keep an up-to-date collection of the boundary nodes. 
An Illustrative Example
Let us consider the road network shown in Fig 2(a) , with new indicative traffic measures of the road segments at three time stamps, as shown in Table 1 . The road graph of this network is shown in Fig. 5(a) . While the road segments r i are presented as part of the actual road network at the user end, they are considered as nodes v i of the road graph for internal processing. To set the starting point at time t 0 , we obtain 4 building blocks by applying a-Cut, as explained in Section 3.2. The different colors in Table 1 denote the different building blocks (B 0 orange, B 1 purple, B 2 blue, and B 3 green). The Bin is constructed for these four blocks as four linear branches from the root in Tr, ending with leaf nodes. We now incrementally update these blocks by considering only the 2-bounded-4-roadcycles at t 1 and t 2 , which are fðr ar b -r g -r h Þ; ðr k -r l -r n -r m Þ; ðr e -r f -r i -r j Þ; ðr g -r p -r o -r h Þg and fðr a -r br g -r h Þ; ðr c -r f -r e -r d Þ; ðr k -r l -r n -r m Þ; ðr m -r n -r o -r p Þg, respectively. In Algorithm 1, the stability tree processes the nodes (of road graph) in the following order at Table 1 show the blocks thus obtained, Fig. 5(c) shows the resulting structure of Bin, and Fig. 5(b) shows the congestion evolution graph. Any block of any historical time stamp can be directly accessed from Bin:Tr with the help of Bin:TL. We also observe that the unstable nodes which frequently change blocks remain close to the leaves in Bin:Tr, and as mentioned earlier, this makes the delete operation efficient. All these computations are performed in the physical layer. On passing a query for 2 partitions at t 2 , the logical layer produces the resulting partitions of road segments as fr c ; r d ; r e ; r f ; r i ; r j g and fr g ; r h ; r a ; r b ; r k ; r l ; r m ; r n ; r o ; r p g.
Time Complexity
The worst case time complexity of the proposed method (Algorithm 1) is Oðn 2 Þ, but most of the times it is much lower. In Algorithm 1, lines 1-2 are performed only for the boundary nodes, which would be n in worst case. Thus the worst case time complexity of line 2 is Oðn log nÞ, which is the cost of creating a heap tree. Lines 3-6 are performed in constant time. Lines 7-15 execute only for unstable nodes. In worst case if all the nodes are unstable, which has almost no chance of happening, these lines would be executed n times. Lines 8, 9 and 15 are performed in constant time, and line 10 executes Algorithm 2. Algorithms 3, 4 and 5 are performed in lines 12-14 only if the unstable node is to be shifted to another block. The worst case time complexity of Algorithm 2 is OðnÞ. Lines 2-14, 17-29, and 32-34 are performed at the cost of Oðncycle i Þ, Oðncycle i Þ, and Oðn b Þ respectively, where n b is the number of building blocks and ncycle i is the number of different nodes involved in cycles of the unstable node v i . All other lines are performed in constant time. Algorithm 3 traverses upwards from the leaf towards the root in Bin until the node to be deleted v is found. The unstable nodes generally exist closer to the leaf, and therefore v is found quickly. In worst case, the complete branch has to be traversed at the cost of O(number of nodes in the corresponding blockÞ. Algorithm 4 is performed in constant time as the insertion takes place at the leaf, and Algorithm 5 has a worst case time complexity of Oð7Â number of nodes in the corresponding blockÞ as a node in the road graph can have a maximum of 7 links.
EXPERIMENTS
Datasets
Our datasets, shown in Table 2 , include one real (M s ) and four semi-synthetic (M 1 , M 2 , M 3 , and M 4 ) datasets. M s is recorded by the Sydney Coordinated Adaptive Traffic System (SCATS) 1 from the Melbourne road network provided to us by VicRoads. 2 It is an accumulation of the traffic records of individual road segments for each signal cycle from 1st Jan 2011 to 1st Jan 2013. The considered Melbourne network consists of 7245 road segments and 2928 intersection points. The traffic measures include traffic volume (number of vehicles crossing a road segment during the green time) and degree of saturation (the ratio of the effectively used green time to the total available green time). We consider degree of saturation as the feature value of road segments, which approximates the traffic density. M 1 , M 2 ,, M 3 , and M 4 are synthetically 1. SCATS is a fully adaptive urban traffic control system developed in Australia in 1970. It manages the signal phases (cycle times, phase splits, and offsets) of the traffic signals dynamically in real-time, based on the traffic data collected by the vehicle sensors (inductive loops) installed within road pavements of each traffic signal.
2. https://www.vicroads.vic.gov.au/ generated on the real road network of Melbourne using a web-based 3 random road traffic generator MNTG [14] . We populated 25,246, 62,300, 84,999, and 127,285 vehicles respectively, and obtained their movement trajectories for 100 continuous time stamps. The trajectories are sequences of 100 or less hlatitude,longitudei pairs corresponding to vehicle positions at each timestamp. The vehicle positions are mapped to corresponding road segments and the traffic density measures (in terms of vehicles/meter) are computed at each time stamp. We use traffic density as the feature value of road segments for these datasets. All our datasets consider urbanscale networks, because generally outside the city area there are not many branches of roads, and the connections are sparse. It leads to a natural separation of the different cities, and therefore larger networks, e.g., state road networks, do not require any technical treatment for partitioning.
Evaluation Metrics
The overall quality of the incremental partitioning results is evaluated in several ways. First, we assume the partitions obtained by the normal re-partitioning approach (a-Cut [1] ) as ground truth P g , and relatively measure the accuracy of the dynamically obtained (proposed method) partitions P using purity F-measure (or F P ) 2 ½0; 1 [15] . It is the harmonic mean of purity ð P
2P g jP i \ P g j jÞ and inverse purity ð P
Thereafter, we compare different methods using ANS (developed in [4] , explained below).
A value of less than 1 for this measure indicates a good partitioning, and lower values indicate better partitioning. We also use intra (average of the intra-partition distances, the lower the better) and inter (average of the spatially adjacent inter-partition distances, the higher the better) metrics, described in detail in [2] , to evaluate the intra and inter properties separately.
The NCutSilhouette (NS) between two partitions P i and P j , defined in Equation 4 , computes the dissimilarity between P i and P j . A small value of NSðP i ; P j Þ indicates that P i and P j have low dissimilarity (or high similarity). The quality of a partition P i 2 P is measured by NSðP i Þ, defined in Equation 5 , where the numerator is the intra-partition dissimilarity of P i and the denominator NSNðP i ; P j Þ ¼ min NSðP i ; P x ÞjP x 2 neighborðP j Þ È É is the inter-partition dissimilarity of P i with the remaining partitions of P. Finally, the ANS is computed as the average of NSðP i Þ for all P i 2 P.
Quality of Incremental Results
We partition the urban road network into a relatively large number of small sized partitions and consider them as the building blocks for the beginning time stamp. The proposed dynamic maintenance approach processes only the recently changed portions for a real-time response. Alternatively, it can be achieved by re-partitioning the network at regular time intervals. As opposed to the dynamic approach, the static re-partitioning approach processes the whole network repeatedly, and its heavy computations make it unacceptable for real-time response. Here we evaluate the quality of our dynamically obtained results (dynamic approach) by comparing them with those obtained by direct application (re-partitioning approach) of two other methods on the considered dataset-iÞ the two-stage a-Cut [1] , and iiÞ an adapted two-stage version of [4] (Jiadapted). The original method of [4] is not scalable for large networks, and therefore we adapt this method by adding an extra stage, same as [1] , before the application of [4] . Fig. 6 shows this comparison on Ms, M1 and M2 datasets in terms of F P , ANS, intra and inter. The measure for the proposed method is computed by incrementally maintaining a set of 200 building blocks in the physical layer and obtaining a set of 10 partitions from the logical layer at each of the shown time stamps. The results shown on the Ms dataset refer to the real scats traffic data on 03-12-2012 (Monday). We observe that the F P measure is mostly between 0.7 and 0.8, which indicates a high relative accuracy of our dynamic incremental partitioning method. A low measure of F P means that the dynamically obtained results are dissimilar to that of the assumed ground truth. As this is not the actual ground truth, sometimes even after having a low F P measure, the results 3. It can be accessed through http://mntg.cs.umn.edu/tg/ may actually be very good in quality, as is evident from the following ANS-based results. In Fig. 6 (c), 6(d), and 6(e), we observe that the ANS curve of the proposed method is most of the time higher but close to that of the a-Cut and Jiadapted, which means that the incrementally obtained partitions by the proposed method are not significantly inferior than those obtained by partitioning the urban road network directly using a-Cut and Ji-adapted. Sometimes the proposed method achieves even better quality than the existing methods. This is due to some randomness coming from the traffic data and the k-means used in spectral clustering after eigen-decomposition in ACut and Ji-adapted. Also, the ANS measure is always less than 1 for the real Ms dataset and most of the times less than 1 for the M1 and M2 datasets, which indicates that our results are still considerably good in quality. The main objective of the proposed dynamic method is to maintain the partitions efficiently, which lacks in the existing urban road network (or graph) partitioning algorithms. Table 3 shows the average running time 4 of the logical layer for producing partitions from the building blocks and that of the physical layer for incrementally updating the building blocks at each time stamp, for all the considered datasets. Its shows the running time by varying the number of maintained building blocks, in comparison to a-Cut and Ji-adapted. We observe that the lower the number of maintained building blocks, the faster is the method. The logical layer performs faster because it has to partition a smaller graph where the number of nodes is the number of maintained building blocks, and the physical layer is faster because of lesser overhead. When there is a large number of building blocks, it creates a large number of unstable and noisy road segments lying on the boundaries, which too often shift themselves from one block to another, leading to an overhead. Therefore selecting the right number of building blocks for an application environment is important for the method to have stable building blocks and partitions.
Efficiency of Incremental Computations
The appropriate number of blocks is to be chosen based on the computing environment and the dataset size, in such a way that the computations are homogeneously divided into the physical and logical layer. It is also based on requirements from the user end about the size of blocks, one would be interested to see inside the partitions. In our case, we found 200 blocks as a reasonable number. The longest running time for the real dataset Ms (Melbourne road network) is just a few seconds, which shows its applicability for the real urban road networks. It can also be performed in fractions of a second by maintaining less number of blocks. The longest running time shown in the table is around 6 minutes for the largest dataset (M3) on an ordinary PC, which may drastically improve on a high performance computer. Moreover it can also be performed in shorter time with less number of blocks. Comparing these times with the existing repartitioning method ( [1] , [4] ), we observe that even our longest running time is significantly lower than the existing method. Thus it suggests that our method can be effectively used with real traffic management systems by correctly setting its parameters to deal with the real situation in urbanscale road networks. Table 4 shows the running time of physical layer of the proposed method implemented without using the proposed index structures (Bin, stability tree, and short cycle index). We observe that it takes 1.5 to 2 times longer running time. The running time for the logical layer remains same in both the versions, as it does not use any index. It demonstrates the effectiveness of our index structures in improving the efficiency.
Memory Consumption in Bin
Without using any index, a system would simply dump the sets of building blocks at each new time stamp, which would proportionally keep on increasing the memory usage with lots of redundant information. In contrast, our Bin stores the complete information with minimum redundancy. The compactness of our index is quantified by the measure gain ¼ stored in memory when no index is used, and DI is the number of data items stored in memory using Bin. Fig. 7(a) shows the number of data items stored for maintaining 100 building blocks of the Ms dataset, and Fig. 7(b) shows our gain in memory consumption. The gain starts with even less than À1, but keeps on increasing with time and crosses 0.8 within two hours. The reason for a negative gain in the beginning is that it needs to store the extra information in Bin:TL and Bin.NI in addition to the blocks in Bin:Tr. For the Ms dataset, the number data items stored in these components in the first time stamp are 7245 (for 7245 road segments), 100 (for maintaining 100 blocks), and 7246 (road segments + root node in the tree), respectively. Over the period of time, Bin.NI consumes the same space, and Bin.TL and Bin.Tr keep increasing, but in a slow rate. Fig. 8 shows the effects of stability threshold stab , the number of incrementally maintained building blocks n b , and the roadcycle length l. The results are shown from experiments on the real data Ms. Fig. 8(a) shows the ANS measures of the set of building blocks at varying stab at five different time stamps. Observe that the quality of results are best at stab ¼ 0:7 and 1. When it is 1, all the boundary nodes are considered unstable processed once, because of which it gives good results. Interestingly 0.7 also produces good results for all the time pints, which may be because nodes above this stab are very stable, and processing them worsens the situation until all the nodes in the stability tree are processed. Similarly, Fig. 8(b) shows the ANS measure of the building blocks at five different time stamps when the number of such maintained blocks are from 200 to 1000.
Effects of External Parameters on Blocks
Observe that the more the number of partitions maintained, the better is the quality. Fig. 8(c) shows the ANS measure of the building blocks obtained by setting the roadcycle length l to 4, 6, and 8. There exists 26622, 165971, and 959528 roadcycles respectively for each value of l in the considered network. As the odd length roadcycles are very rare to find, we test with only even lengths. We observe that the quality of results generally gets better upto some extent with increasing cycle length. The reason for this behavior is that the cycles with high l include all the shorter cycles, and thus check the homogeneity in a larger region. With a small l, it checks only a very local region, and may lead to results that are not very good with respect to the global data. However, exceptional situations may occur in case of abrupt changes in the traffic. One such example is 07:24 AM, where 4-roadcycles give better result than 6-roadcycles.
Visualization Comparison with Google Traffic
This section demonstrates the usefulness of the proposed framework in traffic visualization in an informative way. Google Traffic (Fig. 1) simply visualizes a heatmap of the traffic data on individual road segments. It does not do any further mining or processing of the raw data. Its limitations are, i) there is no information about how the multiple independent or linked congestions are spread, and ii) very limited features to understand the temporal evolution. In contrast, our framework processes the raw traffic data with the proposed method to produce an information-rich visualization shown in Figs. 9 and 10. To keep the pictures simple and easy to understand, only one direction 5 of traffic flow is shown. Fig. 9 shows 4 color-coded partitions from the Ms at 07:06 AM computed in the logical layer. It gives a high level information of the traffic scenario at this time. Each single color has homogeneous traffic inside. If we are interested further, we can zoom-in into the partitions to see the actual building blocks being maintained in Bin in the physical layer. Fig. 10 shows the building blocks of the four partitions. A large number of maintained building blocks would produce the zoomed-in view in a fine granularity. Looking into the partitions and building blocks, it is easy to understand how the congestion is spread. Some partitions or building blocks may be congested, others may be non-congested (can be identified from the color codes). There may be multiple independent congestion blocks in different regions at the same time. By scrolling over the temporal domain, the evolution in those congestion blocks can be seen as snapsots in adjacent timeframes. A common phenomenon is that different independent congestions start growing from different regions in busy hours, merge with others to form a big congestion in a the peak time, and then gradually disperse back again. In our study on this dataset, we found that the biggest partiton in light green starts shrinking from the south as time passes by. At 08:06 AM the dark brown partition shifts to the south, the blue partition covers the north and north-west regions, and the light green partition covers the CBD and nearby regions.
RELATED WORK
Evolution in Road Traffic Networks: The evolution of specific events or characteristics in complex dynamic networks is studied from different perspectives in different networks. In road networks, studying the evolution of traffic congestion is an important problem for a smartly managed transportation. While the spatial partitioning of an urban road network to identify the differently congested individual sub-networks is being studied [1] , [4] , tracking their evolution is yet to receive attention. In our previous work [9] , we identify the urban road network partitions using [1] and track the congested partitions by considering only the similarity in feature values. We show that the incremental maintenance of partitions can be used for effective traffic visualization in platforms like Google Traffic. In our recent preliminary work [11] , we develop a two-layer method to track the evolution of congestion using the concepts of road network motifs, which we in the current paper for a comprehensive study. [16] investigates the spatiotemporal relation of congested road segments, and performs an empirical observation on the propagation of congestion. [10] incrementally clusters the spatial data streams collected from sensors. They first predict the clusters roughly using the previous clustering results, and then refine them further in the next stage. In [17] , we identify the road segments having high influence in propagating congestion in a road network. At each point of time we incrementally update the road segment influence scores and rank them.
The time series data of road networks are often modelled using Markov models for future traffic predictions [5] , [6] .
[5] models the travel-cost time series of road segments using a Spatiotemporal Hidden Markov Model and learns its parameters from historical travel data. Using the real-time travel data, the learned model infers near future travel costs, with an aim to be used for fastest route computation. [6] takes into account the historical traffic and weather conditions to mine a landmark graph in the cloud offline. Then in the online process, it models the traffic condition time series of landmarks as an mth-order Markov chain after discretizing the real-time traffic condition measures into different states, and infers future traffic conditions. Another line of research discovers the spatiotemporal causal properties in traffic data streams [7] , [8] . [7] first builds a region graph, where regions are identified by an image segmentation method, and links are created based on the transitions in traffic data. Thereafter the outliers are detected from the links, and the outlier causal trees are constructed by analyzing the adjacent time frames. [8] discovers of causal structures by considering time-varying properties with dynamic Bayesian network, and define a causal boundary.
Spatial Network Partitioning: Spatial partitioning of urban road networks is the first step of our framework, which leads to identification of the distinguishable partitions. The well studied graph partitioning lays the foundation of this problem. In [4] , the authors proposed a normalized cut based method for spatial partitioning of transportation networks. Their method suffers from high time and space complexity issues for large urban road networks [1] , [2] . The two heuristic methods proposed in [18] works fine for small-sized networks, but the running time increases significantly with the increase in network size. We developed a scalable road network partitioning method to identify the differently congested partitions [1] . The method starts with constructing a road graph from the given road network, followed by mining a road supergraph, and then partitioning the supergraph. The actual road network partitions are then extracted from the supergraph partitions by mapping them to the road network. The partitioning of the supergraph is done by optimizing a measure called a-Cut, by following a spectral clustering based solution. We extended the a-Cut algorithm to develop a further efficient algorithm called FaDSPa in [2] using density based clustering concepts. There also exist other works that treat road network partitioning as a secondary problem to solve some other problems of primary concern [3] , [19] , [20] .
Efficient spatial query processing is another related research area in road networks. In [21] , an efficient and scalable index called G-Tree is proposed to support shortest path, kNN, and keyword-based kNN queries. Another work [22] proposed an efficient method to process collective spatial keyword queries (CSKQ) considering the actual road network distance.
CONCLUSION
In this paper, we proposed a two-layer based comprehensive framework to incrementally update the differently congested partitions of an urban road network in an efficient manner, and thus capture the spatiotemporal evolution of traffic congestion. We also proposed Bin, an in-memory index for a compact storage and efficient retrieval of the historical building blocks. We conducted extensive experiments on real and synthetic datasets to demonstrate the efficacy of our method. The proposed method significantly outperforms the existing re-partitioning methods in terms of efficiency, with a small sacrifice on accuracy. The inmemory building block index saves a significant amount of memory space to store the history. Thus, the proposed framework can effectively serve real traffic management systems for continuously monitoring the evolution of congestion and aid in smart transportation services.
