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Abstract
This paper presents a light-weight online system adaptation technique for multi-core embedded systems running multiple applica-
tions. Thus far, online system adaptation techniques are restricted to reconﬁguring resource management schemes such as operating
frequency scaling or task-to-processor assignment. Additionally, in this paper, we enable to adapt the algorithm at runtime. That
is, we selectively apply a suitable algorithm considering the system status when more than one algorithm candidates exist in the
target application. We propose a generic and extensible self-adaptive framework with multiple applications in mind by providing
generic programming interface that requires minimal changes in the legacy software code. It is shown that the proposed framework
adaptively optimizes both resource management and algorithm selection with negligible performance overhead. The eﬀectiveness
of the proposed framework is experimentally proven with real-life examples.
c© 2016 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the Conference Program Chairs.
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1. Introduction
Traditionally, embedded systems are designed and optimized with a static and ﬁxed execution scenario in mind. In
architectural synthesis, for example, execution time of each operation is assumed to be constant, then the optimized
schedule is computed based on that1. However, as the design level of abstraction continues to get higher, such ﬁxed
and static execution scenarios become impractical as reliable grounds for compile-time optimization. Indeed, today’s
embedded systems have to deal with many uncertainties including ﬂuctuating task execution time and workload vari-
ation. Satish et al. 2 showed that execution times of P-macroblock processing in H.264 decoder vary from 10 to 70 ms,
making traditional scheduling techniques incompetent. Marculescu et al. 3 reported that workload variations of mod-
ern embedded systems are closely related with physical processes, which cannot be easily captured at design-time.
Therefore, in order to stay eﬃcient in such dynamic cases, it is necessary to let the system reform its conﬁguration in
a self-adaptive way at runtime, which is the main focus of this paper.
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Fig. 1: Overview of the proposed self-adaptive framework.
Thus far, most self-adaptive computing techniques have focused solely on eﬃcient managements of computing re-
sources, such as optimal processor frequency modulation4, task scheduling5,6, task-to-processor assignment7, and so
forth. In this paper, reconﬁguring the resource usage or management is called external adaptation as the control knobs
are outside the application. On the other hand, there also exist adaptable parameters inside applications themselves.
Altering such software parameters or algorithms is termed internal adaptation as opposed to the external adaptation.
Hoﬀmann et al. 8 took internal adaptations into consideration by enabling dynamic reconﬁguration of software param-
eters in various applications. However, it required in-depth understandings on the target applications due to the lack of
generic programming APIs, thus limited the applicability of the technique. Moreover, it is not clear how they support
multiple applications in their framework.
In this paper, we propose an online self-adaptive algorithm adaptation technique for multi-core embedded systems
with multiple applications, which is able to adaptively manage the computing resources as well as software/algorithm
knobs. The system gets reconﬁgured when the performance is unallowably degraded. In order to detect such per-
formance degradations, we continuously monitor the performance of target applications. When necessary, internal or
external adaptations are triggered through the provided APIs as will be explained in Section 3.
The contributions of this paper can be summarized as follows:
• we propose an uniﬁed self-adaptive framework that can deal with both internal and external adaptations;
• we propose an extensible self-adaptive framework that can allow spawning new applications at runtime;
• we facilitate applying self-adaptive computing technique by providing generic APIs for internal and external
adaptations.
2. Overall Framework
Fig.1 illustrates the overview of the proposed self-adaptive computing framework. In the proposed technique, it
is the duty of the programmer to insert the code for performance monitoring (time stamp) and internal adaptation
(selector) using the provided API as depicted in Fig. 1. A system-wide runtime manager daemon is active at all times,
waiting for the arrival of a new application. Once an application is initialized, using the provided initialization API,
the event is automatically notiﬁed to the runtime manager. Note that the runtime manager is implemented in a multi-
threaded way in order to be able to adaptively manage multiple applications independently and simultaneously. To be
more precise, the runtime manager has the following three tasks:
419 Hyunwoo Kim and Hoeseok Yang /  Procedia Computer Science  83 ( 2016 )  417 – 424 
• Setup and stand-by: It periodically checks out the system status to collect system information, which is nec-
essary to maintain in order to make eﬃcient self-adaptation decisions. Such information includes number of
available cores, their operation frequencies, memory capacity, and so on. Afterwards, it just stands by until it
is notiﬁed of an arrival of a new application. Once an application is launched, it should notify to the runtime
manager of its creation through the pre-deﬁned socket channel. Then, the listener thread inside the runtime
manager updates the information database of active applications, creates a corresponding decision maker thread
for the newly generated application, and initializes a pair of message queue channels between the application
and the decision maker thread.
• Self-adaptation: After the initialization, the applications report instant performance measures at predeﬁned
positions to the runtime manager through the message queues, on which self-adaptive decisions are made based.
Both internal and external adaptations can occur as necessary. In external cases, the underlying operating system
is directly requested to adjust the resource management scheme by the runtime manager. On the other hand, the
internal adaptation decision should be notiﬁed back to the application side through the message queues. Note
that the self-adaptation decision for an application is made by an exclusive and independent decision maker
thread in order to avoid the side-eﬀects from other applications.
• Wrap-up: When an application completes its execution, it signals to the manager through the socket channel to
ﬁnalize the transaction between the application and the runtime manager. All the resources the application has
occupied including the decision maker thread, message queues, and associated data structures are relinquished
and the manager goes back to the stand-by mode.
3. Proposed Self-Adaptive Technique
In this section, we discuss how the proposed self-adaptive framework sketched in Fig. 1 is realized in more detail.
First, we show how a software developer can utilize the proposed technique by specifying the APIs in Section 3.1.
Then, possible realizations for internal and external adaptations are illustrated as examples in Section 3.2.
3.1. APIs Provided by the Proposed Self-Adaptive Framework
Basically, the proposed framework is extended from Heartbeat8, where the performance of an application is mea-
sured in throughput. That is, an application is assumed to execute an ever-running loop and timestamps are continually
recorded at a predeﬁned position. Then, the reciprocal of the diﬀerence between two consecutive timestamps can be
understood as the instant throughput of the application. We extend the heartbeat APIs to be working between sepa-
rate processes, application and runtime manager, leveraging on the message queue which is commonly provided by
UNIX or POSIX compatible operating systems. To be more speciﬁc, heartbeat init, heartbeat ﬁnish, and heartbeat
are modiﬁed to manage heartbeats through message queues rather than storing them in ﬁle or memory.
Speciﬁcally for internal adaptations, two more APIs are added to the conventional heartbeat framework. In contrast
to external adaptations, internal adaptations might require re-writing or re-compiling application programs. In order to
avoid such error-prone and tedious re-designing of the application, we induce application programmers to encapsulate
diﬀerent algorithm options in separate pre-deﬁned functions. This set-up is facilitated by heartbeat set alg. At the
point of internal adaptation, the application does not invoke any of the pre-deﬁned functions, but a function pointer.
heartbeat decision autonomously adjust the function pointer as per the decision made by the runtime manager. Table 1
summarizes the APIs provided by the proposed framework.
3.2. Self-Adaptive Decision Maker
In order to achieve general applicability, the proposed framework is designed to be generic and portable. That
is, one can plug any self-adaptive decision making algorithm into the framework with minimal eﬀorts. In this work,
we designate an octa-core embedded multi-core processor9 as target hardware platform and illustrate three diﬀerent
decision maker algorithms. In the following scenarios, we aim at keeping the system’s performance (in heartbeat)
within a desired margin [hbmin, hbmax].
We ﬁrst demonstrate in Algorithm 1 how the number of cores utilized for an application is adaptively conﬁgured
at runtime. The target multi-core processor has two types of cores integrated on a single die, i.e., four performant big
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Table 1: Programming APIs of the proposed self-adaptive framework (extended from Heartbeat 8)
API Usage
heartbeat init to initialize transactions between applications and manager
heartbeat ﬁnish to wrap up transactions between applications and manager
heartbeat to measure and report the instant performance
heartbeat set alg to initialize internal adaptation
heartbeat decision to get internal adaptation decision
cores and four power-eﬃcient little cores. For simplicity and ease of implementation, we restrict ourselves to using
only one kind of cores at a time. That is, it is not allowed to use big and little cores at the same time. The big cores are
far more faster than little ones, while the little cores are preferred for their power-eﬃcient operation when the system
does not have much computation burden. Thus, it would be ideal that the system utilizes just enough number of cores
to stay in the performance requirement [hbmin, hbmax].
Algorithm 1 External adaptation on the number of used cores.
1: numBig← 1;  Initial condition: one big core is used
2: numLittle← 0;
3: procedure externCore(hb)
4: if hb > hbmax then  case 1: performance goal is over-achieved
5: if numBig  0 then  in case of a big core mode
6: numBig← 0;  switch to four little cores
7: numLittle← 4;
8: else if numLittle > 1 then  in case of two or more little cores used
9: numLittle← numLittle − 1;  relinquish one little core
10: end if
11: else if hb < hbmin then  case 2: performance goal is not satisﬁed
12: if numLittle  0 then  in case of a little core mode
13: numBig← 1;  switch to one big core mode
14: numLittle← 0;
15: else if numBig < 4 then  in case that big cores are not fully used
16: numBig← numBig + 1;  assign one more big core
17: end if
18: else  case 3: the performance is within the desired range
19: do nothing;
20: end if
21: reclaimCores(numBig, numLittle);  core reconﬁguration
22: end procedure
By default, the algorithm is running on one big core at the beginning (line 1-2). When the performance goal is
above the required performance margin (case 1, line 4), it is desirable to cut down the computational power in favor
of low-power operation. Thus, it either switches to little cores (line 5-7), if it was in a big core mode, or release one
little core (line 8). On the other hand, if the performance goes below the constraint (case 2, line 11), we need to boost
up the processing speed. If the systems was operating in a little core mode, it is switched back to a big core mode
(line 12-14). If it was already utilizing big cores, one more big core is claimed (line 16).
Other than the number of cores, operating frequencies can also be considered as self-adaptive reconﬁguration
target as most modern microprocessors support dynamic voltage-frequency scaling. The hardware platform under
consideration9 in our example support many diﬀerent frequencies from 100 MHz upto 2100 MHz. Without loss of
generality, we only consider ﬁve frequency modes ({400, 800, 1200, 1600, 2000}) for simplicity and the application is
assumed to be running on a big core. As shown in Algorithm 2, we just reconﬁgure the frequency of the big core
in a greedy way in response to the measured performance. That is, when the monitored heartbeat is over the desired
range (line 3), the frequency decreases by one step (400 MHz). The frequency get increased by 400 MHz when the
heartbeat is below the minimum allowable level, hbmin.
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Algorithm 2 External adaptation on the operating frequency (in MHz).
1: f req← 400;  Initial condition: one big core is used
2: procedure externFreq(hb)
3: if hb > hbmax then  case 1: performance goal is over-achieved
4: if f req > 400 then  scaling down
5: f req← f req − 400;
6: end if
7: else if hb < hbmin then  case 2: performance goal is not satisﬁed
8: if f req < 2000 then  scaling up
9: f req← f req + 400;
10: end if
11: else  case 3: the performance is within the desired range
12: do nothing;
13: end if
14: ad justFreq( f req);  frequency scaling
15: end procedure
Lastly, we present a simple internal adaptation decision maker example in Algorithm 3. It is assumed that there are
two diﬀerent algorithm candidates available in the target application; one, performant, works faster while the other,
economic, is more cost-eﬀective. It is straightforward to toggle between two modes when the performance gets out of
the desired bound as shown at line 2-5.
Algorithm 3 Internal adaptation example.
1: procedure Internal(hb)
2: if hb > hbmax then  case 1: performance goal is over-achieved
3: alg← economic;
4: else if hb < hbmin then  case 2: performance goal is not satisﬁed
5: alg← per f ormant;
6: else  case 3: the performance is within the desired range
7: do nothing;
8: end if
9: sendInternal(alg);  triggering internal adaptation
10: end procedure
It is worthwhile to mention that the proposed framework is generic and portable. That is, one can embed any
decision maker algorithm as long as it abides by the APIs presented in Section 3.1 and Algorithm 1-3. Furthermore,
diﬀerent applications may work with distinct decision maker algorithms. Even internal and external adaptations can
work at the same time for multiple applications, as will be experimentally shown in the next section.
4. Experiments
The proposed framework is implemented on top of Linux (Ubuntu 14.04, kernel 3.10.82) running on Exynos54229.
As benchmarks, we tested two real applications: Integer Sort of NAS Parallel Benchmark Suite (IS/NPB)10 and X264
video encoding application of PARSEC benchmark (X264)11. We apply the external adaption algorithms presented
in Algorithm 1 and 2 to IS/NPB and the internal adaptation shown in Algorithm 3 to X264. To make variance on
the workload, we alternate between three diﬀerent workload sets in IS, namely Light (216 integers), Medium (220
integers), and Heavy (223 integers). On the other hand, X264 has natural workload variance without any modiﬁcation
as the scene to be encoded diﬀer from one frame to another. In the experiments, we used 720p50 parkrun ter.y4m as
input video source12.
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Fig. 2: External adaptation on the number of cores (Algorithm 1) applied to IS/NPB.
4.1. External Adaptation
Fig. 2 denotes how the proposed framework manages IS/NPB using the external adaptation sketched in Algo-
rithm 1. The workloads arbitrarily change among L, M, and H over the iterations and the allowable performance
margin is set to [0.5, 1.5] in heartbeats. Sometimes, the heartbeats overshoot the desired performance upper-bound
as shown at iterations 3 and 12. As soon as they are detected, the framework degrades the performance immediately
after that iteration by adjusting core assignments. The overheads due to the self-adaptive management were negligible
as 0.35% on average.
Alternatively to the core re-assignment, we adaptively adjust the operating frequency of the cores as shown in
Algorithm 2. As stated earlier, we aﬃne the application threads onto four big cores in this scenario and change
the frequencies of the cores as a whole. Fig. 3 depicts how the heartbeats change over the iterations. In this case,
the allowable performance margin is set to [1.0, 6.0] in heartbeats. We could also observe the same tendency, i.e.,
as soon as the over- and undershoot is monitored, the self-adaptive manager immediately reacts to shepherd the
performance into the speciﬁed margin. Compared with Algorithm 1, the frequency adjustment showed steeper changes
in performance. This is due to matured parallelism inside the IS/NPB benchmark. That is, according to Amdahl’s law,
the speedup of the parallel execution is eventually limited by serial portion of the algorithm. On the contrary, scaling
up the frequency does not have such a limitation.
4.2. Internal Adaptation
The internal adaption sketched in Algorithm 3 results in Fig. 4 when applied to X264. In this experiment scenario,
the performance margin is set to be one point as [2.0, 2.0]. In other words, the performant algorithm is applied
whenever the system’s performance is below the heartbeat of 2.0; and the economic one is applied otherwise. Note
that the performant algorithm is worse than the economic one in terms of quality-of-service. In this speciﬁc case, faster
execution can be achieved at the cost of worse compression rate. Compared with the case that only the performant
algorithm is applied at all times, the proposed technique was better by 655.9566 kb/s on average in bitrate. The
performance overhead of the internal adaption also showed negligible performance overhead, 0.045%, on average.
4.3. Multiple Applications
In the proposed framework, it is possible to accommodate multiple applications, each of which has its own sep-
arate self-adaptive decision maker. Fig. 5 illustrates the case that X264 and IS/NPB are running at the same time,
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Fig. 4: Internal adaptation (Algorithm 3) applied to X264.
self-adaptively controlled by internal and external adaptation controllers respectively. To avoid the performance in-
terferences between them we run them isolatedly on one big core and seven other cores respectively. In case that
multiple applications share the processing cores, it is expected that the self-adaptive decision maker should be aware
of the interferences between them. Modeling such performance interferences in the self-adaptive technique remains
as future work.
5. Conclusion
In this paper, we propose an online self-adaptive system management technique for multi-core embedded sys-
tems extended from Heartbeat8. The proposed framework has advantages in ﬂexibility and extensibility over existing
self-adaptive techniques. In particular, it supports external and internal adaptation at the same time with multiple ap-
plications. Experiments with real-life examples on multi-core embedded computing platform prove the eﬀectiveness
of the proposed technique.
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