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FOUNDATIONS OF FROBENIUS HEISENBERG CATEGORIES
JONATHAN BRUNDAN, ALISTAIR SAVAGE, AND BENWEBSTER
Abstract. We describe bases for the morphism spaces of the Frobenius Heisenberg categories associated to a
symmetric graded Frobenius algebra, proving several open conjectures. Our proof uses a categorical comul-
tiplication and generalized cyclotomic quotients of the category. We use our basis theorem to prove that the
Grothendieck ring of the Karoubi envelope of the Frobenius Heisenberg category recovers the lattice Heisen-
berg algebra associated to the Frobenius algebra.
1. Introduction
Throughout this article we work over a field k of characteristic zero (see also Remark 10.8). The Frobe-
nius Heisenberg category Heisk(A) is a strictly pivotal graded k-linear monoidal category depending on a
graded Frobenius algebra A and a central charge k ∈ Z. Its name arises from the fact that it categorifies
the quantum analog q-Heisk(A) of a lattice Heisenberg algebra depending on A. The category first appeared
for A = k and k = −1 in work of Khovanov [Kho14], motivated by the study of induction and restriction
functors between modules for symmetric groups. The definition was then extended to the case of arbitrary
A and k in a series of works by several authors [CL12, RS17, MS18, Bru18, Sav19]. In fact, in its most
general form, A can be a graded Frobenius superalgebra, and Heis k(A) is a monoidal supercategory in the
sense of [BE17a].
The Frobenius Heisenberg categories are defined in terms of generators and relations. In order to fully
understand them, one wants an explicit linear basis for each morphism space. The standard approach to
proving such basis theorems involves two steps. First, one derives relations that provide a straightening
algorithm, allowing one to reduce arbitrary morphisms to linear combinations of morphisms in a standard
form. Then, to prove linear independence, one exploits actions on certain module categories constructed
from some natural cyclotomic quotients. This was the original approach used to give a basis theorem for
Heis−1(k) [Kho14], and then also to give a basis theorem for Heis k(k) [MS18] for all k , 0.
Unfortunately, the above method for proving linear independence fails for general A. The natural ac-
tion of Heis k(A) is on modules for the cyclotomic wreath product algebras studied in [Sav20] (see also
[KM19]). However, one can show by degree considerations that certain morphisms, expected to be nonzero
in Heisk(A), must act as zero in any such module category; see [RS17, Rem. 8.11]. Therefore, until now,
basis theorems in this general setting have remained conjectural, even in the important case where A is a
zigzag algebra as in Example 9.1, when the Frobenius Heisenberg category is related to the geometry of
Hilbert schemes [CL12] and categorical vertex operators [CL11].
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One of the main results of the current paper is a basis theorem for the Heis k(A) in general (Theorem 7.2).
Our proof involves the construction of a categorical comultiplication
∆l|m : Heisk(A)→ Add
(
Heis l(A)⊙Heism(A)
)
, k = l + m,
where Heis l(A)⊙Heism(A) is a certain localization of a symmetric product of the monoidal supercategories
Heis l(A) and Heism(A), and Add denotes additive envelope. This functor allows one to form tensor products
of Heisenberg module categories, provided that the localized morphism acts invertibly. Equipped with
this method of forming larger module categories, we are able to construct asymptotically faithful module
categories using generalized cyclotomic quotients. This technique, which was first used in [Web16], was
employed in [BSW18] to give a new proof of the basis theorem for Heis k(k). The current paper further
illustrates the wide applicability of this approach. It will also be used in [BSW] to prove a basis theorem for
quantum Frobenius Heisenberg categories built from the quantum affine wreath product algebras of [RS20],
and we expect it can be used to prove basis theorems for the super Kac-Moody 2-categories of [BE17b].
Let e ∈ A be a homogeneous idempotent such that A = AeA, so that A and eAe are graded Morita
equivalent. Note that eAe is also a graded Frobenius superalgebra with trace map that is the restriction of
the given trace on A. As a first application of the basis theorem, we prove that the graded Karoubi envelopes
of Heisk(A) and Heisk(eAe) are equivalent as graded monoidal supercategories (Theorem 8.3). For example,
if A is semisimple and purely even with trivial grading, so that A is Morita equivalent to the direct sum
of N copies of the field k (where N is the number of pairwise inequivalent irreducible A-modules), this
result implies that the graded Karoubi envelope of Heis k(A) is monoidally equivalent to the graded Karoubi
envelope of the symmetric product of N copies of Heis k(k); the latter category is studied in [Gan20].
The other main result of the current paper concerns the Grothendieck ring of the Frobenius Heisenberg
supercategory. We prove that the Grothendieck ring of the graded Karoubi envelope of Heis k(A) is iso-
morphic to the lattice Heisenberg algebra q-Heisk(A) of central charge k associated to A (Theorem 10.5)
providing the following hypothesis holds (see also Remark 10.7):
(†) The graded Frobenius superalgebra A is positively graded with A0 being purely even and semisimple.
In the case that the grading on A is nontrivial, this was proved already in [Sav19, Th. 1.5], although the proof
there left many details to the reader. The argument given here is based instead on ideas from [BSW18],
which computed the Grothendieck ring in the special case that A = k. We also explain a sense in which the
comultiplication ∆l|m categorifies the comultiplication on q-Heisk(A) (Theorem 10.6).
We do make one simplifying assumption compared to [Sav19]: we assume throughout that A is a sym-
metric graded Frobenius superalgebra. This greatly simplifies the exposition and covers most of the cases
of current interest (in particular, zigzag algebras and group algebras of finite groups). The one exception
is the case where A is a rank one Clifford algebra, which is excluded by our assumption. Nevertheless, we
expect that the methods of the current paper could be adapted to the Clifford case in one of two ways. One
method is to relax the assumption that A is symmetric, and keep track of the Nakayama automorphism as
in [Sav19]. Alternatively, one can allow the trace map of A to be odd, in which case the (polynomial) dot
generators become odd. This is considered in the case k = −1 in [RS17]. We expect the Clifford case to be
treated in detail in [CK].
2. Monoidal supercategories
Let k be a fixed ground field of characteristic zero. All vector spaces, algebras, categories and functors
will be assumed to be linear over k unless otherwise specified. Unadorned tensor products denote tensor
products over k. Almost everything in the article will be enriched over the category SVec of vector super-
spaces, that is, Z/2-graded vector spaces V = V0¯ ⊕ V1¯ with parity-preserving morphisms. Writing v¯ ∈ Z/2
for the parity of a homogeneous vector v ∈ V , the category SVec is a symmetric monoidal category with
symmetric braiding V ⊗W → W ⊗ V defined by v ⊗ w 7→ (−1)v¯w¯w ⊗ v; this formula as written only makes
sense if both v and w are homogeneous, with its intended meaning for general vectors following by linearity.
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Sometimes we will be working with an additional Z-grading, that is, we will be working in the category
GSVec of graded vector superspaces V =
⊕
n∈Z
Vn =
⊕
n∈Z
Vn,0¯⊕Vn,1¯ with grading-preserving morphisms.
The term positively graded will mean graded with all negative graded pieces equal to zero, and the grading
will be called trivial if it is concentrated in degree zero, i.e. V = V0 = V0,0¯ ⊕ V0,1¯. Assuming all Vn,r are
finite dimensional, we set
(2.1) gsdim V :=
∑
n∈Z,r∈Z/2
qnπr dimVn,r ∈ Zπ[q, q
−1],
where Zπ := Z[π]/(π
2 − 1). Also let Qπ := Q[π]/(π
2 − 1). Since all of the subtleties involving signs come
from the underlying vector superspace, it is usually straightforward to incorporate this additional Z-grading
into the definitions, so we will not say much more about it below.
For superalgebras A = A0¯ ⊕ A1¯ and B = B0¯ ⊕ B1¯, multiplication in the superalgebra A ⊗ B is defined by
(2.2) (a′ ⊗ b)(a ⊗ b′) = (−1)a¯b¯a′a ⊗ bb′
for homogeneous a, a′ ∈ A, b, b′ ∈ B. The opposite superalgebra Aop is a copy {aop : a ∈ A} of the vector
superspace A with multiplication defined from
(2.3) aopbop := (−1)a¯b¯(ba)op.
The center Z(A) is the subalgebra generated by all homogeneous a ∈ A such that
(2.4) ab = (−1)a¯b¯ba
for all homogeneous b ∈ A. The cocenter C(A) (which is merely a vector superspace not an superalgebra!)
is the quotient of A by the subspace spanned by ab − (−1)a¯b¯ba for all homogeneous a, b ∈ A. In case A and
B are graded superalgebras, so are A ⊗ B, Aop and Z(A), while C(A) is a graded superspace.
In fact, throughout this document, we will be working with strict monoidal supercategories in the sense
of [BE17a]. In such a category, the super interchange law is
(2.5) ( f ′ ⊗ g) ◦ ( f ⊗ g′) = (−1) f¯ g¯( f ′ ◦ f ) ⊗ (g ◦ g′).
We denote the unit object by 1 and the identity morphism of an object X by 1X. We will use the usual
calculus of string diagrams, representing the horizontal composition f ⊗ g (resp. vertical composition f ◦ g)
of morphisms f and g diagrammatically by drawing f to the left of g (resp. drawing f above g). Care is
needed with horizontal levels in such diagrams due to the signs arising from the super interchange law:
(2.6) f g = f g = (−1)
f¯ g¯
f
g
.
We refer the reader to [Sav] for a brief overview of these concepts, to [TV17, Ch. 1, 2] for a more in-depth
treatment, and to [BE17a] for a detailed discussion of signs in the superalgebra setting. We review below a
few of the more important ideas that are crucial for our exposition and somewhat less well known.
A supercategory means a category enriched in SVec. Thus, its morphism spaces are actually superspaces
and composition is parity-preserving. A superfunctor between supercategories induces a parity-preserving
linear map between morphism superspaces. For superfunctors F,G : A → B, a supernatural transformation
α : F ⇒ G of parity r ∈ Z/2 is the data of morphisms αX ∈ HomB(FX,GX)r for each X ∈ A such that
G f ◦αX = (−1)
r f¯αY ◦F f for each homogeneous f ∈ HomA(X, Y). Note when r is odd that α is not a natural
transformation in the usual sense due to the sign. A supernatural transformation α : F ⇒ G is α = α0¯ + α1¯
with each αr being a supernatural transformation of parity r.
Enriching in GSVec in place of SVec , one obtains similar notions with an additional Z-grading, which
we call graded supercategory, graded superfunctor and graded supernatural transformation.
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Definition 2.1. For a supercategory A, its Π-envelopeAπ is the supercategory with objects given by formal
symbols {ΠrX : X ∈ A, r ∈ Z/2} and morphisms defined by
(2.7) HomAπ(Π
rX,ΠsY) := Πs−r HomA(X, Y),
where, on the right-hand side, Π denotes the parity shift operator determined by (ΠV)r := Vr−1¯ for a vector
superspace V . The composition law in Aπ is induced in the obvious way from the one in A: writing
f sr for the morphism in HomAπ(Π
rX,ΠsY) of parity f¯ + r − s defined by f ∈ HomA(X, Y), we have that
f sr ◦ g
v
u = ( f ◦ g)
s+v
r+u.
The Π-envelope Aπ from Definition 2.1 is a Π-supercategory in the sense of [BE17a, Def. 1.7] with
parity shift functor Π : Aπ → Aπ sending object Π
rX to Πr+1¯X and morphism f sr to f
s+1¯
r+1¯
. Viewing A as a
full subcategory of its Π-envelope Aπ via the canonical embedding
(2.8) J : A → Aπ, X 7→ Π
0¯X, f 7→ f 0¯
0¯
,
the Π-envelope satisfies a universal property: any superfunctor F : A → B to a Π-supercategory B extends
in a canonical way to a graded functor F˜ : Aπ → B such that F˜ ◦ Π = Π ◦ F˜. In turn, any supernatural
transformation θ : F ⇒ G between superfunctors F,G : A → B extends in a unique way to a supernatural
transformation θ˜ : F˜ ⇒ G˜; see [BE17a, Lem. 4.2].
The underlying category of a Π-supercategory is the category with the same objects, but only the even
morphisms. It has the structure of a Π-category in the sense of [BE17a, Def. 1.6].
Definition 2.2. For a graded supercategory A, its (Q,Π)-envelope is the graded supercategory Aq,π with
objects {QmΠrX : X ∈ A, m ∈ Z, r ∈ Z/2} and morphisms
(2.9) HomAq,π(Q
mΠrX,QnΠsY) := Qn−mΠs−r HomA(X, Y),
where Q on the right is the grading shift functor (QV)n := Vn−1. We use the notation f
n,s
m,r for the morphism
in HomAq,π(Q
mΠrX,QnΠsY) of degree deg( f ) + n − m and parity f¯ + s − r defined by f ∈ HomA(X, Y).
The (Q,Π)-envelope Aq,π from Definition 2.2 is a graded Π-supercategory in the sense of [BE17a,
Def. 6.4], and satisfies analogous universal properties to Π-envelopes.
The underlying category of a (Q,Π)-supercategory has only the even morphisms of degree zero, and is
a (Q,Π)-category in the sense of [BE17a, Def. 6.12]. Intuitively, the passage from a graded supercategory
A to the underlying category of its (Q,Π)-envelope Aq,π should be thought of as modifying A so that its
morphisms may be reinterpreted as even morphisms of degree zero between formal parity shifts of objects.
The Karoubi envelope Kar(A) of a supercategory (resp. a graded supercategory) A is the completion of
its additive envelope Add(A) at all homogeneous idempotents. Thus, objects of Kar(A) are pairs (X, e) con-
sisting of a finite direct sum X of objects of A together with a homogeneous idempotent e ∈ EndAdd(A)(X).
Morphisms (X, e) → (Y, f ) are elements of f HomAdd(A)(X, Y)e. Also let K0(Kar(A)) denote the split
Grothendieck group of the underlying category of Kar(A), that is, the abelian group generated by degree
zero isomorphism classes of objects subject to the relations [X] + [Y] = [X ⊕ Y]. IfA is a Π-supercategory
(resp. a graded (Q,Π)-supercategory), the grading shift functors extend by the usual universal property of
Karoubi envelopes to make Kar(A) into a Π-supercategory (resp. a graded (Q,Π)-supercategory) too. Then
K0(Kar(A)) is a Zπ-module (resp. a Zπ[q, q
−1]-module) with
π[X] = [ΠX], qn[X] = [QnX].(2.10)
Starting from a graded supercategory A, the Karoubi envelope of the (Q,Π)-envelope of A is the graded
Karoubi envelope Kar(Aq,π) ofA. This has objects that are summands of finite direct sums of formal degree
and parity shifts of objects ofA.
The archetypical example of a Π-supercategory arises as follows. Let A be a locally unital superalge-
bra, i.e. an associative (but not necessarily unital) superalgebra with a system {1X : X ∈ A} of mutually
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orthogonal idempotents such that A =
⊕
X,Y∈A
1YA1X. Let smod-A be the category of (locally unital) right
A-supermodules and all (not necessarily homogeneous) A-module homomorphisms. To make the super-
category smod-A into a Π-supercategory, we define Π so that it sends supermodule V to the parity switch
ΠV viewed as a right A-module with the same underlying action as before. On a homogeneous morphism
f : V → W , Π f : ΠV → ΠW is the function (−1) f¯ f . Note that the usual category of A-supermodules and
parity-preserving morphisms is the underlying category of our category smod-A. Let psmod-A be the full
subcategory of smod-A consisting of the finitely-generated projective supermodules.
The data of a locally unital superalgebra A is just the same as the data of a supercategory A. Indeed,
given A, one takes the set A indexing the distinguished idempotents of A to be the object set of A, then
defines A so that 1YA1X = HomA(X, Y) with multiplication induced by composition in A. There is then
a superfunctor A → psmod-A sending object X to the right ideal 1XA and morphism a ∈ 1YA1X to the
homomorphism 1XA → 1YA defined by left multiplication by a. Applying the universal properties first of
Π-envelope then of Karoubi envelope, this induces a superfunctor
(2.11) Kar
(
Aπ
)
→ psmod-A.
The Yoneda lemma implies that this functor is an equivalence of supercategories. Using it, we may identify
the Zπ-module K0
(
Kar
(
Aπ
))
with the usual Grothendieck group K0(psmod-A).
The same constructions can be performed in the graded setting. The data of a graded supercategory A is
equivalent to the data of a locally unital graded superalgebra A. Let gsmod-A be the category of graded right
A-supermodules, with morphisms being sums f =
∑
n∈Z fn of homogeneous homomorphisms of various
degrees; a homogeneous A-supermodule homomorphism f : V → W of degree n is an A-supermodule ho-
momorphism as usual sending each graded piece Vm into Wm+n. In fact, gsmod-A is a (Q,Π)-supercategory
with Q and Π acting as grading and parity shift functors. Let pgsmod-A be the full subcategory consisting
of the finitely generated projective graded supermodules. The Yoneda lemma again gives an equivalence of
graded supercategories
(2.12) Kar
(
Aq,π
)
→ pgsmod-A.
Hence, K0
(
Kar
(
Aq,π
))
 K0(pgsmod-A) as Zπ[q, q
−1]-modules.
Now we step up to the monoidal situation. We make the (for once, not k-linear!) category SCat of
supercategories and superfunctors into a symmetric monoidal category following the general construction
of [Kel05, §1.4]. In particular, for supercategories A and B, their k-linear product, denoted A ⊠ B, has as
objects pairs (X, Y) for X ∈ A and Y ∈ B, and
(2.13) HomA⊠B((X, Y), (X
′, Y ′)) = HomA(X, X
′) ⊗ HomB(Y, Y
′)
with composition defined via (2.5). A strict monoidal supercategory is a supercategory Cwith an associative,
unital tensor functor − ⊗ − : C ⊠ C → C. For example, given any supercategory A, the category SEnd (A)
of superfunctors F : A → A and supernatural transformations is a strict monoidal supercategory. See
[BE17a, Def. 1.4] for the appropriate notions of (not necessarily strict) monoidal superfunctors between
strict monoidal supercategories, and of monoidal natural transformations between monoidal superfunctors
(these are required to be even).
There is also a notion of strict monoidal Π-supercategory; see [BE17a, Def. 1.12]. Such a category
is a Π-supercategory in the earlier sense with Π := π ⊗ − for a distinguished object π admitting an odd
isomorphism ζ : π
∼
−→ 1. For example, ifA is aΠ-supercategory, then SEnd (A) is actually a strict monoidal
Π-supercategory with the distinguished object π being the parity shift functor Π : A → A. The underlying
category of a strict monoidal Π-supercategory is a strict monoidal Π-category. Again we refer to [BE17a,
Def. 1.14] for a detailed discussion.
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The Π-envelope Cπ of a strict monoidal supercategory C is the Π-supercategory from Definition 2.1
viewed as a strict monoidal Π-supercategory with π := Π1, tensor product of objects defined by
(2.14)
(
ΠrX
)
⊗
(
ΠsY
)
:= Πr+s(X ⊗ Y),
and tensor product (horizontal composition) of morphisms defined by
(2.15) f sr ⊗ g
v
u := (−1)
r(g¯+u+v)+ f¯ v( f ⊗ g)s+vr+u
for homogeneous morphisms f and g in C. See [BE17a, Def. 1.16] for more details and discussion of its
universal property. When working with string diagrams, the morphism f sr in Cπ may be represented by
adding horizontal lines labelled by r and s at the bottom and top of the diagram for f : X → Y:
(2.16) f
r
s
: ΠrX → ΠsY.
Then the rules for horizontal and vertical composition in Cπ become
(2.17) f
s
r
⊗ g
v
u
= (−1)r(g¯+u+v)+ f¯ v gf
s+v
r+u
, f
t
s
◦ g
s
r
=
g
f
t
r
.
The Karoubi envelope Kar(C) of a strict monoidal Π-supercategory is a strict monoidal Π-supercategory.
Its Grothendieck group K0(Kar(C)) is actually a Zπ-algebra with multiplication induced by tensor product.
A module supercategory over a strict monoidal supercategory C is a supercategory A together with
a monoidal superfunctor C → SEnd (A). If A is actually a Π-supercategory, then SEnd (A) is a strict
monoidal Π-supercategory, so applying the universal property of Π-envelope gives us an induced monoidal
superfunctor Cπ → SEnd (A). In turn, ifA is also Karoubian, then so is SEnd (A), hence applying the uni-
versal property of Karoubi envelope gives us a monoidal superfunctor Kar(Cπ) → SEnd (A). In particular,
this makes K0(A) into a module over the Zπ-algebra K0(Kar(Cπ)).
In the presence of an additional Z-grading, the definitions just recalled become strict graded monoidal
supercategories and strict graded monoidal (Q,Π)-supercategories; see [BE17a, §6]. The basic example
of a strict graded monoidal supercategory is the category GSEnd (A) of graded superfunctors and graded
supernatural transformations for a graded supercategory A. For a strict graded monoidal supercategory C,
its (Q,Π)-envelope Cq,π is a strict graded monoidal (Q,Π)-supercategory, and we represent the morphism
f
n,s
m,r : Q
mΠrX → QnΠsY in Cq,π diagrammatically by
(2.18) f
m,r
n,s
: QmΠrX → QnΠsY.
Horizontal and vertical composition in Cq,π are defined in terms of the underlying parities as in (2.17). Then
K0(Kar(Cq,π)) is a Zπ[q, q
−1]-algebra. If A is a graded module supercategory over C then K0(Kar(Aq,π)) is
a module over K0(Kar(Cq,π)).
3. The wreath product category
Let A be a graded superalgebra. The symmetric group Sn acts on A
⊗n (tensor product of graded super-
algebras) by permuting the factors, with the appropriate sign when odd elements are flipped. To match our
diagrammatic conventions to be introduced below, we will number the factors of A⊗n from right to left. In
particular,
si(an ⊗ · · · ⊗ a1) = (−1)
a¯i a¯i+1an ⊗ · · · ⊗ ai+2 ⊗ ai ⊗ ai+1 ⊗ ai−1 ⊗ · · · ⊗ a1, a1, . . . , an ∈ A,
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where si denotes the simple transposition of i and i + 1. The wreath product algebra Wrn(A) = A
⊗n ⋊Sn is
the algebra equal to A⊗n ⊗ kSn as a vector space, with multiplication determined by
(a ⊗ σ)(b ⊗ τ) = aσ(b) ⊗ στ, a, b ∈ A⊗n, σ, τ ∈ Sn.
This a graded superalgebra, where we consider elements of Sn to be of degree zero.
Let Wr (A) be the free strict symmetric graded monoidal supercategory generated by an object ↑ whose
endomorphism algebra is A. So Wr (A) is the strict graded monoidal supercategory generated by one object
↑ and morphisms
(3.1) : ↑ ⊗ ↑→↑ ⊗ ↑, a : ↑→↑, a ∈ A,
where the crossing is even of degree zero and the morphism a , which we refer to as a token, is of the same
degree and parity as a. The relations are as follows:
1 = , λ a + µ b = λa+µb ,
b
a = ab , a =
a , = , = ,(3.2)
for a, b ∈ A and λ, µ ∈ k. It follows from the defining relations that the map
A → EndWr (A)(↑), a 7→ a ,
is a graded superalgebra homomorphism and, also using (2.6), we have automatically that
a
b = a b = (−1)
a¯b¯
a
b , a =
a .(3.3)
The objects of Wr (A) are
{
↑⊗n: n ∈ N
}
. There are no nonzero morphisms ↑⊗m→↑⊗n for m , n. Furthermore,
we have an isomorphism of graded superalgebras
(3.4) ın : Wrn(A)

−→ EndWr (A)(↑
⊗n)
sending the simple transposition si to the crossing of the i-th and (i + 1)-st strings and 1
⊗(n−i) ⊗ a ⊗ 1⊗(i−1)
to a token labelled a on the i-th string, numbering strings 1, 2, . . . , n from right to left. We will use this
isomorphism to identify elements of Wrn(A) (hence also elements of Sn) with morphisms in EndWr (A)(↑
⊗n)
without further comment.
Suppose C and D are strict graded monoidal supercategories defined by generators and relations, e.g.
C = D = Wr (A). Their free product is the strict graded monoidal supercategory defined by taking the
disjoint union of the given generators and relations of C and D. Then the symmetric product C ⊙ D is the
strict graded monoidal category obtained from the free product by adjoining additional even degree zero
isomorphisms σX,Y : X ⊗ Y

−→ Y ⊗ X for each pair of objects X ∈ C and Y ∈ D, subject to the relations
σX1⊗X2,Y = (σX1,Y ⊗ 1X2) ◦ (1X1 ⊗ σX2,Y), σX,Y1⊗Y2 = (1Y1 ⊗ σX,Y2) ◦ (σX,Y1 ⊗ 1Y2),(3.5)
σX2,Y ◦ ( f ⊗ 1Y ) = (1Y ⊗ f ) ◦ σX1,Y , σX,Y2 ◦ (1X ⊗ g) = (g ⊗ 1X) ◦ σX,Y1 ,(3.6)
for all X, X1, X2 ∈ C, Y, Y1, Y2 ∈ D, f ∈ HomC(X1, X2), and g ∈ HomD(Y1, Y2).
We use two colors to denote the factors in the symmetric product Wr (A) ⊙ Wr (A). Morphisms are then
represented by linear combinations of string diagrams colored blue and red. In order to write down an
efficient monoidal presentation for this category, as well as the colored tokens and one-color crossings that
are the generating morphisms of Wr (A) and Wr (A), one just needs two additional generating morphisms
represented by the two-color crossings
(3.7) := σ↑,↑ : ↑ ⊗ ↑ → ↑ ⊗ ↑, :=
(
σ↑,↑
)−1 : ↑ ⊗ ↑ → ↑ ⊗ ↑,
both of which are even of degree zero. All of the other required morphisms σX,Y and their inverses can be
obtained from these using (3.5). Then, as well as the defining relations of Wr (A) and Wr (A), one needs
8 JONATHAN BRUNDAN, ALISTAIR SAVAGE, AND BENWEBSTER
additional relations asserting that the two-color crossings displayed above are mutual inverses, and that the
colored tokens and one-color crossings commute with the two-color crossings as in (3.6).
There is a strict graded monoidal functor
(3.8) ∆ : Wr (A)→ Add(Wr (A) ⊙ Wr (A))
which sends the generating object ↑ to ↑ ⊕ ↑, and is defined on the generating morphisms by
∆
(
a
)
= a + a , ∆
( )
= + + + .
This follows from the universal property defining Wr (A): the category Add(Wr (A)⊙Wr (A)) is a strict sym-
metric monoidal category and the map a 7→ a + a defines a homomorphism from A to the endomorphism
algebra of the object ↑ ⊕ ↑.
Let P be the set of all partitions, writing λT for the transpose of partition λ. For 0 ≤ r ≤ n, let Pr,n denote
the set of size
(
n
r
)
consisting of tuples λ = (λ1, . . . , λr) ∈ Z
r such that n − r ≥ λ1 ≥ · · · ≥ λr ≥ 0. Thus,
viewing partitions as Young diagrams, Pr,n is the set of partitions fitting inside an r × (n − r) rectangle. We
let minr,n (resp. maxr,n) denote the element λ ∈ Pr,n with λ1 = · · · = λr = 0 (resp. λ1 = · · · = λr = n − r).
For λ ∈ Pr,n, we define
(3.9) ↑⊗λ:= ↑⊗(n−r−λ1) ⊗ ↑ ⊗ ↑⊗(λ1−λ2) ⊗ ↑ ⊗ · · · ⊗ ↑ ⊗ ↑⊗λr ∈ Wr (A) ⊙ Wr (A).
In particular, ↑⊗minr,n= ↑⊗(n−r) ⊗ ↑⊗r and ↑⊗maxr,n= ↑⊗r ⊗ ↑⊗(n−r). We denote the identity morphism of ↑⊗λ by
1λ. There is a unique isomorphism
(3.10) σλ : ↑
⊗λ −→ ↑⊗minr,n
whose diagram only involves crossings of the form ; in particular σminr,n = 1minr,n . We will view the tensor
product Wrn−r(A) ⊗Wrr(A) as a subalgebra of Wrn(A) via the identifications
1 ⊗ si ↔ si, s j ⊗ 1↔ sr+ j, 1 ⊗ a↔ 1
⊗(n−r) ⊗ a, b ⊗ 1↔ b ⊗ 1⊗r ,
for a ∈ A⊗r, b ∈ A⊗(n−r), 1 ≤ i ≤ r − 1, 1 ≤ j ≤ n − r − 1. Generalizing (3.4), we have an isomorphism of
graded superalgebras
(3.11) ır,n : Wrn−r(A) ⊗Wrr(A)→ EndWr (A)⊙Wr (A)
(
↑⊗(n−r) ⊗ ↑⊗r
)
.
Combining this with the elements {σ−1
λ
◦ σµ : λ, µ ∈ Pr,n}, which give the matrix units, we see that
(3.12) EndAdd(Wr (A)⊙Wr (A))
(
(↑ ⊕ ↑)⊗n
)

n⊕
r=0
Mat(nr)
(Wrn−r(A) ⊗Wrr(A)) .
Remark 3.1. The categorical comultiplication is coassociative in the sense that the compositions (∆⊙Id)◦∆
and (Id⊙∆) ◦ ∆ agree (on identifying (Wr (A) ⊙ Wr (A)) ⊙ Wr (A) with Wr (A) ⊙ (Wr (A) ⊙ Wr (A))).
In the remainder of the section, we are going to describe what the above constructions look like at the
level of the Grothendieck ring. We assume for this that the algebra A is finite dimensional and moreover, for
simplicity, that all irreducible A-supermodules are of type M, i.e. they do not admit any odd automorphisms.
This is automatic, for example, if A satisfies the hypothesis (†) from the introduction. Fix a choice of
homogeneous idempotents e1, . . . , eN ∈ A such that e1A, . . . , eNA is a complete list of representatives of the
isomorphism classes of indecomposable projective graded right A-supermodules, up to grading and parity
shift. Then K0(pgsmod-A) is a free Zπ[q, q
−1]-module with basis given by the classes {[eiA] : 1 ≤ i ≤ N}.
We refer to N-tuples λ = (λ1, . . . , λN) ∈ PN of partitions as multipartitions, defining the transpose
(3.13) λT :=
(
(λ1)T , . . . , (λN)T
)
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for λ = (λ1, . . . , λN). We denote the size of λ ∈ P by |λ|, and set |λ| := |λ1| + · · · + |λN |. For λ ∈ P of size n,
let eλ denote the corresponding Young idempotent of kSn, so that {eλ kSn : λ ∈ P, |λ| = n} is a complete set
of representatives of the isomorphism classes of irreducible right kSn-modules. In particular, the complete
symmetrizer and complete antisymmetrizer in kSn are given by
e(n) =
1
n!
∑
σ∈Sn
σ and e(1n) =
1
n!
∑
σ∈Sn
(−1)ℓ(σ)σ,
where ℓ(σ) is the length of the permutation σ. Given also i ∈ {1, . . . ,N}, let
(3.14) eλ,i := eλ(ei ⊗ · · · ⊗ ei ⊗ ei) = (ei ⊗ · · · ⊗ ei ⊗ ei)eλ ∈Wrn(A).
Then for λ ∈ PN we let
(3.15) eλ := eλN ,N ⊗ · · · ⊗ eλ2 ,2 ⊗ eλ1 ,1 ∈ EndWr (A)(↑
⊗n).
Lemma 3.2 ([RS17, Prop. 4.4]). The right ideals
{
eλWrn(A) : λ ∈ P
N , |λ| = n
}
give a complete set of rep-
resentatives of the isomorphism classes of indecomposable projective graded right Wrn(A)-supermodules,
up to grading and parity shift. Hence their isomorphism classes give a basis for K0(pgsmod-Wrn(A)) as
a free Zπ[q, q
−1]-module. The same assertions hold without the grading, so that the isomorphism classes{
[eλWrn(A)] : λ ∈ P
N , |λ| = n
}
give a basis for K0(psmod-Wrn(A)) as a free Zπ-module.
Recall from Section 2 that Kar(Wr (A)q,π) denotes the completion of the additive envelope of the (Q,Π)-
envelope Wr (A)q,π at all homogeneous idempotents. Its Grothendieck ring is a Zπ[q, q
−1]-algebra with the
Zπ[q, q
−1]-action defined as in (2.10). For λ ∈ PN with |λ| = n, let
(3.16) S λ :=
(
↑⊗n, eλ
)
∈ Kar
(
Wr (A)q,π
)
.
In particular, for n ∈ N, 1 ≤ i ≤ N, the objects
Hn,i :=
(
↑⊗n, e(n),i
)
, En,i :=
(
↑⊗n, e(1n),i
)
(3.17)
are equal to S λ for the multipartition λ ∈ P
N with λi = (n) or (1n), respectively, and λ j = ∅ for all j , i.
Let SymZπ[q,q−1] and SymQπ[q,q−1] denote the rings of symmetric functions over Zπ[q, q
−1] and Qπ[q, q
−1],
respectively. Then let Sym⊗N
Zπ[q,q−1]
⊆ Sym⊗N
Qπ[q,q−1]
be the rings
Sym⊗N
Zπ[q,q−1]
:= SymZπ[q,q−1] ⊗Zπ[q,q−1] · · · ⊗Zπ[q,q−1] SymZπ[q,q−1],(3.18)
Sym⊗N
Qπ[q,q−1]
:= SymQπ[q,q−1] ⊗Qπ[q,q−1] · · · ⊗Qπ[q,q−1] SymQπ[q,q−1],(3.19)
where in both cases there are N tensor factors. For f ∈ SymZπ[q,q−1] and 1 ≤ i ≤ N, we write fi to denote the
pure tensor in Sym⊗N
Zπ[q,q−1]
equal to f in the i-th factor and to 1 in the other factors. If pn, en, and hn denote
the usual power sums, elementary symmetric functions, and complete symmetric functions, respectively,
then Sym⊗N
Zπ[q,q−1]
is freely generated by {en,i : n > 0, 1 ≤ i ≤ N} or {hn,i : n > 0, 1 ≤ i ≤ N}. In addition,
{pn,i : n > 0, 1 ≤ i ≤ N} freely generates Sym
⊗N
Qπ[q,q−1]
. Writing sλ for the Schur function associated to
λ ∈ P, let
sλ := sλN ⊗ · · · ⊗ sλ1 = sλN ,N · · · sλ1 ,1
for λ ∈ PN . Then Sym⊗N
Zπ[q,q−1]
is free as a Zπ[q, q
−1]-module with the basis {sλ : λ ∈ P
N}.
Lemma 3.3. There is a Zπ[q, q
−1]-algebra isomorphism
γ : Sym⊗N
Zπ[q,q−1]

−→ K0
(
Kar
(
Wr (A)q,π
))
, sλ,i 7→ [S λ,i], hn,i 7→ [Hn,i], en,i 7→ [En,i].
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Proof. In view of (2.12), we can identify K0(Kar(Wr (A)q,π)) with
⊕
n≥0
K0(pgsmod-Wrn(A)) so that [S λ]
corresponds to [eλWrn(A)] for λ ∈ P
N with |λ| = n. It follows that the classes
{
[S λ] : λ ∈ P
N
}
give a basis
for K0(Kar(Wr (A)q,π)) as a free Zπ[q, q
−1]-module. Hence, γ is a Zπ[q, q
−1]-module isomorphism. For the
proof that it is actually an algebra isomorphism, see [RS17, Lem. 5.3]. 
We view Sym⊗N
Zπ[q,q−1]
as a Hopf algebra over Zπ[q, q
−1] with comultiplication δ : f 7→
∑
( f ) f(1) ⊗ f(2)
determined by
(3.20) δ(hn,i) =
n∑
r=0
hn−r,i ⊗ hr,i, δ(en,i) =
n∑
r=0
en−r,i ⊗ er,i, δ(pn,i) = pn,i ⊗ 1 + 1 ⊗ pn,i,
where h0,i = e0,i = 1 by convention. The final result in this section shows that the functor (3.8) categorifies
this comultiplication. To formulate the result precisely, observe that the inclusions of Wr (A) and Wr (A)
into Wr (A)⊙Wr (A) induce inclusions of Kar(Wr (A)q,π) and Kar(Wr (A)q,π) into Kar((Wr (A)⊙Wr (A))q,π).
In turn, these induce a Zπ[q, q
−1]-algebra homomorphism
(3.21) ǫ : K0
(
Kar
(
Wr (A)q,π
))
⊗Zπ[q,q−1] K0
(
Kar
(
Wr (A)q,π
))
→ K0
(
Kar
((
Wr (A) ⊙ Wr (A)
)
q,π
))
.
Moreover, the map
(3.22) ǫ ◦ (γ ⊗ γ) : Sym⊗N
Zπ[q,q−1]
⊗Zπ[q,q−1] Sym
⊗N
Zπ[q,q−1]

−→ K0
(
Kar
(
Wr (A) ⊙ Wr (A)
)
q,π
)
is an isomorphism of Zπ[q, q
−1]-algebras. This follows from (3.12) and Lemma 3.3. The functor ∆ extends
to a monoidal functor ∆˜ : Kar(Wr (A)q,π) → Kar((Wr (A) ⊙ Wr (A))q,π). The following lemma implies that
the diagram
(3.23)
Sym⊗N
Zπ[q,q−1]
Sym⊗N
Zπ[q,q−1]
⊗Zπ[q,q−1] Sym
⊗N
Zπ[q,q−1]
K0
(
Kar
(
Wr (A)q,π
))
K0
(
Kar
((
Wr (A) ⊙ Wr (A)
)
q,π
))
δ
γ ǫ◦(γ⊗γ)
[∆˜]
commutes, i.e. ∆ categorifies δ.
Lemma 3.4. For n > 0 and 1 ≤ i ≤ N, there are degree zero isomorphisms
∆˜(Hn,i) 
n⊕
r=0
Hn−r,i ⊗ Hr,i, ∆˜(En,i) 
n⊕
r=0
En−r,i ⊗ Er,i
in Kar((Wr (A) ⊙ Wr (A))q,π).
Proof. The proof of this result is almost identical to that of [BSW18, Th. 3.2]; one merely replaces the eλ
appearing there by eλ,i. 
4. The affine wreath product category
We assume for the remainder of the article that A is a symmetric graded Frobenius superalgebra with
trace tr : A→ k that is even of degree −2d, d ∈ Z. This means that
(4.1) tr(ab) = (−1)a¯b¯ tr(ba), a, b ∈ A.
The assumption that A is Frobenius implies that it is finite dimensional. Recall also the definitions of the
center Z(A) (see (2.4)) and cocenter C(A). We denote the canonical image of a ∈ A in C(A) by a˙.
Lemma 4.1. There is a well-defined nondegenerate pairing Z(A) ×C(A)→ k, (a, b˙) 7→ tr(ab), a, b ∈ A.
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Proof. For c ∈ A, we have
c ∈ Z(A) ⇐⇒ ca = (−1)c¯a¯ac ∀ a ∈ A
⇐⇒ tr(cab) = (−1)c¯a¯ tr(acb) ∀ a, b ∈ A
⇐⇒ tr
(
c
(
ab − (−1)a¯b¯ba
))
= 0 ∀ a, b ∈ A.
The result then follows from the nondegeneracy of the trace. 
Fix a choice of homogeneous basis BA for the finite dimensional algebra A. Let {b
∨ : b ∈ BA} be the dual
basis determined by
(4.2) tr(a∨b) = δa,b, a, b ∈ BA.
Note that b∨ is of the same parity as b, and deg(b∨) = 2d − deg(b). For any homogeneous a ∈ A, we let
(4.3) a† :=
∑
b∈BA
(−1)a¯b¯bab∨,
which is well-defined independent of the choice of the basis BA. In particular, 1
† ∈ A2d is the canonical
central element of A. Also let BC(A) be a homogeneous basis for the cocenter C(A) and {b˙
∨ : b˙ ∈ BC(A)} be
the dual basis for Z(A).
View k[x1, . . . , xn] as a graded superalgebra with each xi being even of degree 2d. Let Pn(A) denote
the graded superalgebra A⊗n ⊗ k[x1, . . . , xn], i.e. the algebra of polynomials in the commuting variables
x1, . . . , xn with coefficients in A
⊗n. The group Sn acts on Pn(A) by automorphisms, permuting the variables
x1, . . . , xn and the tensor factors of A
⊗n (with the usual sign convention).
For 1 ≤ i < j ≤ n, define
(4.4) τi, j :=
∑
b∈BA
1⊗(n− j) ⊗ b ⊗ 1⊗( j−i−1) ⊗ b∨ ⊗ 1⊗(i−1).
Note that the τi, j do not depend on the choice of basis BA. In addition, for all a ∈ A, we have
(4.5)
∑
b∈BA
tr(b∨a)b = a =
∑
b∈BA
tr(ab)b∨.
It follows that
(4.6) τi, ja = si, j(a)τi, j, a ∈ A
⊗n,
where si, j ∈ Sn is the transposition of i and j. In particular, this gives that τia = si(a)τi where
(4.7) τi := τi,i+1 =
∑
b∈BA
1⊗(n−i−1) ⊗ b ⊗ b∨ ⊗ 1⊗(i−1).
For i = 1, . . . , n − 1, we define the Demazure operator ∂i : Pn(A) → Pn(A) to be the even degree zero
linear map defined by
(4.8) ∂i(ap) := τia
p − si(p)
xi+1 − xi
= si(a)τi
p − si(p)
xi+1 − xi
, a ∈ A⊗n, p ∈ k[x1, . . . , xn].
Equivalently, we have that
(4.9) ∂i( f ) =
τi f − si( f )τi
xi+1 − xi
, f ∈ Pn(A).
Note also that the Demazure operators satisfy the twisted Leibniz identity
(4.10) ∂i( f g) = ∂i( f )g + si( f )∂i(g), f , g ∈ Pn(A).
(See also [Sav20, §4.1].)
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The affine wreath product algebra Wraffn (A) is the vector space Pn(A) ⊗ kSn viewed as a graded superal-
gebra with multiplication defined so that Pn(A) and kSn are subalgebras and
(4.11) si f = si( f )si + ∂i( f ), f ∈ Pn(A), i ∈ {1, 2, . . . , n − 1}.
By [Sav20, Th. 4.6], it is also the case that Wraffn (A)  k[x1, . . . , xn]⊗kWrn(A) as a graded vector superspace,
with both tensor factors being subalgebras. Let
Pn(A)
Sn-inv := { f ∈ Pn(A) : σ( f ) = f for all σ ∈ Sn} ,(4.12)
Pn(A)
Sn-anti :=
{
f ∈ Pn(A) : σ( f ) = (−1)
ℓ(σ) f for all σ ∈ Sn
}
.(4.13)
Given a homogeneous subspace B ≤ A, we use the similar notation Pn(B), Pn(B)
Sn-inv and Pn(B)
Sn-anti for
the analogously-defined subspaces of Pn(A). By [Sav20, Th. 4.14], the center of Wr
aff
n (A) in the sense of
(2.4) is the subalgebra Pn(Z(A))
Sn-inv of Sn-invariants in Pn(Z(A)), and Wr
aff
n (A) is finitely generated as a
module over its center.
It follows immediately from (4.11) that, in Wraffn (A), we have
si f e(n) = (si ⊕ f )e(n) where si ⊕ f := si( f ) + ∂i( f ),
si f e(1n) = −(si ⊖ f )e(1n) where si ⊖ f := si( f ) − ∂i( f ).
(4.14)
Transporting the left Wraffn (A)-action through the linear isomorphism Pn(A)

−→ Wraffn (A)e(n), f 7→ f e(n), we
see that Pn(A) is a left Wr
aff
n (A)-module with Pn(A) acting by left multiplication andSn acting by ⊕ . We call
this the polynomial representation of Wraffn (A). Similarly, we can transport the Wr
aff
n (A)-action through the
isomorphism Pn(A)

−→Wraffn (A)e(1n), f 7→ f e(1n) to obtain a left action of Wr
aff
n (A) on Pn(A), with Sn acting
by ⊖ . Note that, for σ ∈ Sn, a ∈ A
⊗n, and f ∈ k[x1, . . . , xn], we have
σ⊕ (a f ) = σ(a) (σ⊕ f ) and σ⊖ (a f ) = σ(a) (σ⊖ f ) .
Furthermore,
(4.15) e(n) f e(n) = e(n)
 1n!
∑
σ∈Sn
σ⊕ f
 e(n)
and
(4.16) e(1n) f e(1n) = e(1n)
 1n!
∑
σ∈Sn
σ⊖ f
 e(1n).
The ⊕ - and ⊖ -actions extend to define actions of Sn on A
⊗n ⊗ k(x1, . . . , xn) with the simple transpositions
satisfying the same formulae from (4.14).
Lemma 4.2. For n, r ∈ N, the maps
Pn(A)
Sn-inv → e(n)Pn(A)e(n), f 7→ e(n) f e(n),
Pn(A)
Sn-anti → e(1n)Pn(A)e(n), f 7→ e(1n) f e(n),
are isomorphisms of graded vector superspaces. The same is true when A is replaced everywhere by eAe′
for homogeneous idempotents e, e′ ∈ A.
Proof. Since the operator ∂i lowers polynomial degree, we see that, for any f ∈ Pn(A) that is homogeneous
in the xi,
e(n) f e(n)
(4.15)
= e(n)
 1n!
∑
σ∈Sn
σ⊕ f
 e(n) = e(n)

 1n!
∑
σ∈Sn
σ( f )
 + terms of lower polynomial degree
 .
FOUNDATIONS OF FROBENIUS HEISENBERG CATEGORIES 13
The fact that the first map in the statement of the lemma is an isomorphism of graded vector spaces then
follows by induction on polynomial degree. The argument for the second map is analogous. The final
assertion in the lemma follows by multiplying each side on the left by e⊗n and on the right by e′⊗n. 
The affine wreath product category Wr
aff
(A) is a strict graded monoidal supercategory whose nonzero
morphism spaces are the graded superalgebras Wraffn (A) for all n ≥ 0. Formally, it is obtained from the
category Wr (A) from the previous section by adjoining one additional generating morphism
(4.17) : ↑→↑
which is even of degree 2d, imposing the additional relations
− =
∑
b∈BA
b b∨ ,(4.18)
a = a , a ∈ A.(4.19)
We refer to the morphisms as dots. It is immediate from this definition that there is an isomorphism of
graded superalgebras
(4.20) ın : Wr
aff
n (A)→ EndWr aff(A)(↑
⊗n)
sending si to a crossing of the i-th and (i+ 1)-st strings, x j to a dot on the j-th string, and 1
⊗(n− j) ⊗ a⊗ 1⊗( j−1)
to a token labelled a on the j-th string. As before, we number strings by 1, 2, . . . from right to left. Using ın,
we can identify the algebra Wraffn (A) with EndWr aff(A)(↑
⊗n).
We refer to the morphisms in Wr aff(A) defined by the elements τi, j ∈Wr
aff
n (A)2d from (4.4) as teleporters,
and denote them by a line segment connecting tokens on strings i and j:
(4.21) = = =
∑
b∈BA
b
b∨
=
∑
b∈BA
b∨
b .
Note that we do not insist that the tokens in a teleporter are drawn at the same horizontal level, the convention
when this is not the case being that b is on the higher of the tokens and b∨ is on the lower one. We will
also draw teleporters in larger diagrams. When doing so, we add a sign of (−1)yb¯ in front of the b summand
in (4.21), where y is the sum of the parities of all morphisms in the diagram vertically between the tokens
labeled b and b∨. For example,
a c =
∑
b∈BA
(−1)(a¯+c¯)b¯ a c
b
b∨
.
This convention ensures that one can slide the endpoints of teleporters along strands:
a c = a c = a c = a c .
Using teleporters, the relation (4.18) can be written as
(4.22) − =
Composing with the crossing on the top and bottom, we see that we also have the relation
(4.23) − = .
As in (4.6), tokens can “teleport” across teleporters (justifying the terminology) in the sense that, for a ∈ A,
we have
(4.24)
a
=
a
,
a
=
a
,
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where the strings can occur anywhere in a diagram (i.e. they do not need to be adjacent). The endpoints of
teleporters slide through crossings and dots, and they can teleport too. For example we have
(4.25) = , = , = = .
The next goal is to construct an analogue for Wr
aff
(A) of the monoidal functor ∆ from (3.8). The sym-
metric product Wr
aff
(A) ⊙ Wr
aff
(A) can be defined in the same way as in the previous section, adjoining
degree zero isomorphisms represented by the mutually-inverse two-color crossings (3.7); these are required
also to commute with the colored dots. However, for the definition of ∆ for arbitrary A, it seems to be
essential to work with a different grading on this symmetric product category; see Remark 4.5 below for
further discussion. Recalling that the trace has degree −2d, we denote this modified symmetric product by
Wr
aff
(A) ⊙2d Wr
aff
(A). It has the same underlying monoidal supercategory as Wr
aff
(A)⊙Wr
aff
(A) but now,
rather than being of degree zero, the two-color crossings are even of degrees
(4.26) deg
( )
= 2d, deg
( )
= −2d.
Teleporters can be defined in the same way as (4.21), including in situations where the token at one end is on
a red string and the token at the other end is on a blue string. The two-colored teleporters satisfy analogous
properties to (4.24) (for the same reasons).
We also need to localize in a similar way to [BSW18, Sec. 4]. Let
(4.27) := − and := − .
Then we define Wr aff(A)⊙2d Wr
aff
(A) to be the strict graded monoidal supercategory obtained by localizing
Wr aff(A) ⊙2d Wr
aff
(A) at these morphisms. This means that we adjoin new morphisms, the dot dumbells,
which we declare to be two-sided inverses to (4.27):
(4.28) :=
( )−1
and :=
( )−1
.
In fact, one only needs to require that one of these morphisms is invertible, since that implies the invertibility
of the other one too. The dot dumbbells are even of degree −2d and we have
(4.29) = + or, more generally,
n
=
n
+
∑
r,s≥0
r+s=n−1
r s .
We also define the box dumbbells
(4.30) := − and := − ,
which are even of degree 2d. As with teleporters, we will often draw dumbbells in more general positions
than the ones displayed above. (See [BSW18, Sec. 4] for further discussion.)
Similarly to the previous section, we view Wraffn−r(A) ⊗ Wr
aff
r (A) as a subalgebra of Wr
aff
n (A) via the
identifications
1 ⊗ si ↔ si, s j ⊗ 1↔ sr+ j, 1 ⊗ xi ↔ xi, x j ⊗ 1↔ xr+ j, 1 ⊗ a↔ 1
⊗(n−r) ⊗ a, b ⊗ 1↔ b ⊗ 1⊗r .
Let Wraffn−r(A)⊗Wr
aff
r (A) denote the Ore localization of Wr
aff
n−r(A) ⊗Wr
aff
r (A) at the central element
r∏
i=1
n−r∏
j=1
(xi − xr+ j).
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This localization is the algebraic counterpart of introducing the dot dumbbells (4.28). Indeed, generalizing
(4.20), we have an isomorphism of graded superalgebras
(4.31) ır,n : Wr
aff
n−r(A)⊗Wr
aff
r (A)→ EndWr aff(A)⊙2d Wr
aff
(A)
(
↑⊗(n−r) ⊗ ↑⊗r
)
.
Combining this with the elements {σ−1
λ
◦ σµ : λ, µ ∈ Pr,n} (recall the definition of the σλ in (3.10)), which
give the matrix units, we see that
(4.32) End
Add(Wr aff(A)⊙2d Wr
aff
(A))
(
(↑ ⊕ ↑)⊕n
)

n⊕
r=0
Mat(nr)
(
Wraffn−r(A)⊗Wr
aff
r (A)
)
.
One can forget the grading on Wr aff(A)⊙2d Wr
aff
(A) to view it as a monoidal supercategory rather than
as a graded monoidal supercategory. We will denote this simply by Wr aff(A)⊙Wr aff(A). There is a strict
monoidal superfunctor
(4.33) flip : Wr aff(A)⊙Wr aff(A)→ Wr aff(A)⊙Wr aff(A)
defined on diagrams by switching the colors blue and red, then multiplying by (−1)w, where w is the total
number of dot dumbbells in the picture.
Dots and tokens commute with all (i.e. both dot and box) dumbbells. All dumbbells commute with each
other and all dumbbells commute past two-color crossings. For instance, we have
= , = , = ,
= , = ,
a
=
a
,
a
=
a
,
and similarly for dot dumbbells. More generally, define
:= , := , := , := ,
and similarly for other orders of the strings. Then we have
− = = − ,(4.34)
− = = − .(4.35)
and
− = + = − ,(4.36)
− = + = − .(4.37)
It follows that
(4.38) = , = , = , = .
Theorem 4.3. There is a strict graded monoidal superfunctor
∆ : Wr
aff
(A)→ Add
(
Wr
aff
(A)⊙2d Wr
aff
(A)
)
such that ∆(↑) = ↑ ⊕ ↑ and
∆
( )
= + , ∆
(
a
)
= a + a , a ∈ A,
16 JONATHAN BRUNDAN, ALISTAIR SAVAGE, AND BENWEBSTER
∆
( )
= + + + − + .(4.39)
Proof. We need to verify that ∆ preserves the relations (3.2), (4.19), and (4.22). Relation (4.19) and the first
three relations in (3.2) are immediate. The fourth relation in (3.2) follows easily using (4.24). The image
under ∆ of the crossing squared is
+ + + + +
(4.30)
= + + + ,
which implies that ∆ preserves the sixth relation of (3.2). Using the fact that dots commute with dumbbells,
the image under ∆ of the left hand side of (4.22) is
− + − − + + −
(4.29)
= + + + ,
which is the image of the right-hand side of (4.22).
In remains to show that ∆ preserves the braid relation. The image under ∆ of the two sides of this
relation are 8 × 8 matrices, corresponding to the 8 choices of colors of the incoming and outgoing strings.
A component is zero unless the number of incoming red strings is equal to the number of outgoing red
strings. In addition, the single-colored components are clearly equal, using the braid relation in Wr
aff
(A)
and Wr
aff
(A). Thus, it suffices to consider the multi-colored components. First consider the component
↑↑↑ → ↑↑↑. Denote this component by ∆
↑↑↑
↑↑↑
. Then we have
∆
↑↑↑
↑↑↑

 = (4.38)= = ∆↑↑↑↑↑↑

 .
Similarly,
∆
↑↑↑
↑↑↑

 = − − (4.34)= − − + (4.24)= − = ∆↑↑↑↑↑↑

 ,
∆
↑↑↑
↑↑↑

 = − + (4.34)= − + −
(4.30)
= − +
(4.24)
=
(4.38)
− +
(4.34)
= − = ∆
↑↑↑
↑↑↑

 ,
∆
↑↑↑
↑↑↑

 = − (4.34)=
(4.25)
= ∆
↑↑↑
↑↑↑

 .
The remaining 14 cases are similar. 
Remark 4.4. As in Remark 3.1, the categorical comultiplication is coassociative.
Remark 4.5. The categorical comultiplication ∆ of Theorem 4.3 does not specialize to the one of [BSW18,
Th. 4.2]. However, when A is supercommutative, there is another way to proceed, working with the local-
ization Wr
aff
(A) ⊙ Wr
aff
(A) of the original symmetric product Wr
aff
(A) ⊙ Wr
aff
(A) in which the two-color
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crossings are even of degree zero. Note for this category that the involution (4.33) is actually a graded
monoidal superfunctor. Then one can replace (4.39) by
∆
( )
= + + + − + − + .
This formula is more symmetric than (4.39) as it satisfies flip ◦∆ = ∆. Moreover, in the case A = k, it
exactly recovers the comultiplication of [BSW18, Th. 4.2]. For another approach to defining these types
of categorical comultiplications, which explains how they are related to intertwining operators, see [BSW,
§7.3].
Now we are going to discuss some results pertaining to the Grothendieck ring of the category Wr aff(A);
in particular, we will show that this gives another categorification of the ring Sym⊗N
Zπ[q,q−1]
. We assume for
the remainder of the section that the algebra A satisfies assumption (†) from the introduction. This is needed
in order to be able to prove the following.
Theorem 4.6. Suppose that A satisfies the hypothesis (†) from the introduction. Then the natural inclusion
Wrn(A) ֒→ Wr
aff
n (A) induces an isomorphism of Grothendieck groups
K0(pgsmod-Wrn(A))  K0(pgsmod-Wr
aff
n (A)).
More generally, this assertion holds when Wrn(A) is replaced by Wrn1 (A) ⊗ · · · ⊗Wrnr (A) and Wr
aff
n (A) is
replaced byWraffn1 (A)⊗· · ·⊗Wr
aff
nr
(A)⊗Λ for any n1, . . . , nr ≥ 0 and any positively graded polynomial algebra
Λ (possibly of infinite rank) viewed as a purely even graded superalgebra.
Proof. If the grading on A is positive and nontrivial, then the first statement follows, using [Bas68, Ch. XII,
Prop. 3.3], from the fact that deg xi = 2d > 0, which implies that Wrn(A) and Wr
aff
n (A) have the same
degree zero piece. Instead, if the grading on A is trivial, then A = A0,0¯ is semisimple by the assumption (†).
Thus A is Morita equivalent to km for some m ≥ 1. Hence Wrn(A) and Wr
aff
n (A) are Morita equivalent to
Wrn(k
m) 
⊕
n1+···+nm=n
Wrn1 (k) ⊗ · · · ⊗Wrnm(k) and Wr
aff
n (k
m) 
⊕
n1+···+nm=n
Wraffn1 (k) ⊗ · · · ⊗Wr
aff
nm
(k),
respectively. Since Wrn(k)  kSn and Wr
aff
n (k) is the degenerate affine Hecke algebra, the result then follows
from [Kho14, Prop. 8]. 
Fix a choice of homogeneous idempotents e1, . . . , eN ∈ A as we did after Remark 3.1. Then we can
define the idempotents (3.14) and (3.15), which will now be viewed as idempotents in Wraffn (A). Thus, for
λ ∈ PN , n ∈ N and i = 1, . . . ,N, we have associated objects S λ,Hn,i and En,i defined as in (3.16), but viewed
now as objects in Kar(Wr aff(A)q,π). When the assumption (†) from the introduction is satisfied, we deduce
using Theorem 4.6 and (2.11) that the canonical embedding Wr (A)→ Wr aff(A) induces a Zπ[q, q
−1]-algebra
isomorphism K0(Kar(Wr (A)q,π))

−→ K0(Kar(Wr
aff
(A)q,π)). Therefore, we can reformulate Lemma 3.3: there
is a Zπ[q, q
−1]-algebra isomorphism
(4.40) γ : Sym⊗N
Zπ[q,q−1]

−→ K0
(
Kar
(
Wr
aff
(A)q,π
))
, sλ,i 7→ [S λ,i], hn,i 7→ [Hn,i], en,i 7→ [En,i],
of course still assuming that the hypothesis (†) holds.
The canonical functors Wr
aff
(A) → Wr
aff
(A)⊙2d Wr
aff
(A) and Wr
aff
(A) → Wr
aff
(A)⊙2d Wr
aff
(A) in-
duce graded monoidal superfunctors between the Karoubi envelopes of the (Q,Π)-envelopes of these cate-
gories. Hence, we get a Zπ[q, q
−1]-algebra homomorphism
ǫ : K0
(
Kar
(
Wr aff(A)q,π
))
⊗Zπ[q,q−1] K0
(
Kar
(
Wr aff(A)q,π
))
→ K0
(
Kar
((
Wr aff(A)⊙2d Wr
aff
(A)
)
q,π
))
.
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Also ∆ extends to ∆˜ : Kar(Wr
aff
(A)q,π) → Kar((Wr
aff
(A)⊙2d Wr
aff
(A))q,π). The following theorem implies
that the diagram
Sym⊗N
Zπ[q,q−1]
Sym⊗N
Zπ[q,q−1]
⊗Zπ[q,q−1] Sym
⊗N
Zπ[q,q−1]
K0
(
Kar
(
Wr aff(A)q,π
))
K0
(
Kar
((
Wr aff(A)⊙2d Wr
aff
(A)
)
q,π
))
δ
γ ǫ◦(γ⊗γ)
[∆˜]
commutes, where γ comes from (4.40). Thus, again, the functor ∆ categorifies the comultiplication δ.
Proposition 4.7. For each n ≥ 0 and 1 ≤ i ≤ N, there are degree zero isomorphisms
∆˜(Hn,i) 
n⊕
r=0
Hn−r,i ⊗ Hr,i, ∆˜(En,i) 
n⊕
r=0
En−r,i ⊗ Er,i.(4.41)
The proof of Proposition 4.7 will occupy the remainder of the section. For λ ∈ Pr,n and 1 ≤ i ≤ r,
1 ≤ j ≤ r − n, we define the following elements of Wraffn−r(A)⊗Wr
aff
r (A):
y+i, j :=

τr+1−i,r+ j + xr+1−i − xr+ j if j ≤ λi,
1 if j > λi,
z+i, j :=

(xr+1−i − xr+ j)
−1 if j ≤ λi,
1 − τr+1−i,r+ j(xr+1−i − xr+ j)
−1 if j > λi,
y−i, j :=

τr+1−i,r+ j − xr+1−i + xr+ j if j ≤ λi,
1 if j > λi,
z−i, j :=

−(xr+1−i − xr+ j)
−1 if j ≤ λi,
1 + τr+1−i,r+ j(xr+1−i − xr+ j)
−1 if j > λi,
and
y+λ :=
∏
i=1,...,r
j=1,...,n−r
y+i, j, z
+
λ :=
∏
i=r,...,1
j=n−r,...,1
z+i, j, y
−
λ := (−1)
|λ|
∏
i=1,...,r
j=1,...,n−r
y−i, j, z
−
λ := (−1)
|µ|
∏
i=r,...,1
j=n−r,...,1
z−i, j.
Note that, since A is not necessarily supercommutative, the order of these products is important. However,
it is straightforward to verify that, for λ ∈ Pr,n, the products z
±
λ
depend only on the order of the terms z±
i, j
for j > λi, that is, the terms corresponding to boxes outside the Young diagram λ. Furthermore, for these
terms, any order such that removing the boxes (starting from maxr,n) in the given order results in a sequence
of Young diagrams is equivalent. Similarly, the products y±
λ
depend only on the order of the boxes inside the
Young diagram and any order such that adding the boxes in the given order (starting from minr,n) results in
a sequence of Young diagrams is equivalent.
Lemma 4.8. For 0 ≤ r ≤ n and λ, µ ∈ Pr,n, we have
1µ ◦ ∆˜(e(n)) ◦ 1λ =
(
n
r
)−1
σ−1µ ◦ ır,n(z
+
µ ) ◦ ır,n
(
e(n−r) ⊗ e(r)
)
◦ ır,n(y
+
λ ) ◦ σλ,
1µ ◦ ∆˜(e(1n)) ◦ 1λ =
(
n
r
)−1
σ−1µ ◦ ır,n(z
−
µ ) ◦ ır,n
(
e(n−r) ⊗ e(r)
)
◦ ır,n(y
−
λ ) ◦ σλ.
Proof. First note that
∆˜(e(2)) =
1
2
(
+
)
+
1
2
(
+
)
+
1
2
(
− +
)
◦
(
+ +
)
,
∆˜(e(12)) =
1
2
(
−
)
+
1
2
(
−
)
+
1
2
(
+ −
)
◦
(
+ −
)
.
The lemma in the case n = 2 follows from these formulae. For the general case, we proceed by induction
on |λ| − |µ|. We give the proof for the first formula, since the proof of the second is analogous.
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For the base case, we have λ = minr,n (so 1λ = σλ = ↑
⊗(n−r) ⊗ ↑⊗r) and µ = maxr,n (so 1µ = ↑
⊗r ⊗ ↑⊗(n−r).
Note that
e(n) =
1
n!
∑
ρ∈Sn−r×Sr
∑
σ∈D
σρ,
where D denotes the set of minimal length Sn/(Sn−r × Sr)-coset representatives. For ρ ∈ Sn−r × Sr, we
have ∆˜(ρ) ◦ 1λ = 1λ ◦ ır,n(ρ) ◦ σλ. Therefore
1µ ◦ ∆˜(e(n)) ◦ 1λ =
(
n
r
)−1 ∑
σ∈D
1µ ◦ ∆˜(σ) ◦ 1λ ◦ ır,n
(
e(n−r) ⊗ e(r)
)
◦ σλ.
Since µ is maximal, the term 1µ ◦ ∆˜(σ)◦1λ above can only be nonzero when σ is the longest coset represen-
tative. For this σ, when computing ∆˜(σ), we must replace each crossing in a reduced word for σ with
, i.e. the terms from (4.39) that are colored ↑↑ at the top and ↑↑ at the bottom. It follows for this longest
σ that
1µ ◦ ∆˜(σ) ◦ 1λ =
∏
1≤i≤r
1≤ j≤n−r
ır,n
(
(xr+1−i − xr+ j)
−1
)
◦ σλ.
Since j > λi and j ≤ µi for all i, j, this completes the proof of the base case.
For the induction step, consider µ, λ ∈ Pr,n such that either µ is not maximal or λ is not minimal, and
consider X := 1µ ◦ ∆˜(e(n)) ◦ 1λ. If µ is not maximal, let ν ∈ Pr,n be obtained from µ by adding a box. Let
j be the unique index such that σ−1µ =
( )
j
◦ σ−1ν , where the subscript j indicates that we are applying
the crossing to the j-th and ( j + 1)-st strings. Using the formula for Y := 1ν ◦ ∆˜(e(n)) ◦ 1λ provided by the
induction hypothesis, we are reduced to verifying that
(4.42) X =
( )
j
◦
(
−
)
j
◦
( )
j
◦ Y.
To see this, we apply 1ν ◦ ∆˜(−) ◦ 1λ to the identity e(n) =
1
2
(1 + s j)e(n) to see that
Y =
1
2
(
+
)
j
◦ Y +
1
2
( )
j
◦ X,
which is equivalent to (4.42).
On the other hand, if λ is not minimal, let κ be obtained from λ by removing a box, and define j so that
σλ = σκ ◦
( )
j
. Let Z := 1µ ◦ ∆˜(e(n)) ◦ 1κ. Then we need to show that
(4.43) X ◦
( )
j
= Z ◦
(
+
)
j
.
To see this, we apply 1µ ◦ ∆˜(−) ◦ 1κ to the identity e(n) = e(n)
1
2
(1 + s j) to obtain
Z =
1
2
Z ◦
(
−
)
j
+
1
2
X ◦
( )
j
,
which is equivalent to
X ◦
( )
j
= Z ◦
(
+
)
j
.
Composing on the right with
( )
j
gives (4.43). 
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Lemma 4.9. For 0 ≤ r ≤ n, we have
(4.44)
∑
σ∈Sn−r×Sr
∑
λ∈Pr,n
σ⊕ (y+λ z
+
λ ) = n! =
∑
σ∈Sn−r×Sr
∑
µ∈Pr,n
σ⊖ (y−µ z
−
µ ).
Proof. First note that
y±i, jz
±
i, j = 1 ± εi, j(λ)τr+1−i,r+ j(xr+1−i − xr+ j)
−1 where εi, j(λ) =

1 if j ≤ λi,
−1 if j > λi.
Thus, it suffices to show that
∑
σ∈Sn−r×Sr
σ⊕

∑
λ∈Pr,n
∏
1≤i≤r
1≤ j≤n−r
(
1 + εi, j(λ)τr+1−i,r+ j(xr+1−i − xr+ j)
−1
)
 = n! and(4.45)
∑
σ∈Sn−r×Sr
σ⊖

∑
λ∈Pr,n
∏
1≤i≤r
1≤ j≤n−r
(
1 − εi, j(λ)τr+1−i,r+ j(xr+1−i − xr+ j)
−1
)
 = n!,(4.46)
where the order of the products is given as follows: all (i, j)-terms for (i, j) in the Young diagram λ occur
before those with (i, j) outside the Young diagram. The terms corresponding to (i, j) in the Young diagram
λ are ordered as they are in the definition of y±
λ
(i.e. such that adding the boxes to minr,n in order yields a
sequence of Young diagrams) and the terms corresponding to (i, j) outside the Young diagram λ are ordered
as they are in the definition of z±
λ
(i.e. such that removing the boxes from maxr,n in order yields a sequence
of Young diagrams).
The proof of (4.45) is almost identical to the proof of [BSW18, Lem. 4.6]; one merely replaces yi, j =
(xr+1−i − xr+ j)
−1 everywhere there by τr+1−i,r+ j(xr+1−i − xr+ j)
−1. Then (4.46) follows by applying the auto-
morphism xi 7→ −xi, 1 ≤ i ≤ n, of A
⊗n ⊗ k(x1, . . . , xn). 
Proof of Proposition 4.7. We just go through the proof for the first isomorphism; the argument for the sec-
ond one is similar, using z−µ and y
−
λ
instead of z+µ and y
+
λ
, and (4.16) instead of (4.15). Define morphisms u
and v in Kar((Wr aff(A)⊙2d Wr
aff
(A))q,π) by
u :=
n∑
r=0
(
n
r
)−1 ∑
µ∈Pr,n
σ−1µ ◦ ır,n(z
+
µ ) ◦ ır,n
(
e(n−r),i ⊗ e(r),i
)
, v :=
n∑
r=0
∑
λ∈Pr,n
ır,n
(
e(n−r),i ⊗ e(r),i
)
◦ ır,n(y
+
λ ) ◦ σλ.
Lemma 4.8 implies that u ◦ v = ∆˜(e(n),i). (We use here the fact that the tokens labelled ei commute with all
crossings and dots.) We also have
v ◦ u =
n∑
r=0
(
n
r
)−1
ır,n
(
e(n−r),i ⊗ e(r),i
)
◦ ır,n(y
+
λ z
+
λ ) ◦ ır,n
(
e(n−r),i ⊗ e(r),i
)
(4.15)
=
n∑
r=0
ır,n
(
e(n−r),i ⊗ e(r),i
)
◦ ır,n
 1n!
∑
σ∈Sn−r×Sr
σ⊕ (y+λ z
+
λ )
 ◦ ır,n (e(n−r),i ⊗ e(r),i)
(4.44)
=
n∑
r=0
ır,n
(
e(n−r),i ⊗ e(r),i
)
.
It follows that the idempotents ∆˜(e(n),i) and
∑n
r=0 ır,n(e(n−r),i ⊗ e(r),i) are conjugate. Hence, the objects ∆˜(Hn)
and
⊕n
r=0
Hn−r ⊗ Hr of the Karoubi envelope that they define are isomorphic. Note finally that y
+
λ
has
degree 2|λ|d, z+
λ
has degree −2|λ|d, and σλ has degree −2|λ|d. It follows that the morphisms u and v are both
homogeneous of degree zero. So the isomorphism we have constructed is also of degree zero. 
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5. The Frobenius Heisenberg category
Continue with A being a symmetric graded Frobenius superalgebra with trace of degree −2d; we do
not need the hypothesis (†) until the last paragraph of the section. We now introduce our main object of
study, the Frobenius Heisenberg category, which is a slight modification of the category Heis k(A) defined in
[Sav19]; see Remark 5.2. (Note that in [Sav19] it was assumed that A is positively graded, but actually this
is not needed for the definition or the proofs of the other relations used below.)
Definition 5.1. The Frobenius Heisenberg category Heis k(A) of central charge k ∈ Z is the strict graded
monoidal supercategory generated by objects ↑ and ↓ and morphisms
: ↑→↑ , : ↑ ⊗ ↑ →↑ ⊗ ↑ , a : ↑→↑ , a ∈ A,
: 1→ ↓ ⊗ ↑, : ↑ ⊗ ↓ → 1, : 1→ ↑ ⊗ ↓, : ↓ ⊗ ↑ → 1,
subject to certain relations. The degree of the dot, crossing, and token are as in (3.1) and (4.17), while the
cups/caps are even of degrees
(5.1) deg
( )
= kd, deg
( )
= −kd, deg
( )
= −kd, deg
( )
= kd.
The defining relations are (3.2), (4.18), and (4.19), plus the following additional relations:
= , = ,(5.2)
a
r = −δr,k−1 tr(a) if 0 ≤ r < k, a
r
= δr,−k−1 tr(a) if 0 ≤ r < −k,(5.3)
= δk,0 if k ≤ 0, = δk,0 if k ≥ 0,(5.4)
= +
∑
r,s≥0
−r−s−2
r
s
, = +
∑
r,s≥0
−r−s−2
r
s
,(5.5)
where we have used a dot labeled r to denote the composition of r dots. The last relation here needs some
explanation, since it involves some diagrammatic shorthands which have not yet been defined. First, we are
using the left and right crossings defined by
(5.6) := , := .
The teleporters appearing on the right hand sides of (5.5) are defined as in (4.21). The sums in (5.5) also
involve negatively-dotted bubbles. To interpret these, one first uses (4.19) to collect the tokens which arise
on expanding the definitions of the teleporters into a single token; see also (5.20) below. Then the negatively-
dotted bubbles labelled by a ∈ A are defined from
a
r−k :=
∑
b1,...,br∈BA
det
 b∨j−1b ji− j+k

r+1
i, j=1
, r < k,(5.7)
a
r+k := (−1)
r
∑
b1,...,br∈BA
det
(
b∨
j−1
b j
i− j−k
)r+1
i, j=1
, r < −k,(5.8)
adopting the convention that b∨
0
:= a and br+1 := 1. The determinants here mean the usual Laplace expan-
sions keeping the non-commuting variables in each monomial ordered in the same way as the columns from
which they are taken (see [Sav19, (17)]), and we interpret them as tr(a) if r+ 1 = 0 or as 0 if r + 1 < 0. Note
in particular that the sums in (5.5) are actually finite according to these definitions.
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Remark 5.2. Our choices (5.1) of degrees for the cups and caps differs from the choices made in [Sav19].
The current choices have the advantage of the grading being compatible with the pivotal structure to be
discussed shortly (i.e. the degree of a diagram is invariant under rotation through 180◦). They also seem
more natural at the level of the Grothendieck ring; see Section 10. Note also that the only odd morphisms
in Heis k(A) arise from tokens labeled by odd elements of A. This is an important point when interpreting
diagrams such as (5.5), as it means that one really only needs to be careful about horizontal levels when
such odd tokens are involved.
Lemma 5.3. Up to isomorphism of graded monoidal supercategories, Heisk(A) depends only on the under-
lying graded superalgebra A, and not on its trace map.
Proof. Suppose (A, tr1) and (A, tr2) are symmetric graded Frobenius superalgebras with the same underlying
graded superalgebra A. Then there exists an even, degree zero, invertible element v ∈ Z(A) such that
tr1(a) = tr2(va) for all a ∈ A. If {b
∨,1 : b ∈ BA} and {b
∨,2 : b ∈ BA} denote the dual bases of BA with respect
to tr1 and tr2, respectively, then b
∨,2 = vb∨,1 for b ∈ BA. Then it is straightforward to check that we have an
isomorphism of graded monoidal supercategories Heisk(A, tr1)

−→ Heisk(A, tr2) given by
7→ v−1
and mapping all other generating morphisms to themselves. 
As explained in the proof of [Sav19, Th. 1.2], the defining relations of Heisk(A) imply that the follow-
ing, which is a (1 + k dim A) × 1 matrix or a 1 × (1 − k dim A) matrix, respectively, is an isomorphism in
Add(Heisk(A)):
(5.9)
[
r
b∨
, 0 ≤ r ≤ k − 1, b ∈ BA
]T
: ↑ ⊗ ↓→↓ ⊗ ↑ ⊕1⊕k dim A if k ≥ 0,
 r
b∨
, 0 ≤ r ≤ −k − 1, b ∈ BA
 : ↑ ⊗ ↓ ⊕1⊕(−k dim A) →↓ ⊗ ↑ if k < 0.
In fact, as in [Sav19, Def. 1.1], one can define Heisk(A) equivalently as the strict graded monoidal supercat-
egory generated by morphisms
(5.10) , , , , a , a ∈ A,
subject only to the relations (3.2), (4.19), (4.22), and (5.2), plus the condition that the morphism (5.9) is
invertible, where the right crossing is defined as in (5.6). In the category defined in this way, there are
unique morphisms
(5.11) and
such that the other relations in Definition 5.1 hold, due to the following:
Lemma 5.4. Suppose that C is a strict monoidal supercategory containing objects ↑, ↓ and morphisms
(5.10) of the same parities as above which satisfy (3.2), (4.19), (4.22), and (5.2). If C contains morphisms
(5.11) satisfying (5.3) to (5.5) for the sideways crossings and the negatively dotted bubbles defined as in
(5.6) to (5.8), then these two morphisms are uniquely determined.
Proof. This follows by the argument in the third-to-last paragraph of the proof of [Sav19, Th. 1.2]. 
We will need some other relations that follow from the defining relations, which are proved in [Sav19,
Th. 1.3]. The relation (5.2) means that ↓ is right dual to ↑ (in the appropriate graded sense). In fact, we also
have
(5.12) = , = ,
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and so ↓ is also left dual to ↑. Thus Heisk(A) is rigid. Moreover, we have that
a := a = a , := = ,(5.13)
= = = .(5.14)
These relations mean that dots, tokens, and crossings slide over all cups and caps:
a = a , a = a , = , = , = , , .(5.15)
More precisely, the cups and caps equip Heisk(A) with the structure of a strictly pivotal graded supercate-
gory: we have an isomorphism of strict graded monoidal supercategories
(5.16) ∗ : Heis k(A)→
(
(Heis k(A))
op)rev .
For a general morphism f represented by a single diagram with homogeneous tokens, the morphism f ∗ is
given by rotating the diagram through 180◦ then multiplying by (−1)(
z
2) where z is the total number odd
tokens in the diagram (including ones in fake bubbles). Here ‘op’ denotes the opposite supercategory and
‘rev’ denotes the reverse supercategory (changing the order of the tensor product); these are defined as for
categories, but with appropriate signs.
There is another symmetry
(5.17) Ωk : Heisk(A)

−→ Heis−k(A)
op
that reflects diagrams (with homogeneous tokens) in the horizontal axis then multiplies by (−1)x+y+(
z
2), where
x is the total number of crossings, y is the total number of left cups and caps appearing in the diagram, and
z is the number of odd tokens; see [Sav19, Lem. 2.1, Cor. 2.2].
Since the relations (3.2), (4.19), and (4.22) hold in Heisk(A), we have a strict graded monoidal superfunc-
tor ı : Wr aff(A) → Heis k(A) sending diagrams in Wr
aff
(A) to the same diagrams in Heisk(A). It will follow
from the basis theorem (Theorem 7.2) that ı is actually an inclusion, but we do not need that fact here. The
functor ı induces a homomorphism of graded algebras
(5.18) ın : Wr
aff
n (A)→ EndHeisk(A)(↑
⊗n)
defined in the same way as (4.20). Viewing Aop as a graded Frobenius algebra with trace map tr being the
same underlying linear map as for A, there is also a homomorphism of graded algebras
(5.19) n : Wr
aff
n (A
op)→ EndHeisk(A)(↓
⊗n)
sending −si to the crossing of the i-th and (i+1)-st strings, x j to a dot on the j-th string, and 1
⊗(n− j)⊗a⊗1⊗( j−1)
to a token labelled a on the j-th string.
The basis BA is also a basis for A
op, and the dual basis with respect to the Frobenius form on Aop is
the just same as the dual basis for A. It follows that the elements τi, j ∈ Wr
aff
n (A
op) are given by exactly
the same formula (4.4) as for Wraffn (A), and we can use similar diagrams to (4.21), with downward strings
replacing the upward ones, to represent the images of these elements under n. Tokens teleport across these
new downward teleporters in just the same way as in (4.24). We may also draw teleporters with endpoints on
oppositely oriented strings, interpreting them as usual by putting the label b on the higher of the tokens and
b∨ on the lower one, summing over all b ∈ BA. The way that dots teleport across these is slightly different;
for example, we have that
a
=
a
,
a
=
a
.
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We will sometimes draw diagrams with tokens and dots at the critical point of cups and caps; in light of
(5.15), there is no ambiguity. We will also often draw dots and tokens on bubbles on the downward as well
as the upward strand, extending this also to the fake bubbles (5.7) and (5.8) in the obvious way. Due to the
strictly pivotal structure, we have that
b
ar = (−1)a¯b¯ abr , b
a r = (−1)a¯b¯ ab r , r ∈ Z, a, b ∈ A.
Consequently, a bubble labeled by token a ∈ A actually only depends on a˙ ∈ C(A). We will also come across
bubbles joined to another string by a teleporter. Any token on such a bubble can be teleported away from
the bubble, and then the resulting “telebubble” can then be written more simply as a sum involving the basis
BC(A) for C(A) and the dual basis {b˙
∨ : b˙ ∈ BC(A)} for Z(A). For example:
r
a
= r
a
=
r
a = r
a
, r =
∑
b˙∈BC(A)
r b˙∨b˙ , r =
∑
b˙∈BC(A)
rb˙∨ b˙ .
Also, if there is more than one teleporter joining the bubble to another string, one can use teleporting to
remove all but one of them. For example:
(5.20) ar = r
a†
= r a
† , a r = ra† = r
a†
,
where a† is as in (4.3).
The final relations to be recalled from [Sav19, Th. 1.3] are as follows. The bubbles (both genuine and
fake) satisfy the infinite Grassmannian relations: for a, b ∈ A, we have
a
r = −δr,k−1 tr(a) if r ≤ k − 1, a
r
= δr,−k−1 tr(a) if r ≤ −k − 1,(5.21) ∑
r∈Z
a b
r n−r−2
= −δn,0 tr(ab)11.(5.22)
We also have the curl relations
(5.23) r =
∑
s≥0
r−s−1
s
, r = −
∑
s≥0
r−s−1
s
,
the alternating braid relation
(5.24) − =
∑
r,s,t≥0
−r−s−t−3
r
s
t
+
∑
r,s,t≥0
−r−s−t−3
r
s
t
,
and the bubble slide relations
(5.25) a r = a r −
∑
s,t≥0
r−s−t−2
s+t
a†
, ar = ar −
∑
s,t≥0
r−s−t−2
s+t
a†
.
(For these last two relations, we have used (5.20) to simplify the formulae from [Sav19].)
As in [BSW19], when working with dotted bubbles, it is often helpful to assemble them all into a single
generating function. For an indeterminate u and a ∈ A, let
ua := −
∑
n∈Z
a
n u−n−1 ∈ tr(a)u−k1
1
+ u−k−1 EndHeisk(A)(1)~u
−1,(5.26)
u a :=
∑
n∈Z
a
n
u−n−1 ∈ tr(a)uk1
1
+ uk−1 EndHeisk(A)(1)~u
−1
.(5.27)
Then the infinite Grassmannian relation (5.22) implies that
(5.28) u ua b = tr(ab)1
1
= uua b .
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In order to write other relations in terms of generating functions, we need to unify our notation for dots and
tokens, adopting the notation
axn := an
to denote the composition of the endomorphisms of ↑ defined by a token labelled by a ∈ A and a dot of
multiplicity n. Then we can also label tokens by polynomials anx
n + · · ·+ a1x+ a0 ∈ A[x], meaning the sum
of morphisms defined by the tokens labelled anx
n, a1x, . . . , x0, or even by Laurent series in A[x]((u
−1)). For
example:
(u−x)−1 = u
−1 + u−2 + u−3 2 + u−4 3 + · · · .
The caveat here is that, whereas tokens labelled by elements of A((u−1)) slide through crossings and can
be teleported, the more general tokens labelled by elements of A[x]((u−1)) no longer have these properties
in general. For a Laurent series p(u), we let [p(u)]ur denote its u
r-coefficient, and we write [p(u)]u<0 for∑
n<0[p(u)]unu
n. Then the above relations imply the following:
(u−x)−1
−
(u−x)−1
=
(u−x)−1 (u−x)−1
=
(u−x)−1
−
(u−x)−1
,(5.29)
(u−x)−1 =
 u (u−x)−1

u<0
, (u−x)−1 =
 u(u−x)−1

u<0
,(5.30)
= −
 u(u−x)
−1
(u−x)−1

u−1
, = +
 u (u−x)
−1
(u−x)−1

u−1
,(5.31)
− =
 u(u−x)
−1
(u−x)−1
(u−x)−1
− u
(u−x)−1
(u−x)−1
(u−x)−1

u−1
,(5.32)
u a = ua − u
1−(u−x)−2
a† , ua = u a − u
1−(u−x)−2
a† .(5.33)
For the remainder of this section, we fix l,m ∈ Z and set k = l + m. We define a strict graded monoidal
supercategory Heis l(A) ⊙2d Heism(A) as in the previous section. Thus, its underlying strict monoidal super-
category is the symmetric product of Heis l(A) and Heism(A). This has the two-color crossings of all possible
orientations (up, right, left and down):
=
( )−1
, =
( )−1
, =
( )−1
, =
( )−1
.
These satisfy various commuting relations, including “pitchfork relations” that are two-colored versions of
the last two relations from (5.15). We view Heis l(A) ⊙2d Heism(A) as a graded supercategory by declaring
that the parities and degrees of its generating morphisms are defined as usual for the one-color generators,
and the parities and degrees of the two-color crossings are as in (4.26). Then we pass to the localization
Heis l(A)⊙2d Heism(A) by adjoining dot dumbbells like in (4.28). We also get dot dumbells with endpoints
on downward as well as upward strings; this is similar to the situation discussed in [BSW18, Sec. 4].
Also we introduce the shorthands that are the box dumbbells as in (4.30), but again we now allow the
strings to be oriented downward as well as upward. Finally, we introduce the following internal bubbles in
Heis l(A)⊙2d Heism(A):
:=
∑
r≥0
−r−1
r
+ , :=
∑
r≥0
−r−1
r
+ ,(5.34)
:=
∑
r≥0
−r−1
r
− , :=
∑
r≥0
−r−1
r
− .(5.35)
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(One can also formulate these definitions using generating functions, thereby eliminating the summations in
(5.34) and (5.35), but we did not find that this led to significant benefits in the arguments below.) Note that
the internal bubbles are even with degrees
deg

 = 2ld, deg

 = −2ld, deg

 = 2md, deg

 = −2md.
Internal bubbles commute with tokens (using (4.24) and the fact that tokens slide around bubbles), dots, and
other internal bubbles.
There is a strictly pivotal structure on Heis l(A)⊙2d Heism(A), which is defined in a similar way the one
on Heisk(A) discussed above. In particular, we have the duals of the internal bubbles:
:=


∗
, :=


∗
, :=


∗
, :=


∗
.
As well as the duality ∗ arising from this strictly pivotal structure, there are two other useful symmetries:
flip: Heis l(A)⊙Heism(A)

−→ Heism(A)⊙Heis l(A),(5.36)
Ωl|m : Heis l(A)⊙2d Heism(A)

−→
(
Heis−l(A)⊙2d Heis−m(A)
)op
.(5.37)
In (5.36), we view the domain and codomain as monoidal supercategories, not graded, as we did in (4.33).
The symmetry flip is a monoidal superfunctor rather than a graded monoidal functor since it preserves the
parities but not the degrees of two-color crossings. It is defined on diagrams by switching the colors blue
and red, then multiplying by (−1)w, where w is the total number of dumbbells in the picture. It interchanges
the internal bubbles in (5.34) with those in (5.35). The isomorphism Ωl|m, which does preserve degrees, is
defined in a similar way to (5.17). It sends a morphism f represented by a single diagram (with homogeneous
tokens) to Ωl|m( f )
op where Ωl|m( f ) is the morphism defined by reflecting the diagram in a horizontal axis
then multipying by (−1)x+y+(
z
2), where x is the number of one-color crossings, y is the number of left cups
and caps (including ones in fake and internal bubbles), and z is the total number of odd tokens.
The following seven lemmas are analogous to Lemmas 5.6 to 5.12 in [BSW18], and the proofs are
similar, the main difference coming from the fact that we need to add teleporters in appropriate places. We
provide the details for the first three and omit the remaining proofs.
Lemma 5.5. We have
= −


−1
.
Proof. We have
(5.35)
=
∑
r,s≥0
−r−1
−s−1
r+s −
∑
r≥0
−r−1
r −
∑
r≥0
−r−1
r + .
Now,
(4.35)
= −
(5.23)
=
∑
r≥0 −r−1
r
+
∑
r≥0 r
−r−1
(4.29)
=
∑
r≥0 −r−1
r +
∑
r,s≥0 −r−s−2
r
s
+
∑
r≥0
r
−r−1
+
∑
r,s≥0
r
−r−s−2
s
.
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Thus we have
=
∑
r≥0
s∈Z
−r−s−2
r
s
(5.22)
= −
∑
b∈BA
tr(b∨) b = − . 
Lemma 5.6. For all n ≥ 0 and a ∈ A, we have
n
a + n a =
∑
r∈Z
r
n−r−1
a
.
Proof. By the definitions (5.34) and (5.35), the left-hand side is
∑
r≥0
ar+n
−r−1
−
n a
+
∑
r≥0
ar+n
−r−1
+
n a
(4.24)
=
∑
r≥0
ar+n
−r−1
+
∑
r≥0
a−r−1
r+n
+
a
n
−
n a
(4.29)
=
∑
r≥0
ar+n
−r−1
+
∑
r≥0
a−r−1
r+n
+
∑
s,t≥0
s+t=n−1
as
t
,
which simplifies to the sum on the right-hand side. 
Lemma 5.7. We have
= + −
∑
r,s≥0 −r−s−2
r s
.
Proof. Using the definition (5.35), the left-hand side is equal to
∑
r≥0
−r−1r
−
(3.2)
=
(4.34)
∑
r≥0
−r−1 r
−
∑
r,s≥0
−r−s−2r s
− + .
By the definition (5.35) and (4.24), this is equal to the right-hand side. 
Lemma 5.8. We have
= −
∑
r≥0
s∈Z
−r−s−2
s
r
Proof. The proof is analogous to that of [BSW18, Lem. 5.9]. 
Lemma 5.9. We have
= − +
∑
r,s≥0
t∈Z
t
−r−s−t−3
r
s
.
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Proof. The proof is analogous to that of [BSW18, Lem. 5.10]. 
Lemma 5.10. We have
− =
∑
r,s≥0
t∈Z −r−s−t−3
t
r s .
Proof. The proof is analogous to that of [BSW18, Lem. 5.11]. 
Lemma 5.11. We have
= +
Proof. The proof is analogous to that of [BSW18, Lem. 5.12]. 
Now we can define an analogue of the categorical comultiplication ∆ from Theorem 4.3. We do this in
two steps: first, we define it at the level of supercategories; then, in the corollary, we upgrade the result to
graded supercategories by passing to the (Q,Π)-envelope.
Theorem 5.12. There is a unique strict monoidal superfunctor
∆l|m : Heisk(A)→ Add
(
Heis l(A)⊙Heism(A)
)
such that ↑7→ ↑ ⊕ ↑, ↓7→ ↓ ⊕ ↓, and on morphisms
7→ + , a 7→ a + a ,(5.38)
7→ + + + − + ,(5.39)
7→ − , 7→ + .(5.40)
Moreover, ∆l|m satisfies the following for all a ∈ A and n ∈ Z:
7→ + , 7→ − + ,(5.41)
a
n
7→
∑
r∈Z
r
n−r−1
a
,
a
n 7→ −
∑
r∈Z
r
n−r−1
a
.(5.42)
Proof. We define ∆l|m on the generating morphisms from Definition 5.1 by (5.38) to (5.41), and must check
that the images under ∆l|m of the defining relations (3.2), (4.19), (4.22), and (5.2) to (5.5) all hold in the
category Add(Heis l(A)⊙Heism(A)). In addition, we will verify that ∆l|m satisfies (5.42). Using Lemma 5.4,
this is sufficient to prove the theorem as stated.
We already verified (3.2), (4.19), and (4.22) in Theorem 4.3. The relation (5.2) is straightforward to
verify since all of the matrices involved are diagonal. One just needs to use Lemma 5.5 and its image under
the symmetry (5.36).
Now we check (5.42). Note in terms of bubble generating functions that it is equivalent to
(5.43) ∆l|m
(
u a
)
=
u
u
a
, ∆l|m
(
u a
)
=
u
u
a
.
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First suppose that k ≥ 0 and consider the clockwise bubble
a
n . If this is a fake bubble, i.e. n < 0, then it
is a scalar by the definition (5.8) and the assumption on k. This scalar is zero (and (5.42) is trivial to verify)
unless k = 0 and n = −1. When k = 0, we have that
∑
r∈Z
r
r−2
a
=
−1
−1
a
=
∑
b∈BA
tr(ab∨) tr(b) = tr(a) = −
a
−1 ,
verifying (5.42). When n ≥ 0, using Lemma 5.6 we have
∆l|m
(
a
n
)
= − n a − n a = −
∑
r∈Z
r
n−r−1
a
,
again verifying (5.42). Now, still assuming k ≥ 0, consider (5.42) for the counterclockwise bubbles. We
have already proved that
g(a; u) := ∆l|m
(
u a
)
= u ua ∈ tr(a)u
−k1
1
+ u−k−1 EndHeis l(A)⊙Heism(A)(1)~u
−1 .
Applying (5.28), we have that∑
b∈BA
∆l|m
(
u ab
)
◦ g(b∨; u) =
∑
b∈BA
∆l|m
(
u ab
)
◦ ∆l|m
(
u b∨
)
= ∆l|m
(
u ua
)
= tr(a)1
1
,
∑
b∈BA
u uab ◦ g(b
∨; u) =
∑
b,c,e∈BA
u ue∨b ae
u ub∨c c∨
=
∑
c,e∈BA
tr(e∨c)
u
u
ae
c∨
=
∑
c∈BA
u
u
ac
c∨
= tr(a)1
1
.
Now we observe that there is a unique morphism f (a; u) ∈ tr(a)uk1
1
+uk−1 EndHeis l(A)⊙Heism(A)(1)~u
−1 such
that
∑
b∈BA f (ab; u)g(b
∨; u) = tr(a)1
1
; see the proof of Lemma 7.1 below for a similar situation. So we have
done enough to prove that
f (a; u) = ∆l|m
(
u a
)
= u ua .
This completes the proof of (5.42) when k ≥ 0. The case k ≤ 0 is analogous; one starts by proving
the relation for the counterclockwise bubble (using the relation obtained from Lemma 5.6 by applying the
symmetry Ωl|m), and then use (5.28) to prove it for the clockwise bubble.
Next we check (5.3). For a ∈ A and 0 ≤ n < k, we have
∆l|m
(
an
)
= −
∑
r∈Z
r
n−r−1
a
= −δn,k−1
l−1
m−1
a
(5.21)
= −δn,k−1
∑
b∈BA
tr(ab) tr(b∨) = −δn,k−1 tr(a),
verifying the first relation in (5.3). The proof of the second relation is similar.
Next we verify (5.4). We first consider the right curl, so k ≥ 0. Using Lemma 5.8 and its image under
flip, we have
∆l|m

 = − + − −
=
∑
r≥0
s∈Z
−r−s−2
s
r +
∑
r≥0
s∈Z
−r−s−2
s
r
(5.3)
= δk,0 + δk,0 = ∆l|m
δk,0
 .
The proof for the left curl, when k ≤ 0, is similar; it uses the identity obtained from Lemma 5.8 by applying
the symmetry Ωl|m then rotating through 180
◦.
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Finally, we must verify (5.5). We give the details for the first relation. The proof of the second is
analogous, using the identities obtained from Lemmas 5.9 to 5.11 by applying ∗ ◦ Ωl|m. First note that, by
definition (5.6), ∆l|m sends
7→ − + − + + ,
7→ − + + − − − .
With this, it is straightforward to compute the image under ∆l|m of the left-hand side of (5.5). We can
also compute the image of the right-hand side using (5.42). Comparing the matrix entries of the resulting
morphisms, we are reduced to verifying the identities
− − = −
∑
r,s≥0
t∈Z
t
−r−s−t−3
r
s
, − = −
∑
r,s≥0
t∈Z
t
−r−s−t−3
r
s
,
= , = ,
plus the images of the first two under the symmetry flip, followed by rotation through 180◦. To prove the
first identity, first simplify it by multiplying on the bottom of the left string by a clockwise internal bubble
and using Lemma 5.5. The resulting identity then follows from Lemma 5.9. The second identity follows
from Lemma 5.10. For the third identity, we have
(4.30)
= − = ,
where the last equality follows from Lemmas 5.5 and 5.11. The proof of the fourth identity is analogous,
using the images of Lemmas 5.5 and 5.11 under the symmetry flip. 
The functor in Theorem 5.12 does not respect grading. In the next corollary, we explain how to rectify
this by passing to the (Q,Π)-envelope, recalling the notation (2.18).
Corollary 5.13. There is a unique strict graded monoidal functor
∆˜l|m : Heis k(A)q,π → Add
((
Heis l(A)⊙2d Heism(A)
)
q,π
)
such that QrΠt ↑7→ QrΠt↑ ⊕ Qr−ldΠt↑, QrΠt ↓7→ Qr+mdΠt↓ ⊕ QrΠt↓, and on morphisms
r,t
s,t
7→
r,t
s,t
+
r−ld,t
s−ld,t
, a
r,t
s,t
7→ a
r,t
s,t
+ a
r−ld,t
s−ld,t
,(5.44)
r,t
s,t
7→
r,t
s,t
+
r−2ld,t
s−2ld,t
+
r−ld,t
s−ld,t
+
r−ld,t
s−ld,t
−
r−ld,t
s−ld,t
+
r−ld,t
s−ld,t
,(5.45)
r,t
s,t
7→
r+md,t
s,t
−
r−ld,t
s,t
,
r,t
s,t
7→
r,t
s+md,t
+
r,t
s−ld,t
,(5.46)
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r,t
s,t
7→
r+md,t
s,t
+
r−ld,t
s,t
,
r,t
s,t
7→
r,t
s+md,t
+
r,t
s−ld,t
.(5.47)
Proof. There is a strict graded monoidal functor ∆l|m : Heisk(A) → Add((Heis l(A)⊙2d Heism(A))q,π) de-
fined on objects by ↑7→ Q0Π0↑ ⊕ Q−ldΠ0↑, ↓7→ QmdΠ0↓ ⊕ Q0Π0↓, and on generating morphisms by the
same expressions as on the right hand sides of (5.44) to (5.47) taking t = 0. To see this, note first that
the degrees of cups/caps are consistent. Then we must verify that the images of the relations from Def-
inition 5.1 are satisfied in Add((Heis l(A)⊙2d Heism(A))q,π). These relations hold in the strict monoidal
supercategory Add(Heis l(A)⊙2d Heism(A)) thanks to Theorem 5.12; so the same relations also hold in
Add((Heis l(A)⊙2d Heism(A))q,π). Finally, we get induced the functor in the statement of the corollary by
applying the universal property of (Q,Π)-envelope. 
Remark 5.14. As in Remarks 3.1 and 4.4, the categorical comultiplication ∆l|m, hence ∆˜l|m, is coassociative
in the appropriate sense.
In the last result of the section, we upgrade Proposition 4.7 to the Frobenius Heisenberg category; see
also Theorem 10.6 below for further discussion of the significance of this result. As before, we assume for
this that A satisfies the hypothesis (†) from the introduction, and make a choice of idempotents as we did
after Remark 3.1. Recall the homomorphisms ın and n from (5.18) and (5.19). For λ ∈ P
N with |λ| = n, we
have the associated object
(5.48) S +λ :=
(
↑⊗n, ın(eλ)
)
∈ Kar
(
Heis k(A)q,π
)
.
For n ∈ N, 1 ≤ i ≤ N, define
(5.49) H+n,i :=
(
↑⊗n, ın(e(n),i)
)
E+n,i :=
(
↑⊗n, ın(e(1n),i)
)
.
Let S −
λ
:= (S +
λ
)∗, H−
n,i
:= (H+
n,i
)∗, and E−
n,i
:= (E+
n,i
)∗. Note that there are degree zero isomorphisms
(5.50) S −λ 
(
↓⊗n, n(eλT )
)
, E−n,i :=
(
↓⊗n, n(e(n),i)
)
, H−n,i :=
(
↓⊗n, n(e(1n),i)
)
,
hence
(5.51) Ωk(S
±
λ )  S
∓
λT
, Ωk(E
±
n,i)  H
∓
n,i, Ωk(H
±
n,i)  E
∓
n,i.
The transpose appears here because the sign arising when n is applied to a transposition is the opposite of
the one that arises when ∗ is applied to a crossing.
Theorem 5.15. Extending the functor ∆˜l|m from Corollary 5.13 to the Karoubi envelopes in the canonical
way, there are degree zero isomorphisms
(5.52)
∆˜l|m(H
+
n,i) 
n⊕
r=0
Q−lrdH+n−r,i ⊗ H
+
r,i, ∆˜l|m(H
−
n,i) 
n⊕
r=0
Qm(n−r)dH−n−r,i ⊗ H
−
r,i,
∆˜l|m(E
+
n,i) 
n⊕
r=0
Q−lrdE+n−r,i ⊗ E
+
r,i, ∆˜l|m(E
−
n,i) 
n⊕
r=0
Qm(n−r)dE−n−r,i ⊗ E
−
r,i,
for n ≥ 0 and 1 ≤ i ≤ N,
Proof. For the + sign, this follows from Proposition 4.7 using also the grading shifts in the definition of ∆˜l|m,
noting that (5.45) is the same as (4.39) (except for grading shifts). Then for the − sign, it follows by taking
right duals (using the right cups and caps), again taking into account the grading shifts. 
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6. Generalized cyclotomic quotients
Throughout this section, we forget the grading to view Heis k(A) as a strict monoidal supercategory rather
than as a graded monoidal supercategory. We will construct some module supercategories over it known
as generalized cyclotomic quotients. In a similar fashion, one can construct graded module supercategories
over Heis k(A), but these require additional homogeneity assumptions on the defining parameters which are
too restrictive for the subsequent applications in the paper.
We fix a supercommutative superalgebra R. Defining the R-superalgebra AR := R ⊗k A, we can extend
the trace map to an R-linear map trR = id⊗ tr : AR → R. We can then base change to obtain Heisk(AR) =
R⊗kHeis k(A), which is a strict R-linear monoidal supercategory. Extra care is needed when working with this
since scalars in the base ring R are not necessarily even, resulting in potential additional signs. Morphism
spaces in Heis k(AR) are naturally left R-supermodules; since R is supercommutative they may also be viewed
as right R-supermodules via the usual formula vr = (−1)v¯r¯rv. In diagrams for morphisms in Heisk(AR), we
can label tokens by elements of AR. The generating function formalism used in the relations (5.29) to (5.33)
extends in the obvious way to the base ring R.
Lemma 6.1. For a polynomial p(u) ∈ AR[u], we have
p(x) =
[
(u−x)−1
p(u)
]
u−1
, p(x) =
[
(u−x)−1
p(u)
]
u−1
,(6.1)
p(x) = −
[
u p(u)
]
u−1
, p(x) =
[
u p(u)
]
u−1
,(6.2)
p(x) =
 u(u−x)−1 p(u)

u−1
p(x) =
 u(u−x)−1 p(u)

u−1
.(6.3)
Proof. By linearity, it suffices to consider the case p(x) = axn, a ∈ AR, n ≥ 0. In that case, (6.1) and (6.2)
follow immediately from computing the u−1 coefficient on the right-hand side. Then (6.3) follows by using
(5.30) and (6.1). 
Consider the center Z(AR) = R ⊗k Z(A) of AR. Its even part Z(AR)0¯ is a commutative algebra. Suppose
that
(6.4) f (u) = f0u
l + f1u
l−1 + · · · + fl and g(u) = g0u
m + g1u
m−1 + · · · + gm
are monic polynomials in Z(AR)0¯[u] of polynomial degrees l,m ≥ 0; in particular, f0 = g0 = 1. Define
k := m − l and
(6.5) O(u) := g(u)/ f (u) ∈ uk + uk−1Z(AR)0¯~u
−1
.
Then define O(r), O˜(r) ∈ Z(AR)0¯ so that
(6.6) O(u) =
∑
r∈Z
O(r)u−r−1, O(u)−1 = −
∑
r∈Z
O˜(r)u−r−1.
Lemma 6.2. The left tensor ideal IR( f |g) of Heis k(AR) generated by
(6.7) f (x) and a
r
− trR(O
(r)a)1
1
, −k ≤ r < l, a ∈ AR,
is equal to the left tensor ideal of Heis k(AR) generated by
(6.8) g(x) and
a
r − trR(O˜
(r)a)1
1
, k ≤ r < m, a ∈ AR.
Furthermore, this ideal contains
(6.9) a
r
− trR(O
(r)a)1
1
and
a
r − trR(O˜
(r)a)1
1
for all r ∈ Z, a ∈ AR.
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Proof. We first show by induction on r that IR( f |g) contains a
r
− trR(Ora)11 for all r ∈ Z, a ∈ AR.
The result holds for r < l by (5.3) and the definition of IR( f |g). Now suppose r ≥ l. By (6.5), we have
O(u) f (u) = g(u). This is a polynomial in u, and so its ul−r−1-coefficient is zero. Thus
(6.10)
l∑
s=0
O(r−s) fs = 0.
Then, by our induction hypothesis, we have
a
r
− trR(O
(r)a)1
1
(6.10)
= a
r
+
l∑
s=1
trR
(
O(r−s) fsa
)
1
1
=
l∑
s=0
fsa
r−s
= xr−l f (x)
a
∈ IR( f |g).
For a ∈ AR, let trR(O(u)a) =
∑
r∈Z trR(O
(r)a)u−r−1 ∈ uk + uk−1R~u−1. We have shown that
ua = trR (O(u)a) 11 mod IR( f |g).
For a, b ∈ AR, we have∑
c∈BA
trR (O(u)ac) trR
(
O(u)−1c∨b
) (4.5)
= trR
(
O(u)O(u)−1ab
)
= − trR(ab)
(5.28)
= − u ua b .
This implies that, for a ∈ AR,
ua = − trR
(
O(u)−1a
)
1
1
mod IR( f |g)
(see the proof of Lemma 7.1 below for a similar argument), proving (6.9).
Now note that, in the quotient of Heisk(AR) by IR( f |g), we have
g(x)
(6.1)
=
[
(u−x)−1
g(u)
]
u−1
(6.5)
=
[
(u−x)−1
O(u) f (u)
]
u−1
(6.9)
=
(4.5)
[
u f (u)
(u−x)−1
]
u−1
(6.3)
= f (x) = 0.
So we have shown that the left tensor ideal generated by (6.7) contains the elements (6.8). A similar argu-
ment shows that the left tensor ideal generated by (6.8) contains the elements (6.7), completing the proof. 
Definition 6.3. The generalized cyclotomic quotient of Heis k(AR) corresponding to the supercommutative
algebra R and the polynomials f (u), g(u) as fixed above is the R-linear quotient category
HR( f |g) := Heisk(AR)/IR( f |g).
This is not a monoidal supercategory, rather, it is a (left) module supercategory over Heis k(AR). Unless the
polynomials f (u) and g(u) are themselves homogeneous when u is given degree 2d, the ideal IR( f |g) is not
homogeneous, and this quotient category is no longer graded.
IfV andW are two R-linear supercategories, we defineV⊠RW to be the R-linear supercategory whose
objects are pairs (X, Y) of objects X ∈ V and Y ∈ W, and with morphisms
HomV⊠RW
(
(X1, Y1), (X2, Y2)
)
:= HomV(X1, X2) ⊗R HomW(Y1, Y2).
Composition in V ⊠R W is defined by (2.5). If V and W are module supercategories over Heis l(AR) and
Heism(AR), respectively, then V ⊠R W is naturally a module supercategory over the R-linear symmetric
product Heis l(AR) ⊙R Heism(AR). If, in addition, the action of the morphism
(6.11) = −
is invertible on all objects of V ⊠R W, then the categorical action induces an action of the localization
Heis l(AR)⊙ RHeism(AR). Then, using the R-linearization of the categorical comultiplication ∆l|m of Theo-
rem 5.12, we have thatV ⊠R W is a module supercategory over Heis l+m(AR).
34 JONATHAN BRUNDAN, ALISTAIR SAVAGE, AND BENWEBSTER
Since dual bases of A over k are also dual bases of AR over R, we have Wr
aff
n (AR) = R ⊗k Wr
aff
n (A). The
cyclotomic wreath product algebra Wr
f
n(AR) associated to f (u) as in (6.4) is the quotient Wr
aff
n (AR)/( f (x1)).
We adopt the convention that Wr
f
0
(AR) =Wr
aff
0 (AR) = R. By [Sav20, Th. 6.11],
(6.12)
{
x
α1
1
· · · x
αn
n bσ : α1, . . . , αn < l, b ∈ B
⊗n
A
, σ ∈ Sn
}
is an R-basis of Wr
f
n(AR). It follows that the natural homomorphism Wr
f
n(AR)→Wr
f
n+1
(AR) is injective.
For f (u), g(u) as in (6.4), Define
V( f ) :=
⊕
n≥0
psmod-Wr
f
n(AR), V(g)
∨ :=
⊕
n≥0
psmod-Wr
g
n(A
op
R
).
As explained in [Sav19, §1] (except that we use right modules here instead of left modules), we have a strict
R-linear monoidal superfunctor
(6.13) Ψ f : Heis−l(AR)→ SEnd R (V( f ))
sending ↑ (resp. ↓) to the additive endofunctor that is the induction superfunctor indn+1n = − ⊗Wr fn (AR)
Wr
f
n+1
(AR) (resp. the restriction superfunctor res
n
n−1
) on psmod-Wr
f
n(AR). On generating morphisms, Ψ f
sends
• to the R-linear supernatural transformation defined on a projective Wr
f
n(AR)-supermodule M by
the map
M ⊗
Wr
f
n (AR)
Wr
f
n+1
(AR)→ M ⊗Wr fn (AR)
Wr
f
n+1
(AR), v ⊗ w 7→ v ⊗ xn+1w;
• a to the R-linear supernatural transformation defined on a projective Wr
f
n(AR)-supermodule M by
the map
M ⊗
Wr
f
n (AR)
Wr
f
n+1
(AR)→ M ⊗Wr fn (AR)
Wr
f
n+1
(AR), v ⊗ w 7→ (−1)
a¯v¯v ⊗ (a ⊗ 1⊗n)w;
• to the R-linear supernatural transformation defined on a projective Wr
f
n(AR)-supermodule M by
the map
M ⊗
Wr
f
n (AR)
Wr
f
n+2
(AR)→ M ⊗Wr fn (AR)
Wr
f
n+2
(AR), v ⊗ w 7→ v ⊗ sn+1w;
• and to the R-linear supernatural transformations defined by the unit and counit of the ad-
junction making (indn+1n , res
n+1
n ) into an adjoint pair.
The superfunctor (6.13) makesV( f ) into a module supercategory over Heis−l(AR).
Similarly, we make V(g)∨ into a module supercategory over Heism(AR) via the strict R-linear monoidal
superfunctor
(6.14) Ψ∨g : Heism(AR)→ SEnd R
(
V(g)∨
)
sending ↓ (resp. ↑) to the endosuperfunctor defined on psmod-Wr
g
n(A
op
R
) by the induction functor indn+1n
(resp. the restriction functor resn
n−1
). On generating morphisms, Ψ f sends
• to the R-linear supernatural transformation defined on a projective Wr
g
n(A
op
R
)-supermodule M by
the map
M ⊗Wrgn(A
op
R
) Wr
g
n+1
(A
op
R
)→ M ⊗Wrgn(A
op
R
) Wr
g
n+1
(A
op
R
), v ⊗ w 7→ v ⊗ xn+1w;
• a to the R-linear supernatural transformation defined on a projective Wr
g
n(A
op
R
)-supermodule M by
the map
M ⊗Wrgn(A
op
R
) Wr
g
n+1
(A
op
R
)→ M ⊗Wrgn(A
op
R
) Wr
g
n+1
(A
op
R
), v ⊗ w 7→ (−1)a¯v¯v ⊗ (a ⊗ 1⊗n)w;
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• to the R-linear supernatural transformation defined on a projective Wr
g
n(A
op
R
)-supermodule M by
the map
M ⊗Wrgn(A
op
R
) Wr
g
n+2
(A
op
R
)→ M ⊗Wrgn(A
op
R
) Wr
g
n+2
(A
op
R
), v ⊗ w 7→ −v ⊗ sn+1w;
• and to the R-linear supernatural transformations defined by the unit and counit of the ad-
junction making (indn+1n , res
n+1
n ) into an adjoint pair.
On combining (6.13) and (6.14), the R-linear supercategory
(6.15) V( f |g) := V( f ) ⊠R V(g)
∨ ≈
⊕
m,n≥0
psmod-Wr
f
m(AR) ⊗R Wr
g
n(A
op
R
)
becomes a module supercategory over Heis l(AR) ⊙R Heism(AR). We would like the morphism (6.11) to act
invertibly too so that we can make V( f |g) into a module supercategory over Heisk(AR), but for this we
need to impose a genericity condition on the defining parameters. To formulate this, we assume for the
remainder of the section that the base ring R is a finite-dimensional supercommutative superalgebra over an
algebraically closed field K ⊇ k; by “eigenvalue” we mean eigenvalue in this field K. Noting that AR ⊗R AR
is finite dimensional over K, let ΓR be the abelian subgroup of (K,+) generated by the eigenvalues of the
endomorphism of AR ⊗R AR defined by left multiplication by τ1 =
∑
b∈BA b ⊗ b
∨. For example, if d , 0,
then τ1 is necessarily nilpotent for degree reasons, hence ΓR = {0K}; on the other hand, if A = k then
τ1 = 1⊗1 so ΓR = Z ·1K. By Schur’s lemma, Z(AR)0¯ acts on any irreducible AR-supermodule L via a central
character χL : Z(AR)0¯ → K. Hence, for f (u), g(u) as in (6.4), we have χL( f (u)), χL(g(u)) ∈ K[u]. Let Ξ f and
Ξg denote the subsets of K consisting of the roots of χL( f (u)) or χL(g(u)), respectively, for all irreducible
AR-supermodules L.
Definition 6.4. We say that f (u), g(u) are a generic pair if the sets Ξ f + ΓR and Ξg + ΓR are disjoint.
Lemma 6.5. Assume that V is an Wraff2 (AR)-supermodule. Let λ2 be an eigenvalue of x2 on V. Then
λ2 ∈ λ1 + ΓR for some eigenvalue λ1 of x1 on V.
Proof. Since x1, x2, and τ1 all commute, we can choose a vector v ∈ V in the λ2-eigenspace of x2 that is
also an eigenvector of x1 with some eigenvalue λ1 and an eigenvector of τ1 with some eigenvalue γ ∈ ΓR.
First suppose that v is an eigenvector for s1. Since s
2
1
= 1, this means that s1v = ±v. Then we have
λ2v = ±s1x2v = (±x1s1 ± τ1)v = (λ1 ± γ)v,
hence λ2 ∈ λ1 + ΓR. On the other hand, suppose v is not an eigenvector of s1. Then, by the relation
x1s1 = s1x2 − τ1, the matrix describing the action of x1 on the subspace with basis {v, s1v} is[
λ1 −γ
0 λ2
]
.
Hence λ2 is also an eigenvalue of x1. 
Corollary 6.6. The eigenvalues of x1, . . . , xn on any Wr
f
n(AR)-supermodule lie in Ξ f + ΓR.
Corollary 6.7. Suppose that f (u), g(u) ∈ Z(AR)0¯[u] are a generic pair in the sense of Definition 6.4. In the
categorical action of Heis−l(AR) ⊙R Heism(AR) onV( f |g), the morphism (6.11) acts invertibly.
Proof. Corollary 6.6 and the genericity assumption imply that the set of eigenvalues of x1, . . . , xn on any
finite-dimensional Wr
f
n(AR)-supermodule is disjoint from the set of eigenvalues of x1, . . . , xm on any finite-
dimensional Wr
g
m(A
op
R
)-supermodule. Consequently, the commuting endomorphisms defined by evaluating
and
on an object ofV( f |g) have disjoint spectra. Hence, all eigenvalues of the endomorphism defined by (6.11)
lie in k×. Hence, this endomorphism is invertible. 
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Assuming the genericity condition holds, Corollary 6.7 is exactly what is needed to see that we can make
V( f |g) into a Heisk(AR)-module supercategory as explained after (6.11). Thus, recalling that k = m − l, we
have constructed a strict R-linear monoidal superfunctor
(6.16) Ψ f |g : Heisk(AR)→ SEnd R
(
V( f |g)
)
.
Recall the generating functions ua and u a defined in (5.26) and (5.27).
Lemma 6.8. We have that
Ψ f |g
(
ua
)
(Wr
f
0
(AR),Wr
g
0
(A
op
R
))
= trR
(
g(u) f (u)−1a
)
∈ ukR~u−1,
Ψ f |g
(
u a
)
(Wr
f
0
(AR),Wr
g
0
(A
op
R
))
= trR
(
f (u)g(u)−1a
)
∈ u−kR~u−1.
Proof. Applying Lemma 6.2 with g(u) = 1, we get that
Ψ f
(
ua
)
Wr
f
0
(AR)
= trR
(
f (u)−1a
)
, Ψ f
(
u a
)
Wr
f
0
(AR)
= trR ( f (u)a) .
Similarly, applying it with f (u) = 1, we get that
Ψ∨g
(
ua
)
Wr
g
0
(A
op
R
)
= trR (g(u)a) , Ψ
∨
g
(
u a
)
Wr
g
0
(A
op
R
)
= trR
(
g(u)−1a
)
.
Thus, by (5.43), we have
Ψ f |g
(
u a
)
(Wr
f
0
(AR),Wr
g
0
(A
op
R
))
=
∑
b∈BA
trR
(
f (u)−1ab
)
trR
(
g(u)b∨
) (4.5)
= trR
(
g(u) f (u)−1a
)
,
Ψ f |g
(
u a
)
(Wr
f
0
(AR),Wr
g
0
(A
op
R
))
=
∑
b∈BA
trR
(
f (u)b∨a
)
trR
(
g(u)−1b
) (4.5)
= trR
(
f (u)g(u)−1a
)
. 
Theorem 6.9. Suppose that f (u), g(u) ∈ Z(AR)0¯[u] are a generic pair as in Definition 6.4. Let
Ev: SEnd R(V( f |g)) → V( f |g)
be the R-linear functor defined by evaluation on (Wr
f
0
(AR),Wr
g
0
(A
op
R
)) ∈ V( f |g). Then Ev ◦Ψ f |g factors
through the generalized cyclotomic quotient HR( f |g) to induce an equivalence of Heis k(AR)-module super-
categories
ψ f |g : Kar(HR( f |g)π)→ V( f |g).
Proof. It is clear that f (x) acts as zero on (Wr
f
0
(AR),Wr
g
0
(A
op
R
)). Together with Lemma 6.8, this implies
that Ev ◦Ψ f |g factors through the quotient HR( f |g) to induce an R-linear superfunctor HR( f |g) → V( f |g).
SinceV( f |g) is an additive Karoubian (Q,Π)-category, this extends to induce the superfunctor ψ f |g from the
statement of the theorem. To show that ψ f |g is an equivalence, it remains to prove that it is full, faithful and
dense. This argument is almost identical to the one in the proof of [BSW20, Th. 9.5]. 
Remark 6.10. When g(u) = 1, the genericity assumption is vacuous. Hence Theorem 6.9 yields an equiva-
lence of categories ψ f |1 : Kar(HR( f |1)π)→ V( f ). So the generalized cyclotomic quotient HR( f |1) is Morita
equivalent to the usual cyclotomic quotient, that is, the locally unital superalgebra
⊕
n≥0
Wr
f
n(AR).
7. Basis theorem
Recall that C(A) denotes the cocenter of A with homogeneous basis BC(A). Let Sym(A) denote the
graded symmetric superalgebra generated by the graded vector superspace C(A)[x], where x here is an even
indeterminate of degree 2d. For n ∈ Z and a ∈ A, let en(a) ∈ Sym(A) denote
(7.1) en(a) :=

0 if n < 0,
tr(a) if n = 0,
a˙xn−1 if n > 0.
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This defines a parity-preserving homogeneous linear map en : A→ Sym(A) of degree 2(n−1)d. For example,
in the special case that A = k, the algebra Sym(A) is a polynomial algebra genearted freely by the elements
{en(1) : n > 0}. In this case, Sym(A) may be identified with the algebra of symmetric functions so that en(1)
corresponds to the nth elementary symmetric function; then the elements hn(1) defined by the following
lemma correspond to the complete symmetric functions.
Lemma 7.1. For each n ∈ Z, there is a unique homogeneous parity-preserving linear map hn : A→ Sym(A)
of degree 2(n − 1)d such that
(7.2)
∑
c∈BA
e(ac;−u)h(c∨b; u) = tr(ab), for all a, b ∈ A,
where we are using the generating functions
(7.3) e(a; u) :=
∑
n≥0
en(a)u
−n, h(a; u) :=
∑
n≥0
hn(a)u
−n ∈ Sym(A)~u−1.
Proof. In light of (4.5), it suffices to consider the case where b = 1. Then the generating function identity
(7.2) is equivalent to the identities
n∑
r=0
∑
c∈BA
(−1)rer(ac)hn−r(c
∨b) = δn,0 tr(ab), a, b ∈ C(A), n ∈ N.
Using (4.5), this is equivalent to h0(a) = tr(a) and, for n ≥ 1,
hn(a) = −
n∑
r=1
∑
c∈BA
er(ac)hn−r(c
∨).
This uniquely determines the hn(a) recursively. 
It follows from Lemma 7.1 and (5.28) that we have a well-defined homomorphism of graded algebras
(7.4) β : Sym(A)→ EndHeisk(A)(1), en(a) 7→ (−1)
n−1
a
n−k−1 , hn(a) 7→
a
n+k−1 .
Let X = Xn ⊗ · · · ⊗ X1 and Y = Ym ⊗ · · · ⊗ Y1 be objects of Heisk(A) for Xi, Y j ∈ {↑, ↓}. An (X, Y)-matching
is a bijection between the sets
{i : Xi =↑} ⊔ { j : Y j =↓} and {i : Xi =↓} ⊔ { j : Y j =↑}.
A reduced lift of an (X, Y)-matching is a string diagram representing a morphism X → Y such that
• the endpoints of each string are points which correspond under the given matching;
• there are no floating bubbles and no dots or tokens on any string;
• there are no self-intersections of strings and no two strings cross each other more than once.
For each (X, Y) matching, fix a set D(X, Y) consisting of a choice of reduced lift for each (X, Y)-matching.
Then let D◦(X, Y) denote the set of all morphisms that can be obtained from the elements of D(X, Y) by
adding a nonnegative number of dots and one element of BA near to the terminus of each string.
Using the homomorphism β from (7.4), we have that, for X, Y ∈ Heis k(A), HomHeisk(A)(X, Y) is a right
Sym(A)-module under the action
φθ := φ ⊗ β(θ), φ ∈ HomHeisk(A)(X, Y), θ ∈ Sym(A).
Theorem 7.2. For X, Y ∈ Heisk(A), the morphism space HomHeisk(A)(X, Y) is a free right Sym(A)-module
with basis D◦(X, Y).
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Proof. We prove the result when k ≤ 0. The result for k > 0 then follows by applying the symmetry Ωk of
(5.17). Let X, Y be two objects in Heisk(A).
That D◦(X, Y) spans HomHeisk(A)(X, Y) as a right Sym(A)-module follows from the fact that we have an
algorithm permitting us to express any diagram representing a morphism X → Y as a linear combination
of elements of D◦(X, Y). We use induction on the number of crossings. Dots can be moved past crossings
modulo diagrams with fewer crossings, and so we can assume that all dots are near the termini of their
strings. Then we can use the relations (3.2), (5.5), (5.23), and (5.24) to move the strings into the same
configuration as one of the chosen reduced lifts modulo diagrams with fewer crossings plus some bubbles.
Finally, bubbles can be moved to the right-hand side of the diagram using (5.25), where they become scalars
in Sym(A).
It remains to prove linear independence of D◦(X, Y). We begin with the case X = Y = ↑
⊗n. Consider a
linear relation
∑N
s=1 φsβ(θs) for some φs ∈ D◦(X, Y) and θs ∈ Sym(A). Enumerate BC(A) as b˙1, . . . , b˙r so that
b˙1, . . . , b˙r′ are even and b˙r′+1, . . . , b˙r are odd. Choose l ≥ m ≫ 0 such that
• k = m − l;
• the multiplicities of dots in all φs arising in the linear relation are < l;
• all of the elements θs ∈ Sym(A) are polynomials in ei(b j), 1 ≤ i ≤ m, 1 ≤ j ≤ r.
Let wi, j, 1 ≤ i ≤ m, 1 ≤ j ≤ r be indeterminates, with wi, j even for 1 ≤ j ≤ r
′ and odd for r′ + 1 ≤ j ≤ r.
Let K be the algebraic closure of k(wi, j : 1 ≤ i ≤ m, 1 ≤ j ≤ r
′) and define R to be the free supercommutive
K-superalgebra generated by wi, j, 1 ≤ i ≤ m, r
′ + 1 ≤ j ≤ r. Since the wi, j are odd for r
′ + 1 ≤ j ≤ r, R is
finite dimensional over K. We will now work with algebras/categories that are linear over R, as in Section 6.
Recall that b˙∨
1
, . . . , b˙∨r denotes the basis of Z(A) that is dual to the basis b˙1, . . . , b˙r of C(A) under the pairing
of Lemma 4.1. Assume we have chosen the basis so that b˙∨
1
= 1. Consider the cyclotomic wreath product
algebras Wr
f
n(AR) and Wr
g
n(A
op
R
) associated to the polynomials
f (u) := ul, g(u) := um + (w1,1b˙
∨
1 + · · · + w1,rb˙
∨
r )u
m−1 + · · · + (wm,1b˙
∨
1 + · · · + wm,rb˙
∨
r ) ∈ Z(AR)0¯[u].
We claim that f (u), g(u) are a generic pair in the sense of Definition 6.4. To see this, note since K is
algebraically closed that it contains the algebraic closure k of k. As AR ⊗R AR is defined over this algebraic
closure, all elements of ΓR belong to k. Thus, since Ξ f = {0} by the definition of f (u), it suffices to show
that no element of k is a root of the polynomial χL(g(u)) for any irreducible AR-supermodule L. This
follows because the evaluation of χL(g(u)) at any element of k¯ involves the indeterminate wm,1 with nonzero
coefficient due to the assumption that b˙∨
1
= 1, hence is nonzero.
Hence, by Corollary 6.7, we can use the superfunctor Ψ f |g of (6.16) to make V( f |g) into a Heisk(AR)-
module supercategory. Since k embeds into R, we have a canonical monoidal superfunctor Heisk(A) →
Heisk(AR). Hence we can view V( f |g) as a module supercategory over Heisk(A). We now evaluate the
relation
∑N
s=1 φs ⊗ β(θs) = 0 on (Wr
f
0
(AR),Wr
g
0
(A
op
R
)) ∈ V( f |g) to obtain a relation in Wr
f
n (AR). It follows
from (6.12) and the choice of l that the images of φ1, . . . , φN in Wr
f
n(AR) are linearly independent over R.
Thus the image of β(θs) ∈ R is zero for each s. Now, by our choice of m, each θs is a polynomial in the
ei(b j), 1 ≤ i ≤ m, 1 ≤ j ≤ r. Since
g(u) f (u)−1 = uk + (w1,1b˙
∨
1 + · · · + w1,rb˙
∨
r )u
k−1 + · · · + (wm,1b˙
∨
1 + · · · + wm,rb˙
∨
r )u
k−m,
it follows from (7.4) and Lemma 6.8 that the image of (−1)i−1β(ei(b j)) in R is wi, j. Thus the θi, 1 ≤ i ≤ r,
are zero.
We have now proved the linear independence when X = Y =↑⊗n. The general case reduces to this case as
in the proof of [Kho14, Prop. 5]. See the proof of [BSW18, Th. 6.4] for further details. The only difference
in the current setting is that one picks up some tokens at each step in the proof. Since tokens slide through
all crossings and dots, these have only a minor effect on the argument. 
Corollary 7.3. The homomorphism β : Sym(A)→ EndHeisk(A)(1) of (7.4) is an isomorphism.
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Theorem 7.2 implies Conjectures 1, 2, and 3 of [CL12], which concerns the special case where A is a
zigzag algebra (cf. Example 9.1 below). Note that [CL12, Conj. 1] was already proved in [RS17, Cor. 8.15].
See also Conjectures 8.10 and 8.16 of [RS17].
8. Morita theorem
We say that graded supercategoriesA andB are graded Morita equivalent if there is a graded superequiv-
alence F : Kar(Aq,π) → Kar(Bq,π) between their graded Karoubi envelopes. Suppose that we are given a
family e = (eX)X∈Ξ of homogeneous idempotents eX ∈ EndA(X) for some subset Ξ of the object set of A.
Let eAe be the full subcategory of Kar(A) generated by the objects {(X, eX) : X ∈ Ξ}. In other words, eAe
is the graded supercategory with object set Ξ, morphisms
HomeAe(X, Y) := eY HomA(X, Y)eX for all X, Y ∈ Ξ,
and composition induced by that of A. Also let AeA be the two-sided ideal of A generated by the mor-
phisms {eX : X ∈ Ξ}. The notation AeA = A in the following lemma indicates that every morphism
f : X → Y in A can be written as a linear combination of morphisms of the form fY ◦ eZ ◦ fX for Z ∈ Ξ,
fX : X → Z and fY : Z → Y .
Lemma 8.1. IfAeA = A then the graded supercategories A and eAe are graded Morita equivalent.
Proof. If A and B are the locally unital algebras associated to A and B := eAe as in (2.12), then A and
B are graded Morita equivalent if and only if A and B are graded Morita equivalent superalgebras in the
usual sense, i.e. there is an equivalence between their module categories gsmod-A and gsmod-B that respects
degrees and parities of morphisms. Also the assumptionAeA = A implies that {eXA : X ∈ Ξ} is a projective
generating family for gsmod-A. With this dictionary in mind, the lemma follows from a standard algebraic
result, e.g. see [BD17, Theorem 2.4]. 
Now return to the usual setup, so A is a symmetric graded Frobenius superalgebra as in Section 4. Let
e ∈ A be a homogeneous idempotent such that A = AeA; equivalently, eA is a projective generator for
gsmod-A. Consider the decomposition
A = eAe ⊕ (1 − e)A(1 − e) ⊕ eA(1 − e) ⊕ (1 − e)Ae.
Under the bilinear form induced by the trace map of A, the first two summands are self-dual, while the last
two summands are dual to each other. In particular, the trace map of A restricts to a nondegenerate trace on
eAe, and so eAe is itself a graded Frobenius superalgebra, which is graded Morita equivalent to A.
Let BeAe be a homogeneous basis of eAe, and let B
′
A
be a homogeneous basis of (1 − e)A(1 − e) ⊕ eA(1 −
e) ⊕ (1 − e)Ae. Then BA := BeAe ⊔ B
′
A
is a homogeneous basis of A, and we have
(8.1)
∑
b∈BA
e
b
e
e
b∨
e
=
∑
b∈BeAe
b b∨ .
In other words, placing tokens labeled e at both ends of both strands turns the teleporter in Heis k(A) into the
teleporter in Heisk(eAe).
Define e↑ = e and e↓ = e . Let eXn⊗···⊗X1 := eXn ⊗ · · · ⊗ eX1 for X1, . . . , Xn ∈ {↑, ↓}; in particular,
e
1
:= 1
1
. Then set e = (eX)X∈Heisk(A) and define the graded supercategory eHeis k(A)e as in the opening
paragraph of the section. In fact, since we have that eY ⊗ eX = eYX for all X, Y ∈ Heisk(A), this is a monoidal
subcategory of Kar(Heisk(A)), so it is also a graded monoidal supercategory.
Lemma 8.2. The inclusion eAe ֒→ A induces an isomorphism between the graded monoidal supercategories
Heisk(eAe) and eHeis k(A)e.
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Proof. By definition, the categories Heisk(eAe) and eHeis k(A)e have the same objects. The natural graded
monoidal superfunctor F : Heis k(eAe) → eHeis k(A)e is the identity on objects and, on morphisms, it sends
the diagram for a morphism in Heisk(eAe) to the morphism in Heisk(A) represented by the same picture. This
actually belongs to the subcategory eHeis k(A)e since we can use the idempotent property e
2 = e to add an
additional token labeled e to both ends of all strands appearing in the diagram. To see that F is well defined,
one needs to check that the relations are preserved, which follows ultimately due to (8.1). Finally, to see
that F is an isomorphism, consider the composition eAe ֒→ A ։ C(A). In C(A), we have eAe = AeA = A,
and so this composition is surjective. Since Morita equivalent superalgebras have isomorphic centers, it then
follows from Lemma 4.1 that the inclusion eAe ֒→ A induces an isomorphism C(eAe)

−→ C(A) of graded
vector superspaces. It remains to apply Theorem 7.2 to see that F defines an isomorphism on all morphism
spaces. 
Theorem 8.3. Let F : Heis k(eAe)→ Kar(Heis k(A)q,π) be the composition of the isomorphism Heisk(eAe)

−→
eHeis k(A)e from Lemma 8.2 and the natural inclusion eHeis k(A)e ֒→ Kar(Heis k(A)q,π), so that F takes
↑7→ (↑, e) and ↓7→ (↓, eop). The canonical extension of F to the graded Karoubi envelope defines a graded
monoidal superequivalence
F˜ : Kar
(
Heisk(eAe)q,π
)
→ Kar
(
Heis k(A)q,π
)
.
In particular, Heisk(eAe) and Heisk(A) are graded Morita equivalent.
Proof. Since AeA = A, it follows easily that, for all X ∈ Heisk(A), EndHeisk(A)(X)eX EndHeisk(A)(X) con-
tains the identity morphism 1X , and hence Heisk(A)eHeis k(A) = Heisk(A). Then the theorem follows from
Lemmas 8.1 and 8.2. 
As mentioned in the introduction, it follows from Theorem 8.3 that, when A is semisimple and purely
even with trivial grading, the graded Karoubi envelope of Heisk(A) is monoidally equivalent to the graded
Karoubi envelope of the symmetric product of N copies of Heisk(k), where N is the number of pairwise
inequivalent irreducible A-supermodules. This reduces us to the setting of [MS18, Bru18, BSW18].
Remark 8.4. Assume that the hypothesis (†) from the introduction is satisfied and fix idempotents e1, . . . , eN
as was done after Remark 3.1. Let e := e1+ · · ·+eN , so that A is graded Morita equivalent to the basic graded
superalgebra eAe. Then Theorem 8.3 can be used to replace the Frobenius Heisenberg category Heis k(A) by
Heisk(eAe). The latter is the full monoidal subcategory of Kar(Heis k(A)) generated by the objects (↑, ei) and
(↓, ei) for i = 1, . . . ,N. It may be viewed as a simpler “colored” version of the original category. For this,
one denotes a string labeled by the idempotent ei instead by adding an additional color i to the string. Then
tokens labeled by elements of e jAei change the color of a string from i to j. This is particularly convenient
when A is a zigzag algebra like in Example 9.1. For this strings are colored by vertices in the quiver, and
one only needs tokens for each edge of this quiver.
9. The lattice Heisenberg algebra
We assume throughout this section that A satisfies condition (†) from the introduction (see also Re-
mark 10.7). Since the trace map has degree −2d, it follows that A has grading A =
⊕2d
i=0
Ai, d ≥ 0, with
A2d , 0. If d = 0, then A = A0 is purely even and semisimple. In this case, it makes sense to forget gradings
and work in the setting of strict k-linear monoidal categories. This amounts to setting q = 1 and π = 1
everywhere below. Since the constructions of the current section depend only on A up to graded Morita
equivalence, we will also assume here that A is a basic algebra.
The (normalized) Cartan pairing is the Hermitian form
(9.1) 〈−,−〉 : K0(pgsmod-A) × K0(pgsmod-A)→ Zπ[q, q
−1], 〈[P], [P′]〉 := q−d gsdimHomA(P, P
′).
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Here, Hermitian means that it is sesquilinear, i.e. 〈v, zw〉 = z〈v,w〉 = 〈z¯v,w〉, and conjugate-symmetric, i.e.
〈v,w〉 = 〈w, v〉, where ¯: Zπ[q, q
−1] → Zπ[q, q
−1], q 7→ q−1, π 7→ π; the latter property is a consequence of
the assumption that A is graded Frobenius. Choose a decomposition 1 = e1 + . . . + eN of the unit element
of A as a sum of pairwise orthogonal primitive homogeneous idempotents like after Remark 3.1. Then the
graded Cartan matrix of A is the Hermitian matrix (〈i, j〉)1≤i, j≤N defined from
(9.2) 〈i, j〉A := 〈[eiA], [e jA]〉 = q
−d gsdim eiAe j.
Example 9.1. As a motivating example, the reader may like to think about the case when A is a zigzag
algebra in the sense of [HK01]. For example, the zigzag algebra of type A4 is defined by the quiver and
relations
1
•
a21
(( 2
•
a12
hh
a32
(( 3
•
a23
hh
a43
(( 4
•
a34
hh
a12a23 = a23a34 = a32a21 = a43a32 = 0,
a23a32 + a21a12 = a34a43 + a32a23 = 0,
with positive grading defined by path length, Z/2-grading induced by the Z-grading, and d = 1. The vertex
idempotents e1, e2, e3, e4 give a basis for A0 = A0,0¯, and the central elements c1 = a12a21, c2 = a23a32,
c3 = a34a43, c4 = −a43a34 give a basis for A2 = A2,0¯. The trace sends ci 7→ 1. The graded Cartan matrix is
q + q−1 1 0 0
1 q + q−1 1 0
0 1 q + q−1 1
0 0 1 q + q−1
 .
Also in this case, the center Z(A) and cocenter C(A) are of dimension five, with dual bases {e1 + e2 + e3 +
e4, c1, c2, c3, c4} and {c˙1 = c˙2 = c˙3 = c˙4, e˙1, e˙2, e˙3, e˙4}.
We can associate to A a natural lattice, and hence a lattice Heisenberg algebra, as we now describe. For
z =
∑
n∈Z,p∈Z/2 zn,pq
nπp ∈ Zπ[q, q
−1], define
(
z
r
)
q,π
∈ Zπ[q, q
−1] for r ∈ N by
(9.3)
∏
n∈Z
(1 + qnu)zn,0¯
(1 − qnπu)zn,1¯
=
∑
r≥0
(
z
r
)
q,π
ur.
The significance of this definition is that for a finite dimensional graded vector space W , we have
gsdim
(∧r(W)) =
(
gsdimW
r
)
q,π
,
where the exterior superalgebra
∧
(W) is the quotient of the tensor superalgebra T (W) =
⊕
r∈N
W⊗r by the
two-sided ideal generated by the elements v⊗w+ (−1)v¯w¯w⊗ v; then
∧r(W) is the image ofW⊗r in∧(W). It
follows from the definition (9.3) that
(
n
r
)
q,π
=
(
n
r
)
for n ∈ Z. We also have
(
z¯
r
)
q,π
=
(
z
r
)
q,π
, where the involution
¯ is the one introduced below (9.1), and
(9.4)
∑
r,t≥0
r+t=n
(
z
r
)
q,π
(
−z
t
)
q,π
= 0 for z ∈ Zπ[q, q
−1], n ≥ 1.
For n ∈ Z, define the Q-algebra homomorphism
θn : Qπ[q, q
−1]→ Qπ[q, q
−1], θn(q) = q
n.
Recalling (3.18) and (3.19), for 0 , k ∈ Z, we form theHeisenberg double Sym⊗N
Qπ[q,q−1]
#Qπ[q,q−1] Sym
⊗N
Qπ[q,q−1]
with respect to the sesquilinear Hopf pairing determined by
(9.5) 〈−,−〉k : Sym
⊗N
Qπ[q,q−1]
⊗Qπ[q,q−1] Sym
⊗N
Qπ[q,q−1]
, 〈pm,i, pn,i〉k = δm,nnθn
(
q−d[k]d〈i, j〉A
)
,
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where [k]d := q
(k−1)d + q(k−3)d + · · · + q−(k−3)d + q−(k−1)d . By definition, Sym⊗N
Qπ[q,q−1]
#Qπ[q,q−1] Sym
⊗N
Qπ[q,q−1]
is
the Qπ[q, q
−1]-module Sym⊗N
Qπ[q,q−1]
⊗Qπ[q,q−1] Sym
⊗N
Qπ[q,q−1]
with associative multiplication defined by
(e ⊗ f )(g ⊗ h) :=
∑
( f ),(g)
〈 f(1), g(2)〉keg(1) ⊗ f(2)h,
recalling the comultiplication (3.20). For f ∈ Sym⊗N
Qπ[q,q−1]
, we write f − and f + for the elements f ⊗ 1 and
1⊗ f of Sym⊗N
Qπ[q,q−1]
#Qπ[q,q−1] Sym
⊗N
Qπ[q,q−1]
, respectively. Then Sym⊗N
Qπ[q,q−1]
#Qπ[q,q−1] Sym
⊗N
Qπ[q,q−1]
is generated
by the elements {p±
n,i
: n ∈ N, 1 ≤ i ≤ N}, subject to the relations
(9.6)
p+0,i = p
−
0,i = 1, p
+
m,ip
+
n, j = p
+
n, jp
+
m,i, p
−
m,ip
−
n, j = p
−
n, jp
−
m,i,
p+m,ip
−
n, j = p
−
n, jp
+
m,i + δm,nnθn ([k]d〈i, j〉A) .
The pairing under (9.5) of hm,i and hn, j lies in Zπ[q, q
−1], as follows for example by comparing the
coefficients appearing in [BS17, Th. 5.3] to [BS17, (2.2)]. Hence we can restrict to obtain a biadditive form
〈−,−〉k : Sym
⊗N
Zπ[q,q−1]
× Sym⊗N
Zπ[q,q−1]
→ Zπ[q, q
−1]. The associated Heisenberg double
(9.7) q-Heisk(A) := Sym
⊗N
Zπ[q,q−1]
#Zπ[q,q−1] Sym
⊗N
Zπ[q,q−1]
is a natural Zπ[q, q
−1]-form for U(hL)  Sym
⊗N
Qπ[q,q−1]
#Qπ[q,q−1] Sym
⊗N
Qπ[q,q−1]
. We call q-Heisk(A) a lattice
Heisenberg algebra. Then q-Heisk(A) is generated as a Zπ[q, q
−1]-algebra by the elements {h+
n,i
, e−
n,i
: n ∈
N, 1 ≤ i ≤ N} subject to the relations
(9.8)
h+0,i = e
−
0,i = 1, h
+
m,ih
+
n, j = h
+
n, jh
+
m,i, e
−
m,ie
−
n, j = e
−
n, je
−
m,i,
h+m,ie
−
n, j =
min(m,n)∑
r=0
(
[k]d〈i, j〉A
r
)
q,π
e−n−r, jh
+
m−r,i.
We refer the reader to [BS17, §5] and [LRS18, App. A] where this and other presentations are computed.
When k = 0, the form (9.5) is zero. In this case we simply define Sym⊗N
Qπ[q,q−1]
#Qπ[q,q−1] Sym
⊗N
Qπ[q,q−1]
=
Sym⊗N
Qπ[q,q−1]
⊗Qπ[q,q−1] Sym
⊗N
Qπ[q,q−1]
(tensor product of graded algebras). The presentation (9.8) continues
to hold in this case. The next lemma gives an equivalent formulation of this presentation which is more
convenient for the present purposes.
Lemma 9.2. As a Zπ[q, q
−1]-algebra, q-Heisk(A) is generated by {h
+
n,i
, e−
n,i
: n ∈ N, 1 ≤ i ≤ N} subject to
the relations
(9.9)
h+0,i = e
−
0,i = 1, h
+
m,ih
+
n, j = h
+
n, jh
+
m,i, e
−
m,ie
−
n, j = e
−
n, je
−
m,i,
e−m,ih
+
n, j =
min(m,n)∑
r=0
(
−[k]d〈 j, i〉A
r
)
q,π
h+n−r, je
−
m−r,i.
Proof. It suffices to prove that the last relation in (9.8) is equivalent to the last relation in (9.9). We prove
that (9.8) implies (9.9); the reverse implication is similar. We proceed by induction on n, the case n = 0
being immediate. For n ≥ 1, we have
e−m,ih
+
n, j
(9.8)
= h+n, je
−
m,i −
min(m,n)∑
r=1
(
[k]d〈 j, i〉A
r
)
q,π
e−m−r,ih
+
n−r, j
= h+n, je
−
m,i −
min(m,n)∑
r=1
min(m−r,n−r)∑
t=0
(
[k]d〈 j, i〉A
r
)
q,π
(
−[k]d〈 j, i〉A
t
)
q,π
h+n−r−t, je
−
m−r−t,i
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= h+n, je
−
m,i −
min(m,n)∑
l=1
∑
r≥1, t≥0
r+t=l
(
[k]d〈 j, i〉A
r
)
q,π
(
−[k]d〈 j, i〉A
t
)
q,π
h+n−l, je
−
m−l,i
(9.4)
= h+n, je
−
m,i +
min(m,n)∑
l=1
(
−[k]d〈 j, i〉A
l
)
q,π
h+n−l, je
−
m−l,i. 
Corollary 9.3. We have a conjugate-linear ring isomorphism
ωk : q-Heisk(A)

−→ q-Heis−k(A), s
±
λ,i 7→ s
∓
λT ,i
.
Proof. This follows from Lemma 9.2, together with the fact that
(9.10)
(
−[k]d〈 j, i〉A
r
)
q,π
=
(
−[k]d〈 j, i〉A
r
)
q,π
=
(
[−k]d〈i, j〉A
r
)
q,π
.
Lemma 9.4. For k = l + m, there is an algebra homomorphism δl|m : q-Heisk(A) → q-Heisl(A) ⊗Zπ[q,q−1]
q-Heism(A) given by
(9.11)
δl|m(p
+
n,i) = p
+
n,i ⊗ 1 + 1 ⊗ q
−ldnp+n,i, δl|m(p
−
n,i) = q
mdnp−n,i ⊗ 1 + 1 ⊗ p
−
n,i,
δl|m(h
+
n,i) =
n∑
r=0
h+n−r,i ⊗ q
−ldrh+r,i, δl|m(h
−
n,i) =
n∑
r=0
qmdrh−r,i ⊗ h
−
n−r,i,
δl|m(e
+
n,i) =
n∑
r=0
e+n−r,i ⊗ q
−ldre+r,i, δl|m(e
−
n,i) =
n∑
r=0
qmdre−r,i ⊗ e
−
n−r,i.
Proof. Extend scalars to Qπ[q, q
−1] and define δl|m via the first two expressions in (9.11). To see that δl|m is
well defined, we must check the last relation in (9.6), since the others are clear. We have
δl|m(p
+
n,ip
−
r, j) = q
mdrp+n,ip
−
r, j ⊗ 1 + p
+
n,i ⊗ p
−
r, j + q
(mr−ln)d p−r, j ⊗ p
+
n,i + q
−ldn ⊗ p+n,ip
−
r, j,
δl|m(p
−
r, jp
+
n,i) = q
mdrp−r, jp
+
n,i ⊗ 1 + p
+
n,i ⊗ p
−
r, j + q
(mr−ln)d p−r, j ⊗ p
+
n,i + q
−ldn ⊗ p−r, jp
+
n,i.
Thus
δl|m(p
+
n,ip
−
r, j − p
−
r, jp
+
n,i) = δn,rn
(
qmdnθn([l]d〈i, j〉A) + q
−ldnθn([m]d〈i, j〉A)
)
= δn,rnθn
((
qmd[l]d + q
−ld[m]d
)
〈i, j〉A
)
= δn,rnθn([k]d〈i, j〉A).
The expressions for δl|m(h
±
n,i
) and δl|m(e
±
n,i
) now follow just as for the usual comultiplication on SymQπ[q,q−1].
Restricting scalars to Zπ[q, q
−1] then gives the desired result. 
10. Grothendieck ring
In this final section, our goal is compute the Grothendieck ring of the additive Karoubi envelope of
Heisk(A) and show that it is isomorphic to the lattice Heisenberg algebra q-Heisk(A) from Section 9, under
the assumption that A satisfies condition (†) from the introduction. (However, see Remark 10.7.) When A is
purely even and semisimple, this follows easily from Theorem 8.3 and results of [BSW18]. Therefore, until
the statement of Theorem 10.5, we assume also that the grading on A is nontrivial, i.e. d > 0. Recall the
objects S ±
λ
,H±
n,i
, E±
n,i
∈ Kar(Heisk(A)q,π) from (5.48) to (5.50).
Lemma 10.1. The category Kar(Heis k(A)q,π) is Krull–Schmidt. If k ≥ 0 (resp. k ≤ 0) then the objects S
−
µ⊗S
+
λ
(resp. S +µ⊗S
−
λ
), µ, λ ∈ PN , are a complete set of pairwise non-isomorphic indecomposable projective objects
in Kar(Heis k(A)q,π), up to grading and parity shifts.
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Proof. It suffices to prove the result for k ≥ 0, since the case k ≤ 0 then follows by applying Ωk. By (5.9),
every object of Kar(Heisk(A)q,π) is isomorphic, up to grading and parity shifts, to a summand of ↓
⊗m ⊗ ↑⊗n
for some m, n ∈ N. We claim that
EndHeisk(A)(↓
⊗m ⊗ ↑⊗n)i 

0 if i < 0,
Wrm(A
op
0
) ⊗Wrn(A0) if i = 0.
Using [Bas68, Ch. XII, Prop. 3.3], the statement that Kar(Heis k(A)q,π) is Krull–Schmidt then follows from
this claim and the fact that Wrm(A
op
0
) ⊗Wrn(A0) is finite dimensional for all m, n ∈ N, while the statement
about indecomposable projective objects follows from Lemma 3.2.
The proof of the claim is essentially the same as that of [RS17, Lem. 10.2]. However, the basis theorem
(Theorem 7.2) allows us to be more concise. First note that
deg an−k−1 = 2(n − 1)d + deg a.
Together with (5.21), it follows that β(Sym(A)) is positively graded with degree zero piece equal to k1
1
.
Then, by Theorem 7.2 and (5.1), we see that EndHeisk(A)(↓
⊗m ⊗ ↑⊗n)i = 0 if i < 0 and that any basis elements
of degree zero must have no cups, caps, or dots. Then the isomorphism for i = 0 is induced by (5.18)
and (5.19). 
Consider the Zπ[q, q
−1]-module homomorphism
(10.1) γk : q-Heisk(A)→ K0
(
Kar
(
Heis k(A)q,π
))
,

s−
λ
s+µ 7→ [S
−
λ
⊗ S +µ ] if k ≥ 0,
s+
λ
s−µ 7→ [S
+
λ
⊗ S −µ ] if k ≤ 0.
In particular, γk(h
±
n,i
) = [H±
n,i
] and γk(e
±
n,i
) = [E±
n,i
]. By Lemma 10.1, γk is an isomorphism of Zπ[q, q
−1]-
modules. Our goal is to show that it is an isomorphism of Zπ[q, q
−1]-algebras.
We begin by forgetting the grading, working in the Π-envelope Heis k(A)π rather than in Heisk(A)q,π.
This is merely a monoidal Π-supercategory rather than a graded monoidal (Q,Π)-supercategory. We use the
notation S ±
λ
to denote the objects of Kar(Heisk(A)π) defined in the same way as (5.48) and (5.50). Also let
Heisk(A) := Zπ ⊗Zπ[q,q−1] q-Heisk(A), where we view Zπ as a Zπ[q, q
−1]-module via the map q 7→ 1. Note
that Heisk(A) can be defined directly by mimicking (9.7) over the ring Zπ instead of Zπ[q, q
−1], replacing q
by 1 in formulae such as (9.5). The ungraded analog of the map (10.1) is the Zπ-module homorphism
(10.2) γ
k
: Heisk(A)→ K0
(
Kar
(
Heis k(A)π
))
,

s−
λ
s+
µ
7→ [S −
λ
⊗ S +
µ
] if k ≥ 0,
s+
λ
s−
µ
7→ [S +
λ
⊗ S −
µ
] if k ≤ 0,
where s±
λ
:= 1 ⊗ s±
λ
. We do not have available the ungraded analog of Lemma 10.1, so do not know that this
map is an isomorphism. However, we have the following, which is proved in a completely different way,
exploiting the categorical comultiplication.
Lemma 10.2. Assuming (†) and d > 0, the map γ
k
is an injective Zπ-algebra homomorphism.
Proof. We essentially follow the argument in the proof of [BSW18, Th. 7.2]. Namely, we prove the result
by categorifying a natural faithful representation of Heisk(A). The Fock space representation of Heis−1(A) is
the Zπ-module Sym
⊗N
Zπ
defined as in (3.18) but replacing Zπ[q, q
−1] by Zπ. It is a Heis−1(A)-module so that,
for f ∈ Sym⊗N
Zπ
, the element f + acts by left multiplication by f , and f − acts by the adjoint operator with
respect to the form that is (9.5) specialized at q = 1. Let (Sym⊗N
Zπ
)∨ be the Heis1(A)-module obtained from
pulling back the Heis−1(A)-action on Sym
⊗N
Zπ
along the isomorphism ω1 : Heis1(A)

−→ Heis−1(A) arising
from Corollary 9.3 specialized at q = 1. More generally, for any l,m ≥ 0 and k := m − l, the tensor product
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V(l|m) := (Sym⊗N
Zπ
)⊗l ⊗Zπ
(
(Sym⊗N
Zπ
)∨
)⊗m
is naturally a Heisk(A)-module. It has a natural basis{
s
λ(1)
⊗ · · · ⊗ s
λ(l)
⊗ s∨
µ(1)
⊗ · · · ⊗ s∨
µ(m)
: λ(1), . . . , λ(l),µ(1), . . . ,µ(m) ∈ PN
}
,
where we use the notation s∨
λ
to denote s
λ
viewed as an element of (Sym⊗N
Zπ
)∨ rather than Sym⊗N
Zπ
. The
associated representation
ψl|m : Heisk(A)→ EndZπ (V(l|m))
is faithful providing l + m > 0; this is easy to see when both l > 0 and m > 0 which may be assumed for the
present purposes.
For f (u) ∈ k[u] of degree one, the natural map Wrn(A) ֒→ Wr
f
n (A) is an isomorphism by [Sav20,
Cor. 6.13]. Thus, the Heis−1(A)-module supercategory V( f ) from (6.13) is the category psmod-Wrn(A), and
there is an isomorphism of Zπ-modules
Sym⊗N
Zπ

−→ K0(V( f )), sλ 7→
[
eλWr|λ|(A)
]
,
by the last part of Lemma 3.2. Analogous statements hold for the Heis1(A)-module category V(g)
∨ from
(6.14) when g(u) ∈ k[u] is of degree one. More generally, for u1, . . . , ul, v1, . . . , vm ∈ k, we have the
Karoubian Π-supercategory
V(u1, . . . , ul|v1, . . . , vm) := V(u − u1) ⊠ · · · ⊠V(u − ul) ⊠V(u − v1)
∨
⊠ · · · ⊠V(u − vm)
∨,
and there is a Zπ-module isomorphism
V(l|m)

−→ K0 (V(u1, . . . , ul|v1, . . . , vm)) .(10.3)
This is a module supercategory over Heis−1(A) ⊙ · · · ⊙ Heis−1(A) ⊙ Heis1(A) ⊙ · · · ⊙ Heis1(A).
Now assume in addition that u1, . . . , ul, v1, . . . , vm are all different elements of k. Since d > 0, the set ΓR
as defined prior to Definition 6.4 is {0}, taking R = K to be the algebraic closure of k. Then, interpreting
“eigenvalue” as eigenvalue over K, Corollary 6.6 shows that xi has only one eigenvalue ui on any Wr
u−ui
n (A)-
supermodule (resp. x j has only one eigenvalue v j on any Wr
u−v j
m (A
op)-supermodule). In particular, all of
these eigenvalues actually belong to the ground field k. Then we can argue as in Corollary 6.7 to see that
the action of Heis−1(A) ⊙ · · · ⊙ Heis−1(A) ⊙ Heis1(A) ⊙ · · · ⊙ Heis1(A) on V(u1, . . . , ul|v1, . . . , vm) extends
to an action of the localization Heis−1(A)⊙ · · · ⊙Heis−1(A)⊙Heis1(A)⊙ · · · ⊙Heis1(A). Using the iterated
comultiplication from Theorem 5.12 and Remark 5.14, V(u1, . . . , ul|v1, . . . , vm) then becomes a module
supercategory over Heisk(A). Therefore, we have a strict monoidal superfunctor
Ψl|m : Heisk(A)→ Endk (V(u1, . . . , ul|v1, . . . , vm)) ,
which extends canonically to a monoidal superfunctor Ψ˜l|m from Kar(Heis k(A)π).
Now we consider the diagram
q-Heisk(A)
ev //
γk

Heisk(A)
ψl|m //
γ
k

EndZπ (V(l|m))
ck

K0
(
Kar
(
Heisk(A)q,π
))
ν // K0
(
Kar
(
Heis k(A)π
)) [Ψ˜l|m(−)] // EndZπ (K0 (V(u1, . . . , ul|v1, . . . , vm))) .
In this diagram, the right hand map ck is the Zπ-algebra isomorphism defined by conjugating with (10.3).
The top left map ev is the obvious surjective Zπ[q, q
−1]-algebra homorphism defined by evaluation at q = 1;
it sends s±
λ
7→ s±
λ
. The bottom left map v is another Zπ[q, q
−1]-algebra homomorphism which is induced by
the obvious monoidal functor Heis k(A)q,π → Heisk(A)π,Q
mΠrX 7→ ΠrX, f
n,s
m,r 7→ f
s
r ; it sends [S
±
λ
] 7→ [S ±
λ
].
The bottom right map is the Zπ-algebra homomorphism [X] 7→ [Ψ˜l|m(X)]. We also know already that ψl|m
is an injective Zπ-algebra homomorphism. The left hand square of the diagram obviously commutes. The
argument in the proof of [BSW18, Th. 7.2] shows that the right hand square commutes too. Since ck ◦ ψl|m
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is injective, we deduce that the Zπ-module homomorphism γ
k
is injective. Finally we must show that γ
k
is
multiplicative. Take a, b ∈ Heisk(A). Since both γk and ev are onto, it follows that the image of γ
k
is equal
to the image of ν. Since ν is an algebra homomorphism, it follows that the image of γ
k
is a Zπ-subalgebra
of K0(Kar(Heis k(A)π)). Hence, we have that γ
k
(a)γ
k
(b) = γ
k
(c) for some c ∈ Heisk(A), and it remains to
show that c = ab. As all of the maps in the right hand square apart from γ
k
are already known to be algebra
homomorphisms, we have that
ck(ψl|m(ab)) = ck(ψl|m(a))ck(ψl|m(b)) = [Ψ˜l|m(γ
k
(a))][Ψ˜l|m(γ
k
(b))]
= [Ψ˜l|m(γ
k
(a)γ
k
(b))] = [Ψ˜l|m(γ
k
(c))] = ck(ψl|m(c)).
Since ck ◦ ψl|m is injective, this implies that ab = c as required. 
Now we return to the graded setting. Recall that for objects X, Y ∈ Heis k(A) and homogeneous idempo-
tents eX : X → X, eY : Y → Y we have
HomKar(Heisk(A))
(
(X, eX), (Y, eY)
)
= eY HomHeisk(A)(X, Y)eX
by the definition of Karoubi envelope. We will use a thick upward (resp. downward) string labelled n to
denote the identity morphism of H+n (resp. E
−
n ). As in [BSW18, §8], we also introduce the diagrammatic
shorthands
n,i
(n−r),i r,i
:= ın(e(n),i) : H
+
n−r,i ⊗ H
+
r,i → H
+
n,i,
n,i
(n−r),i r,i
:=
(
n
r
)
ın(e(n),i) : H
+
n,i → H
+
n−r,i ⊗ H
+
r,i,
n,i
(n−r),i r,i
:= n(e(n),i) : E
−
n,i → E
−
n−r,i ⊗ E
−
r,i,
n,i
(n−r),i r,i
:=
(
n
r
)
n(e(n),i) : E
−
n−r,i ⊗ E
−
r,i → E
−
n,i,
for 0 ≤ r ≤ n and 1 ≤ i ≤ N. These merge and split morphisms are associative in an obvious sense allowing
their definition to be extended to more strings, e.g. for three strings:
:= = , := = , := = , := = .
We define thick crossings recursively by
n,i m, j
:=
(
m
r
)−1
n,i m, j
r, j
m−r, j =
(
n
s
)−1
m, jn,i
s,i
n−s,i .
Similarly, there are thick downward, rightward, and leftward crossings. Recalling the definition (4.13), we
also defined decorated thick left caps by
n,i n, j
f :=
n,i n, j
ın( f )
for f ∈ Pn(e jAei)
Sn-anti. (We are essentially working here in the colored Heisenberg category discussed in
Remark 8.4.)
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Lemma 10.3. For k ≥ 0, 1 ≤ i, j ≤ N, and m, n > 0, we have
m,i
n, j
=
m,i
n, j
+
k−1∑
r=0
∑
b∈BA
m,i n, j
m,i n, j
r b
where the shaded rectangle indicates a morphism that will not be determined precisely.
Proof. The proof is almost identical to that of [BSW18, Lem. 8.1] and so will be omitted here. 
Corollary 10.4. For k ≥ 0 and m, n > 0, we have
m,i
n, j
=
min(m,n)∑
r=0
∑
f∈B
(r)
j,i
m,i
m−r
n, j
m,i n, j
f
where B
(r)
j,i
is a basis of the subspace of Pr(e jAei)
Sr-anti spanned by elements of polynomial degree ≤ k − 1.
Proof. Rearranging the identity from Lemma 10.3 gives the r = 0 term in the sum exactly. Then we use
induction on min(m, n), together with Lemma 4.2 to get the other terms. 
Theorem 10.5. For any graded symmetric Frobenius superalgebra A satisfying (†), the map (10.1) is an
isomorphism of Zπ[q, q
−1]-algebras. Moreover, in Kar(Heis k(A)q,π), there are distinguished isomorphisms
H+m,i ⊗ H
+
n, j  H
+
n, j ⊗ H
+
m,i, E
−
m,i ⊗ E
−
n, j  E
−
n, j ⊗ E
−
m,i,(10.4)
H+m,i ⊗ E
−
n, j 
min(m,n)⊕
r=0
(
[k]d〈i, j〉A
r
)
q,π
E−n−r, j ⊗ H
+
m−r,i if k ≥ 0,(10.5)
E−m,i ⊗ H
+
n, j 
min(m,n)⊕
r=0
(
−[k]d〈 j, i〉A
r
)
q,π
H+n−r, j ⊗ E
−
m−r,i if k ≤ 0,(10.6)
for all m, n > 0 and i, j ∈ {1, 2, . . . ,N}. (Here, for z =
∑
n∈Z,p∈Z/2 zn,pq
nπp ∈ Zπ[q, q
−1] with all zn,p ≥ 0, we
are using the notation zV to denote
⊕
n∈Z,p∈Z/2
QnΠpV⊕zn,p .)
Proof. We first prove the result in the case that d > 0. In this case, Lemma 10.1 shows that γk is a Zπ[q, q
−1]-
module isomorphism, and it just remains to show that it is an algebra homomorphism. To see this, it suffices
to verify (10.4) to (10.6), since these isomorphisms imply that the images of the relations from Lemma 9.2
are satisfied in K0(Kar(Heis k(A)q,π)). To establish (10.4) to (10.6), we just treat the case k ≥ 0, since the
result for k ≤ 0 then follows by applying Ωk and using (9.10). The thick upward (resp. downward) crossing
gives a canonical isomorphism H+
m,i
⊗ H+
n, j
 H+
n, j
⊗ H+
m,i
(resp. E−
m,i
⊗ E−
n, j
 E−
n, j
⊗ E−
m,i
), verifying (10.4).
It remains to show that the objects
X := H+m,iE
−
n, j and Y :=
min(m,n)⊕
r=0
(
[k]d〈i, j〉A
r
)
q,π
E−n−r, j ⊗ H
+
m−r,i
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are isomorphic. Corollary 10.4 implies that the morphism θm,n : X → Y defined by the column vector

m,i
m−r,i
n, j
n−r, j
f

0≤r≤min(m,n), f∈B
(r)
j,i
has a left inverse φm,n. Using (2.11) to translate into the language of projective graded supermodules over the
locally unital graded superalgebra corresponding to Heisk(A), we have finitely generated projective graded
supermodules X, Y and homomorphisms θm,n : Y → X and φm,n : X → Y such that θm,n ◦ φm,n = idX, and we
wish to show that θm,n is an isomorphism. Since θm,n has a right inverse, it is surjective, and it remains to
show that Z := ker θm,n is zero. By Lemma 10.1, we have that
Z 
⊕
λ,µ∈PN
zλ,µ(q)S
−
µ ⊗ S
+
λ
for zλ,µ(q) ∈ Zπ[q, q
−1] with nonnegative coefficients. Since Y is projective, we have Y  X ⊕ Z, hence
Y  X ⊕ Z where X, Y and Z denote the projective supermodules obtained from X, Y and Z by forgetting
the grading. By Lemma 10.2 specialized at q = 1 and Lemma 9.2, we know that [Y] and [X] are equal in
K0(Kar(Heis k(A)π)), hence
[Z] =
∑
λ,µ∈PN
zλ,µ(1)[S
−
µ
⊗ S +
λ
] = 0.
By Lemma 10.2, the classes of the objects S −
µ
⊗ S
,
λ+ λ,µ ∈ PN are linearly independent in the Zπ-module
K0(Heis k(A)π). We deduce that zλ,µ(1) = 0, hence since the coefficients of zλ,µ(q) are all nonnegative we
actually have that zλ,µ(q) = 0. This implies that Z = 0 as required.
Now suppose d = 0, i.e. the grading on A is trivial. Then, by our assumption (†), A is purely even and
semisimple. Using Theorem 8.3, we may therefore assume that A = k⊕n for some n ≥ 1. This case was
considered in [Gan20], where it was shown that Kar(Heis k(k
⊕n)) is isomorphic to the Karoubi envelope of
the symmetric product of n copies of Heisk(k). It was shown in [BSW18, Th. 1.1] that K0(Kar(Heis k(k)))
is isomorphic to Heisk(k) specialized at π = 1 (there being no reason to consider any Z- or Z/2-gradings).
Reintroducing the trivial gradings, it follows that
Kar
(
Heisk(k
⊕n)q,π
)
 q-Heisk(k)
⊗n
 q-Heisk(k
⊕n),
where the second isomorphism follows from the definition of q-Heisk(k
⊕n), or from Lemma 9.2. The first
part of the theorem follows. For the second part, the same morphisms as defined above give the isomor-
phisms (10.4) to (10.6) when d = 0 too, as follows by similar reductions from [BSW18, Th. 1.2] when i = j,
the result being obvious when i , j. 
For A = k, Theorem 10.5 was conjectured in [Kho14, Conj. 1] and proved in [BSW18, Th. 1.1]. When
d > 0, Theorem 10.5 was proved in [Sav19, Th. 1.5] under an additional assumption that one has imposed
certain additional relations on the bubbles. As noted after [Sav19, Th. 1.5], the basis theorem (Theorem 7.2)
allows us to prove the result without these additional relations.
Let us finally prove that the functor ∆˜l|m from Corollary 5.13 categorifies the comultiplication δl|m.
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Theorem 10.6. Suppose A is a graded symmetric Frobenius superalgebra A satisfying (†). For l,m ∈ Z
with k = l + m, we have a commutative diagram
q-Heisk(A) q-Heisl(A) ⊗Zπ[q,q−1] q-Heism(A)
K0
(
Kar
(
Heis l(A)q,π
))
⊗Zπ[q,q−1] K0
(
Kar
(
Heism(A)q,π
))
K0
(
Kar
(
Heis k(A)q,π
))
K0
(
Kar
((
Heis l(A)⊙2d Heism(A)
)
q,π
))
δl|m
γk
γl⊗γm
ǫl|m
[∆˜l|m]
where ǫl|m is the ring homomorphism induced by the canonical functors from Heis l(A) and Heism(A) to
Heis l(A)⊙2d Heism(A).
Proof. Since all the maps in the diagram are ring homomorphisms, it suffices to show that the diagram
commutes on the generators h+
n,i
and e−
n,i
of q-Heisk(A). This follows from (5.52) and (9.11). 
Remark 10.7. The hypothesis (†) assumed throughout this section and Section 9 can actually be weak-
ened slightly: our arguments only require that all irreducible A-modules are of type M, and that either A is
semisimple with trivial grading or A is nontrivially postively graded. The assumption (†) as formulated in
the introduction is slightly stronger than this but actually it holds in all of the examples of interest to us.
Remark 10.8. We have assumed throughout the article that the ground field k is of characteristic zero. The
category Heisk(A) can be defined over any commutative ground ring k. Theorem 7.2 continues to hold in this
more general setting. The spanning part of the proof goes through over any k. Then the linear independence
can be deduced from the linear independence over Q by standard base change arguments. However, the
computation of the Grothendieck ring in the current section uses the characteristic zero assumption in a more
fundamental way, since the idempotents e(n),i involve division by n!. To work in positive characteristic, one
would need to develop a “thick calculus” for the Frobenius Heisenberg category.
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