Abstract-In recent years, there has been a rising interest in cloud computing, which is often used to offer Software-as-aService (SaaS) over the Internet. SaaS can be offered to clients at a lower cost as it is usually multi-tenant: many end users make use of a single application instance, even when they are from different organizations, reducing resource consumption. This however makes it increasingly hard to offer customization and tailoring options for clients, resulting in limited SaaS customizability. Some applications require high customizability, making it impossible to cost-efficiently offer them using cloud computing. In this thesis we design, develop and evaluate multiple approaches for the development and management of highly customizable multi-tenant SaaS, focusing on an approach that decomposes applications into components and on the modeling of the relations between application components, and present a methodology for managing these applications in cloud datacenters and (traditional and Network Function Virtualization-aware) network environments. Extensive evaluations using simulations based on existing commercial applications and generated scenarios show that the proposed approach can be used to increase multi-tenancy and save costs in the management of highly customizable SaaS.
I. MOTIVATION
Cloud computing can be used to offer on-demand applications and services to multiple end users, reducing costs and increasing flexibility. To fully benefit from the advantages of cloud computing, resources must be shared between multiple end users. In practice, a single application instance is therefore usually shared between a large number of end users. This however has the adverse effect of limiting application configurability and customizability: many changes would require modifications to the application code, which means these changes could result in the creation of separate application binaries for the applications. This would lead to the creation of multiple separate application instances for different users, preventing the effective sharing of resources.
When an application is offered to a large number of customers, and the majority of their needs can be met with a limited set of well-chosen configuration options, this distribution model can work very well. In some domains, the limitation of application customization is however a roadblock preventing a migration to the cloud. This is, e.g., the case when applications are not sold to a large number of end users, but instead to a smaller set of tenants that each have a large number of end users, or when the application focuses on a small market niche.
Examples of such domains are medical applications, document processing applications and tailored network services. In such a scenario, an individual tenant becomes much more important, allowing some large tenants to demand a highly customized application which is tailored to their specific needs. For these highly customizable applications, a cloud migration has limited benefits, as customizations result in separate application instances that differ at a binary level, making it impossible to share them between tenants.
This dissertation investigates technologies and management techniques that can be used to design, manage, and migrate customizable multi-tenant Software-as-a-Service (SaaS), allowing the migration of existing customizable applications to multi-tenant cloud environments, and the development of novel customizable SaaS applications and services. The central research question addressed in this dissertation is "How can application and service customizability be handled in multitenant cloud and network environments?". In particular, the following questions are answered: (1) How can customizable SaaS be modeled and designed? (2) How can we manage customizable SaaS in a cloud environment? and (3) How can multi-cloud deployments and the underlying network be taken into account in the developed management approach?
To address this, approaches for designing and modeling customizable SaaS were first developed. Three alternative approaches for resolving the conflict between software customization and multi-tenancy were studied: a naive approach, which generates multiple application binaries based on the customizations, an approach where applications are composed of multi-tenant components, and a hybrid approach combining properties of both. Next, management approaches for managing these customizable applications within clouds and (Network Functions Virtualization (NFV)-enabled) networks were designed, developed and evaluated.
In Section II, the concepts of multi-tenancy and software customization are explained. The contributions of this thesis are listed in Section III, and elaborated on in Section IV. Finally, Section V highlights possible future research directions.
II. BACKGROUND A. Multi-tenancy
A tenant is a group of users, typically from a single organization that have a similar view on a software application. In multi-tenant environments, a single resource pool is shared between multiple tenants. This contrasts with applications where a separate instance is created for every tenant. Clouds are generally multi-tenant, as multiple tenants can make use of the same shared resource pool. This multi-tenancy can however occur at multiple granularity levels. At the datacenter level, a single server may be dedicated to a single tenant. A single server may also be split into virtual partitions, each emulating an entire computer system. In this case, a single Virtual Machine (VM) can be dedicated to a single tenant. Finally, multi-tenancy can also be handled at the software level, where software is designed in such a way that it is able to handle requests of the end users of multiple tenants.
These alternative approaches, illustrated in Figure 1 , impact the number of servers needed to provision an application: when datacenter multi-tenancy is used, at least one server must be provided for every tenant, even if these servers are underutilized, while software multi-tenancy is only limited by the number of requests that a single server can handle. When an application with 1500 tenants is offered, each having a single end user, the number of needed servers and their utilization differs significantly between these approaches. Datacenter-level multi-tenancy requires 1500 servers (one per tenant) with a server utilization of 0.1%. Server-level multitenancy requires 180 servers, resulting in 11% utilization 1 Finally, multi-tenant software makes it possible to use a single server with 100% utilization in this scenario 2 . Because of the significanlty lower resource need and therefore cost, SaaS generally targets software-level multi-tenancy, which is why we focus specifically on multi-tenancy at the software level in this thesis.
B. Software configuration and customization
When applications must be tailored for a tenant, a distinction can be made between configuration changes and customization changes. Configuration changes are smaller changes that can be taken into account at runtime, and are generally carried out by e.g. changing configuration files. These configuration changes are usually easy to implement, and can therefore be supported with relative ease in SaaS applications. Customization changes are more invasive changes that significantly impact the functionality of an application or its quality characteristics. These customizations can be planned in advance, but they may also result from tailoring the application to support specific requirements imposed by high-value clients. In traditional applications, these changes are generally carried out by changing the application at compile-time, resulting in a separate binary. These changes can therefore not be provided using multi-tenant SaaS.
C. Software product line engineering
Software Product Line Engineering (SPLE) [2] is an engineering domain that focuses on the development of methods, techniques and tools that can be used to manage software variability. This is achieved by modeling the application functionality, and by uniting the various application variants into a single unified code base which can be compiled into different software variants based on functionalities selected at compiletime. To represent application variability, an application is modeled as a collection of features, each representing a distinct application functionality that may or may not be included in an application. Features can be implemented in multiple ways: they may link to application configuration changes, they may refer to application code assets, or they may refer to AspectOriented Programming (AOP) [3] aspects that can be woven into an application to modify specific application functionality. By selecting a subset of features, and including them in an application, an application variant is created. Application customization can therefore be achieved by selecting and deselecting different sets of features for different application variants, and subsequently compiling the applications.
By including and excluding features multiple application variants can be created with differing functionalities. Some features will however conflict with other features, or alternatively they may depend on each other. To address this, features are related to each other using a (usually hierarchically structured) feature model, which formalizes the relations between various features.
III. CONTRIBUTIONS OF THE DISSERTATION
The main contributions of this dissertation address the challenges involved with the modeling and management of customizable SaaS applications and services, and how customizable applications can be migrated from on-premise deployments to remote datacenters. The ultimate goal is to develop technologies that can be used to improve the customizability of SaaS applications, making it possible to provide tailored applications at a reduced cost. At a high level, the following contributions are detailed in this dissertation:
1) An approach for modeling and managing customizability of multi-tenant SaaS applications.
Variability management approaches that maintain multiple customized versions of an application [2] result in multiple application binaries, making it impossible to share resources between tenants. To design SaaS that supports both customization and multi-tenancy properties, an approach for modeling SaaS applications by splitting them up into individual components, each realizing application features, has been developed. Using this approach, applications are composed of multiple multi-tenant components using a Service-Oriented Architecture (SOA). An application development platform and a runtime platform are presented, demonstrating how multicomponent applications can be designed, and how they can be managed.
2) A resource allocation approach for managing customizable SaaS applications within datacenters.
Component-based SaaS requires management algorithms to allocate the multi-component applications within the datacenter. These algorithms can be made aware of application customizability, making it possible to take variability into account during the application allocation. This makes it possible for the management system to minimize resource usage, and to take application variability into account when service failures occur due to insufficient resource availability. We achieve this by introducing and solving the Feature Placement Problem (FPP), an extension of the Cloud Application Placement Problem (CAPP) [4] , [5] , [6] , [7] , [8] , [9] , using both optimal and heuristic approaches. The FPP deals with the resourceallocation of component-based customizable SaaS applications, and takes application variability into account during the resource allocation process to minimize associated costs.
3) Network-aware modeling and management algorithms for inter-cloud network environments.
SaaS applications and services may also be distributed over multiple clouds, devices and networks, possibly making use of services within the network. To support this scenario, a management and modeling approach for interconnected services in network environments was developed. This approach consists of a method for modeling service and network resource utilization within networks, with the aim of determining the impact of service migrations and deployments on client networks making use of multi-commodity flows [10] , and a generalized network-aware modeling and management approach for customizable component-based multi-tenant SaaS services in wide area networks and NFV-enabled networks based on network-aware service placement [11] , [12] .
IV. CUSTOMIZABLE SAAS MODELING AND MANAGEMENT

A. Modeling multi-tenant customizable SaaS
In the thesis, three alternative approaches for modeling and managing customizable multi-tenant SaaS application are presented and evaluated:
1) The Application-Based Binary (ABB) approach addresses application customization by compiling a custom service binary for every tenant configuration. As this approach results in a single, customized binary for every tenant, sharing resources between multiple tenants is only possible when they share the same application configuration. Provided the number of different customizations is limited, this approach can be acceptable, but as the number of application variants increases the cost of using this approach increases as well.
2) A second approach decomposes applications into multiple multi-tenant components using a SOA. These components are implemented as services that provide a distinct part of the application functionality. In this approach, each of these components corresponds to the features defined in an application feature model, which is why we refer to it as the Feature-Based Binary (FBB) approach, and why we refer to the components as features instances. Individual feature instances provide a specific, well-defined part of the application functionality. Service customization can then be obtained by replacing components and changing how they interact. Using the FBB approach, a single component can be shared between multiple applications, even if the applications differ in other components used. This approach may however result in a higher overhead compared to the ABB approach due to the communication needed between the components.
3) A hybrid approach, combining ABB and FBB configurations can also be defined. In this case, some common application configurations can be compiled into a single binary using the ABB approach, resulting in high performance and low overhead. Less common configurations can then be provided using the FBB approach, ensuring the underlying components can be shared between multiple configurations. As the hybrid approach depends on a feature model, it can be seen as an extension of the FBB approach where additional singleinstance versions of the application are added as components.
A comparison of the ABB and FBB approaches is shown in Figure 2 . Every application and feature instance shown in this example is contained in a separate VM. When only a few applications can be assigned to a single instance, server capacity assigned to the VM may be wasted, as then the VM may not fully utilize its available CPU or memory.
Our analysis [13] , [14] , using both the feature models of three existing commercial applications and randomly generated application feature models, shows that, when many application variants are possible, the FBB results in the fewest application instances at runtime, increasing the resource sharing that can be achieved. Figure 3 shows this difference for a large application feature model with 100 different application configurations. In practice, the ABB approach only outperforms the FBB approach when the number of features in the model is 6 or fewer. As the hybrid approach extends the FBB approach, it exhibits similar behavior, but the addition of single-instance application components increases deployment flexibility.
B. Feature placement approach and algorithms
When configuring an FBB application, part of the variability can be left undecided, creating open variation points [15] . If applications with different feature configurations then exist, and some have open variation points, this information can be used to reduce the cost of the full placement. This can also be exploited when using the hybrid approach, as this makes it possible to decide at runtime whether an application is deployed as a single-instance component, or as a collection of components composed using a SOA. These considerations make it interesting to take application variability into account during the placement of applications.
In this thesis, we introduce the Feature Placement Problem (FPP) [16] , [14] , [17] , which can be used to allocate resources for customizable SaaS applications that are built using the FBB and hybrid approaches. This problem is used to both determine which features are included in the deployed application, filling in open variation points, and where the application components are allocated within the datacenter. A key concept in this model, is that the inclusion of a single application feature may also impact the resource demands of other feature instances. This feature impact makes it possible to model complex relations between features and is illustrated in Figure 4 . When there are insufficient resources, this FPP can also be used to create a reduced version of the application, allowing some less important features to fail while critical features remain functional. A formalized model for this problem is defined both statically, finding an optimal deployment for a collection of services, and dynamically, allowing the reallocation of resources, and multiple algorithms were defined and evaluated in detail.
The evaluations of the static feature placement algorithms [14] show that the algorithms perform close to the optimal result, and that taking the relations between application components into account results in a placement cost that is 25% to 40% lower than when application components are allocated independently. In our evaluations of the dynamic feature placement [17] , we observe that adding migrationawareness to the management algorithms reduces the number of instance migrations by more than 77% and reduces the load moved between instances by more than 96% when compared to a static management approach. Despite the reduction in the number of migrations, the cost of the developed Dynamic Feature Placement Algorithm (DFPA) heuristic is on average less than 3% higher than the optimal cost, as illustrated in Figure 5 .
C. Network aware management of customizable SaaS
When applications and services are migrated from localized deployments to remote cloud environments, this has the risk of impacting the underlying network infrastructure, as workloads may stress a larger part of the network. This is especially important when part of the service is provided using clientside hardware which can not be migrated to the cloud. When software is migrated, deployed or upgraded, it is therefore important to take network capabilities into account. We addressed this in [18] , [19] , where we presented an approach and algorithms to assess how the impact of service deployments on networks can be determined, focusing on client networks where network capacity is the bottleneck limiting service deployments. This impact analysis framework is designed to act as an access filter before services are deployed and configured.
Next, the feature-based approach developed for resource management within datacenter environments was extended to support SaaS which is deployed within a network environment [20] . To this end, the feature placement model was extended to support multiple servers and other devices, improving the support for heterogeneous network environments, and support for modeling the network and relations was added. To model multi-component SaaS, we extended the NFV [21] concept of Service Function Chains (SFCs) [22] , by introducing Customizable Function Chains (CFCs). NFV is an upcoming paradigm where network functionality is virtualized and split up into multiple building blocks, that can be chained together to provide a network service. An SFC defines a collection of services and their interconnections. A CFC extends the SFC concept by also incorporating the relations between the various services in the form of a feature model.
We then define Customizable Function Chain Placement (CFC-P), a model that can be used for the allocation of CFCs within networks. In this approach, the individual application components are generalized: components can be VMs (provided by an application developer), Physical Network Functions (PNFs) or Virtual Network Functions (VNFs) (provided by the service provider). The feature model impact approach was extended, allowing features to not only impact the resource consumption and inclusion of application components, but also allowing them to affect the network demand between the components, as illustrated in Figure 4 .
In our evaluations, we compared the CFC-P model which allocates CFCs with an Service Function Chain Placement (SFC-P) model which allocates SFCs, and therefore does not support service chain variability, using a connectivity service scenario executed in a simulated service provider network. In this scenario, CFC-P was shown to consistently result in a lower cost, indicating that taking variability into account during service chain placement can improve the quality of network services. Our evaluations show that CFC-P reduces costs in two ways: (1) by better handling service failures, making it possible to manage reduced quality versions of a service, resulting in cost reductions up to 15% depending on the scenario; and (2) by more efficiently using resources when low instance utilization occurs, showing server use cost reductions up to 20%.
D. Publications
This thesis is publicly available for download from [23] . The results of this research were published in several journals [14] , [19] , [17] , [20] , and was also published in the proceedings of multiple well-known conferences and workshops such as NOMS, CNSM, IM, SPLC, CloudMan, and ManSDN/NFV. The work related to SaaS modeling was presented in [24] , and [13] , the work on resource management of customizable SaaS in datacenters was published in [16] , [14] , and [17] , and network-aware resource management of services in clouds and networks was presented in [18] , [19] , [25] , and [20] .
Moreover, the thesis also resulted in significant contributions to publications on (1) resource allocation of componentbased applications in datacenter environments [26] , [27] , and [28] , (2) resource scheduling in clouds and networks [29] , and [30] (3) scalable cloud resource management [31] , [32] , and [26] , (4) data allocation in datacenters [33] , [34] , and [35] , (5) design and deployment of medical guideline execution systems [36] , and [37] , and (6) migration of clientside applications to multi-tenant cloud environments [38] , and [39] . In summary this work resulted in and contributed to 23 publications of which 5 in journals.
E. Collaborations
This work was performed in close collaboration with partners from both industry and academia, and has contributed to multiple national research projects: CUSTOMSS, PUMA, and MECaNO.
V. FUTURE PERSPECTIVES
The results presented in this work address the development and management of customizable multi-tenant SaaS, and lead to multiple possible avenues for future research. Firstly, the proposed management approach focuses on the point of view of a single service provider in charge of managing, customizing and deploying the application, possibly using third party hardware. Limiting the awareness of service customizability to a single domain however limits the possible configurations. In the future, allowing multiple domains to share application customization information, can enable them to cooperate to determine a globally optimal configuration. Secondly, the concepts developed during this dissertation can be applied to the Internet of Things (IoT). Offering services in these highly heterogeneous environments is challenging, as there may be multiple versions of a device offering similar functionality, services may need to be able to function both with and without some devices, and computations may be executed on different devices within the network: sensor devices themselves, cellphones, set top boxes, or (edge) clouds. The network-aware customization management concepts can be applied to define and manage complex services in these heterogeneous IoT environments.
