The ability to plan actions autonomously to achieve predefined objectives in the presence of environmental uncertainties is critical to the success of many Unmanned Aerial Vehicle missions. One way to plan in the presence of such uncertainties is by learning a model of the environment through Bayesian inference, and using this model to improve the predictive capability of the planning algorithm. Traditional parametric models of the environment, however, can be ineffective if the data cannot be explained using an a priori fixed set of parameters. In Bayesian nonparametric models (BNPs), on the other hand, the number of parameters grows in response to the data. This paper investigates the use of BNPs in the context of planning under uncertainty. Two illustrative planning examples are used to demonstrate that the additional flexibility of BNPs over their parametric counterparts can be leveraged to improve planning performance and to provide the capability to identify and respond to unforeseen anomalous behaviors within the environment.
I. Introduction
The ability to autonomously plan missions is critical for ensuring the success of Unmanned Aerial Systems (UASs). Autonomous planning typically involves selecting actions that maximize the mission objectives given available information, such as models of the agent dynamics, environment, available resources and mission constraints. In realistic missions these models are often not known precisely, and such uncertanties can have a negative impact on the performance of the UAS if they are ignored. Thus, an important aspect of autonomous planning for UASs is to take the uncertanties in available information into account when making decisions.
Uncertainty can enter the problem at various levels; for example, at the vehicle level, it may appear as modelling uncertainty resulting from inaccurate models of the vehicle. Adaptive control and robust control are examples of methods that have been widely studied to handle modelling uncertainties [1] [2] [3] [4] . Uncertainty also enters at the mission level as a result of limited prior knowledge * S.M. candidate, Dept. of Aeronautics and Astronautics, MIT tdjc@mit.edu † Ph.D. candidate, Dept. of Aeronautics and Astronautics, MIT sponda@mit.edu ‡ Postdoctoral Associate, Dept. of Aeronautics and Astronautics, MIT girishc@mit.edu § Richard C. Maclaurin Professor of Aeronautics and Astronautics, MIT jhow@mit.edu about the environment. For example, an accurate model of the environment may not be available a priori, or the environment might change, making it difficult to decide on the best course of action.
A typical approach employed throughout the literature is to start with a prior model, and adapt the model to the environment as the agent executes its mission. This approach relies on machine learning techniques, and is in many ways similar to indirect adaptive control. The classical approach to handling mission level uncertainties is to assume the environment has a certain structure and may be modelled by a parametric model. The parameters of this model are then adapted in response to data as it becomes available using Bayesian inference [5] [6] [7] [8] . These methods however, can be ineffective when the data cannot be modelled accurately with the a priori assumed model structure.
Bayesian nonparametric models (BNPs) proposed a class of indirect adaptive control problems using GPs 23, 24 . Several authors have also used GPs for planning in the framework of dynamic programming and reinforcement learning [25, 26] . However, BNPs in general do not appear to have been used extensively in the context of planning. This paper attempts to bridge this gap by investigating how a wider class of BNPs can be integrated into typical planning frameworks. In particular, it is shown that planning frameworks employing BNPs can result in improved planning performance when planning under uncertainty.
Section II presents an overview of some BNP techniques that can be used for planning. In Section III, BNPs are applied to two example planning problems and the performance of planners employing BNPs is compared to that of planners using parametric models. Conclusions and suggestions for future work are discussed in Section IV.
II. Introduction to Bayesian Nonparametric Modelling
This section begins by motivating the use of BNPs through a discussion of two common problems in planning and control whose performance can be enhanced through the use of nonparametric models as opposed to fixed parameter models. These problems serve to highlight the need for models whose complexity changes in response to observed data. A short survey of a number of BNPs is then presented, and their applicability to the motivating examples is discussed.
II.A. Motivating Examples
The first planning scenario considered involves performing surveillance and tracking of targets in the environment using an unmanned aerial vehicle (UAV). Traditional target tracking methods are typically reactive, where the surveillance UAV uses the current available information about the target states to plan its trajectory accordingly. In many instances it is desirable, however, to pursue more intelligent planning strategies that can leverage complex target models to enhance the predictive capabilities of the planning algorithms. For example, in scenarios where one UAV is tasked with tracking multiple targets, resources may be better spent focusing on targets that are exhibiting interesting or anomalous behaviors, rather than spending equal amounts of effort on all targets, including those that are operating as expected. It is beneficial from a planning perspective, therefore, to be able to model and detect what is considered anomalous behavior and to predict when modes flagged as interesting are likely to occur.
There are several types of models that are useful for predicting complex target behavior within planning algorithms. Typical examples used throughout the literature include parametric models such as Hidden Markov Models (HMMs) 27 for modelling switching behaviors and Gaussian Mixture Models (GMMs) 28 for clustering. These models suffer from one crucial limitation: they assume a fixed number of behaviors or clusters, a quantity that is not often known a priori and may be subject to change over time (e.g. targets can learn new behaviors). This motivates the use of more flexible modelling strategies, such as BNPs, that can autonomously learn the number of distinct target behavior modes, the transition dynamics, and the model parameters given the available target data.
The second example of interest considers a multi-agent task allocation problem 29, 30 . In this problem, the goal is to allocate several tasks amongst members of a team of autonomous agents such that there are no conflicts, while maximizing the (possibly stochastic) reward received for performing the tasks. If we allow the tasks to involve exogenous agents, two issues arise: 1) the reward distributions for tasks can no longer be assumed known a priori, since the exogenous agents are likely to have an influence upon them; and further, 2) the reward received for doing a task involving one exogenous agent may not contain any information about a future task involving another exogenous agent, as each exogenous agent may have a different influence on the received reward distribution. In order to predict the actions of exogenous agents with which a planning system has not yet interacted, information from previous interactions with exogenous agents must be used effectively.
One way to do this is by sorting exogenous agents into groups or classifications by examining the behaviors they exhibit; for example, if the team of UAVs observes that exogenous agents which move aggressively are often hostile to the team during surveillance tasks, the planner should learn a negative reward for completing tasks involving such aggressive exogenous agents. Thus, by classifying the exogenous agents based on observations of the behaviors they exhibit, both the first and second issues are resolved; the planning algorithm can use past tasks completed involving one type of exogenous agent to predict the reward for a future task involving an exogenous agent of that type. In the presence of process and measurement noise, this introduces the need for a clustering procedure. However, all parametric mixture models require the specification of the number of mixture components (in this case, the number of behaviors exhibited by the exogenous agents), and in realistic scenarios this quantity is generally not known. Hence, a model which can be learned without this information a priori would be more applicable in realistic scenarios.
These two examples illustrate that a major issue with the use of a parametric model in a planning system is that the number of parameters in the model must be specified in advance, and cannot be inferred from the observed data. This issue is alleviated through the use of BNPs, where the number of parameters is automatically adjusted in response to the observed data and needs not be known a priori. Thus, the working hypothesis in this paper is that utilizing the flexibility of BNPs in planning algorithms can lead to enhanced system performance in many mission scenarios, such as surveillance, tracking, and task allocation.
II.B. Bayesian Nonparametric Models
Bayesian modelling and inference generally involves using measurements to improve a probabilistic model of an observed phenomena. The two major components of a Bayesian probabilistic model are the likelihood and the prior: the likelihood represents the probability of the generated data given a set of parameters, while the prior represents the probability distribution over those parameters (sometimes referred to as latent variables, as they are unknowns whose value must be inferred) before any measurements are made. As measurements become available, the prior is combined with the likelihood of those measurements using Bayes' rule resulting in a posterior distribution, which is an updated distribution over the unobservable quantities given the observations. For example, consider a mixture model consisting of K components:
In this model, each data point (y i , z i ), where y i is an observation and z i is the index to the corresponding mixture component, is assumed to be generated by rolling a K-sided die with outcome probabilities π (the Categorical distribution) for z i , and based on that outcome, sampling y i from the corresponding distribution F (θ z i ) in the K mixture components. Typically, those K distributions are of the same family (e.g. Gaussian) but have different parametrization (e.g. the mean).
In this case, the Dirichlet distribution is the prior over the K unknown mixing probabilities π, H is the prior over the unknown {θ k }, and F (·) is the likelihood parametrized by a single value. As measurements become available, the estimates of π and {θ k } can be improved through Bayesian inference techniques. Eq. (1) is an example of a parametric Bayesian model. In such models, the number of parameters or latent variables in the model are fixed a priori (in this case, the K mixing probabilities and parameters), and are often chosen through expert judgment.
Bayesian nonparametric models, on the other hand, do not require the expert specification of the number of parameters; instead, the number of parameters in such models is infinite, while a finite quantity of observed data is assumed to be generated using only a finite subset of those parameters. Table 1 presents a list of standard and recently developed Bayesian nonparametric and control, despite their ability to robustly capture the complexity of a system solely from data measured therein 32, 33 . Therefore, we focus our attention on these two models and their hierarchical extensions, the hierarchical Dirichlet process (HDP), and the hierarchical beta process (HBP).
The Dirichlet Process
The Dirichlet process, developed formally in [34] , is a stochastic process whose realizations are probability distributions. Before introducing it formally, we first provide an intuitive understanding using the notion of an infinite extension of the Dirichlet distribution. Let the k-dimensional unit simplex be defined as the set of vectors π = (π 1 , . . . , π k ) ∈ R k such that k i=1 π i = 1, and π i ≥ 0 for all i. Then, the Dirichlet distribution is a probability distribution over this k-dimensional unit simplex whose density is given by:
where Γ(·) is the Gamma function, and α = (α 1 , ..., α k ) is a parameter vector. A draw from the Dirichlet distribution is denoted (π 1 , ..., π k ) ∼ Dir(α 1 , ..., α k ). Because the components in any draw from a Dirichlet distribution sum to 1, it is often used as a prior over mixing probabilities in a mixture model, such as the model in Eq. (1).
If we now let (α 1 , ..., α k ) = ( a k , ..., a k ) for some a > 0 and let k → ∞, we arrive at a Dirichlet distribution whose draws contain an infinite number of components which sum to 1. When used in a mixture model, such as in [35] , this prior expresses the fact that data is generated from an infinite number of mixing components. The Dirichlet process is very similar to this conceptual model; samples from it contain an infinite number of components which sum to one, and it may be used as a prior over mixtures with an infinite number of components. However, it differs in an important way: each component of a sample from a Dirichlet process also has a location in some space X. Thus, draws from a Dirichlet process can be thought of as probability measures themselves, having an infinite number of atoms (discrete points with measure one) in X whose weights sum to one.
The definition of a Dirichlet process is as follows: Let H be a probability measure on a space X, and let α > 0 be a real number. Then, G ∼ DP(α, H) is a probability measure drawn from a Dirichlet process if for any finite partition
From this definition, it can be shown that E [G(B)] = H(B), and that V [G(B)] = H(B)(1 − H(B))/(α + 1)
. This provides a sense of how H and α influence G: H, called the base measure, is essentially the mean of G; and α, called the concentration parameter, controls its variance. Further, it can be shown that G is discrete with probability 1, and has the following form 36 :
where the weights π i satisfy
is an atom at x, and θ i ∼ H are the locations of the atoms. A representation of G is shown in Figure 1 . This provides a mental picture of what a DP is: it can be thought of as a probability distribution, which, when sampled, yields another probability distribution G having a countably infinite number of atoms. Each atom has independent and identically distributed (i.i.d.) location within X with distribution H (with a slight abuse of notation, we use H to both refer to the measure and its related continuous distribution), where the weights π i on the atoms can be thought of as being drawn from an infinite dimensional Dirichlet distribution.
In order to sample G from a DP, the stick breaking construction is typically used 21 . The stick breaking construction (sometimes denoted π ∼ GEM(α)) provides an iterative procedure for sampling the weights of Eq. (4), given by: where β i ∼ Beta(1, α) is the beta distribution. As shown in Figure 2 , this corresponds to taking a stick of unit length, repeatedly breaking off beta distributed pieces, and assigning them to locations θ i in X. Thus, to sample a draw from a DP, we simply alternately sample θ i from H, and calculate the corresponding π i by sampling β i . Of course, there are theoretically an infinite number of (π i , θ i )
pairs, but the stick breaking process can be terminated to obtain an approximation after a finite number of steps by re-normalizing the weights to sum to 1, or by assigning whatever remaining probability mass there is to the last θ i .
Due to the form of draws from a DP shown in Eq. (4), we are now able to address some of the issues mentioned in the example problems of Section II.A. To perform clustering on behavior data in the example task allocation problem without assuming that the exogenous agents exhibit a fixed number of behaviors, we can just replace the Dirichlet distribution prior on the mixing probabilities of the Gaussian mixture model with the Dirichlet process as follows 37 :
where the N observed data points y i are i.i.d. with a Gaussian distribution with mean θ i and known variance (this model can be easily extended to the case where the variance of each cluster is also unknown). Nowhere in this model is a number of behaviors assumed; because the θ i are drawn
, the number of distinct clusters exhibited in a finite set of observed data can instead be learned through Bayesian inference, as illustrated in Figure 3 .
The target surveillance example problem requires learning an HMM with an unknown number of states. Drawing from concepts in the data clustering example, we might expect that an HMM including an infinite number of states is an appropriate choice of model when the actual number of states is unknown. In constructing such a model, we first note that a single draw G j ∼ DP(α j , H) from the Dirichlet process could be used as the transition distribution from a single state to the infinite set of other states. To have an infinite number of states, we therefore need to draw an infinite number of G j . Further, to enforce that all draws G j ∼ DP(α j , H) share the same atom locations θ i (such that each state i corresponds to one of the parameters θ i ), we require that H be discrete with an infinite number of components. Thus, it seems that H should also be drawn from a Dirichlet process. This results in the hierarchical Dirichlet process (HDP) 38 , which is written as: A representation of the HDP-HMM.
where the distributions G j are given by
The HDP can be used as a prior over the transition probabilities in an infinite state HMM, thus leading directly to the HDP-HMM 21 listed in Table 1 and shown in Figure 4 . This model can then be easily used as the discrete switching component of a hybrid system, such as in an SLDS or AR process 21 . A known issue with the HDP-HMM regarding its practical implementation is that it tends to result in learning multiple redundant states during inference; however, the Sticky HDP-HMM (developed in [21] ), which adds a probabilistic bias to states undergoing self-transitions, has been shown to mitigate this issue significantly.
The Beta Process
The beta process, like the Dirichlet process, is a stochastic process whose realizations are discrete functions with an infinite number of components. If A is drawn from a beta process, it is typically denoted A ∼ BP(c, B), where c ∈ R, c > 0 is the concentration parameter, and B is some nonnegative function on a space X. Unlike the base measure H of the Dirichlet process, B does not have to be a probability distribution; it only has to have a finite total mass b. A has been shown to have the following form 17 :
where q i ∈ [0, 1] are the weights and θ i are the locations of the atoms. Note that realizations from a beta process are very similar to realizations from a Dirichlet process, except for one key detail:
while the weights π i in a Dirichlet process realization must sum to 1, the weights q i in a beta process realization must each individually fall within [0, 1] and may sum to a number greater than 1. It has been shown that the expectation of this sum is actually finite if b is finite, despite the infinite number of q i 16 .
An analog to the Dirichlet process stick breaking procedure for approximately sampling from a beta process was developed in [17] , given by Algorithm 1, whereÂ n is an approximation of A ∼ BP(c, B). In this algorithm, rather than breaking an infinite number of beta-distributed pieces off a single stick, an infinite number of sticks are broken a single time, each with a beta-distributed resulting length. In addition, unlike the DP stick breaking procedure, there is no requirement for
A to be a probability distribution; thus, this algorithm can be terminated at any point without further modification to the current best estimateÂ n .
Algorithm 1 BP Sampling Algorithm 17
Let n = 1 andÂ 0 = 0
Because of the requirement that the weights q i of the beta process realization lie within [0, 1], the beta process has been used as a prior over the probabilities for the Bernoulli process 17 .
That is to say, if each observed data point can be represented as an infinite sequence of 1's and 0's which are modelled as being generated by an infinite sequence of Bernoulli trials, the beta process may be used as a prior over the infinite sequence of probabilities for these trials. A major advantage of using the beta process in this way is that the number of 1's in the infinite sequence of any data point is guaranteed to be finite (as long as the total mass b of B is finite), which allows this beta-Bernoulli model to be computationally tractable through a sparse representation of data.
Further, if the locations θ i are seen as features which are either included or not included in each data point (via a 1 or 0 in that index of the sequence, respectively), the beta process can be used as a prior over both the features exhibited by a set of data and the probability that any observation will exhibit each feature.
Referring back to the task allocation example problem in Section II.A, we note that each exogenous agent exhibits some subset of an overall shared set of behaviors; this can be represented as a binary feature vector, with a 1 entry representing a behavior exhibited by that agent, and a 0 representing a behavior not exhibited. Using the beta process as a prior over the probabilities of an agent exhibiting each behavior, we can learn a probabilistic model of the behaviors without having to know the number of behaviors exhibited a priori. However, our goal was to classify exogenous agents based on the behaviors they exhibit, and therefore we should use a model having a separate beta process prior A k for each type k of exogenous agent. This allows exogenous agents within a classification to share the probabilities of exhibiting each behavior, while allowing for different probabilities across different classes.
As in the case of the HDP, we require that B be discrete with a countably infinite number of components, such that each A k contains the same features (i.e. models the probabilities of the same overall set of behaviors). Thus, B should also be drawn from a beta process; this model is 
Bayesian Nonparametric Inference
Bayesian inference involves finding the posterior distribution p(D|y) of model parameters D given data y. This is typically formulated using Bayes' rule,
For example, in the case of the parametric Gaussian mixture model in Eq. (1), we would have
Even in simple cases such as this, the posterior distribution may be impossible to calculate analytically because of the normalization term in the denominator; although we can easily write down an integral formulation of p(y), this integral can be impossible to solve. However, if the prior is conjugate to the likelihood, the posterior has the same distribution family as the prior, with different parameters. The Dirichlet distribution is conjugate to the Categorical distribution, and if we pick been developed.
The basic idea of Gibbs sampling is straightforward: if we have access to the conditional distributions of the parameters we wish to learn, we can approximate sampling from their joint distribution by iteratively sampling from each parameter's conditional distribution. For example, if we have a model with three parameters θ 1 , θ 2 , θ 3 and we wish to sample from the posterior p(θ 1 , θ 2 , θ 3 |y)
given the data y, we can approximate this by iteratively sampling p(θ 1 |y, θ 2 , θ 3 ), p(θ 2 |y, θ 1 , θ 3 ), and p(θ 3 |y, θ 1 , θ 2 ). By doing this, we create a Markov chain whose equilibrium probability distribution is that of the full joint probability distribution that we wish to sample from. Therefore, we first let the Markov chain reach its equilibrium distribution by sampling from the conditional distributions T 1 times without recording any of the samples, and then take a sample every T 2 iterations from the algorithm to be a sample from the joint distribution. With the approximate joint distribution samples, we can estimate whatever statistics we might be interested in, such as the mean of the distribution.
This is particularly useful in the context of inference for the DP(α, H) mixture model due to another construction of the Dirichlet process, the Chinese Restaurant process (CRP). This stochastic process models data as being generated sequentially, and upon generation of each data point, it is assigned a cluster. The name of the CRP comes from an analogy often used to describe it, which is illustrated in Figure 6 . If we consider a restaurant with an infinite line of tables, where customers enter and either sit at a previously selected table with probability proportional to the number of customers sitting at that table, or start a new table with probability proportional to α, the table assignments are said to be drawn from a Chinese Restaurant Process. The equivalence of the CRP and the DP is made through de Finetti's theorem 41 : as each sequential data point is observed, it is impossible to tell whether it was sampled i.i.d. from the distribution G ∼ DP(α, H) or whether it was generated from the sequential cluster assignment rules of the CRP.
The CRP gives us the conditional distribution of the cluster assignments for Gibbs sampling with a DP mixture model. If we expand the mixture model of Eq. (6) using the stick breaking procedure to make the cluster assignments z i for observations y i explicit, we arrive at the following model:
and the CRP provides us with the following probability distribution:
where n k is the number of observations in cluster k. This distribution highlights the reinforcing nature of the CRP; the more popular a cluster is, the more likely the next measurement is going to be in that cluster. Then, we can sample from the posterior p(z, θ|y) to obtain estimates of the cluster assignments z and parameters θ by iteratively sampling from p(z i |y, z −i , θ) and p(θ k |y, z, θ −k ), where z −j or θ −j are the set of z or θ with the j th entry removed. These two distributions are shown mathematically in (12),
where the first is a discrete distribution, and the second is a Gaussian if H is the Gaussian conjugate prior, which are both easily sampled using well-known methods.
III. Planning with Bayesian Nonparametric Models
In a planning system that uses a probabilistic model of the environment in which it operates, the stochasticity of the model provides a means for observations to influence its underlying parameters through inference, allowing it to improve and provide more accurate predictions regarding the outcomes of possible actions. Bayesian nonparametric models enhance this flexibility by removing the constraint that the number of such underlying parameters must be specified a priori. This provides two advantages within the context of planning: BNPs can attain a higher fidelity than their parametric counterparts, providing better predictive capability to the planning system; and perhaps more subtly, as BNPs are able to change their structure in response to observations they can identify anomalous data, which may actually represent a new characteristic within the environment. These new capabilities lead to several challenges within the planning problem. Key amongst these are the need to be able to perform efficient real-time (and plan time) inference, which typically involves some form of sampling. Further challenges are developing methods to validate the accuracy of the models, and determining how to appropriately respond within the planner to anomalous occurrences when detected. In the motivating problems discussed in Section II.A, two approaches are taken to this last problem: in the task allocation scenario, exogenous agents exhibiting anomalous behaviors within their set of behaviors are classified by relating them to previously observed agents exhibiting a similar set of behaviors; and in the target surveillance scenario, the planning algorithm actively learns about anomalous behaviors by preferentially directing agents to observe such behaviors upon their occurrence. Figure 7 illustrates the general planning framework we use in this work (a version with specific components is shown in each of the example problem sections in Figures 8 and 14) . The model learning algorithm provides the planner with a Bayesian nonparametric model of the environment, while the policy learning algorithm provides the planner with an estimate of the utility of each of the possible actions to take based on previous experience.
III.A. Target Tracking and Surveillance
This section describes the implementation and results for the UAV surveillance and target tracking example introduced in Section II.A. The objective is to illustrate how BNP models can be learned from target data and leveraged within the planning framework to improve mission performance. In particular, this example involves collecting time-series data associated with a maneuvering target, and using a Sticky-HDP-HMM, as described in Section II.B, to learn an underlying Markov model that describes the observed target behaviors. Figure 8 shows a general block diagram of the system, specifying how the planning and learning components interact. and to embed this learned model into the planning framework so as to enhance mission performance. Two particular example missions were executed and are described in detail below. The first involved using a learned model to predict anomalous target behavior and elicit an appropriate planning response. The second involved maximizing the mission reward given a reward function that depended on the underlying target dynamics and behaviors. For both examples, a ground target simulation was created and used to drive the target vehicles using the underlying Markov model shown in Figure 11 . For the first mission, a simple 5-state Markov model was used (excluding the anomaly state), and for the second mission, a 6-state Markov model including the suspicious anomalous behavior mode was used to drive the target. The learning for both examples consisted of collecting target data and running Gibbs sampling to learn a Sticky HDP-HMM of the observed target behavior. Figure 9 shows the output and progress of the learning algorithm for the first example. Figure 9 (a) shows the learned behavior modes and classification labels for the observations a , (b) shows the true obsera Note that the learning algorithm discovers modes through clustering of observations, but the clusters do not have a pre-specified ID or index. Therefore the label numbers for the learned clusters may be different than the label numbers for the true classification labels. This has no impact on the correctness of the model, since the metric of interest is whether the same observations are clustered together in the learned model and the true case, independent of the particular cluster IDs used. For the second example, the planning task was to track ground targets using a surveillance UAV flying overhead, where rewards were obtained for being within tracking radius of the targets.
However, in this scenario, the reward function was dependent upon the underlying behavior mode parameters, where the basic reward was 1, a reward of 2 was obtained when the targets were tracked while exhibit turning modes, and a high reward of 100 was obtained if the targets were caught speeding and turning erratically (e.g. possible evasive maneuver detected). To test the performance of this algorithm, ground targets were driven using the 6-mode Markov model shown in Figure 11 (including the anomalous mode), and the Sticky-HDP-HMM was relearned using target data simulated from this new model. The results for a mission involving a UAV and two ground targets are presented in Figure 12 , where (a) and (b) show the UAV and target trajectories, and (c) shows the estimated target modes and planning decisions (top) and the planner discounted reward function for both targets (bottom). Looking closely at plot (c), one can see that at around 32 seconds the planner switches from tracking Target 2 to tracking Target 1. This corresponds to Target 1 entering "Mode 4", which corresponds to "Forward Fast" mode in the Markov model. This is because, as observed in Figure 11 , the target can only enter the suspicious mode from the "Forward Fast" mode. The planner therefore leverages this information to sacrifice immediate gains in favor of potential future higher rewards. In particular, in this example, the turning modes have higher rewards than the forward and stop modes, but the probability of reaching the anomalous mode in the future is highest when the current target is in "Forward Fast", therefore, the predictive planner chooses this mode over the turning modes. To evaluate the performance of the planning algorithms described above using the learned Sticky-HDPHMMs, a set of Monte Carlo simulations were run. For comparison with the Sticky-HDP-HMM, a Baum-Welch learning algorithm 42 was implemented, which learns observation labels, mode parameters, and transition probabilities, assuming a fixed number of modes. The results for both example scenarios described above are displayed in Figure 13 . As shown in the plots, the system performance using a Baum-Welch algorithm with a lower number of modes than the actual is quite poor. As the number of fixed modes used for training the Baum-Welch algorithm approaches the correct number of modes, the performance of the system increases. In contrast, the Sticky-HDP-HMM algorithm does not require the specification of a fixed number of modes a priori, but learns these from the data, achieving comparable performance to the Baum-Welch which uses the true number of modes. This motivates the use of BNP strategies that are more flexible than their parametric counterparts, especially for situations in which the true number of modes is typically not known well. An interesting observation in Figure 13 (a) is that the performance of the system does not monotonically increase as the number of assumed modes approaches the true value. In particular, in this example, using 3 modes produces consistently higher performance than using 4 modes. Even though this seems counterintuitive, the reason is that the HMM using Baum-Welch is forced to cluster multiple true modes into a single modelled mode, and thus learns parameters which model multiple clusters as well as possible but does not accurately capture the true underlying model. In the 4 mode model the "Forward Slow" and "Stop" modes were combined, and the resulting parameters for that mode led to the "Forward Slow" mode erroneously being identified as anomalous. The 3 mode model consistently combined different modes and generally correctly identified the "Forward Slow" mode as being normal. Because of how frequently the targets entered that mode, the effect that the correct identification of this mode had on the score was sufficient to cause the 3 mode model to perform better than the 4 mode model.
This demonstrates that in these stochastic settings, pursuing a heuristic learning strategy, such as increasing the number of assumed modes until the performance stops increasing, is not always advisable since the score using different numbers of fixed modes may exhibit local maxima. This motivates the use of Bayesian nonparameteric models that can learn the number of modes within a mathematically consistent framework.
III.B. Task Allocation
We return now to the task allocation example introduced in Section II.A. Even the simplest forms of the multi-agent task allocation problem in general are combinatorial problems 43 , for which the optimal solution can be very difficult to find efficiently. One formulation of this problem is as follows:
where N a and N t are the number of agents and tasks respectively, x ∈ {0, 1} Na×Nt is a set of N a ×N t binary decision variables, x ij , which are used to indicate whether or not task j is assigned to agent i; τ ∈ {R + ∪ ∅} Na×Nt is a set of real-positive decision variables τ ij indicating when agent i will execute its assigned task j (where τ ij = ∅ if task j is not assigned to agent i); θ is a set of planning parameters, such as the classification of an exogenous agent; c ij is the reward agent i receives for task j given the overall assignment and parameters; and
is a set of N c possibly nonlinear constraints of the form g k (x, τ , θ) ≤ b k that capture transition dynamics, resource limitations, etc.
A common approach to dealing with this complexity is to use a sequential greedy allocation algorithm, where tasks are allocated by iteratively finding the task/agent pair which results in the greatest net reward increase, and allocating that task to that agent. Sequential greedy solutions have been shown to provide acceptable approximations which are typically much faster to compute than the optimal solution 44 . However, in our task allocation example problem, there are two added complexities: the desirability of completing a certain task is stochastic with unknown distribution a priori, as we do not know how the exogenous agents will affect the scores of the tasks; and we would like the planning algorithm to classify the exogenous agents by the behaviors they exhibit, but we do not know what those behaviors are or how many there are a priori.
Given the identification of behaviors with a DP mixture model and the classification of the exogenous agents based on these behaviors with the HBP, as discussed in Section II, this problem is transformed into a concurrent reward learning and task allocation problem; essentially, we must solve the task allocation problem as stated above, except we are no longer given c ij for each exogenous agent classification θ. In other words, we have transformed the problem statement expressed in Eq. (13) to the following:
where r(θ) is the base reward of doing a task involving an exogenous agent of classification θ with probability distribution p(r|θ), and E r [·] is the expectation over r. This introduces an extra level of complexity to the task allocation process, because we are not given p(r|θ) and must now include some notion of our uncertainty in the expectation of c ij for each task to be allocated. This is a problem of deciding between exploitation and exploration; that is to say, the planner now must decide whether to complete a task because it has a high expected reward or because we want to reduce the uncertainty in its reward. This question has been studied extensively in the reinforcement learning community, particularly in the context of the N-armed Bandit problem 45 . In that scenario, an autonomous agent is presented with a number of possible actions to take, each with an unknown but stationary reward distribution, and the agent's goal is to repeatedly select actions to take which maximize its reward over time. At each step, the agent can choose to exploit what it has learned by selecting what it believes to be the highest reward action, or to explore by selecting what appears to be a suboptimal action for the purpose of reducing its uncertainty in the reward provided by that action to ensure that it has correctly identified the optimal action. There are a number of solutions to that problem 45 , but one which appears useful in the present context, the UCB algorithm 46 , is shown in Algorithm 2. There are two major advantages to adapting this algorithm for task allocation over the alternatives. First, the algorithm has a logarithmic upper bound on regret (the difference between the optimal score and the received one) 46 ; and second, the selection of which action to take next is deterministic and greedy, which makes it easy to integrate in common sequential greedy-based task allocation algorithms.
Thus, in this example, we use a sequential greedy task allocation algorithm coupled with UCB as a policy learning algorithm in the planning framework shown in Figure 14 .
Results
In our task allocation simulation, a homogeneous team of three agents with Dubins' car dynamics operating in a rectangular 2D domain were responsible for completing uniformly spatially dis-tributed static surveillance tasks whose creation was modelled as Poisson process events. There were 10 classes of exogenous agents and 150 different behaviors in the behavior space Ω = R, where observations of the behaviors were Gaussian distributed. As each task was created, the involved exogenous agent selected some subset of 150 different behaviors through a hierarchical beta process model, and exhibited this subset by emitting an observation for each selected behavior.
Algorithm 2 UCB 46
Try all actions j = 1, . . . , J once.
n ← number of actions
Try action k, receive reward R
For 5 of the 10 classes, the reward for completing a task was Gaussian distributed with mean sampled from a uniform distribution over the set [5, 20] , while the other 5 classes had reward means sampled from a uniform distribution over the set [−20, −5] . These reward means
were not revealed to the 3 agents. The cost for each task was revealed to the agents prior to completing the task, and as each task was created the cost was sampled from a uniform distribution over [5, 20] . The agents were able to reject tasks for which the net reward was expected to be negative.
Before starting the simulation, the 3 agents were provided with a class-labeled training data set of behavior observations generated by 20 exogenous agents. To illustrate the effectiveness of Bayesian nonparametric models, both parametric
Gaussian mixture models and Dirichlet process mixture models were used to cluster the behavior observations. When using the parametric models, the assumed number of clusters was varied between 0% and 150% of the correct number, and the observations were clustered using expectation maximization to identify cluster parameters and maximum likelihood to assign the observations to individual clusters. When the nonparametric model was used, observations were clustered using Gibbs sampling. Using the cluster assignments of the behavior observations for each training example, a binary feature vector was constructed. The resulting 20 binary feature vectors were used to train an HBP classification model, with the method presented in [17] .
As each task was created, the team first identified the behaviors exhibited by the involved exogenous agent using the aforementioned clustering procedures, and classified the agent with the trained HBP model. Note that the exogenous agents created during the simulation occasionally exhibited behaviors not seen in the training data; these were accounted for properly by the DP Gibbs sampling inference, but the maximum likelihood method used in the parametric model inference was forced to assign these behaviors to clusters observed in the training data. accuracy is independent of it.
Given the estimated classifications of the agents, the team used UCB and a sequential greedy procedure to concurrently allocate and learn the expected reward for the surveillance tasks involving each of the 10 classes. This resulted in a mean overall team regret over 100 trials shown in Figure   16 , calculated as the difference in score between the case where rewards and classifications were known and where rewards and classifications were unknown and had to be learned. The regret is shown for a number parametric Gaussian mixture models of behavior observations (as before, where the assumed number of behaviors exhibited in the training data was 25%, 50%, 75% and 100% of the actual number of behaviors), for the Dirichlet process mixture model, and for a case where the agents did not try to classify exogenous agents and instead randomly guessed the classification of each exogenous agent. This test once again illustrates the effectiveness of using BNPs instead of their parametric counterparts when an appropriate choice of model complexity is unknown a priori. It may be noted that at the beginning of the simulation, each of the cases performed equally well on average; this is because UCB is a reinforcement learning algorithm, and therefore made mistakes early on as it learned what the expected rewards were for conducting surveillance on the 10 exogenous agent classes. Figure 16 . Means of regrets (lower is better) versus time over 100 trials for the task allocation scenario, where a) a parametric Gaussian mixture model with an assumed number of behaviors was used for clustering behavior observations in the training data, b) a Dirichlet process Gaussian mixture model was used for the same purpose, and c) no classification or behavior clustering was done, and the classifications of agents was randomly guessed. For case a), the assumed number of behaviors was 25% (red), 50% (magenta), 75% (green), and 100% (blue).
IV. Conclusion
This paper investigates the use of Bayesian nonparametric models (BNPs) for multi-agent planning. Through two illustrative example problems in target surveillance and task allocation, we have demonstrated that the capability of BNPs to adapt their complexity based on observed data provides two advantages over their parametric counterparts when used in conjunction with planning algorithms. The first is that the increased fidelity leads directly to improvements in the performance of the planning system due to its enhanced predictive capability; and the second is that they enable the planning algorithms to identify and explicitly deal with exogenous agents exhibiting anomalous behaviors, either by directing agents to learn about those anomalous behaviors to reduce the model uncertainty in them, or by using previous experience with similar exogenous agents to infer an appropriate response.
Although promising, there are technical challenges associated with the use of BNPs within a planning system. Many current inference methods, such as Markov chain Monte Carlo methods, are computationally intensive and are not incremental. If a nonparametric model is built using an initial set of data, each time new data is observed these algorithms use the entire set of observed data to build an updated model. These algorithms are not meant for real-time data collection situations commonly found in planning and control problems, as computation time increases with the amount of data. Therefore, a current research goal is to develop incremental inference algorithms for BNPs.
Further, if a computationally feasible online inference algorithm were available, it would be advantageous to have a planning algorithm which could adapt its response alongside the continually evolving model without having to recompute entire plans, or even possibly adapt its set of known responses and actions to better accomodate new and changing circumstances. Therefore, another current research goal is to develop a flexible planner that can adjust its planning strategies within a framework that allows incremental adjustments to plans.
