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Abstract 
The mean velocity and pressure fields in a 
turbulent boundary layer on a flat plate at M = 2.6 
are investigated for ratios of mass flow per ~nit 
area injected at the wall to that at the edge of the 
boundary layer U'e) between 0 and 0.03. Two-
dimensionality is demonstrated, and a similar flow 
established with linear growth of momentum and 
displacement thicknesses. A Howarth-Dorodnitsyn 
transformation for the normal coordinate is found 
to bring the data into good agreement with incom-
pressible results for the same value of Ae' At the 
highest injection rate, the velocity profiles agree 
well with turbulent mixing-layer results. However, 
unlike mixing layers, the maximum rate of mass 
entrainment is the same as for the incompressible 
case. Finally,the induced side forces are found to 
be comparable to those obtained by equivalent in-
je ction thr ough a slot. 
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Symbols 
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skin friction coefficient, 2,. I p u 
wee 
side force 
form paramete r, 6':' 18 
incompressible form parameter, 6':'/9 
Mach nmnber 
Reynolds number, based on edge condi-
tions, (p u 8 )/u 
e e e 
temperature 
total temperature 
velocity comp onent in x-direction 
velocity component in y-direction 
distance along plate measured from start 
of porous region 
distance normal to wall 
transformed distance normal to wall, 
y 
y/9 = J ....£... d(y/8) 
o Pe 6 
displacement thickness, J(l-pu/p u )dy 
o e e 
edge of layer 6 
momentum thickness, Jpu/p u (l-u/u )dy 
o e e e 
incompressible displacement thickness, 
6 f(1-u/u )dy 
o e 
induced flow angle at edge = v lu 
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p 
incompressible momentum thickness, 
&" 
fu(u (l-u/u )dy 
0' e e 
Pwvw/Peue 
P v Ip u ww com 
viscosity 
transformation functions 
stream function; o~ Idy = pu, o~ lax= -pv 
shear stress 
density 
Subscripts 
w wall value 
e value at edge of layer 
00 free stream value 
bars above quantities denote values for an incom-
pressible flow (p = const). 
I. Introduction 
The normal injection of gas through a porous 
wall into a two-dimensional, turbulent boundary 
layer bounded by a supersonic stream can produce 
large changes in flow inclination angles and can 
induce an appreciable increase in surface pressure. 
At least three regimes exist for the uniform blow-
ing problem in a supersonic flow. First, when the 
skin friction term in the integrated momentum 
equation is comparable to or larger than the in-
jectant term, both skin friction and injectant flow 
rate influence the problem. Although the boundary 
layer theory is applicable, no simple, self-similar 
solution can be obtained because of the skin friction 
term. Second, when the injectant term is very 
large compared with the skin friction term but the 
injectant momentum flux is small compared with 
the free-stream momentum flux, the boundary lay-
er approach is still valid, and now self-similar 
solutions with a uniform external flow become pos-
sible. Finally, when the momentum flux of the in-
jectant and free stream are comparable, the 
boundary layer approach is not applicable. The 
problem studied in this paper is the second one, 
and the terms 'large blowing rate' or 'strong blow-
ing' will be used to describe this (second) regime, 
in contrast to the first one. The conditions ob-
tained in this study never approach those of the 
third regime. A schematic diagram for the flow 
field and pressure distribution for the second case 
is shown in Figure 1. 
A survey of the literature indicates that both 
for low speed and compressible flow, the effect of 
injection has been experimentally investigated, 
primarily with the view of determining the effects 
on skin friction and heat transfe r. Because of 
this, the data quoted in the literature are for injec-
tion rates so low that the velocity pTofiles, though 
altered, can still be regarded as slightly perturbed 
boundary-layer profiles. 
Recent experime(l¥ have been pe rformed by 
Hartunian and Spencer at M = 4.5 for flow that 
was probably laminar and for fl?uly massive injec-
tion rates. Unfortunately, the nature of their ex-
pe riment did not allow for careful probing of the 
layer to determine velocity profiles. 
Incompressible data on turbulent flows w,ilY 
large injectioR have been reported by McQuaid\' 
and Mugalev(3}. Mugalev's experiments were con-
ducted on a plate mounted in a free jet. Because 
velocity profiles are given for only two stations in 
the flow, and no attempt was made to monitor or 
control the static pressure, these data are suspect. 
In a more carefully controlled experiment, 
McQuaid used a flexible tunnel wall to maintain the 
tunnel static pressure constant and made detailed 
velocity measurements for a wide range of injection 
rates. Experimental data on compressible turbu-
lent flows with large injection seem virtually non-
existent. 
This paper discusses an experiment in which 
a similar, two-dimensional turbulent flow is es-
tablished by large blowing into a turbulent boundary 
layer. The mean flow quantities are measured and 
analyzed to determine the effect of the blowing rate 
and compressibility. 
II. Experimental Procedure 
The experiments were conducted in the Super-
sonic Wind Tunnel of the Graduate Aeronautical 
Laboratories, California Institute of Technology 
(GALCIT). The tunnel test section is 2 inches by 
2t inches and the tunnel operates at a Mach number 
of 2.6. The stagnation conditions for all runs were 
a pressure of 740 mm Hg and a temperature of 80 0 
F. The boundary layer on the tunnel wall was 
tripped near the nozzle throat to ensure turbulent 
flow in the test section. At the start of injection, 
the boundary layer is about 0.12 inche's thick. The 
model consists of a uniformly porous, stainless-
steel insert, 3.4 inches long by 2 inches wide, 
which forms part of the test section wall and is 
separated from the tunnel side walls by swept 
fences. Figure 2 is a schematic of the model 
mounted in the tunnel. Air was used as the injec-
tant in the experiments. The total mass flow of air 
through the plate was measured, along with the 
temperature of the air in the model plenum and the 
back-face temperature of the porous plate. Both of 
these temperatures were found to be within a few 
degrees of the tunnel stagnation temperature for all 
runs. The ratio of wall mass flow per unit area to 
that in the free stream was varied from 0 to 0.045. 
During the expe riments, schlieren photo-
graphs were taken to determine the induced shock 
angle s. Cente r line pitot-tube meas ure ments we re 
made using a flattened boundary-layer probe at a 
series of stations in the flow for each of the injec-
tion rates considered. The pitot tube used in the 
experiments was fabricated from .083 inch o. d. 
stainless-steel tubing with a tip flattened to .007 
inches by .100 inches and an opening of about .004 
inches. Thus, readings to within .004 inches from 
the wall were possible. The pitot was pitched down 
at an angle of about 10 0 to the horizontal to allow 
minimum angle of attack effect within the injection 
layer. Experiments showed that the probes used in 
these tests were insensitive to angle of attack vari-
ations of ± 10 0 for subsonic and supersonic flows. 
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The pitot pressure and y-position data were 
recorded using a Statham pressure transducer and 
a 40-turn helipot whose outputs were connected di-
rectly to an x-y plotter. The horizontal and verti-
cal pitot drives used were accurate to within. 00 1 
inches. Pitot tube contact with the wall was de-
termined electrically. Very near the surface of 
the plate, where the streamlines are strongly 
curved, the pitot readings will have large errors 
due to the large angle of attack of the flow relative 
to the pitot axis. It was decided to take the pitot 
data first and then to decide the effect of this er-
ror on the overall measurements. Static pres-
sures were directly measured ahead of and behind 
the model (centerline and spanwise) and on the 
fences. Pressure tap locat:ions are shown sche-
matically in Figure' 2. 
Porous Plate Calibration 
The first stage of the experiment was de-
voted to determining the spatial uniformity of the 
porous plate. The plate used in the experiments 
was prepared from 25iJ sintered stainless-steel 
particles and had an average porosity of 40 - 45 
per cent. Although the porous section is best cal-
ibrated under actual tunnel operating conditions, 
this was not found practical in the present experi-
ments, and instead, the assembled plate and ple-
num configuration was surveyed under atmospher-
ic external conditions using a constant-temperature 
hot-wire anemometer and a specially constructed 
plate-facing pitot tube. The wire used was 0.1 mil 
diameter platinum-rubidium, mounted between two 
needles approximately .030 inches apart. The pi-
tot tube used was composed of thin-wall stainless-
steel tubing with an outside diameter of about. 040 
inches. 
Very close to the surface, large spatial fluc-
tuations (~50 per cent) in velocity were observed 
with both the pitot and hot-wire probes. The wave 
length of the fluctuations was about. 04 inches and 
the mean velocities, calculated for lengths of this 
order, were found to be within 10 per cent of the 
overall plate average value, indicating no large-
scale non-uniformity. Furthermore, the fluctua-
tions decayed rapidly with distance from the sur-
face, and at a distance of 0.1 inches were within 
± 5 per cent of the overall mean value. The decay 
with distance away from the plate would be ex-
pected to be more rapid in the low-density tunnel 
operating conditions. Finally, and perhaps most 
important, the overall mean injection velocity at 
the plate calculated directly from the hot-wire 
measurements agreed in all cases within ± 5 per 
cent with the values obtained by taking the meas-
ured total mass flow to the plate and dividing by the 
ambient density and the measured plate surface 
area. Under tunnel operating conditions, the 
same agreement should exist between the mas s 
flow per unit area determined by dividing the total 
(measured) mass flow to the plate by the plate area 
and that which would be measured directly. Hence, 
the quoted values of). which follow can be con-
sidered accurate to winin ± 5 per cent (including 
flowmeter inaccuracies). 
Schlieren Results 
The first set of tunnel runs were made to de-
termine crudely the nature of the flow field, and 
only schlieren photographs were taken (with and 
without side fences). These photographs showed 
remarkably straight bow shocks and linear growth 
of the edge of the mixing layers, and hence indi-
cated the possibility that a similar flow field had 
been established. However, the photographs also 
indicated that transition regions existed at either 
end of the porous plate, e. g. see Figure 1. At the 
upstream end, the transition region required for 
adjustment of the initial turbulent layer to the in-
jection appeared to occupy about 5 - 7 initial bound-
ary layer thicknesses. At the downstream end, the 
expansion required by the end of injection appeared 
to propagate upstream over the porous plate a dis-
tance of about two boundary layer thicknesses. 
Care was necessary at the higher blowing 
rates to ensure that separation of the boundary lay-
er did not occur at the downstream edge of the 
porous plate. Separation was prevented by rede-
sign of the tunnel diffuser and by increasing the 
pumping capacity of the tunnel. 
In addition to this problem of downstream 
separation, a separation of the initial boundary lay-
er upstream of the porous plate was encountered 
when the turning angle produced by blowing was 
greater than about 140 • This result is to be ex-
pected from earlier studies of turbulent boundary 
layer separation. 
When all separation phenomena are avoided, 
the external flow produced by injection resembles 
that produced by a wall which turns toward the flow 
through a small angle and then, after a space, re-
turns to its original direction. The transition re-
gions at both turns and the uniform region between 
are present. This general picture of the flow is 
confirmed by pitot pressure measurements dis-
cussed later. 
Static Pressure 
Perhaps the most difficult mean flow quantity 
to determine in this kind of experiment is the static 
pressure. The use of standard pressure taps in 
the porous region may give results which are in 
error due to blowing, and, furthermore, any such 
taps may cause large non-uniformities in the in-
jectj,on distribution. In an attempt to circumvent 
this problem, pressure taps were installed on the 
fences as shown in Figure 2. The question now be-
comes one of determining the correlation between 
the values of pressure as measured by the fence 
taps and the porous-plate static pressure. For no 
injection, the fence pressure-tap values agreed 
with the normal static taps ahead of and behind the 
model within a few per cent. 
For the case of injection, the following pro-
cedure was followed. First, pitot traces were 
taken from the wall out to and across the induced 
shock wave. Figure 3 shows a typical pitot trace 
taken (with s ide fence s) at an inte rmediate inje ction 
rate. Two points are worth mentioning. The first 
is that the raw pitot traces were found to be simi-
lar when scaled with the thickness as determined 
from the maximum slope intercept shown in Figure 
3: the second is that, unlike normal turbulent 
boundary-layer pitot profiles, the traces for large 
injection are quite inflected near the wall (i. e. , 
slowly varying). 
Using the measured jump in pitot pressure 
across the shock wave and knowing free stream 
conditions, the static pressure and flow deflection 
angle just behind the shock wave were calculated 
from the oblique shock equations. The angle was 
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checked with that measured from the schlieren 
photographs. As seen in Figure 3, the flatness of 
the pitot trace from the boundary layer edge to the 
shock for various x-stations and the uniformity of 
the shock pitot-pressure jump indicate a uniform 
(constant pressure) flow behind the shock. 
S .. ~condly, the fact that the pitot pressure is 
slowly varying near the wall indicates that, re-
gardless of angle of attack, the flow near the wall 
has a very small dynamic pressure, and the pitot 
reading should be close to the static pressure. 1£ 
this is so, then very near the wall there should be 
only a negligible effect of pitot orientation. To 
verify this idea, a pitot tube with an opening facing 
the plate was constructed and vertical traverses 
made. Nea: the wall, good agreement was found 
between pressure measurements obtained with the 
modified and standard probes. This results indi-
cates the validity of the above hypothesis. 
Finally, all four of these pressure values, 
i. e., the fence values, the values deduced from 
the shock jump, the plate-facing pitot value, and 
the value for the standard pitot at the wall, were 
compared in the region where similar flow was ob-
served from the raw pitot data. For all injection 
rates, these data agreed within 8 per cent, and 
thus show that the fence taps give a valid value of 
plate static pressure and indicate the absence of 
any appreciable y-pressure gradient. 
In the region near the end of the plate, where 
the abrupt cessation of injection dominates the flow 
and causes severe streamline curvature, the read-
ings from the fences were used alone to determine 
the pressure. As would be expected from the dis-
cussion under Schlieren Results, a positive .pres-
sure gradient in the y-direction shows the effect on 
the flow of the rapid expansion near the end of the 
injection. 
Data Reduction 
The pitot data were reduced by using the 
measured static pressure and the Rayleigh pitot 
formula to calculate the Ma.ch number distribution. 
No corrections were made for the effect of angle of 
attack on the pitot data, since at least two other ef-
fects must be included in this region to accurately 
correct the pitot data. The first is the effect of 
Reynolds number on the reading, because the re-
gion of high angle of attack is also the region of low 
flow velocities and low densities. The second, and 
probably not as important, effect is that of the wall 
on this measurement. Hence, the data presented 
can be expected to be in error (large relative errol' 
but small absolute error) near the wall. 
The final assum;:>tion made concerns the total 
temperature distribution in the layer. Since both 
the tunnel and model plenums are at room tempera-
ture, it was assumed that the total temperature 
everywhere in the layer was equal to the ambient 
value. With these assumptions, then, the velocity 
profiles were obtained and relevant integral prop-
erties were calculated using standard integration 
techniques and formulae. 
III. Experimental Results 
Similarity and Two-Dimensionality 
Both the pitot tube traces and the schlieren 
photographs discussed in the previous section sug-
gest that a region of flow over the plate exists 
where the velocity profiles are self-similar, i. e. , 
scale linearly with the distance along the surface, 
x. An example of this is shown in Figure 4, 
where the velocity profiles for an intermediate in-
jection rate are plotted. In Figure 4, the mo-
mentum thickness, e, has been used to normalize 
the y-coordinate, simply because it is subject to 
minimum experimental error as compared, for 
example, with the mixing layer edge. It is seen 
that in about 5 -7 initial boundary thicknesses the 
velocity profiles become independent of x. and 
that this similarity continues until one reaches the 
rear region of the plate where the effect of the 
rapid expansion destroys the similarity. 
The question of two-dimensionality of the 
flow is not as straightforward to decide as is sim-
ilarity. For example, if the flow is two-dimen-
sional, spanwise pressure measurements taken 
ahead of and behind the model should be uniform 
(as indeed they are in the se experiments). The 
converse, however, is not true. Two methods 
were used to check for the two-dimensionality of 
the flow. The first was to integrate the continuity 
equation from the wall to the shock. In this case, 
one obtains 
where 
"- 00 
Pwvw 
Pcouco 
e = the flow angle behind the shock 
y s = the location of the shock, 
(2) 
and where the subscripts 2 refer to quantities di-
rectly behind the shock wave. The quantities con-
tained on each side of equation (1) can be obtained 
independently from experimental measurements, 
and since it was found that in the similar region 
the s hock is straight, the last te rm in equation (1) 
contributes nothing. Figure 5 presents a check of 
equation (1). In Figure 5, the angle e deduced 
from the schlieren-measured shock angle and the 
results obtained by evaluating the right side of 
equation (1) from the measured velocity profiles 
is plotted as a function of" • The good agree-
ment between the values of W calculated by the two 
methods indicates that the flow is very close to 
two-dimens ional. 
Figure 5 als 0 shows independently one of the 
more interesting results of the experiment; e, the 
induced angle of flow deflection due to surface in-
jection. It is seen that for "-co as low as .04, de-
flection angles greater than 10 0 are induced, and 
these large angles produce significant pressures 
and side forces. The value of 8 increases very 
nearly linearly with I..co up to about e = lZo at \ = 
0.03, and more slowly for larger values of I..co. co 
The maximum value obtained is fixed by the up-
stream separation phenomena described under 
Schlieren Results. 
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A second check of two-dimensionality is to 
consider the integrated x-momentum equation. 
Assuming a boundary-layer type flow, one obtains, 
for zero x-pressure gradient, the result 
de 
-d = \ [1 + Cfl 2\ ] • 
x e e 
(3) 
For the injection rates of this experiment, it can 
easily ~e s~own that Cf/\e « 1, so that to a first 
app roxlmatlon, 
or e = e + "- x 
o e 
(4) 
if the flow is two-dimensional. Figure 6 pr esents 
the values of e obtained from the velocity profiles 
plotted versus x and the slopes required to agree 
with equation (4). At the highest injection rate, 
where the uncertainty in calculating e is a maxi-
mum, the deviation is about 10 per cent, and it is 
much less at lower injection rates. Hence, both 
methods indicate that a reasonably two-dimensional 
flow has been achieved. (Note that without the 
fences, agreement achieved by either method was 
much worse. ) 
Since it has been shown that a similar, two-
dimensional flow has been established, the velocity 
profiles measured in the similar region should be 
unique, i. e., should be independent of such inci-
dental experimental details as the initial boundary 
layer thickness, and should only depend on such 
parameters as Mach number or blowing rate. From 
equation (1), it is seen that the natural parameter 
for the blowing rate is "- = (p v )/(p u ) where 
the subscripts e denote ~ondit'fo:rTI; at e tlte edge of 
the layer (Peue = PZuZ for the uniform external 
flow caused by a straight shock). Plots of u/ue 
versus y I e are shown in Figure 7. By increasing 
the value of "- , a whole range of profile shapes 
can be obtaine~. At the highe st injection rate, the 
velocity profiles are fully inflected and approach 
the free mixing-layer curve. Note that despite the 
great change in profile shape, the thickness of the 
layer, in terms of the momentum thickness, does 
not change greatly and remains close to 10 e for 
"-e;" .004 (compared with the no injection value at 
this Mach number Ii "" 13 e). 
Com ressibility and Turbulent Mixin 
Two dl icu t que stions w lch have not been 
.answered for this type of flow are: first, the ques-
tion of the effect of density variation across the 
layer on the mean flow quantities; and second, the 
process by which the turbulent fluid motion en-
trains the mass injected at the wall and mixes it 
with the external flow. Since a direct experimental 
explanation of the second question in supersonic 
flow is extremely difficult, it is useful to attempt 
first to determine the overall effects of compressi-
bility on the mean flow properties. If this can be 
done, then low-speed experiments, where direct, 
quantitative measurements of turbulent shearing 
stress are considerably simplified, can be used to 
help understand the mixing. At stated previously, 
the data of McQuaid(Z) include moderately high in-
jection rates, and his caref'_,l monitoring of pres-
sure by adjusting the tunnel walls ensures a mini-
mum pressure gradient in the flow direction. In 
addition, because the results of Figure 7 indicate 
that boundary-laye r velocity profile s approach the 
free mixing-layer values for large injection ratTs, 
the mixing layer data of Liepmann and Lauier(4 
will also be useful for comparison with the results 
obtained at the high injection rates. 
According to Coles(5), sufficient conditions 
for transformation of a boundary-layer type flow 
from a low-speed or incompressible flow (barred 
quantities) to a compressible flow are: 
*/1/1 ::: a(x) , d'X/dx::: €,(x) , pdy::: T](x)pdy. (5) 
A result of this transformation is 
U ::: [a{x)/TJ(x)]u (6) 
which implies that at corresponding points 
u/u ::: Ii/Ii (7) 
e e 
From (5), 
py ::: T](x) frdY 
o 
(8) 
where we assume y (y::: 0) ::: 0 , i. e., assume 
wall transforms into wall. The momentum thick-
ness is given by: 
00' 00- --
e:= r ~(1- ~)dy:::::-brJ ~(l- ~).....e... dy 
() Peue ue 'l1\X, 0 Ii Ii Pe 
e e 
or 
p9 ::: T](x)Pe9 • 
Combining (8) and (9), one obtains 
y 
-Y!8 ::: r.....e... d(y/9) 
() Pe 
(9) 
(10) 
at corresponding stations, which is a general form 
of the Howarth-Dorodnitsyn transformation. 
If the transforma .. tion shown in equation (10) 
is applicable and if the only relevant parameter is 
the mass flow at the wall normalized by the edge 
value, Ae , then the velocity profile u/u fY/9} ob-
tained at Moo::: 2. 6 should agree with th~ low-
speed data obtained for the same value of A (for 
large injection where "e/Cf» 1). e 
Figure 8 shows a comparison of the present 
data with the subsonic data for the injection rates 
closely corresponding to McQuaid's experiments. 
Al.so ~hown are the profiles obtained at the largest 
lllJectlon values and the data of Liepmann and 
Laufer. The good agreement indicates that for 
large injection rates the normalized velocity pro-
files do depend only on the properly normalized 
IT13.SS flow rate. Note that at Moo ::: 2.6 (compare 
Figures 7 and 8), the transformation shown in 
equation (10) gives about a factor of two reduction 
in scale. Hence, the good agreement between 
compressible and incom;:>ressible data is a sensi-
tive check on the transformation. 
The profile obtained at the highest injection 
value also agrees well with the data of Liepmann 
and Laufer except near the wall. This discrepancy 
is to be expected, since the maximum injection 
rate shown is about 10 - 20 per cent lower than the 
value obtained for the m.ixing layer. 
The success of the transformation in com-
paring the velocity profiles suggests that the form 
param.eter H =0 0';'18 can be sim.ilarly correlated. 
With the assurnption of constant total temJerature 
and the tr,msformation of equation (10), ~ne can 
show that 
0':' .y..:.!. 2 v-I 2 
Hi ::: (8)::: [ 2 Me + (1+ ~Me )Hi(A
e
)] (11) 
where §::: 5':'/9 is the value for an incompressible 
flow. Flgure 9 shows the values of ~ determined 
from equation (11) and the measured values of M , 
0':', and e at Moo ::: 2.6, and compares them wit~ 
the results of McQuaid. The agreement is excel-
lent for the range where overlap exists. Further-
more, at the highest injection rate where the 
boundary layer is nearly separated, the value of 
~ obtained from the experiments is close to the 
value for separated flows (-4). Hence, it appears 
that ~ can be expressed solely as a function of A 
for large injection rates regardless of density vare.. 
iation, and that the limiting velocity profile reached 
at Ae "" 0.03 is the standard mixing-layer profile. 
However, an important discrepancy exist&6) 
between these results and the correlation Alber\ 
obtained for compressible mixing layers. In ex-
amining the available experimental data on these 
layers, Alber found that the mass entrained on the 
low-speed side of these layers was proportional to 
the square of the density ratio across the layer. 
In the present experiment, as injection was in-
creased, the velocity profile of the layer approach-
ed that of the free mixing layer, but the mass en-
trained by the supersonic layer, at maximum blow-
ing rate where its velocity profile was similar to 
that of a mixing layer, was about the same as for 
the low-speed mixing layer case. In these experi-
ments, the ratio of edge density to that at the wall 
was about two, and hence Alber's correlation pre-
dicts an entrainment rate of about 300 per cent too 
low. 
Clearly, further experiments with a heated 
or cooled wall, at higher Mach numbers, or with 
foreign gas injection are necessary to rigorously 
establish this density independence and the appro-
priate coordinate transformation. The problem 
also remains of establishing what would occur to 
~ and the velocity profiles if A > 0.03 could be 
obtained without the upstream s€paration occurring. 
Both these problems are currently being examined 
at GALCIT. 
Stress Distribution 
With similar ow esta lished, it is possible 
to use the velocity profiles shown in Figure 7 to 
calculate the flow angles through the layer and the 
shear stress distribution if one assumes boundary 
layer flow. The equations in the zero pressure-
gradient similar region are: 
continuity a a ax (pu) + ay (pv) ::: 0 (12) 
au au aT 
momentum pu ax + pv ay ay (13 ) 
Integrating (12) from y ::: 0 to y ::: y , 
pu pu "I ~ ~(y)::: A (~)- (~)~{J~d }+ dy • 
u e pu pu dx p u Y dx 
e e 
(14) 
For similar flow, pulp u ::: f(y/e) and 
Ae ' so equation (14) gi{i-e~ d9/dx "" 
[
PU pu y/e ~J ~:::A ~-(~)J ~d(Y.)+Y. 
u e pu pu 0 Peue e e 
(15) 
Similarly, integrating equation (13) and using equa-
tion (15), one gets 
where or is the wall shear stress. Figures 10 
and 11 strow the results of equations (15) and (16) 
as applied to the data presented in Figure 7. From 
these equations, one sees that the minimum vatue 
of v/u and the maximum value of (or-or )/(p u ) 
occur when wee 
Ys ~d(y/e) = 1 • Peue (17 ) 
The dividing streamline (~ = 0) is defined by the 
point where 
y x P v f ~ dy = f ~dx • (18) 
o peue 0 Peue 
For constant injection and similar flow with 
de/dx '" I.e' equations (17) and (18) are the same if 
the initial boundary layer is zero thickness. The 
effect of finite initial boundary-layer thickness is 
to cause a discrepancy in the measured maximum 
in shear stress and the dividing streamline location 
as determined from equation (18). Hence, for a 
truly similar flow, independent of initial boundary-
layer thickness, the maximum value of shear 
stress, and the minimum flow angles should occur 
along the dividing streamline. In Figures 10 and 
11, the point ~ = 0 determined from (18) (a mass 
balance) is plotted. The close agreement with the 
maximum of or and minimum of v/u is still anoth-
er check on the two-diQ1ensional, similar nature of 
the experimental flow. It should be emphasized 
that in using equation (18), x is the actual distance 
from the beginning of the porous plate and has not 
been corrected for any virtual origin effects.' It 
might also be noted that factors other than the ini-
tial boundary-layer thickness might cause the small 
bias shown in Figures 10 and 11; for example, the 
assumption of constant total temperature or the ef-
fect of pitot probe angle of attack might be respon-
sible. 
Figure 10 also indicates the region where 
large errors in the pitot tube readings are import-
ant due to angle of attack effects. The most im-
portant result shown in Figure 11 is that, although' 
the shear stress at the wall is expected to be quite 
small, the maximum shear stress in the layer is 
several times the maximum value in the boundary 
layer with no injection, and this result emphasizes 
the importance of turbulent mixing in this problem. 
For example, for the approaching boundary layer 
at the Reynolds number and Mach number of these 
tests (ReS ;/0)00' Me = 2.6), 
C fo = ~ "'" . 0025 P u A = 0 
e e e 
At the highest injection rate shown in Figure 11, 
~) "",.01, 
peue I.e =.029 
and this value is about four times larger than Cf • 1£ one assumes Newtonian shearing stress, then 0 
at the wall one obtains (from Figure 7): 
6 
So, 
[8(u/u
c
)/8(y/S)] "'" .05 
A =.029 
e 
T) 1 1-+ 8(u/u) w _ 1 w) e 
-;-7 A =.029 - ReS I-le a(y/S) 
e e e 
for the value of 9 given in Figure 7 and Re/inch "'" 
2.2 x 10 5• Hence, for these high injection rates, 
the wall stress is of no importance. The import-
ant boundary condition at the wall is the entrain-
ment which is prescribed by the injection rate. 
Induced Side Forces 
Another result which can be obtained from 
the data is the induced side forces caused by the 
interaction of the injectant with the external 
~tr~am. Assuming that Cf/A e « 1 and that ~ = o>~/S can be expressed only as a function of I.e 
(regardless of density ratio across the layer) and 
using a Crocco integral relation for the total en-
thalpy in the layer, Lees(7) has combined the inte-
gral form of the boundary-layer continuity and mo-
mentum equations to obtain the following expres-
sion for the induced angle: 
T 
tanB = A (1+Y-21M2)[l+ T W H.{A}J. (19) 
e e too 1 e 
By an iterative process, it is possible to obtain 
BtAe,Me} or B{A oo' Moo} from the above equation 
and Figure 9. 
Calculations of the total side force produced 
by injection were made without taking account of 
up- and downstream end effects, and consequently 
the total force for a plate of length L and unit 
width was calculated from F = (P e [B} -P oo)L . 
Values of F normalized by the thrust of a sonic 
jet of the same mass flow rate flowing into a vacu-
um, F sy' we re calculated for 2. 6 ~ Moo ~ 8 ; 
0~19~140;y=1.4, andO.33~T IT ~1.5. 
w too 
As would be expected from the excellent 
agreement between calculated and ITIe asured values 
of B[A }, shown in Figure 5, calculated and ex-perim~tal values of F/Fsv for the Moo = 2.6 case 
agree well. The thrust ratio increased from 2. 9 
for very small values of I.e to 3. 5 at the maximum 
blowing rate of O. 03 = Ae' In addition, calculated 
values of F/Fsv were within ± 10 per cent of 3. 2 
for the whole range of parameters examined in the 
calculations. This value is slightly larger than 
similarly normalized side forces obtained experi-
mentally for c oncentr ate d inje ction of gas e s) from 
narrow slots and into supersonic streams (8 • 
Effect of the Finite Plate Length 
Since the effect of large injection is to cause 
inflection of the mean velocity profiles and to move 
the sonic line away from the wall, the fact that the 
porous plate is finite in length could be felt up-
stream. The termination of injection causes an 
abrupt expansion of the flow with noticeable pres-
sure variations normal to the wall and large pres-
sure gradients in the streamwise direction. This 
effect is also readily observed in the velocity pro-
files. 
For all injection rates examined, the effect 
of the rapid expansion propagates about two final 
layer thicknesses upstream. Since the induced 
angles depend only on I.e and Me' it seems reas-
onable to suppose that, in any experiment which 
attempts to investigate higher injection rates than 
the present values, the "few" thicknesses which 
are influenced by the end of the porous region will 
essentially cover the entire porous plate. For ex-
ample, if the induced angle is 20 0 , and if the cor-
ner effect propagates upstream two layer thick-
nesses, then it is easily seen that regardless of 
the plate length, about 75 per cent of the plate will 
be dominated by the effect of the termination of 
injection. 
Hence, any theoretical analysis of the flow 
field produced by injection rates much larger than 
the maximum used here must include this down-
stream interaction region. In this case, the flow 
will not be similar over most of the injection re-
gion. 
IV. Conclusions 
(1) A self-similar, two-dimensional flow 
field with linear growth has been established ex-
perimentally and its mean flow properties have 
been investigated. 
(2) The results obtained at Moo = 2.6 can be 
brought into agreement with the available incom-
pressible data on boundary layers with moderate-
ly large injection by using a Howarth-Dorodnitsyn 
type transformation. 
(3) At the highest injection rate, the mean 
velocity profiles approach the free mixing-layer 
results. However, the amount of mass entrained 
at this point seems independent of density differ-
ences across the layer. 
(4) Forces obtained with distributed injec-
tion are comparable to those obtained with injec-
tion through a slot for a given total mass flow rate. 
(5) At induced flow angles greater than 
about 140 , upstream separation of the boundary 
layer is observed. For any finite, porous plate 
length, the effect of the dis continuity in inje ction 
at the end of the region is felt increasingly farther 
upstream and is expected to dominate the entire 
flow field for induced flow angles greater than 
"" 200 • 
1. 
2. 
3. 
4. 
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