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Abstract
We investigate stochastic combinatorial multi-armed bandit with semi-bandit feed-
back (CMAB). In CMAB, the question of the existence of an efficient policy with
an optimal asymptotic regret (up to a factor poly-logarithmic with the action size)
is still open for many families of distributions, including mutually independent
outcomes, and more generally the multivariate sub-Gaussian family. We propose
to answer the above question for these two families by analyzing variants of the
Combinatorial Thompson Sampling policy (CTS). For mutually independent out-
comes in [0, 1], we propose a tight analysis of CTS using Beta priors. We then look
at the more general setting of multivariate sub-Gaussian outcomes and propose a
tight analysis of CTS using Gaussian priors. This last result gives us an alter-
native to the Efficient Sampling for Combinatorial Bandit policy (ESCB), which,
although optimal, is not computationally efficient.
1 Introduction
Stochastic multi-armed bandits (MAB) Robbins [1952], Berry and Fristedt [1985], Lai and Robbins
[1985] are decision-making frameworks in which a learning agent acts sequentially in an uncertain
environment. At every round t ∈ N∗, the agent must select one arm from a pool of n arms, denoted
by [n] , {1, . . . , n}, using a learning policy based on the feedback collected from the previous
rounds. Then it obtains as feedback a reward (also called outcome) Xi,t ∈ R — a random variable
sampled from PXi , independently from previous rounds — where i is the selected arm and PXi
is a probability distribution — unknown to the agent — of mean µ∗i . The goal for the agent is to
maximize the cumulative reward over a total of T rounds (T may be unknown). The performance
metric of a policy is the regret, i.e., the expectation of the difference over T rounds of the cumu-
lative reward between the policy that always picked the arm with the highest expected reward and
the learning policy. MAB models the classical dilemma between exploration and exploitation, i.e.,
whether to continue exploring arms to obtain more information (and thus strengthen the confidence
in the estimates of the distributions PXi ), or to use the information gathered by playing the best arm
according to the observations so far.
In this paper, we study stochastic combinatorial multi-armed bandit (CMAB)
[Cesa-Bianchi and Lugosi, 2012], which is an extension of MAB where the agent selects a
super arm (or action) At ∈ A ⊂ P([n]) at each round t. The set A is the action space,
defined as a collection of subsets of the (base) arms. The kind of reward and feedback varies
depending on the problem at hand. We consider the semi-bandit setting, where the feedback
Preprint. Under review.
includes the outcomes of all base arms in the played super arm. Formally, the agent observes1
Xt ⊙ eAt , (Xi,tI{i ∈ At})i∈[n] and the reward, given the choice of At, is a function of µ∗ ⊙ eAt
(traditionally, the reward is linear and equal to eTAtµ
∗, but our analysis goes beyond this setting).
In recent years, CMAB has attracted a lot of interest (see e.g. Gai et al. [2012], Chen et al. [2013,
2016], Kveton et al. [2015], Wang and Chen [2017]), particularly due to its wide applications in
network routing, online advertising, recommender system, influence marketing, etc.
In CMAB, the whole joint distribution of the vector of outcomes X matters, contrary to standard
MAB where only the marginals are sufficient to characterize a problem instance. For example, the
following two extreme problem instances are distinct within the CMAB framework:
(i) Each PXi is sub-Gaussian and the arm distributions are mutually independent, i.e., PX =⊗i∈[n]PXi .
(ii) Each PXi is sub-Gaussian but the stochastic dependencies between the arm distributions
are “worst case”: the performance metric is the supremum of the regret over all possible
dependencies between the marginals.
Those two settings are indeed different as two different lower bounds on the asymptotic2 (in T )
regret can be derived. In particular, the regret scales as Ω(n log(T )/∆) for the setting (i), and as
Ω(mn log(T )/∆) for (ii), where∆ is the minimum gap in the expected reward between an optimal
super arm and any non-optimal super arm, and wherem , maxA∈A|A|.
Many CMAB policies are based on the Upper Confidence Bound (UCB) approach, extending the
classical UCB policy [Auer et al., 2002] from MAB to CMAB. This type of approach uses an op-
timistic estimate µt of µ
∗ (i.e., for which the reward function is overestimated), lying in a well-
chosen confidence region. For setting (ii), there exist UCB-style policies that match the lower bound
mentioned above. An example of such policy is Combinatorial Upper Confidence Bound (CUCB)
[Chen et al., 2013, Kveton et al., 2015], that uses a Cartesian product of the individual confidence
intervals of each arm as a confidence region. For setting (i), Combes et al. [2015] provided the
UCB-style policy Efficient Sampling for Combinatorial Bandit (ESCB), that uses the assumption of
mutual independence between arm distributions in order to build a tighter ellipsoidal confidence re-
gion around the empirical mean, which helps to better restrict the exploration. Degenne and Perchet
[2016b] gave the following generalization of setting (i):
(iii) The joint probability PX isC-sub-Gaussian, for a positive semi-definite matrixC  0, i.e.,
E
[
eλ
T(X−µ∗)
]
≤ eλTCλ/2, for all λ ∈ Rn.
In this case, they provided a policy leveraging this additional assumption and such that it reduces
to ESCB in the specific case of diagonal matrixC, with a regret bound of O(log2(m)n log(T )/∆))
(so it matches the above lower bound up to a polylogarithmic factor in m). We refer the reader to
Table 1 for an overview of the above regret (lower) bounds.
In some CMAB problems, the action spaceA and the reward function are simple enough for the ex-
istence of an exact oracle that takes as input a vector µ ∈ Rn and outputs the solution of the combi-
natorial problem (associated to the mean vector µ), with a polynomial time complexityO(poly(n)).
Under this assumption (referred to as Assumption 1), CUCB, that plays the action At = Oracle(µt)
at round t, is efficient to implement, and has a O(poly(n)) time complexity per round. In that case,
the setting (ii) is therefore essentially solved. On the other hand, this is not true for the settings
(i) and (iii), as ESCB needs to solve a difficult combinatorial problem in each round (NP-Hard in
general [Atamtürk and Gómez, 2017]).
The inefficiency of ESCB triggered some attempts to implement an efficient version: Perrault et al.
[2019] proposed an efficient approximation method for implementing ESCB in the case the action
space has a matroid structure: they prove a time complexity of O(poly(n)) while keeping the same
1Henceforth, we typeset vectors in bold and indicate components with indices, i.e., a = (ai)i∈[n] ∈ R
n.
We also let ei be the i
th canonical unit vector of Rn, and define the incidence vector of any subset A ⊂ [n] as
eA ,
∑
i∈A
ei.We denote by a ⊙ b , (aibi) the Hadamard product of two vectors a and b.
2We recall here the fact that in MAB, whether the horizon T is known or not is not really relevant as
algorithms can be easily adapted Degenne and Perchet [2016a].
2
Table 1: Factor in front of n log(T )/∆ in the regret bound (O(·) for upper bounds), computation-
ally inefficient policies are printed with a subscript ∗, setting (iii) is for C diagonal, CLIP CTS-
GAUSSIAN is for linear reward functions, and with only λ ∈ Rn+ in (iii). Our results are printed
in bold, see Theorem 1, Theorem 2, Theorem 3 related to CTS-BETA, CTS-GAUSSIAN, CLIP CTS-
GAUSSIAN respectively.
CUCB ESCB∗ CTS-BETA CTS-GAUSSIAN CLIP CTS-GAUSSIAN Lower bound
(i) m log2(m) log2(m) log2(m) log2(m) Ω(1)
(ii) m m - log2(m)m m Ω(m)
(iii) m log2(m) - log2(m) log2(m) Ω(1)
regret rate. However, this improvement is mitigated by the fact that CUCB reaches the optimal
regret rate O(n log(T )/∆) for the special case of matroid semi-bandits [Anantharam et al., 1987,
Kveton et al., 2014, Talebi and Proutiere, 2016]. Recently, Cuvelier et al. [2020] provided another
approach for approximating ESCB for a wide variety of action spaces, including the matching bandit
setting [Gai et al., 2010] and the online shortest path problem [Liu and Zhao, 2012], where CUCB is
not known to be better than ESCB. However, their policies are still computationally expensive when
T is large, since the time complexity at round t is of orderO(t · poly(n)).
Another line of research is to find an efficient alternative to ESCB. One of the most promis-
ing candidate is Thompson Sampling (TS). Although introduced much earlier by Thompson
[1933], the theoretical analysis of TS for frequentist MAB is quite recent: Kaufmann et al. [2012],
Agrawal and Goyal [2012] gave a regret boundmatching the UCB policy theoretically. Moreover, TS
often performs better than UCB in practice, making TS an attractive policy for further investigations.
For CMAB, TS extends to Combinatorial Thompson Sampling (CTS). In CTS, the unknown mean
µ∗ is associated with a belief (a prior distribution) updated to a posterior with the Bayes’rule, each
time a feedback is received. In order to choose an action at round t, CTS draws a sample θt from
the current belief, and plays the action given by Oracle(θt). CTS is an attractive policy because
its time complexity is O(poly(n)) under Assumption 1. Recently, for the setting (i) with bounded
outcomes, Wang and Chen [2018] proposed an analysis of CTS-BETA, which is CTS where the prior
distribution is chosen to be a product of n Beta distributions. They proved two regret upper bounds
depending on the class of reward functions:
O
(
n
√
m log(T )
∆
)
in the linear case andO
(
nm log(T )
∆
)
in the general case. (1)
Although the aforementioned upper bound in the linear reward case outperforms the one of CUCB,
it doesn’t match the one of ESCB. To summarize, and despite many efforts, the existence of a policy
that is both optimal (up to a polylogarithmic factor in m) and efficient in the setting (i) or (iii) is
still an open problem, which we tackle in this paper.
Further related work We refer the reader to Wang and Chen [2018] for further related work
on TS for combinatorial bandits, and particularly for Gopalan et al. [2014], that provided a fre-
quentist high-probability regret bounds for TS with a general action space and a general feedback
model — Komiyama et al. [2015], that investigated TS for the m-sets action space — Wen et al.
[2015], that studied TS for contextual CMAB problems, using the Bayesian regret metric (see also
Russo and Van Roy [2016]).
1.1 Contributions
We first improve the result of Wang and Chen [2018] by providing the regret upper bound
O(log2(m)n log(T )/∆) for CTS-BETA in the setting (i) with bounded outcomes. This bound is
valid even for non linear reward functions. Our main contribution is a regret bound for the set-
ting (iii). We propose an efficient policy called CTS-GAUSSIAN, that is CTS where the prior distri-
bution is chosen to be a multivariate Gaussian. An analysis of CTS-GAUSSIAN allows us to obtain a
regret bound reducing toO(log2(m)n log(T )/∆) for a diagonal sub-Gaussian matrix. When the re-
ward function is linear, we generalize the setting (iii) assuming only λ ∈ Rn+. This allows us to get
rid of negative correlations between the outcomes, and focus on positive correlations. We propose
in this setting the policy CLIP CTS-GAUSSIAN, where the score is truncated from below with the
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Algorithm 1 CTS-BETA
Initialization: For each arm i, let ai = bi = 1.
For all t ≥ 1:
Draw θt ∼ ⊗i∈[n]Beta(ai, bi), and play At = Oracle(θt).
Get the observationXt ⊙ eAt , and drawYt ∼ ⊗i∈AtBernoulli(Xi,t).
For all i ∈ At update ai ← ai + Yi,t and bi ← bi + 1− Yi,t.
empirical mean, and from above with the UCB. Truncations from above are not necessary, but can
limit optimism, especially when positive correlations are significant. We obtain an improved regret
bound for CLIP CTS-GAUSSIAN, where negative correlations no longer appear in the regret bound
and where, in setting (ii), the extra log2(m) factor present in the regret bound of CTS-GAUSSIAN
disappears. All these results are summarized and compared to other state-of-the-art policies in Ta-
ble 1.
2 Model
CMAB is formally introduced as follows. Consider a random process (Xt)
iid∼ PX, where PX is a
distribution — unknown to the agent — of random vectors in Rn, with unknown mean µ∗. At each
round t ∈ [T ], the agent chooses a super arm (or action) At ∈ A ⊂ P([n]) based on the history
of observationsHt , σ
(
X1 ⊙ eA1 , . . . ,Xt−1 ⊙ eAt−1
)
and a possible extra source of randomness
(we denote by Ft the filtration containing Ht and the extra randomness of round t — in particular,
At ∈ Ft). The feedback received is thenXt ⊙ eAt and the associated expected reward of the agent
at that stage is r(At,µ
∗), for some known function r. The objective of the agent is to minimize the
regret, defined for a policy π as
∀T ≥ 1, RT (π) , E
[
T∑
t=1
∆t
]
,
where∆t , ∆(At) , r(A
∗,µ∗)− r(At,µ∗) with A∗ ∈ argmaxA′∈A r(A′,µ∗). As stated in the
introduction, we will assume the following:
Assumption 1. The agent has access to an oracle with a time complexityO(poly(n)) such that for
any mean vector µ, Oracle(µ) ∈ argmaxA∈A r(A,µ).
As in Chen et al. [2016], we assume that the function r satisfies the following smoothness property.
Assumption 2. There exists a constant B, such that for every super arm A ∈ A and every pair of
mean vectors µ and µ′, |r(A,µ)− r(A,µ′)| ≤ B‖eA ⊙ (µ− µ′)‖1.
For an arm i ∈ [n], we define the number of time i has been chosen at the beginning of round t as
Ni,t−1 ,
∑
t′∈[t−1] I{i ∈ At′}. We also define the following quantities, that will be useful in the
expression of an upper bound on the regret:
m∗ , minA∈argmaxA′∈A eTA′µ
⋆ |A| is the minimum size of an optimal action,
∆i,min , minA∈A, ∆(A)>0, i∈A∆(A), is the minimal gap of an action containing i ∈ [n],
∆min , mini∈[n]∆i,min, is the minimal arm-gap and
∆max , maxA∈A∆(A) is the maximal gap.
3 Regret bound for CTS-BETA in setting (i)
In this section, we consider the following assumption on top of the CMAB setting from section 2.
Assumption 3. The outcomesXi are bounded (in [0, 1], w.l.o.g.), and are mutually independent.
For this problem, we consider CTS-BETA in Algorithm 1, which is described as follows. The prior
is set to be a product of n beta distributions (being thus uniform over [0, 1] initially). Notice, this
prior is conjugate to a product of Bernoulli distributions. After the agent get an observation Xi,t,
it first binarizes it by sampling Yi,t ∼ Bernoulli(Xi,t) (the regret of the problem defined by the
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Algorithm 2 CTS-GAUSSIAN
Input: The vectorD, and a parameter β > 1.
Initialization: Play each arm once (if the agent knows that µ∗ ∈ [a, b]n, this might be skipped)
For every subsequent round t:
Draw θt ∼ ⊗i∈[n]N
(
µi,t−1, N
−1
i,t−1βDi
)
(θi,t ∼ U [a, b] if Ni,t−1 = 0).
Play At = Oracle(θt).
Get the observationXt ⊙ eAt , and update µt−1 and counters accordingly.
observations Yi,t is the same because E[Yi,t] = µ
∗
i ). Then the prior is updated using Bayes’ rule
with each sample Yi,t. When choosing a super arm at round t, the agent draws θt from the beta
belief, and then plugged it into the oracle, which outputs the super arm At to play.
The main result of this section is Theorem 1, that improves the regret bound of Wang and Chen
[2018] for CTS-BETA.
Theorem 1. The policy π described in Algorithm 1 has regret RT (π) of order
O
∑
i∈[n]
B2 log2(m) log(T )
∆i,min
·
The proof of Theorem 1, as well as the complete non-asymptotic upper-bound is postponed to Ap-
pendix A. Our analysis incorporates two novelties that we detail in the two following paragraphs.
An improved leading term (cf. Step 3 of the proof of Theorem 1 in Appendix A) We de-
fine the empirical average of each arm i ∈ [n] at the beginning of round t as µi,t−1 ,∑
t′∈[t−1]
I{i∈At′}Yi,t′
Ni,t−1
. Notice that this empirical average definition differs from the one that is
classically used in CMAB, since samples Yi,t′ are used rather thanXi,t′ . The improved dependence
inm in the leading term of Theorem 1 (compared to Equation 1) is a consequence of two ingredients.
The first is the following concentration inequality (see Appendix A, Lemma 2), which improves that
of Wang and Chen [2018] by extending it to the case of non-linear reward. Indeed, we rather control
the ℓ1 norm in this case, instead of the ℓ∞-norm, which leads to a tighter bound.
P
∥∥eAt ⊙ (θt − µt−1)∥∥1 ≥
√
1
2
log(|A|2mT )
∑
i∈At
1
Ni,t−1
∣∣∣∣∣∣Ht
 ≤ 1/T. (2)
The second ingredient is a more careful handling of the square-root term in the above probability,
based on a method similar to the one in Degenne and Perchet [2016b].
T -independent term (cf. Step 4 of the proof of Theorem 1 in Appendix A) Similarly to
Wang and Chen [2018], our regret bound also contains an exponential term that is constant in T .
Note, however that the term of Wang and Chen [2018] is of order O(ε−2m∗−2), whereas ours is of
orderO(ε−4m∗−2), where ε ∈ (0, 1) is of order∆min/(m∗)2. This discrepancy is due to the correc-
tion of a minor negligence inaccuracy in their Lemma 7, where they assume, at the end of the proof,
that one could decorrelate the counters from the outcomes received. We manage to circumvent this
issue by doing a careful union bound over the counters. It is this union bound that brings a larger
dependence in this constant term. An additional discussion is deferred to the end of Appendix A.
4 Regret bound for CTS-GAUSIAN in setting (iii)
In this section, we consider the setting from section 2, with a more general sub-Gaussian family
forX ∈ Rn. More precisely, we make the following similar assumption as in Degenne and Perchet
[2016b]. Proposition 1 gives two examples included in this assumption (see Appendix B for a proof).
Assumption 4. There exists a vectorD , (D1, . . . , Dn) ∈ Rn+ known to the agent such that
∀A ∈ A, ∀λ ∈ Rn s.t. λ = λ⊙ eA, E
[
eλ
T(X−µ⋆)
]
≤ eλTD⊙λ/2.
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Proposition 1. Assumption 4 encompasses the κ2i -sub Gaussian outcomes with worst case depen-
dencies between the arm distributions, taking Di = κ
2
im. It also captures C-sub-Gaussian out-
comes with a known sub-Gaussian matrix C (setting (iii)), takingDi = maxA∈A, i∈A
∑
j∈A|Cij |.
For the above setting, we provide CTS-GAUSSIAN in Algorithm 2, where we define the empirical
mean of arm i at round t ≥ 1 as µi,t−1 ,
∑
t′∈[t−1]
I{i∈At′}Xi,t′
Ni,t−1
. This algorithm is comparable
to Algorithm 1 but considers a Gaussian prior for each arm. Notice, the Gaussian family is self-
conjugate, so except in the Gaussian-outcomes case, we do not rely on exact conjugated prior here.
Although this is not surprising — since it is known that TS can work without exact conjugate prior
with respect to the outcomes— obtaining an upper bound on the regret of the policy CTS-GAUSSIAN
is non-trivial and constitutes our main contribution. We state our main result in Theorem 2.
Theorem 2. The policy π described in Algorithm 2 has regret RT (π) of order
O
∑
i∈[n]
B2Di log
2(m) log(T )
∆i,min
·
The proof of Theorem 2, as well as the complete non-asymptotic upper-bound is postponed to Ap-
pendix C. Nonetheless, in the following paragraphs, we provide some insights and highlight the
novelty of our analysis.
Main proof challenges In the setting of the previous section, the outcomes are in [0, 1] and an
important step in Algorithm 1 was to transform the outcomes into binary variables in order to be
consistent with the posterior. Here, we cannot transform the outcomes into Gaussian variables in the
same way, which poses the main technical challenge to address in our analysis.
Stochastic dominance Before providing details, first recall that the standard analysis (in the case
of a factorized prior, that we have here3) consists in bounding the expected number of rounds needed
for the sample θt to be close to the true mean µ
∗ on a certain set Z ⊂ A∗, i.e., for the event
{‖(µ∗ − θt)⊙ eZ‖∞ > ε} to happens. We let Tt(Z) denote the complementary event. As for the
proof of Theorem 1, we can condition on the history to rewrite this expected number of rounds and
then upper bound it as
E
∑
t≥1
(t− 1)P[¬Tt(Z)|Ht]
t−1∏
j=1
P[Tj(Z)|Hj ]

≤ E
[
sup
t≥1
1
P[¬Tt(Z)|Ht]
]
− 1 ≤
∑
Z′⊂Z, Z′ 6=∅
E
[
sup
t≥1
∏
i∈Z′
(
1
P[ |θi,t − µ∗i | ≤ ε|Ht]
− 1
)]
.
Now, using the fact that the conditional distribution of θi,t − µi,t−1 is symmetric and depends only
on the counterNi,t−1, we obtain that the probability P[ |θi,t − µ∗i | ≤ ε|Ht] is a monotonic function
of the deviation
∣∣µi,t−1 − µ∗i ∣∣. Let us emphasize that this property of the Gaussian prior used is
crucial and that it is not obvious to transfer the same technique to a beta prior. To sum up, we
have to control a term of the form E
[
supt≥1
∏
i∈Z′ gi
(∣∣µi,t−1 − µ∗i ∣∣)], where gi are non-negative
increasing functions. Our approach is to prove that
(∣∣µi,t−1 − µ∗i ∣∣)i is weakly stochastically domi-
nated by
(√
βDi
Ni,t−1
|ηi|
)
i
, where η ∼ ⊗iN (0, 1), which is the same vector but where the empirical
mean is built with Gaussian outcomes instead. We recall two equivalent definitions of U is weakly
stochastically dominated byV, see Shaked and Shanthikumar [2007] for more details and properties
of dominances,
• For all non-negative, non-increasing functions fi, it holds E[
∏
i fi(Ui)] ≤ E[
∏
i fi(Vi)].
• For any vector x, it holds P[U ≥ x] ≤ P[V ≥ x].
3In practice, for C-sub Gaussian outcomes, the choice N
(
µt−1,
(
CijNij,t−1N
−1
i,t−1N
−1
j,t−1
)
ij
)
for the
prior where Nij,t−1 ,
∑
t′∈[t−1]
I{i ∈ At′}I{j ∈ At′} may be preferred.
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The first point applied to gi’s (and up to the supremum over t) is a simple way to obtain the afore-
mentioned wanted control. Thus, it’s enough to prove the second point, which is a consequence of
the sub-Gaussianity of outcomes given by Assumption 4 and some concentration inequality. Finally,
we circumvent the supremum over t ≥ 1 issue thanks to Doob’s optional sampling theorem for
non-negative super-martingales (see Durrett [2019], Theorem 5.7.6).
4.1 CLIP CTS-GAUSSIAN for the linear reward case
In this subsection, we make the following assumptions on top of section 2.
Assumption 5. The reward function is linear, defined as r(A,µ) , eTAµ.
Assumption 6. The agent knows a matrix Γ  0 s.t. ∀λ ∈ Rn+, E
[
eλ(X−µ
∗)
] ≤ eλTΓλ/2.
Notice that Assumption 6 slightly generalises the setting from Degenne and Perchet [2016b]. Re-
quiring λ ∈ Rn+ allows us to take Di = maxA∈A, i∈A
∑
j∈A(0 ∨ Γij), so that negative corre-
lations are no longer harmful. Di can still be too large (and thus θt might be over-sampled),
so we cap θt with the score µt used by CUCB. The resulting policy is CLIP CTS-GAUSSIAN,
where the score θt is replaced by µt−1 ∨ θt ∧ µt before we plug it into Oracle, where µi,t =
µi,t−1 +
√
Γii
2(log(t)+4 log log(t))
Ni,t−1
. CLIP CTS-GAUSSIAN enjoys the following regret bound.
Theorem 3. The policy CLIP CTS-GAUSSIAN has regret of order
O
∑
i∈[n]
(
Di log
2(m) ∧mΓii
)
log(T )
∆i,min
.
Not onlyDi is improved through the above relaxation, but also, the leading term is never worst than
the one of CUCB. The proof and the complete non-asymptotic upper-bound is delayed to AppendixD.
We note that we rely heavily on reward linearity to analyse this clip version, not only using monotony
to restrict the controls to the Rn+ directions (and thus to cap from bellow the sample by the empirical
mean), but also using the oracle’s invariance property Oracle(µ) = Oracle
(
µ+ δ ⊙ eOracle(µ)
)
,
with δ ≥ 0, to cap the sample from above by the UCB.
Comparison with the ESCB analysis of Degenne and Perchet [2016b] The leading term in the
regret bound given from Theorem 3 is comparable to the one for ESCB from Degenne and Perchet
[2016b]. Indeed, we recall that they obtained a factor of order Γii
(
(1 − γ) log2(m) + γm), with
γ , maxA∈Amax(i,j)∈A2,i6=j(0 ∨ Γij)/
√
ΓiiΓjj , where we have
(
Di log
2(m) ∧mΓii
)
. When
γ ∈ {0, 1} (this is the case when we are in the settings (i) and (ii) respectively), these two terms
coincide. When γ ∈ (0, 1), they are incomparable in general. We can still see that our variance term
Di is always lower than their Γii((1− γ) + γm), i.e., that our bound rate is lower than log2(m)
times theirs.
5 Experiments
The shortest path problem We compare our CTS policies to CUCB and CUCB-KL, for the short-
est path problem on the road chesapeake network [Rossi and Ahmed, 2015]. This network contains
39 nodes and n = 170 edges. A is the set of paths from an origin to a destination in the net-
work. We choose a linear reward, so that an efficient Oracle exists for this problem. We choose
µ∗ uniformly in [−1, 0]n and then normalize its sum so that ∑i µ∗i = −s, where s is unknown
to the agent. The parameter s stands for the global network traffic (e.g., the total number of vehi-
cles in the network). We run two experiments, one with−X ∼ ⊗iBernoulli(−µ∗i ) and another with−X ∼ ⊗iBernoulli(−µ∗i ) conditionally on
∑
iXi = −s. They are presented in Figure 1. Since the
outcomes are not mutually independent in this last experiment, we use (CLIP) CTS-GAUSSIAN rather
than CTS-BETA, where we takeDi = 1/4, using that for any λ ∈ Rn+, E
[
eλ
T
X
]
≤∏i∈[n] E[eλiXi]
(see e.g., Borcea et al. [2009], corollary 4.18). It is clear from the experiments that CTS policies
outperform both CUCB and CUCB-KL. In the second experiment, we see that CLIP CTS-GAUSSIAN
and CTS-GAUSSIAN are very similar — which is not surprising becauseDi is not large here (unlike
in the next experiment) — and that for a small s, CUCB-KL becomes competitive, since the kl is
much larger than the quadratic divergence in that case.
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Figure 1: Cumulative regret (averaged over 50 simulations) for the shortest path problem. Top:
with mutually independent outcomes, taking the opposite sum of means being s = 70, 90, 110, 130
respectively. Bottom: with correlated outcomes, taking the opposite sum of outcomes being s =
70, 90, 110, 130 respectively.
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Figure 2: Cumulative regret (averaged over 50 simulations) for the matching problem with Gaussian
outcomes, taking c = −1/n, 0.2, 0.5, 1 respectively.
Comparison to ESCB for the matching problem We consider here a comparison between (CLIP)
CTS-GAUSSIAN, CUCB and ESCB (we refer the reader to Wang and Chen [2018] for a comparison
between CTS-BETA and ESCB). Since ESCB is computationally intractable, we limit ourselves to
a toy matching problem on the complete bipartite graphs K4,4, with X ∼ N (µ∗, (cI{i 6= j} +
I{i = j})ij), where this covariance is known to the agent. Our results are shown in Figure 2, where
we observe that CLIP CTS-GAUSSIAN (resp. ESCB) is slightly better for c small (resp. large), thus
reaching the best of both worlds. This is because a large c forces CLIP CTS-GAUSSIAN to oversample
(as evidenced by CTS-GAUSSIAN whose performance is even worse than CUCB for c = 1). We also
recorded the computation time for larger instances (see Table 2), and observe the efficiency of CUCB
and CLIP CTS-GAUSSIAN compared to ESCB.
Table 2: Computation time per round (ms), with c = 0.3, T = 100, averaged over 5 simulations.
K3,3 K4,4 K5,5 K6,6 K7,7 K8,8
CUCB 0.39 0.64 1.23 1.65 2.45 3.88
CLIP CTS-GAUSSIAN 0.50 0.80 1.75 1.79 3.30 5.42
ESCB 0.45 1.93 10.3 75.6 541 4694
6 Conclusion and future work
In this paper, we have provided the first efficient policies having an optimal regret bound for a
wide spectrum of problems instances for CMAB with semi-bandit feedback. Our approach also
answers the question of finding an analysis for CTS under correlated arm distributions. There are
several possible extensions that could be considered as future work. For example, it would be
8
interesting to have an analysis of CTS with a correlated (Gaussian) prior. Indeed, apart from the
empirical gain, this would open up the possibility of estimating the covariance matrix for use in
the prior distribution. Further relevant results would be an analysis of CTS-BETA without the mutual
independence of outcomes, or also an improved concentration bound for a sum of independent betas,
relying on the kl rather than using the sub-Gaussianity. This latter result would thus show that CTS-
BETA dominates CUCB-KL, which is empirically observed.
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A Proof of Theorem 1
We first restate the complete non-asymptotic upper-bound as follows.
Theorem. The policy π described in Algorithm 1 has regret RT (π) bounded by
16 log22(16m)
∑
i∈[n]
B2log(2m|A|T )
∆i,min
+∆max(1 + n)+
nm2∆max(
∆min
2B − (m∗2 + 1)ε
)2+∆max Cε2
(
C′
ε4
)m∗
,
where C,C′ are two universal constants, and ε ∈ (0, 1) is such that∆min/(2B)− (m∗2+1)ε > 0.
A.1 Preliminary lemmas
In order to prove Theorem 1, we modify two lemmas from Wang and Chen [2018]: first, in their
Lemma 3, we replace ε by∆min/(2B)− (m∗2 + 1)ε > 0, which gives the following Lemma 1.
Lemma 1. In Algorithm 1, for any arm i, we have
E
[∣∣∣∣t ∈ [T ], i ∈ At, |At| · ∣∣µi,t−1 − µ∗i ∣∣ > ∆min2B − (m∗2 + 1)ε
∣∣∣∣] ≤ 1+(∆min2mB − (m∗2 + 1)εm
)−2
.
Then, we modify Lemma 4 from Wang and Chen [2018] as follows, leveraging on the mutual inde-
pendence of θ1,t, . . . , θn,t to get a tighter confidence region for the sample θt.
Lemma 2. In Algorithm 1, for all round t, we have
P
∥∥eAt ⊙ (θt − µt−1)∥∥1 ≥
√
1
2
log(|A|2mT )
∑
i∈At
1
Ni,t−1
∣∣∣∣∣∣Ht
 ≤ 1/T.
Proof. From [Marchal et al., 2017], the Beta random variable from θi,t is sub-Gaussian with vari-
ance 1/(4Ni,t−1). Thus, defining the functions
αt(A) ,
√
1
2
log(|A|2mT )
∑
i∈A
1
Ni,t−1
, and λt(A) ,
4αt(A)∑
i∈A 1/Ni,t−1
,
we have
P
[∥∥eAt ⊙ (θt − µt−1)∥∥1 ≥ αt(At)∣∣Ht] ≤ ∑
A∈A
P
[∥∥eA ⊙ (θt − µt−1)∥∥1 ≥ αt(A)∣∣Ht]
≤
∑
A∈A
e−λt(A)αt(A)E
[
eλt(A)‖eA⊙(θt−µt−1)‖1
∣∣∣Ht]
≤
∑
A∈A
e−λt(A)αt(A)
∏
i∈A
E
[
eλt(A)|θi,t−µi,t−1|
∣∣∣Ht]
≤
∑
A∈A
e−λt(A)αt(A)
∏
i∈A
E
[
eλt(A)(θi,t−µi,t−1) + eλt(A)(µi,t−1−θi,t)
∣∣∣Ht]
≤
∑
A∈A
2|A|e−λt(A)αt(A)e
λt(A)
2
∑
i∈A
1/(8Ni,t−1) ≤ 1/T.
A.2 Main proof
With the two lemmas from the previous subsection, we are ready to demonstrate Theorem 1. We
consider the following events.
• Zt , {∆t > 0}
• Bt ,
{∃i ∈ At, |At| · ∣∣µi,t−1 − µ∗i ∣∣ > ∆min/(2B)− (m∗2 + 1)ε}
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• Ct ,
{‖eAt ⊙ (θt − µ∗)‖1 > ∆t/B − (m∗2 + 1)ε}
• Dt ,
{∥∥eAt ⊙ (θt − µt−1)∥∥1 ≥√0.5 · log(|A|2mT )∑i∈At 1/Ni,t−1}.
We break down our analysis into 4 steps. The main novelties are in the last two steps: Step 3
gives us the tighter dependence in m, and Step 4, that contains the main difficulties, gives the new
exponential constant term.
Step 1: bound under Zt ∧Bt By Lemma 1,∑
t∈[T ]
E[∆tI{Zt ∧Bt}] ≤ ∆max
∑
i∈[n]
E
[∣∣∣t ∈ [T ], i ∈ At, |At| · ∣∣µi,t−1 − µ∗i ∣∣ > ∆min/(2B)− (m∗2 + 1)ε∣∣∣]
≤ n∆max
(
1 +
(
∆min
2mB
− (m
∗2 + 1)ε
m
)−2)
.
Step 2: bound under Zt ∧ ¬Bt ∧ Ct ∧Dt By Lemma 2,∑
t∈[T ]
E[∆(At)I{Zt ∧ ¬Bt ∧ Ct ∧Dt}] ≤ ∆max
∑
t∈[T ]
E[P[Dt|Ht]] ≤ ∆max
∑
t∈[T ]
1/T = ∆max.
Step 3: bound under Zt ∧ ¬Bt ∧ Ct ∧ ¬Dt
∆t/B ≤ ‖eAt ⊙ (θt − µ∗)‖1 +
(
m∗2 + 1
)
ε Ct
≤ ∥∥eAt ⊙ (θt − µt−1)∥∥1 + ∥∥eAt ⊙ (µt−1 − µ∗)∥∥1 + (m∗2 + 1)ε
≤ ∥∥eAt ⊙ (θt − µt−1)∥∥1 +∆min/(2B)− (m∗2 + 1)ε+ (m∗2 + 1)ε ¬Bt
≤ ∥∥eAt ⊙ (θt − µt−1)∥∥1 +∆t/(2B) Zt
≤
√
1
2
log(|A|2mT )
∑
i∈At
1
Ni,t−1
+∆t/(2B). ¬Dt
So we have that the following event holds
At ,
∆t ≤ B
√
2log(|A|2mT )
∑
i∈At
1
Ni,t−1
.
We can thus apply Theorem 4 (see Appendix E) to get the bound∑
t∈[T ]
E[∆tI{Zt,¬Bt,Ct,¬Dt}] ≤
∑
t∈[T ]
E[∆tI{At}]
≤ 32B2 log22(4
√
m)
∑
i∈[n]
∆−1i,min2log(|A|2mT ).
Step 4: bound under Zt ∧ ¬Ct We consider the following events for a subset Z ⊂ [n]
R(θ′, Z) ,
{
Z ⊂ Oracle(θ′), ∥∥eOracle(θ′) ⊙ (θ′ − µ∗)∥∥1 > ∆(Oracle(θ′))− (k∗2 + 1)ε}
St(Z) ,
{∀θ′ s.t. ∥∥(µ∗ − θ′)⊙ eZ∥∥∞ ≤ ε, R(θ′ ⊙ eZ + θt ⊙ eZc , Z) holds}
Tt(Z) , {‖(µ∗ − θt)⊙ eZ‖∞ > ε}.
We can state the three following lemmas. Note that Lemma 3 is exactly the Lemma 1 from
Wang and Chen [2018]. The other two replace their Lemma 7.
Lemma 3. In Algorithm 1, for all round t, we have
Zt,¬Ct ⇒ ∃Z ⊂ A∗, Z 6= ∅ s.t. the eventSt(Z) ∧ Tt(Z) holds.
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Lemma 4. Given Z ⊂ A∗, Z 6= ∅, let τq be the round at which St(Z) ∧ ¬Tt(Z) occurs for the
q-th time, and let τ0 = 0. Then, in Algorithm 1, we have
E
 τq+1∑
t=τq+1
I{St(Z),Tt(Z)}
 ≤ E[ sup
τ≥τq+1
∏
i∈Z
1
P[ |θi,τ − µ∗i | ≤ ε|Hτ ]
]
− 1.
Lemma 5. In Algorithm 1, we have
E
[
sup
τ≥τq+1
∏
i∈Z
1
P[ |θi,τ − µ∗i | ≤ ε|Hτ ]
]
− 1 ≤
{ (
cε−4
)|Z|
for every q ≥ 0
e−ε
2q/8
(
c′ε−4
)|Z|
if q > 8/ε2,
where c and c′ are two universal constants.
These lemmas allow us to get a constant regret under the event Zt ∧ ¬Ct. Indeed, we have from
Lemma 3 that∑
t∈[T ]
E[∆tI{Zt ∧ ¬Ct}] ≤ ∆max
∑
Z⊂A∗, Z 6=∅
E
∑
t∈[T ]
I{St(Z) ∧ Tt(Z)}

= ∆max
∑
Z⊂A∗, Z 6=∅
∑
q≥0
E
 τq+1∑
t=τq+1
I{St(Z),Tt(Z)}
.
Lemma 4 and 5 gives that the above is further upper bounded by
∆max
∑
Z⊂A∗, Z 6=∅
⌈8/ε
2⌉−1∑
q=0
(
cε−4
)|Z|
+
∑
q≥⌈8/ε2⌉
e−ε
2q/8
(
c′ε−4
)|Z|
which is bounded by
∆max
C
ε2
(
C′
ε4
)m∗
,
where C and C′ are two universal constants. This concludes the proof of the theorem.
Proof of Lemma 4. Since St(Z),Tt(Z) are independent conditioned on the historyHt, the LHS is
E
∑
k≥1
(k − 1)P[¬Ttk,q(Z)∣∣Htk,q] k−1∏
j=1
P
[
Ttj,q(Z)
∣∣Htj,q]
,
where tk,q is the round t whereSt(Z) holds for the k-th time since the beginning of the round τq+1.
Within the expectation, one can recognize the expectation of a time-varying geometric distribution,
where the success probability of the k-th trial is P
[¬Ttk,q (Z)∣∣Htk,q ]. We can upper bound this
inner expectation by the expectation of a geometric distribution whose success probability
inf
τ≥τq+1
P[¬Tτ (Z)|Hτ ] = inf
τ≥τq+1
∏
i∈Z
P[ |θi,τ − µ∗i | ≤ ε|Hτ ]
is lower than all the success probabilities of the time-varying geometric distribution. This gives the
result by monotonicity of the expectation, and rewriting the expectation of the geometric distribution.
Proof of Lemma 5. For any arm i ∈ [n], ki ∈ N, we define pi,ki as the probability of
∣∣∣θ˜i,ki − µ∗i ∣∣∣ ≤
ε, where θ˜i,ki is a sample from the posterior of arm i when there are ki observations of arm i (i.e.,
pi,ki is a random variable measurable with respect to those ki independent draws of arm i). From
Lemma 5,6 in Wang and Chen [2018], we know that
E
[
1
pi,ki
]
≤
{
4/ε2 for every ki ≥ 0
1 + 6c′′ · e−ε2ki/2ε−2 + 2
eε
2ki/8−2
if ki > 8/ε
2,
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for some universal constant c′′. Since St(Z) ∧ ¬Tt(Z) implies that Z ⊂ At, we know that for
τ ≥ τq + 1, Ni,τ−1 ≥ q for all i ∈ Z . Using the mutual independence of outcomes, and the fact
that the distribution of θi,τ depends only on the history of arm i, we have
E
[
sup
τ≥τq+1
∏
i∈Z
1
P[ |θi,τ − µ∗i | ≤ ε|Hτ ]
]
− 1
= E
 sup
τ≥τq+1
∑
Z′⊂Z, Z′ 6=∅
∏
i∈Z′
(
1
P[ |θi,τ − µ∗i | ≤ ε|Hτ ]
− 1
)
≤
∑
Z′⊂Z, Z′ 6=∅
E
[∏
i∈Z′
sup
τ≥τq+1
(
1
P[ |θi,τ − µ∗i | ≤ ε|Hτ ]
− 1
)]
≤
∑
Z′⊂Z, Z′ 6=∅
E
∏
i∈Z′
∑
ki≥q
(
1
pi,ki
− 1
),
=
∑
Z′⊂Z, Z′ 6=∅
∏
i∈Z′
E
∑
ki≥q
(
1
pi,ki
− 1
).
From this point, there are two cases: If q > 8/ε2,
≤
∑
Z′⊂Z, Z′ 6=∅
∏
i∈Z′
∑
ki≥q
(
6c′′ · e−ε2k/2ε−2 + 2e−ε2k/8
(
1− 2e−ε2k/8
)−1)
≤
∑
Z′⊂Z, Z′ 6=∅
∏
i∈Z′
6c′′ · e−ε2q/2ε−2∑
k≥0
e−ε
2k/2 + 2e−ε
2q/8
(
1− 2e−ε2q/8
)−1∑
k≥0
e−ε
2k/8

=
∑
Z′⊂Z, Z′ 6=∅
∏
i∈Z′
(
6c′′ · e−ε2q/2ε−2
(
1− e−ε2/2
)−1
+ 2e−ε
2q/8
(
1− 2e−ε2q/8
)−1(
1− e−ε2/8
)−1)
≤
∑
Z′⊂Z, Z′ 6=∅
∏
i∈Z′
(
6c′′ · e−ε2q/2ε−2 · 2ε−2
(
1− e−1/2
)−1
+ 2e−ε
2q/8
(
1− 2e−1)−1 · 8ε−2(1− e−1/8)−1)
≤
∑
Z′⊂Z, Z′ 6=∅
e−|Z′|ε2q/8
(
12c′′ · e−3
(
1− e−1/2
)−1
· ε−4 + 16(1− 2e−1)−1ε−2(1− e−1/8)−1)|Z′|
≤ e−ε2q/8
(
12c′′ · e−3
(
1− e−1/2
)−1
ε−4 + 16
(
1− 2e−1)−1ε−2(1− e−1/8)−1 + 1)|Z|
≤ e−ε2q/8(c′ε−4)|Z|,
and if q ≤ 8/ε2,
≤
∑
Z′⊂Z, Z′ 6=∅
∏
i∈Z′
⌊8/ε
2⌋∑
k=q
(
4/ε2 − 1)+ ∞∑
k≥⌊8/ε2⌋+1
(
6c · e−ε2k/2ε−2 + 2e−ε2k/8
(
1− 2e−ε2k/8
)−1)
≤
∑
Z′⊂Z, Z′ 6=∅
∏
i∈Z′
(
36ε−4 + 12c · e−4
(
1− e−1/2
)−1
ε−4 + 16e−1
(
1− 2e−1)−1ε−2(1− e−1/8)−1)
≤ (cε−4)|Z|,
where c, c′ are two universal constant.
A.3 Discussion on the new exponential constant term (step 4 in the above proof)
We give here an explanation concerning the modification of Lemma 7 from Wang and Chen [2018].
First, we respectfully disagree with the end of their proof, where the expected number of time slots
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for St(Z) ∧ ¬Tt(Z) to occur is a weighted mean of expectations where the counters are fixed and
non-random. To obtain such a weighted mean, they have conditioned on the value of the counters.
However, counters depend on the chosen action, and thus on the outcomes previously obtained, so
conditioning on it would modify the expectation, since the term inside the expectation not only
depends on counters, but also on outcomes obtained so far. To illustrate more clearly this point, let
us focus on one arm i, and consider the extreme case where we get a new sample (i.e. the counter is
incremented) only if samples Yi,t previously obtained from i were all 0, say. Then conditioning on
the fact that the counter is incremented would remove all the randomness of samples Yi,t, and we
thus can’t consider an expectation on those samples as if their randomness was not impacted.
We now expose our approach to overcome this issue. We first rewrite the above mentioned expected
number of time slots as the expectation (over the history) of the expectation of a time-varying ge-
ometric distribution, where the time-varying success probability depends on the history. The inner
expectation can be bounded by the expectation of a geometric distribution whose success proba-
bility is the infimum over all the success probabilities of the time-varying geometric distribution.
Let’s note that this gives us the inverse success probability minus one, as in Wang and Chen [2018],
but that counters are still random. We use that this inverse probability can be factorized: from the
relation
∏
i∈A ai − 1 =
∑
A′⊂A, A′ 6=∅
∏
i∈A′(ai − 1), valid for any vector a = (ai) on a set A,
and from the mutual independence of outcomes, we’re reduced to bounding the expectation in the
one-dimensional case. To overcome the randomness of the counters, we use an union bound. It is
this union bound that brings a larger dependence on the constant term, because it forces us to look
at a sum of the form
∑
q
∑
k≥q xk, instead of a simply
∑
q xq . Let’s remark that Wang and Chen
[2018] use the eventual exponential decreasing of the sequence (xq) in order to get their final bound.
We manage to deal with the sequence
(∑
k≥q xk
)
instead, by noticing that the eventual exponen-
tial decreasing of the sequence (xq) implies the eventual exponential decreasing of the sequence(∑
k≥q xk
)
.
B Proof of Proposition 1
Assumption 4 encompasses κ2i -sub Gaussian outcomes with Di = κ
2
im for all i ∈ [n]. Indeed, let
λ = λ⊙ eA for some action A and observe that
E
[
eλ
T(X−µ⋆)
]
≤ E
[∑
i
|κiλi|
‖κ⊙ λ‖1
e
‖κ⊙λ‖1sign(λi)
Xi−µ
⋆
i
κi
]
≤ e‖κ⊙λ‖21/2 ≤ e‖κ⊙λ‖22|A|/2 ≤ e‖κ⊙λ‖22m/2.
The case ofC-sub-Gaussian outcomes with a known sub-Gaussian matrixC (i.e., E
[
eλ
T(X−µ⋆)
]
≤
eλ
T
Cλ/2 for all λ ∈ Rn) is also captured, taking4 Di = maxA∈A, i∈A
∑
j∈A|Cij |. Indeed, for an
action A,∑
i,j∈A
λiλjCij ≤
∑
i,j∈A
λ2i + λ
2
j
2
|Cij | =
∑
i∈A
λ2i
∑
j∈A
|Cij | ≤
∑
i∈n
λ2i max
A∈A, i∈A
∑
j∈A
|Cij |.
C Proof of Theorem 2
We beginning by stating the complete version of Theorem 2.
Theorem. The policy π described in Algorithm 2 has regret RT (π) bounded by
256 log22(4
√
m)
∑
i∈[n]
B2βDi log(2
m|A|T )
∆i,min
+∆max(1 + 2n)
+
nm2∆max(
∆min
2B − (m∗2 + 1)ε
)2 +∆max(Cε−2βmaxi Di)
(
C′√
β − 1ε
−4β3max
i
D2i
)m∗
,
where C,C′ are two universal constants, and ε ∈ (0, 1) is such that∆min/(2B)− (m∗2+1)ε > 0.
4This Di can be computed whenever linear maximization on A is efficient: for x high enough, we have
maxA∈A, i∈A
∑
j∈A
|Cij | = Cii − x + maxA∈A
∑
j∈A
(|Cij |I{j 6= i}+ xI{j = i}).
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For the proof of Theorem 2, we consider the same events as in the proof of Theorem 1, except for
the eventDt, that becomes
Dt ,
∥∥eAt ⊙ (θt − µt−1)∥∥1 ≥
√
2log(|A|2mT )
∑
i∈At
βDi/Ni,t−1
.
Step 1 is unchanged. Step 2 and Step 3 are modified only through the eventDt, using the following
modification of Lemma 2.
Lemma 6. In Algorithm 2, for all round t, we have that P[Dt|Ht] ≤ 1/T .
Proof. We rely on the fact that conditionally on the history, the sample θt is Gaussian of mean µt−1
and of diagonal covariance given by βDiN
−1
i,t−1. We thus define the functions
αt(A) ,
√
2log(|A|2mT )
∑
i∈A
βDi
Ni,t−1
, and λt(A) ,
αt(A)∑
i∈A βDi/Ni,t−1
,
we have
P
[∥∥eAt ⊙ (θt − µt−1)∥∥1 ≥ αt(At)∣∣Ht] ≤ ∑
A∈A
P
[∥∥eA ⊙ (θt − µt−1)∥∥1 ≥ αt(A)∣∣Ht]
≤
∑
A∈A
e−λt(A)αt(A)E
[
eλt(A)‖eA⊙(θt−µt−1)‖1
∣∣∣Ht]
≤
∑
A∈A
e−λt(A)αt(A)
∏
i∈A
E
[
eλt(A)|θi,t−µi,t−1|
∣∣∣Ht]
≤
∑
A∈A
e−λt(A)αt(A)
∏
i∈A
E
[
eλt(A)(θi,t−µi,t−1) + eλt(A)(µi,t−1−θi,t)
∣∣∣Ht]
≤
∑
A∈A
2|A|e−λt(A)αt(A)e
λt(A)
2
∑
i∈A
βDi/(2Ni,t−1) ≤ 1/T.
The final bound on the regret in Step 3 is obtained using the same derivation as in Theorem 1, which
gives the following leading term:
256 log22(4
√
m)
∑
i∈[n]
B2βDi log(2
m|A|T )
∆i,min
.
In the following, we consider the last step, consisting in bounding the regret under the event Zt and
¬Ct. From the initialization phase, we also assume that the event
Mt , {∀i ∈ [n], Ni,t−1 ≥ 1}
holds (the regret under the complementary event is clearly bounded by n∆max). If there is no
initialization, we can have q = 0 in the following, noticing that when θi,t is uniform on [a, b], then
the probability P[ |θi,t − µ∗i | ≤ ε|Ht] is equal to 2ε/(b− a).
Step 4: bound underMt ∧ Zt ∧ ¬Ct We use the independence of the prior, as for Theorem 1, to
obtain the following upper bound, usingMt to be able to start from q = 1.
∑
t∈[T ]
E[∆(At)I{Mt ∧ Zt ∧ ¬Ct}] ≤
∑
Z⊂A∗, Z 6=∅
∑
q≥1
E
 sup
τ≥τq+1
∑
Z′⊂Z, Z′ 6=∅
∏
i∈Z′
(
1
P[ |θi,τ − µ∗i | ≤ ε|Hτ ]
− 1
)
≤
∑
Z⊂A∗, Z 6=∅
∑
q≥1
∑
Z′⊂Z, Z′ 6=∅
E
[
sup
τ≥τq+1
∏
i∈Z′
(
1
P[ |θi,τ − µ∗i | ≤ ε|Hτ ]
− 1
)]
︸ ︷︷ ︸
(3)
.
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However, the expectation can’t be put inside the product since outcomes are not mutually indepen-
dent. We can still take a union bound on counters:
(3) ≤
∑
Z′⊂Z, Z′ 6=∅
∑
k∈[q..∞)Z′
E
[
sup
τ≥τq+1
I{∀i ∈ Z ′, Ni,τ−1 = ki}
∏
i∈Z′
(
1
P[ |θi,τ − µ∗i | ≤ ε|Hτ ]
− 1
)]
.
One can notice that for all i ∈ Z ′, all ki ≥ q, I{Ni,τ−1 = ki}
(
1
P[ |θi,τ−µ∗i |≤ε|Hτ ] − 1
)
is of the
form I{Ni,τ−1 = ki}gi
(∣∣µi,τ−1 − µ∗i ∣∣), with gi being an increasing function on R+. Indeed, we
see that the conditional distribution of θi,τ − µi,τ−1 is N
(
0, βDiN
−1
i,τ−1
)
, which is symmetric, so
we have
P[ |θi,τ − µ∗i | ≤ ε|Hτ ] = P
[ ∣∣θi,τ − µi,τ−1 + ∣∣µi,τ−1 − µ∗i ∣∣∣∣ ≤ ε∣∣Hτ ].
In addition, under I{Ni,τ−1 = ki}, the conditional distribution of θi,τ − µi,τ−1 does not depend on
the history, but only on ki. Therefore, the above probability is a function of
∣∣µi,τ−1 − µ∗i ∣∣ and so
the function gi exists. It is increasing on R+ because for any fixed σ > 0,
∂
∂x
∫ x+ε
x−ε
1√
2πσ2
e−
u2
2σ2 du =
1√
2πσ2
(
e−
(x+ε)2
2σ2 − e− (x−ε)
2
2σ2
)
< 0 for x > 0.
In particular, we can consider the inverse function g−1i . We now want to use a stochastic dominance
argument in order to treat the outcomes as if they were Gaussian: we have for any k ∈ [q..∞)Z′ ,
E
[
sup
τ≥τq+1
∏
i∈Z′
(
I{Ni,τ−1 = ki}gi
(∣∣µi,τ−1 − µ∗i ∣∣))
]
= E
[
sup
τ≥τq+1
∏
i∈Z′
(
I{Ni,τ−1 = ki}
∫ ∞
0
I
{
gi
(∣∣µi,τ−1 − µ∗i ∣∣) ≥ ui}dui)
]
≤
∫
u∈RZ
′
+
E
[
sup
τ≥τq+1
∏
i∈Z′
I{Ni,τ−1 = ki}I
{
gi
(∣∣µi,τ−1 − µ∗i ∣∣) ≥ ui}
]
du
=
∫
u∈RZ
′
+
E
[∏
i∈Z′
I{Ni,τ∗−1 = ki}I
{
gi
(∣∣µi,τ∗−1 − µ∗i ∣∣) ≥ ui}
]
du, (4)
where τ∗ is the first time τ such that the event I
{∀i ∈ Z ′, Ni,τ−1 = ki and gi(∣∣µi,τ−1 − µ∗i ∣∣) ≥ ui}
holds, and is∞ if it never holds.
(4) =
∫
u∈RZ
′
+
E
[∏
i∈Z′
I{Ni,τ∗−1 = ki}I
{
gi
(∣∣µi,τ∗−1 − µ∗i ∣∣) ≥ ui ∨ gi(0)}
]
du
=
∫
u∈RZ
′
+
E
[∏
i∈Z′
I{Ni,τ∗−1 = ki}I
{∣∣µi,τ∗−1 − µ∗i ∣∣ ≥ g−1i (ui ∨ gi(0))}
]
du
=
∫
u∈RZ
′
+
∑
s∈{−1,1}Z
′
E
[∏
i∈Z′
I{Ni,τ∗−1 = ki}I
{
si
(
µi,τ∗−1 − µ∗i
) ≥ g−1i (ui ∨ gi(0))}
]
︸ ︷︷ ︸
(5)
du
(5) ≤ P
exp
(∑
i∈Z′Ni,τ∗−1
(
sig
−1
i (ui∨gi(0))
Di
(
µi,τ∗−1−µ∗i
)− (g−1i (ui∨gi(0)))22Di
))
exp
(∑
i∈Z′
(g−1i (ui∨gi(0)))
2
ki
2Di
) ≥ 1, (Ni,τ∗−1)i∈Z′=k

≤ P
exp
(∑
i∈Z′ Ni,τ∗−1
(
sig
−1
i
(ui∨gi(0))
Di
(
µi,τ∗−1 − µ∗i
)− (g−1i (ui∨gi(0)))22Di
))
exp
(∑
i∈Z′
(g−1i (ui∨gi(0)))
2
ki
2Di
) ≥ 1

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≤
E
[
exp
(∑
i∈Z′ Ni,τ∗−1
(
sig
−1
i
(ui∨gi(0))
Di
(
µi,τ∗−1 − µ∗i
)− (g−1i (ui∨gi(0)))22Di
))]
exp
(∑
i∈Z′
(g−1i (ui∨gi(0)))
2
ki
2Di
)
=
E
[
exp
(∑τ∗−1
t=1
∑
i∈Z′∩At
(
sig
−1
i
(ui∨gi(0))
Di
(Xi,t − µ∗i )− (
g−1
i
(ui∨gi(0)))
2
2Di
))]
exp
(∑
i∈Z′
(g−1i (ui∨gi(0)))
2
ki
2Di
) .
From Assumption 4, we have that
Mτ = exp
(
τ−1∑
t=1
∑
i∈Z′∩At
(
sig
−1
i (ui ∨ gi(0))
Di
(Xi,t − µ∗i )−
(
g−1i (ui ∨ gi(0))
)2
2Di
))
is a supermartingale:
E[Mτ |Fτ−1] = Mτ−1E
exp
 ∑
i∈Z′∩Aτ−1
(
sig
−1
i (ui ∨ gi(0))
Di
(Xi,τ−1 − µ∗i )−
(
g−1i (ui ∨ gi(0))
)2
2Di
)
∣∣∣∣∣∣Fτ−1

≤Mτ−1.
Since τ∗ is a stopping time with respect to Fτ , we have from Doob’s optional sampling theorem for
non-negative supermartingales5 that E[Mτ∗ ] ≤ 1. Therefore,
(5) ≤ exp
(
−
∑
i∈Z′
(
g−1i (ui ∨ gi(0))
)2
ki
2Di
)
.
Now, we want to use the following fact (see Chang et al. [2011]): if η ∼ N (0, 1), then with β > 1,√
2e
π
√
β − 1
β
e−βx
2/2 ≤ P[|η| ≥ x].
Indeed, this gives√
2e
π
√
β − 1
β
exp
(
−
(
g−1i (ui ∨ gi(0))
)2
ki
2Di
)
≤ P
[
|ηi| ≥ g−1i (ui ∨ gi(0))
√
ki
βDi
]
,
where η ∼ N (0, 1)⊗Z′ . Thus,
(4) ≤
(√
π
2e
2β√
β − 1
)|Z′| ∫
u∈RZ
′
+
∏
i∈Z′
P
[√
βDi
ki
|ηi| ≥ g−1i (ui ∨ gi(0))
]
du
=
(√
π
2e
2β√
β − 1
)|Z′| ∫
u∈RZ
′
+
∏
i∈Z′
P
[
gi
(√
βDi
ki
|ηi|
)
≥ ui ∨ gi(0)
]
du
=
(√
π
2e
2β√
β − 1
)|Z′| ∫
u∈RZ
′
+
∏
i∈Z′
P
[
gi
(√
βDi
ki
|ηi|
)
≥ ui
]
du
=
(√
π
2e
2β√
β − 1
)|Z′| ∏
i∈Z′
∫ ∞
0
P
[
gi
(√
βDi
ki
|ηi|
)
≥ ui
]
dui
=
(√
π
2e
2β√
β − 1
)|Z′| ∏
i∈Z′
E
[
gi
(√
βDi
ki
|ηi|
)]
.
5We use the version that relies on Fatou’s lemma (Durrett [2019], Theorem 5.7.6), so that it is not needed to
have any additional condition on the stopping time τ∗.
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We now want to bound E
[
gi
(√
βDi
ki
|ηi|
)]
.We define α = 2 −√2, the unique solution in (1/2, 1)
of α − 1/2 = (α − 1)2/2. Notice that α − 1/2 ≥ 1/12. Define εi , ε
√
ki
βDi
. By definition, we
have
E
[
gi
(√
βDi
ki
|ηi|
)]
=
∫ +∞
−∞
e−x
2/2∫ x+εi
x−εi
e−y2/2dy
dx− 1
= 2
∫ +∞
αεi
1∫ x+εi
x−εi
e−
y2−x2
2 dy
dx
︸ ︷︷ ︸
A1
+
∫ αεi
−αεi
e−x
2/2∫ x+εi
x−εi
e−y2/2dy
dx− 1︸ ︷︷ ︸
A2
.
We first bound A1. With the change of variable u = y − x, we get:
A1 = 2
∫ +∞
αεi
1∫ εi
−εi
e−u2/2−uxdu
dx
≤ 2
∫ +∞
αεi
1∫ 0
−εi
e−u2/2−uxdu
dx
Note that for x ≥ αεi and u ∈ [−εi, 0], −u2/2− ux ≥ −(1− 12α )ux and thus:
A1 ≤ 2
∫ +∞
αεi
1∫ 0
−εi
e−(1−
1
2α )uxdu
dx
= 2
∫ +∞
αεi
(1− 12α )x
e(1−
1
2α )εix − 1dx. (6)
We distinguish two regimes. First, if ε2i ≥ 12, then
(6) ≤ 2e
(α− 12 )ε
2
i
e(α−
1
2 )ε
2
i − 1
∫ +∞
αεi
(
1− 1
2α
)
xe−(1−
1
2α )εixdx
=
2e(α−
1
2 )ε
2
i
e(α−
1
2 )ε
2
i − 1
1
(1− 12α )ε2i
∫ +∞
(α− 12 )ε
2
i
xe−xdx
=
2e(α−
1
2 )ε
2
i
e(α−
1
2 )ε
2
i − 1
1
(1− 12α )ε2i
[−(x+ 1)e−x]∞
(α− 12 )ε
2
i
=
2e(α−
1
2 )ε
2
i
e(α−
1
2 )ε
2
i − 1
1
(1− 12α )ε2i
((
α− 1
2
)
ε2i + 1
)
e−(α−
1
2 )ε
2
i
=
2
e(α−
1
2 )ε
2
i − 1
(
α+
α
(α− 12 )ε2i
)
≤ 4e−ε2i/12.
Otherwise, we have
(6) =
2(1− 12α )
ε2i
∫ ∞
αε2
i
u
e(1−
1
2α )u − 1
du
≤ 2(1−
1
2α )
ε2i
∫ ∞
0
u
e(1−
1
2α )u − 1
du
=
2(1− 12α )
ε2i
π2
6
(
1− 12α
)2
≤ 24βDi
ε2
.
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We now bound A2. As x ∈ [−αεi, αεi], it comes that [−(1 − α)εi, (1 − α)εi] ⊂ [x − εi, x + εi].
This implies that
A2 ≤
∫ αεi
−αεi
e−x
2/2dx∫ (1−α)εi
−(1−α)εi
e−x2/2dx
− 1
=
2
∫ αεi
(1−α)εi
e−x
2/2dx∫ (1−α)εi
−(1−α)εi
e−x2/2dx
≤
2
∫∞
(1−α)εi
e−x
2/2dx∫ (1−α)εi
−(1−α)εi
e−x2/2dx
≤ e
−(1−α)2ε2i /2
1− e−(1−α)2ε2i /2 ≤
(
1 +
12
ε2i
)
e−ε
2
i/12.
The penultimate inequality relies on
∫∞
x
e−u
2/2du≤√pi2 e−x2/2 (see Jacobs and Wozencraft [1965],
eq. (2.122)). We obtain again two regimes: 2e−ε
2
i/12 if ε2i ≥ 12, and 1 + 12βDiε2 otherwise. To
summarize, we proved that
(4) ≤
(√
π
2e
2β√
β − 1
)|Z′| ∏
i∈Z′
(
I
{
ε2
ki
βDi
< 12
}(
1 + 36
βDi
ε2
)
+ I
{
ε2
ki
βDi
≥ 12
}
6e
−ε2
ki
12βDi
)
.
After the summation on k, on Z ′, on q, and on Z , we obtain that there exists two constants C,C′
such that∑
Z⊂A∗, Z 6=∅
∑
q≥1
∑
Z′⊂Z, Z′ 6=∅
∑
k∈[q..∞)Z′
(4) ≤
(
Cε−2βmax
i
Di
)( C′β√
β − 1ε
−4β2max
i
D2i
)m∗
.
Thus,∑
t∈[T ]
E[∆(At)I{Mt ∧ Zt ∧ ¬Ct}] ≤ ∆max
(
Cε−2βmax
i
Di
)( C′β√
β − 1ε
−4β2max
i
D2i
)m∗
.
D Proof of Theorem 3 (CLIP CTS-GAUSSIAN for linear rewards)
In this section, we provide an analysis for the regret bound of CLIP CTS-GAUSSIAN, which is stated
completely as follows.
Theorem. The policy CLIP CTS-GAUSSIAN has regret bounded by∑
i∈[n]
128
(
4 log22(4
√
m)βDi log(2
m|A|T ) ∧mΓii(log(T ) + 4 log log(T ))
)
∆i,min
+∆max(1 + 5.2n)
+
nm2∆max(
∆min
2B − (m∗(m∗ + 1)/2 + 1)ε
)2 +∆max(Cε−2βmaxi Di)
(
C′√
β − 1ε
−4β3max
i
D2i
)m∗
,
where C,C′ are two universal constants, and ε ∈ (0, 1) is such that∆min/(2B)− (m∗2+1)ε > 0.
More precisely, notice that the modification on the sample θt has an impact only in two places in
the analysis: in the concentration bound and in the event controlling optimism. We detail these two
points in the following.
D.1 Concentration bound
In this subsection, we provide the concentration bound of CLIP CTS-GAUSSIAN.
Our strategy here is to either use the concentration from µt or from θt, de-
pending on which regime is the best for each arm. Thus, we define S ,{
i ∈ [n], Γiim(log(T ) + 4 log log(T )) ≥ 4 log22(4
√
m)βDi log(|A|2mT )
}
. We have the fol-
lowing lemma.
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Lemma 7.
P
eTAt∩S(µt−1 ∨ θt ∧ µt − µt−1) ≥√2log(|A|2mT ) ∑
i∈At∩S
βDi/Ni,t−1
∣∣∣∣∣∣Ht
 ≤ 1/T.
Proof. We define the functions
αt(A) ,
√
2log(|A|2mT )
∑
i∈A
βDi
Ni,t−1
, and λt(A) ,
αt(A)∑
i∈A βDi/Ni,t−1
,
we have
P
[
eTAt∩S
(
µt−1 ∨ θt ∧ µt − µt−1
) ≥ αt(At ∩ S)∣∣Ht]
≤
∑
A∈A
P
[
eTA∩S
(
µt−1 ∨ θt − µt−1
) ≥ αt(A ∩ S)∣∣Ht]
≤
∑
A∈A
e−λt(A∩S)αt(A∩S)E
[
eλt(A∩S)‖eA∩S⊙(0∨(θt−µt−1))‖1
∣∣∣Ht]
≤
∑
A∈A
e−λt(A∩S)αt(A∩S)
∏
i∈A∩S
E
[
eλt(A∩S)(0∨(θi,t−µi,t−1))
∣∣∣Ht]
≤
∑
A∈A
e−λt(A∩S)αt(A∩S)
∏
i∈A∩S
E
[
1 + eλt(A∩S)(θi,t−µi,t−1)
∣∣∣Ht]
≤
∑
A∈A
e−λt(A∩S)αt(A∩S)
∏
i∈A∩S
E
[
2eλt(A∩S)(θi,t−µi,t−1)
∣∣∣Ht]
≤
∑
A∈A
2|A∩S|e−λt(A∩S)αt(A∩S)e
λt(A∩S)
2
∑
i∈A∩S
βDi/(2Ni,t−1)
≤ 1/T.
We now use the definition of µt to have
eTAt∩Sc
(
µt−1 ∨ θt ∧ µt − µt−1
) ≤ eTAt∩Sc(µt − µt−1) = ∑
i∈At∩Sc
√
Γii
2(log(t) + 4 log log(t))
Ni,t−1
.
To conclude, we have the following event
At ,
∆t ≤
√
8log(|A|2mT )
∑
i∈At∩S
βDi/Ni,t−1 +
∑
i∈At∩Sc
√
Γii
8(log(t) + 4 log log(t))
Ni,t−1
.
Using Proposition 4, we have
∑
t∈[T ]
E[∆tI{At}] ≤
∑
t∈[T ]
E
∆tI
∆t ≤ 2
√
8log(|A|2mT )
∑
i∈At∩S
βDi/Ni,t−1


+
∑
t∈[T ]
E
[
∆tI
{
∆t ≤ 2
∑
i∈At∩Sc
√
Γii
8(log(t) + 4 log log(t))
Ni,t−1
}]
.
We can thus apply Theorem 5 and Theorem 4 (see Appendix E) to get the bound
512 log22(4
√
m)
∑
i∈S
∆−1i,minβDilog(|A|2mT ) + 128m
∑
i∈Sc
∆−1i,minΓii(log(T ) + 4 log log(T ))
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D.2 Optimism
In this subsection, we examine the theoretical impact of considering CLIP CTS-GAUSSIAN on the
optimism-controlling event (event ¬Ct), in the case of linear rewards. For this purpose, we modify
the beginning of Step 4 in the analysis by considering the following events.
• Zt , {∆t > 0}
• Ct ,
{
eTAt θ˜t > e
T
A∗µ
∗ − (m∗(m∗ + 1)/2 + 1)ε
}
• R(θ′, Z) ,
{
∀A ∈ argmaxA′∈A eTA′
(
θ′
)
we have Z ⊂ A, eTOracle(θ′)θ′ > eTA∗µ∗ − (m∗(m∗ + 1)/2 + 1)ε
}
• St(Z) ,
{
∀θ′ s.t. 0 ≤ (µ∗ − θ′)⊙ eZ ≤ εeZ , R(θ′ ⊙ eZ + θ˜t ⊙ eZc , Z) holds}
• Tt(Z) ,
{
∃i ∈ Z, µ∗i − µ∗i ∧ θ˜i,t > ε
}
.
• Jt , {∀i ∈ [n], µ∗i ≤ µi,t}
In the above events, θ˜t is µt ∧ θt ∨ µt. The last event Jt holds with probability at least 1 −
n/(t log2(t)) from Hoeffding’s inequality [Hoeffding, 1963]. We thus assume that this event hods
in the following, since the regret under the complementary event is bounded by 3.2n∆max. We first
state the following lemma.
Lemma 8.
Zt,¬Ct ⇒ ∃Z ⊂ A∗, Z 6= ∅ s.t. the eventSt(Z) ∧ Tt(Z) holds.
This allows us to consider the success probability P[¬Tt(Z)|Ht] in the analysis. Notice however
that Z ⊂ Oracle
((
µ∗ ∧ θ˜t
)
⊙ eZ + θ˜t ⊙ eZc
)
, that is guaranteed when St(Z) ∧ ¬Tt(Z) holds,
does not necessarily implies that Z ⊂ Oracle
(
θ˜t
)
. However, it turns out that we have Z ⊂ A
for all A ∈ argmaxA′∈A eTA′
((
µ∗ ∧ θ˜t
)
⊙ eZ + θ˜t ⊙ eZc
)
implies that Z ⊂ A for all A ∈
argmaxA′∈A e
T
A′
(
θ˜t
)
. This last fact is from Lemma 9, with η =
(
µ∗ ∧ θ˜t
)
⊙ eZ + θ˜t⊙ eZc and
δ =
(
θ˜t − µ∗ ∧ θ˜t
)
⊙ eZ .
Lemma 9. Let η ∈ Rn, δ ∈ Rn+ such that for all A ∈ argmaxA′∈A eTA′η, we have Z ⊂ A. Then,
for all A ∈ argmaxA′∈A eTA′(η + δ ⊙ eZ), we have Z ⊂ A.
It now remains to explain how to handle the probability P[¬Tt(Z)|Ht] in the analysis. Notice that
from the high probability event Jt, it suffices to treat the case θ˜t = θt ∨ µt. We provide here the
places where the analysis differs, the rest of the proof remains unchanged.
• We use thatP[¬Tt(Z)|Ht] = P
[∀i ∈ Z, ε ∨ (µ∗i − µi,t−1)− 0 ∨ (θi,t − µi,t−1) ≤ ε∣∣Ht],
is a product of functions that are decreasing with respect to ε ∨ (µ∗i − µi,t−1).
• We use that ε ∨ (µ∗i − µi,t−1) ≥ g−1i (ui ∨ gi(ε)) is equivalent to µ∗i − µi,t−1 ≥
g−1i (ui ∨ gi(ε)). Thus, we don’t sum on s, and can use Assumption 4 with λ ∈ Rn+.
Proof of Lemma 8. It is sufficient to prove that
Zt,¬Ct ⇒ ∃Z ⊂ A∗, Z 6= ∅ s.t. St(Z) holds, (7)
because ¬Ct and St(Z) together imply Tt(Z). Indeed, see that from ¬Tt(Z), we can plug θ′ =
µ∗ ∧ θ˜t intoSt(Z) to get
eTAt θ˜t = maxA∈A
eTAθ˜t
≥ max
A∈A
eTA
(
θ′ ⊙ eZ + θ˜t ⊙ eZc
)
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= eT
Oracle
(
θ′⊙eZ+θ˜t⊙eZc
)(θ′ ⊙ eZ + θ˜t ⊙ eZc)
> eTA∗µ
∗ − (m∗(m∗ + 1)/2 + 1)ε,
giving Ct. To prove (7), we first consider the choice Z = Z1 = A
∗. Two cases can be distinguished:
1a) ∀θ′ s.t. 0 ≤ (µ∗ − θ′) ⊙ eA∗ ≤ εeA∗ , we have A∗ ⊂ A for any action A ∈
argmaxA′∈A e
T
A′
(
θ′ ⊙ eA∗ + θ˜t ⊙ eA∗c
)
.
1b) ∃θ′ s.t. 0 ≤ (µ∗ − θ′) ⊙ eA∗ ≤ εeA∗ such that A∗ 6⊂ A for some action A ∈
argmaxA′∈A e
T
A′
(
θ′ ⊙ eA∗ + θ˜t ⊙ eA∗c
)
.
1a) For the first case, consider any vector θ′ such that 0 ≤ (µ∗ − θ′) ⊙ eA∗ (8)≤ εeA∗ and let
A
(9)
= Oracle
(
θ′ ⊙ eA∗ + θ˜t ⊙ eA∗c
)
. We can write
eTA
(
θ′ ⊙ eA∗ + θ˜t ⊙ eA∗c
) (10)
≥ eTA∗
(
θ′ ⊙ eA∗ + θ˜t ⊙ eA∗c
) (11)
≥ eTA∗µ∗ −m∗ε,
where (10) is from (9), and (11) is from (8). This rewrites as
eTA
(
θ′ ⊙ eA∗ + θ˜t ⊙ eA∗c
)
≥ eTA∗µ∗ −m∗ε > eTA∗µ∗ − (m∗(m∗ + 1)/2 + 1)ε,
so Rt(θ
′ ⊙ eA∗ + θ˜t ⊙ eA∗c , A∗) holds. Therefore, we have proved thatSt(A∗) holds.
1b) For the second case, we have some vector θ′ such that 0
(12)
≤ (µ∗ − θ′) ⊙ eA∗ (13)≤ εeA∗ ,
and some action A ∈ argmaxA′∈A eTA′
(
θ′ ⊙ eA∗ + θ˜t ⊙ eA∗c
)
such that A∗ 6⊂ A. We consider
Z2 = A
∗ ∩A. We first prove that Z2 6= ∅ by showing that if an action S′ is such that S′ ∩A∗ (14)= ∅,
then A 6= S′:
eTS′
(
θ′ ⊙ eA∗ + θ˜t ⊙ eA∗c
)
(15)
= eTS′ θ˜t
(16)
≤ eTAt θ˜t
(17)
≤ eTA∗µ∗ − (m∗(m∗ + 1)/2 + 1)ε
< eTA∗µ
∗ −m∗ε
(18)
≤ eTA∗
(
θ′ ⊙ eA∗ + θ˜t ⊙ eA∗c
)
,
where (15) is from (14), (16) is from the definition of At, (17) is from ¬Ct and (18) is from (13).
Now, we again distinguish two cases:
2a) ∀θ′′ s.t. 0 ≤ (µ∗ − θ′′) ⊙ eZ2 ≤ εeZ2 , we have Z2 ⊂ B for any action B ∈
argmaxA′∈A e
T
A′
(
θ′′ ⊙ eZ2 + θ˜t ⊙ eZ2c
)
.
2b) ∃θ′′ s.t. 0 ≤ (µ∗ − θ′′) ⊙ eZ2 ≤ εeZ2 such that Z2 6⊂ B for some action B ∈
argmaxA′∈A e
T
A′
(
θ′′ ⊙ eZ2 + θ˜t ⊙ eZ2c
)
.
Notice that when 0 ≤ (µ∗ − θ′′)⊙ eZ2 (19)≤ εeZ2 , then
eTA
(
θ′′ ⊙ eZ2 + θ˜t ⊙ eZ2c
)
≥ eTA
(
θ′ ⊙ eA∗ + θ˜t ⊙ eA∗c
)
− (m∗ − 1)ε. (20)
Indeed, (20) is a consequence of
eTA
(
θ′′ ⊙ eZ2 + θ˜t ⊙ eZ2c − θ′ ⊙ eA∗ − θ˜t ⊙ eA∗c
)
= eTZ2
(
θ′′ − θ′)
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= eTZ2
(
θ′′ − µ∗)+ eTZ2(µ∗ − θ′)
≥ −ε(m∗ − 1) + 0,
where we used (19), (12) and that Z2 is strictly included in A
∗.
2a) For the first case, considering any vector θ′′ such that 0 ≤ (µ∗ − θ′′) ⊙ eZ2 ≤ εeZ2 , we have
with B = Oracle
(
θ′′ ⊙ eZ2 + θ˜t ⊙ eZ2c
)
that
eTB
(
θ′′ ⊙ eZ2 + θ˜t ⊙ eZ2c
)
≥ eTA
(
θ′′ ⊙ eZ2 + θ˜t ⊙ eZ2c
)
(21)
≥ eTA
(
θ′ ⊙ eA∗ + θ˜t ⊙ eA∗c
)
− (m∗ − 1)ε
≥ eTA∗
(
θ′ ⊙ eA∗ + θ˜t ⊙ eA∗c
)
− (m∗ − 1)ε
(22)
≥ eTA∗µ∗ −m∗ε− (m∗ − 1)ε,
where (21) uses (20) and (22) uses (13). This rewrites as
eTB
(
θ′′ ⊙ eZ2 + θ˜t ⊙ eZ2c
)
≥ eTA∗µ∗ − (m∗(m∗ + 1)/2 + 1)ε,
so Rt(θ
′ ⊙ eZ2 + θ˜t ⊙ eZ2c , Z2) holds, and thus we proved thatSt(Z2) holds.
2b) For the second case, we have a vector θ′′ such that 0 ≤ (µ∗ − θ′′) ⊙ eZ2 ≤ εeZ2
and an action B ∈ argmaxA′∈A eTA′
(
θ′′ ⊙ eZ2 + θ˜t ⊙ eZ2c
)
such that Z2 6⊂ B. We con-
sider Z3 = Z2 ∩ B. Again, Z3 6= ∅ because for any S′ such that S′ ∩ Z2 = ∅, we have
S′ 6= Oracle
(
θ′′ ⊙ eZ2 + θ˜t ⊙ eZ2c
)
:
eTS′
(
θ′′ ⊙ eZ2 + θ˜t ⊙ eZ2c
)
= eTS′ θ˜t ≤ eTAt θ˜t
≤ eTA∗µ∗ − (m∗(m∗ + 1)/2 + 1)ε
< eTA∗µ
∗ − (m∗ + (m∗ − 1))ε
≤ eTA
(
θ′′ ⊙ eZ2 + θ˜t ⊙ eZ2c
)
,
where the last inequality is obtained in the same way as in inequalities from (21) to (22).
We could repeat the above argument and each time the size Zi is decreased by at least 1. Thus, after
at mostm∗− 1 steps, sincem∗+(m∗− 1)+ (m∗− 2)+ · · ·+1 = m∗(m∗ + 1)/2 is still less than
m∗(m∗ + 1)2/2 + 1, we could reach the end and find a Zi 6= ∅ such thatSt(Zi) holds.
Proof of Lemma 9. Let’s prove that argmaxA′∈A e
T
A′(η + δ ⊙ eZ) ⊂ argmaxA′∈A eTA′η. Con-
sider any action A ∈ argmaxA′∈A eTA′(η + δ ⊙ eZ). If A /∈ argmaxA′∈A eTA′η, then there exists
B ∈ argmaxA′∈A eTA′η such that
eTAη < e
T
Bη.
Furthermore, since Z ⊂ B and δ ≥ 0, we also have
eTA(δ ⊙ eZ) ≤ eTB(δ ⊙ eZ),
so we finally have
eTA(η + δ ⊙ eZ) < eTB(η + δ ⊙ eZ),
contradicting that A ∈ argmaxA′∈A eTA′(η + δ ⊙ eZ).
E General CMAB results
In this section, we state general results that are useful for every regret analysis that we conducted
in this paper. The main result of the section is the following theorem, inspired from the analysis of
Degenne and Perchet [2016b], that gives a regret bound under the event that the gap∆t is controlled
by a ℓ2 norm type error.
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Theorem 4 (Regret bound for ℓ2-norm error). For all i ∈ [n], let βi,T ∈ R+. For t ≥ 1, consider
the event
At ,
∆t ≤
∥∥∥∥∥∑
i∈At
β
1/2
i,T ei
N
1/2
i,t−1
∥∥∥∥∥
2
.
Then,
T∑
t=1
I{At}∆t ≤ 32 log22(4
√
m)
∑
i∈[n]
βi,T∆
−1
i,min.
Proof. Let t ≥ 1. We define Λt ,
∥∥∥∑i∈At β1/2i,T N−1/2i,t−1ei∥∥∥2. We start by a simple lower bound on
Λt, holding for any j ∈ At,
Λt ≥
∥∥∥∥∥β
1/2
j,T ej
N
1/2
j,t
∥∥∥∥∥
2
=
β
1/2
j,T
N
1/2
j,t
. (23)
We then use the same reverse amortisation technique than in Wang and Chen [2017].
Λt = −Λt +
∥∥∥∥∥∑
i∈At
2β
1/2
i,T ei
N
1/2
i,t−1
∥∥∥∥∥
2
= −
∥∥∥∥ ΛteAt‖eAt‖2
∥∥∥∥
2
+
∥∥∥∥∥∑
i∈At
2β
1/2
i,T ei
N
1/2
i,t−1
∥∥∥∥∥
2
≤
∥∥∥∥∥∥
∑
i∈At
(
2β
1/2
i,T
N
1/2
i,t−1
− Λt‖eAt‖2
)+
ei
∥∥∥∥∥∥
2
=
∥∥∥∥∥∥
∑
i∈At
(
2β
1/2
i,T
N
1/2
i,t−1
− Λt‖eAt‖2
)+
I
{
Λt ≥
β
1/2
i,T
N
1/2
i,t−1
}
ei
∥∥∥∥∥∥
2
Using (23)
≤
∥∥∥∥∥∑
i∈At
I
{
2Λt ≥
2β
1/2
i,T
N
1/2
i,t−1
≥ Λt‖eAt‖2
}
2β
1/2
i,T ei
N
1/2
i,t−1
∥∥∥∥∥
2
.
We now decompose the interval [2, 1/‖eAt‖2] using a peeling:
[2, 1/‖eAt‖2] ⊂
⌈log2(‖eAt‖2)⌉⋃
k=0
[2−k, 21−k].
This induces a partition of the set of indices:
I
{
i ∈ At, 2Λt ≥
2β
1/2
i,T
N
1/2
i,t−1
≥ Λt‖eAt‖2
}
⊂
⌈log2(‖eAt‖2)⌉⋃
k=0
Jk,t,
where for all interger 1 ≤ k ≤ ⌈log2(‖eAt‖2)⌉,
Jk,t ,
{
i ∈ At, 21−kΛt ≥
2β
1/2
i,T
N
1/2
i,t−1
≥ 2−kΛt
}
.
We can thus upper bound Λ2t using this decomposition
Λ2t ≤
∥∥∥∥∥∑
i∈At
I
{
2Λt ≥
2β
1/2
i,T
N
1/2
i,t−1
≥ Λt‖eAt‖2
}
2β
1/2
i,T ei
N
1/2
i,t−1
∥∥∥∥∥
2
2
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≤
⌈log2(‖eAt‖2)⌉∑
k=0
∥∥∥∥∥∥
∑
i∈Jk,t
2β
1/2
i,T ei
N
1/2
i,t−1
∥∥∥∥∥∥
2
2
≤
⌈log2(‖eAt‖2)⌉∑
k=0
22−2kΛ2t
∥∥eJk,t∥∥22.
This last inequality implies that there must exist one integer kt such that |Jkt,t| =
∥∥eJkt,t∥∥22 ≥
22kt−2(1 + ⌈log2(‖eAt‖2)⌉)−1. We now upper bound
∑T
t=1 I{At}∆t, using |At| ≤ m, i.e.,
⌈log2(‖eAt‖2)⌉ ≤ ⌈log2(m)/2⌉.
T∑
t=1
I{At}∆t ≤
T∑
t=1
⌈log2(m)/2⌉∑
k=0
I{kt = k, At}∆t
≤
T∑
t=1
⌈log2(m)/2⌉∑
k=0
I{kt = k, At}
∑
i∈I
I{i ∈ Jk,t}∆t22−2k(⌈log2(m)/2⌉+ 1)
≤
T∑
t=1
⌈log2(m)/2⌉∑
k=0
∑
i∈I
I
{
i ∈ At, N1/2i,t−1 ≤
2k+1β
1/2
i,T
∆t
}
∆t2
2−2k(⌈log2(m)/2⌉+ 1)
= (⌈log2(m)/2⌉+ 1)
⌈log2(m)/2⌉∑
k=0
22−2k
∑
i∈I
T∑
t=1
I
{
i ∈ At, N1/2i,t−1 ≤
2k+1β
1/2
i,T
∆t
}
∆t︸ ︷︷ ︸
(24)i,k
.
Applying Proposition 2 gives
(24)i,k ≤
βi,T 2
k+1
1/2
1− 1/2 ∆
1−1/1/2
i,min .
So we get, using ⌈log2(m)/2⌉+ 1 ≤ log2(4
√
m),
T∑
t=1
I{At}∆t ≤ 32 log22(4
√
m)
∑
i∈[n]
βi,T∆
−1
i,min.
The following Proposition 2 is a standard and general result in CMAB, that was first proved in
Chen et al. [2013].
Proposition 2. Let i ∈ [n] and fi : R+ → R+ be a non increasing function, integrable on
[∆i,min,∆i,max]. Then
T∑
t=1
I{i ∈ At, Ni,t−1 ≤ fi(∆t)}∆t ≤ fi(∆i,min)∆i,min +
∫ ∆i,max
∆i,min
fi(x)dx.
Proof. Consider ∆i,max = ∆i,1 ≥ ∆i,2 ≥ · · · ≥ ∆i,Ki = ∆i,min being all possible values for ∆t
when i ∈ At. We define a dummy gap ∆i,0 = ∞ and let fi(∆i,0) = 0. In (25), we first break the
range (0, fi(∆t)] of the counterNi,t−1 into sub intervals:
(0, fi(∆t)] = (fi(∆i,0), fi(∆i,1)] ∪ · · · ∪ (fi(∆i,kt−1), fi(∆i,kt)],
where kt is the index such that∆i,kt = ∆t. This index kt exists by assumption that the subdivision
contains all possible values for ∆t when i ∈ At. Notice that in (25), we do not explicitly use kt,
but instead sum over all k ∈ [Ki] and filter against the event {∆i,k ≥ ∆t}, which is equivalent to
summing over k ∈ [kt].
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T∑
t=1
I{i ∈ At, Ni,t−1 ≤ fi(∆t)}∆t
=
T∑
t=1
Ki∑
k=1
I{i ∈ At, fi(∆i,k−1) < Ni,t−1 ≤ fi(∆i,k),∆i,k ≥ ∆t}∆t. (25)
Over each event that Ni,t−1 belongs to the interval (fi(∆i,k−1), fi(∆i,k)], we upper bound the
suffered gap∆t by∆i,k.
(25) ≤
T∑
t=1
Ki∑
k=1
I{i ∈ At, fi(∆i,k−1) < Ni,t−1 ≤ fi(∆i,k),∆i,k ≥ ∆t}∆i,k. (26)
Then, we further upper bound the summation by adding events thatNi,t−1 belongs to the remaining
intervals (fi(∆i,k−1), fi(∆i,k)] for kt < k ≤ Ki, associating them to a suffered gap ∆i,k . This is
equivalent to removing the filtering against the event {∆i,k ≥ ∆t}.
(26) ≤
T∑
t=1
Ki∑
k=1
I{i ∈ At, fi(∆i,k−1) < Ni,t−1 ≤ fi(∆i,k)}∆i,k. (27)
Now, we invert the summation over t and the one over k.
(27) =
Ki∑
k=1
T∑
t=1
I{i ∈ At, fi(∆i,k−1) < Ni,t−1 ≤ fi(∆i,k)}∆i,k. (28)
For each k ∈ [Ki], the number of times t ∈ [T ] that the counter Ni,t−1 belongs to
(fi(∆i,k−1), fi(∆i,k)] can be upper bounded by the number of integers in this interval. This is
due to the event {i ∈ At}, imposing thatNi,t−1 is incremented, soNi,t−1 cannot be worth the same
integer for two different times t satisfying i ∈ At. We use the fact that for all x, y ∈ R, x ≤ y, the
number of integers in the interval (x, y] is exactly ⌊y⌋ − ⌊x⌋.
(28) ≤
Ki∑
k=1
(⌊fi(∆i,k)⌋ − ⌊fi(∆i,k−1)⌋)∆i,k. (29)
We then simply expand the summation, and some terms are cancelled (remember that fi(∆i,0) = 0).
(29) = ⌊fi(∆i,Ki)⌋∆i,Ki +
Ki−1∑
k=1
⌊fi(∆i,k)⌋(∆i,k −∆i,k+1) (30)
We use ⌊x⌋ ≤ x for all x ∈ R. Finally, we recognize a right Riemann sum, and use the fact
that fi is non increasing to upper bound each fi(∆i,k)(∆i,k −∆i,k+1) by
∫ ∆i,k
∆i,k+1
fi(x)dx, for all
k ∈ [Ki − 1].
(30) ≤ fi(∆i,Ki)∆i,Ki +
Ki−1∑
k=1
fi(∆i,k)(∆i,k −∆i,k+1) (31)
≤ fi(∆i,Ki)∆i,Ki +
∫ ∆i,1
∆i,Ki
fi(x)dx. (32)
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There also exist a version for the ℓ1-norm error.
Theorem 5 (Regret bound for ℓ1-norm error). For all i ∈ [n], let βi,T ∈ R+. For t ≥ 1, consider
the event
At ,
∆t ≤
∥∥∥∥∥∑
i∈At
β
1/2
i,T ei
N
1/2
i,t−1
∥∥∥∥∥
1
.
Then,
T∑
t=1
I{At}∆t ≤
∑
i∈[n]
βi,T 8m∆i,min
−1.
Proof. Let t ≥ 1. The first step is the reverse amortisation technique, that allows us to modify
the upper bound on ∆t in such a way that indices i such that Ni,t−1 is high enough are removed.
Assuming that At holds, we get
∆t ≤
∑
i∈At
I
{
2β
1/2
i,T
N
1/2
i,t−1
≥ ∆t
m
}
2β
1/2
i,T
N
1/2
i,t−1
Now, we apply Proposition 3. In summary, we have that
∑T
t=1 I{At}∆t is upper bounded by∑
i∈[n]
βi,T 8m∆i,min
−1.
Proposition 3. Let i ∈ [n] and fi(x) = βi,Tx−1/αi , αi ∈ (0, 1] and βi,T ≥ 0. Then
T∑
t=1
I{i ∈ At, δt 6= 0, Ni,t−1 ≤ fi(δt)}f−1i (Ni,t−1) ≤ δ1−1/αii,min
βi,T
1− αi I{αi < 1}
+I{αi = 1}βi,T
(
1 + log
(
βi,T
δi,min
))
.
Proof. We upper bound fi(δt) by fi(δi,min) directly in the event, and then simply count the number
of integers in (0, fi(δi,min)]. For each such integer s, the regret suffered is f
−1
i (s). We then upper
bound the sum by an integral (using the fact that f−1i is decreasing), to get the final result.
T∑
t=1
I{i∈At, δt 6=0, Ni,t−1≤fi(δt)}f−1i (Ni,t−1) ≤
T∑
t=1
I{i∈At, Ni,t−1≤fi(δi,min)}f−1i (Ni,t−1)
≤
⌊fi(δi,min)⌋∑
s=1
f−1i (s)
≤ f−1i (1) +
∫ fi(δi,min)
1
f−1i (s)ds
= βαii,T +
∫ βi,T δ−1/αii,min
1
βαii,T s
−αids
≤ I{αi < 1}δ1−1/αii,min
βi,T
1− αi
+ I{αi = 1}βi,T
(
1 + log
(
βi,T
δi,min
))
.
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Proposition 4 (Regret bound for a composed bonus). LetK ∈ N∗. For all t ≥ 1, consider the event
At ,
∆t ≤ ∑
k∈[K]
Bk,t
,
for some Bk,t ≥ 0. Then, the event-filtered regret E
[∑T
t=1∆tI{At}
]
is upper bounded by
∑
k∈[K]
E
∑
t∈[T ]
∆tI{∆t ≤ KBk,t}
.
Proof. From At, there must exists one k such that ∆t ≤ KBk,t. So 1 ≤
∑
k∈[K] I{∆t ≤ KBk,t},
i.e.,∆t ≤
∑
k∈[K]∆tI{∆t ≤ KBk,t}.
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