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Resum
En aquesta tesi tractem el problema Decisional de Diffie-Hellman en el
grup de punts de la varietat Jacobiana de corbes supersingulars de ge`nere
dos sobre cossos finits. La solucio´ a aquest problema e´s interessant per
a criptografia de clau pu´blica, especialment en signatures digitals i en sis-
temes de criptografia basada en la identitat. L’existe`ncia d’un aparellament
bilineal i no degenerat en aquests grups redueix la solucio´ del problema
DDH a l’existe`ncia de prous funcions de distorsio´. Aquestes funcions es
troben a l’anell d’endomorfismes de la varietat Jacobiana. Mostrem exem-
ples de corbes supersingulars, sobre cossos finits de caracter´ıstica parell i de
carecter´ıstica senar, tals que l’a`lgebra d’endomorfismes te´ dimensio´ 16 sobre
els racionals i solucionem el problema DDH en alguns d’aquests exemples.
Abstract
We investigate the Decisional Diffie-Hellman problem in the Jacobian vari-
ety of supersingular curves of genus two over finite fields. A solution to this
problem is useful in Public Key Cryptography, for example in Digital Signa-
tures and Identity-Based Cryptography. The existence of a non-degenerate,
bilinear pairing reduces the solution to DDH to the existence of sufficiently
many distortion maps. These maps are found in the endomorphism ring
of the Jacobian variety. We show examples of supersingular curves over fi-
nite fields of both even and odd characteristics such that the endomorphism
algebra is 16-dimensional over the rationals, and we solve DDH in some
cases.
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Chapter 1
Introduction
The purpose of Public Key Cryptography is that anybody who knows the
public key of Alice is able to send messages to her, but she is the only one
able to read them. To prevent everybody else to read the messages, Alice has
another key -the private key- related to her public key. To be able to read
the messages, an adversary needs to solve a hard computational problem,
and in practice this is not feasible without the private key. The knowledge
of the private key gives Alice the only way to read the messages sent to her.
Several public key cryptographic primitives of current use today, includ-
ing encryption, digital signature and key agreement, rely on hard problems
from Number Theory which can be formulated in terms of a computational
one way function. For example, the RSA problem takes n = pq the product
of two large primes of similar size and e an integer coprime to the Euler to-
tient function value ϕ(n). For any given y ∈ (Z/nZ)∗, to find x ∈ (Z/nZ)∗
such that xe = y modulo n is hard if the factorization of n is unknown. To
solve this problem, one can work out the inverse of e modulo ϕ(n). The
knowledge of the factorization of n in the two primes p, q gives a trapdoor
to compute ϕ(n) = (p− 1)(q − 1) and thus provides a solution to the RSA
problem.
Other interesting hard problems are related to the Discrete Logarithm
Problem in a cyclic group 〈g〉: given g′ ∈ 〈g〉, find the exponent e such that
g′ = ge. This problem is believed to be hard in certain subgroups if the
order of 〈g〉 has a large prime divisor. For example, the Discrete Logarithm
Problem in the multiplicative group F∗p for p a 1024-bit prime such that p−1
has a 200-bit prime factor is resistant to the techniques in use today.
A much wider range of examples of groups where the Discrete Loga-
rithm Problem is believed to be hard is given by the subgroup of points of
1
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elliptic curves over finite fields. The best known algorithms to solve the Dis-
crete Logarithm Problem for general elliptic curves today have exponential
complexity. Apart from the hardness of the Discrete Logarithm Problem,
the groups of points of elliptic curves benefit from the theorems of Arith-
metic Geometry. The rich structure of elliptic curves is extendable to other
groups of divisors (up to linear equivalence) of algebraic curves over finite
fields. These groups have an essential property: one knows how to repre-
sent the group elements, and also how to operate them, in an efficient way.
In this document, we are interested in large prime order subgroups G of
the group of divisor classes on hyperelliptic curves over finite fields. In this
setting, the element representation and the group law are given in terms
of polynomials, and this makes divisor class groups suitable for algorithmic
treatment.
Closely related to the Discrete Logarithm Problem is the family of Diffie-
Hellman Problems, around which Public Key Cryptography appeared thirty
years ago. The Computational Diffie-Hellman Problem is to compute the
element gab from the triplet g, ga, gb. Assuming the Computational Diffie-
Hellman Problem to be hard in 〈g〉, it is possible, for example, to set a key
exchange protocol. Two communicating parties A and B choose private keys
a and b, and they publish the elements ga and gb respectively. To generate
a common key, A computes (gb)a and B computes (ga)b. If the Computa-
tional Diffie-Hellman Problem is hard, then an adversary with knowledge of
g, ga, gb is not able to compute the shared key.
Other problems in the Diffie-Hellman family arise due to the rich struc-
ture of divisor class groups G. Notably, in such groups there exists an
efficiently computable bilinear, non-degenerate pairing el( , ). The Bilinear
Diffie-Hellman Problem is to compute el(g, g)abc from g, ga, gb, gc. Groups
where the Bilinear Diffie-Hellman Problem is hard are interesting because
their structure sustains the Identity-Based Encryption Scheme [BF01]. A
key step for this protocol is a pairing computation in the Encryption and
Decryption algorithms. The Computational Diffie-Hellman and the Bilinear
Diffie-Hellman Problems are believed to be hard in the groups of divisor
classes in appropiately chosen algebraic curves. For a survey on pairings in
Cryptography, see [Gag03], [Pat02], [Pat05].
1.1 The Decisional Diffie-Hellman Problem
The problem that motivated our work is the Decisional Diffie-Hellman Prob-
lem: given the elements g, ga, gb and any element gc, decide if gab = gc or
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not. The significance of the DDH Problem in Cryptography was noticed in
[Bon98].
Clearly, if one knows how to solve CDH then a solution to DDH follows.
However, the assumption that the Computational Diffie-Hellman Problem
is solvable does not hold for us. It is interesting to try to solve DDH without
the assumption that CDH is solvable (see [JN03]). In [BLS01], a short digital
signature scheme is given for groups where the assumption that CDH is hard
and DDH is easy is required.
It was first noted in [Jou00] that non-degeneracy of el( , ) is useful to
solve DDH : if el(ga, gb) is not trivial, then by non-degeneracy, the equality
el(ga, gb) = el(g, gc) implies ab = c. A solution to DDH reduces to finding a
pairing such that el(ga, gb) 6= 1.
Let g1, g2 ∈ G. A distortion map for (g1, g2) is a group homomorphism
ϕ such that el(g1, ϕ(g2)) 6= 1. The groups G are typically a product of cyclic
groups, and the name of distortion maps comes from the fact that they
send elements from one cyclic subgroup to a different one. The notion of
distortion map was introduced by Verheul [Ver04] for l-torsion subgroups of
points in elliptic curves and the first examples for curves of genus two were
given in [CL04] and in [DL03].
A solution to DDH in a group G is in this way reduced to the existence
of sufficiently many distortion maps in G. Distortion maps are known to
exist only in some cases. In the setting of divisor class groups of algebraic
curves, distortion maps are interpreted as elements in the endomorphism
ring of the Jacobian variety Jac(C).
The elliptic curve case is rather simple. IfD1, D2 6= 0 and el(D1, D2) = 1,
then any divisor D3 which is independent of D2 (i.e., 〈D2〉 ∩ 〈D3〉 = {0})
satisfies el(D1, D3) 6= 1. This is true because the l-torsion has rank 2. An
algorithm to find distortion maps for any supersingular elliptic curve was
given by Galbraith and Rotger in [GR04].
For curves of genus g > 1 the l-torsion subgroup Jac(C)[l] has rank 2g
and so independence of points is not sufficient to imply non-triviality of their
pairing. Indeed, elementary linear algebra implies that for every non-trivial
divisor D of order l there is a generating set {D1, . . . , D2g} for Jac(C)[l]
such that el(D,D1) 6= 1 but el(D,Di) = 1 for 2 ≤ i ≤ 2g. Furthermore, the
elements of End(Jac(C)) may be difficult to handle as they do not necessarily
correspond to maps from C to itself, and also in some cases End(Jac(C))
contains zero divisors.
Our contribution is the following. In Section 6.3 we show that distortion
maps always exist for supersingular curves of genus g > 1. The problem
is then to construct distortion maps for given curves. We study a number
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of examples and, in each case, exhibit distortion maps and prove that they
are sufficient to solve DDH problems. The most important result we use
is Theorem 5.2.6. We are able to exhibit enough distortion maps if the
endomorphism algebra of Jac(C) is a crossed-product algebra of dimension
16 over Q. In Sections 5.3 and 5.4 we show that for the examples studied, the
endomorphism algebra of Jac(C) is a crossed-product algebra. In Section
5.5 we show enough distortion maps for a curve such that the endomorphism
algebra of Jac(C) is not a crossed-product. We solve DDH for some cases in
Section 6.3.
Before giving the new results, we recall the necessary background math-
ematics. We study crossed-product algebras in Chapter 3. In Chapter 2
we give a survey on curves of genus 2 over finite fields of even and odd
characteristic. Our examples are in genus two but our approach should gen-
eralise to higher genera. In Chapter 4 we review the definitions and the
main properties concerning Jac(C).
Chapter 2
Curves of genus two
The algebraic groups we are interested in are associated to the affine coor-
dinate rings OC of genus two curves over finite fields. In this chapter we
survey the models of curves of genus two over finite fields in both even and
odd characteristics. The relationship between OC, the sets of points of the
Jacobian variety Jac(C) and our divisor class groups is given in Chapter 4.
The main reference for this chapter is [Sti93].
2.1 Background
Throughout this document C is a projective, geometrically irreducible, non-
singular curve defined over a finite field k. We let OC(U) be the affine
coordinate ring in an affine open subset U ⊂ C and we write k(C) for the
function field of C. A place P in k(C) is the maximal ideal of some valuation
ring OP of k(C). By a point of degree one in U we mean a maximal ideal of
the affine coordinate ring OC(U), and we identify places and Galois-orbits
of points.
We use the following equivalence. On one hand, projective nonsingu-
lar curves defined over k up to k-isomorphism, together with non-constant
rational maps between them. On the other hand, function fields of tran-
scendence degree one with field of constants k, together with field injections
fixing k. For details on this equivalence we refer to [Har77, Chapter I, §6],
[Sil86, page 26].
Let V(k(C)) denote the set of surjective valuations of k(C) that are trivial
on k.
Definition 2.1.1. The free abelian group generated by the places {Pv | v ∈
5
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V(k(C))} is
Div(k(C)) := ⊕v∈V(k(C))ZPv
and is called the group of divisors of k(C).
We write Div(C/k) := Div(k(C)) = ⊕P∈CZP . An element D in Div(C/k)
is a sum D =
∑
v∈V(k(C)) aPPv with aP ∈ Z, almost all zero. The set of
those P for which aP 6= 0 is called the support of D. If aP ≥ 0 ∀P in
the support of D, then D is called an effective divisor. There is a natural
Gal(k¯/k)-action on points and divisors.
The degree of a divisor D is deg(D) =
∑
aP deg(P ). The map which as-
sociates every divisor with its degree is a homomorphism. We denote its
kernel by Div0(k(C)).
There is a well defined map from the nonzero functions α ∈ k(C)∗ to the
group of divisors on C
div : k(C)∗ −→ Div(k(C))
α 7−→ div(α) :=∑v∈V(k(C)) vP (α)Pv
where vP (α) is the order of the pole or the order of vanishing of α at Pv.
The divisors in the image of div are called principal divisors and form a
subgroup of Div(C/k).
For any nonzero function α ∈ k(C)∗ of a curve C over any field k, the number
of poles equals the number of zeros and in particular deg(div(α)) = 0 for all
α. The principal divisors form a subgroup in Div0(k(C)).
The quotient of the group Div(C/k) by the subgroup of principal divisors
is called the Picard group of the curve C/k. However, we consider only the
divisors of degree zero.
Definition 2.1.2. The degree zero divisor class group Pic0(k(C)) is the
quotient of the group Div0(k(C)) by the image of the map div.
Given an effective divisor D, one can give the set of divisors a partial order:
D′ ≥ D if and only if D′−D is effective. With this ordering, one considers,
for any divisor D, the k-vector space
L(D) := {α ∈ k(C)∗ | div(α) +D ≥ 0} ∪ {0}
and we write `(D) := dimk(L(D)).
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Theorem 2.1.3 (Riemann-Roch). Let C be a curve over k. There exists
a divisor K ∈ Div(k(C)) and a non-negative integer g such that, for all
D ∈ Div(k(C)),
`(D) = deg(D) + 1− g + `(K−D).
The integer g in the Riemann-Roch Theorem is called the genus of the
curve C. For us C denotes a curve of genus 2. The divisor K is unique
up to principal divisors, and any such K is called a canonical divisor of C.
With the Riemann-Roch Theorem one proves the following crucial result
(see [Lor96] for a proof).
Theorem 2.1.4. Let k be a finite field. Let C be a curve over k. Then the
group Pic0(C/k) is finite.
When k is a finite field, the order of Pic0(C/k) is called the class number of
C/k.
2.2 Hyperelliptic curves
Hyperelliptic curves are, by definition, those curves that admit a morphism
pi of degree 2 to the projective line. The algebraic description of this is an
extension of fields k(C)/k(P1) of degree 2. As k is perfect and our curves
have genus 2, this extension is separable [Sti93, III.9.2]. It is a normal
extension because the degree is 2. Hence it is Galois.
The geometric object corresponding to the nontrivial element of the Ga-
lois group Gal (k(C)/k(P1)) = {id, ι∗} is an involution ι of C called the
hyperelliptic involution. This involution matches any point P ∈ C(k¯) with
the other point P ι having the same image under the morphism of degree 2,
pi(P ) = pi(P ι).
The fixed points of ι are “repeated” under the 2 : 1 morphism pi. These
points are ramification points of pi and the set of all of them (counting
multiplicities) forms a divisor D called ramification divisor.
One can prove that ι is independent of pi. This particular fact makes
hyperelliptic curves special. It forces D to be the same for all possible pi’s.
Indeed, D coincides with an “intrinsic” set, that is, a set which is defined
without mentioning pi at all: the set of Weierstrass points W := {P ∈
C | `(2P ) = 2}. Every hyperelliptic curve has one intrinsic structure for
D = W , and these sets are well known for hyperelliptic curves. A recent
description of Weierstrass points of generic curves of any genus can be found
in [GKR05].
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2.3 Models under extra assumptions
In this paragraph we recall the equations of hyperelliptic curves obtained
under a certain assumption. However, we are going to work without such
extra assumptions, and these special models are not going to be essential
for us. We will see how to obtain an equation for any hyperelliptic curve of
genus 2 in the next paragraphs.
One obtains equations working with the function fields k(C) k(P1). The
field k(P1) is identified with k(x) by fixing a point in P1(k) and calling it
infinity. This identifies our quadratic extension with k(C)/k(x). From now,
x is the function giving the first coordinate of a point P ∈ C.
The Riemann-Roch Theorem is useful to find models for hyperelliptic
curves of any genus if one makes the extra assumption for such a curve to
have a Weirestrass point P∞ defined over k. Under this assumption, the
Riemann-Roch Theorem shows the existence of another function y ∈ k(C)
such that there is a relation of the type y2+h(x)y = f(x) with deg h(x) ≤ g
and deg f(x) = 2g + 1.
The way to deduce this relation is as follows. As ordP∞(x) = −2, then
by Riemann-Roch `((2g + 1)P∞) = g + 2. As {1, x, ..., xg} is the maximal
set of powers of x having a pole of order less or equal to 2g+1 at P∞, there
must be another y ∈ k(C) linearly independent to 1, x, ..., xg in the vector
space L((2g + 1)P∞). This implies that the whole set of 3g + 4 functions
{1, x, ..., x2g+1, y, yx, ..., yxg, y2} are in L((4g+2)P∞), while Riemann-Roch
tells this is a 3g+3-dimensional space. Hence a linear combination between
the above functions exists, and the claimed relation follows.
To find models in full generality one needs more tools. The key character
is the ramification divisor D. We will next survey the algebraic description
of D. This is purely in terms of extensions of function fields. The algebraic
counterpart of D is the different of the extension k(C)/k(P1). We follow
[Sti93].
2.4 Ramification divisor
We need some concepts from the general theory of algebraic extensions F ′/F
of function fields with the same field of constants k.
Call PF the set of places of F . A place P ′ ∈ PF ′ is said to lie above a
place P ∈ PF if P ⊆ P ′. Usually P ′ is called an extension of P and one
writes P ′|P .
Definition 2.4.1. For any P ′|P , there exists a positive integer e(P ′|P )
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such that vP ′(x) = e · vP (x) for every x ∈ F . e(P ′|P ) is the ramification
index of P ′ above P . One calls P ′|P ramified if e(P ′|P ) > 1 and unramified
otherwise. If in addition char(k) | e(P ′|P ), one says the ramification is wild.
Remark 2.4.2. One has the well known formula [F ′ : F ] =
∑
P ′|P e(P
′|P ) deg(P ′).
From this formula it is clear that for quadratic extensions F ′/F , there
is just one P ′ above any ramified place P . One then says that P is to-
tally ramified in F ′/F . This is precisely the case for hyperelliptic curves as
then our extension k(C)/k(P1) is quadratic. Hence, for hyperelliptic curves
the ramification places P ′|P are totally ramified in k(C)/k(P1). We have
e(P ′|P ) = [k(C): k(P1)] = 2 in every ramification place P ′|P .
Definition 2.4.3. For any place P ∈ PF , O′P denotes the integral closure
of OP in F ′. The set
CP := {z ∈ F ′ | TrF ′/F (z · O′P ) ⊆ OP }
is called the complementary module over OP .
Proposition 2.4.4. With the notation above,
(a) CP is a O′P -module and O′P ⊆ CP .
(b) There exists an element t ∈ F ′ (depending on P ) such that CP = t · O′P .
Moreover, vP ′(t) ≤ 0 for all P ′|P .
(c) CP = O′P for almost all P .
Proof. [Sti93, III.3.8 ]
Definition 2.4.5. Let CP = t · O′P the complementary module over OP .
Then, the different exponent of P ′ over P is d(P ′|P ) = −vP ′(t).
Clearly d(P ′|P ) ≥ 0 and it is 0 for almost every P and P ′|P .
Definition 2.4.6. The divisor in F ′ given by
Diff(F ′/F ) =
∑
P∈PF
(∑
P ′|P
d(P ′|P )P ′
)
is called the different or ramification divisor of the extension F ′/F .
The coefficients d(P ′|P ) are called the exponents of the different and
they are described in terms of the ramification indexes e(P ′|P ).
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Theorem 2.4.7. (Dedekind’s Different Theorem) For all P ′|P then
(a) d(P ′|P ) ≥ e(P ′|P )− 1.
(b) d(P ′|P ) = e(P ′|P )−1 if and only if e(P ′|P ) is not divisible by char(k).
Proof. [Sti93, III.5.1]
In case (b) one says that the ramification is tame. Wild ramification
happens thus when the different exponents are just (strictly) bounded from
below.
The following powerful result, which we just reproduce for function field
extensions with the same fields of constants, tells more about the different
exponents, and allows to deal with the wild case:
Theorem 2.4.8. (Hurwitz Genus Formula) Let F ′/F be a finite separable
extension of function fields of genus g′ and g respectively. Then 2g′ − 2 =
[F ′ : F ](2g − 2) + deg(Diff(F ′/F )).
Proof. [Sti93, III.4.12]
2.5 Kummer and Artin-Schreier extensions
In order to give models of hyperelliptic curves one describes the generators
of the extension k(C)/k(x). The results in this section are due to Hasse
[Has34]. He showed that cyclic Galois extensions of k(x) of any degree n,
for fields k containing the n-th roots of 1, do admit a generator satisfying
a relation of the type yn = u(x) for certain u(x) ∈ k(x) defined up to
multiplication by elements of the form g(x)n, g(x) ∈ k(x)∗. This particular
definition of u(x) is because a change like
u(x)↔ u(x)g(x)n (2.5.1)
can be seen just as a change of generator y ↔ yg(x). Moreover, as we will
see a few lines below, u(x) is linked to Diff(k(C)/k(P1)). These are called
Kummer extensions.
If k does not contain nth-roots of 1 (that is, if gcd(char(k)− 1, n) = 1),
no such simple equation is available. Hasse showed that in this case such
extensions do always admit a generator y satisfying yp−y = u(x) for certain
u(x) ∈ k(x) related to Diff(k(C)/k(P1)). Now a change of generator y ↔
y + g(x) implies a change
u(x)↔ u(x) + g(x)p − g(x) (2.5.2)
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In general, for any field F of characteristic p, the set AS(F ) := {fp− f, f ∈
F} is a subgroup of F called the Artin-Schreier subgroup of F . Note that
if u(x) ∈ AS(k(x)) then yp − y = u(x) is a trivial extension. Hence, for
nontrivial extensions one can think u(x) ∈ k(x)\AS(k(x)), and u(x) to be
defined up to addition of elements in AS(k(x)). These are called Artin-
Schreier extensions. For a review of both types, see [Sti93].
The precise link between u(x) and Diff(k(C)/k(x)) for tame ramification
is obtained by making Dedekind’s Different Theorem explicit for Kummer
extensions. One obtains d(P ′|P ) = n/ gcd(n, vP (u(x))) −1 (recall that u(x)
is free of nth-powers) [Sti93, III.7.3]. Taking advantage of the transforma-
tions (2.5.1), which leave the extensions unchanged, one easily removes all
poles from u(x) until a n-th power free polynomial is obtained.
If the ramification is wild, using transformations (2.5.2), one can remove
the poles of order p. One proves that d(P ′|P ) = 1 +mP , where mP is the
order of the remaining poles of u(x) at P (so mP is coprime with p) [Sti93,
III.7.8].
In both cases, with the Hurwitz genus formula it is easy to bound the
degree of Diff(k(C)/k(P1)) in terms of the genus of the curve C. This gives
just finitely many options for u(x) and gives the model for C. We will see
an example of this in the next paragraph, just for curves of genus 2.
Note that because of the 2 : 1 morphism, we are only interested in
extensions of degree two. Hyperelliptic curves of any genus have essentially
two types of models: y2 = u(x) for fields of characteristic different to 2, and
y2+y = u(x) for fields of characteristic equal to 2. Whatever the case, these
equations provide a description of the 2 : 1 morphism. Indeed, for a given
x, the two preimages P1, P2 ∈ C are given by (x, y) where y is any of the
two solutions of the quadratic equations above. The hyperelliptic involution
ι permutes P1 and P2.
2.6 Curves of genus 2
Every genus 2 curve C is hyperelliptic. This is because Riemann-Roch The-
orem implies that any canonical divisor K has degree 2 and also `(K) = 2.
As the complete linear system |K| has no base points, it follows that the
canonical morphism
pi = piK : C −→ P1
has degree 2 [Har77].
Another straight Riemann-Roch argument valid in every characteris-
tic produces, for any genus 2 curve C (and just for genus 2!), a model
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y2 + h(x)y = f(x) with deg h(x) ≤ 3 and deg f(x) = 6. This is similar to
the previous argument in which the curve was assumed to have a k-rational
point. Take now the canonical divisor K of C instead. By Riemann-Roch,
K has degree 2 and `(K) = 2. As K is defined over k [Har77], there
is a function X defined over k such that 1, X, ...,X3 are in L(3K). But
`(3K) = 5. Hence there is another function Y defined over k in L(3K). But
then 1, X, ...,X6, Y, Y X, ..., Y X3, Y 2 are all in L(6K) and they form a 11-
dimensional space by Riemann-Roch. Hence a linear combination between
these functions has to exist.
For a description of the models of curves of genus 2 in full generality,
one specialises the results for hyperelliptic curves to genus 2. Over an alge-
braically closed field, this was done in [Igu60]. We need a similar description
for non algebraically closed fields.
By the Hurwitz genus formula, the degree of the ramification divisor of
any curve C of genus two is equal to 6. The Galois structure of possible
ramification divisors of genus 2 curves is restricted to Galois subsets of six
ramification points in the curve.
2.7 Fields of odd characteristic
By the theory of Kummer extensions, k(C)/k(x) has always a generator
y ∈ k(C) satisfying y2 = f(x) for a certain squarefree f(x) ∈ k(x). One can
always choose f(x) ∈ k[x] of degree 5 or 6. As char(k) 6= 2, the ramification
is tame. Thus, the different exponents are all equal to 1 by Dedekind’s
Different Theorem. This implies that there are always six different points
in the support of D, not necessarily defined over k. For instance, there
could be no point over k, but after an extension of k of degree 2, 3, 4, 5 or 6,
six different points would appear. The support of D is organized in Galois
orbits according to the irreducible factors of f(x).
With the description of the 2 : 1 morphism given above, the zeros of f(x)
provide the x-coordinates of the points in the support of D. For deg f(x) =
5, the point at infinity is also in D.
Note that the projective closure of the affine curve given by this plane
model is always singular at [0, 1, 0]. To get rid of this singularity and obtain
what we called a curve, we use the nonsingular model in P4 described in
the first pages of [CF96]. We briefly recall this model. Suppose f(x) =
a6x
6+...+a1x+a0 with ai ∈ k. Then the (projective, smooth, geometrically
irreducible) curve C associated to f is given by the zeros of the following set
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of homogeneous polynomials:
Y 2 − a6X23 − a5X2X3 − a4X22 − a3X1X2 − a2X21 − a1X0X1 − a0X20 = 0
X0X2 −X21 = 0
X0X3 −X1X2 = 0
X1X3 −X22 = 0
One recovers the singular plane model in the X0 6= 0 hyperplane setting
Y = y, Xi = xi, i = 0, 1, 2, 3. It is immediate that [0, 0, 0, 1,±√a6] maps to
the singular point [0, 1, 0] in the plane model. Hence, if deg f(x) = 6 there
are two different points above [0, 1, 0] which are defined over a quadratic
extension of k. If deg f(x) = 5 there is just one -then necessarily Weierstrass-
point above [0, 1, 0] defined over k.
In the next chapters we consider the affine coordinate rings in affine,
dense open sets U ⊂ C of these curves. One example is the polynomial ring
k[X0, X1, X2, X3, Y ] modulo the ideal generated by the polynomials above.
It is well known that the affine coordinate rings of nonsingular curves are
Dedekind domains. We denote them by OCf (U) or simply OCf .
2.8 Fields of even characteristic
Any nontrivial Artin-Schreier extension k(C)/k(x) admits a generator y ∈
k(C) satisfying y2+y = u(x) for a certain u(x) ∈ k(x)\AS(k(x)) determined
up to addition of elements in AS(k(x)) (see Section 2.5).
Taking advantage of the fact that the left hand side is of the form y2+y,
one can always choose u(x) without poles of even order. As char(k) = 2,
the ramification is wild. Hence the different exponents are odd and satisfy
d(P ′|P ) > 1 in all ramified places by Dedekind’s Different Theorem. Recall
that for the unramified points one has mP = −1 by definition. We will
now enumerate the possibilities for a divisor of degree six with such specific
coefficients. Note that the degree of a divisor depends on the degree of the
places in its support. Recall Hurwitz formula for genus two implies
6 =
∑
P∈k(P1)
(∑
P ′|P
(mP + 1)degP ′
)
From this formula, there are just a few possibilities for the structure of the
ramification divisor.
In Table 2.1 below, all the possible structures of the ramification divisor
are displayed. The first column are just names. The others describe the
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Case name Diff(k(C)/k(x)) Degrees and exponents
(1, 1, 1) simple 2P ′1 + 2P ′2 + 2P ′3 degP ′1 = degP ′2 = degP ′3 = 1
mP ′1 = mP ′2 = mP ′3 = 1
(1, 1, 1) quadratic 2P ′1 + 2P ′2 degP ′1 = 1 , degP ′2 = 2
mP ′1 = 1, mP ′2 = 1
(1, 1, 1) cubic 2P ′ degP ′ = 3
mP ′ = 1
(1, 3) 2P ′1 + 4P ′2 degP ′1 = degP ′2 = 1
mP ′1 = 1, mP ′2 = 3
(5) 6P ′ degP ′ = 1
mP ′ = 5
Table 2.1: The possible structures of the Ramification Divisor for curves of
genus two over fields of even characteristic.
support, the degree and the coefficients of each point in terms of the different
exponent.
Remark 2.8.1. The cases (1, 1, 1) quadratic and cubic become (1, 1, 1) sim-
ple after a quadratic/cubic extension of the base field k.
One is tempted to write down u(x)’s in Laurent Series whose divisor of
poles is like the ones in Table 2.1. The resulting equation y2 + y = u(x)
defines then a function field which is of the Artin-Schreier type. These Artin-
Schreier models then obviously ramify according to each prescription. One
can try to build up models that realize each of the ramification structures
above.
Note that an Artin-Schreier model does not define an affine curve because
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u(x) is not a polynomial. Despite of this, away from the poles of u(x) one
obtains a nonsingular object in two variables. In all cases, the polynomials
obtained from these Artin-Schreier models after clearing denominators have
singularities. The projective closure of this nonaffine object is a curve with
singularities, for which there is nonsingular model.
The genus of the nonsingular curve obtained after desingularization is
given in terms of the poles of odd order of u(x) and the Hurwitz formula
2.4.8, and it is equal to 2. So for each of these Artin-Schreier models, there
is a curve of genus 2 which we call Cu(x). This curve has a model in P4 very
similar to the one in Section 2.7.
However, it could still happen that many of the u(x)’s we wrote down
gave rise to k-isomorphic curves Cu(x) . This actually is the case and depends
on the structure of k and, in particular, of the Artin-Schreier subgroup
AS(k) of k. Recall that this is the group of elements in k of the form
AS(k) := {κ2 + κ | κ ∈ k}.
Theorem 2.8.2. Two hyperelliptic curves Cu(x), Cu′(x) are k-isomorphic if
and only if
u′(x) ∼= u(γ(x)) modAS(k(x))
for some γ ∈ PGL2(k).
Proof. We noted in Section 2.5 that u(x) and u′(x) define the same ex-
tension y2 + y = u(x) if they belong to the same class modulo AS(k(x)).
Further, if one changes x by γ(x) for some γ ∈ Autk(P1) ∼= PGL2(k) then
k(x) ∼= k(γ(x)), and one obtains an isomorphic field extension. So the curves
are isomorphic. If two hyperelliptic curves are isomorphic then the field ex-
tensions k(Cu(x′))/k(x′), k(Cu′(x))/k(x) are isomorphic. The two degree 2
morphisms to P1 differ by an element γ ∈ Autk(P1). Hence x′ = γ(x) and
necessarily u′(x) ∼= u(γ(x)) modAS(k(x)).
The classification of the rational functions u(x) under the double action
of PGL2(k) and AS(k(x)), and hence the classification of the curves Cu
modulo k-isomorphism, is shown in [CNP05]. The complete, faithful list of
Artin-Schreier models is given in Table 2.2 below.
The study of the above models for the case (5) was carried out thor-
oughly in [GV92a], [GV92b] for k a finite field of characteristic 2. For the
remaining four cases, the classification into k-isomorphism classes and the
determination of the number of such k-isomorphism classes over finite fields
of characteristic 2 was obtained in [Puj02]. This work later appeared in
[Hur03] and in [CNP05].
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Case name u(x) in y2 + y = u(x) Parameter conditions
(1, 1, 1) ax+ b/x+ c/(x+ 1) + d abc 6= 0, d ∈ k/AS(k)
simple
(1, 1, 1) ax+ (bx+ c)/(x2 + x+ u) + d a 6= 0, (b, c) 6= (0, 0),
quadratic d ∈ k/AS(k) , u /∈ AS(k)
(a, b, c) 6= (0, 0, 0),
(1, 1, 1) (ax2 + bx+ c)/(x3 + ux+ u) + d d ∈ k/AS(k) , u 6= 0
cubic such that x3 + ux+ u
is irreducible in k[x]
(1, 3) ax3 + bx+ c/x+ d ac 6= 0, d ∈ k/AS(k)
(5) ax5 + bx3 + cx2 + d a 6= 0, d ∈ k/AS(k)
Table 2.2: Complete, faithful list of Artin-Schreier models realizing each of
the ramification divisor structures in Table 2.1.
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We are going to use the nonsingular models above in the next chapters.
As before, for a given affine open set U ⊂ C, we call OCu(U) the affine
coordinate ring associated to U .
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Chapter 3
Crossed-product algebras
In this chapter we give a survey on crossed-product algebras, splitting fields
and the Brauer group. These are subjects with a long history. Crossed-
product algebras can be found in the works of Albert [Alb39], and also in
[Her68], [Wei67] and many others. Our main reference is [Rei75]. This chap-
ter consists of an extract of some results in [Rei75] which turned necessary
for this dissertation.
We will show in Chapter 5 that in some cases, the endomorphism algebras
of the Jacobian variety of some curves in Chapter 2 are crossed-product
algebras.
As we pointed out in the Introduction, we will find our distortion maps
among the endomorphisms of the Jacobian variety of genus two curves.
Hence the understanding of crossed-product algebras is relevant for our in-
terests. On the other hand, we will see in Chapter 6 that our main tool to
solve the Decisional Diffie-Hellman Problem – the Tate pairing – is closely
related to the Brauer Group.
3.1 The double centralizer theorem
We assume that all rings are semisimple, left Artinian, Noetherian, with
unity and associative, but not necessarily commutative. Recall that a k-
algebra A is a ring provided with an additional structure of k-vector space
k(aa′) = (ka)a′ = a(ka′)
so that the elements of k do commute with any element in the k-algebra.
For us, A will always be finite dimensional over k.
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Along with any k-algebra A there is a twin k-algebra Aopp called the
opposite algebra of A. It is defined from A in the following way: if (x, y) 7→
xy is the product in A, then (x, y) 7→ yx is the product in Aopp.
A is called simple if the only bilateral ideals of A are A and (0). A
(non commutative) k-algebra in which every nonzero element is invertible is
called division k-algebra or skewfield. We will denote skewfields by D. The
theorem upon which all the following relies is the Wedderburn Structure
Theorem for (left artinian) simple rings. We state the following version:
Theorem 3.1.1 (Wedderburn). Every simple ring A is isomorphic to an
algebra Mn(D) of n × n matrices over a division algebra D. The ring A
determines n uniquely and determines D up to isomorphism.
The center of a k-algebra A is defined as
Z(A) := {x ∈ A | xa = ax∀a ∈ A}
We mentioned above that k lies in the center of any k-algebra. If exactly
k = Z(A) one calls A a central k-algebra. Since our algebras are finite
dimensional and artinian, it is true that tensor products of central simple
algebras are again central simple.
Definition 3.1.2. For any simple subring B of a central simple k-algebra
A, the centralizer of B in A is
B′ = {x ∈ A | xb = bx ∀b ∈ B}.
Centralizers are important for the structure of the endomorphism alge-
bras that we will find in Chapter 5. A fundamental result on centralizers is
given by the following version of the Double Centralizer Theorem.
Theorem 3.1.3. Let B be a simple subring of a central simple k-algebra A.
Then the centralizer B′ of B in A is a simple ring and B is its centralizer
in A.
Proof. [Rei75, Theorem (7.11)].
We will not proceed without sketching some of the ideas behind this the-
orem. Note first that any A-module V is a k-vector space. By HomA(V, V )
we mean the A-module formed by the homomorphisms from V to itself.
A (left) A-module V is called faithful if its annihilator ideal is trivial or,
equivalently if A ↪→ Homk(V, V ). Hence, if A is simple, then any non-trivial
(left) A-module V is faithful. Faithful modules are notable because of the
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fundamental double centralizer property. This is a property which holds in
a very general situation and states that if V is a finitely generated, faith-
ful module over an artinian semisimple ring A then A ∼= HomD(V, V ) with
D = HomA(V, V ). On the other hand, if V is a simple A-module then
HomA(V, V ) is a skewfield with center k – this is Schur’s Lemma. Fur-
ther, it is shown that V can be provided with a structure of a module over
a certain ring S which is isomorphic to D ⊗k B. Then it is shown that
B′ = HomS(V, V ) and the simplicity of B′ follows. Next, the double cen-
tralizer property holds for S and V and states S = HomB′(V, V ). From this,
every element in B′ can be embedded in S and centralizes D ⊗ 1 in S. But
then it must be contained in Z(D)⊗k B = k ⊗k B ∼= B.
An accurate account of the ranks involved gives the following corollary.
Corollary 3.1.4. Let V be a simple left A-module and D = HomA(V, V ).
Then D ⊗k B ∼= HomB′(V, V ) and [B : k][B′ : k] = [A : k].
Proof. [Rei75, Corollary (7.13)]
At a certain point we will need also the following.
Corollary 3.1.5.
A⊗k Bopp ∼=Mr(B′)
where r = [B : k].
Proof. [Rei75, Corollary (7.14)]
3.2 The Brauer group
We recall now the definition of the Brauer group. Wedderburn’s Theorem
motivates the following equivalence relation: two central, simple k-algebras
A, A′ are called similar if there exist two integers m,m′ such that A ⊗k
Mm(k) ∼= A′ ⊗k Mm′(k). Taking the set of equivalence classes [A] by this
relation one obtains the Brauer group:
Theorem 3.2.1. The classes of central simple k-algebras form an abelian
group Br(k) called the Brauer group of k. The group operation is given by
[A][A′] = [A ⊗k A′], the inverse of the class [A] is the class of the opposite
algebra [Aopp] and the identity is given by [k].
It is interesting to consider the Brauer group of algebraic extensions k′
of k. As A⊗k k′ is a k′-algebra, there is a well defined map
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resk′/k : Br(k) −→ Br(k′)
[A] 7−→ [A⊗k k′]
which is a homomorphism of groups.
Definition 3.2.2. A field extension L of k is called a splitting field for a
k-algebra A if [A] ∈ ker(resL/k).
Remark 3.2.3. One calls ker(resL/k) the relative Brauer group with respect
to L/k. It is common to write Br(L/k) for ker(resL/k).
It is a consequence of Wedderburn’s Theorem that L splits A if and
only if L splits the corresponding skewfield D. For example, any algebraic
closure of k is a splitting field for A. But one can give a better description
of the necessary and sufficient conditions for a field to be a splitting field.
We next continue following [Rei75] to see how splitting fields are related to
centralizers.
3.3 Maximal subfields
The first step is to show that maximal fields inside a skewfield D - we call
such fields F from now on - are splitting fields for D. In principle, D may
not necessarily contain subfields at all apart from k. However, if one requires
[D : k] to be finite, then it is shown that one can always build one separable,
nontrivial extension E/k inside D. Using the Double Centralizer Theorem
3.1.3 for E one proves then the existence of a maximal separable subfield
F/k inside D by induction. We do not reproduce this construction [Rei75,
pages 97 & 98].
The fact that D contains F , provides D with a natural structure as
an F vector space. Write r = [D : F ] for the rank of D as an F -vector
space. A very particular relation between the dimensions [D : F ] and [F : k]
is to be noticed. Namely, maximality for F is a strong assumption and
implies that F ′ must equal F . This is because any simple field extension
F (x), for x ∈ F ′, is a subfield of D containing F . On the other hand,
Corollary 3.1.4 with A = D, B = F and V = D as a (left) D-module states
D⊗k F ∼= HomF (D,D) and [F : k]2 = [D : k]. But HomF (D,D) is trivially
isomorphic to Mr(F ). Hence, as r2 = [D ⊗k F : F ] = [D : k] = [F : k]2,
then necessarily r = [F : k] as well. All together is stated in the following
theorem.
Theorem 3.3.1. Let D be a skewfield with center k, and let [D : k] be finite.
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(i) Every maximal subfield F of D contains k, and is a splitting field for
D. Further, if m = [F : k], then
[D : k] = m2 , F ⊗k D ∼=Mm(F ).
(ii) There exists a maximal subfield F of D which is separable over k.
Proof. [Rei75, Theorem (7.15)].
By Theorem 3.3.1 above, it makes sense to define the index of a skewfield
D with center k and k-rank [D : k] to be the integer m :=
√
[D : k].
3.4 Self-centralizing maximal subfields
The next step is to study splitting fields forD that are not maximal subfields
of D. Take now E any splitting field for D, so that the central simple E-
algebra S := D⊗k E is isomorphic to a matrix algebra of a certain size over
E. Note, though, that [S : k] = [D : k][E : k] = m2[E : k]. This implies
that for any E, the size of the split D must be m: S = D ⊗k E ∼=Mm(E).
We will next see that splitting fields cannot have smaller degrees than
the maximal fields. Finally, we will see that splitting fields E for D can be
embedded as maximal fields in an algebra “close” to D in such a way that
their centralizer E′ in this new algebra is equal to themselves. We follow
[Rei75].
Theorem 3.4.1. Let D be a skewfield with center k, and let m =
√
[D : k].
Let E be a finite extension of k.
(i) If E splits D, then m | [E : k].
(ii) There exists a smallest positive integer r for which there is an embed-
ding E ⊂ Mr(D) as k-algebras. With this choice of r, E splits D if
and only if E is a maximal subfield of Mr(D). Furthermore, the cen-
tralizer E′ of E in Mr(D) is a skewfield, and E is a maximal subfield
of Mr(D) if and only if E = E′.
Proof. The proof can be found in [Rei75, Theorem (28.5)], and we now
sketch it.
Via the identification of D with D ⊗k 1 in S, any simple (right) S-module
V is naturally a vector space over D with, say, r = [V : D]. This double
interpretation of V is useful. On one hand, identifying E with E ⊗k 1 in S
then E ⊂ HomS(V, V ). Then Mm(E) can be seen as HomS(V m, V m), and
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so S = E ⊗k D ∼= Mm(E) ∼= V m as right S-modules. On the other hand,
with the ranks of S and V as D-modules one obtains mr = m[V : D] = [S :
D] = [E : k]. Hence m | [E : k].
Moreover, as E and D commute in S, and as V is an S-module by construc-
tion, so E can be seen also as E ⊂ HomD(V, V ) ∼=Mr(D). Now consider E′
the centralizer of E in B := HomD(V, V ). Note E′ is a ring (containing E)
right now. The elements in E′ are in HomS(V, V ) because by definition they
commute with E and hence with D in S. Actually one has E′ = HomS(V, V )
and this is now a skewfield by Schur’s Lemma. Moreover, for any x ∈ E′\E
then E(x) is a commutative extension of E inside a skewfield, and hence a
field extension of E. It follows that E′ = E if and only if E is a maximal
subfield in B.
Note also that B has rank r2 as a D-module and thus rank r2m2 as a k-
module. Hence, by Corollary 3.1.4 above with A = B and B = E one has
[E : k][E′ : k] = [B : k] = r2m2. But above we saw that if E is a splitting
field then [E : k] = mr. And as E ⊂ E′, also [E′ : k] = [E′ : E][E : k].
So necessarily E′ = E and hence E is forced to be a maximal subfield
of B. Reciprocally, if E is a maximal subfield of B then E = E′. But
B⊗kE = B⊗kEopp ∼=Ms(E′) =Ms(E) for s = [E : k]. So E splits B. But
B ∼=Mr(D), and therefore E splits D.
Remark 3.4.2. Hence, if E splits D, then E can be embedded as a maximal
subfield in a full matrix algebra B over D, in such a way that [B : k] = [E :
k]2 and that E coincides with its centralizer in B. Such E is called a self-
centralizing maximal subfield of B. Note that requiring A to be split by a
field E such that [A : k] = [E : k]2 then necessarily B ∼= A. We will meet
examples of this situation in Sections 5.3, 5.4 and 5.5. However, note that
the splitting field may well not lie in A. In Section 5.6 we give examples
where this situation may rise.
Corollary 3.4.3. Let A be a central simple k-algebra split by E, where
k ⊂ E, and where [A : k] = [E : k]2. Then E can be embedded in A as a
self-centralizing maximal subfield of A.
Proof. [Rei75, Corollary (28.10)]
3.5 Crossed-product algebras
Let A be a central simple algebra. Each class [A] ∈ Br(F/k) contains
a representative B in which the splitting field F is embedded as a self-
centralizing maximal subfield. B is in general just similar to A. Moreover,
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if by any chance we find a field F embedded in A and such that [A : k] =
[F : k]2, then B ∼= A and F is a self-centralizing maximal subfield of A.
One also shows that, extending to the normal closure if necessary, the
maximal subfield F can be taken finite and Galois without changing the
similarity class of A. Such algebras A are called crossed-products.
Definition 3.5.1. A crossed-product k-algebra is a central simple k-algebra
A that contains a subfield F Galois over k such that [F : k] = [A : F ].
Note that [A : k] = [F : k]2 trivially holds true. Moreover, by Theorem
3.3.1 there exists a maximal field E in A which splits A and such that
[A : k] = [E : k]2. From this, F ∼= E and F splits A as well. Also, as F
is contained in A by assumption, then B = A in the preceding discussion,
and by Corollary 3.4.3 above, F is a self-centralizing maximal subfield of
A. Note also that the F -basis of A is closely related to the Galois group
G := Gal(F/k). Recall that Galois extensions satisfy #G = [F : k] and
hence the cardinality of any F -basis of A is #G as well. The connection
between the F -basis and G is given by the Skolem-Noether Theorem in the
next section.
Remark 3.5.2. If A is a crossed-product algebra, then A is written as
(F,Gal(F/k), f)
and we will call A a crossed-product over F for short. The role of f will be
explained later.
Remark 3.5.3. (Aside) As F is exactly the set of elements which com-
mute with F in (F,Gal(F/k), f), then if we make them become the scalars
–that is, we declare them to commute with every element or, in other
words, we build the F - algebra (F,Gal(F/k), f) ⊗k F )– then F becomes
exactly the set of all elements which commute with every element, that is
Z((F,Gal(F/k), f)⊗k F ) = F . In other words, ((F,Gal(F/k), f)⊗k F ) is a
central F -algebra.
We will see in Chapter 5 that some curves in Chapter 2 are supersin-
gular. We are going to show that this arithmetic property ensures that the
endomorphism algebras of the jacobian variety of these curves has dimension
16 (see Theorem 5.2.6).
On the other hand, we will show in Chapter 5 that there are some super-
singular curves of genus two whose Jacobian variety has an endomorphism
algebra which contains Galois subfields of degree 4. Assuming simple and
central, these two facts imply that the endomorphism algebra of the Jaco-
bian variety of such curves of genus two is a crossed-product algebra (see
Corollary 5.2.9).
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3.6 The Skolem-Noether theorem
An automorphism of k-algebras φ is called inner if there exists an invertible
element u ∈ A such that φ(x) = uxu−1 ∀x ∈ A.
Theorem 3.6.1 (Skolem-Noether). Any automorphism of simple, central
k-algebras is inner.
Proof. See [Rei75].
Note that taking any element x of a maximal field F of a crossed product
k-algebra A, and σ is n automorphism of A that restricts to an element of
Gal(F/k), then σ(x) = uxu−1 for certain invertible element u ∈ A. Write uσ
for such an invertible u. It is obvious that uσuτ and uστ have the same effect
in the elements x ∈ F . Indeed, they both act as x 7−→ σ(τ(x)) = στ(x).
But this does not imply uσuτ = uστ .
It is easy to show that any uσ attached to any nontrivial element of the
Galois group does not belong to the maximal self-centralizing subfield.
Lemma 3.6.2. Let σ be an element in Gal(F/k) different from the identity.
Then, for any uσ ∈ (F,Gal(F/k), f)∗ such that uσxu−1σ = σ(x) one has
uσ /∈ F ∗.
Proof. If not, then uσ ∈ F and uσxu−1σ = x because F is a field.
Remark 3.6.3. It is obvious that uσ−1uσ centralizes any x ∈ F and uσ−1uσ =
uσuσ−1 . This implies, for example, that Galois groups in which all elements
have order two are associated with uσ’s such that u2σ ∈ F ∗.
Trivially uσuτu−1στ centralizes the self-centralizing maximal subfield F . Hence
there is fσ,τ ∈ F ∗ such that uσuτu−1στ = fσ,τ .
Now recall that our algebras are associative by assumption. In particular
uρ(uσuτ ) = (uρuσ)uτ must hold for any ρ, σ, τ ∈ Gal(F/k). But above we
just saw uσuτ = fσ,τuστ for a certain fσ,τ ∈ F ∗. This allows to foresee a
certain behaviour of the f ’s. Namely, as
fρ,σfρσ,τuρστ = (fρ,σuρσ)uτ = (uρuσ)uτ =
= uρ(uσuτ ) = uρ(fσ,τuστ ) = ρ(fσ,τ )uρuστ = ρ(fσ,τ )fρ,στuρστ
then one has
fρ,σfρσ,τ = ρ(fσ,τ )fρ,στ .
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Sets of elements f ∈ F ∗ as above were known as factor sets in the past, and
they have other nice properties. They are closed under multiplication
(fg)σ,τ = fσ,τgσ,τ
and there is a special type of them, the ones of the form
(δc)σ,τ := cσσ(cτ )c−1στ
for any set {cσ}σ∈G of elements in F ∗, which form a subgroup. Moreover,
one checks that (F,G, f) ∼= (F,G, (δc)f).
Factor sets belong to the theory of Galois Cohomology. The standard con-
structions of chains, cochains, cocycles and coboundaries can be found in
many books such as [Ser94] or [NSW86]. The fσ,τ ’s are elements of the
second cohomology group H2(G,F ∗), which is defined as the quotient of
the multiplicative group of the factor sets (2-cocycles nowadays) by the 2-
coboundaries (δc).
As the fσ,τ ’s are defined up to 2-coboundaries, this allows to normalize the
fσ,τ ’s: if one takes c1 := f−11,1 and cσ := 1 for the other σ ∈ G, then the 2-
coboundary (δc)σ,1 := σ(c1) = f−1σ,1 , σ ∈ G makes the values of the equivalent
2-cocycle g = (δc)f to be g1,1 = gσ,1 = g1,σ = 1 for all σ ∈ G.
From now on, all the 2-cocycles are going to be normalized. In this way,
uσu1 = fσ,1uσ = uσ = f1,σuσ = u1uσ, and u1 is the unit element in A.
Recall that by the Skolem-Noether Theorem the uσ’s are (left and right)
invertible, so units in A. After normalization, one identifies u1 with 1A.
Moreover, u1F is F and hence u1 = 1A = 1F = 1k = 1.
By the previous discussion, all crossed-products have a 2-cocycle in their
structure.
Theorem 3.6.4. Let A be a crossed product k-algebra and F a maximal
field of A. Then there exists a set {uσ}σ∈G of elements of A which is a
F -basis of A. These elements satisfy
uσx = σ(x)uσ ∀x ∈ F,∀σ ∈ G
and
uσuτ = fσ,τuστ ∀σ, τ ∈ G
where fσ,τ is a 2-cocycle.
Proof. See [Rei75, Chapter VII, §29 ].
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Reciprocally, for any 2-cocycle f ∈ H2(G,F ∗) and any set {uσ}σ∈G be-
having like above, then (F,G, f) :=
⊕
σ∈G uσF is a crossed-product algebra
with self-centralizing maximal subfield equal to F .
Two crossed-product algebras (F,G, f), (F,G, g) are isomorphic if and
only if the factor sets f and g differ by a 2-coboundary [Rei75, Theorem
(29.6)]. Moreover, it is shown that (F,G, f)⊗k(F,G, g) and (F,G, fg) belong
to the same class in the Brauer Group [Rei75, Theorem (29.9)]. Thus there
is a well defined monomorphism of groups H2(G,F ∗) ↪→ Br(F/k) which is
an isomorphism.
Theorem 3.6.5. Let F be a Galois extension of k, with Galois group G.
Then
H2(G,F ∗) ∼= Br(F/k),
and the isomorphism is given by mapping [f ] ∈ H2(G,F ∗) onto the class
[(F,G, f)] ∈ Br(F/k).
Proof. [Rei75, Theorem (29.12)]
Example 3.6.6. Take {cσ}σ∈G = {piσ}σ∈Gal(F/k) the set of roots of the
irreducible polynomial defining F . Assume Gal(F/k) ∼= Z/2Z× Z/2Z with
σ, τ two nontrivial elements in Gal(F/k), both of order 2, and such that
σ(pi1) = piσ, τ(pi1) = piτ , στ(pi1) = piτσ. Then
piσσ(piτ )pi−1στ = piσ , piττ(piσ)pi
−1
τσ = piτ
piστστ(piτ )pi−1σ = piστ , pi1(pi1)pi
−1
1 = pi1
This shows that the set {piσ}σ∈Gal(F/k) is a 2-coboundary. Further, after
normalization, the 2-coboundary is {1, piσpi1 , piτpi1 , piστpi1 } ⊆ F ∗.
For any invertible element u ∈ (F,Gal(F/k), f)∗, the elements
{u, upiσ
pi1
, u
piτ
pi1
, u
piστ
pi1
}
lie in the same class modulo F ∗, and they are units in the subring uF ⊆
(F,Gal(F/k), f). The elements {1, piσpi1 , piτpi1 , piστpi1 } ∈ [1] attached to the identity
element of Gal(F/k) are in F , and by Lemma 3.6.2 they are the only ones.
When the Galois group of the self-centralizing maximal subfield F of a
crossed-product k-algebra A is cyclic, the 2-cocycles are of a special shape.
Assume Gal(F/k) = 〈σ〉 is cyclic of order n. Take any x ∈ F and uσ ∈ A
a unit that acts as unσxu
−n
σ = σ(x)
n = x in the Skolem-Noether Theorem.
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This implies at once that unσ must lie in F
∗. But the expression of the
intermediate powers of uσ
u2σ = uσuσ = fσ,σuσ2
u3σ = u
2
σuσ = fσ,σuσ2uσ = fσ,σfσ2,σuσ3
...
unσ =
n−1∏
j=0
fσj ,σuσn =
n−1∏
j=0
fσj ,σu1 =
n−1∏
j=0
fσj ,σ
and Galois invariance imply that unσ ∈ k∗.
Remark 3.6.7. However, we will show in Chapter 6 that the cyclic/noncyclic
character of the Galois group of the crossed-product algebra is not relevant
for a solution to DDH.
3.7 Examples
We borrow two examples of crossed-product algebras of dimension 4 over Q
from [AB04].
Example 3.7.1. Consider H the central simple Q-algebra of dimension 4
with Q-basis {1, u, v, uv} such that u2 = 1, v2 = −1, uv = −vu. This is a
quaternion algebra over Q called (1,−1Q ). One has the Q-isomorphism
M2(Q) ∼= (1,−1Q )(
α β
γ δ
)
7−→ 12((α+ δ) + (α− δ)u+ (β − γ)v + (β + γ)uv)(
x+ y z + t
t− z x− y
)
←a x+ yu+ zv + tuv
and trivially every quadratic extension Q(
√
ξ), for every ξ ∈ Q, ξ < 0 splits
(1,−1Q ) as Q(
√
ξ) is embedded in (1,−1Q ) via
Q(
√
ξ) ↪−→ M2(Q)
x+ y
√
ξ 7−→
(
x y
ξy x
)
Example 3.7.2. Take now H := (p,qQ ) with p, q two different primes such
that one of them is congruent to 1 mod 4 and such that (pq ) = −1. Then it
is shown in [AB04] that H is not isomorphic to a 2× 2 matrix algebra (and
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moreover, as the dimension is 4, this implies that H is a skewfield). Further,
to give a splitting field F embedded in H (via Φ, say ) one needs to find an
element h ∈ H such that N(Φ−1(h)) = N(h) and Tr(Φ−1(h)). One finds h
in the conjugation class of h in the group of units of H.
Example 3.7.3. It is very well known that Quaternion algebras arise as the
endomorphism algebras of supersingular elliptic curves over finite fields.
In analogy with elliptic curves over finite fields, curves of genus two
over finite fields provide examples of crossed-product algebras (see Corollary
5.2.9).
Example 3.7.4. In Section 5.3 we will show a cyclic crossed-product algebra
over a subfield associated with an automorphism of a curve. We will consider
the endomorphism algebra of the Jacobian variety of the genus two curve
C : y2 = x5 + 1 defined over a finite field Fp. We will show that if p ≡ 2, 3
mod 5 then End0(Jac(C)) contains a cyclic maximal subfield Q(ξ5) and also
a non-cyclic maximal subfield generated by the Frobenius endomorphism.
We show that End0(Jac(C)) is a crossed-product algebra.
Example 3.7.5. In Section 5.4 we will show other examples of crossed-
product algebras associated to curves over finite fields without extra auto-
morphisms. The role of the extra automorphisms is played in these examples
by the CM-isogenies.
Example 3.7.6. In Section 5.5 we consider the algebra End0(Jac(C)) asso-
ciated with the supersingular curve C : y2 + y = x5 + x3 + 1 defined over a
finite field F2m . In this example, End0(Jac(C)) is 16 dimensional and con-
tains a degree 4 field generated by the Frobenius endomorphism. However,
we will see that End0(Jac(C)) is not a crossed-product algebra as it fails to
be central.
Chapter 4
Algebraic groups for
cryptography
In Chapter 2 we described the affine coordinate rings OCu , OCf of genus two
curves C defined over a field Fq of even or odd characteristic respectively.
In this chapter we consider the ideal class group Cl(OC) of these Dedekind
domains. We review how the group Cl(OC) is related to the degree zero
divisor class group Pic0(C/Fq) of the curves C, how to represent the elements
in the group Cl(OC) and how to compute in Cl(OC).
When there is a rational point at infinity, the group Cl(OC) is isomorphic
to the group of Fq-rational points of the abelian variety Jac(C). In this
chapter we review some properties of Jac(C) and recall what supersingular
and Fq-simple abelian varieties are. We recall the notions of endomorphism,
isogeny, characteristic polynomial associated to an endomorphism and how
to interpret automorphisms of curves C as isogenies of Jac(C). We review
the Frobenius endomorphism, its characteristic polynomial and how to read
supersingularity from it. The Frobenius endomorphism plays a major role
in Chapter 5.
The main references for this chapter are [Lor96], [CS86] and [GM06].
4.1 The ideal class group
In this section we recall the definition of the ideal class group Cl(OC) and
recall why is it a finite group in our situation. We also review the relation
between the ideal class group and the degree zero divisor class group Pic0(C)
of curves of genus two over finite fields.
Unique factorization into prime ideals 6= 0 in Dedekind domains OK
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provides the set of ideals in OK with a multiplicative structure similar to
that of Z. As in the integers, the multiplicative inverses do not lie in OK but
in its field of fractions K. The common notion of an ideal and its inverse is
that of a fractional ideal.
Definition 4.1.1. A fractional ideal ofK is a finitely generatedOK-submodule
a 6= 0 of K.
Any element a ∈ K defines a fractional principal ideal (a) = aOK of K
and, as OK is Noetherian, any OK-submodule a 6= 0 of K is a fractional
ideal if and only if there exists c ∈ OK , c 6= 0, such that ca ⊆ OK is an ideal
of the ring OK . Fractional ideals are multiplied just as the ideals in OK are.
We say that a fractional ideal is integral if it is also an ideal of OK .
Proposition 4.1.2. The fractional ideals of K form an abelian group JK ,
called the ideal group of K. The identity element is (1) = O and the inverse
of a is a−1 = {x ∈ K | xa ⊆ O}.
Proof. [Neu99, Chapter I, Proposition (3.8)].
Definition 4.1.3. The ideal class group Cl(O) of the Dedekind domain O
is the quotient group JK/PK of the group of fractional ideals of the field of
fractions K of O by the subgroup of the principal fractional ideals.
Our interest is in Dedekind domains coming from curves of genus two
over finite fields Fq. Recall that Dedekind domains are attached to curves as
affine coordinate rings. Given a dense open affine subset U ⊂ C, the affine
coordinate ring of functions defined everywhere on U is a Dedekind domain
OC(U) with a natural Fq-algebra structure, as the functions are quotients
of polynomials over Fq.
We noted in Chapter 2 that any curve C of genus two over a finite
field has a nonsingular model in P4, and for them the Dedekind domain
OC is given by an affine part of the homogeneous coordinate ring given
by Fq[X0, X1, X2, X3, Y ] modulo some relations (see Sections 2.7 and 2.8 in
Chapter 2). The field of fractions Fq(OC) = Fq(C) of OC is a finite extension
of Fq(x). The Dedekind domains OC correspond to the desingularization of
certain plane Kummer/Artin-Schreier models, and OC is the integral closure
of Fq[x] in Fq(C). In this situation one knows how to prove that Cl(OC) is
a finite group in two different ways.
Theorem 4.1.4. The ideal class group Cl(OC) of a curve over a finite field
is a finite group.
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Proof. (Sketch) The first way to prove this theorem parallels the case of
number fields. The crucial fact is that for curves over finite fields, the
Dedekind domains OC have finite quotients. As a consequence, if OC is the
integral closure of Fq[x] in a finite separable extension Fq(C)/Fq(x) then
Cl(OC) is finite [Lor96, Chapter V, Theorem 3.10]. One then shows that
purely inseparable extensions have no real effect on the ideal class group
[Lor96, Chapter X, Proposition 1.6].
The second way is to use the Riemann-Roch Theorem. In 2.1.4 we noted
that the Riemann-Roch Theorem implies that Pic0(Fq(C)) is finite. It turns
out that the two groups Cl(OC) and Pic0(Fq(C)) are related via a map
ϕ : Pic0(Fq(C)) −→ Cl(OC)
[
∑
P∈C aPP ] 7−→
∏
P∈U [MP ∩ OC]aP
whereMP is the maximal ideal of the point P . As a consequence, the orders
of these two groups are related by a formula involving the regulator R of the
function field extension Fq(C)/Fq(x) and the number r of points pi−1(∞) =
{P1, . . . , Pr} which map to ∞ ∈ P1 under the degree two morphism.
Corollary 4.1.5. |Cl(OC)| · |R| =
∣∣Pic0(C)∣∣ ·∏ri=1 deg(Pi) · log(q)r−1
Proof. [Lor96, Chapter VIII, Lemma 9.8 and Corollary 9.9]
Definition 4.1.6. A quadratic extension Fq(C)/Fq(x) of function fields is
called real or imaginary depending on the ramified/split behaviour of ∞ ∈
P1. If ∞ ramifies it is called imaginary and if ∞ splits it is called real.
Remark 4.1.7. As in the imaginary case the Weierstrass point P∞ is defined
over Fq, and as the choice of the point∞ ∈ P1 is arbitrary, all genus 2 curves
with at least one Weierstrass point over Fq give rise to imaginary quadratic
function field extensions.
For curves of genus 2, the two groups Pic0(Fq(C)) and Cl(OC) are iso-
morphic in the case of imaginary quadratic extensions. Recall that we are
interested in the case that the order of these groups is a prime number.
Proposition 4.1.8. If C is a curve of genus 2 over a finite field of odd
characteristic given by a polynomial fof degree 5, then Pic0(Fq(Cf )) and
Cl(OCf ) are isomorphic. If C is a curve of genus 2 over a finite field of
even characteristic, then Pic0(Fq(Cu)) and Cl(OCu) are isomorphic in all
cases but for the (1, 1, 1) cubic.
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Proof. If char(Fq) 6= 2, then we saw in Chapter 2 that the number r of points
above infinity depends on the degree of the defining polynomial f . Indeed,
if the degree of f is 6, then the point at infinity ∞ ∈ P1 is not ramified in
Fq(Cf )/Fq(P1) (see Section 2.7 in Chapter 2) and there are two conjugated
points of degree two in pi−1(∞). So r = 2 in these cases. By Corollary 4.1.5,
this does not guarantee the two orders to be equal. If, instead, the degree of
f is 5, then∞ ∈ P1 ramifies and there is just one point in pi−1(∞), so r = 1.
It is defined over Fq and hence has degree one. As also R = 1, Corollary
4.1.5 forces Pic0(Fq(Cf )) and Cl(OCf ) to have the same order.
If char(Fq) = 2, then ∞ ∈ P1 is always ramified in all cases but one. That
is, there is always one point of C lying above∞ ∈ P1 for all the u(x) defining
Artin-Schreier models but one (see Section 2.8 in Chapter 2). The exception
is the (1, 1, 1) cubic case
y2 + y = (ax2 + bx+ c)/(x3 + ux+ u) + d
with d ∈ Fq/AS(Fq) and u ∈ Fq\{0} such that x3 + ux+ u is irreducible in
k[x] . After clearing denominators, the point [1 : 0 : 0] is double ordinary but
not ramified, and there are two points P∞, P ι∞ above it in the nonsingular
model.
Remark 4.1.9. While for arbitrary degree six polynomials f there is a pri-
ori no reason why the two groups Pic0(Fq(Cf )) and Cl(OCf ) should be
isomorphic, in the case we are given a degree 6 polynomial f with a root
in the same field as the coefficients of f (in other words, there is a rational
Weierstrass point), then under a certain change of variables one transforms
f to a degree 5 polynomial f ′ defined over the same field as f [CF96]. For
these particular polynomials f , the two groups above are isomorphic.
4.2 Representation in the ideal class group
Recall that our Dedekind domains OCf and OCu from Chapter 2 are affine
coordinate rings in some affine open set of a genus two curve C. Further,
recall that if C has just one point mapping to ∞ ∈ P1 under the degree two
morphism pi : C→ P1 –in which case such a point is necessarily double and
defined over the base field k– then, regardless of the characteristic of the base
field, C has a plane model given by y2 + h(x)y = f(x) with deg f(x) = 5
and deg h(x) ≤ 2. If there are two different points mapping to ∞ ∈ P1
under pi then the plane model is y2 + h(x)y = f(x) with deg f(x) = 5 and
deg h(x) = 3 in even characteristic and h(x) = 0, deg f(x) = 6 in odd
characteristic.
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Regardless of the number of points at infinity, the integral ideals a in
the affine coordinate ring OC of a hyperelliptic curve over Fq of any genus
g, have the following expression as polynomials in two variables x, y with
coefficients in Fq
a = s (aFq[x] + (b+ y)Fq[x])
with s(x), a(x), b(x) ∈ Fq[x], s(x) and a(x) monic, and a(x) , b(x) satisfying
the divisibility condition a(x) | (b(x)2 − b(x)h(x) − f(x)) for f, h the hy-
perelliptic polynomials corresponding to C (see for example [JMS04]). Note
that the degree in y is at most one.
Definition 4.2.1. If, in the above expression s = 1, the integral ideal a is
called primitive. If, further, deg a(x) ≤ g and deg b(x) < deg a(x) then a is
called reduced.
The polynomials a, b specify the class of the ideal a modulo principal
ideals, and there is a bijective correspondence between pairs a, b defining
reduced ideals and ideal classes. We take the primitive representative in its
class and write
a = [a(x), b(x)].
Definition 4.2.2. The polynomials a, b are called the coordinates of the
integral fractional ideal a.
Remark 4.2.3. The coordinates a, b for the ideal a are given the name
Mumford Representation after [Mum84].
For curves of genus 2 over Fq, a typical integral ideal class has a repre-
sentative of the form
[x2 + αx+ α′, βx+ β′]
with α, α′, β, β′ ∈ Fq.
The number of reduced representatives in every ideal class [a] in Cl(OC)
varies according to the ramified/split behaviour of ∞ ∈ P1 in the exten-
sion Fq(C)/Fq(x). In the imaginary case every ideal class contains one re-
duced representative, while in the real case there are up to two reduced
representatives per class (recall that the regulator is at most two for us).
The arithmetic in these two cases is different. In the imaginary case, Can-
tor’s algorithms (see below) are the exact translation into algebraic terms
of the natural arithmetic-geometric laws in Pic0(C) due to the fact that
Pic0(C) ∼= Cl(OC).
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The real case is an area of active research, with specific problems in-
teresting for cryptographers [Sch00], [SSW96]. For real quadratic function
fields of any genus in odd characteristic, see [JSW05]. In even characteris-
tic, see [MVZ98], [Zuc97] and [Zuc98]. It would be interesting to work out
explicitly the results in [MVZ98] and [Zuc97] in the (1, 1, 1) cubic case.
The isomorphism Pic0(C) ∼= Cl(OC) allows a geometric interpretation
of integral ideal classes in the imaginary quadratic case, that is, for hyper-
elliptic curves with one point P∞ above ∞ ∈ P1. Recall that P∞ is defined
over Fq.
Proposition 4.2.4 (Riemann-Roch Reduction). In every Fq-rational divi-
sor class of degree 0 of a curve C over Fq of genus g there exists a divisor
D − gP∞ with D =
∑k
i=1 niPi, with ni ∈ N and
∑
ni = g.
Proof. See for example [Vol95, Proposition 7] or [FL03, Lemma 3.5]. The
idea is that any degree zero divisor class of such curves has a representative
of the form
D =
∑
i
deg(Pi)Pi − (
∑
i
ni))P∞,
and the coefficient (
∑
i ni)) can be converted into a quantity which is less
than or equal to the genus g of C. The way to do so is by adding divisors of
appropriate functions if required. Firstly, by the Riemann-Roch Theorem
one can assume that the coefficients of a representative of the class of D
in Pic0(C) are all positive. That is, one can assume the part
∑
i niPi to
be an effective divisor. By the isomorphism Pic0(C) ∼= Cl(OC), any ideal
class corresponds to a degree zero divisor D, as above, but free of divisors
from functions in its support. If one detects divisors from functions in the
support of D, one can remove them without changing the class of D. By
the Riemann-Roch Theorem, with this procedure it is possible to “reduce”
any divisor D ∈ Div0(C) to another divisor D′ ∈ Div0(C) of the form
D′ =
∑
i
deg(P ′i )P
′
i − gP∞
belonging to the same class of D.
Example 4.2.5. Take a point P of a genus two curve C with one point P∞
at infinity, and consider the point P ι (recall that P ι has the same image as
P under the degree two morphism pi to P1). The divisor P + P ι is called
a hyperelliptic divisor and it is very close to a principal divisor. Indeed,
the divisor of the function x − x(P ) is (x − x(P )) = P + P ι − 2P∞. Take
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two arbitrary points P1, P2 in C and consider the degree zero divisors D1 =
P1 + P − 2P∞ and D2 = P2 + P ι − 2P∞. Then the degree zero divisor
D = D1+D2 = P1+P2+P +P ι−4P∞ = P1+P2−2P∞+P +P ι−2P∞ =
= P1 + P2 − 2P∞ + div(x− x(P ))
is equivalent to D′ = P1 + P2 − 2P∞ in Pic0(C). Divisors in Div(C) with-
out hyperelliptic divisors in their support are sometimes called semireduced
divisors. D′ is thus a semireduced divisor linearly equivalent to D (in fact,
D′ is also reduced). Note that (x − x(P )) = P + P ι − (P∞ + P∞ι) for
curves with two points above infinity, and in this case all divisors containing
pi−1(∞) = {P∞, P∞ι} in their support are not semireduced, that is, they
contain the hyperelliptic divisor P∞ + P∞ι .
Remark 4.2.6. For curves of genus two with one point at infinity, the geo-
metric interpretation of ideal classes is given explicitly as follows: reduced
divisors
P1 + P2 − 2P∞
correspond to the integral ideal with coordinates
[(u− x(P1))(u− x(P2)), y(P2)(u− x(P1))
x(P2)− x(P1) +
y(P1)(u− x(P2))
x(P1)− x(P2) ].
Note that the coordinates of the points may lie in a quadratic extension.
The above bijection takes place over the algebraic closure of the base field,
at the geometric points.
4.3 Cantor’s algorithms
In this section we recall how the geometric procedure of Riemann-Roch
reduction of divisors is translated into an operation in terms of coordinates
of ideals.
In [Can87], two algorithms implementing the operation in the ideal class
group Cl(OC) for hyperelliptic curves with one point at infinity were intro-
duced. These algorithms are inspired in the procedures of composition and
reduction of quadratic forms of Gauss (see for example [Zag81]).
Cantor’s algorithms do the following. Given the representatives a, b of two
ideal classes [a], [b] in Cl(OC), the first algorithm takes a and b as inputs
and returns the multiplication of the ideals ab, which of course lies in the
class [ab]. This step corresponds to the composition of quadratic forms.
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The second algorithm takes the ideal ab as input and returns the reduced
representative in the class [ab]. This step corresponds to the reduction of
a quadratic form. Note that uniqueness of reduced representatives in each
class is important. For a proof of correctness, see [MWZ98].
Remark 4.3.1. Cantor’s algorithms represent addition in Pic0(C/Fq) if C
has a k-rational Weierstrass point at least. In such a case, the composition
law of quadratic forms can be given a geometric interpretation in terms of
divisors on curves as formal addition together with Riemann-Roch reduction.
The geometric object related to this is the Jacobian variety of C, which we
recall in Section 4.4.
The following is a transcription of the Magma code implementing Can-
tor’s algorithms. We use them for the computation of the Tate pairing for
divisor classes on genus two curves (see Chapter 6). Note the use of the
extended Euclidean algorithm XGCD.
Algorithm 4.3.2. Input: Mumford coordinates of two reduced divisors in
the ideal class group of a curve C over Fq with one point over Fq at least.
Output: unreduced Mumford coordinates of the sum of the two divisors.
compose:=function(a1, b1, a2, b2,C);
f, h:=HyperellipticPolynomials(C);
d1, e1, e2:=XGCD(a1, a2);
b3:=b1 + b2 + h;
d, c1, c2:=XGCD(d1, b3);
s1:=c1 ∗ e1;
s2:=c1 ∗ e2;
s3:=c2;
d2:=d ∗ d;
a3:=a1 ∗ a2;
a:=a3 div d2;
g1:=s1 ∗ a1 ∗ b2;
g2:=s2 ∗ a2 ∗ b1;
g3:=b1 ∗ b2 + f;
g4:=s3 ∗ g3;
g5:=g1 + g2 + g4;
g6:=g5 div d;
b:=g6 mod a;
return a, b;
end function;
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Algorithm 4.3.3. Input: the coordinates u, v of a divisor D with no divisors
of functions on its support.
Output: the reduced representative in the class of D modulo principals.
reduce:=function(u, v,C);
f, h:=HyperellipticPolynomials(C);
g:=Genus(C);
while Degree(u) gt g do
u1:=v ∗ v;
u2:=v ∗ h;
u3:=f − u2 − u1;
u4:=u3 div u;
v1:=h+ v;
v2:=−v1;
v3:=v2 mod u4;
u5:=LeadingCoefficient(u4);
u6:=1/u5;
u4:=u6 ∗ u4;
u:=u4;
v:=v3;
end while;
return u, v;
end function;
4.4 The Jacobian variety
The elements in the degree zero divisor class group Pic0(C/k¯) of a curve
C/k¯ over the algebraic closure k¯ are in bijection with the k¯-points of certain
algebraic variety Jac(C) in a functorial way. This correspondence between
the elements of the group Pic0(C/k¯) and the set of points Jac(C)(k¯) is valid
for all fields k′ between k and k¯, in the sense that the points Jac(C)(k′)
are in bijection with the subset Pic0(C/k¯)Gal(k¯/k
′) of elements of Pic0(C/k¯)
fixed under the Galois action.
We now briefly recall these notions. Every open affine set U of a g-
dimensional, smooth variety X has associated a k-algebra O(U) which is
Noetherian and g-dimensional. These are the affine coordinate rings. They
are the algebraic equivalents of the local charts of an atlas in differential
geometry. The elements of O(U) are called sections; they are the rational
maps everywhere defined in U .
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The k-algebras O(U) are isomorphic to quotients of the polynomial ring
over k in several variables by some ideal (f1, ...fl). We say that a variety X
is a variety over k if these polynomial rings have coefficients in k, and we
call k the ground field. The k-algebras O(U) endow X with a structure of
a locally ringed space of k-algebras.
By Spec(k) we mean an abstract point over k, and by the k-valued points
of a variety X we mean the set of morphisms from Spec(k) into X whose
composition with the natural map from X to Spec(k) is the identity. These
morphisms correspond to the closed points with residue field k. We write
X(k) for the set of k-valued points of X, and X(k′) for the points of X over
a finite extension k′ of k. Whenever we omit the field k, we mean P ∈ X(k¯).
By a morphism ϕ of varieties over k we mean a regular map. The
coordinates of ϕ are given by rational maps. We say that a morphism is
defined over k if it can be expressed as rational maps with coefficients in
k. We also say that such morphisms are k-rational morphisms. By an
isomorphism of varieties we mean a morphism with an inverse. This is also
called a biregular map.
Definition 4.4.1. We defineMor(A,B) to be the set of morphisms between
the varieties A and B, andMork(A,B) to be the set of k-rational morphisms
from A to B.
Definition 4.4.2. A group variety over k is a variety V together with k-
morphisms
+: V × V → V
− : V → V
1: Spec(k)→ V
inducing a group structure on V (k¯).
An abelian variety is a complete group variety [CS86, Chapter V]. Abelian
varieties are nonsingular, projective and commutative, and the coordinate
rings O(U) are Hopf algebras for each open affine U ⊂ V (see [Wat79],
[GM06, Example (3.9)]).
The Jacobian variety Jac(C) of a curve C/k is the abelian variety such
that Jac(C)(k′) is isomorphic to Pic0(C/k)Gal(k′/k) for every finite extension
k′ of k [CS86, Chapter VII, page 168]. If the curve C is defined over k, then
Jac(C) is also defined over k and the dimension of Jac(C) is equal to the
genus of C. After a careful study of the sections of Jac(C) and of the set
of 2-torsion points, it is possible to give a set of 72 quadratic equations in
16 variables for Jac(C) [CF96]. A geometric interpretation of the Jacobian
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variety of genus two curves as surfaces and the group law in geometric terms
can be found in [CF96] and [GM06, Example (1.9)].
Remark 4.4.3. By Proposition 4.2.4 and Galois compatibility, we have
Jac(C)(k¯) ∼ (C(k¯)× · · · × C(k¯))︸ ︷︷ ︸
g times
/Sg
where Sg is the symmetric group of permutations of g elements and ∼ means
birational equivalence.
Remark 4.4.4. The properties of C and Jac(C) under base extension can be
quite different over the range of fields k′ from k to k¯. For example, if C(k)
contains an element e ∈ C(k) (see 4.1.7), then there exists a k-morphism
C→ Jac(C) sending e to the identity element of Jac(C), and such morphism
does not necessarily exist if C(k) is empty [CS86, Chapter VII, page 168].
These different behaviours of C and Jac(C) over the field extensions from k
to k¯ have a direct impact on the solution of our DDH problem. Indeed, we
will see below that depending on q and on the numbers of points #C(Fq)
and #C(Fq2) of a genus two curve C, then the jacobian Jac(C) sometimes
“contains” elliptic curves over Fq and sometimes doesn’t (see Sections 5.3,
5.5 and 5.6 in Chapter 5). This fact has a direct effect on the difficulty of
exhibiting explicit distortion maps, and ultimately on the effectiveness of a
solution to the DDH problem.
As far as the group operation is concerned, the law morphisms are given
by Cantor’s algorithms of composition and reduction together with the iso-
morphisms between Jac(C) and Pic0(C).
4.5 Isogenies
We let Hom(A,B) denote the set of abelian variety homomorphisms from A
to B: that is, morphisms from A to B that are also group homomorphisms.
We write Homk(A,B) for the set of k-rational elements of Hom(A,B).
One may compose morphisms from an abelian variety to itself. This com-
position operation plus the law morphisms provide End(A) = Hom(A,A)
with a ring structure which we will investigate in Chapter 5.
Definition 4.5.1. The surjective homomorphisms between abelian varieties
of the same dimension are called isogenies. Two abelian varieties related via
an isogeny are called isogenous. Two abelian varieties over k related via a
k-rational isogeny are called isogenous over k or k-isogenous.
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Definition 4.5.2. An abelian surface is said to split over k if it is k-
isogenous to a product of abelian varieties of smaller dimension. An abelian
variety A over k is k-simple if it does not split over k. k¯-simple abelian
varieties are called simple.
Remark 4.5.3. It is well known that an abelian variety is isogenous to a
product of powers of nonisogenous simple abelian varieties (see [CS86, page
122] or [Tat66]).
Remark 4.5.4. We are going to work specifically with the endomorphism
rings of Fq-simple abelian varieties A that split over some finite extension
of the ground field. Fqk .
Definition 4.5.5. The degree of an isogeny ϕ is the order n of its ker-
nel or, equivalently, the degree of the induced function field extension n =
[k(B) : ϕ∗(k(A))]. The isogeny is called separable or purely inseparable if
the associated field extension k(B)/ϕ∗(k(A)) is.
Example 4.5.6. Any nontrivial automorphism φ of a curve C of genus > 1
over a finite field with a point induces an isogeny ϕ of degree 1 on Jac(C)
which is not the identity. This follows from the existence of the natural map
C→ Jac(C) (see Remark 4.4.4) and the properties of the Jacobian.
Example 4.5.7. Consider the hyperelliptic involution ι : C→ C of a curve
of genus 2 given by y2 = f(x). Recall that for a point P with coordinates
(x, y), ι(P ) = ι((x, y)) = (x,−y) (see Section 2.2). By Proposition 4.2.4,
any element D ∈ Jac(C) has an expression as D = P1+P2−2P∞. As noted
in Remark 4.2.6, any D corresponds to the integral ideal with coordinates
[(u− x(P1))(u− x(P2)), y(P2)(u− x(P1))
x(P2)− x(P1) +
y(P1)(u− x(P2))
x(P1)− x(P2) ].
The divisor Dι = ι(P1) + ι(P2)− 2∞ has coordinates
[(u− x(P1))(u− x(P2)), −y(P2)(u− x(P1))
x(P2)− x(P1) +
−y(P1)(u− x(P2))
x(P1)− x(P2) ].
So ι at the level of divisors acts as [a, b]→ [a,−b]. The minimal polynomial
of ι over Q (see Theorem 5.1.7) is (X + 1). In the next chapter we will see
that the characteristic polynomial of ι is (X + 1)4.
Note that D + Dι is a principal divisor, as in Example 4.2.5. Hence the
divisor classes [D] and [Dι] are opposite in the group Pic0(C).
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Definition 4.5.8. Let A be an abelian variety. We define nA to be the
endomorphisms of A given in terms of the morphism + as
nA : A −→ A
a 7−→ a+ ...+ a︸ ︷︷ ︸
n
.
The kernel of nA is denoted A[n], and it is a group subvariety of A.
Theorem 4.5.9. For n 6= 0, the morphism nA : A → A is an isogeny.
If dim(A) = g, then nA has degree n2g. If (char(k), n) = 1 then nA is
separable.
Proof. See [CS86, Chapter V, Theorem 8.2] or [GM06, Proposition (5.9)]
The next result provides a kind of inverse to every isogeny.
Proposition 4.5.10. Given any isogeny f : A→ B of degree n, then there
always exists another isogeny f∨ : B → A such that the composition f∨f is
nA and ff∨ is nB.
Proof. A proof of this fact can be found in [GM06, Proposition (5.12)].
Definition 4.5.11. The isogeny f∨ of Proposition 4.5.10 above is called the
dual isogeny of f .
Proposition 4.5.12. If (char(k), n) = 1 then A[n](k¯) ∼= (Z/nZ)2g.
Proof. See [CS86, Chapter V, Remark 8.4] or [GM06, Corollary (5.11)]
Let l be a prime, not equal to the characteristic of k. The subgroups
A[lm] inherit the natural Gal(k¯/k)-action on the points. The groups A[lm]
together with the maps lA : A[lm+1] → A[lm] form a projective system
compatible with the Galois action.
Definition 4.5.13. The Tate module is the projective limit
TlA = lim←m
A[lm].
As the rank of all the members of the projective system is 2g when l 6= p,
TlA is a free Zl-module of rank 2g, where Zl is the ring of l-adic integers.
The endomorphisms of TlA as a Zl-module for l 6= p are thus the matrices
M2g(Zl).
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Remark 4.5.14. When l is a prime different from p = char(k), then Theo-
rem (4.5.9) says that A[l] is the spectrum of an e´tale k-algebra (i.e. products
of finite extensions of k) or, in terms of schemes, that A[l] is an e´tale k group
scheme. E´tale group schemes over k form a category which is equivalent to
the category of sets with Gal(k¯/k)-action [GM06, Proposition (3.25)].
4.6 The Frobenius isogeny
For abelian varieties over fields of prime characteristic p, the structure of the
p-torsion is different from the structure of the l-torsion. For such varieties
a key role is played by the Frobenius homomorphism.
Let k be any finite field of characteristic p and let f be an (absolutely)
irreducible polynomial over k in two variables x, y, monic in y. If f defines a
nonsingular affine curve, then the quotient k[x, y]/(f) is a Dedekind domain
and a k-algebra at the same time. We saw the examples OCf in Chapter 2,
and they correspond to nonsingular curves C over k.
As k is perfect, the polynomial f (p
m) obtained raising the coefficients of f
to the p power m times is also irreducible (for any m) because raising to the
p power is an automorphism in fields of characteristic p. The polynomial
f (p
m) defines a k-algebra OC
f(p
m)
. There is a well defined injective ring
homomorphism
ϕ : OC
f(p
m)
→ OCf
[g(x, y)] 7→ [g(xpm , ypm)].
Note that ϕ is defined over k. The image of this map is exactly (OCf )p
m
.
Thus, the field of fractions of OC
f(p
m)
is k(OCf )p
m
, which is a subfield of
k(Cf ).
The field k(OCf )p
m
is a function field, and thus the k-algebra OC
f(p
m)
corresponds to a nonsingular curve C(p
m). The function field extension
k(OCf )/k(OCf )p
m
is purely inseparable of degree pm [Lor96, Chapter X].
Hence ϕ is a homomorphism of k-algebras which is not the identity. This
extension of function fields corresponds to a nontrivial morphism of curves
C→ C(pm) defined over k.
Definition 4.6.1. The morphism of curves C → C(pm) constructed above
is called the m-th Frobenius morphism. For m = 1 it is called the relative
Frobenius morphism.
Let now q be the power pn and let k be the field of q elements. Let C be
a curve over k defined by some polynomial f over k. The image (OCf )p
n
of
OCf under the absolute Frobenius ring automorphism
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Frob : OCf → OCf
α 7→ (α)p
iterated n times, is a k-subalgebra of OCf because raising to the p-power is
an automorphism of the field k. The ring (OCf )p
n
defines a function field.
Call C(p
n) the curve corresponding to (OCf )p
n
.
For any field of characteristic p, n-times-absolute-Frobenius (Frob)n is a
ring automorphism. Moreover, if k is the field of pn elements, then (Frob)n
is the identity on the coefficient ring k of OCf as a k-algebra, and hence
(Frob)n is an automorphism of k-algebras from OCf to (OCf )p
n
.
One can define this k-algebra automorphism for every coordinate ring of
every affine open set, and one can do so in a compatible way in the inter-
sections, etc. One defines the homoemorphism in the set of points to be
the identity. This defines a nontrivial endomorphism of curves C(p
n) → C
defined over k.
Definition 4.6.2. The endomorphism above is called the q-power Frobenius
endomorphism or also the Frobenius over k .
In an analogous way, one can define the varieties X(p
m) from a variety X
over k and also define, as morphisms over k, the m-th Frobenius morphisms
X → X(pm), which raise the coordinates to the pm-th power. As before, this
is called relative Frobenius morphism when m = 1.
As in dimension 1, the n-times-absolute-Frobenius ring automorphisms
(Frob)n : OX(U) → OX(U)
α 7→ (α)pn
in the coordinate rings OX(U) of a variety X over k = Fq are k-algebra
automorphisms. Together with the identity at the level of points X(k),
these series of k-algebra homomorphisms correspond to an endomorphism
of X called q-power Frobenius. It commutes with every morphism defined
over k, including the group law of an abelian variety, so it is a well-defined
endomorphism of Abelian varieties.
Proposition 4.6.3. Let A be a g-dimensional abelian variety over a field
k with char(k) = p > 0. Then the relative Frobenius homomorphism FA/k :
A→ A(p) is a purely inseparable isogeny of degree pg.
Proof. [GM06, Proposition (5.15)]
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Remark 4.6.4. The absolute Frobenius raises the sections (given in coor-
dinates by rational maps) to the q-power. Raising the coefficients of these
polynomials to the q-power is given the name arithmetic Frobenius. Raising
the variables of these polynomials to the q-power is what the relative Frobe-
nius does. Thus, the absolute Frobenius is the composition of the arithmetic
Frobenius and the relative Frobenius. The inverse of the arithmetic Frobe-
nius is usually called the geometric Frobenius and corresponds to taking qth
roots to the coefficients. It is only defined over k¯.
Proposition 4.6.5. Let k be the field of q elements and A an abelian variety
over k. Then q-power Frobenius induces the Gal(k¯/k)-action in the Tate
module TlA for all l coprime to the characteristic of k.
Proof. Recall that when k is the finite field of q elements then the auto-
morphism x 7→ xq of k¯ is a topological generator of Gal(k¯/k). The action
of Gal(k¯/k) on A(k¯) provides TlA with a Galois module structure. As q-
power Frobenius on A(k¯) raises the coordinates of the points to the q-power
, q-power Frobenius is the generator of the Galois action on Tl(A).
Proposition 4.6.6. Let A be an abelian variety over k with char(k) = p >
0. Then there is an integer s = s(A), with 0 ≤ s ≤ g = dim(A), such that
A[pm](k¯) ∼= (Z/pmZ)s for all m ≥ 0.
Proof. See [GM06, Proposition (5.21)]
It is known that the number s in Proposition 4.6.6 above is independent
of the field Fp in the sense that f remains the same under base extension.
The number s is called the p-rank of the abelian variety A. An abelian
variety with p-rank zero is called very special. If s = g (so that #A[p](k¯) =
pg) then A is called ordinary.
Let l be a prime not equal to the characteristic of k. The Galois action
on the Tate module TlA may be expressed using 2g × 2g matrices with
coefficients in Zl. In what follows (see Theorem 5.2.6 below) we are going to
work with TlA for l 6= p and we are not going to work with the Tate module
when l = p.
Elliptic curves are abelian varieties of dimension one. An elliptic curve
E over Fq is called a supersingular elliptic curve over Fq if it has p rank zero.
One extends the notion of supersingular elliptic curves to abelian varieties
in the following way.
Definition 4.6.7. [Oor70] An abelian variety A over Fq is called supersin-
gular if A is isogenous over F¯q to a product of supersingular elliptic curves.
A curve C over Fq is called supersingular if Jac(C) is supersingular.
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In the next section we will see how to determine if an abelian variety A
over k is supersingular. The following is a way to tell if the Jacobian variety
of a curve C given by y2 = f(x) with one point at infinity is ordinary or not
purely in terms of the coefficients of f(x).
Definition 4.6.8. The m-th Frobenius morphism on a curve C over a field
Fq of odd characteristic p induces a homomorphism in the first sheaf coho-
mology groups
H1(C(p
m), (Of )pm)→ H1(C,Of )
called the Hasse-Witt transformation of Jac(Cf ).
A matrix representation of this transformation (called Cartier-Manin
matrix) for a genus 2 curve defined by a polynomial f of degree 5 is obtained
as follows. Let ci denote the coefficient of xi in the polynomial f (p−1)/2.
Then the Cartier–Manin matrix of C is defined to be(
cp−1 cp−2
c2p−1 c2p−2
)
Theorem 4.6.9. The jacobian of a genus two curve over a field k of q = pn
elements with p > 2 with one point at infinity is ordinary if and only if(
cp−1 cp−2
c2p−1 c2p−2
)(
cpp−1 c
p
p−2
cp2p−1 c
p
2p−2
)
· · ·
(
cp
n−1
p−1 c
pn−1
p−2
cp
n−1
2p−1 c
pn−1
2p−2
)
is invertible.
Proof. See [Yui78].
Further, one can determine the supersingularity of the Jacobian of a
genus two curve from the Cartier–Manin matrix in some cases.
Theorem 4.6.10. Let C be a hyperelliptic curve of genus two over Fq with
q = pn and p > 2. Then
i) if C is supersingular, then cp+1 c2p = cp c2p+1.
ii) if C is defined over a prime field Fp then C is supersingular if and only
if cp+1 c2p = cp c2p+1 and cp+1 + c2p = 0.
Proof. See [CJL00]
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Chapter 5
Structure of distortion maps
In this chapter we show that the structure of the endomorphism algebra of
some supersingular curves is that of a crossed-product algebra. We describe
the endomorphism algebras End0(Jac(C)) for some of the curves in Chapter
2. In our examples, we show that End0(Jac(C)) are 16-dimensional over
Q, that they contain a Galois subfield F of degree 4, and we exhibit an
explicit F -basis. This is done in Theorem 5.2.6 and in Corollaries 5.2.9,
5.3.8 , 5.3.11, 5.4.5, 5.4.8 and 5.5.11. The crossed-product algebra structure
and the explicit F -basis allows us to give a solution to the Decisional Diffie-
Hellman Problem in Chapter 6.
5.1 Endomorphisms
Let A be an abelian variety over a finite field k. Addition and composition
of morphisms of abelian varieties provides the set
End(A) := Hom(A,A)
of endomorphisms of an abelian variety with a ring structure. The ring
End(A) is called the full ring of endomorphisms. Recall that the morphisms
need not necessarily be defined over the ground field k.
The subset Endk(A) of endomorphisms defined over k forms a subring in
End(A). The endomorphisms nA are defined over k (since the law morphism
+ is defined over k). Hence Endk(A) contains a subring isomorphic to Z.
Remark 5.1.1. Given any extension of fields k′/k then
Endk(A) ⊆ Endk′(A) ⊆ Endk¯(A).
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The isogenies nA are not invertible elements of End(A) in general, because
they have a finite kernel (see [CS86, Chapter V, page 115], [GM06, Propo-
sition (5.2)]). It is convenient to work in a ring where the elements nA are
invertible. As Z is naturally in Endk(A), a natural way to construct such a
ring is End0(A) := End(A) ⊗Z Q. This Q-algebra is called the full algebra
of endomorphisms.
Remark 5.1.2. Note that End0(A) may contain zero divisors. The existence
of zero divisors in End0(A) is related to A failing to be k-simple (see Section
5.6).
Remark 5.1.3. The following is well known (see [CS86, Chapter V, §12.]).
i) For any abelian variety A, End0(A) is a semisimple algebra over Q.
ii) If A is a simple abelian variety, then End0(A) is a skewfield.
iii) If A is a power of a simple abelian variety, then End0(A) is a matrix
algebra over a skewfield.
Proposition 5.1.4. Any isogeny ϕ ∈ End(A) of an abelian variety A of
dimension g generates a field in End0(A).
Proof. Let n be the degree of ϕ. Then the elements ϕ ⊗ 1 and ϕ∨ ⊗ 1/n2g
are multiplicative inverses one of each other in End0(A) by Proposition
4.5.10. The Q-algebra generated by ϕ is commutative because it is a simple
extension. Hence it is a field.
Remark 5.1.5. If ϕ is an endomorphism of an abelian variety A, we should
write ϕ⊗ 1 for the corresponding element in End0(A). However, from now
on this will be implicitly understood and we will simply write ϕ for ϕ⊗ 1.
The subrings Endk(A) are orders in the semisimple algebra End0(A).
We will give examples of such orders in Sections 5.3 and 5.4. In the case of
elliptic curves, Deuring [Deu41] showed that if E is ordinary then End(E) is
an order in an imaginary quadratic extension, and that if E is supersingular
then End(E) is an order in a quaternion algebra.
We show an example of a supersingular curve C of genus 2 such that
End0(Jac(C)) is central, simple and contains a Galois extension F/Q of de-
gree 4. Then End0(Jac(C)) is a crossed-product algebra over F (see Corol-
lary 5.2.9) and we solve DDH in this case. Later we give an example of a
supersingular curve of genus 2 such that End0(Jac(C)) is simple and con-
tains a subfield of degree 4, but is not central. We solve DDH in this case
as well.
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Proposition 5.1.6. End0(A) has dimension at most (2dim(A))2 over Q.
Proof. As End(A) ↪→ EndZl(TlA), one can show that End(A) ⊗ Zl →
End(TlA) is injective [CS86, Chapter V, Theorem 12.5]. In particular End(A)
is free Z-module of rank ≤ (2dim(A))2 and the claim follows. See also
[GM06, Chapter XII, Corollary (12.10)].
We will show below that the subring EndK(A) of End(A) formed by the
endomorphisms defined over a certain extension K of the ground field k has
rank exactly (2dim(A))2 when A is supersingular (Theorem 5.2.6).
Theorem 5.1.7 (Characteristic polynomials). Any endomorphism f of an
abelian variety A of dimension g satisfies a polynomial of degree 2g with
integer coefficients.
Proof. (Sketch) The degree map on endomorphisms is a homogeneous poly-
nomial function of degree 2g and extends naturally to End0(A) [CS86, Chap-
ter V, Proposition 12.4]. The function X 7→ deg(X − α) is therefore equal
to X 7→ Pα(X) for some polynomial Pα of degree 2g. The function Pα(X)
coincides with the characteristic polynomial of α acting on the Ql-vector
space Vl := TlA⊗Ql. The determinant and trace of the matrix representa-
tion ρl ∈ GL2g(Ql) of α in Vl are independent of l, so they are really in Q.
For elements in End(A) the norm and trace lie in Z.
Remark 5.1.8. Let piA be the Frobenius endomorphism of an abelian variety
A over k. Evaluating the characteristic polynomial PpiA(X) of piA at 1,
we obtain #A(k). This is because the Frobenius endomorphism piA of the
abelian variety A over k is the identity at the level of k-rational points and
because the degree of a separable isogeny is the order of its kernel.
The characteristic polynomial Ppi(X) encodes a lot of information about
an abelian variety. For example, supersingular elliptic curves satisfy the fol-
lowing series of equivalent characterizations, many of them due to Deuring.
Theorem 5.1.9. Let k be a the field of q = pn elements and let E be an
elliptic curve over k. Let pi be the Frobenius endomorphism of E. Then the
following statements are equivalent.
i) E[pr] = {0} for all r ≥ 1.
ii) The dual of pi is purely inseparable.
iii) The trace of the characteristic polynomial of pi is divisible by p.
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v) End(E) is an order in a quaternion algebra.
vi) There exists an integer κ such that piκ = ±qκ/2.
Proof. [Sil86, Chapter V, Theorem 3.1]
In dimension bigger than one, PpiA(X) describes the splitting behaviour
of A, and one also knows how to read supersingularity in any dimension
from PpiA(X). We later use the following results.
Theorem 5.1.10. Let Ppi(X) be the characteristic polynomial of the Frobe-
nius endomorphism of a supersingular abelian variety defined over Fq. Then
Ppi(X/
√
q) is a cyclotomic polynomial.
Proof. See [Man63].
Remark 5.1.11. It follows that if Ppi(X) is the characteristic polynomial
of the Frobenius endomorphism of a supersingular abelian variety defined
over a finite field and is irreducible, then it generates a Galois extension of
Q. Note also that the roots of Ppi(X) are
√
q times a root of unity ξ in the
supersingular case. Hence the roots of Ppi(X) raised to the order of ξ are a
power of
√
q.
Theorem 5.1.12. The following conditions on an abelian variety A over
Fq of dimension g are equivalent.
i) A is isogenous (over some finite extension of Fq) to Eg for some su-
persingular elliptic curve E (i.e., A is supersingular).
ii) There is some integer κ such that the characteristic polynomial of
Frobenius on A over Fqκ is P (X) = (X ± qκ/2)2g.
iii) There is some integer κ such that piκ = ±qκ/2.
iv) For some positive integer κ we have #A(Fqκ) = (qκ/2 ± 1)2g
Proof. This follows from Theorem 5.1.9 above and Tate’s isogeny Theorem.
Definition 5.1.13. We call the smallest integer κ from the Theorem above
the Frobenius-to-integer exponent of the supersingular abelian variety A.
We call the extension k′ of the base field k for which the Frobenius endo-
morphism of A becomes an integer, the Frobenius-to-integer extension.
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Remark 5.1.14. Note that “becomes an integer” in the above definition
means that it is an endomorphism obtained as composition of several times
the law morphism +. Note that κ is ord(ξ) if q is a square and ord(ξ)/gcd(2, ord(ξ))
if not.
Definition 5.1.15. The exponent cA := κ/2 is called the cryptographic
exponent of the supersingular abelian variety A, and cA/dim(A) is called
the security parameter of A.
Rubin and Silverberg [RS02] show that if A is Fq-simple and supersingu-
lar then the exponent of A(Fq) divides qcA−1. They also show the following.
Theorem 5.1.16 (Rubin and Silverberg). Assume A is a Fq-simple super-
singular abelian variety over Fq, l is a prime number, l | #A(Fq) and l does
not divide κ. Then cA is the smallest half-integer k such that qk − 1 is an
integer divisible by l.
Proof. See [RS02].
The cryptographic exponent and the security parameter may in this way
be generalized to other Jacobian varieties.
Definition 5.1.17. Let C be a curve over a finite field Fq of q = pn elements.
Let l be a prime number satisfying l | #Jac(C)(Fq). The embedding degree
of the curve C is the smallest integer k such that l | qk − 1.
Remark 5.1.18. Alternatively, the embedding degree may be defined to be
the degree of the extension Fqk generated over Fq adjoining the l-th roots of
unity.
Theorem 5.1.19. If q = pn and A is an abelian variety of dimension g
over Fq and
Ppi(X) = X2g + a1X2g−1 + a2X2g−2 + ...+ agXg + ...+ qg−1a1X + qg
is the characteristic polynomial of the Frobenius endomorphism on A, then
A is supersingular if and only if pdrn/2e | ar for all 1 ≤ r ≤ g.
Proof. See [SX95].
Moreover, if an abelian variety A over Fq is the Jacobian variety of some
curve C of genus g over Fq, then knowing the number of points of C over the
range of fields from Fq to Fqg is equivalent to knowing the coefficients ai in
Ppi(X). Usually the points over the range of fields from Fq to Fqg are given
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the name N1, N2, ..., Ng. In genus two the relationship between the ai’s and
the Ni’s is
N1 = q + 1 + a1, N2 = q2 + 1 + 2a2 − a21.
Remark 5.1.20. It is very difficult to determine if an arbitrary abelian
surface A is or is not the Jacobian of a curve of genus two.
In [Gal01] Galbraith gives many examples of supersingular curves of
genus two over fields of even characteristic.
Theorem 5.1.21. Let C be a genus 2 curve over F2n of the form y2 + y =
f(x) where f(x) is monic of degree 5. Then C is supersingular.
Proof. [Gal01, Theorem 9.1]
5.2 Tate’s theorem
In this section we recall an important theorem of Tate. We show that Tate’s
theorem implies that supersingular abelian varieties have an endomorphism
algebra that is as large as possible, that is, they are (2g)2-dimensional over
Q (see Proposition 5.1.6). The Q-algebra End0(Jac(C)) is then a crossed-
product algebra if it is central, simple and contains a subfield which is Ga-
lois and of degree 2g over Q. The endomorphism algebra End0(Jac(C))
may contain several maximal subfields, which may or may not be isomor-
phic. If End0(Jac(C)) is central, simple and as large as possible, then for
every maximal subfield F in End0(Jac(C)), End0(Jac(C)) admits a crossed-
product algebra structure over F . Below we show examples of central simple
algebras End0(Jac(C)) as big as possible containing two maximal subfields,
one cyclic and one non-cyclic.
We later show a non-central simple algebra containing one non-cyclic
subfield of degree 4. The existence of central simple algebras that contain
only non-cyclic maximal fields is prohibited by Class Field Theory. Indeed,
as a consequence of the Grunwald–Wang Theorem, every central simple
algebra over a number field contains a cyclic maximal subfield (see [Pie82,
page 359]).
Let A be an abelian variety over a finite field k of characteristic p. Let
G = Gal(k/k). Let l be a prime such that l 6= p and let Tl(A) be the Tate
module of A. Recall that Endk(A) denotes the ring of homomorphisms from
A to itself which are defined over k. Define EndG(Tl(A)) to be the ring of
homomorphisms from Tl(A) to itself which commute with the action of G.
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Theorem 5.2.1. (Tate) The canonical map
Endk(A)⊗Z Zl → EndG(Tl(A))
is a bijection.
Proof. See [Tat66].
As a consequence of this theorem, Tate gave the following application.
Theorem 5.2.2. Let A and B be abelian varieties over a finite field k, and
let PpiA(X) and PpiB (X) be the characteristic polynomials of their Frobenius
endomorphisms relative to k. Then the following statements are equivalent:
i) B is k-isogenous to an abelian subvariety of A defined over k.
ii) Vl(B) is Gal(k¯/k)-isomorphic to a Gal(k¯/k)-subspace of Vl(A) for
some l.
iii) PpiB (X) divides PpiA(X)
Proof. See [Tat66, page 139].
Corollary 5.2.3. If the characteristic polynomial of the Frobenius endo-
morphism of Jac(C) is irreducible then Jac(C) is k-simple and End0(Jac(C))
contains a field of degree 2g over Q.
Proof. The Frobenius endomorphism pi is an isogeny (see Section 4.6) and
together with the dual, it generates a field Q(pi) in End0(Jac(C)). If the
characteristic polynomial of Frobenius is irreducible, then the field Q(pi) is
an extension of Q of degree 2g because of Theorem 5.1.7. The equivalence
between i) and iii) in Theorem 5.2.2 shows that the characteristic polyno-
mial of the Frobenius endomorphism pi of an abelian variety A which splits
over k (see Definition 4.5.2), splits as a product of other two characteristic
polynomials of abelian varieties of smaller dimension. Hence, if the charac-
teristic polynomial of Frobenius does not split in any way, then A cannot
split over k and is thus k-simple.
Remark 5.2.4. The field generated by the Frobenius endomorphism pi is
in fact a subfield of End0k(Jac(C)), since the Frobenius endomorphism is
defined over k.
Remark 5.2.5. If C is supersingular, then Theorem 5.1.10 implies that the
field generated by Frobenius is a Galois extension of Q. Note also that any
isogeny with irreducible characteristic polynomial generates a field of degree
2g in the endomorphism algebra.
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The following result is due to Weil, Deuring and Tate. Recall the defin-
ition of the Frobenius-to-integer exponent (Theorem 5.1.12). Let κ denote
the Frobenius-to-integer exponent, and let K = Fqκ be the Frobenius-to-
integer extension of k.
Theorem 5.2.6. Let C be a supersingular curve of genus g over Fq. Then
End(Jac(C)) has rank (2g)2 as a Z-module.
Proof. Jac(C) is supersingular and defined over Fq. Let G = Gal(K/K).
Call Jac(C)κ the abelian variety Jac(C) over K. Recall that the endomor-
phisms of Jac(C) defined over K become rational in Jac(C)κ.
By Tate’s theorem on Jac(C)κ, EndK(Jac(C)κ)⊗Z Zl is isomorphic to
EndG(Tl(Jac(C)κ)). Note that Tl(Jac(C)) ∼= Tl(Jac(C)κ) and that the gen-
erator of Gal(k¯/K) is the κ-th power of the generator of Gal(k¯/k). Hence the
Frobenius endomorphism relative to K is the κ-th power of the Frobenius
endomorphism relative to k.
Since l 6= p, the endomorphism algebra End(Tl(Jac(C)κ)) is isomorphic to
M2g(Zl), and the subset EndG(Tl(Jac(C))κ) is a subset of M2g(Zl). This is
also holds for Tl(Jac(C)).
As Jac(C) is supersingular, End(Jac(C))⊗ZZl has rank (2g)2 as a Zl-module.
We have the commutative diagram with the vertical arrows injective (see
Remark 5.1.6):
EndK(Jac(C))⊗Z Zl∼=
EndK(Jac(C)κ)⊗Z Zl
∼=−−−−→
Tate
EndG(Tl(Jac(C)κ))∼=
EndG(Tl(Jac(C)))
ϕ
y yϕ
End(Jac(C)κ)⊗Z Zl∼=
End(Jac(C))⊗Z Zl
∼=−−−−−−−−−→
supersingular
EndZl(Tl(Jac(C)))∼=
M2g(Zl)
Since Jac(C) is supersingular, the Frobenius endomorphism of Jac(C)κ rela-
tive to the Frobenius-to-integer extension K is the integer multiplication-by-
−qk/2 endomorphism because it is the κ-th power of the Frobenius endo-
morphism in Jac(C), and so it commutes with any other endomorphism.
As Frobenius is the generator of the Galois action in the Tate module, it
follows that
EndG(Tl(Jac(C)κ)) ∼=M2g(Zl).
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Hence by Tate’s Theorem EndK(Jac(C))⊗ZZl has rank (2g)2 as a Zl-module.
Over the Frobenius-to-integer extension K the diagram above becomes
EndK(Jac(C))⊗Z Zl
∼=−−−−→
Tate
M2g(Zl)
ϕ
y y∼=
End(Jac(C))⊗Z Zl
∼=−−−−−−−−−→
supersingular
M2g(Zl)
Hence EndK(Jac(C)) ∼= End(Jac(C)) has rank (2g)2 as a Z-module and the
claim follows.
Remark 5.2.7. Note that by restriction we have
EndK(Jac(C))⊗Z Z/lZ ∼=M2g(Z/lZ).
This gives a way of representing the endomorphisms of the l-torsion of
Jac(C). See some examples in Chapter 6.
Remark 5.2.8. Note that over the Frobenius-to-integer extension Fqκ , the
characteristic polynomial of the Frobenius endomorphism of the abelian va-
riety Jac(C)κ splits into linear factors, but we are not concerned about this
because we are working with the variety defined over the ground field Fq.
Corollary 5.2.9. Let Jac(C) be the jacobian of a supersingular curve of
genus g over k = Fq. Suppose ϕ is an endomorphism of Jac(C) such that the
characteristic polynomial Pϕ(X) is irreducible and Q(ϕ) is a Galois exten-
sion of Q. If End0(Jac(C)) is central and simple, then it is a Crossed-product
algebra over Q(ϕ).
Proof. If the characteristic polynomial of the endomorphism ϕ of Jac(C) is
irreducible, the endomorphism ϕ generates a number field Q(ϕ) of degree
2g in End0(Jac(C)). By Theorem 5.2.6, as C is supersingular, End0(Jac(C))
has rank (2g)2 as a Z-module, and End0(Jac(C)) is a (2g)2-dimensional Q-
algebra. Hence the Q-algebra End0(Jac(C)) is simple, central and contains
a Galois subfield of degree equal to the square root of its dimension. By the
definition of crossed-product algebra in Chapter 3 (see Definition 3.5.1), the
Q-algebra End0(Jac(C)) is a crossed-product algebra over Q(ϕ).
Remark 5.2.10. Note that the subfield of End0(A) generated by an isogeny
may or may not be maximal. In the next sections we will see two different
examples of abelian surfaces Jac(C) where the Frobenius endomorphism
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satisfies an irreducible characteristic polynomial in both cases. Hence Jac(C)
is Fq-simple by Corollary 5.2.3. However, in one example there are isogenies
that generate other maximal subfields (see Section 5.3) and in the other
example there are isogenies that do not generate subfields of the highest
possible degree (see Section 5.5).
5.3 A family of supersingular curves
In the next two sections we give examples of curves C of genus two over
finite fields for which the endomorphism algebra End0(Jac(C)) is a crossed-
product algebra containing both a cyclic and a non-cyclic maximal subfield.
We exhibit generators of End0(Jac(C)) both as a cyclic and a non-cyclic
algebra.
Recall that crossed-product algebras (F,Gal(F/Q), f) have the structure
F ⊕ u1F ⊕ u2F ⊕ u3F
and the ui’s are invertible elements acting on F by conjugation as elements
of Gal(F/Q). The ui’s thus reflect the structure of the group Gal(F/Q). Re-
call that a crossed-product algebra is called cyclic if Gal(F/Q) is cyclic and
non-cyclic if Gal(F/Q) is non-cyclic. Recall that once a central simple alge-
bra contains a cyclic maximal subfield then in may also contain non-cyclic
maximal subfields. In our setting, the ui’s are isogenies in End0(Jac(C)).
The next examples are obtained as supersingular reduction of the CM
curves over Q listed in [Wam99a]. The CM fields in [Wam99a] are generated
by the characteristic polynomial of an isogeny ϕ, and Q(ϕ)/Q is a cyclic
extension. This is the reason why the endomorphism algebras in the next
examples do admit a cyclic crossed-product algebra structure over the CM
field Q(ϕ). On the other hand, when the Frobenius endomorphism pi does
also generate a maximal field, then supersingularity and the CM structure
of the field Q(ϕ) force the Galois group of the characteristic polynomial of
the Frobenius endomorphism to be non-cyclic. In such cases, End0(Jac(C))
admits also a non-cyclic crossed-product algebra structure over Q(pi). We
first deal with an obvious example of a CM curve in genus two. We then
deal with Van Wamelen’s examples.
For the remainder of this section, q = p is a prime such that p ≡ 2, 3
mod 5. Let A be a nonzero rational number and consider the curve
C˜ : y2 = x5 +A
over Q. Reducing C˜ modulo p one obtains a curve C defined over Fp.
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Let ξ5 be a fifth root of unity. The curve C˜ has the automorphism (x, y) 7−→
(ξ5x, y) which we call ξ5. This automorphism extends to give an element
of End(Jac(C˜)) which we again call ξ5. Moreover, since p 6= 1 mod 5 then
ξ5 reduces to a nonrational endomorphism of Jac(C) which we call ξ5 yet
again. The map ξ5 provides the reduced curve C over Fp with complex
multiplication. As we have the point-wise description of ξ5, it is straightfor-
ward to implement ξ5 as an endomorphism with Magma, using the Mumford
representation of the elements in Jac(C) (see Algorithm A.0.4).
Remark 5.3.1. We are interested in finding distortion maps to solve the De-
cisional Diffie-Hellman Problem in the Jacobian variety of genus two curves.
The automorphism ξ5 was first used as a distortion map by Choie and Lee
[CL04].
We next show that the powers of the p-power Frobenius map pi and the
automorphism ξ5 generate the full algebra of endomorphisms.
Lemma 5.3.2. If p ≡ 2, 3 mod 5 then Jac(C) is supersingular, the charac-
teristic polynomial of the Frobenius endomorphism in Jac(C) is irreducible,
and generates a Galois extension of Q. Further, Jac(C) has embedding de-
gree equal to 4.
Proof. Since 5 is coprime to p − 1 it follows that, for every y ∈ Fp, there
is a unique value x = (y2 − A)1/5. Hence, since C has a single point at
infinity, N1 = #C(Fp) = p+ 1. Since 5 is also coprime to p2 − 1 we obtain
N2 = #C(Fp2) = p2 + 1.
Hence, the characteristic polynomial of the p-power Frobenius endomor-
phism pi ∈ End(Jac(C)) is P (T ) = T 4 + p2 (see paragraph after Theo-
rem 5.1.19). It is easy to show that this polynomial is irreducible over Z.
Moreover, its roots are
√
p times an eighth root of unity as predicted in
Theorem 5.1.10. Hence the Frobenius endomorphism generates a Galois
extension of Q. Theorem 5.1.19 also implies that C is supersingular. If
l | #Jac(C)(Fp) = p2 + 1 then l | p4 − 1 and so the embedding degree is
k = 4.
Remark 5.3.3. It can be checked that, while Jac(C) is Fp-simple, it is not
Fp4-simple. On the other hand, if p ≡ 1 mod 5 then C is ordinary.
Write Z[ξ5, pi] for the non-commutative ring generated over Z by the
endomorphisms ξ5 and pi. By definition, Z[ξ5, pi] ⊆ End(Jac(C)). In fact
Z[ξ5, pi] ⊆ EndFp4 (Jac(C)).
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Lemma 5.3.4. For p 6= 1 mod 5 and j ∈ {0, 1, 2, 3} we have
ξ5pi
j = pijξ(p
j)−1
5 .
Proof. In the ring End(Jac(C))⊗ZQ, for j ∈ {0, 1, 2, 3}, (pij)−1ξ5pij is a fifth
root of unity. Indeed, by considering the explicit equations we determine
that
(pij)−1ξ5pij : (x, y) 7−→ ((ξ5xpj )1/pj , (ypj )1/pj ) = (ξ1/p
j
5 x, y).
and so the precise root is (ξ5)1/p
j
.
Recall that if p ≡ 2, 3 mod 5, then the CM isogeny ξ5 generates a subfield
of degree 4. Moreover, the characteristic polynomial of ξ5 is x4 + x3 + x2 +
x+ 1 ∈ Q[x] and this is a cyclotomic polynomial. Therefore ξ5 generates a
Galois extension of Q.
We next illustrate Theorem 5.2.6 to the curve C. We show that End0(Jac(C))
admits a crossed-product algebra structure over Q(ξ5) if p ≡ 2, 3 mod 5, and
we exhibit a Q(ξ5)-basis. The subfield generated by ξ5 will be a maximal
subfield.
By Proposition 5.1.1, EndFp4 (Jac(C)) contains the Fp-rational endomor-
phisms EndFp(Jac(C)). Hence EndFp4 (Jac(C)) contains the Frobenius en-
domorphism pi of Jac(C). Note that EndFp4 (Jac(C)) also contains the en-
domorphism ξ5 because ξ5 lies in Fp4 . Hence EndFp4 (Jac(C)) ⊗Z Q is a
Q-algebra containing the fields generated by the endomorphisms pi and ξ5.
We will show that the rank of EndFp4 (Jac(C)) as a Z-module is 16. This
implies that the dimension of End0(Jac(C)) over Q is 16 as predicted in
Theorem 5.2.6.
Write Q[ξ5, pi] for the non-commutative algebra Z[ξ5, pi]⊗Z Q.
Proposition 5.3.5. Let p ≡ 2, 3 mod 5. Then Q[ξ5, pi] = Q(ξ5)⊕piQ(ξ5)⊕
pi2Q(ξ5)⊕ pi3Q(ξ5) as Q-vector spaces.
Proof. We will prove that for every 0 ≤ r ≤ 3 the sum ⊕ri=0 piiQ(ξ5) is
direct. For r = 0 there is nothing to prove. For r ≥ 1, we assume we have
a direct sum Ut =
⊕t
i=0 pi
iQ(ξ5) for 0 ≤ t < r and we make the following
claim: for every j > t then Ut ∩ pijQ(ξ5) = {0}. If we can prove this claim
then the claim follows.
Suppose the contrary: Ut∩pijQ(ξ5) 6= {0}. Then pijQ(ξ5) contains a nonzero
element pijz ∈ Ut, for some nonzero z ∈ Q(ξ5). This means pij ∈ Ut and
hence we can write pij = z0 + piz1 + ...+ pitzt with zk ∈ Q(ξ5) for 0 ≤ k ≤ t
and some zk 6= 0. By Lemma 5.3.4 we have
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0 = ξ5pij − pijξ(p
j)−1
5
= ξ5z0 + ξ5piz1 + ...+ ξ5pitzt − z0ξ(p
j)−1
5 − piz1ξ(p
j)−1
5 − ...− pitztξ(p
j)−1
5
= z0ξ5 + piz1ξ
p−1
5 + ...+ pi
tztξ
(pt)−1
5 − z0ξ(p
j)−1
5 − piz1ξ(p
j)−1
5 − ...− pitztξ(p
j)−1
5
= z0(ξ5 − ξ(p
j)−1
5 ) + piz1(ξ
p−1
5 − ξ(p
j)−1
5 ) + ...+ pi
tzt(ξ
(pt)−1
5 − ξ(p
j)−1
5 ).
Since ξ[p
k]−1
5 6= ξ[p
j ]−1
5 for 1 ≤ k ≤ t < j (because we are assuming p ≡ 2, 3
mod 5 and not p ≡ 4 mod 5), and since Ut is a direct sum, this implies that
z0 = z1 = · · · = zt = 0 which is a contradiction.
Compare with Albert’s work [Alb39].
Remark 5.3.6. Note we are using p ≡ 2, 3 mod 5 to obtain a contradiction,
and that such primes are inert in the extension Q(ξ5)/Q. We will show below
that this is far from a mere coincidence. By Lemma 5.3.4, conjugation by pi
is a generator of Gal(Q(ξ5)/Q) if p ≡ 2, 3 mod 5.
Corollary 5.3.7. Let p ≡ 2, 3 mod 5. Then End0(Jac(C)) = Q[ξ5, pi] and
Q[ξ5, pi] ∼=
 ∑
0≤i,j≤3
λi,jpi
iξj5 : λi,j ∈ Q
 .
Proof. We know that End0(Jac(C)) is a 16-dimensional Q-algebra at most.
As dimQQ(ξ5) = 4, Proposition 5.3.5 implies that the dimension of Q[ξ5, pi]
is 16. As Q[ξ5, pi] is contained in End0(Jac(C)), the result follows.
The claim about the structure of Q[ξ5, pi] also follows from Proposition
5.3.5 since {1, ξ5, ξ25 , ξ35} is a Q-basis for Q(ξ5).
Corollary 5.3.8. If p ≡ 2, 3 mod 5, End0(Jac(C)) admits a crossed-product
algebra structure over Q(ξ5) with Q(ξ5)-basis {1, pi, pi2, pi3}.
Proof. By Proposition 5.3.5 above, End0(Jac(C)) is 16 dimensional over Q
and contains the Galois subfield Q(ξ5) of degree 4. By Lemma 5.3.4, it is
a central Q-algebra, so Q(ξ5) is a maximal subfield. The claim about the
basis follows also from Proposition 5.3.5.
Remark 5.3.9. Note that the Q(ξ5)-basis {1, pi, pi2, pi3} of Q[ξ5, pi] is a cyclic
basis. This reflects the cyclic structure of Gal(Q(ξ5)/Q), because the units
{1, pi, pi2, pi3} act as elements of Gal(Q(ξ5)/Q) by conjugation. Note that pi2
acts on Q(ξ5) by conjugation as complex conjugation.
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Corollary 5.3.10. If p ≡ 2, 3 mod 5 then conjugation by the elements
1, pi, pi2, pi3 is a set of generators of Gal(Q(ξ5)/Q).
Proof. This follows from the structure of crossed-product algebras and the
previous Corollary.
In addition to the cyclic crossed-product algebra determined by the field
generated by the endomorphism ξ5, the algebra End0(Jac(C)) admits also a
non-cyclic crossed-product structure where the maximal field is given by the
Frobenius endomorphism. The only remaining task is to exhibit the Q(pi)-
basis. Eventhough we use the previous one, we may use both structures to
solve DDH.
Corollary 5.3.11. End0(Jac(C)) admits a crossed-product algebra structure
over Q(pi), and
{1, (2ξ5+2ξ−15 +1), ξ5−pξ25pi2+pξ35pi2, (2ξ5+2ξ−15 +1)(ξ5−pξ25pi2+pξ35pi2)}
is a Q(pi)-basis for End0(Jac(C)).
Proof. The fact that End0(Jac(C)) is a crossed-product algebra over Q(pi)
follows from Lemma 5.3.2 above and Corollary 5.2.9. Hence a Q(pi)-basis
for End0(Jac(C)) exists because of Theorem 3.6.4. Let us now exhibit such
a basis.
The characteristic polynomial of the endomorphism ξ5 is x4+x3+x2+x+1,
which is irreducible of degree 4. The field generated by ξ5 is a CM field,
and thus contains a totally real subfield Q(5+
√
5
2 ) with defining polynomial
x2 − 5x + 5. The minimal polynomial in Q(5+
√
5
2 ) of both the elements
β := −ξ25 − ξ35 = 1+
√
5
2 and β¯ := −ξ5− ξ45 = 1−
√
5
2 is x
2− x− 1, and we have
ββ¯ = −1.
Note that by Lemma 5.3.4, β and β¯ are conjugate under the action of Frobe-
nius. In fact, we have
βpi = −ξ25pi − ξ35pi = −piξ2p
−1
5 − piξ3p
−1
5
= pi(−ξ5 − ξ45) = piβ¯
since we are assuming p ≡ 2, 3 mod 5.
This implies that the Q-algebra Q[β, pi] is 8-dimensional over Q. Note that√
5, β and β¯ all lie in the same field and pi
√
5 = −√5pi. This shows that
the action of
√
5 by conjugation in the field Q(pi) is
x 7−→ −x
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and we take
√
5 as the first nontrivial element of theQ(pi)-basis for End0(Jac(C)).
Note that complex conjugation permutes the roots ofX4+p2. To exhibit the
full Q(pi)-basis for End0(Jac(C)) we need to find an element whose action
by conjugation in Q(pi) is
x 7−→ x¯.
But if pi is a root of X4 + p2 then p¯i = −pi3/p. Notice that here we are
using the fact that X4+p2 is almost a cyclotomic polynomial (see Theorem
5.1.10). We are looking for an invertible element α ∈ End0(Jac(C)) such
that
αpiα−1 = −pi
3
p
.
From Proposition 5.3.5 above, there exist sixteen rational numbers
a, b, c, d, e, f, g, h, i, j, k, l,m, n, o, r ∈ Q such that
α = a+ bpi + cpi2 + dpi3 + eξ5 + fξ5pi + gξ5pi2 + hξ5pi3 + iξ25
+jξ25pi + kξ
2
5pi
2 + lξ25pi
3 +mξ35 + nξ
3
5pi + oξ
3
5pi
2 + rξ35pi
3.
Moreover, the action by the elements of Q(pi) upon α on the right and on
the left permutes the Q-basis. Indeed,
αpi = −p2d+ api + bpi2 + cpi3 − p2hξ5 + eξ5pi + fξ5pi2 + gξ5pi3 − p2lξ25
+iξ25pi + jξ
2
5pi
2 + kξ25pi
3 − p2rξ35 +mξ35pi + nξ35pi2 + rξ35pi3
and
pi3α
p = (pj − pb) + (pk − pc)pi + (pl − pd)pi2 + (a−ip )pi3
+(pj − pn)ξ5 + (pk − po)ξ5pi + (pl − pr)ξ5pi2 + (m−ip )ξ5pi3
+(pj − pf)lξ25 + (pk − pg)ξ25pi + (pl − ph)ξ25pi2 + ( e−ip )ξ25pi3
+(pj)ξ35 + (pk)ξ
3
5pi + (pl)ξ
3
5pi
2 + (−ip )ξ
3
5pi
3.
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We are thus lead to solve a homogeneous linear system with matrix
0 −p 0 −p2 0 0 0 0 0 p 0 0 0 0 0 0
1 0 −p 0 0 0 0 0 0 0 p 0 0 0 0 0
0 1 0 −p 0 0 0 0 0 0 0 p p p p p
1
p 0 1 0 0 0 0 0
−1
p 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −p2 0 p 0 0 0 −p 0 0
0 0 0 0 1 0 0 0 0 0 p 0 0 0 −p 0
0 0 0 0 0 1 0 0 0 0 0 p 0 0 0 −p
0 0 0 0 0 0 1 0 −1p 0 0 0
1
p 0 0 0
0 0 0 0 0 −p 0 0 0 p 0 −p2 0 0 0 0
0 0 0 0 0 0 −p 0 1 0 p 0 0 0 0 0
0 0 0 0 0 0 0 −p 0 1 0 p 0 0 0 0
0 0 0 0 1p 0 0 0
−1
p 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 p 0 0 0 0 0 −p2
0 0 0 0 0 0 0 0 0 0 p 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 p 0 1 0 0
0 0 0 0 0 0 0 0 −1p 0 0 0 0 0 1 0

and kernel
< ξ5−pξ25pi2+pξ35pi2, ξ5pi−pξ25pi3+pξ35pi3, ξ5pi2+
1
p
ξ25−
1
p
ξ35 , ξ5pi
3+
1
p
ξ25pi−
1
p
ξ35pi > .
5.4 Families of supersingular curves
The automorphisms of the curve in the previous section are just a particular
case of isogenies in the Jacobian variety. In this section we derive completely
analogous results for other CM isogenies ϕ.
Up to isomorphism there are exactly 18 more curves C of genus two over
Q with Complex Multiplication by an order in a CM field F of degree 4
[Wam99a], [Wam99b].
Example 5.4.1. The Jacobian variety of the first curve of [Wam99a],
C˜vw1 : y2 = x5 − 3x4 − 2x3 + 6x2 + 3x− 1
over Q, has an endomorphism algebra which contains the ring of integers of
the number field Q(z) where z4 + 4z2 + 2 = 0.
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As in the previous section, reducing the coefficients of C˜vw1 modulo cer-
tain primes p, one obtains supersingular curves C over a finite field whose
Jacobian has endomorphism ring isomorphic to an order in the CM-field
Q(z).
The description of the primes of supersingular reduction for CM curves of
genus two can be found in [Gor97] and [GHKRW05]. The abelian variety A¯
obtained after reduction modulo a rational prime p depends on the splitting
behaviour of the ideal generated by p in the CM field F with totally real
subfield F0.
Theorem 5.4.2. With the notation as above, then
i) if p splits completely in F , then A¯ is ordinary and has complex multi-
plication by the ring of integers of F .
ii) if p is unramified, inert or splits only in F0/Q but not any further,
then A¯ is supersingular. The same is true if p ramifies completely, if
(p) = p2 and if (p) = p1p22 but p does not ramify in F0/Q.
iii) if p splits into three prime ideals, then A¯ has p-rank 1 and the same
is true if (p) = p1p2p23.
iv) if p is inert in F0/Q but splits in F/F0, then A¯ is supersingular or
ordinary with complex multiplication by OF , and the same happens if
(p) = p21p
2
2 where p ramifies in the extension F0/Q.
Proof. See [GHKRW05], [Gor97].
Proposition 5.4.3. Assume F/Q is a Galois extension. If p is inert in F
with inertia degree f , then Gal(Fpf /Fp) ∼= Gal(F/Q).
Proof. This is standard and can be found for example in [Neu99]. Let p be
a rational prime. As F/Q is Galois, the decomposition of the ideal pOF into
prime ideals is
pOF = (p1...pr)e
with 4 = efr, where e is the ramification degree, r is the number of different
primes and f = [OL/p : Z/pZ] is the inertia degree. Let G := Gal(F/Q).
The decomposition subgroup at a prime p is
Dp = {σ ∈ G | σ(p) = p}
and the inertia subgroup at p is
Ip = ker(Dp → Gal((OF /p)/(Z/pZ)).
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It is well known that |G/Dp| = r, |Dp| = ef and |Ip| = e. It is also well
known that if e = 1 then Dp is isomorphic to G := Gal((OL/p)/(Z/pZ))
and, moreover, in such a case the Frobenius automorphism
σp(a) = apmod p
is a canonical generator for Dp. Thus in the unramified case the group G
can be thought of as a subgroup of G. Hence, if r = 1 then Dp ≡ G.
Proposition 5.4.4. The characteristic polynomial Ppi(X) of the Frobenius
endomorphism of the reduction at an inert prime p of the Jacobian of the
curves C˜ over Q with CM by a cyclic CM field of order 4 is X4 + p2.
Proof. This follows from [Lan83, Chapter 4, Theorem 6.2].
With Theorem 5.4.2 one knows when a curve C˜ in Van Wamelen’s list
reduces to a supersingular curve C over a finite field. With Proposition 5.4.3
we can generalize the results of the previous section.
Theorem 5.4.5. Let p be a rational prime inert in the quartic CM field
Q(ϕ). Then the endomorphism algebra of the Jacobian variety of the reduc-
tion modulo p of a curve C˜ over Q with CM by the cyclic extension Q(ϕ),
admits a crossed-product algebra structure over Q(ϕ) and a Q(ϕ)-basis for
End0(Jac(C)) is given by {1, pi, pi2, pi3}.
Proof. By Theorem 5.4.2, Jac(C) is supersingular. We have the relation
piϕpi−1 = (ϕ)p
where (ϕ)p is the endomorphism obtained from ϕ by conjugating its coef-
ficients by the Frobenius automorphism x 7→ xp ∈ Gal(Fp4/Fp). It now
follows from Proposition 5.4.3 above that if p is inert then conjugation by pi
has order four and the analogous proofs as in Proposition 5.3.5 and Corollary
5.3.8 above apply.
Corollary 5.4.6. Let p be rational prime inert in a quartic cyclic CM field
Q(ϕ) as above. Then End0(Jac(C)) = Q[ϕ, pi] and
Q[ϕ, pi] ∼=
 ∑
0≤i,j≤3
λi,jpi
iϕj : λi,j ∈ Q
 .
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Proof. We know that End0(Jac(C)) is an at most 16-dimensional Q-algebra.
As dimQQ(ϕ) = 4, Theorem 5.4.5 implies thatQ[ϕ, pi] is also 16-dimensional.
As Q[ϕ, pi] is contained in End0(Jac(C)) the result follows.
The claim about the structure of Q[ϕ, pi] also follows from Proposition
5.4.5 since {1, ϕ, ϕ2, ϕ3} is a Q-basis for Q(ϕ).
Proposition 5.4.7. Let p be a rational prime inert in the CM field Q(ϕ)
as above. Then there exists an isogeny ρ in End0(Jac(C)) which acts by
conjugation in Q(pi) as the complex conjugation x 7→ x¯.
Proof. By Proposition 5.4.4, the characteristic polynomial of pi is X4 + p2.
The set of roots of this polynomial is fixed under complex conjugation, and
if pi is one of them then p¯i = −pi3/p. Since in a crossed-product algebra
over Q(pi) the elements of a Q(pi)-basis act by conjugation as elements of
Gal(Q(pi)/Q), there must exist an element ρ such that ρpiρ−1 = p¯i. Writing
these elements in terms of the full Q-basis provided by Theorem 5.4.5, one
translates the previous equation into the solvable linear system ρpiρ−1 =
−pi3/p.
Corollary 5.4.8. Let p be a rational prime inert in the CM field Q(ϕ) as
above. Then End0(Jac(C)) admits a crossed-product algebra structure over
Q(pi). Write ∆ for the discriminant of the totally real subfield of Q(ϕ) and
ρ for the isogeny which acts by conjugation in Q(pi) as complex conjugation
x 7−→ x¯. Then a Q(pi)-basis for End0(Jac(C)) is given by {1,∆, ρ,∆ρ}.
Proof. The field Q(pi) is generated by the polynomial X4+ p2 and is thus a
quartic extension over Q and Galois. The field Q(pi) lies naturally inside the
central simple algebra End0(Jac(C)), which is 16-dimensional by Theorem
5.4.5. Hence End0(Jac(C)) is a crossed-product algebra over Q(pi). A Q(pi)-
basis for End0(Jac(C)) exists because of Theorem 3.6.4. Similarly as in
Corollary 5.3.11, the discriminant ∆ and pi do not commute, and the claimed
element ρ in the Q(pi)-basis exists by Proposition 5.4.7 above.
The roots of the CM polynomials of any other quartic, cyclic CM field are
analogous to the endomorphism ξ5 in the previous section. In each curve of
van Wamelen’s list the CM-isogeny ϕ induced in the Jacobian is computable.
Indeed in [Wam99a], [Wam99b] the expression of the first coordinate of ϕ was
calculated. With help of Magma, the second coordinate, and thus the whole
CM-isogeny, is explicitly computable over Q, and this provides a source of
examples of isogenies over finite fields reducing modulo a prime.
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Example 5.4.9. Take the first curve in van Wamelen’s list:
C˜ : y2 = x5 − 3x4 − 2x3 + 6x2 + 3x− 1.
Van Wamelen showed that the endomorphisms of the Jacobian of this curve
contains the ring of integers of the CM field F given by z4 + 4z2 + 2. He
exhibited the first coordinate of an isogeny ϕ ∈ OF , i.e. the description of
the first Mumford coordinate of the image under ϕ
ϕ(D) = P1 + P2 − 2∞ ∈ Jac(C), P1 = (x1, y1), P2 = (x2, y2)
(see Section 4.2) of a divisor of the form
D = P −∞ ∈ Jac(C), P = (x, y).
He gave the trace s1 and norm s2 functions of the first coordinate a(u) =
u2 + s1(x)u + s2(x) of ϕ(D) = [a(u), b(u)] in terms of x. For the curve C˜,
the si(x) are
s1(x) = (4 + z2 + x(−2− z2)), s2(x) = (2 + x2 + z2 + x(−4− z2)).
Of course one recovers x1 and x2 as s1 = x1 + x2, s2 = x1x2. With Magma
it is easy to find also the second coordinates y1, y2 of ϕ(D), now in terms
both of x and y, for each curve of van Wamelen’s list. For the curve C˜, the
yi’s are
y1(x, y) = 1/2(−z3−4z)y/(x+1)x1+(1/2(−z3−4z)xy+(z3+3z)y)/(x+1)
y2(x, y) = 1/2(−z3−4z)y/(x+1)x1+(1/2(−z3−2z)xy+(z3+4z)y)/(x+1)
In this way, one can calculate the second coordinate b(u) and give ϕ explicitly
as a transformation in Mumford coordinates
α : [u− x, v − y] 7→
[(u− x1)(u− x2), v − (y2(u− x1)(x2 − x1) +
y1(u− x2)
(x1 − x2) )]
which one can easily plug into Magma and obtain mod l representations of
ϕ, for l a prime dividing the order of Jac(C)(Fq).
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Remark 5.4.10. Working out b(u) from y1 and y2 is not straightforward.
In some curves of van Wamelen’s list, sometimes the right b(u) is obtained
interpolating [x1, x2] at [y1,−y2] for example, and not at [y1, y2] as one would
expect.
Remark 5.4.11. The expression of the CM isogeny can be much more com-
plicated than the one above. For example, the CM isogeny for the sixth
curve in van Wamelen’s list requires twenty pages long to write down. It
has degree 61.
Before Theorem 5.4.2 appeared, Theorems 4.6.9 or 4.6.10 helped to de-
termine whether the reduced curve modulo a chosen prime p is supersingular,
if Frobenius is irreducible, and if the CM isogeny still satisfies an irreducible
polynomial of degree 4. Magma allows us to check all this quite easily (see
Algorithms A.0.6 and A.0.7).
Example 5.4.12. Consider the curve
Cvw1 : y2 = x5 − 3x4 − 2x3 + 6x2 + 3x− 1
over Fp obtained from the curve C˜vw1 in van Wamelen’s list [Wam99a] af-
ter reduction modulo an inert prime p. The algorithms A.0.8 and A.0.9
implement the CM-isogeny of Jac(Cvw1).
Remark 5.4.13. The fact that no other cyclic CM-polynomial of degree 4
has constant term equal to 1 (see [Wam99a]), shows that none of the curves
in [Wam99a] reduce to a supersingular curve of genus 2 over a finite field
with a non-rational automorphism except for y2 = x5 + 1.
5.5 A non-central example in even characteristic
While in the last two sections we showed examples of curves C such that
End0(Jac(C)) admitted a double structure as a crossed-product algebra
(with the Galois group of the maximal field being cyclic in one case and
non-cyclic in the other), in this section we show an example of a super-
singular curve of genus two whose Jacobian has an endomorphism algebra
that contains a single non-cyclic subfield of degree 4. This subfield is given
by the Frobenius endomorphism. For this curve, all the “extra” isogenies
satisfy reducible characteristic polynomials, and they generate fields of de-
gree strictly smaller than 4. The algebra End(Jac(C)) in this section is
not a crossed product because it is not central. The subfield of degree 4,
eventhough Galois, is not properly a maximal subfield because we defined
maximal subfields only for central simple algebras.
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We consider the curve C : y2+ y = x5+x3+1 over F2m . This curve has
been studied extensively (see [GV92a], [GV92b], [Gal01], [MN04]) and is of
great interest for cryptographers (see [BGOS04]).
Proposition 5.5.1. C : y2+ y = x5+x3+1 over F2m is supersingular (for
every m).
Proof. This follows from Theorem 5.1.21.
Over fields of even characteristic, it is known that the only curves of genus
2 with non-F2m-rational automorphisms are exactly those in the case (5) in
Table 2.8 of Chapter 2. This follows from [Puj02], where the automorphisms
of the other cases were calculated.
In this section we will describe the endomorphism algebra of the Jacobian
variety of C over F2m with m ≡ ±1 mod 6.
Proposition 5.5.2. The non-F2m-rational automorphisms of the curve C: y2+
y = x5 + x3 + 1 over F2m are given by
σω : (x, y) 7−→ (x+ ω, y + s2x2 + s1x+ s0)
where ω is any root of the linear separable polynomial x16 + x8 + x2 + x,
s2 := ω8 + ω4 + ω , s1 := ω4 + ω2 and s0 satisfies s20 + s0 = ω
5 + ω3.
Proof. See [GV92a],[GV92b].
The algorithm A.0.5 implements the non-rational automorphisms of this
curve.
By Proposition 5.5.2, any root ω of x16 + x8 + x2 + x determines two auto-
morphisms corresponding to the two different solutions of s20+s0 = ω
5+ω3,
namely s0 and s0 + 1. We write σω for the automorphism associated to an
arbitrary s0. The automorphism associated to s0 + 1 is then σωι, where
ι is the hyperelliptic involution on C, and both σωι and σω are identified
in the reduced group of automorphisms Aut(C)/〈ι〉. By Proposition 5.5.2,
the reduced group of automorphisms is isomorphic to the group of roots of
x16 + x8 + x2 + x.
We denote the s2, s1, s0 appearing in the coordinates of the second compo-
nent of the automorphism σω by sω2 , s
ω
1 , s
ω
0 .
One knows how to find the inverse of the automorphisms σω.
Lemma 5.5.3. For any σω ∈ Aut(C) corresponding to each root ω of x16+
x8 + x2 + x,
σ−1ω =
{
σω if ω(ω5 + ω + 1) = 0
σωι otherwise
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Proof. This follows from [GV92b]. Writing
x16 + x8 + x2 + x = x(x5 + x+ 1)(1 + x5(x5 + x+ 1))
then the polynomial x5(x5+x+1) evaluates to 1 on exactly the 10 roots of
x16+ x8+ x2+ x which are not a root of x5+ x+1 nor 0. In particular, for
any σω, the composition
σ2ω : (x, y) 7−→ (x+ω+ω, y+ sω2x2+ sω1x+ sω0 + sω2 (x+ω)2+ sω1 (x+ω)+ sω0 )
= (x, y + ω5(ω5 + ω + 1))
is the identity if ω is 0 or a root of x5+x+1 and the hyperelliptic involution
ι otherwise. Similarly,
(σωι)σω : (x, y) 7−→ (x+ω+ω, y+s2x2+s1x+s0+s2(x+ω)2+s1(x+ω)+s0+1)
= (x, y + ω5(ω5 + ω + 1) + 1)
is the identity when ω is not a root of x5 + x + 1 nor 0. One derives the
inverse of σωι in a similar way.
As in Section 5.3, we give the same name σω to the endomorphisms
in Jac(C) induced by the automorphisms σω of C. One can verify that
they satisfy σωσω′ = σω′σω = ±σω+ω′ . The following statements use the
description of the inverses given above.
Corollary 5.5.4. The endomorphisms σω, σωι satisfy x2 − 1 = 0 if ω(ω5 +
ω + 1) = 0, and x2 + 1 = 0 otherwise.
Proof. Clear.
Corollary 5.5.5. The fields generated by the isogenies given by the auto-
morphisms σω defined above are at most quadratic extensions of Q.
Proof. Clear.
Proposition 5.5.6. If m ≡ ±1,±5 mod 12 then the characteristic polyno-
mial of the Frobenius endomorphism of Jac(C) is irreducible.
Proof. With point counting techniques, one finds that the characteristic
polynomial of Frobenius Ppi(X) is X4± 2(m+1)/2X3+2mX2± 2(3m+1)/2X +
22m (see [RS02]).
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Remark 5.5.7. Since the characteristic polynomial of the Frobenius endo-
morphism pi over F2m is
P±m(X) = X
4 ± 2(m+1)/2X3 + 2mX2 ± 2(3m+1)/2X + 22m,
the relations
P+m(X)P
−
m(X) = X
8 − 22mX4 + 24m
and
(X8 − 24m)(X8 + 22mX4 + 24m)P+m(X)P−m(X) = X24 − 212m
show that the embedding degree is k = 12.
In order to compute the Frobenius-to-integer exponent κ of C, one may
describe the factorization of the polynomial E1,1(x) := x16 + x8 + x2 + x
over F2m . Introducing all the roots of the polynomial E1,1 into the ground
field F2m we make sure that all the extra endomorphisms are being taken
into account.
Proposition 5.5.8. The factorization of
E1,1(x) := (x6+x5+x3+x2+1)(x3+x2+1)(x3+x+1)(x2+x+1)(x+1)x
over F2m is as follows:
i) If m ≡ 1, 5 mod 6 then E1,1(x) splits exactly as above.
ii) If m ≡ 2, 4 mod 6 then E1,1(x) splits as a product of four different
factors of degree 3 and four different linear factors.
iii) If m ≡ 3 mod 6 then E1,1(x) splits as a product of four different
quadratic factors and eight linear factors.
iv) If m ≡ 0 mod 6 then E1,1(x) splits into sixteen different linear factors.
Proof. If m is even then any F2m/2-irreducible polynomial of degree two
splits in F2m . In particular x2+x+1 = 0 has solutions {θ, θ+1} in F2m and
then x6+x5+x3+x2+1 = (x3+θx2+θx+1)(x3+(θ+1)x2+(θ+1)x+1).
Similarly, ifm ≡ 0 mod 3 then any F2m/3-irreducible degree three polynomial
splits over F2m . In particular x3+x2+1 or x3+x+1 split over F2m . Moreover,
if {ξ, ξ2, ξ4} are the roots of one of these polynomials then {ξ+1, ξ2+1, ξ4+1}
are the roots of the other. Thus we have the factorization x6 + x5 + x3 +
x2 + 1 = (x2 + x+ ξ(ξ + 1))(x2 + x+ ξ2(ξ2 + 1))(x2 + x+ ξ4(ξ4 + 1)).
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In Table 5.1 below we displayed each non-trivial irreducible factor of the
polynomial x16 + x8 + x2 + x together with the set of its roots (in the
algebraic closure) in the case m ≡ 1, 5 mod 6. We gave the names τ, ξ, ρ, θ
to a root of each nontrivial irreducible factor of x16 + x8 + x2 + x in the
above factorization for later convenience.
As in Lemma 5.3.4, it is easy to describe how the automorphisms of C
behave with respect to 2m-power Frobenius.
Lemma 5.5.9. For any ω and m, the coefficients sωi of the second coordinate
of σω satisfy
(sωi )
2m = s(ω
2m )
i , i = 1, 2
Proof. This is a trivial consequence of raising to powers of 2 being a linear
operation in fields of even characteristic:
(sω2 )
2m = (ω8)2
m
+ (ω4)2
m
+ ω2
m
= (ω2
m
)8 + (ω2
m
)4 + ω2
m
= sω
2m
2
(sω1 )
2m = (ω4)2
m
+ (ω2)2
m
= (ω2
m
)4 + (ω2
m
)2 = sω
2m
1
Proposition 5.5.10. Let pi be 2m-power Frobenius. For every ω and m,
the following relations between pi and σω hold:
piσω = ±σω2mpi
Proof. By Lemma 5.5.9 above,
piσω(x, y) = (x2
m
+ ω2
m
, y2
m
+ (sω2 )
2m(x2)2
m
+ (sω1 )
2mx2
m
+ (sω0 )
2m) =
= (x2
m
+ω2
m
, y2
m
+ sω
2m
2 (x
2m)2+ sω
2m
1 x
2m + sω
2m
0 +{0, 1}) = ±σω2mpi(x, y)
We write Q[pi, στ , σθ] for the non-commutative algebra Z[pi, στ , σθ]⊗Q.
Proposition 5.5.11. Let m ≡ ±1 (mod 6). Then
Q[pi, στ , σθ] = Q(pi)⊕ στQ(pi)⊕ σθQ(pi)⊕ σξQ(pi)
as 16-dimensional Q-vector space and End0(Jac(C)) = Q[pi, στ , σθ].
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Proof. Since στ /∈ Q(pi), A = Q(pi) ⊕ στQ(pi) is an 8-dimensional vector
space over Q.
We first show that A⊕σξQ(pi) is direct. If we suppose the contrary, then
there is some non-zero z ∈ Q(pi) such that σξz ∈ A. Then
σξ = z1 + στz2
for some z1, z2 ∈ Q(pi). Note that
pi3στpi
−3 = σ
τ23
= στ+1 = ±στσ1
where σ1(x, y) = (x+ 1, y + x2). Also, since ξ ∈ F23 we have σξ = pi3σξpi−3.
Hence,
z1 + στz2 = pi3σξpi−3 = pi3(z1 + στz2)pi−3 = z1 + στ23z2 = z1 ± στσ1z2.
Since A is a direct sum and σ1 6= ±1, then z2 = 0, and this implies that
σξ ∈ Q(pi), which is a contradition since σξ does not commute with pi.
Finally, we show that (A⊕ σξQ(pi))⊕ σθ is direct. If not, then
σθ = z1 + στz2 + σξz3.
We have piσθpi−1 = ±σθ2 = ±σθ+1 = ±σ1σθ. Hence
0 = σ1σθpi3 − pi3σθ = σ1σθpi3 − pi3(z1 + στz2 + σξz3) =
σ1(z1 + στz2 + σξz3)pi3 − (z1 + στ23z2 + σξ23z3)pi3 =
(σ1 − 1)z1pi3 + (σ1 − σ1)στz2pi3 + (σ1 − 1)σξz3pi3.
Since A⊕σξQ(pi) is direct it follows that z1 = z3 = 0. So σθ = στz for some
z ∈ Q(pi). But this is a contradiction because σθ is defined over F22 and στ
is defined over F26 .
Hence A ⊕ σθA is direct, and Q(pi) ⊕ στQ(pi) ⊕ σθQ(pi) ⊕ σξQ(pi) is 16-
dimensional over Q.
5.6. ENDOMORPHISM ALGEBRAS WITH ZERO DIVISORS 75
x6 + x5 + x3 + x2 + 1 {τ, τ2, τ4, τ8, τ16, τ32}
{τ, τ2, τ4, τ + 1, τ2 + 1, τ4 + 1}
x3 + x2 + 1 {ξ, ξ2, ξ4}
{τ4 + τ2, τ4 + τ + 1, τ2 + τ}
x3 + x+ 1 {ρ, ρ2, ρ4}
{τ2 + τ + 1, τ4 + τ2 + 1, τ4 + τ}
x2 + x+ 1 {θ, θ2}
{τ4 + τ2 + τ, τ4 + τ2 + τ + 1}
Table 5.1: The roots of the non-trivial irreducible factors of x16+x8+x2+x
for m ≡ ±1,±5 mod 12.
5.6 Endomorphism algebras with zero divisors
In this section we give other examples of supersingular curves C of genus 2
for which the endomorphism algebra End0(Jac(C)) does not admit a crossed-
product algebra structure. As all the examples we show are supersingular,
by Theorem 5.2.6 End0(Jac(C)) is 16-dimensional over Q.
Example 5.6.1. Consider the curve C : y2 = x5+1 over Fp with p ≡ 4 mod
5. C is supersingular, because Ppi(X) = (X2 + p)2, but this polynomial is
reducible. Obviously now Frobenius does not generate a subfield of degree 4.
Neither do the extra isogenies generate a field of degree 4 because x4+x3+
x2+x+1 ∈ Fp[x] splits as a product f(x)g(x) of two quadratic polynomials
if p ≡ 4 mod 5.
Example 5.6.2. Consider C˜ : y2 = x6 + 1 over Q. This curve has the
automorphism ϕ : (x, y) 7−→ (ξ3x, y), where ξ3 is a cubic root of unity, and
it also admits two rational maps to the elliptic curve E : y2 = x3 + 1 given
by
(x, y) 7−→ (x2, y) and (x, y) 7−→ ( 1
x2
,
y
x3
).
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This pair of maps extend to an isogeny between Jac(C) and E2. Reducing
C˜ modulo a prime congruent to 2 mod 3 one obtains a supersingular curve
C with characteristic polynomial of Frobenius equal to (X2 + p)2. Hence
End0(Jac(C)) is 16-dimensional by Theorem 5.2.6. On the other hand, both
the isogeny induced by ϕ and the Frobenius endomorphism satisfy quadratic
polynomials, and therefore they cannot generate a maximal subfield– not
even together as they do not commute.
Note that End0(Jac(C)) ∼= End0(E2) ∼=M2(End0(E)).
The splitting as a product of elliptic curves makes End(Jac(C)) contain
zero divisors. Indeed, an isogeny of the elliptic curve gives place to an
endomorphism of Jac(C) which is not surjective, and is therefore not an
isogeny. Proposition 4.5.10 does not apply in this case. We do not provide
a solution to the Decisional Diffie-Hellman Problem in such cases.
Chapter 6
The Tate pairing and DDH
In this final chapter, we show how to solve the Decisional Diffie-Hellman
Problem for some curves of genus two over finite fields such that End0(Jac(C))
is a crossed-product algebra over a quartic field F .We show explicit solutions
in genus two, but our approach should generalise readily to hyperelliptic
curves of higher genus.
First, we recall the definition of the Tate pairing. We adapt an existing al-
gorithm to compute the Tate Pairing from genus one to genus two. We then
use the Tate pairing to show examples of representations of endomorphisms
of Jacobians of genus two in the subgroup Jac(C)[l] of points of order l. Fi-
nally, we use distortion maps to solve the Decisional Diffie-Hellman Problem
in some examples.
6.1 The Tate pairing
In this section we recall the definition of the Tate pairing, following [FOS04].
Details can be found in [FR94], [Gal05] , [FL03]. We give an algorithm to
compute the Tate pairing for curves C of genus two over finite fields in the
appendix (see Algorithm A.0.10).
Let k be a field (not necessarily finite), k¯ the separable closure of k and
Gk := Gal(k¯/k). Suppose A is the Jacobian variety of a curve over a field k.
Its Cartier Dual, A∨ is isomorphic to A and thus there is a natural pairing
wl : A[l]×A[l] −→ µl ⊆ (k¯)∗, the Weil pairing.
Let l be an integer such that (l, char(k)) = 1. The Kummer exact sequence
0 −−−−→ A[l] −−−−→ A(k¯) l−−−−→ A(k¯) −−−−→ 0
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gives the following exact sequence in cohomology:
0 −−−−→ A(k)/lAA(k) δ−−−−→ H1(Gk, A[l]) α−−−−→ H1(Gk, A(k¯))[l] −−−−→ 0
For each P ∈ A(k) there must exist a Q ∈ A(k¯) such that P = lA(Q) (by
exactness of the Kummer sequence); therefore, for each P we define the
coboundary map δ by δ([P ])(σ) = σ(Q)−Q∀σ ∈ Gk.
Definition 6.1.1. Let cˆ denote any preimage of an element c ∈ H1(Gk, A(k¯))[l]
by α. For all σ , τ ∈ Gk, all [P ] ∈ A(k)/lAA(k) and all c ∈ H1(Gk, A(k¯))[l],
the Tate pairing associated to the above sequences is
el([P ], c)(σ, τ) := wl(δ([P ])(σ), σcˆ(τ))
Note that if we fix [P ] and c, and let σ , τ vary in Gk, one obtains a map
h : Gk ×Gk −→ µn ⊆ k¯∗ and in this way
el : A(k)/lAA(k) × H1(Gk, A(k¯))[l] −→ H2(Gk, k¯∗) ∼= Br(k)
( [P ] , c ) 7−→ el([P ], c)
where Br(k) is the Brauer group (see Definition 3.2.1).
Remark 6.1.2. The above is a cup product, and sits in the broad context of
arithmetic duality theorems and class formations (see [Mil86]). Note that
if k is finite, then Br(k) = 0. This trivialises the Tate pairing as we have
defined it above because we are interested in Jacobians of curves over finite
fields. We now sketch how to overcome this situation.
Suppose k is a finite field of characteristic p, and let k˜ be a local field
such that the residue field of k˜ is k. For an abelian variety A defined over
k, write A˜ for a lift of A defined over k˜. For lifts of abelian varieties, see
[LST64].
If A˜ has good reduction at p then
A˜(k˜)/lAA˜(k˜) ∼= A(k)/lAA(k)
by Hensel’s Lemma. Let e˜l denote the Tate pairing for A˜. It is known that
e˜l is non-degenerate. Moreover, extending to L = k˜(ξl) for ξl a l-th root of
unity, then e˜l becomes simpler. We have Br(L) ∼= k∗/(k∗)l (via the Hasse
Invariant isomorphism inv [Rei75]), and also H1(GL, A˜(
¯˜
k))[l] ∼= A˜(¯˜k)[l].
This simplifies the Tate pairing considerably.
Suppose C is a curve of genus two defined over a finite field Fq. Write
Fqk = Fq(µl) where k is the embedding degree of C– that is smallest integer
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such that l|qk − 1 . We work with the following version of the Tate pairing
on the canonical lift of Jac(C) extended to L as above:
el : Jac(C)(Fqk)/lJac(C)(Fqk) × Jac(C)(Fqk)[l] −→ F∗q/(F∗q)l
( [P ] , Q ) 7−→ el(P,Q)
Proofs of the non-degeneracy of el can be found in [Hes04] and [Sch05].
The computation of el for Jacobians of curves originated in the works of
Lichtenbaum, and the basic step is the evaluation at P of a certain function
associated to Q . We use the slightly different definition el(P,Q)(q
k−1)/l (see
[Gal05]).
The Magma code A.0.10 implements an algorithm to compute the Tate
pairing adapting Miller’s algorithm [Mil04] to curves of genus two.
6.2 Endomorphisms on the l-torsion
In this section we show how to use the Tate pairing to obtain representa-
tions of endomorphisms on the l-torsion subgroup of Jac(C). We give some
algorithms in Magma code to do this.
The first algorithm constructs a basis of the l-torsion Jac(C)(Fqk)[l] for
l | #Jac(C)(Fqk) assuming that the embedding degree is 4 and that the
eigenvalues of the Frobenius endomorphism are 1,−1, q,−q . The method
works for supersingular curves of genus two over finite fields obtained after
reduction at an prime p inert in the CM field as in Section 5.4.
Algorithm 6.2.1. Input: a divisor D ∈ Jac(C)(Fp4)[l] in Mumford repre-
sentation, where C is a supersingular CM curve of genus two defined over
Fp4 with embedding degree 4, and p is inert in the CM field. By BF we
mean the ground field.
Output: a basis for the Fl-vector space Jac(C)(Fp4)[l].
DBasis4:=function(D,q,l);
PD:=Frobenius(D,BF);
P2D:=Frobenius(PD,BF);
P3D:=Frobenius(P2D,BF);
Q1:=InverseMod(2*(q2-1),l);
D11:=(q2 mod l)*D;
D12:=(q2 mod l)*PD;
D13:=−P2D;
D14:=−P3D;
Q2:=InverseMod(2*(q2-1),l);
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D21:=(q2 mod l)*D;
D22:=−(q2 mod l)*PD;
D23:=−P2D;
D24:=P3D;
Q3:=InverseMod(2*q*(q2-1),l);
D31:=−q*D;
D32:=−PD;
D33:=q*P2D;
D34:=P3D;
Q4:=InverseMod(2*q*(q2-1),l);
D41:=−q*D;
D42:=PD;
D43:=q*P2D;
D44:=−P3D;
D1:=Q1*(D11+D12+D13+D14);
D2:=Q2*(D21+D22+D23+D24);
D3:=Q3*(D31+D32+D33+D34);
D4:=Q4*(D41+D42+D43+D44);
return D1,D2,D3,D4;
end function;
With the basis provided above, it is straightforward to build 4 × 4 ma-
trices over Fl for ξ5 and also for the CM-isogenies ϕ as in 5.4.12. One just
pairs the elements of the basis constructed by Algorithm 6.2.1 using the
Tate pairing Algorithm A.0.10. The following algorithms do this. First, we
provide a method for computing discrete logarithms.
Algorithm 6.2.2. Input: two values t, t1 in the group of l-th roots of unity.
Output: the exponent log such that tlog = t1.
log:=function(t,t1,l);
n:=1;
che:=true;
while n lt l+1 and che eq true do
t2:=tn;
if t2 eq t1 then
che:=false;
end if;
n:=n+ 1;
end while;
return n− 1;
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end function;
Algorithm 6.2.3. Input: a basis {D1, D2, D3, D4} and an arbitrary element
D of the l-torsion of the Jacobian (over the embedding degree field extension
of qk elements) of a curve C defined over a base field BF of q elements , and
the exponent h := (qk − 1)/l in our working definition of the Tate pairing.
Output: the components of D in the basis {D1, D2, D3, D4}.
Note the use of the Tate pairing algorithm A.0.10.
components:=function(D,D1,D2,D3,D4,C,l,q,h);
td1:=TatePairing(D,D1,C,l,q,BF);
TD1:=td1h;
td2:=TatePairing(D,D2,C,l,q,BF);
TD2:=td2h;
td3:=TatePairing(D,D3,C,l,q,BF);
TD3:=td3h;
td4:=TatePairing(D,D4,C,l,q,BF);
TD4:=td4h;
t13:=TatePairing(D1,D3,C,l,q,BF);
T13:=t13h;
t24:=TatePairing(D2,D4,C,l,q,BF);
T24:=t24h;
t31:=TatePairing(D3,D1,C,l,q,BF);
T31:=t31h;
t42:=TatePairing(D4,D2,C,l,q,BF);
T42:=t42h;
n3:=log(T31,TD1,l);
n4:=log(T42,TD2,l);
n1:=log(T13,TD3,l);
n2:=log(T24,TD4,l);
return n1,n2,n3,n4;
end function;
Algorithm 6.2.4. This is a brute force variant of the above.
components:=function(D,D1,D2,D3,D4,C,ll);
n1:=1;
n2:=1;
n3:=1;
n4:=1;
for n1:=1 to ll do
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for n2:=1 to ll do
for n3:=1 to ll do
for n4:=1 to ll do
DD:=n1 ∗D1 + n2 ∗D2 + n3 ∗D3 + n4 ∗D4;
if D eq DD then
return n1,n2,n3,n4;
end if;
end for;
end for;
end for;
end for;
end function;
Examples with degree 6 models with a rational root (see Remark 4.1.9)
are more tedious to deal with because one has to find the coordinates of the
endomorphisms in the degree 5 model . An example of this is the following.
Example 6.2.5. The curve C : y2 = x6−64 over Q is not in a suitable form
to apply Cantor’s algorithms because of the two points at infinity. After
transforming to a degree-5 model (using the rational point(2, 0) ∈ C(Q)),
one obtains
C′ : y2 = x5 + 240x4 + 30720x3 + 2211840x2 + 84934656x+ 1358954496
The automorphism given by a cubic root of unity ξ3 on the non singular
model of C′ (see Section 2.7) is

u0
u1
u2
u3
v
 7→

u0 − 6(ξ23 − 1)u1 + 36(1 + ξ3)u2 + 24(1 + 2ξ3)u3
ξ23u1 + 4ξ3(ξ3 − 1)u2 − 12ξ3u3
ξ3u2 + 2(ξ3 − 1)u3
u3
v

and one finds that the ξ3 automorphism in the projective closure of the
degree-5 plane model is
uv
w
 7→
 (−32ξ3 − 64)u3 − 6144u2w + (98304ξ3 − 98304)uw2(−196608ξ3 − 98304)vw2
u3 + (−96ξ3 + 96)u2w − 9216ξ3uw2 + (−196608ξ3 − 98304)w3
 .
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6.3 Distortion maps and DDH
In this final section we recall the definition of distortion maps, and show
that for supersingular curves enough distortion maps exist to solve every
instance of the Decisional Diffie-Hellman Problem. We show how to solve
the Decisional Diffie-Hellman Problem in some examples.
Definition 6.3.1. A distortion map for the pairing e and non-zero divisor
classes D1 , D2 on C is an endomorphism φ of Jac(C) such that
e(D1, φ(D2)) 6= 1.
Let p be an inert prime in a cyclic, quartic CM field. By Proposition
5.4.4, the Frobenius endomorphism pi has eigenvalues {1,−1, p,−p}. We let
(D1, D2, D3, D4) denote the associated pi-eigenbasis of Jac(C)[l] for l | 1+p2.
Lemma 6.3.2. Let p be an inert prime and let l > 2 be a prime such that
l | p2 + 1. Let (D1, D2, D3, D4) be the ordered pi-eigenbasis as above. For
1 ≤ i, j ≤ 4, we have el(Di, Dj) = 1 unless (i, j) = (1, 3), (3, 1), (2, 4) or
(4, 2).
Proof. We use the Galois invariance of el. For example, for D1 one has
el(D1, D1) = pi(el(D1, D1)) = el(pi(D1), pi(D1)) = el(D1, D1).
This implies el(D1, D1) ∈ Fp ∩ µl and hence el(D1, D1) = 1.
Similarly,
el(D1, D2)p = pi(el(D1, D2)) = el(pi(D1), pi(D2))
= el(D1,−D2) = el(D1, D2)−1.
Since l - (p+ 1) this implies el(D1, D2) = 1.
Similarly,
el(D1, D4)p = pi(el(D1, D4)) = el(pi(D1), pi(D4))
= el(D1,−pD4) = el(D1, D4)−p.
Since l - 2p it follows that el(D1, D4) = 1.
By non-degeneracy of el, one must have el(D1, D3) 6= 1. The proof for the
other cases is the same.
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The endomorphism pi may be used as a distortion map. For example,
suppose D = D1+D2 and D′ = D3+mD4, with respect to the basis above,
where m ∈ Z is such that el(D,D′) = el(D1, D3)el(D2, D4)m = 1. Then we
have
el(D,pi(D′)) = el(D1, pD3)el(D2,−pmD4) = el(D1, D3)pel(D2, D4)−pm
which is not equal to 1 if m 6≡ 0 mod l.
It was proven by Schoof and Verheul [Ver04] that distortion maps al-
ways exist for supersingular elliptic curves over Fq. The following theorem
generalises their result to curves of genus two.
Theorem 6.3.3. Let C be a supersingular curve of genus 2 over Fq. Let
l | #Jac(C)(Fq) and let k be the embedding degree. Let D1, D2 ∈ Jac(C)(Fqk)
be non-trivial divisor classes of order l. Then there is an element φ ∈
End(Jac(C)) such that el(D1, φ(D2)) 6= 1.
Proof. Recall that G is the absolute Galois group of Fq. By Theorem 5.2.6
we have
EndG(Tl(Jac(C))) ∼=M2g(Zl).
Hence EndK(Jac(C))⊗ZZl ∼=M2g(Zl) and so EndK(Jac(C)) ∼= End(Jac(C))
is (2g)2-dimensional. By restriction, we have
EndK(Jac(C))⊗Z Z/lZ ∼=M2g(Z/lZ).
Let D3 ∈ Jac(C)[l] be such that el(D1, D3) 6= 1. There exists some
matrix Φ ∈ M2g(Z/lZ) which corresponds to mapping 〈D2〉 to 〈D3〉. Let φ
be a preimage in End(Jac(C)) of Φ. Then el(D1, φ(D2)) 6= 1.
By Theorem 6.3.3 above, for every pair D1, D2 of non-trivial divisors of
order l on Jac(C) there is some φ ∈ End(Jac(C)) such that el(D1, φ(D2)) 6=
1. For the curves in Section 5.4, we know that End(Jac(C)) is an order O
in Q[ϕ, pi] which contains Z[ϕ, pi]. For them, Corollary 5.4.6 implies that
φ =
∑
i,j
λi,jpi
iϕj .
At this point we must make an assumption. Let m be the least common
multiple of the denominators of the λi,j . Then mφ ∈ Z[ϕ, pi].
Assumption: We assume that φ may be chosen such that gcd(m, l) = 1.
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We are requiring that the index of the order Z[pi, ϕ] in the maximal order
is not divisible by l. In the case of elliptic curves, this cannot happen if l is
sufficiently large. In the case of dimension 2 we do not expect it to occur
for most examples. A better understanding of orders in algebras of degree
4 is needed to remove this assumption.
Under the assumption above, we have that
el(D1,mφ(D2)) = el(D1, φ(D2))m 6= 1.
Since mφ is an integer combination of the piiϕj it follows that for some pair
(i, j) we have el(D1, piiϕj(D2)) 6= 1 (otherwise, if all el(D1, piiϕj(D2)) = 1
then el(D1,mφ(D2)) = 1).
For the example in Section 5.5, one has
φ =
∑
0≤i,j,k,l≤3
λipi
i + λjpijστ + λkpikσθ + λlpilσξ.
and a similar solution follows.
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Appendix A
Appendix
In this appendix we gathered some more algorithms in Magma code we
referred to in the body of the dissertation. We include them as we used
them at some point of our research, either to confirm or disprove working
hypotheses. Our algorithms are far from optimized, but were tested in many
instances and proved to work in all of them. As the reader may notice, most
of them are fairly straightforward, except perhaps Algorithm A.0.10, which
is a generalization of Miller’s Algorithm [Mil04] to genus 2.
Algorithm A.0.4. Input: a divisor D of Jac(C) in Mumford representation,
a fifth root of unity ξ5, the polynomial ring R and the Jacobian J = Jac(C).
Output: the image of ξ5(D).
autoroot5:=function(D,ξ5,P,J);
a:=Coefficients(D[1])[1];
b:=Coefficients(D[1])[2];
p:=elt<P|x2 + ξ5 ∗ b ∗ x+ ξ25 ∗ a>;
c:=Coefficients(D[2])[1];
d:=Coefficients(D[2])[2];
q:=elt<P|(1/ξ5) ∗ d ∗ x+ c>;
U:=J![p,q];
return U;
end function;
Algorithm A.0.5. Inputs: a curve C over a finite field F of even charac-
teristic as above, a point Q in C, the ring P of polynomials in one variable
with coefficients in F and a root v of x16 + x8 + x2 + x.
Output: σv(Q).
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autom32A:=function(Q,v,P,C);
s2:=v8 + v4 + v;
s1:=v4 + v2;
S0:=elt<P|x2 + x+ v5 + v3>;
if IsIrreducible(S0) then
FF:=ext<F|S0>;
PP:=PolynomialRing(FF);
S0:=PP!S0;
s0:=Roots(S0);
C:=BaseExtend(C,FF);
QA1:=Q[1] + v;
QA2:=Q[2] + s0[1][1] + s1Q[1] + s2Q[1]Q[1];
else
s0:=Roots(S0);
QA1:=Q[1] + v;
QA2:=Q[2] + s0[1][1] + s1Q[1] + s2Q[1]Q[1];
end if;
U1:=C![QA1,QA2];
return U1;
end function;
Algorithm A.0.6. Input: a CM polynomial cmp(x) of degree four, a prime
p.
Output: the roots, the irreducibility and the factors of cmp(x) as a polyno-
mial over Fp.
cmpsplitsmodp:=function(cmp,p);
F:=GF(p);
P<x>:=PolynomialRing(F);
cmpp:=P!cmp;
return Roots(cmpp),IsIrreducible(cmpp),Factorization(cmpp);
end function;
Algorithm A.0.7. Input: a prime p and a curve C over the finite field Fp.
Output: the characteristic polynomial of the Frobenius endomorphism, the
Cartier-Manin matrix HW of C, the associated matrix HWp and the prod-
uct HW ·HWp.
IsSupersingularmodp:=function(C,p);
f,h:=HyperellipticPolynomials(C);
F:=GF(p);
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P<x>:=PolynomialRing(F);
CF:=HyperellipticCurve(P!f,P!h);
ff:=ZetaFunction(CF);
sqf:=Sqrt(P!fp−1);
M:=MatrixAlgebra(F,2);
HWp:=elt<M|Coefficients(sqf)[p],Coefficients(sqf)[2*p],
Coefficients(sqf)[p-1],Coefficients(sqf)[2*p-1]>;
HW:=elt<M|(Coefficients(sqf)[p])p,(Coefficients(sqf)[2*p])p,
(Coefficients(sqf)[p-1])p,(Coefficients(sqf)[2*p-1])p>;
A:=HW*HWp;
return ff, sqf,HW,HWp,A;
end function;
Algorithm A.0.8. Input: the curve Cvw1 defined over a base field BF =
Fp (see Example 5.4.12), the polynomialring P over BF , the Jacobian
Jac(Cvw1), the root mu of the CM polynomial associated with Cvw1 mod-
ulo p, the Frobenius-to-integer extension F = Fp4 , the point wise CM-
isogeny ϕvw1 (see Algorithm A.0.9), the Mumford coordinates of a divisor
D ∈ Jac(Cvw1)(Fp4)[l].
Output: ϕvw1(D) in Mumford coordinates.
phivw1J:=function(D,mu,F,P,C,J,BF);
ir:=IsIrreducible(D[1]);
if ir eq true then
F2:=ext<F|D[1]>;
PP:=PolynomialRing(F2);
D1:=PP!D[1];
r1:=Roots(D1)[1][1];
r2:=Roots(D1)[2][1];
b1:=Evaluate(D[2],r1);
b2:=Evaluate(D[2],r2);
CF2:=BaseExtend(C,F2);
JF2:=BaseExtend(J,F2);
P1:=CF2![r1,b1];
P2:=CF2![r2,b2];
P1A:=phivw1(P1,mu,F2,PP,CF2,JF2,BF);
P2A:=phivw1(P2,mu,F2,PP,CF2,JF2,BF);
u1,u2:=compose(P1A[1],P1A[2],P2A[1],P2A[2],C);
v1,v2:=reduce(u1,u2,C);
aD:=J![v1,v2];
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else
r1:=Roots(D[1])[1][1];
r2:=Roots(D[1])[2][1];
b1:=Evaluate(D[2],r1);
b2:=Evaluate(D[2],r2);
P1:=C![r1,b1];
P2:=C![r2,b2];
P1A:=phivw1(P1,mu,F,P,C,J,BF);
P2A:=phivw1(P2,mu,F,P,C,J,BF);
u1,u2:=compose(P1A[1],P1A[2],P2A[1],P2A[2],C);
v1,v2:=reduce(u1,u2,C);
aD:=J![v1,v2];
end if;
return aD;
end function;
Algorithm A.0.9. Input: the curve Cvw1 defined over a base field BF = Fp
(see Example 5.4.12), the field extension F of BF , the polynomial ring
P over BF , the Jacobian Jac(Cvw1), the root µ, a point Q of the curve
Cvw1, and the whole CM-isogeny description in terms of the coordinates
x1, x2, y1, y2 deducible from [Wam99a], [Wam99b].
Output: ϕvw1(Q) in Mumford coordinates.
phivw1:=function(Q,µ,F,P,CF,JF,BF);
s1:=F!(4 + µ2 +Q[1] ∗ (−2− µ2));
s2:=F!(2 +Q[1]2 + µ2 +Q[1] ∗ (−4− µ2));
a:=elt<P|s2,-s1,1>;
ir:=IsIrreducible(a);
if ir eq true then
F2:=ext<F|a>;
P2:=PolynomialRing(F2);
a:=P2!a;
x1:=Roots(a)[1][1];
x2:=Roots(a)[2][1];
y1:=1/2 ∗ (−µ3− 4 ∗ µ) ∗Q[2]/(Q[1] + 1) ∗ x1+ (1/2 ∗ (−µ3− 4 ∗ µ)∗
∗Q[1] ∗Q[2] + (µ3 + 3 ∗ µ) ∗Q[2])/(Q[1] + 1);
y2:=1/2 ∗ (−µ3− 4 ∗ µ) ∗Q[2]/(Q[1] + 1) ∗ x1+ (1/2 ∗ (−µ3− 2 ∗ µ)∗
Q[1] ∗Q[2] + (µ3 + 4 ∗ µ) ∗Q[2])/(Q[1] + 1);
b:=Interpolation([F2|x1,x2],[y1,-y2]);
b:=P!b;
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a:=P!a;
CF2:=BaseExtend(CF,F2);
JF2:=BaseExtend(JF,F2);
aQ:=JF![a,b];
else
x1:=Roots(a)[1][1];
x2:=Roots(a)[2][1];
y1:=1/2 ∗ (−µ3− 4 ∗ µ) ∗Q[2]/(Q[1] + 1) ∗ x1+ (1/2 ∗ (−µ3− 4 ∗ µ)∗
∗Q[1] ∗Q[2] + (µ3 + 3 ∗ µ) ∗Q[2])/(Q[1] + 1);
y2:=1/2 ∗ (−µ3− 4 ∗ µ) ∗Q[2]/(Q[1] + 1) ∗ x1+ (1/2 ∗ (−µ3− 2 ∗ µ)∗
∗Q[1] ∗Q[2] + (µ3 + 4 ∗ µ) ∗Q[2])/(Q[1] + 1);
b:=Interpolation([F|x1,x2],[y1,-y2]);
b:=P!b;
a:=P!a;
aQ:=JF![a,b];
end if;
return aQ;
end function;
Algorithm A.0.10. Input: Two divisors P,Q on C ( which are representa-
tives for points on Jac(C)(Fp4) ), and a factor l of #Jac(C)(Fp4) of a curve
C defined over BF = Fq.
Output: el(P,Q).
Note the use of Cantor’s algorithms from Section 4.3 in Chapter 4.
TatePairing:=function(P,Q,C,l,q,BF);
f,h:=HyperellipticPolynomials(C);
J:=Jacobian(C);
S:=Random(J);
F:=BaseField(C);
R:=PolynomialRing(F);
m:=Ilog2(l)-1;
E:=Q+S;
T1:=P[1];
T2:=P[2];
func:=1;
W:=IntegerToString(l, 2);
U:=IntegerToString(2, 2);
while m ge 0 do
if m eq 0 then
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if W[Ilog2(l)+1] eq U[2] then
TT1,TT2,l1,l2:=compose(T1,T2,T1,T2,E,S,C,F);
T1,T2,lq,ls:=reduce(TT1,TT2,E,S,C,F);
func:=func*func*l1/l2;
else
TT1,TT2,l1,l2:=compose(T1,T2,T1,T2,E,S,C,F);
T1,T2,lq,ls:=reduce(TT1,TT2,E,S,C,F);
func:=func*func*lq/ls*l1/l2;
TT1,TT2,l1,l2:=compose(T1,T2,P[1],P[2],E,S,C,F);
T1,T2,lq,ls:=reduce(TT1,TT2,E,S,C,F);
func:=func*lq/ls*l1/l2;
end if;
else
TT1,TT2,l1,l2:=compose(T1,T2,T1,T2,E,S,C,F);
T1,T2,lq,ls:=reduce(TT1,TT2,E,S,C,F);
func:=func*func*lq/ls*l1/l2;
if W[Ilog2(l)+1-m] eq U[1] then
TT1,TT2,l1,l2:=compose(T1,T2,P[1],P[2],E,S,C,F);
T1,T2,lq,ls:=reduce(TT1,TT2,E,S,C,F);
func:=func*lq/ls*l1/l2;
end if;
end if;
m:=m-1;
end while;
return func;
end function;
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