The general characteristics based off-lattice Boltzmann scheme (BKG) proposed by Bardow et al., [1] and the discrete unified gas kinetic scheme (DUGKS) [2] are two methods that successfully overcome the time step restriction by the collision time, which is commonly seen in many other kinetic schemes. Basically, the BKG scheme is a time splitting scheme, while the DUGKS is an un-split finite volume scheme. In this work, we first perform a theoretical analysis of the two schemes in the finite volume framework by comparing their numerical flux evaluations. It is found that the effects of collision term are considered in the reconstructions of the cell-interface distribution function in both schemes, which explains why they can overcome the time step restriction and can give accurate results even as the time step is much larger than the collision time. The difference between the two schemes lies in the treatment of the integral of the collision term, in which the Bardow's scheme uses the rectangular rule while the DUGKS uses the trapezoidal rule. The performance of the two schemes, i.e., accuracy, stability, and efficiency are then compared by simulating several two dimensional flows, including the unsteady Taylor-Green vortex flow, the steady lid-driven cavity flow, and the laminar boundary layer problem. It is observed that, the DUGKS can give more accurate results than the BKG scheme. Furthermore, the numerical stability of the BKG scheme decreases as the Courant-Friedrichs-Lewy (CFL) number approaches to 1, while the stability of DUGKS is not affected by the CFL number apparently as long as CFL < 1. It is also observed that the BKG scheme is about one time faster than the DUGKS scheme with the same computational mesh and time step.
Introduction
The lattice Boltzmann method (LBM) has become a popular numerical tool for flow simulations. It solves the discrete velocity Boltzmann equation (DVBE) with sophistically chosen discrete velocity set. With the coupled discretization of velocity space and spatial space, the numerical treatment of convection term reduces to a very simple streaming processes, which provides the benefits of low numerical dissipation, easy implementation, and high parallel computing efficiency. Another advantage of LBM is that, the simplified collision term is computed implicitly while implemented explicitly, which allows for a large time step even though the collision term causess stiffness at a small relaxation time. This advantage makes the LBM a potential solver for high Reynolds number flows.
However, the coupled discretization of velocity and spatial spaces limits the LBM to the use of uniform Cartesian meshes, which prohibits its applications for practical engineering problems. Some efforts have been made to extend the standard LBM to non-regular (non-uniform, unstructured) meshes, and a number of so called off-lattice Boltzmann (OLB) methods have been developed by solving the DVBE using certain finite-difference, finite-volume, or finite-element schemes [1, 3, 4, 5, 6, 7, 8, 9, 10] . These OLB schemes differ from each other in the temporal and spatial discretizations. However, a straightforward implementation of the CFD techniques usually leads to the loss of the advantages of standard LBM, especially the low dissipation property and stability at large time step. For example, in many of the schemes [4, 7, 8, 10, 11] , the time step is limited by the relaxation time to get an accurate solution, even as the collision term is computed implicitly [7] . This drawback makes these OLB schemes very computational expensive when simulating high Reynolds number flows.
An alternative way to construct OLB schemes is to use the time-splitting strategy in solving the DVBE [1, 5, 6, 9, 12, 13] , in which the DVBE is decomposed into a collision sub-equation and a followed pure advection sub-equation. The collision sub-equation is fully local and is discretized directly, leading to a collision step the same as the standard LBM; The collisionless advection subequation is then solved with certain numerical schemes on uniform or non-uniform meshes [5, 6] , leading to a general streaming step. Specifically, the scheme proposed by Bardow et al. (denoted by BKG), which combines the variable transformation technique for the collision term and the Lax-Wendroff scheme for the streaming step, overcomes the time step restriction by the relaxation time. It was demonstrated that accurate and stable solutions can be obtained even as the time step is much larger than the relaxation time [1, 9, 14] .
The above OLB schemes are developed in the LBM framework, and are limited to continuum flows. Recently, a finite volume kinetic approach using general mesh, i.e., discrete unified gas kinetic scheme (DUGKS), was proposed for all Knudsen number flows [2, 15] . In the DUGKS the numerical flux is constructed based on the governing equation i.e., the DVBE itself, instead of using interpolations. With such a treatment, the time step is not restricted by the relaxation time, and its superior accuracy and stability for high Reynolds continuum flows have been demonstrated [16, 17] .
Since both the BKG and the DUGKS methods overcome the time step restriction from different approaches, it is still not clear the performance difference between them, so in this work we will present a comparative study of these two kinetic schemes for continuum flows, even the DUGKS is not limited to such flows. We will also investigate the link between the two schemes by comparing them in the same finite volume framework.
The remaining part of this paper is organized as follows. Sec. 2 will introduce the DUGKS and BKG methods and discuss their relation, Sec. 3 will present the comparison results, and a conclusion is given in Sec. 4.
Numerical formulation

Discrete Velocity Boltzmann-BGK equation
The governing equation for the OLB schemes and DUGKS method is the Boltzmann equation with the Bhatnagar-Gross-Krook collision operator [18] ,
where f ≡ f (x, ξ, t) is the distribution function (DF) with particle velocity ξ at position x and time t, τ is relaxation time due to particle collisions, and f eq is the Maxwellian equilibrium distribution function. In this article, we consider the isothermal two-dimensional-nine-velocities (D2Q9) lattice model. The corresponding DVBE is
where f α ≡ f (x, ξ α , t) and f eq α ≡ f eq (x, ξ α , t) are the DF with discrete velocity ξ α and the corresponding discrete equilibrium DF respectively. The D2Q9 discrete velocity set ξ α is defined as
where R is the gas constant and T is the constant temperature. Under the low Mach number condition, the discrete equilibrium DF can be approximated by its Taylor expansion around zero particle velocity up to second order,
where c s = √ RT is the lattice sound speed and the weights w α are
4/9 for α = 0, 1/9 for α = 1, 2, 3, 4, 1/36 for α = 5, 6, 7, 8.
The fluid density ρ and velocity u are the moments of the DF,
The shear viscosity of the fluid is related to the relaxation time by
which can be deduced from Chapman-Enskog analysis [19] . The conservation property of the collision term is maintained at its discrete velocity counterpart, i.e.,
Discrete unified gas kinetic scheme
The DUGKS employs a cell centered finite volume (FV) discretization of the DVBE [2] . The computational domain is firstly divided into small control volumes V k . For a clear illustration of the formulas, we denote the volume averaged DF with discrete velocity ξ α in control volume V k at time level t n by f n α,k , i.e., f
Then integrating Eq. (2) from time t n to time t n+1 and applying the Gauss theorem we can get
where F α,k,dugks is the numerical flux that flows into the control volume from its faces, and ∆t = t n+1 − t n is the time step size. Note that trapezoidal rule is used for the collision term. This implicit treatment of the collision term is crucial for its stability when the time step is much larger than the relaxation time. This implicitness can be removed in the actual implementation using the following variable transformation technique, which is also adopted by the standard LBM,
Equation (10) can then be rewritten in an explicit formulation,
In the implementation, we track the evolution off α,k instead of the original DF. Due to the conservation property of the collision term, the macroscopic variables can be calculated by the transformed DF,
The key merit of DUGKS lies in its treatment of the advection term, i.e., the way to construct the numerical flux F α,k,dugks . In DUGKS, the middle point rule is used for the integration of the flux,
The integration over the faces is computed by the f n+1/2 α at the centers of the faces, which are computed using the characteristic solution of the kinetic equation (10) . Supposed the center of a face is x b , then integrating Eq. (10) along the characteristic line in a half time step h = ∆t/2 from (t n , x b − hξ α ) to (t n+1/2 , x b ), and applying the trapezoidal rule, we can get
Again the implicitness can be eliminated by introducing another two variable transformations,
and we can reformulate Eq. (15) in an explicit form,
For smooth flow,f 
To insure the interpolation is stable, the time step is limited by the CFL condition,
where 0 < η < 1 is the CFL number and ∆x measures the size of the cell.
The BKG scheme
Unlike the DUGKS in which the collision and particle-transport are treated simultaneously, the BKG scheme is a splitting method for Eq. (2), which treats the convection term and collision term sequentially, i.e.,
In the collision step, the collision term is integrated using trapezoidal rule [1] ,
Using the same notation as used in the DUGKS, Eq. (21) can be rewritten in an explicit formulation,
. It is noted that this treatment is identical to that of the standard LBM. Then Eq. (20b) is solved with the Lax-Wendroff scheme with the initial valuef * orf +,n ,
where the subscripts i, j = 1, 2 denote the spatial indices. Equation (23) forms the evolution of the BKG scheme. In the original works [1, 9] , either finite element (FE) or finite difference (FD) is employed to discretize the spatial gradients in Eq. (23) . In Ref. [14] , the central finite-difference scheme on a uniform mesh is used, i.e, the first and second order spatial derivatives are computed as [14] ,
where the computational stencil for each node is illustrated in Fig. 1 . It is noted that if we use the one dimensional Lax-Wendroff scheme to solve Eq. (23) in each discrete velocity direction on a uniform Cartesian grid, this characteristic based scheme reduces to the Lax-Wendroff LBE scheme developed in [12] .
: Points used to interpolate at . The Lax-Wendroff scheme Eq. (23) can also be expressed as
This means that the BKG scheme can be reformulated as a FV scheme,
where
To be more specific, we rewrite Eq. (23) in the finite-volume form as
where f n+1/2 α,l±1/2,m and f n+1/2 α,l,m±1/2 are the DFs at the face-centers of cell (l, m) at the half time step, which depend on interpolation schemes. If the distribution function is assumed to be a linear piece-wise polynomial, we can obtain the distribution functions at the cell interfaces, e.g.,
One can immediately check the equivalence of Eqs. (29) and (23), after calculating the rest flux terms in a similar way like Eq. (30), and inserting Eq. (24) to Eq. (29).
Comparison of the numerical fluxes in the DUGKS and BKG scheme
We now analyse the differences between the DUGKS and the BKG scheme in finite-volume formulation. This is achieved by analyzing accuracy of the reconstructed distribution function at the cell interface center. Firstly, it is noted that the exact solution of the DVBE at the cell interface center is
We can immediately find that if we approximate the integration of the collision term in Eq. (31) explicitly, i.e., assuming Ω(
, which is the reconstructed distribution function in the BKG scheme. On the other hand, if we apply trapezoidal rule to the quadrature, we get Eq. (15), i.e., the reconstructed cell-interface distribution functions in the DUGKS. So, in both the DUGKS and the BKG methods, the flux is determined from the local characteristic solution of the DVBE, and the convection and collision effects are considered simultaneously. We also indicate that, for those FV/FD schemes that use the simple central difference [4] or upwind [7, 22, 10] schemes of traditional CFD methods, the corresponding cellinterface distribution functions are
and f
where the collision effect is totally ignored. The effects of the different treatments of the integration of the collision term in Eq. (31) can be analyzed by using the Chapman-Enskog expansion method [23] . By approximating the distribution function by its first-order Chapman-Enskog solution,
with f
Therefore, for continuous flows where τ h, the distribution function at the cell interface reconstructed in either the BKG or the DUGKS method is a second-order approximation of the exact one. Furthermore, with the trapezoidal rule for the collision term, the DUGKS is expected to be more accurate than the BKG method which uses a lower order explicit rule. In regions with large velocity gradients, where the collision effect or f (1) is important, the BKG scheme may yield significant error. More importantly, as the DUGKS employs an implicit treatment of the collision term in the evaluation of numerical flux, it is expected to be more stable than the BKG scheme.
Finally, we shall remark that if the distribution functions at cell interfaces are obtained by direct interpolations, i.e., neglecting the integral of the collision term in Eq. (31), the leading error of the approximation is −hf (1),n α . As the integral of f (1),n on right hand side of Eq. (35) contributes to the diffusive flux, the lack of the collision term is equivalent to introduce a numerical viscosity proportional to ∆t [23, 24, 25, 26] . This explains why many other FV based lattice Boltzmann schemes have to keep the time step much smaller than the collision time to obtain accurate results.
No-slip boundary condition
In this subsection, we briefly mention the implementation of no-slip boundary condition for the BKG scheme and DUGKS methods, The basic idea here is to mimic the half-way bounce-back rule of the standard LBM [19] by reversing the DFs at boundary faces at middle time steps. Fig. 2 illustrates a boundary face located at a no slip wall with velocity U w . Both of the incoming and w,out normally. After that, the incoming DFs are calculated in the same way as the half-way bounce-back rule in the standard LBM [19] ,
where α stands for an outgoing DF direction andᾱ is its reverse direction.
Numerical tests
In this section, we compare the DUGKS and the BKG scheme in terms of accuracy, stability and computational efficiency by simulating several two dimensional flows. The first one is the unsteady Taylor-Green vortex flow which is free from boundary effect, and exhibits an analytical solution exists for this problem, the second test case is the lid-driven cavity flow, which is used to evaluate the accuracy and stability, and the last one is the laminar boundary layer flow problem, which is used to verify the dissipation property of the the DUGKS and the BKG methods. In all of our simulation, c s is set to be 1/ √ 3 and the CFL number is set to be 0.5 unless stated otherwise.
Taylor-Green vortex flow
This problem is a two dimensional unsteady incompressible flow in a square domain with periodical condition in both directions. The analytical solution is given by u(x, y, t) = − U 0 cos(2πx) sin(2πy) exp(−8π 2 νt),
v(x, y, t) =U 0 sin(2πx) cos(2πy) exp(−8π 2 νt),
where U 0 is a constant indicating the kinetic energy of the initial flow field, ν is the shear viscosity, u = (u, v) is the velocity, and p is the pressure. The computation domain is 0 < x < L and 0 < y < L with L = 1. We set U 0 = 1/ √ 3 × 10 −2 and ν = 1/ √ 3 × 10 −4 . The corresponding Reynolds number and Mach number are Re = U 0 L/ν = 100 and Ma = U 0 /c s = 0.01, respectively. The initial distribution function is computed from the Chapman-Enskog expansion at the NavierStokes order [19] f
where the equilibrium distribution functions are evaluated from the initial analytical solution. We first evaluate the spatial accuracy of the DUGKS and BKG scheme by simulating the flow with varies mesh resolutions (N × N ). As we are analyzing the spatial accuracy, the time step is set to a very small value (∆t = 2τ ) to suppress the errors caused by the time step size. The L 2 -error of the velocity filed is measured,
where u a and u n are the analytical solution and numerical solution respectively. The L 2 -errors at the half-life time t c = ln(2)/(8νπ 2 ) of the two schemes are measured and listed in Table 1 . The results are listed in Table 1 . It can be seen that both of the methods are of second order accuracy in space. But the errors computed from DUGKS results are smaller than those of the BKG scheme on the same mesh resolutions. Since Both the DUGKS and BKG methods can admit a time step larger than the relaxation time, we now investigate their performance at large values of ∆t/τ . We fix the mesh size (N = 64) and the relaxation time but change the time step. The L 2 -errors at t c are shown in Fig. 3 , from which we can see that the errors scale almost linearly with the time step size for both methods. Particularly, the two methods still give reasonably accurate results ∆t/τ is as large as 50, as shown in Fig. 4 . And again, the errors of the DUGKS are smaller than those of the BKG scheme in all cases. The two methods both blow up as ∆t/τ = 100 since the CFL number goes beyond 1 at this condition. Here, we also discuss the computational efficiencies of the DUGKS and the BKG scheme when implementing both of the schemes in FV framework, their only difference is the computing of numerical flux. The DUGKS introduces two sets of additional DFs and macro variables at cell faces are required. So it can be expected that the DUGKS's computing cost is obviously higher than that of the BKG scheme. For example on an Intel Xeon E5-2670v3@2.6GHz CPU, the computation times for 10,000 steps of the BKG and the DUGKS with 64 × 64 mesh are 10.5s and 19.7s respectively, meaning the DUGKS is about one time more expansive than the BKG scheme.
Lid-driven cavity flow
Incompressible two dimensional lid-driven cavity flow is a popular benchmark problem for numerical schemes. Here, we use it to evaluate the accuracy and stability of the two schemes at different Reynolds numbers. The flow domain is a square cavity with length L. The top wall moves with a constant velocity U w , while other walls are kept fixed. The Reynolds number is defined as Re = U w L/ν with ν being the viscosity of the fluid. In the computation, we set L = 1, U w = 0.1, and the viscosity of the fluid is adjusted to achieve different Reynolds numbers. Uniform Cartesian meshes with grid number N × N are used in our simulations.
We first simulate the flow at Re = 1000, 5000 and 10000 with different mesh resolutions to compare the accuracy and stability of the DUGKS and BKG methods. The velocity profiles at steady states along the vertical and horizontal center lines predicted by the two schemes are presented in Figs. 5-7. The benchmark solutions [27] are also included for comparison. It should be noted that, the grid numbers used in the BKG schemes are doubled from those in the DUGKS at each Reynolds number, in that the BKG computations are unstable at the coarsest meshes used in the DUGKS. From these results, we can clearly observe that the DUGKS scheme gives more accurate results than the BKG scheme, especially at large Reynolds numbers. Furthermore, the results show that the DUGKS is insensitive to mesh resolutions, while the BKG scheme is rather sensitive. Generally, much finer meshes should be used in the BKG scheme to obtained accurate results. Specifically, the horizontal velocity profiles in the boundary layer of the top wall departure from the benchmark solutions severely at high Reynolds numbers (see Figs. 6 and 7) with coarser meshes, which was also observed in [14] . Contrary to the BKG scheme, the DUGKS gives surprisingly good results with the same meshes even at Re = 10000.
As has been analyzed in Sec. 2.4, the only difference between the DUGKS and the BKG scheme is the treatment of the quadrature for the collision term in the reconstruction of the cell-interface distribution function, and the difference scales with the time step, which have been confirmed in the test of Taylor-Green vortex flow. Now we explore the effect of time step on the solution of this steady flow for the BKG scheme. We simulate the flow at Re = 5000 and 10000 using various CFL numbers with a fixed grid (N = 128). The calculated velocity profiles are shown in Fig. 8 . We can see that the errors decrease with decreasing CFL number. But even with CFL=0.1, the errors are still much larger than those of the DUGKS.
We also use the cavity flow to assess and compare the stability of the two schemes. Generally, the stability of the numerical schemes for the BGK equation is affected by the treatments of both the advection term and the collision term. The stability for an explicit discretization of the advection term is controlled by the CFL number, while the stability due to the collision term treatment depends on the ratio of ∆t and the collision time τ , i.e., ∆t/τ . The maximum values of ∆t/τ at varies CFL numbers for a stable computation on the 32 × 32 and 64 × 64 meshes are measured and presented in Fig. 9 with error ranges. It can be seen that there exists a clear distinction between the BKG and the DUGKS methods. For the BKG scheme, the computation is unstable at moderately large ∆t/τ even though CFL < 1, while for the DUGKS, the stability is almost not affected by the CFL number as long as CFL < 1.1. This observation confirms to the analysis in Sec. 2.4 that the numerical stability is also affected by the treatment of the collision term in the evaluation of numerical flux. Computing the collision term implicitly both in Eq. (10) and Eq. (15) makes the DUGKS a rather robust scheme. 
Laminar boundary layer over a flat plate
In the cavity flow, it is observed that the BKG scheme fails to capture the boundary layer accurately near the top wall of the cavity for large Reynolds numbers. In this subsection, we use the laminar flow over a flat plate as a stand-alone case to check this phenomenon and therefore, evaluate the dissipation characteristics of the BKG scheme and the DUGKS. The flow configuration of this problem is sketched in Fig. 10 . A uniform flow with horizontal velocity U 0 flows past a flat plate with length L. This steady problem has an analytical self-similar Blasius solution. The Reynolds number is defined as Re = U 0 L/ν, where ν is the kinematic viscosity. In the simulations, we set U 0 = 0.1, L = 94.76 and Re = 10 5 . The boundary layer is very thin at such a high Reynolds number, so non-uniform structured meshes stretched in the vertical direction are employed (Fig.10) . The cell size along Y direction increases with a ratio A y = 1.1, and the height of the first layer is ∆y min . The grid number in the Y direction is adjusted according to ∆y min to make sure the height of the computation domain is right beyond 50. The cell size in the X direction is refined at the leading edge of the plate, with ∆x min = 0.1 to account for the singularity of the flow behavior there. The increasing ratios of the cell size to the downstream and upstream from the leading edge are A r = 1.05 and A l = 1.1, respectively. The total cell number in the X direction is 120, with 80 cells distributed on the plate. Free stream condition is applied to the left and top boundaries. Outflow boundary condition is applied to the right boundary, and symmetric boundary condition is used at the section before the plate at the bottom boundary. No-slip boundary condition is imposed at the bottom wall and is realized by the method described in Sec. 2.5.
We simulate the flow with different mesh resolutions by adjusting the parameter ∆y min from 0.02 to 0.1. The CFL number is fixed at 0.5. The velocity profiles at X 1 = 6.4381 and X 2 = 21.5082 predicted by the BKG and the DUGKS methods together with the Blasius solutions are shown in Figs. 11-12 . The horizontal velocity is scaled by U 0 , and the vertical velocity is scaled by U 0 /2 √ Re x , where Re x is the local Reynolds number defined by U 0 x/ν. From these results, we can observe that, the boundary layer can be captured accurately by the DUGKS with the three meshes, particularly, with the coarsest mesh (∆y min = 0.1) there are only 4 cells in the boundary layer at x = X 1 . On the other hand, the BKG scheme can't give satisfactory results even with the finest mesh (∆y min = 0.02), as shown in Fig. 11(a) , Fig. 11(b) , Fig. 12(a) and Fig. 12(b) . It is also observed that the results of the BKG scheme are quite sensitive to the mesh employed. These results suggest again that the DUGKS is more robust than the BKG scheme. Like the cavity flow case, we reduce the time step in the BKG simulation to examine the effects of time step. The computation is carried out on the mesh of ∆y min = 0.1 and the CFL number varies from 0.5 to 0.01. The velocity profiles are presented in Fig. 13 . It can be seen that the use of a small time step can improve the accuracy, but the deviations from the Blasius solution are still obvious even with CFL=0.01.
Conclusions
In this paper, the performance of two kinetic schemes, i.e., the BKG scheme and the DUGKS is compared. Both of them can remove the time step restriction which is commonly seen in many off-lattice Boltzmann schemes. A theoretical analysis in the finite-volume framework demonstrates that the two methods differ only in the constructions of numerical flux. The BKG scheme treats the collision integral with the one-point quadrature when integrate the BGK equation along the characteristic line to evaluate the numerical flux, while DUGKS computes it with the trapezoidal quadrature. Consequently, the DUGKS is more accurate and stable than the BKG scheme.
The numerical results of three test cases, including unsteady and steady flows, confirm that the the DUGKS is more accurate and stable than the BKG scheme on the same computing configurations, especially for high Reynolds number flows. It is also observed that the DUGKS is stable as long as CFL < 1, while the BKG scheme's stability degrades quickly as the CFL number goes beyond 0.5. We attribute this to the implicit treatment of the collision term of the DUGKS when evaluating the numerical flux. Furthermore, the results show that the DUGKS is more insensitive to mesh resolutions than the BKG method. Numerical results also demonstrate that the BKG scheme is about one time faster than the DUGKS on a same mesh. However, it should be noted that the latter can achieve an accurate solution with a much finer mesh, suggesting that it can be more efficient for flow computations than the BGK scheme. In summary, the theoretical analysis and numerical results demonstrate that the DUGKS can serve as an efficient method for simulating continuum flows, although it is not limited to such flow regime.
