Lifelong learning is the problem of learning multiple consecutive tasks in an online manner and is essential towards the development of intelligent machines that can adapt to their surroundings. In this work we focus on learning a lifelong approach to generative modeling whereby we continuously incorporate newly observed distributions into our model representation. We utilize two models, aptly named the student and the teacher, in order to aggregate information about all past distributions without the preservation of any of the past data or previous models. The teacher is utilized as a form of compressed memory in order to allow for the student model to learn over the past as well as present data. We demonstrate why a naive approach to lifelong generative modeling fails and introduce a regularizer with which we demonstrate learning across a long range of distributions.
Introduction
Deep unsupervised generative models allow us to take advantage of the massive amount of unlabeled data available in order to build models that efficiently compress and learn an approximation of the true data distribution. It has applications such as image denoising, inpainting, super-resolution, structured prediction as well as pretraining and clustering. However, something that is lacking in the modern ML toolbox is an efficient way to learn these deep generative models in a online, lifelong setting.
In a lot of real world scenarios we might not be able to sample data from all of the possible underlying distributions simultaneously. This might be due to the fact that the number of tasks grows over time or that we simply do not have access to all of them concurrently. Examples of this include streaming data from sensors such as cameras and microphones or other similar time series data. A system can also be resource limited wherein all of the past data or learnt models cannot be stored. The navigation of a robot in an unknown environment for instance, might require the robot to be able to inpaint images from a generative model that is an estimate from all of the previously traversed environments.
We are interested in the life-long learning setting for generative models where data arrives sequentially in a stream and where the storage of all data is infeasible. Our assumption is that within the stream, and for a given time interval, instances are generated according to some non-observed distribution. At some known time-point, the generative distribution changes. We only know the time point at which a transition occurs and whether or not to add a new distribution to our representation. In addition, the same distribution can appear in the stream at a later time frame. Our goal is to learn a generative process that can summarize all distributions seen so far in the stream. We give an example of such a setting in the left of figure 1 using MNIST LeCun & Cortes (2010) , where we have three unique distributions and one repeated distribution. The figure on the left shows our problem setting where we sequentially observe samples from an unknown distribution; the duration and parameterization of the underlying data distribution are not known. The figure on the right is a visualization of a learnt 2d posterior of MNIST, evaluated with samples from the test set. Samples that are further away from the mean have a lower probability of being generated due to the fact that VAE's generate data by sampling the prior and running them through the decoder. of leveraging our model for tasks such as unsupervised learning or even semi-supervised learning Xu et al. (2017) . Variational Autoencoders allow us to generate data by sampling the prior and running the sample through the decoder. In addition, smooth translations in the latent space allow for generation of novel data samples.
Since we only observe one distribution at a time we need to develop a strategy of condensing and recalling our previously learnt distributions. To accumulate additional distributions in the current generative model we utilize a student-teacher architecture similar to that in distillation methods Hinton et al. (2015) ; Furlanello et al. (2016) . The teacher contains a summary of all past distributions and can be perceived as a form of compressed memory. The student model receives data samples from both the current distribution, as well as synthetic data samples generated by the teacher model. This allows the student model to learn a joint distribution across the current and previously observed distributions. Once a new distribution shift occurs the existing teacher model is discarded and the student becomes the teacher.
It is interesting to note that a naive strategy that involves generating data from the teacher via sampling the prior fails due to two poignant facts: 1) sampling the prior can select a point in latent space that is in between two separate distributions, causing unrealistic synthetic data to be generated and eventually leading to loss of previously learnt distributions; 2) given a prior that is a gaussian, points that are further away from the mean are sampled less frequently causing class imbalance. This can be understood by visualizing the learnt posterior distribution of a standard Variational Autoencoder Kingma & Welling (2014) , evaluated on test images from MNIST as shown in the right of figure 1. In order to alleviate this sampling problem, we propose a sampling strategy that involves modeling the posterior distribution as combination of a discrete and a continuous distribution. The general idea is that the discrete distribution should capture the most pertinent discriminative information about each distribution, while the continuous distribution captures the inter-distribution variability. These latent distributions are then mixed via the VAE's decoder and minimized via optimizing a regularized ELBO objective function, which allows us to learn the parameters of both of the latent distributions.
Even with this proposed sampling strategy we observe that our online model's performance degrades as we continue to add more distributions. In order to resolve this we propose a regularizer that aims to bring the posterior distribution of the student close to that of the teacher (in probability). Our objective is to sequentially solve our problem, leveraging the fact that the teacher model has already learnt a joint distribution for all previous distributions. We should be able to leverage it's learnt representation and build upon/finetune it, rather than re-learn an entirely new representation. Coupling our proposed inter-model posterior regularizer with an initial weight-transfer from the teacher to the student model allows us to restrict the search space of the hypothesis class as well as provide a good initial seed for training of the student model. The weight transfer is a trade-off in that it allows the model to learn faster, while in general producing slightly worse results. We emphirically show that utilizing the proposed regularizer allows to learn a much larger set of distributions without model corruption. In addition, this regularizer provides a beneficial property: samples can be consistently generated from a previously learnt distribution, even though the newly learnt joint distribution evolves over time. We call this property consistent sampling.
Related Work
Past work in online generative modeling has been focused on the online modeling of gaussian mixture models Singer & Warmuth (1999) ; Declercq & Piater (2008) or via online variational methods such as the online Variational EM algorithm suggested in Ghahramani & Attias (2000) . The standard VAE model employed in Kingma & Welling (2014) on the other hand utilizes complex non-linear transformations in order to learn the mean and diagonal covariance matrix of a generative model with a gaussian posterior. As far as we are aware ours is the first work to deal with transitioning VAE's to an online setting where distributions are learned sequentially.
One of the central problems that arise when training a neural network in an online manner is that it causes the model to run into the problem of catastrophic interference McCloskey & Cohen (1989) . Catastrophic interference is the process by which neural networks trained in an online, sequential manner detrimentally interfere with the learnt model parameters from a previously learnt model. This generally happens when we stop exposing the model to past data. There have been a number of attempts to solve the problem of catastrophic interfere in neural networks. These range from distillation methods such as the original method Hinton et al. (2015) and ALTM Furlanello et al. (2016) , to utilizing privileged information Lopez-Paz et al. (2016) , as well as transfer learning approaches such as Learning Without Forgetting Li & Hoiem (2016) and methods that relay information from previously learnt hidden layers such as in Progressive Neural Networks Rusu et al. (2016) and Deep Block-Modular Neural Networks Terekhov et al. (2015) . Our approach does not necessitate storing past data such as the experience replay method suggested in A- LTM Furlanello et al. (2016) ; O'Neill et al. (2010) . Neither does it necessitate the preservation of past models for each dataset as is done in Progressive Neural Networks Rusu et al. (2016) or parameters such as the Fisher information matrix in elastic weight consolidation Kirkpatrick et al. (2017) .
The recent work of elastic weight consolidation (EWC) Kirkpatrick et al. (2017) utilizes the Fisher Information matrix (FIM) to slow the rate of change of parameters between two disparate models trained on different datasets. The FIM is used as a mechanism to capture the sensitivity of the model parameters, allowing EWC to constrain the modification of the most useful parameters from the previous task. Our lifelong learner must overcome the same problem of catastrophic interference, albeit for a generative setting. We do so by enforcing that the learned hidden representations be consistent between the teacher and the student models via the minimization of the KL divergence of their respective posteriors for synthetic data generated by the teacher model. It is interesting to note that the KL divergence can be written as a quadratic function of Fisher Information Matrix when the compared distributions are infinitesimally close Jeffreys (1946) ; as a result this is a valid approximation of the KL divergence only locally. Instead, our approach operates directly on the quantity of interest, i.e. the KL divergence, and minimizes it with respect to the teacher and student posterior distributions. We thus enforce model consistency directly, preserving the previously learned input-to-latent mappings. Moreover since we operate on the model output as opposed to the parameters as is done in EWC, we are very flexible on how we learn the internal representation and have the possibility of changing it during learning if we see fit.
While our current work focuses on utilization Variational Autoencoders, we would like to note that a similar process as the one we employ would work on GAN models such as ALI Dumoulin et al. (2016) and BIGAN Donahue et al. (2016) as they do provide a mechanism for estimation of the posterior. The training of GANs however, is a current research topic Arjovsky et al. (2017) and there does not exist an evaluation metric similar to the log-likelihood in the VAE. The log-likelihood of the VAE allows us to evaluate and compare disparate models; something that is not possible in the GAN framework.
Background
We consider an unsupervised setting where we observe realizations {x(j)} K j=1 that originate from an unknown distribution P (x), where x ∈ R N . We also assume that the data is generated by a random process involving a random variable z ∈ R M . We place a prior P (z) over z that is easy to sample from such as a multi-variate normal N (0, I) or a multi-variate categorical Cat( 1 M ).Our objective is to jointly learn the approximate posterior distribution Q θ e (z|x) as well as the conditional distribution P θ d (x|z) . In the case of black and white digits for example, the conditional distribution would be Bernouilli distributed. We denote samples drawn from the posterior of z, Q θ d (z|x), by z(j) ∈ R M and the respective reconstructions drawn from the conditional of x given z, P (x|z), bŷ
The parameters θ utilize a superscript 'e' or a superscript 'd' to specify the encoder and decoder parameters respectively.
The goal of unsupervised generative modeling is to estimate a distribution for the observed data. Since we assume a conditional generative model, we can expand our posterior via Bayes rule as follows:
Evaluating the sum in equation 1 (or the integral in the continuous case) requires evaluating all z(j) ∈ z, which is generally not feasible. Variational inference side-steps this by approximating the posterior with a simple distribution Q θ e (z|x); we then optimize the parameters θ e in order to bring this distribution close to the true posterior P (z|x). The form of this approximate distribution is fixed and is generally conjugate to the prior P (z). Variational inference converts the problem of finding the posterior into an optimization problem over θ e , allowing us to utilize stochastic gradient descent to solve our problem.
Variational autoencoders take our problem one step further by doing amortized inference. Mean field approaches have parameters associated for each data sample; VAE's on the other hand have a fixed set of global parameters that are shared across all data samples Doersch (2016) . To be more concrete, VAE's try to estimate a compressed representation for θ = [θ e , θ d ] by minimizing the reverse Kullback-Leibler (KL) divergence between our variational posterior distribution Q θ e (z|x) and the true posterior P (z|x):
The KL(Q θ e (z|x) || P (z|x)) term is generally not computable due to it containing the unknown posterior P (z|x), however since a KL divergence is a measure it is greater than or equal to zero. Omitting this term provides us an evidence lower bound (the ELBO) to the log-likelihood of the data distribution and is exactly what we use as the loss function for the VAE:
In order to backpropagate to solve for our parameters θ, we need to remove the dependence on the stochastic variable z. To achieve this, we push the sampling operation outside of the computational graph for the normal distribution via the reparameterization trick Kingma & Welling (2014) . Since we model our latent variable as a combination of a discrete and a continuous distribution we also use the Gumbel-Softmax reparameterization Maddison et al. (2016); Jang et al. (2017) . The Gumbel-Softmax reparameterization over logits [linear output of the last layer in the encoder] p ∈ R M and an annealed temperature parameter τ ∈ R is defined as:
As the temperature parameter τ → 0, z converges to a categorical.
Online Generative Modeling
Generative models are usually trained in a setting whereby the data is fed into the learner from a joint distribution wherein each distribution is independent and identically distributed:
. We now replace this with assumption with data sampled from one solitary data distribution at a time P (x i ). Our goal is to estimate a joint distribution sequentially, while at the same time being able to recover data (via the generative process) from each of the previously learnt distributions. A simple way to decompose this problem is by utilizing a dual model setup whereby we Figure 2 : Shown above is the relationship of the teacher and the student generative models. Data generated from the teacher model is used to augment the student model's training data.
utilize a teacher model to bootstrap a student model's learning process via data augmentation. This allows the student to observe samples from both the current distribution P (x i ) as well as samples from the joint distribution learnt by the teacher from the past P (x 0 , .., x i−1 ). The student can then utilize the standard machinery proposed in section 3 to learn a new joint distribution across all of the observed distributions. Since we utilize a student-teacher architecture we will utilize the superscript 'S' and 'E' are used to disambiguate our student and teacher models (E being 'educator' to not cause confusion with the transpose operator).
We provide a high-level overview of the learning architecture in figure 2 . The first row represents the teacher model which is a standard VAE in which the latent variable z has two components: a discrete random variable, denoted by z d ∈ R J and a continuous random variable denoted by z c ∈ R F . The discrete component follows a multi-variate categorical distribution, z d ∼ Cat(p), and the continuous component follows an isotropic multivariate normal distribution z c ∼ N (µ, σ 2 I). At any given time, the teacher model should contain a summary of all previous distributions and can be used to generate synthetic samplesx E (j) ∈ R N from P (x 0 , .., x i−1 ). The teacher generates data by first sampling it's prior P E (z), which entails uniformly sampling from the multi-variate categorical distribution and concatenating it with a random sample from the multi-variate normal distribution. The sampled data is then run through the conditional distributionx
Sampling from the teacher can be summarized as follows:
Once a new distribution is signaled, the teacher model is frozen and we switch to training the student. The second row represents the student model, which we initialize with the weights from the teacher model. Good seeding for neural networks aids in convergence speed Li & Hoiem (2016) and we will demonstrate this emphirically in our experiments. The student is exposed to learning instances that are sampled from the current environment distribution P S (x) and to augmented instances that are generated from the teacher's model. Given a minibatch size of K, a student's minibatch will thus consist of a set of K − L instances {x
sampled from the teacher model. In order to keep class balance between data samples generated from the teacher and the ones from the currently observed environment we define L = min 1.0 − K #distributions , 1.0 . The student then encodes the augmented minibatch through it's posterior Q θ S e , to produce a latent representation for the augmented data Q θ S e (z|x E ) and a latent representation for the currently observed data Q θ S e (z|x). We will regularise the posterior of the student by constraining its output on the augmented data to be close to that of the teacher's posterior on the same data. This is discussed in detail in section 4.1. As with the standard VAE, the data is then mapped through the conditional P θ S d (x|z) which samples the posterior and produces
Since VAEs generate data by sampling the prior and decoding the samples through the conditional distribution P θ S d (x|z), how we sample the prior is critical in producing a representative set of samples that summarize P (x 0 , .., x i−1 ), the joint distribution learnt over the past distributions. The vanilla VAE uses a multi-variate gaussian prior. This implies that there is very low probability to generate samples which will be far away from the mean of the prior, thus under representing the respective data regions in the augmented dataset. In fact, simply visually observing the latent 2d representation of MNIST in figure 1 demonstrates this. Our objective is to summarize the most discriminative information about each distribution utilizing the discrete distribution, while utilizing a global continuous representation to represent the inter-distribution variability. In general, the capacity of a categorical distribution is less than that of a continuous normal distribution. To avoid the trivial solution where the VAE utilizes just the continuous representation in the generative process and disregards the discrete one, we introduce a mutual information regularizer similar to that of InfoGAN Chen et al. (2016) , barring the fact that we don't need to learn a new distribution to approximate the posterior (which is necessary in the InfoGAN framework):
H(z d ) is used to denote the marginal entropy of z d and H(z d |x) denotes the conditional entropy of z d given x. This regularizer ensures that the information between the discrete latent variable and the generated sample are maximized and operates over the entire minibatch. We found this to be necessary to generate high quality samples, especially when utilizing a latent code where |z c | >> |z d |.
Consistent Sampling
Each time our student becomes the teacher and a new student is initiated, the new student could possibly learn a different representation for the data-to-latent mapping. We call the ability of the student to preserve the posterior representation of all previous distributions consistent sampling. Consistent sampling is useful when learning over a possible infinite set of distributions. Since our model is perennially learning, we would like to be able to (at any point) generate data from one of the distributions learnt in the past. Without consistent sampling the joint distribution summarized by the student might tentatively have a different representation, thus producing different samples.
To prevent this we introduce a cross model regularizer that tries to keeps the variational posterior between the student and teacher models close to each other in probability. Our goal is to minimize the following divergence:
This divergence aims to bring Q θ S e (z d |x E ), the posterior distribution of the student model encoded with the teacher's generated datax E for the discrete random variable z d , close to that of Q θ E e (z d |x E ), the posterior of the teacher encoded with the same generated data. In general, since the KL divergence between two annealed categorical distributions is infinite in the case where the functions lack support we evaluate the divergence over the softmax outputs, prior to applying the Gumbel reparameterization as described in equation 3:
Corollary 4.0.1 We parameterize the learnt posterior of the teacher by θ
and the posterior of the student by θ
. We also redefine the normalizing constants as
for the teacher and student models respectively. The reverse KL divergence in equation 7 can now be re-written as:
where H(_) is the entropy operator and H(_, _) is the cross-entropy operator.
We also analyze the case for the multi-variate normal distribution in 7.2, however in practice we found that enforcing the consistency regularizer against the teacher's continuous distribution resulted in worse performance. We believe this is because the neural network parameterization of the VAE tries to utilize all of the latent space of the continuous variable. This forces the newly observed variability in the current distribution to only fit a small region of z c . Repeating this process causes a lack of variation in the final model's representation which in turn produces the low -ELBO results we observed.
Our final objective function utilizes the ELBO from equation 3 as well as our proposed cross-model regularizer and mutual information term proposed in equation 6:
If the same distribution is observed at a later time-frame our regularizer will try to bring the representation for the re-observed distribution's posterior close to that of the teacher. Coupling this with the initial weight transfer reduces the amount of time to learn. We empirically demonstrate this property on our rotated MNIST experiment.
Expandable Model Capacity and Representations
Multilayer neural networks with sigmoidal activations have a VC dimension bounded between O(ρ 2 ) Sontag (1998) and O(ρ 4 ) Karpinski & Macintyre (1997) where ρ are the number of parameters. A model that is able to consistently add new information should also be able to expand its VC dimension by adding new parameters over time. Our formulation imposes no restrictions on the model architecture: i.e. new layers can be added freely to the new student model.
In addition we also allow the dimensionality of z d ∈ R J , our discrete latent representation to grow in order to accommodate new distributions. This is possible because the KL divergence between two categorical distributions of different sizes can be evaluated by simply zero padding the teacher's smaller discrete distribution. Since we also transfer weights between the teacher and the student model, we need to handle the case of expanding latent representations appropriately. In the event that we add a new distribution we copy all the weights besides the ones immediately surrounding the projection into and out of the latent distribution. These surrounding weights are reinitialized to their standard Glorot initializations Glorot & Bengio (2010) .
Experiments
We demonstrate three experiments where we evaluate the properties of our model and regularizer. First, we show that our model does better in terms of the ELBO against a model without our regularizer; we then demonstrate long-term distribution accumulation without model degradation and finally we show a transfer learning scenario between SVHN and MNIST where the final model summarizes both MNIST and SVHN.
All of our experiments utilize Batch Normalization Ioffe & Szegedy (2015) layers and we found that our results were generally worse without it's use. We tried to utilize Layer Normalization Ba et al. (2016) but found it did not help performance. We utilized Adam Kingma & Ba (2015) to optimize all of our problems with a learning rate of 1e-3 or 1e-4 dependent on the problem. When we utilized weight transfer we did re-initialized the accumulated momentum vector of Adam as well as the aggregated mean and covariance of the Batch Norm layers. Our code is available online 1 .
It is worthwhile to note that the VAE does not scale to complex distributions such as ImageNet Deng et al. (2009) and has been the reason for the creation of methods such as Inverse Autoregressive Flow Kingma et al. (2016) and other such variants. Our goal with the following experiments is not to beat the state of the art in image quality, but to demonstrate that our model can learn over a large number of distributions and embodies the properties of consistent sampling that we desire.
MNIST : Generation and ELBO
Figure 3: The two images on the left show generation of data from a VAE with and without consistency. The sampling procedure from equation 5 is used. The figure on the right shows the average log-likelihood over ten trials (each) for the ten separated distributions within MNIST.
In this experiment we separate MNIST into it's corresponding digits, considering each digit to be generated by a unique distribution. We then sequentially progress through the 10 distributions, evaluating the negative elbo on the test set after each distribution is incorporated into our online model. We do not preserve any of the past data samples or models (barring the single previous teacher model). Our model is able to generate data from previous distributions due to the coupling of the discrete and latent codes as well as our proposed consistency regularizer. We compare this to a model that utilizes the same graphical model, minus our consistency and mutual information regularizers. We run this trial ten times for each model and show the average log-likelihood on the right of figure  3 . It is however, good to note that the evaluation of generative models is an ongoing research topic Theis et al. (2016) as high log-likelihood does not necessarily correspond to high quality images being generated (and vice versa).
On the left of the same figure, we demonstrate samples generated from the model with the consistency and mutual information regularizers (left-most image in 3) and the model without the regularizers (middle image in 3). We do this by fixing the discrete distribution z d , while randomly sampling z c . Our model learns to separate 'style' from 'class' as demonstrated by observing the digit '2': i.e. the same fixed discrete distribution produces varied styles for generation of '2's.
Rotated MNIST : Long Term Distribution Accumulation
For this experiment we split MNIST into it's corresponding distributions as in the previous experiment, however we also rotate each distribution by different angles φ = [30
• ]. This allows us to create 60+10 data distributions in total. For the purposes of this experiment we randomly sample the distribution that we will utilize for the current interval from U (0, 69). The duration of the current interval is also randomly defined (providing at least enough samples to sufficiently train the model). We run the same experiment ten times and collect averages for the plots in figure 4. The plot on the right of figure 4 shows the progression of consistency (how close the student's posterior is to that of the teacher) along the 70 interval course. We evaluate this as:
We also want to evaluate whether the student model is able to learn faster than the teacher due to the inclusion of our regularizer, coupled with the initial weight transfer. To evaluate this, we observe the L2 norm of the vectorized gradient vs. iterations for student models at different intervals between zero to seventy. This is visualized on the left of figure 4. We observe that the norm reaches a steady state faster as the intervals increase. This demonstrates that information from the previous interval(s) is leveraged as we continue to add new distributions, allowing the student model to learn faster. In this experiment we explore the ability of our model to transfer information from SVHN Netzer et al. (2011) to MNIST. In order to do this we utilize the entire SVHN training set as the first distribution and the entire MNIST training set as the second distribution. We utilize an architecture similar to DCGAN Radford et al. (2015) with only strided convolutional layers in the encoder (where the number of filters are doubled at each layer), followed by a linear projection layer to map the data to the dimensionality of the latent space. The decoder utilizes fractional strides for the convolutional-transpose (de-convolution) layers where we reduce the number of filters in half at each layer. In order to parse both MNIST and SVHN we convert MNIST to RGB by concatenating the image into the R, G and B channels and resizing it to be 32x32 (the sizing of SVHN images).
SVHN to MNIST
We train two separate models: one where the z c ∈ R 2 (right two images in figure 5 ) and the other where the z c ∈ R 2000 (left in figure 5 ). In general we observe that the model with the larger dimensional z c produces better reconstructions, however it is easier to fully explore a two-dimensional latent space. Both of the results presented evaluate the final student model. We utilize the first model by fixing z d and then linearly interpolating z c from {−3, 3} to produce the two images on the right of figure 5. The only difference between the center and right images is the value of z d . We observe that the final model learns a similar structure over the latent space of SVHN and MNIST as evidenced by the positioning of the digits in similar locations. The image to the left of figure 5 evaluates our model with test samples from both MNIST and SVHN. We observe that the final model is able to reconstruct both color and black and white (where the RGB channels are equal).
Conclusion
In this work we demonstrate a method to work with generative models in an online setting. Utilizing a student-teacher architecture, coupled with a regularizer that is used to enforce consistency over the learned posterior representation we demonstrate an architecture for a lifelong generative model that does not reuse data or past models and can possibly learn over a large number of distributions. We also show the ability to be able to transfer learn over complex distributions such as from SVHN to MNIST.
Our future work will incorporate GAN based methods such as ALI Dumoulin et al. (2016) and BIGAN Donahue et al. (2016) in order to leverage the new work in generative modeling to improve the image quality of our online algorithm.
Appendix

Rotated MNIST Experiment
The ELBO for the rotated MNIST experiment reveals shows that our regularizer improves upon a model with a similar graphical model (minus our regularizers). This is visualized in figure 6 . We also visualize reconstructions from the rotated MNIST problem (visualized in figure 7 ). 
Understanding the Consistency Regularizer
We can also evaluate our regularizer on the continuous random variable to get a slightly different interpretation than the one proposed in section 4.1. In the case where the teacher is an isotropic, centered gaussian and the student is a non-centered gaussian we observe that our proposed regularizer can be interpreted as a mechanism that scales the student model's mean and variance, with the addition of an extra 'volume' term:
Corollary 7.0.1 We assume the learnt posterior of the teacher is parameterized by a centered, isotropic gaussian with θ E = [µ E = 0, Σ E = σ 
(σ S2 (j) + µ S2 (j)) − 1 + log σ T 2 (j) − log σ S2 (j) = KL(Q θ S * (z|x)||N (0, I)) − log |Σ E |
Via a reparameterization of the student's parameters:
It is also interesting to note that our posterior regularizer becomes the prior if:
lim σ T 2 →1 KL(Q θ S (z|x)||Q θ E (z|x)) = KL(Q θ S (z|x)||N (0, I))
Mutual Information Regularizer
Listed below in figure 8 is a example of the reconstructions observed when we do not use the mutual information regularizer. We believe this is due to the fact that the network utilizes the larger continuous representation to model the discriminative aspects of the observed distribution. 
