Abstract. Semantic goal-directed forward reasoning is a three stage procedure. In the first stage a reference set of models is generated from the negated theorem. In the second stage the assumption clause set is refined to a set which has an as small set of models as possible in common with the negated theorem with respect to the reference set of models. In the last stage a refutation is generated in the space consisting of the original problem along with the refined assumption. In order to form a refined assumption, unlike traditional approaches like set of support, only clauses from assumptions are resolved with each other.
Introduction
Resolution [16] is one of the best developed approaches to automated theorem proving, in which the problem is transformed into a clausal form and a proof is searched for on this clausal level. Many powerful systems have been built on this paradigm, e.g. Mkrp [5] , Setheo [11] , Otter [12] , Spass [20] , and Vampire [15] . On the one hand, these systems show remarkable performance on many problems in particular application areas. Recently a variant of Otter successfully solved the Robbins problem [13] that had remained as an open problem for several decades. On the other hand, since these methods depend largely on blind search, exponential explosion is unavoidable. The key technique to successful theorem proving consists of efficiently searching through a big search space and making good heuristic choices.
Semantic information seems to be used as a form of heuristic knowledge in human problem solving. It is widely understood that automated theorem provers can also benefit from the use of semantic information. Many semantically guided provers, e.g. Scott [17, 19] , Clin-S [4] , Mgtp [6] , Pttp+GLiDeS [1, 2] , and Scg [8] , use semantics to guide (or restrict) the proof search. Those techniques are based on the idea that a resolution step between two clauses from the assumption part is not likely to contribute to the generation of the empty clause [21] , a clause evaluated to true in a guiding model (or model set) is not likely to lead to an empty clause [17, 19, 1, 2] , or similarly a clause evaluated to true in some smaller subset of the guiding model set is more likely to generate an empty clause [8] . Typically, models are either generated incrementally during the proof search or supplied by the user.
In this paper a semantic approach is presented that starts with goal-directed forward reasoning, in which -instead of pursuing a refutation by best-first search from the start -initially only clauses from assumptions are allowed to produce resolvents. This way a set of clauses is generated, which is a logical consequence of the original assumptions. We use semantics to guide the procedure so that every generated clause is more likely to be useful with respect to the conclusion. The guiding set of models are generated once at the beginning and reused to check candidate clauses during the rest of the initial transformation procedure. When a refined assumption set is obtained, it is added to the original problem as additional assumption. The modified problem will typically be easier to solve than the original one.
Semantic goal-directed forward reasoning is not a complete theorem prover, but a preprocessor. It does not prove any theorem on its own, but it modifies the problem in a form that can more easily be proved by other theorem provers. The modification procedure is sound and complete to refine the problem. Our prototype implementations were built using Keim [7] and experimented in combination with Scg [8] .
Semantic Guidance in Resolution
The semantics of a first-order formula (or formula set) is defined by a pair M = (D, I), consisting of a domain and an interpretation. The domain D is a nonempty set of objects, and the interpretation I is a mapping from the terms of the language to values in the domain. We say M is a model of a formula (or formula set) if M evaluates the formula (or all formulas in the formula set) to true.
Assume we have a first-order problem given by a set Γ and a theorem ϕ for which we want to show that ϕ follows from Γ (i.e., Γ |= ϕ). Furthermore we assume that the formula set Γ is consistent, that is, that it has models. Resolution theorem provers negate ϕ and prove that Γ ∪ {¬ϕ} is unsatisfiable, that is, Γ ∪ {¬ϕ} has no model.
Finder [18] is a model generator which fixes the domain to a specific number of objects and then performs an exhaustive search in the space of functions and constants which can be satisfied in that domain. We use Finder as a model generator to generate a set of models from a set of formulas.
Goal-Directed Refinement of Assumptions
Let Γ be a set of assumptions Γ = {A 1 , A 2 , . . . , A n } and ϕ be the theorem, such that Γ ϕ. The sets of clauses Γ * and {¬ϕ} * are obtained from normalisation of Γ and {¬ϕ}, respectively. The resolution procedure searches for a contradiction (an empty clause) from Γ * ∪ {¬ϕ} * .
Let {¬ϕ} * be the reference clause set. From {¬ϕ} * the finite model set M = {m 1 , m 2 , . . . , m n | m i |= {¬ϕ} * } is generated with the interpretation domain fixed to a finite set of objects. We use I m to denote the interpretation of a clause c (c ∈ {¬ϕ} * ) using a model m. Fig. 1 is a semantic diagram of assumptions and the theorem.
Fig. 1. Semantic diagram of the original assumptions and the theorem
If c 1 and c 2 are clauses, we use R c1,c2 to denote the set of resolvents produced by the application of binary resolution to c 1 and c 2 . If a set of clauses C consists of R c 1 ,c 2 with c 1 , c 2 ∈ Γ * , C can be used as an additional assumption for ϕ along with
In order to guide the transformation, the clauses are checked against the reference model set. We use {¬ϕ} * as reference clause set and, from {¬ϕ} * , generate the reference model set M {¬ϕ} * with a model generator. M c is the set of models in which c is true (c ∈ {¬ϕ}
. . , c n } be a finite set of clauses, and N C the set of numbers of models that evaluate each clause in C to true, i.e.
If there is a resolvent with no model (i.e., M in(N C i ) = 0) or the minimum number of models does not decrease (i.e., M in(
, the assumption refinement terminates and the refined assumption
combined with the original problem Γ ∪ {¬ϕ} is passed to a theorem prover. Alternatively, if no more resolvents are generated (i.e., C i = ∅), the refined assumption is empty and the original problem is unchanged. Note that these conditions guarantee that the procedure terminates. In Fig. 2 , the refined as-
Semantic diagram of the refined assumptions and the theorem sumption clauses c 1 and c 2 are generated from Γ * , and neither of them is true in any single model of {¬ϕ} * . In summary, where Γ is a set of assumptions, a series of resolution steps between clauses in Γ derives a clause set (or a single clause) Γ . If the clause selection for resolution is carefully constrained, Γ does not semantically overlap with ¬ϕ (i.e., M Γ ∩ M ¬ϕ = ∅). If in this case a resolution step between two clauses from Γ and {¬ϕ} * , respectively, is possible, it will likely have the empty clause as a successor (i.e., Γ ∪ {¬ϕ} 2}). However, since there is no guarantee that ϕ follows from Γ already, instead of substituting Γ with Γ , we have to use Γ ∪Γ as background theory. On the one hand the refined problem Γ ∪Γ ∪{¬ϕ} is even bigger than the original one Γ ∪ {¬ϕ}, but on the other hand the search complexity is -especially when the refutation search is semantically guidedsmaller. As the refined set Γ overlaps a smaller number of models (ideally no model at all as seen in Fig. 2 ) with ¬ϕ, a semantically guided theorem prover gives heuristic preference to resolution steps between Γ and ¬ϕ rather than between Γ and ¬ϕ. As a result, the search for refutation in Γ ∪ Γ ∪ {¬ϕ} takes advantage of the smaller search space of Γ ∪ {¬ϕ} with the completeness of Γ ∪ {¬ϕ} still retained.
The procedure is divided into three parts, where the first is to generate the reference model set M ¬ϕ , the second to produce a refined clause set Γ , and the last to search for a refutation between Γ ∪ Γ and ¬ϕ.
Example Problem
For instance, let us look at the following problem. Given the definition of set equality as having exactly the same members, set equality is symmetric.
To prove the consequence relation by resolution we assume the first part Γ = {∀x∀y(Q(x, y) ↔ (∀z(P (z, x) ↔ P (z, y))))} and negate the second part ϕ = ∀x∀y(Q(x, y) ↔ Q(y, x)). By normalisation we get:
If the problem is directly tried with a conventional theorem prover like Otter, Γ * and {¬ϕ} * are usable set and set of support, respectively. An exhaustive refutation search is started on these clause sets. Otter finds the empty clause after generating 138 clauses. In the following subsections, we look into the semantic goal-directed forward reasoning. Typically a bigger cardinality makes the model set more informative, and models of cardinality 2 cannot be considered as representative for all finite models. However, as our experiments show, even the class of two element models often bears useful semantic information from which good heuristics for our purpose can be derived. While it is easy to use models with larger cardinality and to choose randomly a feasible set from all models, the model generation typically takes much longer for higher cardinalities. In the following we fix the domain cardinality to 2 for our experiments.
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Because using the whole set of models for checking each candidate clause may be computationally expensive, we typically use only a smaller subset. In order to form a reference subset, we can either take every nth model from the original model class (the factor of n) or make a random selection. In our experiments, we adopt the first approach and the number of models is taken so that it should be in the range of 40 ≤ n < 100. One interesting feature is that the models do not provide good heuristics if the factor is d m where d the domain cardinality and m is an integer. For instance, if the domain cardinality is 2 and the domain D is fixed to {0, 1}, when the factor is 4, which means that when we take every 4th model, both Skolem constants x 1 and y 1 are always interpreted as 1 and 0, respectively, in every model. For this reason, a good number for the factor is an odd prime number.
Stage 2: generating a refined assumption set
The second part of the procedure is forward refinement based on resolution. Reference models M ¬ϕ are generated from the negated theorem ¬ϕ. As clauses from Γ * are taken to resolve so that a smaller number of models in M ¬ϕ evaluates the resolvents to true, a refined assumption set Γ is generated after 3 steps.
Stage 3: searching for refutation
The last part is to make a set of clauses that contains the original assumption set Γ * , the refined assumption set Γ and the negated conclusion {¬ϕ} * , and to feed them into a theorem prover. If the theorem prover employs semantic guidance, resolution steps between clauses from Γ and {¬ϕ} * is given higher preference than those between Γ * and {¬ϕ} * or between Γ * and Γ . In our experiments with Scg prover, we use different model sets in the preprocessing and refutation searching stages. Models are generated from ¬ϕ to guide the search for Γ in the preprocessor and from Γ to guide the search for 2 in the Scg prover.
The refutation search is much simpler with Γ, Γ ϕ than with Γ ϕ even though additional Γ has been added. Otter finds an empty clause after generating only 15 clauses, which can be a great improvement over the 138 clauses to prove Γ ϕ.
Experiments on Pelletier Examples
We have tested our semantic goal-directed forward reasoning procedure combined with Otter [12] and Scg [8] . Table 1 shows how many clauses Otter generates and how many steps Scg takes, with and without the semantic goaldirected reasoning preprocessor, in order to prove each example.
1 Example 1-10 are the first ten full predicate logic problems without identity and functions (problem 35-44) from Pelletier's problem set [14] . The left most column is the number of steps that the semantic goal-directed forward reasoning preprocessor takes to produce a refined assumption set Γ . If the initial problem is in a form that the semantic goal-directed forward reasoning cannot be applied, for instance, the problem has no assumption, or the assumption consists of only one clause where no resolution can be applied, then the procedure is not applied and labelled as "-". In this case the refined assumption set is empty, i.e. Γ = ∅. The next two columns show the numbers of clauses Otter generates to prove Γ ϕ and Γ, Γ ϕ, respectively. Finally, the right most two columns are the numbers of steps Scg takes. The proof found in step 0 means that the empty clause was found during the construction of the initial graph. When the prover does not produce the result in a reasonable amount of time (in our experiments 12 hours on SunE420R with four 450MHz processors), the step is rated as time out.
As we have seen in the table, the semantic goal-directed forward reasoning combined with a non-semantic prover like Otter does not always make a big improvement. In Otter, Γ is not given any preference over Γ and therefore all clauses in Γ and Γ are equally treated. Although in some examples (example 2 and 9) Γ makes significant improvements for Otter, more often the preprocessing does not make any difference (example 1, 3, 5, 6, 7 and 8), or even makes it worse (example 10). In those cases, the preprocessing can be considered as an additional overhead as it consumes computing resources and produces additional clause set Γ . However, when the semantic goal-directed forward reasoning is used with a semantically guided theorem prover like Scg, it makes more stable improvements in the search for a proof. Wherever possible, preferences are given to the resolution between clauses from Γ and ¬ϕ, respectively, over those between Γ and ¬ϕ. As seen in the table, the refined assumption set Γ normally makes the proof search shorter in most examples.
Please note that our experiments are based on a prototype implementation and that we wanted only to explore the potential of the approach with our experiments. The current implementation is built on the Lisp extension Keim [7] which is not very fast compared to C-implemented systems with indexing techniques, and a comparison of run time behaviour with existing provers would not be informative.
Conclusion and Further Work
We have described a semantic approach to goal-directed forward reasoning, showed how it reduces the search complexities by refining the problem, and pre-sented experimental results. Our approach differs from other semantically guided approaches in that it does not search for candidate clauses likely to produce an empty clause. Instead, it firstly reduces the search space by applying resolution only between assumption clauses, and secondly the refutation is searched for. In order to obtain the refined assumption set, candidate clauses are selected in such a way that resolution is satisfied in the least number of models of the negated conclusion. The experiments with typical first order problems from Pelletier examples show that the refutation length with the semantic goal-directed forward reasoning is shorter especially when the refutation search is semantically guided.
The reference models are generated by Finder only once at the beginning and reused during the rest of the goal-directed forward reasoning procedure, while other semantic approaches like Scott do not only generate models from the initial clauses but also from new ones. This is a big advantage of our approach since in general model generation is computationally more expensive than checking.
The performance of semantically guided resolution depends to a great degree on the availability of good models. Our experiments show that even with twoelement models valuable heuristic information can be obtained. Whether other models are more promising or not has to be studied for different example classes. Semantic guidance seems to be a standard technique humans use when searching for proofs. Rather than generating models from scratch, they often use typical examples [10, 9] . It remains an open question whether and to which extent this is necessary in our context. It may also be important to use infinite models as investigated by Caferra and Peltier [3] .
