Abstract: Using a scalar 3-D beam propagation technique in a cylindrical coordinate system, we demonstrate that a nanohole bored in a whispering-gallery microcavity sensor with an inserted 25-nm-radius polystyrene particle can dually enhance the detection signal (by a factor of $6) and maintain a quality factor of 7:6 Â 10 8 (after degradation by a factor as little as 3) at a wavelength of 633 nm. Detailed numerical characterization of the resonant light circulating in this nanostructured cavity is provided, including aspects of stability and convergence.
Introduction
Whispering-gallery mode (WGM) microcavities [1] - [4] are a promising platform for detecting single nanoscale species [5] - [7] . They routinely involve the monitoring of sudden shifts in the cavity resonant wavelength, wherein one is able to sense particle adsorption onto the cavity surface. This has been shown for single polystyrene (PS) nanoparticles with radii as small as 12.5 nm diluted in buffered solution [7] . To enhance the device's sensitivity, plasmonic nanoantennas [8] - [10] can be used by placing them in proximity to the evanescent field of the cavity WGM [11] - [14] . This unique structure combines the low mode volumes and local field enhancements from plasmonics with the low losses from optical cavities, resulting in single-molecule sensitivity. On the other hand, there are unfavorable reductions in the quality factor from adopting such hybrid photonic-plasmonic WGM sensor paradigms. The Q-factors of these systems typically drop by two orders of magnitude to 5 Â 10 6 near excitation wavelengths ¼ 780 nm for gold in an aqueous environment [14] , as compared to the Q's greater than 10 8 reported for plain WGM cavities at ¼ 680 nm [7] . Due to the fact that this drop in Q (i.e., the broadening of resonance linewidth, therefore limiting the minimum observable resonant wavelength shift and detection sensitivity) arises from strong optical absorption from the plasmonic nanoantenna, it is preferable to retain high quality factors by alternatively selecting a non-plasmonic nanoantenna. In a patent co-invented by one of the co-authors (T. L.) [15] , an improved microcavity sensor was proposed by drilling a nanohole into a microcavity near the peak modal intensity. To guide experimental research on such structures, we present a novel three-dimensional beam propagation (3D-BPM) approach specifically tailored to WGM microcavities by which the viability of such a geometry can be proven. Light is similarly focused onto a nanoscale point while attaining a quality factor of 7:6 Â 10 8 for a contained 25-nm radius PS nanobead at a laser wavelength of 633 nm, a three-times drop from a plain microcavity at the same wavelength. Nanostructured microcavities have been closely studied in areas such as cavity unidirectional emission [16] - [19] , while this illustrated numerical technique provides a full-wave analysis tool for this, as well as related subjects.
Three-Dimensional Cylindrical Beam Propagation Method

Overview
In [20] , we applied a 2-D beam propagation method (2D-BPM) in polar coordinates to analyze asymmetric and appreciably large cavities. As foreshadowed by the end results of the report, increasingly complex structures were proven unsuitable for 2D-BPM treatment. Rigorous 3D-BPM in a cylindrical system (see Fig. 1 ) is thus a natural extension to this established formalism.
In three dimensions, the Fresnel wave equation can be derived from the Helmholtz equation with the assumption that the slowly varying envelope approximation (SVEA) holds for the optical mode [20] . We first approximate that the electric field propagates as
where m is the azimuthal mode number or reference value such that ð; z; Þ changes very little along. This SVEA is then mathematically written as
Applying these to the Helmholtz equation, the Fresnel equation can be found as
for which nð; z; Þ is the position-dependent refractive index, k 0 ¼ 2= is the free-space wavenumber, and is the free-space wavelength. To solve (3) using a first-order finite difference scheme, a 2-D À z plane is transformed and uniformly discretized into a 2-D domain such that the coordinates ð l ; z p Þ of each grid point ðl; pÞ can be expressed as l ¼ lÁ and z p ¼ pÁz. In the -direction, we also advance along discretized space such that q ¼ qÁ. Field envelopes for a fixed q which, upon rearranging (3) into its matrix form, leads tõ
The matricesH andD are sparse multi-diagonal while j q i is the vector form of the À z plane's field envelope at q ¼ qÁ. Propagation is realized as per BPM convention [21] , [22] , following (4) and by exciting the cavity at q ¼ 0. The piecemeal computations of the total field distribution are an advantage of BPM, in contrast to other techniques (e.g., the finite element [23] , [24] , boundary element [25] - [30] , and eigenmode expansion method [31] , [32] ) which expend computational resources either to solve the entire field at once or account for mutual coupling between various modes along the path of propagation. The computation time for BPM is consequently reduced, allowing for large-scale cavity analyses that would otherwise by impractical for other known methodologies.
Numerical Performance
Commencing with a R ¼ 50 m outer radius and d ¼ 10 m minor diameter silica microtoroid in an aqueous medium, WGM resonance is simulated for ¼ 970 nm. The corresponding refractive indices of silicon dioxide and water are respectively 1:451 þ jð7:11 Â 10 À12 Þ [33] , [34] and 1:327 þ jð3:37 Â 10 À6 Þ [35] , while a perfectly matched layer (PML) of 2-m thickness is utilized to attenuate artificially reflected electromagnetic waves near the computation window extremities. The PML is optimized and, as in the 2-D case, the optimal PML parameter is found to be insensitive to the wavelength, incident angle with respect to the edge of the PML region, and waveguide structures inside the computation window. By injecting an optical signal in the cavity at an initial À z cross-section and then obtaining a full field profile, the total power PðÞ at an azimuth can be used to calculate Q ¼ 2mPð0Þ=½Pð0Þ À Pð2Þ.
In Fig. 2(a) , the convergence rate of the resonant wavelength as well as its relative error are inspected for various grid point totals (i.e., grid resolutions) in a 3-D computation region. The resonator's quality factor is concurrently shown in Fig. 2 Richardson extrapolation is employed to specify the reference for relative error determination. The least square fits to the relative error curves reveal a respective 0.8 and 1.35 convergence rate in the azimuthal direction and the transverse plane, which one would expect to rise for higher-order finite difference schemes with lower truncation errors. Additionally, BPM can simulate perturbations caused by nanobead binding to the cavity periphery and their ensuing resonant wavelength shifts ðÁ Res ¼ ÁÈ Res =ð2mÞ with round trip total phase difference ÁÈ). This is another avenue for gauging the methodology's numerical accuracy by way of characterizing a 400-nm radius polystyrene (PS) particle for several grid spacings. Wavelength shifts for each scaled azimuthal grid spacing are plotted in Fig. 2(c) for a comparably sized microtoroid with R identical to that of Fig. 2(a) and (b) , wherein the relative errors and convergence rate from linear regression are shown. Separate wavelength shifts and their related data for the transverse grid spacings are also presented in Fig. 2(d) . The resultant field distribution and logarithmic intensity profile for PS bead attachment to the cavity surface is given in insets (i) and (ii) of Fig. 3 . Interfaces are outlined in black and the refractive index of the PS bead is 1:576 þ jð3:63 Â 10 À4 Þ [36] . Note that these two insets are frames from the accompanying video clip, Media 1, alternately exposing the field and logarithmic intensity (from two orthogonal perspectives) propagating along the cavity periphery. Redshifts in the resonant wavelength from fixed PS nanobeads of different size are depicted in Fig. 3 , in which the agreement and/ or discrepancies between 2D-BPM (red curve) [20] , 3D-BPM (blue curve), and perturbation theory (black curve) [37] are made clear. BPM's extension from a effective index method (EIM) [38] based 2-D approximation to a 3-D formalism evidently diminishes its disparity with respect to first-order perturbation theory calculations. 
Assessment of Nanostructured WGM Microcavities
Progressing from the previous numerical verification, we will now look at nanostructured WGM microcavity sensors through the lens of 3D-BPM. Note that the resonant wavelength shift induced by a nanoparticle adsorbing to the cavity increases with the relative intensity at the sensing site and that one can achieve higher detection sensitivities by depositing a plasmonic nanoantenna in its vicinity (via concentrating the light near it). It is possible, however, to enhance the resonance shift by drilling a nanohole into the cavity where the light intensity is maximized. As the minimum detectable shift is inversely proportional to the quality factor of the cavity [39] , this modification is beneficial as no absorbing optical media are introduced. To confirm this, simulations were conducted for a 50-m radius silica microsphere (i.e., accommodating a 150-nm radius cylindrical hole on its equator, with an inserted PS nanobead of equal radius) in liquid water. Hole depth is defined as the distance between the cavity surface and the center of such a bead. In terms of the central resonant wavelength, shifts for multiple hole depths are illustrated in Fig. 4 in blue. The dashed red curve in this same figure is the normalized mode profile of the cavity and, as can be anticipated, the highest sensitivity occurs when the particle is centered about the peak modal intensity (i.e., hole depth ¼ 475 nm). One frame of the supplementary video clip (Media 2) is displayed as an inset, showing a À crosssectional view of the logarithmic intensity. When the hole depth is kept constant and is equal to 475 nm, quality factor degradation can be monitored by one's choice of hole and bead radii. In Fig. 5(a) , the ratio between the shifts with ðÁ W Þ and without ðÁ WO Þ a bead in the hole is computed and referred to as enhancement (in blue). In both cases, these shifts are the difference between the resonance wavelength of the bare cavity (either with or without the hole) and that with a bead bound to it. Based on the field amplitude at the cavity surface and the point where the maximum is reached, a black line for the ultimate enhancement ¼ 2:23 is highlighted for this cavity design. We observe that for 12.5-nm radius PS particles, the enhancement is greater than 3. Furthermore, the Q normalized by the bare microspherical cavity Q 0 ¼ 2:37 Â 10 9 , quoted as a percentage (in red), remains above 4% in the sub-50-nm hole-bead radius regime.
Sensitivity can be optimized by considering two parameters: the resonant wavelength shift Á Res and cavity linewidth / Q À1 . Taking the ratio of these two quantities, we can select a favorable set via Fig. 5(b) by viewing their behavior as the size of the hole-bead nanoantenna is altered. The optimum is found when the hole depth and hole-bead radius are approximately equated, translating to a scenario where the bead is most efficiently exposed to the highest intracavity field intensity by just filling the hole. 
Conclusion
A 3D-BPM approach was devised and implemented to characterize dielectric nanoantennaenhanced WGM microcavity sensors. This type of sensor's detection signal was demonstrated to increase by a factor of $6 with quality factors as high as 7:6 Â 10 8 when a 25-nm radius PS nanobead is inserted. The best compromise between resonant wavelength shift and total quality factor was demonstrated to be equivalent to maximizing the ratio between the former and the cavity linewidth, attainable by setting the hole depth close to the value of the hole-bead radius. Structures of this kind are promising in that they fit a niche comprising WGM microcavity based detection technologies that require sufficiently high finesse. Current nanofabrication techniques, such as a focused ion beam [40] negatively impacts the Q by undesirably embedding lossy ions. With the aid of the numerical framework in this paper, we plan to support such claims with new, lossless nanofabrication capabilities. Future plans include the development of a full-vector 3D-BPM capable of describing all vector field components, as well as mode polarizations. Finally, 3D-BPM should serve as a general tool for modeling WGM resonators of any kind.
Appendix Discussion on Numerical Accuracy
In Table 1 , the Q from our 3-D BPM formalism is compared against those for scalar finite difference (FD) and full-vector finite element (FEM) mode solvers. Here, for the microtoroid, we employ 80 Â 80 Â 88 grid points along the -, z-, and -directions for 3D BPM, 80 Â 80 for FD, and 7542 triangular elements for FEM. In the case of a microsphere, we utilize 147 Â 100 Â 90 grid points for 3-D BPM, 147 Â 100 for FD, and 65 530 triangular elements for FEM. The computed values for Q given by scalar FD slightly deviate from full-vector FEM by less than 1.5% for the microtoroid and 20% for the microsphere simulation. These discrepancies can be attributed to the scalar formalism, larger grid spacings, and the discontinuities at cavity interfaces, which are considered in FD. The increased inaccuracy for an ultrahigh Q (i.e., above 10 9 ) cavity is due to the more stringent accuracy requirements in evaluating lower cavity loss. Three-dimensional BPM results further deviate from those of the FD mode solver by 1.8% for the microtoroid and 1.5% for the microsphere, where we believe the truncation error from discretization along comes into play. Nevertheless, 3-D BPM data is in close agreement with that of FD and FEM. In principle, BPM could underestimate the loss from radiation and yield a larger-than-expected quality factor; however, such an effect was not observed due to the low-radiation-loss nature of the whispering-gallery microcavity under investigation.
