Parallel applications can be executed using the idle computing capacity of workstation clusters. However, it remains unclear how to most e ectively schedule the processors among di erent applications. Processor scheduling algorithms that were successful for shared-memory machines have proven to be inadequate for distributed memory environments due to the high costs of remote memory accesses and redistributing data.
Introduction
Advances in software and hardware technology continuously improve the performance of workstation clusters. Load balancing software which allows e cient use of otherwise underutilized resources is now commercially available. However, techniques and policies for e ciently supporting workloads of parallel applications on such platforms are still needed.
An important question that remains is how to allocate processors among parallel applications that execute in a multiprogrammed environment. Many scheduling policies for shared-memory parallel systems were adapted from successful uniprocessor policies. However, distributed-memory machines are considerably di erent in both architectural design and performance behavior from shared-memory parallel systems. In particular, dynamic scheduling policies are typically very e ective in shared-memory systems, but require that the applications adapt to changes in the number of allocated processors during execution. In distributed systems, the applications must dynamically redistribute their data structures. This involves considerable overhead, which can outweigh the bene ts of the processor reallocation itself, as has been demonstrated both analytically and experimentally 6, 17] . Sophisticated run-time systems are required to do dynamic data redistribution automatically, and keep it from being an additional burden on the application writer 3, 8, 16] .
Recently, it has been shown by Feitelson and Nitzberg 9] that application characteristics, such as execution time on a given number of processors, can be estimated. These estimates can be exploited to achieve improved scheduling. In their measurement studies, the majority of jobs run repeatedly on the same partition size by the same user exhibited a runtime distribution with low variance (i.e., coe cient of variation less than one).
Furthermore, the predictive power of the estimates can be improved by using more sophisticated job behavior models than just the mean of previous runs 5, 17, 22, 24] . In particular, Wu 24] has shown that the execution time functions of real applications, with varying sizes and structures, can be represented accurately using the model introduced by Sevcik 22] . A least-squares approximation method is applied based on the runtimes of the application for (a few) di erent numbers of processors.
In this paper, we investigate how di erent levels of information about the application characteristics and the system load can be used to improve the processor allocation decisions. We use simulation to compare the expected response times that result from using new and previously known algorithms. Experimentation with various load levels and workload types allow us to conclude that well designed non-preemptive policies can even outperform dynamic policies that ignore estimates of application execution time.
Section 2 summarizes the assumptions we make about the software and hardware structure of the system under study. In Section 3, we de ne the existing and new scheduling rules that are evaluated in this paper. In Section 4, advantages of our new proposed rules are demonstrated analytically. Section 5 gives details about the simulation model of the system, the workload characteristics, and the derivation of the parameters used. Section 6 presents and analyzes the relative performance of the scheduling algorithms. In Section 7, the conclusions of our work are presented.
System Description
In concentrating on workstation clusters, we assume that the cost of a dynamic scheduling algorithm generally includes data transfers and data repartitioning and can be considerably more than just context switches and cache interference as in shared-memory systems. We consider a collection of interconnected nodes, each consisting of a processor and a local memory. The nodes are assumed identical, and communicate with each other with negligible latency di erences. Di erent applications can run on separate partitions without degradation in performance due to contention in the communication medium 12] . This assumption may not be valid in the case of a heavily loaded Ethernet-based installation, but is acceptable in the context of ATM interconnects, which are expected to be prevalent soon.
We assume that the operating system can support two-level scheduling. The scheduler decides only the number of processors to allocate to each application. It is the responsibility of the application to determine how the allocated partition will be used and whether multiple threads will be interleaved on individual processors or not. The program developer makes the appropriate decision according to the computation, synchronization and communication needs of the problem 7, 20] Table 1 : The application characteristics and load parameters used by the scheduling policies in our study.
scheduling decisions are taken on a single node, where a central queue of job requests is maintained. Centralized algorithms that can take advantage of the clustering properties in small or large scale distributed systems have been proven successful in recent resource management environments 25] without restricting the system scalability.
In this study the parallel applications are kept apart from the sequential workload in the system. (The interaction between sequential and parallel jobs has been studied by Arpaci et al. 2]). We assume that each application is assigned a number of processors between one and a maximum number that can be used e ectively, p max . In reality, time constraints, memory requirements or even debugging procedures may entail minimum allocation limits for some applications though. The main objective of the scheduler is the minimization of the mean response time provided by the system, since the rationale for parallel processing is the need for decreasing the response time of large time-consuming applications. The load parameters and application characteristics used by the scheduler in the present study are given in table 1.
The Scheduling Policies
In this section, we describe in detail some processor allocation algorithms demonstrated to perform well in previous studies. We also introduce the new rules that we plan to compare with the others.
A classi cation of scheduling policies that have been proposed for di erent parallel architectures up to now is given by Anastasiadis 1] .
Dynamic Equipartition Policy
In the Dynamic Equipartition (DYN-EQUI) policy, the processors are dynamically partitioned as equally as possible among the applications in the system. Special provisions are taken so that no application is given more processors that it can use. When the number of processors allocated to an application changes, the application readjusts the number of running processes accordingly 23].
Variations of this policy (under several di erent names) have been evaluated in many comparative studies of multiprocessor scheduling policies. The Dynamic Equipartition based rules have generally been found to yield excellent performance in shared-memory environments (where the overhead of changing processor allocations can be kept low) ( 4, 11, 14, 15, 23] etc.).
Adaptive Policies
Adaptive policies assign a number of processors to each application when it is initiated, and the processors are freed only when the application completes. The number of processors allocated may depend on the current system load and on any available estimates of application characteristics. Application characteristics of interest include maximum parallelism, which is the largest number of processors that can be used e ectively by the application, service demand, which is the total computation required by the application, and the execution time function, which is the execution time as a function of the number of processors allocated.
Adaptive Static Partitioning Setia and Tripathi 19] introduce the Adaptive Static Partitioning (ASP) policy. If no processors are available when a job arrives, it joins a FIFO queue. Otherwise, it is allocated the minimum of its maximum parallelism and the number of available processors. When a job completes, the released processors are divided as equally as possible among the waiting jobs, with no application taking more processors than its maximum parallelism. At low loads, a job is usually allocated a number of processors close to its maximum parallelism, while at high loads the partition sizes tend to be smaller.
Adaptive Policy 1 Rosti et al. 18] introduce Adaptive Policy 1 (AP1) speci cally for distributed memory systems. The target partition size at a given time is equal to the total number of processors in the system divided by the number of waiting jobs 18]. If no processors are available when a job arrives, it joins a FIFO queue. Otherwise, it is allocated a number of processors equal to the minimum of its maximum parallelism, the target partition size, and the number of available processors. At each job completion, the same rule is used for the allocation of the released processors to jobs from the FIFO queue. The last job activated gets the remaining available processors, even if that is fewer than either of its maximum parallelism and the target partition size 1 .
Adaptive Equipartition
Here we introduce a new rule called Adaptive Equipartition (AEP). Intuitively, the ideal allocation is to divide the processors in the system equally among all the running and waiting jobs. By de nition, this cannot be done in a non-preemptive policy. However, we can use as a target partition size the total number of processors divided by the total number of jobs in the system, both waiting and running (whereas both ASP and AP1 use a target allocation that is a number of processors divided by only the number of waiting jobs).
If no processors are available when a job arrives, it joins a FIFO queue. Otherwise, it is allocated a number of processors equal to the minimum of its maximum parallelism, the target partition size and the number of available processors. At each job completion, the same rule is used for allocating the released processors among the queued jobs, in FIFO order.
Shortest Demand First Policies
A non-preemptive policy that exhibits good performance is the Shortest Demand First (SDF) policy. In scheduling jobs with perfect speedup, average response time is minimized by activating jobs one at a time in SDF order and given each one all P processors 22] .
The arriving jobs are kept in the queue ordered according to non-decreasing total demand, that is, the execution time of the job on one processor. When processors are released, jobs in the queue are activated in order by allocating each a number of processors equal to the minimum of their maximum parallelism and the number of idle processors 4, 13] . When the SDF is used with a xed maximum allocation limit, it is called SDF-Max. Such a xed maximum allocation limit, independent of the application characteristics, was shown to be very helpful for non-preemptive policies to keep applications from being allocated too many processors when system load is high 4].
In addition to SDF as de ned above, combinations of SDF with the previously de ned adaptive policies can be introduced. For example, ASP can keep the waiting jobs in non-decreasing order of their total demand. This composite policy will be referred to as ASP (1) to indicate the usage of rst order knowledge of individual job characteristics, namely, service demands. Similarly, we introduce the policies AP1(1) and AEP (1) , which are the AP1 and AEP respectively, with the waiting jobs queued in non-decreasing order of their demands. The pure adaptive policies use only the maximum parallelism of each application in doing processor allocation, while the above composite policies require also the total demand of each application.
Di erential Allocation Policies
McCann and Zahorjan 15] introduce the Run-To-Completion policy, where each released processor is allocated to the waiting job for which the expected reduction in elapsed execution time is greatest, ensuring that as many jobs as possible are activated. Wu 24] extends the Run-To-Completion policy with a Shortest Demand First queue (RTC-SDF).
In general, use of the execution time function for each application allows the formulation of a non-linear discrete constrained optimization problem with the objective of minimizing the total execution time of the waiting jobs 15, 17, 22, 24] . If we assume m waiting jobs, with T j (n) being the execution time function of job j, p max j the corresponding maximum parallelism, p j the unknown processor allocation to job j, and P the number of available processors, then we have the following de nition:
subject to m X j=1 p j P p j 2 f0; 1; 2; : : : ; p max j g; j = 1; 2; : : : ; m:
The problem is tractable in the case of convex execution time functions 10]. A simple algorithm, which nds the optimal solution in a time that is exponential in the input size, has been proven correct 10]. The idea is to allocate the available processors one at a time to the waiting job that achieves the largest decrease in its response time. We use the name Di erential Allocation Policy (DIF) to describe this aspect of allocation policies.
However, the formulation (1) presumes that all jobs are initially available and are all executed concurrently. There is no provision for jobs arriving over time or for activating only a subset of the jobs at a time. It may be bene cial for the system performance to activate a few jobs with large partitions and leave the remaining jobs in the waiting queue (at low loads), or, alternatively, to activate as many jobs as possible even with one processor each (at high loads). Thus, determination of which and how many jobs to activate requires further consideration.
According to the above de nitions, RTC-SDF can be thought of as an extension of ASP with SDF and DIF. The SDF component refers to the waiting jobs being queued in non-decreasing order of their demand. The strategy of activating as many jobs as possible coincides with allocating to each waiting job the number of processors that would be granted by ASP. After the jobs for activation have been determined, the DIF component determines the actual distribution of the free processors among them. Since it is ensured (by ASP) that each of the activated jobs will be allocated at least one processor, the di erence T(p) ? T(p + 1); for p 1 is used by DIF to identify the job for which the execution time would be reduced the most by the allocation of one more processor. We introduce extensions of the rules discussed earlier that include the DIF policy. To signify that they require a second level of application knowledge, namely T j (p j ) for p j > 0 for each application, we call them ASP(2), AP1(2), and AEP (2), respectively. In each of these rules, the order of the waiting jobs remains the same (SDF). However in AP1(2), the number of waiting jobs to be activated follows from the number of processors that each job would obtain according to AP1. Similarly in AEP(2), the number of waiting jobs to be activated is determined by the number of processors that would be allocated to them by AEP. The actual distribution of free processors among the jobs for activation is again decided based on the maximum di erences T(p) ? T(p + 1) for p 1. In table 2, a summary of the policies is presented, and the type of workload information each of them uses is shown. The waiting jobs and running jobs parameters correspond to the numbers of waiting and running jobs, respectively, while T(p) corresponds to the execution time of the application with p allocated processors. The parameter p max represents the maximum parallelism of the individual jobs.
Analytic Comparison of AEP and AP1
In order to clarify the distinctive feature of AEP, we examine the ratio of waiting time to execution time over the range of system loads for AEP and AP1. We assume that all the jobs in the system are of the same type and therefore can be described with the same execution time function, T(n), where n is the number of allocated processors. The processor occupancy for each job is n T(n), when the parallelization overheads are taken into account. Thus the actual load on the system a , if every job were allocated n processors, would be : a = n T(n) P ; (2) where is the arrival rate and P the total number of processors in the system. By applying Little's law we have:
where N is the total number of jobs in the system and R(n) the average response time of the jobs. From these two equations we get :
, that is, the response time R(n) is the sum of the waiting time W(n) and execution time T(n). If we set n = P N , which is equal to the target partition size in AEP, we obtain:
Alternatively, we may combine equation (2) with the following equation:
where L is the queue length of the waiting jobs:
If we set n = P L , which is equal to the target partition size in AP1, we get:
Thus, the di erence between rules AEP and AP1 is captured in the factors 1? a a and 1 a in equations (3) and (4) respectively that describe how the waiting time W(n) changes with respect to T(n) at di erent load levels. At high loads, where a approaches one, policy AP1 will keep W(n) at a non-zero value T(n), while the waiting time under AEP will become negligible with respect to T(n), as follows from equations (4) and (3), respectively. The behavior of these two equations is illustrated in gure 1. The AEP policy will display a more conservative behavior than AP1 by giving fewer processors to each job at higher system loads. 
Simulation Model
We have used simulation modeling to compare the performance of the scheduling policies presented in the previous section. The experiments covered a wide range of application characteristics and arrival rates.
System Parameters
In our experiments, we concentrate on a system with P = 32 independent nodes and the general system features indicated in section 2. The e ects of the memory requirements and the communication or synchronization latencies are not represented explicitly in the system model. Instead, they appear implicitly in the shape of the job execution time functions. By covering several di erent types of job execution behaviors, we expect that various architectural characteristics are captured, as well. Preemption and scheduling overheads are ignored. In this way, the performance of the DYN-EQUI policy is ideal and thus can serve as benchmark for the remaining policies. The other algorithms are non-preemptive, and therefore the delays from processor reallocations are avoided. The computational requirements of the scheduling algorithms are assumed to be negligible. This is valid for the number of nodes typically involved in workstation clusters.
Workload Parameters
A wide range of representative applications can be modeled by utilizing the execution time function form introduced by Sevcik 22] :
The parameter p is the number of processors allocated to the job and W the essential computational work. The parameter (p) represents the degree to which the work is not evenly spread across the p processors, and stands for the increase of the work per processor due to parallelization. Finally, re ects the communication and congestion delays that increase with the number of processors. It is evident that, by choosing di erent values for the parameters (); W; and , we obtain descriptions of jobs with di erent characteristics and inherent structures.
Imbalance and Essential Work
The parameter (p) has been taken equal to one, since the real measurements conducted by Wu 24] indicate that it can be treated as constant typically with a value in the range 1:1 to 1:2.
The computational work W represents the minimum total service demand of the job.( and are typically smaller than W 24]). To obtain realistic workload parameters, we use the statistics gathered on a 128-node iPSC/860 hypercube message-passing system at NASA Ames by Feitelson and Nitzberg 9]. We calculated the total demand of the jobs of each partition size, by multiplying the partition size with the respective mean job runtime. Since the jobs with 32-128 nodes use more than 90% of the system resources (node-seconds), we treated them as a separate class from those with sizes 1-16.
The average demand for the small jobs is equal to 1:3, while that for the large ones is 101 (thousands of seconds). In addition, large jobs account for 1 8 of jobs in the workload with small jobs accounting for the other 7 8 . The generation of the W values is done by using a 2-stage hyperexponential distribution, as in other simulation studies for the simulated workload 4]. The corresponding mean value is 13.76 and the coe cient of variation is 3.5.
Maximum Parallelism
For the execution time function (5), the maximum parallelism of a job is given by In the simulated workload, jobs had p max values equal to 4, 16 or 64, each with equal probability. These values correspond to 12%, 50% and 100% of the 32 processors in the system model. Since there has been no reliable study of the actual maximum parallelism distribution of real applications, we assume it to be uniform, like the application partition size distribution observed by Feitelson and Nitzberg 9].
Job Speedup
The fundamental job characteristic that remains to be de ned is the speedup function, S(p), where p is the number of processors. It can be derived from equation (5) Thus, the structure of equation (5) causes speedup to be sublinear at numbers of processors close to p max , even for = 0 when 6 = 0
Equations (6) and (9) allow us to specify the distributions of the maximum parallelism and speedup curve shape of the represented applications. In our experiments, we used four di erent workloads:
1. The workload WK1 consists of curves with relatively good speedup, to the degree that this is permitted by the value of p max . They correspond to ! +1. 
The Arrival Process
The o ered load of a multiprocessor system with P servers is de ned as follows :
Load = E(T(1)) P Mean Interarrival Time (10) where E(T(1)) is the mean total execution time of the jobs on one processor 21]. In the case of the jobs that have been used in our study, we have:
We already know that E(W) = 13:76. By using the theorem of total expectation across the three di erent values of p max , we nd E( ) = 0:30 and E( ) = An exponential distribution with the Mean Interarrival Time derived from equation 10 was used for the generation of the interarrival times in the system. Table 3 summarizes the values for all the parameters that were used in our simulation model.
Experimental Results
As the primary performance measure for the di erent policies, we have used the Response Time normalized by the corresponding response time of the DYN-EQUI assuming zero recon guration overhead. Each comparison is depicted at ve separate load levels, namely 10%, 30%, 50%, 70% and 90%.
To summarize the simulation procedure, in each replication, the rst 500 jobs are used to warm up the system and their performance is ignored. The reported statistics correspond to the subsequent 19,500 jobs. The performance of the jobs that arrive after the rst 20,000 jobs is omitted. The policy is considered as saturated when the generation of 10,000 additional jobs is reported without the termination of the 19,500 intervening jobs. In this case, the mean response time is considered in nite. The number of replications is chosen to be large enough to give a 95% con dence interval with half-width no greater then 5% of the observed mean response time.
The Inadequacy of Fixed Allocation Limits
Initially, we examine four variations of the Shortest Demand First policy. One is only limited by the 32 processors in the system, while the other three are SDF-Max policies with Max=1, Max=2 and Max=6 processors. Figure 3 illustrates their normalized response times, and the respective mean partition sizes for all the four workloads. Those bars of the diagrams that reach the upper border line imply saturation of the policy for the corresponding load levels. Our main observation is that there are particular loads at which the individual policies perform close to the DYN-EQUI. However only the SDF-Max=1 avoids saturation at at all loads, although it performs badly in most cases (except the level 90%). Larger allocation limits cannot provide the necessary adaptability to the policies to keep the response time bounded; this holds even for Max=2. In particular, for good speedup (WK1), the policies SDF, SDF-Max=2, SDF-Max=6 saturate at load 90%. For poor speedup (WK3), even a load of 50% makes the mean response time of SDF-Max=6 and SDF in nite. The excellent performance reported for SDF in a previous study 4] is illustrated there only for good speedup jobs (WK1) and load 70%. Our experiments do not contradict this speci c result. In gure 3(a) notice that the higher the system load, the smaller the Max parameter must be to obtain the best performance. In gure 3(b), we can see the mean partition size for all the reported response times. While the SDF-Max=1 and SDF-Max=2 keep the partition size at constant values of 1 and 2, respectively, the other policies fail to lower their mean partition size at levels signi cantly less than four across the di erent speedup types and loads. The value four is the minimum p max value of the jobs (the other two being 16 and 64). This proves that giving a job the minimum of its maximum parallelism and the current number of free processors, although this provides some exibility to the policy, is not su ciently adaptable for a wide range of workload conditions.
In general, hard limits at the maximum partition sizes inherently optimize the performance of the policy for a particular arrival rate and workload type. This means that tuning the parameter Max is always necessary. Of course, this cannot provide a solution to the scheduling problem of general purpose machines.
Comparison of the Adaptive Policies
In gure 4(a), the normalized response time of the three adaptive policies ASP, AP1 and AEP can be observed. We concentrate on the workload WK4, since the results in the other three workload are similar (see the Appendix). An important observation is that the policies ASP and AP1 have almost the same response time for all workload types 2 . In gure 4(b), the mean partition sizes as a function of load are depicted. The respective partition sizes of ASP and AP1 are the same. At low loads this could be expected, since for small queue lengths both policies tend to give all the free processors to the next arriving job. Also, it seems that at higher loads the queue length does not become large enough to make AP1 signi cantly di erent from ASP.
Another important observation from gure 4(a) is the advantage of AEP over the other two policies. The waiting time tends to be smaller with AEP, as was predicted in Section 4. In almost all the cases, AEP correctly decides to provide smaller partition sizes relative to ASP and AP1, since this improves the mean response time of the system.
Combining the Adaptive Policies with SDF
Taking into account the very good performance that Shortest Demand First demonstrates at the di erent load levels with the appropriate choice of the Maximum Allocation parameter, we decided to examine SDF combined with the Adaptive Policies. The main advantage of the adaptive policies is to automatically adjust the partition sizes using the load information, as indicated by the length of the queue formed by the waiting jobs or all the jobs in the system ( g. 4(b)).
In gure 5(a), we can see the improvement in the system performance that this combination achieves. At high loads, we get a decreased response time, which in some cases is less than half the response time of the corresponding pure adaptive policies. At very low loads, there is no improve- ment because most arriving jobs nd an almost empty system. Of course, the queue discipline can have a signi cant impact on the response time only if some queuing occurs. In gure 5(b), we can see the mean partition size as function of the load in the system. Its comparison with that of the previous section ( g. 4(b)) shows that SDF does not restrict the adaptability of the policies ASP, AP1 and AEP. On the other hand, there is a remarkable decrease in the waiting time of the jobs at high loads. Thus, the desired properties of the adaptive policies are orthogonal to those of SDF. Therefore, we have a clear advantage by combining these di erent features, and not treating them as separate algorithms with incompatible characteristics as has been done previously 4].
An important observation from gure 5(a) is the change in the relative performance of AEP and ASP or AP1. Although the response times of the last two policies remain nearly identical to each other, it seems that the improvement previously demonstrated by AEP(1) is considerably reduced. Actually, due to the reduction in the waiting time from SDF, AEP(1) loses the advantage of minimizing the waiting time by granting fewer processors than the other two policies.
Combining the Adaptive Policies with SDF and DIF
The nal enhancement that we add to the adaptive policies is the improved distribution of released processors among waiting jobs. As we noted in section 3, the greedy approach of dispatching as many waiting jobs as possible is not intuitively the best 15, 24]. As will be shown below, there is a considerable performance improvement by replacing the greedy ASP with AEP. In gure 6, we have depicted the normalized Response Time of all three combinations, ASP(2), AP1(2) and AEP (2) . The most important conclusion is that AEP(2) always performs better than the other two policies. Another conclusion is that the improvement from using DIF does not a ect the performance of ASP(1) and AP1(1). The main reason for this is the SDF policy itself. It seems that the allocation optimization, as described in Section 3, is most e ective when it can discriminate between jobs with small and large demands. Actually, the essential computation W determines the potential of a job to reduce its response time when given additional processors. The optimization procedure is not a ected by the value of , since does not participate in the derivative of the execution time function 22]. Furthermore is important but in typical workloads is much less than W 24] . Thus the ordering of the jobs according to the runtime on a single processor (W + + ) separates the jobs into groups with similar potential for processor exploitation.
DIF is e ective in the case of AEP due its tendency to give few processors to each job, and therefore to be sensitive to the nal processor distribution. Of course, slightly changing the allocation size to a job with ve processors, is much less e ective than with a job that has received only one. In the second case, an additional processor may even halve the execution time of the job. This argument does not hold in the case of ASP and AP1, due to their tendency to keep the mean partition size signi cantly larger than that of AEP ( g. 6(b)).
In addition, from gures (5) and (6), it is evident that both the partition size and the waiting time remain the same in the case of AEP, when compared to that without DIF. Therefore, the DIF technique a ects only the execution time as was expected.
Comparison with Dynamic Equipartition
Finally, we will discuss how the nal three run-to-completion algorithms, compare with the zero overhead DYN-EQUI. First, at load 90% all three policies perform better than the DYN-EQUI. Observing the waiting times, we realize that at high loads the preemptive behavior of DYN-EQUI fails to make the waiting time zero. On the other hand, the mean partition size of the adaptive policies is very close to that of DYN-EQUI ( g. 6(b)). In addition, the enhanced adaptive policies have the advantage of the Shortest Demand First discipline, which minimizes the expected waiting time.
Dynamic algorithms could also bene t from using load and job speci c information 24]. However, the estimation of the execution time function for a dynamic policy is not as straightforward as in the case of static partitioning, due to the continuous change in the number of processors. But both SDF and DIF need some form of execution time representation in order to be realized. The approximation method proposed by Nguyen et al. 16] for shared-memory machines, where the best partition size of an application is determined by sample executions on di erent numbers of processors, induces overhead which can become non-negligible in distributed-memory systems.
Also, by comparing our algorithm AEP(2) with ASP(2), we realize that, in the general case as is captured by workload WK4, the former manages to be within 30% of DYN-EQUI, while the latter becomes more than 75% worse at medium load (50%). A nal issue is that, as was reported in the previous section, DIF is ine ective and it could even be omitted in the case of ASP and AP1. However, since even the support of the SDF rule requires knowledge of the execution time function, the DIF in the case of AEP comes almost for free, and cannot be considered to be signi cant additional overhead required by the algorithm for the reported improvement to be achieved.
Conclusions and Future Work
The goal of this work was the understanding and improvement of the most promising scheduling policies that could serve the general-purpose parallel processing requirements of workstation cluster users. Usually, di erent types of information are used by separate policies, and it is unclear how they interact and what bene t each yields under di erent system and workload conditions.
A signi cant step in our work was the de nition of simple scheduling rules and the clari cation of the type and level of information that each of them needs. With respect to system load, the policies ASP, AP1 and AEP were described. The AEP is introduced for rst time and is intended to improve the robustness by using the total number of jobs in the system. With respect to application characteristics, we investigated two di erent approaches, the SDF and DIF. Finally, the dynamic policy DYN-EQUI was de ned. In order to unify our results with previous ones, we assumed that all the policies have information about the maximum parallelism of the individual applications. Actually, this allocation upper bound is only known by those policies that have knowledge of the job execution time function.
We represented the characteristics of a wide range of applications with proper choices of param-eters in Sevcik's execution time model. Three separate workloads were formed with applications having di erent speedup characteristics. A fourth workload that incorporated all the other three in equal proportions was also included. Our rst major conclusion from the simulation experiments is that, at high loads and with applications having sublinear speedup, SDF fails to complete the jobs in nite time. This is not surprising, since SDF allocates processors up to the maximum requirement of the jobs, regardless of the load in the system. In addition, xed maximum allocation limits cannot provide general improvement in SDF in contrast to previous claims to the contrary. They just optimize the performance for some particular workload and arrival rate.
Comparison of the three adaptive policies veri es that AEP tends to allocate fewer processors and to decrease the waiting time at higher loads, as was expected from our analysis. This behavior makes AEP perform better in the general case. No di erences are found between the performance of ASP and AP1.
Our next step is to compare the adaptive policies when combined with SDF, called respectively ASP(1), AP1(1) and AEP (1) . It is shown that the response time of all three is considerably decreased, due to the expected reduction in the waiting time due to SDF. For the same reason, the advantage of AEP of keeping waiting time low is much less important than before. However, it is important that the properties of SDF are orthogonal to those of the adaptive policies, and the combination leads only to performance improvement.
The nal step is to add DIF to the three policies, thus obtaining ASP(2), AP1(2) and AEP(2). The gain for the policies relative to ASP(1) and AP1(1) is negligible. A reason for this is that SDF causes the jobs dispatched together to have similar total demand and therefore potential for decreasing their response time with additional processors. However, the gain of AEP(2) is considerable at high loads due to its tendency to allocate fewer processors than the other two policies.
Comparison among AEP(2), ASP(2) and DYN-EQUI shows that the former two always perform better at very high loads. The reason is that at very high loads the job partition sizes of all three policies are very close to one. With the additional advantages of SDF and DIF, it is expected that AEP(2) and ASP(2) will be better. At the other loads, DYN-EQUI performs better, due to its capability of preemption. The di erence for AEP(2) with the mixed workload (WK4) is typically about 30% of the response time relative to DYN-EQUI. The corresponding di erences between ASP(2) and DYN-EQUI some times exceed 75%. We conclude, that by exploiting properly the load and application characteristics information, we have managed to improve the performance of the non-preemptive policies and to come very close to that of zero-overhead Dynamic Equipartition. Thus, we have proven that it is possible to design e cient schedulers for network clusters where dynamic policies lead to unacceptable overheads.
An implementation of the proposed algorithm on an actual workstation cluster is a necessary next step for verifying the performance predicted by simulation. In addition, machines with di erent uniprocessor or multiprocessor con gurations must be considered, along with applications with speci c hardware requirements. Also, it is necessary to investigate the impact of the applications that have minimum processor allocation requirements. Finally, We believe that the limit of nonpreemptive scheduling performance has not been reached yet. It is still an open question how application characteristics and system load parameters, whether employed as in our approach or not, can be used by still better scheduling policies. 
A Further Experimental Results
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